Abstract-In this paper, we propose an algorithm for online, real-time tracking of arbitrary objects in videos from unconstrained environments. The method is based on a particle filter framework using different visual features and motion prediction models. We effectively integrate a discriminative online learning classifier into the model and propose a new method to collect negative training examples for updating the classifier at each video frame. Instead of taking negative examples only from the surroundings of the object region, or from specific background regions, our algorithm samples the negatives from a contextual motion density function in order to learn to discriminate the target as early as possible from potential distracting image regions. We experimentally show that this learning scheme improves the overall performance of the tracking algorithm. Moreover, we present quantitative and qualitative results on four challenging public data sets that show the robustness of the tracking algorithm with respect to appearance and view changes, lighting variations, partial occlusions, as well as object deformations. Finally, we compare the results with more than 30 state-of-the-art methods using two public benchmarks, showing very competitive results.
I. INTRODUCTION

W
E CONSIDER the problem of automatically tracking a single arbitrary object in a video, where the algorithm is initialized in the first frame from a bounding box around the object that is to be tracked. No prior knowledge about the appearance, shape, or motion of the objects or the environment is used. In addition, we focus, here, on online tracking, where at each time step, only past and present but no future information is used. Applications for online visual object tracking (VOT) are numerous, including, for example, video indexing, human-computer or human-robot interaction, video surveillance, traffic monitoring, or autonomous driving.
In real-world scenarios, this problem is challenging as the object to track may considerably change its appearance, shape, size, and pose in the image (like the articulated human body, for example). Furthermore, the object can be partially occluded by itself, other objects, or the environment. The object may also abruptly move in unpredictable ways. Finally, the environment, i.e., the image background, may change considerably and rapidly in videos from moving cameras and be affected by varying illumination.
This weakly constrained setting requires a tracking algorithm that is able, with little data, to build an object (and possibly a scene) model that can well discriminate the object from the background, that copes with complex scene and object motion, and that is able to adapt to large changes of the object's appearance, size, and shape. However, this adaptation also holds the risk of drift (the so-called stability-plasticity dilemma [1] ), when the object model gradually includes information not belonging to it, i.e., from the background. As a consequence, the tracking algorithm will not precisely track the object any more or even lose it completely at some point in time.
A. Related Work
Numerous methods for online tracking of arbitrary objects have been published over recent years [2] - [15] . Many works [2] - [6] , [9] - [12] , [16] propose a tracking-by-detection framework, where a discriminative detector is trained with object and background image samples. At each frame of the video, this detector is applied inside a search window to estimate the current position of the object, and then the model is updated using this estimate and the current image. The advantage of this approach is that no specific motion model needs to be designed and parameterized, and the output is deterministic. In addition, the discriminative machine learning methods that are used are rather well studied in static settings, e.g., their performance on object detection in still images.
Another approach is to detect local feature points and match them from one frame to the next, in order to track an object [7] , [15] , [17] , [18] . The problem, here, is to select and match prominent and discriminative feature points, taking into consideration the fact that some of them might disappear and reappear during tracking. Other works, e.g., [11] , [19] - [22] , use some type of foreground-background segmentation to track the object. This can be in form of a parametric or active contour [19] , [23] , or a pixelwise foreground mask [22] , [24] , [25] of the object, for example. Naturally, this alleviates the problem of drift, especially with highly deformable objects.
Classically, the tracking problem has been tackled in a probabilistic way with recursive Bayesian filters, such as Kalman filters or particle filters (PFs) [14] , [21] , [26] - [31] .
These methods are able to estimate the posterior state distribution of the tracked object and allow for maintaining several state hypotheses. Usually, they explicitly integrate motion models used to predict the next object state by defining a probabilistic transition function independent of the image observations. Some PF techniques use more advanced motion models, such as in [27] ; a dense parametric motion estimator with an affine model is applied to propose new state values, as we propose in this paper. Also similar to this paper, parametric motion models have been used to estimate background (i.e., camera) motion [32] and segment the object region from the background [33] .
Other recently proposed approaches have also included this type of contextual motion information. For example, Yang et al. [34] introduced a method that, throughout a video, continuously discovers objects that move in the same direction as the tracked object by performing a motion correlation analysis. These auxiliary objects help to support and improve tracking by performing inference in a star-structured graphical model that includes their state.
Spatial context has also been exploited by using supporters, i.e., other objects or feature points around the target in the image. Grabner et al. [35] , for example, extended the well-known implicit shape model by detecting feature points in the image that have a correlated motion with the target. These supporters are matched from frame-to-frame and their relative displacement vectors are updated online. Wen et al. [36] also proposed a method that detects supporters (here called contributors), which are interest points within a local neighborhood around the target, in order to improve the tracking performance. In addition, their method makes use of a longer-term temporal context using an online subspace learning method that groups together observations from several frames. Similarly, the approach proposed in [37] tracks helper objects using an online Adaboost (OAB) detector, initialized manually at the first frame. Their relative position is learned online and used to predict the target object's position.
Dinh et al. [38] proposed a method using supporters as well as distractors, which are objects with similar appearance to the target. The distractors help to avoid the confusion of the tracker with other similar objects in the scene, and they can possibly be used to reason the objects' mutual occlusion. Supporters are not directly used for the target's state estimation but only to disambiguate between the target and its distractors. Hong et al. [39] recently proposed an approach based on the 1 tracker [9] that deals with distractors by automatically learning a metric not only between positive and negative examples but also within the collected negative examples, effectively replacing the originally proposed Euclidean distance.
Finally, Supančič, III, and Ramanan [40] presented a selfpaced learning tracker that also selects training examples from video frames in the past to perform long-term tracking, an idea that has also been used in [41] .
B. Motivation
The disadvantage with using supporting and distracting objects is that several objects need to be detected and tracked, which can be computationally expensive especially with a larger number of objects. Moreover, the success or failure of data association or, in some methods, matching local features points in successive video frames, heavily depends on the type of object to track and the surrounding background. This process can be error-prone and, in some situations, may rather harm the overall tracking performance. Finally, modeling the spatial, temporal, or appearance-based pairwise relationships between objects and/or interest points can lead to a combinatorial explosion and make the inference on the state space difficult.
To alleviate this problem, in this paper, we propose a probabilistic method that dynamically updates the foreground and background model depending on distracting objects or image regions in the scene background. This contextual appearance information is extracted from moving image regions and used to train online a discriminative binary classifier that, in each video frame, detects the image region corresponding to the object to track.
Traditionally, these discriminative online classifiers used in tracking-by-detection approaches [6] , [9] - [12] , [16] learn negative examples extracted from the image region surrounding the current target object region. This choice is motivated by the fact that the object will move only slightly from one frame to the other with respect to the background or other objects, and by computational speed. In contrast, our method uses a stochastic sampling process to extract negative examples from image regions that move. We call these: contextual motion cues (see Fig. 1 ). In that way, regions that correspond to possibly distracting objects are efficiently detected and early, i.e., without them having to be inside a search window and without scanning the whole image at each point in time. More precisely, the contributions of this paper are the following: 1) a method for online learning of a discriminative classifier using stochastic sampling of negative examples from contextual motion cues in videos; 2) integration of this incremental discriminative model in an efficient adaptive PF framework combining effectively several visual cues; 3) a thorough evaluation on difficult public benchmarks experimentally showing the performance increase from this type of online learning as well as an improvement over state-of-the-art tracking methods. Compared with [42] , we performed more extensive experiments, including the recent tracking benchmark VOT 2014 [43] , and we validated our approach by evaluating it with different discriminative online tracking algorithms: multipleinstance learning (MIL) tracker in addition to OAB. This paper is organized as follows. In Section II, we describe the overall tracking algorithm. Section III explains how the motion context is used to update the appearance models in the tracker. Experimental results are presented in Section IV, and the conclusions are drawn in Section V.
II. TRACKING ALGORITHM
In order to be able to handle more complex, multimodal state distributions in a computationally efficient way, we propose a tracking algorithm based on a recursive Bayesian framework. Assuming we have the observations Y 1:t from time 1 to t, we want to estimate the posterior probability distribution over the state X t at time t
where C is a normalization constant. As closed-form solutions are usually not available, in practice, this estimation is implemented using a PF, i.e., sampling importance resampling or bootstrapping. We refer to [44] and [45] for more details on PFs and only explain the main elements in Sections II-A-II-C.
A. Object State Representation and Inference
The state X = (x, y, v x , v y , s, e) ∈ R 6 of the object to track is described by an upright bounding box defined by the object's center position (x, y) in the image, its 2D speed (v x , v y ) in the image plane, scale (s), and eccentricity (e), i.e., the ratio of height and width. The state X 0 is manually initialized by providing a bounding box around the object in the first frame. Then, for each video frame, the PF performs its classical steps of predicting particles X (i) sampled from the proposal distribution q(X t |X t −1 ) and updating their weights according to the observation likelihood p(Y t |X t ), state dynamics p m (X t |X t −1 ), and proposal (see Section II-B):
At the end of each iteration, the observation likelihood model parameters are updated using the mean of the posterior distribution p(X x |Y 1:t ). Finally, systematic resampling is performed.
B. State Dynamics and Proposal Function
In order to cope with fairly complex motion of arbitrary objects in videos from a possibly moving camera, we use a proposal function composed of a mixture of three distributions
where β m , β f , and β d define the mixture weights, 
with p a (x t |x t −1 ) = N (x t −1 ; 0,ˆ ) and p u (x t |x t −1 ) = c where c is a constant (defined empirically) allowing for small jumps coming from the proposal function (2) . A simple firstorder model is used for the scale and eccentricity parameters, s and e, respectively. Letx = (s, e). Then
The second term of the proposal function
predicts the new state by performing a parametric robust motion estimation between the previous and current images of the region defined by X t , such as in [46] , and similar to optical flow computation. The output of this estimation is a set of parameters {d x , d y , d s } defining an affine transformation d(·) that translates and scales the state vector X t −1 of the previous frame to best match the current image. As the motion estimation is performed on a pyramid of image scales, this term is very useful to compensate for large camera motion or abrupt object accelerations. The last term
uses the output X d of a detector (see Section III) that has been trained online and that is applied in the neighborhood around X t on the current frame to predict the new object position and scale (as in [29] and [47] , for example). The variances f and d are relatively small compared with the ones in the autoregressive modelˆ and¯ . Note that, to be coherent and to strictly preserve the probabilistic independence, the detector's output for the previous frame could be used as well but represents a less accurate proposal leading to a higher variance.
See Section IV for a summary of parameter values.
C. Observation Likelihood
The observation likelihood function p(Y|X) that we propose is designed to be robust against object deformations, pose and illumination changes, as well as partial occlusions. It is a geometric mean of three distributions corresponding to different visual cues
where p H computes a local color histogram likelihood ratio, p S measures the global color distribution similarity, and p T is a texture likelihood. Taking the cube root of the product ensures that the overall likelihood distribution does not become too peaked. In the following, we explain each of the likelihood functions in more detail.
1) Histogram Likelihood Ratio:
The histogram likelihood function is defined as a ratio of foreground and background likelihoods
where
is the foreground likelihood defined over a grid of 3×3 regions r . D computes the Bhattacharyya distance between the Hue Saturation Value (HSV) histograms h t extracted from state X t and the respective reference histograms h * t initialized from the first frame, and λ FG is a constant. Similarly, the background likelihood
is defined by a reference histogramĥ * t from the first frame and one depending on the object's current state:ĥ(X t ). Here, h * andĥ(X t ) are computed over the image region twice as large as the object and surrounding it. All histograms contain two different quantization levels, four and eight bins, in the HSV color space, using 4 × 4 and 8 × 8 bins for the H and S channels, respectively, and 4/8 separate bins for the V channel [26] . The reference models h * andĥ * are linearly updated at each iteration using the object's current bounding box.
2) Global Color Segmentation Likelihood:
In addition to the more local color models with one histogram per object part, we also use a global color histogram model based on a pixelwise color segmentation of foreground and background. This further helps to delimit the object boundaries. As with p H , HSV color histograms with separate color and grayscale bins are extracted-one inside the current bounding box of the object and the other around it. Then, a probabilistic soft segmentation is performed (similar to [24] 
Then, the likelihood function is defined as
where λ S is a constant, S FG is the proportion of foreground pixels, i.e., for which p(c = 1|z) > 0.5, inside the object's bounding box, and S BG is the proportion of foreground pixels outside the bounding box. Clearly, the better the bounding box delimits the foreground and background of the segmentation, the higher is this likelihood. The foreground and background histograms used for the segmentation are linearly updated at each iteration using the current bounding box.
3) Texture Likelihood: The likelihood p T (Y|X)
is based on the (grayscale) texture of the object to track. This visual cue helps to track objects that have little discriminative color information (for example, in very dark environments) or in grayscale videos. A discriminative classifier is trained at the first frame using the object region as positive and the background regions as negative examples. Then, the classifier is updated at each iteration collecting positive and negative examples from the foreground and background, respectively (see Section III). Here, we use the OAB classifier presented in [16] that uses haarlike features, but any other online classifiers could be used as well.
The likelihood is based on the detector's confidence c D ∈ [0, 1] for the image patch defined by
where λ D is a constant.
III. MODEL ADAPTATION WITH CONTEXTUAL CUES
In this section, we will describe the main contribution of the proposed approach: a method to effectively exploit motion context for VOT using a discriminative classifier that is trained online on specific parts of the input video. Our approach is different from the previous work, where a motion context or background motion has been tightly integrated in the tracking process, e.g., in the state dynamics, or where specific appearance models are used to avoid distractions in the background.
As mentioned earlier, in the PF, we use a binary discriminative classifier based on the OAB algorithm [16] for proposing new particles (6) as well as for evaluating the observation likelihood (12) . The classifier is trained with the first video frame using the image patch inside the object's bounding box as a positive example and surrounding patches within a search window as negative examples. Then, the classifier is updated at each tracking iteration using the same strategy for extracting positive and negative examples. We refer to [16] for details on the model and how it is trained.
A. Background Sampling
We propose to sample negative examples from image regions that contain motion and thus likely correspond to moving objects (see Fig. 1 ). The idea is that these regions may distract the tracker at some point in time. Therefore, it is preferable to learn these negative examples as early as possible, i.e., as soon as they appear in the scene. One can see this as a kind of long-term prediction of possible negative samples, in contrast to the much shorter (frame-by-frame) time scale of the proposal function. To perform this negative sampling, we first compensate for camera motion between two consecutive frames using a classical parametric motion estimation approach [46] . We apply a three-parameter model to estimate the translation and scale of the scene, and then compute the intensity differences for each pixel with its corresponding pixel in the previous frame. This gives an image M(x, y) approximating the amount of motion present at each position (x, y) of the current frame of the video. We then transform this image into a probability density function (pdf) m(x, y) over the 2D image space
where (x, y) defines an image region of the size of the bounding box of the object being tracked, centered at (x, y), and Z is a constant normalizing the density function to sum up to 1. Thus, m(x, y) represents the relative amount of motion inside the region centered at (x, y). Finally, N − image positions (x, y) are sampled from this pdf corresponding to rectangles centered at (x, y), where, statistically, regions with high amount of motion are sampled more often than static image regions. This process is shown in Fig. 1 .
B. Classifier Update
The N − image patches corresponding to the sampled regions as well as the positive example coming from the mean particle of the tracker are then used to update the classifier. In this case, the OAB method needs a balanced number of positives and negatives, thus the positive example is used N − times, alternating positive and negative updates.
The advantage of sampling positions from these motion cues is that we do not need to care about explicitly detecting, initializing, tracking, and eventually removing a certain number of distracting objects at each point in time. Note that we could also sample regions of different scales but as scale does not rapidly change in most videos, the benefit of this would be relatively small. Also note that the pdf could as well include appearance similarity with the tracked target. However, this would considerably increase the computational complexity.
IV. EXPERIMENTS A. Parameters
The following The variances for x and y values are scaled by (w/200), w is the current width of the bounding box. The variances for s and e are relatively small, thus more rapid scale and eccentricity changes cannot be accommodated easily, but on the other hand the overall tracking robustness is increased. We should highlight that only 100 particles have been used throughout all experiments. This turns out to be sufficient due to our design of effective proposal and discriminative likelihood functions.
B. Data Sets
We performed a quantitative evaluation on four challenging public tracking data sets that are described in the following.
1) Babenko:
The first data set 1 has been constructed in [6] from various other publications, and it has been used by many others afterward. It contains eight videos (with more than 5000 frames) of objects or faces that mostly undergo rigid deformations and some rather large lighting variations as well as partial occlusions. Most of these sequences are actually in a grayscale format (except David, Girl, and Face Occlusions 1).
2) Nonrigid Objects: The second, more challenging data set 2 is composed of 11 videos (around 2500 frames) showing moving objects that undergo considerable rigid and nonrigid deformations. This data set has also been used in [11] and partially in [8] among others.
3) VOT2013: The third data set 3 has been used for the VOT Challenge 2013 [48] . It contains 16 videos that have been automatically selected from a larger set by maximizing the variability in terms of certain criteria, such as camera motion, illumination change, occlusion, size change, or motion. Four of these sequences (David, Diving, Face, and Jump) are also part of the first or second data set.
4) VOT2014:
This is the 2014 version of the VOT2013 data set available from the same Web site. The data set contains 25 challenging videos.
Note that similar benchmarks [49] , [50] are available but due to limited space, we cannot report all the results here.
C. Evaluation
We performed several experiments with different evaluation protocols. For the first two data sets, we evaluated the robustness of the proposed algorithm by measuring the proportion of correctly tracked frames. A frame is counted as correct, if the tracking accuracy than a threshold, where R T is the rectangle corresponding to the mean particle from the tracking algorithm, and R GT is the ground truth rectangle surrounding the object. We set the threshold to 0.2 in order not to penalize fixed-size, fixedratio trackers in our comparison. For every experiment and sequence, the proposed algorithm has been run five times and the average result is reported. For the VOT data sets, we used the evaluation protocol of the VOT2013/2014 challenges, which measures accuracy and robustness. For evaluating the accuracy, the measure A, defined previously is used. The robustness is measured in terms of the number of tracking failures, where trackers are reinitialised after failures. Every sequence is evaluated 15 times and the average results are reported. In addition to this baseline experiment, there are two other experiments using the same data. In the region-noise experiment, the initial bounding box is slightly shifted randomly for each run, and in the grayscale experiment (only in VOT2013), each video is transformed into a grayscale format. See [43] and [48] for more details.
D. Results
In the first experiments, we evaluated different strategies for the collection of negative examples of the discriminative OAB classifier, as explained in Section III. We compared four different strategies. Tables I and II show the results for the first two data sets in terms of the percentage of correctly tracked frames. In most cases, the sampling of negative examples from the contextual motion pdf, i.e., motion and fixed + motion, improves the tracking performance. For the Babenko sequences, the improvement is smaller, because there are not many other moving objects that can distract the tracker. On average, the best strategy is fixed + motion, with a relative improvement of ∼7.5%. In another experiment, we studied the influence of each proposal and likelihood term [(2) and (7)] on the overall tracking performance. Table III summarizes the results. Some terms seem to be complementary, such as the motion-based proposal p f and the detector-based proposal p d . On average, the combination of all terms gives the best performance. We further replaced OAB in our algorithm with the MIL online boosting classifier [6] in order to see if our proposed method for sampling negatives from motion context depends on the underlying classifier. The results are summarized in Table IV , and we can see that for both classifiers OAB and MIL, the use of motion context outperforms the other sampling strategies.
We use this strategy in combination with OAB for the Fig. 2 . Accuracy-robustness ranking plots for 39 state-of-the-art methods evaluated with the VOT2014 data set [43] . The more on the top-right, the better. The proposed method MCT (yellow circles) is among the top-performing methods.
following experiments and call the overall tracking algorithm motion context tracker (MCT). We compared the proposed MCT with other state-of-the-art trackers on the two data sets: HoughTrack [11] , trackinglearning-detection [7] , PixelTrack [25] , MIL tracker [6] , STRUCK [12] , and a pure PF method (MCT without the discriminative detector). For the Babenko sequences, STRUCK showed the best average performance, which can be explained by the videos mostly in the grayscale, whereas MCT relies on color information. However, for the more difficult nonrigid data set, the average performance of MCT is superior to the one of the other methods. Note that MCT also outperforms STRUCK in the two VOT benchmarks (see the following). Tables V and VI show the results. MCT is very robust to partial occlusions, illumination changes, deformations, pose, or other appearance changes. In the Woman video, the algorithm has some problems adapting to the scale change; in the Gymnastics example, the aspect ratio is not adapted fast enough although the track is not lost. In the last example, the algorithm loses track due to deformation, rotation, motion blur, and low lighting.
We further evaluated MCT with the VOT2013 data set using the protocol of the VOT challenge and comparing it with 27 other state-of-the-art tracking methods. the second-best method for baseline and region noise, and the third-best method for grayscale. Only one method, the Pixel-Based Look-Up Table Tracker (PLT) , is consistently outperforming MCT on this data set. It is the optimization of the tracker called STRUCK [12] , currently unpublished but some explanations can be found in [48] . Note that, PLT is a single-scale tracker and it uses different feature sets for grayscale and color videos. As opposed to PLT, MCT fails, for example, in the Hand video (2.13 failures on average), where large appearance changes, motion, and difficult lighting occur at the same time (see Fig. 3 ). Other failures may happen in the Torus and Bolt videos with large object deformations and many similar distracting objects. We also added the method PF (MCT without the detector) to the VOT2013 evaluation. Its overall ranks for the baseline, region-noise, and grayscale experiments are 16.1, 14.5, and 14.4 respectively. This clearly shows the benefit of the motion context-based discriminative classifier. Fig. 2 shows the accuracy-robustness ranking plots for the VOT2014 data set as evaluated in the context of the VOT Challenge 2014 [43] . The plots show the results on the baseline and region-noise experiments for 39 different state-of-the-art methods. It can be seen that MCT (yellow circles) is among the top-performing methods; its overall rank is four (counting PLT and its extension PLT_14 as one entry). Table VIII lists the ten best methods for VOT2014 and the respective accuracy ranks, robustness ranks, and overall ranks. Taking the average of accuracy and robustness ranks, PLT and its extension PLT_14 are still slightly better, as well as the correlation filter-based method Scale-Adaptive Multiple Features Tracker [57] and the method Dynamic Graph Tracker [58] , which relies on graph matching and super-pixel representations. The method PF, i.e., MCT without the discriminative classifier, is only slightly worse on average with this benchmark. This might be due to the more challenging type of videos with deformable objects for which the texture-based classifier is not powerful enough. Table IX summarizes the average accuracy and robustness values for VOT2013 and VOT2014.
Finally, Fig. 3 shows some qualitative tracking results on some of the videos. One can see that the algorithm is very robust to changes in object appearance, illumination, pose as well as complex motion, and partial occlusions. The algorithm runs at ∼20 frames/s for a frame size of 320 × 240 on an Intel Xeon 3.4 GHz.
V. CONCLUSION
We presented a new efficient PF-based approach for tracking arbitrary objects in videos. The method combines generative and discriminative models, by effectively integrating an online learning classifier. We propose a new method to train this classifier that samples the position of negative examples from contextual motion cues instead of a fixed region around the tracked object. The advantage of MCT compared with others is that it effectively combines different discriminant visual cues: color, shape, texture, and motion. In addition, it further takes advantage of the motion context in the scene by using a specific online learning scheme that is independent of the actual classification algorithm. Our extensive experimental results show that this procedure improves the overall tracking performance with different discriminative classification algorithms. Further, the proposed tracking algorithm gives the state-of-the-art results on four different challenging tracking data sets, effectively dealing with large object shape and appearance changes, as well as complex motion, varying illumination conditions and partial occlusions.
Possible future extensions to improve the tracking robustness and precision would include the use of more scene context, for example, not only related to motion but also the appearance and the inference of higher-level scene information related to lighting, shape, and 3D positions.
