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Abstract: Superpositions of Ornstein-Uhlenbeck type (supOU) processes provide
a rich class of stationary stochastic processes for which the marginal distribution and
the dependence structure may be modeled independently. We show that they can also
display intermittency, a phenomenon affecting the rate of growth of moments. To do so, we
investigate the limiting behavior of integrated supOU processes with finite variance. After
suitable normalization four different limiting processes may arise depending on the decay
of the correlation function and on the characteristic triplet of the marginal distribution.
To show that supOU processes may exhibit intermittency, we establish the rate of growth
of moments for each of the four limiting scenarios. The rate change indicates that there
is intermittency, which is expressed here as a change-point in the asymptotic behavior of
the absolute moments.
1 Introduction
The Ornstein-Uhlenbeck (OU) processes driven by Le´vy noise and their superpositions
(supOU processes) where constructed with the aim of modeling key stylized features of ob-
servational series from finance and turbulence. The goal is to find models with analytically
and stochastically tractable correlation structure displaying either weak or strong depen-
dence and also having marginal distributions that are infinitely divisible and hence related
to both Gaussian and Poisson processes. The supOU processes are particularly relevant in
finance and the statistical theory of turbulence. They have applications in environmental
studies, ecology, meteorology, geophysics, biology, see e.g. Barndorff-Nielsen et al. (2015)
and the references therein. A key characteristics are the stochastic representations using
Le´vy basis (i.e. an independently scattered and infinitely divisible random measure). The
attractive feature of supOU processes is that they allow the marginal distribution and the
dependence structure to be modeled independently from each other. Moreover, they offer
¶dgrahova@mathos.hr
‡LeonenkoN@cardiff.ac.uk
§murad@bu.edu
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a flexible choice of different forms of correlation functions. In particular, the class of finite
variance stationary supOU processes contains examples where the correlation function
r(τ) decreases like a power function as the lag increases, more precisely where
r(τ) ∼ Γ(1 + α)ℓ(τ)τ−α, as τ →∞, (1)
for some slowly varying function ℓ and α > 0 (see Section 2 for more details). Hence, if
α ∈ (0, 1), the correlation function is not integrable, and the supOU process exhibits long-
range dependence (long memory or strong dependence). The volume of Doukhan et al.
(2003) contains surveys of the field. Note that Metzler et al. (1999) reported a Mittag-
Leffler decay in the autocorrelation function of the velocity of a particle in anomalous
diffusion. Such a decay can be modeled by the correlation function of supOU processes
(see (Barndorff-Nielsen & Leonenko 2005b, Example 4)).
An exciting area of applications of supOU processes is financial econometrics, in partic-
ular the stochastic volatility models, see Barndorff-Nielsen (1997), Barndorff-Nielsen & Shephard
(2001) and the references therein. In this setting the integrated supOU process (2) defined
below represents the integrated volatility (see e.g. Barndorff-Nielsen & Stelzer (2013)),
hence its limiting behavior is particularly important. The limit theorems developed in
the paper can be used for statistical inference based on the generalized method of mo-
ments or method of minimum contrast (see e.g. Stelzer et al. (2015)). Our results also
indicate that to obtain the limiting behavior one has to know or estimate the behavior of
the Le´vy measure near the origin which can be challenging (see Belomestny & Reiß (2015)
and the references therein). Just recently in astrophysics the authors of Kelly et al. (2013)
(see also the references therein) use the supOU processes to asses the mass of black hole.
They used heuristic arguments to estimate parameters of the model under long-range
dependence. But to develop mathematical procedures, one needs precise limit theorems
as those obtained in this paper.
In this paper we focus on supOU processes X = {X(t), t ≥ 0} having finite variance
and investigate the limiting behavior of the integrated process X∗ = {X∗(t), t ≥ 0} where
X∗(t) =
∫ t
0
X(s)ds. (2)
A long quest has preceded the results presented here. The pioneering work of Barndorff-
Nielsen Barndorff-Nielsen (2001) already contained a limit theorem corresponding to a
specific triangular scheme. Non-central limit theorems with convergence to fractional
Brownian motion appeared in Barndorff-Nielsen & Leonenko (2005a), Leonenko & Taufer
(2005). From the results presented here, it is now clear that these do not hold in general
and that they depend on the rate of growth of the moments of the integrated process X∗,
see also Grahovac et al. (2018), Grahovac et al. (2016).
We focus here on how an unusual rate of growth of the integrated process X∗(t) can
affect limit theorems. We refer to this rate as intermittency. There is no unique definition
of intermittency. It is a relative concept and its meaning depends on the particular setting
under investigation. It refers in general to an unusual moment behavior. It is of major
importance in many fields of science, such as the study of rain and cloud studies and other
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aspects of environmental science, on relation to nanoscale emitters, magnetohydrodynam-
ics, liquid mixtures of chemicals and physics of fusion plasmas, see e.g. Zel’dovich et al.
(1987). Another area of possible application is turbulence. In turbulence, the velocities
or velocity derivatives (or differences) under a large Reynolds number could be modeled,
as is done here, with infinitely divisible distributions, they allow long range dependence
and there seems to exist a kind of switching regime between periods of relatively small
random fluctuation and period of “higher” activity. This phenomenon is also referred to
as intermittency, see e.g. (Frisch 1995, Chapter 8) or Zel’dovich et al. (1987).
We use the following definition of intermittency. Let Y = {Y (t), t ≥ 0} be a stochastic
process. We shall measure the rate of growth of moments by the scaling function, defined
by
τY (q) = lim
t→∞
logE|Y (t)|q
log t
, (3)
assuming the limit in (3) exists and is finite. The range of moments q can be infinite or
finite, that is q ∈ (0, q(Y )), where
q(Y ) = sup{q > 0 : E|Y (t)|q <∞ ∀t}.
It has been shown in Grahovac et al. (2018) that for a non-Gaussian integrated supOU
process X∗ with marginal distribution having exponentially decaying tails and correlation
function satisfying (1), the scaling function is
τX∗(q) = q − α (4)
for a certain range of q. This implies that the function
q 7→
τX∗(q)
q
= 1−
α
q
is strictly increasing, a property referred to as intermittency. Recently, the term additive
intermittency has also been used (see Chong & Kevei (2018a)).
To see why this behavior of the scaling function is unexpected and interesting, recall
that by Lamperti’s theorem (see, for example, (Pipiras & Taqqu 2017, Theorem 2.8.5)),
the limits of normalized processes are necessarily self-similar, that is, if{
X∗(T t)
AT
}
fdd
→ {Z(t)} , (5)
holds with convergence in the sense of convergence of all finite dimensional distributions
as T → ∞, then Z is H-self-similar for some H > 0, that is, for any constant c > 0,
the finite dimensional distributions of Z(ct) are the same as those of cHZ(t). Brownian
motion for example is self-similar with H = 1/2. Moreover, the normalizing sequence is of
the form AT = ℓ(T )T
H for some ℓ slowly varying at infinity. For self-similar process, the
moments evolve as a power function of time since E|Z(t)|q = E|Z(1)|qtHq and therefore
the scaling function of Z is τZ(q) = Hq. Hence (4) does not hold for self-similar processes.
But it may not hold either for the process X∗ in (5) because one would expect that
E|X∗(T t)|q
AqT
→ E|Z(t)|q, ∀t ≥ 0, (6)
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and therefore that E|X∗(t)|q grows roughly as tHq when t → ∞. Since (4) implies that
E|X∗(t)|q grows roughly as tq−α, we conclude that the intermittency of the process X∗
contradicts (5) or (6) or both. See Grahovac et al. (2018) for the precise statements.
This paper has two main goals:
(i) to establish limit theorems in the form (5) for finite variance integrated supOU
processes X∗,
(ii) to explain how these results relate to intermittency.
We deal with (i) in Section 3. We show that, depending on the conditions on the
underlying supOU process, four different limiting processes may be obtained after suitable
normalization, namely, fractional Brownian motion, stable Le´vy process, stable process
with dependent increments defined below in (26) and Brownian motion. The nature of
the limit will depend on the interplay between several components: whether there is a
Gaussian component in the so-called characteristic triplet of the marginal distribution,
how strong the dependence is and, somewhat surprisingly, it depends also on the growth of
the Le´vy measure of the marginal distribution near the origin. In classical limit theorems,
it is typically the tails of the marginal distribution that are important. Here, however,
the behavior of the Le´vy measure near the origin may play an important role even though
that behavior does not affect the tails of the marginal distribution. Note also that even
though the integrated process has finite variance, it may happen that the limiting process
has stable non-Gaussian marginal distribution and hence infinite variance. Examples are
provided in Section 3 illustrating the main results. The proofs of the limit theorems are
given in Sections 5 and 6 and extend those of Philippe et al. (2014) who consider certain
discrete type superpositions of AR(1) processes.
In Section 4 we investigate how the established limit theorems fit with the intermit-
tency property. For each scenario of Section 3, we establish convergence of moments and
derive the expressions for the scaling function for q > 0. In general, the scaling function
τX∗(q) will have the shape of a broken line indicating intermittency. The line starts at
the origin but then changes slope at some higher value of q. This shows that in the
intermittent case, the convergence of moments (6) does not hold beyond some critical
value of q. Hence, it is possible to have both intermittency and limit theorems. This
phenomenon, moreover, is not only restricted to the long-range dependent case and it, in
fact, can happen even when the limit is Brownian motion, a process with independent
increments. For further discussion see Section 4.
In this sense the paper illustrates a new concept which can be named limit theorems
with intermittency effect. One possible scenario, but not the only one, could be as follows:
assume that the aggregated process X∗ = {X∗(t), t ≥ 0} can be decomposed as the sum of
two independent processes X∗1 and X
∗
2 , where for some AT the limit of the first normalized
process is self-similar: {X∗1 (T t)/AT} →
d {Z(t)} as T →∞, while the second process does
not influence the limit (for example X∗2 (T t)/AT converges in probability to 0 as T →∞,
but E |X∗2 (T t)/AT |
q → ∞ as T → ∞, for some q > 2). Then {X∗(T t)/AT} →d {Z(t)}
while E |X∗(T t)/AT |
q →∞ as T →∞.
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The paper is organized as follows. In Section 2 we define the supOU process and the
underlying Le´vy basis. Limit theorems are stated in Section 3 and moment behavior and
intermittency are discussed in Section 4. Proofs are given in Sections 5, 6 and 7.
2 Preliminaries
2.1 The supOU process
A supOU process is a strictly stationary process X = {X(t), t ∈ R} defined by the
stochastic integral
X(t) =
∫
R+
∫
R
e−ξt+s1[0,∞)(ξt− s)Λ(dξ, ds). (7)
Here, Λ is a homogeneous infinitely divisible random measure (Le´vy basis) on R+ × R,
with cumulant function
C {ζ ‡ Λ(A)} := logEeiζΛ(A) = m(A)κL(ζ) = (π × Leb) (A)κL(ζ), (8)
for A ∈ B (R+ × R), thus involving the quantities m, π and κL which we now define. The
control measure m = π × Leb is the product of a probability measure π on R+ and the
Lebesgue measure on R. The existence of the stochastic integral (7) in the sense of the
paper Rajput & Rosinski (1989) was proven by Barndorff-Nielsen (2001). The probability
measure π “randomizes” the rate parameter ξ and the Lebesgue measure is associated with
the moving average variable s. Finally, κL is the cumulant function κL(ζ) = logEe
iζL(1)
of some infinitely divisible random variable L(1) with Le´vy-Khintchine triplet
(a, b, µL), (9)
i.e.
κL(ζ) = iζa−
ζ2
2
b+
∫
R
(
eiζx − 1− iζx1[−1,1](x)
)
µL(dx). (10)
The quadruple
(a, b, µL, π) (11)
is referred to as the characteristic quadruple.
2.2 The marginal distribution
The Le´vy process L = {L(t), t ≥ 0} associated with the triplet (a, b, µL) is termed the
background driving Le´vy process and its law uniquely determines the one-dimensional
marginal distribution of the process X in (7) assuming E log (1 + |L(1)|) <∞.
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We will consider self-decomposable distributions.¶ If X is self-decomposable, then
there corresponds a Le´vy process L such that
X
d
=
∫ ∞
0
e−sdL(s). (12)
Hence, by appropriately choosing the background driving Le´vy process L, one can
obtain any self-decomposable distribution as a marginal distribution of X , and vice-versa.
The cumulant functions of the background driving Le´vy process L and the corresponding
self-decomposable distribution X are related by
κX(ζ) =
∫ ∞
0
κL(e
−sζ)ds, (13)
κL(ζ) = ζκ
′
X(ζ), (14)
where κ′X denotes the derivative of κX (see e.g. Barndorff-Nielsen (2001) or Jurek (2001)).
2.3 The dependence structure
While the marginal distribution of supOU process is determined by L, the dependence
structure is controlled by the probability measure π. Indeed, if EX(t)2 < ∞, then the
correlation function r(τ) of X is the Laplace transform of π:
r(τ) =
∫
R+
e−τξπ(dξ), τ ≥ 0. (15)
By a Tauberian argument, one easily obtains (see e.g. Fasen & Kluppelberg (2007)) that
if for some α > 0 and some slowly varying function ℓ
π ((0, x]) ∼ ℓ(x−1)xα, as x→ 0, (16)
then the correlation function satisfies (1) and, in particular, α ∈ (0, 1) yields the long-range
dependence. See Barndorff-Nielsen (2001), Barndorff-Nielsen et al. (2018), Barndorff-Nielsen & Leonenko
(2005b), Barndorff-Nielsen et al. (2013), Barndorff-Nielsen & Stelzer (2011), Grahovac et al.
(2018) for more details about supOU processes.
¶An infinitely divisible random variable X(1) with characteristic function φ is self-decomposable if for
every constant c ∈ (0, 1) there exists a characteristic function φc such that φ(ζ) = φ(cζ)φc(ζ), ζ ∈ R.
Examples of self-decomposable distributions include Gamma, variance Gamma, inverse Gaussian, normal
inverse Gaussian, Student and positive tempered stable distributions.
The definition of self-decomposability is related to the equation of the AR(1) stationary process
Xn = cXn−1 + εn, c ∈ (0, 1), n = 1, 2, . . .
Indeed, let φ(ζ) denote the characteristic function of Xn, which does not depend on n because of station-
arity. Then the preceding equation becomes φ(ζ) = φ(cζ)φc(ζ), where φc is the characteristic function of
εn which must depend on c to ensure stationarity. See Wolfe (1982) for more details.
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2.4 Notation
Through the rest of the paper, X will denote the supOU process defined in (7) with
characteristic quadruple (a, b, µL, π) and X
∗ will be the corresponding integrated process
(2). We assume X has finite variance
σ2 = VarX(t) <∞.
For simplicity, we assume that the mean EX(t) = 0, otherwise one could add centering
in the limit theorems.
We use the notation
κY (ζ) = C {ζ ‡ Y } = logEe
iζY
to denote the cumulant (generating) function of a random variable Y . For a stochastic
process Y = {Y (t)} we write κY (ζ, t) = κY (t)(ζ), and by suppressing t we mean κY (ζ) =
κY (ζ, 1), that is the cumulant function of the random variable Y (1).
Note that ifX(1) has finite moments up to order p, then so does L(1) (see (Fasen & Kluppelberg
2007, Proposition 3.1)). Moreover, relation (13) implies that if X(1) has zero mean, then
the same is true for the background driving Le´vy process L(1). In this case, we can write
the cumulant function of L in the form (see e.g. (Sato 1999, p. 39))
κL(ζ) = −
ζ2
2
b+
∫
R
(
eiζx − 1− iζx
)
µL(dx), (17)
where b is the variance component. For such a representation we will use the notation
(0, b, µL, π)1 for the characteristic quadruple. Note the presence of the index 1 to indicate
that the truncation function 1[−1,1](x) has been replaced by the constant 1 (see (Sato
1999, Section 8)). Note also that the variance of the Gaussian component b and the Le´vy
measure µL remain unchanged.
3 Limit theorems
We start by assuming that α ∈ (0, 1) in (16). This can be considered as the long-range
dependence scenario. Indeed, α ∈ (0, 1) implies that the correlation function is not
integrable since by (15)∫ ∞
0
r(τ)dτ =
∫ ∞
0
∫ ∞
0
e−τξdτπ(dξ) =
∫ ∞
0
ξ−1π(dξ) =∞. (18)
To simplify the proofs of some of the results below, we will assume that π has a density
p which is monotone on (0, x′) for some x′ > 0 so that (16) implies
p(x) ∼ αℓ(x−1)xα−1, as x→ 0. (19)
Under long-range dependence different scenarios are possible depending on additional
conditions. The following theorem shows that the limit is fractional Brownian motion
if a Gaussian component b 6= 0 is present in the characteristic triplet of the marginal
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distribution (or equivalently in the characteristic triplet (9) of the background driving
Le´vy process).
Recall that {·}
fdd
→ {·} appearing in particular in Theorems 3.1-3.4, denotes the con-
vergence of finite dimensional distributions.
Theorem 3.1. Suppose that π has a density p satisfying (19) with α ∈ (0, 1) and some
slowly varying function ℓ. If b > 0 in (11), then as T →∞{
1
T 1−α/2ℓ(T )1/2
X∗(T t)
}
fdd
→ {σ˜BH(t)} ,
where {BH(t)} is standard fractional Brownian motion with H = 1− α/2 and
σ˜2 = b
Γ(1 + α)
(2− α)(1− α)
.
The proof of this result and of the subsequent ones are given in Sections 5, 6 and 7.
The next scenario assumes that there is no Gaussian component namely b = 0, so
that the background driving process is a pure jump Le´vy process. In addition to the
dependence parameter α in (19), the limit in this setting will depend on the behavior of
the Le´vy measure near the origin. Two limiting processes may arise in this setting both
of which will have infinite variance stable marginals. Recall that the cumulant function
of any γ-stable distributed random variable Z such that EZ = 0 if 1 < γ < 2, and Z is
symmetric if γ = 1, can be written in the form (see e.g. (Ibragimov & Linnik 1971, proof
of Theorem 2.2.2))
C {ζ ‡ Z} = −|ζ |γω(ζ ; γ, c1, c2),
where
ω(ζ ; γ, c1, c2) ={
Γ(2−γ)
1−γ
(
(c1 + c2) cos
(
πγ
2
)
− i(c1 − c2) sign(ζ) sin
(
πγ
2
))
, γ 6= 1,
(c1 + c2)
π
2
, γ = 1,
(20)
with c1, c2 ≥ 0 and c1 = c2 if γ = 1. By taking
σ =
(
Γ(2− γ)
1− γ
(c1 + c2) cos
(πγ
2
))1/γ
, β =
c1 − c2
c1 + c2
,
we may rewrite (20) for γ 6= 1 as
ω(ζ ; γ, c1, c2) = σ
γ
(
1− iβ sign(ζ) tan
(πγ
2
))
,
which is a more common parametrization (see e.g. (Samorodnitsky & Taqqu 1994, Defi-
nition 1.1.6)).
For the first type of the limiting process we will assume that∫
|x|≤1
|x|1+αµL(dx) <∞. (21)
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This is equivalent to βBG < 1+α where βBG is the Blumenthal-Getoor index of the Le´vy
measure µL which is defined as (Blumenthal & Getoor (1961))
‖
βBG = inf
{
γ ≥ 0 :
∫
|x|≤1
|x|γµL(dx) <∞
}
. (22)
Since µL is the Le´vy measure, we always have βBG ∈ [0, 2].
The normalization sequence in the following theorem involves de Bruijn conjugate of
a slowly varying function. The de Bruijn conjugate of some slowly varying function ℓ is
a unique slowly varying function ℓ# such that
ℓ(x)ℓ#(xℓ(x))→ 1, ℓ#(x)ℓ(xℓ#(x))→ 1,
as x → ∞ (see (Bingham et al. 1989, Theorem 1.5.13)). In the setup of the following
theorem, ℓ# is de Bruijn conjugate of 1/ℓ
(
x1/(1+α)
)
with ℓ coming from (19).
Theorem 3.2. Suppose that π has a density p satisfying (19) with α ∈ (0, 1) and some
slowly varying function ℓ and let βBG be defined by (22). If
b = 0 and βBG < 1 + α,
then as T →∞ {
1
T 1/(1+α)ℓ# (T )1/(1+α)
X∗(T t)
}
fdd
→ {L1+α(t)} ,
where ℓ# is de Bruijn conjugate of 1/ℓ
(
x1/(1+α)
)
and {L1+α} is (1+α)-stable Le´vy process
such that
C {ζ ‡ L1+α(1)} = −|ζ |
1+αω(ζ ; 1 + α, c−α , c
+
α )
with c−α , c
+
α given by
c−α =
α
1 + α
∫ 0
−∞
|y|1+αµL(dy), c
+
α =
α
1 + α
∫ ∞
0
y1+αµL(dy). (23)
When ∫
|x|≤1
|x|1+αµL(dx) =∞,
another stable process may arise in the limit. This time the limiting process will have
dependent increments and it will depend on the rate of growth of the Le´vy measure near
the origin. To quantify this rate of growth, we will assume a power law behavior of µL
near origin. Let
M+(x) = µL ([x,∞)) , x > 0
M−(x) = µL ((−∞,−x]) , x > 0,
‖Clearly (21) implies that βBG ≤ 1+α, but it is possible to have βBG = 1+α and
∫
|x|≤1
|x|1+αµL(dx) =
∞ (for example if µL(dx) = |x|
−1−α log(|x|)dx). However, βBG < 1+α does imply
∫
|x|≤1
|x|1+αµL(dx) <
∞, hence the two are equivalent.
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denote the tails of µL and assume there exists β > 0, c
+, c− ≥ 0, c+ + c− > 0 such that
M+(x) ∼ c+x−β and M−(x) ∼ c−x−β as x→ 0. (24)
In particular, β is the Blumenthal-Getoor index of µL, β = βBG. We will assume in the
next theorem that β > 1 + α. This implies that
∫
|x|≤1 |x|
1+αµL(dx) = ∞, hence this
setting complements the one considered in Theorem 3.2.
The property (24) is stated in terms of the Le´vy measure µL of the background driving
Le´vy process L. We could, however, also state the condition in terms of the Le´vy measure
µX of the corresponding self-decomposable distribution of X . Indeed, by (Sato 1999,
Theorem 17.5) and Karamata’s theorem (Bingham et al. 1989, Theorem 1.5.11), we have
as x→ 0
µX ([x,∞)) =
∫ ∞
0
M+ (esx) ds =
∫ 1/x
0
M+(s−1)s−1ds ∼ β−1M+(x) (25)
and similarly µX ((−∞,−x]) ∼ β
−1M−(x). Note that for (24) the behavior of µL away
from the origin is irrelevant.
Theorem 3.3. Suppose that π has a density p satisfying (19) with α ∈ (0, 1) and some
slowly varying function ℓ and suppose (24) holds with β > 0. If
b = 0 and 1 + α < β < 2,
then as T →∞ {
1
T 1−α/βℓ(T )1/β
X∗(T t)
}
fdd
→ {Zα,β(t)} ,
where {Zα,β} is a process with the stochastic integral representation
Zα,β(t) =
∫
R+
∫
R
(f(ξ, t− s)− f(ξ,−s))K(dξ, ds), (26)
f is given by
f(x, u) =
{
1− e−xu, if x > 0 and u > 0,
0, otherwise,
(27)
and K is a β-stable Le´vy basis on R+ × R with control measure
k(dξ, ds) = αξαdξds,
such that
C {ζ ‡K(A)} = −|ζ |βω(ζ ; β, c+, c−)k(A).
The process {Zα,β} defined in (26) was obtained by Puplinskaite˙ & Surgailis (2010) in
a similar limiting scheme. It is
• β-stable,
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• H = 1− α/β self-similar,
• has stationary increments
• and has continuous paths a.s.
This can be checked from the cumulant function of the finite dimensional distributions
which is given by
C {ζ1, . . . , ζm ‡ (Zα,β(t1), . . . , Zα,β(tm))}
= −
∫ ∞
0
∫ ∞
−∞
∣∣∣∣∣
m∑
j=1
ζj (f(ξ, tj − s)− f(ξ,−s))
∣∣∣∣∣
β
× ω
(
m∑
j=1
ζj (f(ξ, tj − s)− f(ξ,−s)) ; β, c
+, c−
)
αξα−βdsdξ.
(28)
Indeed, consider {Zα,β(at)} with a > 0. To show self-similarity, namely that {Zα,β(at)}
d
=
{aHZα,β(t)} with H = 1 − α/β, use (28) and make the change of variables ξ → ξ/a and
s→ as. This implies ξα−βdsdξ → a−(α−β)ξα−βdsdξ, and henceH = −(α−β)/β = 1−α/β.
The continuity of the sample paths follows from the Kolmogorov-Chentsov theorem (see
e.g. (Karatzas & Shreve 1991, Theorem 2.8)) since by self-similarity and stationarity of
increments we have
E |Zα,β(t)− Zα,β(s)|
1+α ≤ C |t− s|(1−α/β)(1+α) ,
and (1− α/β)(1 + α) > 1.
It remains to consider the case when the correlation function is integrable which by
(18) is equivalent to
∫∞
0
ξ−1π(dξ) <∞. We can therefore think of this case as short-range
dependence.
Theorem 3.4. If
∫∞
0
ξ−1π(dξ) <∞, then as T →∞{
1
T 1/2
X∗(T t)
}
fdd
→ {σ˜B(t)} ,
where {B(t)} is standard Brownian motion and
σ˜2 = 2σ2
∫ ∞
0
ξ−1π(dξ), σ2 = VarX(1). (29)
Theorem 3.4 covers, for example, the case of finite superpositions which are obtained
by taking π to be a probability measure with finite support. This special case was proved
in Grahovac et al. (2016) by using standard arguments. However, the assumption of The-
orem 3.4 also covers the case where π satisfies (16) with some α > 1. In this case the
limit theorem coexists with intermittency as will be seen in the next section.
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Based on the previous results, we can summarize the limiting behavior of the integrated
finite variance supOU process. In the short-range dependent case, which is implied by
α > 1 in (16), the limit is Brownian motion. When α < 1, the type of the limit depends
on the Le´vy triplet of the marginal distribution. If a Gaussian component is present, the
limit is fractional Brownian motion. If there is no Gaussian component, the limit may be
a stable Le´vy process or the stable process (26) with dependent increments, depending
on the behavior of the Le´vy measure µL in (10) around the origin.
In order to summarize the results in a simplified manner, suppose (19) holds with
some α > 0 and if b = 0, suppose additionally that (24) holds with some 0 < β < 2. Let
β = 2 denote the case when the Gaussian component is present. Then the limits can be
classified as shown in Figure 1 and Figure 2.
α
1
Brownian motion
fractional Brownian motion
b > 0
b = 0
21 + α
β
stable
process
Zα,β (26)
stable Le´vy
process L1+α
Figure 1: Classification of limits of X∗
Instead of using integrability of the correlation function, we may classify short-range
and long-range dependence based on the dependence of increments of the limiting process.
This way we could regard the case 1 + α > β as short-range dependence (Theorem 3.2)
and 1+α < β as long-range dependence (Theorem 3.3). This implicitly includes the case
β = 2 when a Gaussian component is present which yields short-range dependence for
α > 1 (Theorem 3.4) and long-range dependence for α < 1 (Theorem 3.1).
Theorems 3.1-3.4 establish convergence of finite dimensional distributions of normal-
ized integrated process. The next theorem shows that in some cases the convergence may
be extended to weak convergence in a suitable function space. Since we deal with the
limits of the integrated process (2) which is continuous, we consider weak convergence in
the space C[0, 1] of continuous function equipped with the uniform topology.
Theorem 3.5. The convergence in Theorems 3.1 and 3.3 extends to the weak convergence
in the space C[0, 1]. The same is true for the convergence in Theorem 3.4 if it additionally
holds that E|X(t)|4 <∞ and
∫∞
0
ξ−2π(dξ) <∞.
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Brownian motion
stable Le´vy
process L1+α
stable
process
Zα,β (26)
0 1
1
2
α
β
fractional Brownian motion
Figure 2: Classification of limits of X∗
In Theorem 3.2, the limit is stable Le´vy motion. As noted by Konstantopoulos & Lin
(1998), if a sequence of continuous processes converges, in the sense of finite dimensional
distributions, to a limit which is discontinuous with positive probability, then the conver-
gence cannot be extended to weak convergence in the space of ca`dla`g functions D[0, 1]
equipped with Skorokhod’s J1 topology (Konstantopoulos & Lin 1998, p. 236). Possi-
bly the convergence holds in D[0, 1] equipped with the weaker M1 topology or the non-
Skorohodian S topology (see Jakubowski (1997)). For such results in related models or
limiting schemes see Doukhan et al. (2019), Philippe et al. (2014), Resnick & van den Berg
(2000).
3.1 Examples
In this subsection we list several examples of supOU processes and show how Theorems
3.1–3.4 apply. In each example we will choose a background driving Le´vy process L
such that L(1) is from some parametric class of infinitely divisible distributions. On the
other hand, π may be any absolutely continuous probability measure satisfying (19). For
example, π can be Gamma distribution with density
f(x) =
1
Γ(α)
xα−1e−x1(0,∞)(x),
where α > 0. Then
π((0, x]) ∼
1
Γ(α + 1)
xα, as x→ 0.
Other examples of distributions satisfying (19) can be found in Grahovac et al. (2018).
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For the limiting behavior of the corresponding integrated supOU process, the Le´vy-
Khintchine triplet (9) of L(1) will be important. In particular, for each case we will
consider the value of β defined in (24) or the value of the Blumenthal-Getoor index (22)
of the Le´vy measure µL.
Note that one could also construct examples by choosing a marginal distribution of
the supOU process instead of choosing the distribution of L(1). Indeed, each distribution
used in the examples below is self-decomposable, hence there exists a background driving
Le´vy process generating a supOU process with such marginal distribution. By using the
correspondence (25), one can easily check the conditions involving behavior of the Le´vy
measure near origin.
3.1.1 Compound Poisson background driving Le´vy process
Suppose L is a compound Poisson process with rate λ > 0 and jump distribution F
having finite variance and zero mean. Suppose X is a supOU process with the background
driving Le´vy process L and π absolutely continuous probability measure satisfying (19).
The characteristic quadruple (11) is then (a, 0, µL, π) where
a = λ
∫
|x|≤1
xF (dx), µL(dx) = λF (dx).
Since the Le´vy measure is finite, the Blumenthal-Getoor index (22) is 0. By Theorems
3.2 and 3.4, the limit of normalized integrated process is Brownian motion if α > 1 or
stable Le´vy process with index 1 + α if α < 1.
3.1.2 Normal inverse Gaussian background driving Le´vy process
The normal inverse Gaussian distribution with shape parameter A > 0, skewness param-
eter |B| < A, location parameter C ∈ R and scale parameter D is given by the density
f(x) =
A
π
eD
√
A2−B2
(
1 +
(
x− µ
D
)2)−1/2
K1
AD
√
1 +
(
x− µ
D
)2 eB(x−C)
for x ∈ R, whereK1 is the modified Bessel function of third kind (see e.g.Barndorff-Nielsen
(1997), Eberlein & Hammerstein (2004)). The normal inverse Gaussian distributions are
infinitely divisible and have all positive order moments finite. The density of the Le´vy
measure is asymptotically equivalent to δ/πx−2 as x → 0 (see Eberlein & Hammerstein
(2004)), hence the Blumenthal-Getoor index (22) is βBG = 1. Consider now a supOU
process generated by the normal inverse Gaussian background driving Le´vy process. Since
βBG < 1 + α, we conclude as in the compound Poisson case that the possible limits are
Brownian motion if α > 1 or (1 + α)-stable Le´vy process if α < 1.
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3.1.3 Tempered stable background driving Le´vy process
Let L be a tempered stable Le´vy process, that is a Le´vy process with Le´vy-Khintchine
triplet (a, 0, µL) where µL is absolutely continuous with density given by
g(y) =
c−
|x|1+β
e−λ
−|x|1(−∞,0)(x) +
c+
x1+β
e−λ
+x1(0,∞)(x),
where c− > 0, c+ > 0, λ− > 0, λ+ > 0 and β ∈ (0, 2) (see e.g. (Cont & Tankov 2003,
Section 4.5)). All moments of tempered stable distributions are finite and the Le´vy
measure satisfies (24) with β ∈ (0, 2). If α > 1, then by Theorem 3.4 the corresponding
integrated supOU process converges to Brownian motion. In the case α < 1, the limit is
(1 + α)-stable Le´vy process if β < 1 + α (Theorem 3.2), but if β > 1 + α, then the limit
is β-stable process (26) (Theorem 3.3).
4 Moment behavior and intermittency
In this section we establish the asymptotic behavior of absolute moments of the integrated
supOU process. More precisely, we investigate the scaling function of the integrated
process
τX∗(q) = lim
t→∞
logE|X∗(t)|q
log t
. (30)
We will assume throughout that the cumulant function κX is analytic in the neighbor-
hood of the origin. According to (Lukacs 1970, Theorem 7.2.1), this is equivalent to the
exponential decay of tails of the distribution of X . In particular, all moments are finite
and the scaling function (30) will be well defined. Many infinitely divisible distributions
satisfy this condition, for example, inverse Gaussian, normal inverse Gaussian, gamma,
variance gamma, tempered stable (see Grahovac et al. (2018) for details). It is worth
noting that the same results could be obtained by assuming only that the moments exists
up to some order, however, this would significantly complicate the exposition. Note also
that the analyticity assumption does not affect the choice of π.
We noted in the introduction that integrated supOU processes may exhibit intermit-
tency. As we will see, for the non-Gaussian supOU process with zero mean such that (16)
holds for some α > 0 we have that
τX∗(q) = q − α, ∀q ≥ q
∗, (31)
where q∗ is the smallest even integer greater than 2α (Grahovac et al. 2018, Theorem 7).
Hence, q 7→ τX∗(q)/q is strictly increasing on [q
∗,∞). On the other hand, there can be no
normalizing sequence AT such that the normalized q-th moment E|X
∗(T )/AT |q converges
for every q ≥ q∗. Indeed, if this normalized moment would converge E|X∗(T )/AT |q → Cq
for some q as T →∞, then it follows that
log T
(
1
q
logE|X∗(T )|q
log T
−
logAT
log T
)
→
1
q
logCq, T →∞,
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which implies that logAT/ log T → τX∗(q)/q. Clearly, this is impossible to hold for more
than one value of q, unless τX∗(q)/q is constant. Therefore we cannot have a limit theorem,
the convergence of moments (6) and the unusual behavior of moments (31). However, as
the results of Section 3 show, even when this unusual behavior of moments is present, it
is still possible that a limit theorem holds after suitable normalization. What must fail
to hold then is the convergence of moments (6). Thus the convergence of moments (6)
must not hold beyond some critical value of q.
The purpose of this section is to provide a closer inspection of the behavior of moments
in connection with the results of Section 3.
As in Section 3, we start with the case when α < 1 in (19). First, we consider the
setting of Theorem 3.1 where α ∈ (0, 1) and where the limit is fractional Brownian motion.
Theorem 4.1. Suppose that the assumptions of Theorem 3.1 hold, in particular α ∈ (0, 1),
and suppose µL 6≡ 0. Then
τX∗(q) =
{(
1− α
2
)
q, 0 < q ≤ 2,
q − α, q ≥ 2.
(32)
If µL ≡ 0, then X
∗ is Gaussian and
τX∗(q) =
(
1−
α
2
)
q, ∀q > 0. (33)
It is interesting to note how intermittency appears in the setting of Theorem 4.1. Let
X∗1 , X
∗
2 denote the decomposition (50) of X
∗ as in the proof of Theorem 3.1, correspond-
ing to Gaussian and pure jump part of the underlying Le´vy basis, respectively. With
normalizing sequence AT = T
1−α/2ℓ(T )1/2, we have for the Gaussian part X∗1 and t > 0
A−1T X
∗
1 (T t)
d
→ σ˜B1−α/2(t),
and (see the proof of Theorem 4.1)
E
∣∣A−1T X∗1 (T t)∣∣q → E ∣∣σ˜B1−α/2(t)∣∣q , ∀q > 0,
where
σ˜2 = b
Γ(1 + α)
(2− α)(1− α)
.
Consider now the Le´vy component X∗2 for which we have
A−1T X
∗
2 (T t)
P
→ 0,
by using the normalization AT as above. Borrowing the term from Doukhan et al. (2019),
we may call the process {A−1T X
∗
2 (T t), T > 0} evanescent. However, its moments are far
from negligible in the limit since
E
∣∣A−1T X∗2 (T t)∣∣q →∞, ∀q > 2.
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We conclude that it is the component X∗2 which is responsible for the unusual limiting
behavior of moments. Note, however, that by Theorems 3.2 and 3.3, X∗2 can still be
normalized to obtain a limit with stable non-Gaussian distribution. The appropriate
normalization is of an order lower than AT since
1
1 + α
< 1−
α
β
< 1−
α
2
,
with the notation of Theorems 3.2 and 3.3. Note also that the variance of A−1T X
∗
2 (T t)
converges to a finite constant. Indeed, taking the second derivative of κX∗2 (Tt)(ζ) in (52)
below and letting ζ → 0 we get by using (43) and (46) that
A−2T EX
∗
2 (T t)
2 = 2EX2(1)
2A−2T
∫ ∞
0
∫ Tt
0
ξ−1
(
1− e−ξ(Tt−s)
)
dsπ(dξ)
= 2EX2(1)
2A−2T
∫ ∞
0
(
1− e−w
) ∫ ∞
w/(Tt)
ξ−2π(dξ)dw
→ 2EX2(1)
2t2−α
Γ(1 + α)
(2− α)(1− α)
, (34)
as T →∞. In particular, {A−qT |X
∗
2 (T t)|
q} is not uniformly integrable for q ≥ 2.
The following simple example replicates the type of behavior we encounter with X∗(T )
in Theorem 4.1. Suppose {YT , T ≥ 1} is a sequence of random variables such that
YT =
{
T 1−α/2, with probability 1− T−α,
T, with probability T−α,
where α ∈ (0, 1). Then, since EY qT = T
(1−α/2)q(1 − T−α) + T q−α, we have that EY qT ∼
T (1−α/2)q for q ≤ 2 and EY qT ∼ T
q−α for q > 2. With suitable normalization we have
T−1+α/2YT =
{
1, with probability 1− T−α,
T α/2, with probability T−α,
hence T−1+α/2YT
d
→ 1. However, for the moments it holds that
E
(
T−1+α/2YT
)q
= 1− T−α + T α(q/2−1) →

1, q < 2,
2, q = 2,
∞, q > 2,
because YT exhibits increasingly large values albeit with decreasing probability. This
type of behavior is intensively studied for random fields arising from stochastic partial
differential equations (see e.g. Carmona & Molchanov (1994), Chong & Kevei (2018b),
Khoshnevisan (2014) and the references therein).
The following two theorems describe the scaling function when there is no Gaussian
component. The limiting processes, given in Theorems 3.2 and 3.3, have a stable distribu-
tion and are H-self-similar. The slopes of the scaling functions involve the self-similarity
index H of the limiting process, respectively 1/(1 + α) and (1− α/β).
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Theorem 4.2. Suppose that the assumptions of Theorem 3.2 hold, in particular α ∈ (0, 1)
and βBG < 1 + α. Then
τX∗(q) =
{
1
1+α
q, 0 < q ≤ 1 + α,
q − α, q ≥ 1 + α.
(35)
Theorem 4.3. Suppose that the assumptions of Theorem 3.3 hold, in particular α ∈ (0, 1)
and 1 + α < β < 2. Then
τX∗(q) =
{(
1− α
β
)
q, 0 < q ≤ β,
q − α, q ≥ β.
(36)
We now turn to the short range dependent setting of Theorem 3.4. In this case the
integrated supOU process need not be intermittent. For example, if π is a measure with
finite support, then the supOU process corresponds to a finite superposition of OU type
processes which satisfies a strong mixing property. The limit is Brownian motion which
is H-self-similar with H = 1/2. From the results of Yokoyama (1980), one may show
uniform integrability which together with Theorem 3.4 implies that τX∗(q) = Hq = q/2
for every q > 0 (see also (Grahovac et al. 2018, Example 8)). However, when π is regularly
varying at zero, intermittency is present. The following theorem gives the form of the
scaling function showing that the change-point between two linear parts is 2α.
Theorem 4.4. Suppose that π satisfies (16) with integer α > 1 and some slowly varying
function ℓ. If µL 6≡ 0, then
τX∗(q) =
{
1
2
q, 0 < q ≤ 2α,
q − α, q ≥ 2α.
(37)
If µL ≡ 0, then X
∗ is Gaussian and
τX∗(q) =
1
2
q, ∀q > 0.
Figure 3 provides the plots of the scaling functions obtained in this section.
Theorem 4.4 assumes α in (16) is an integer. We conjecture, however, the following:
Conjecture. Theorem 4.4 holds for any real α > 1.
In fact, a closer look at the proof of Theorem 4.4 reveals that we actually have
τX∗(q) =
{
1
2
q, 0 < q ≤ q∗,
q − α, q ≥ q∗.
(38)
where q∗ is the largest even integer less than or equal to 2α and q∗ is the smallest even
integer greater than 2α, as in (31) (see Figure 4). So, if α > 1 is integer, then q∗ = 2α and
τX∗ is a convex function (Grahovac et al. 2016, Proposition 2.1) passing through three
collinear points (2α, α), (q∗, q∗ − α) and, say, (q∗ + 1, q∗ + 1 − α). Hence, τX∗ must be
linear on [2α, q∗] (Grahovac et al. 2018, Lemma 3) and Theorem 4.4 follows. Relation
(38) shows that even if α > 1 is not an integer, τX∗ is not a linear function.
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2(
1− α
2
)
q
q − α
q
τX∗(q)
(a) Theorem 4.1 (non-Gaussian case)
1 + α
1
1+α
q
q − α
q
τX∗(q)
(b) Theorem 4.2
β
(
1− α
β
)
q
q − α
q
τX∗(q)
(c) Theorem 4.3
2α
1
2
q
q − α
q
τX∗(q)
(d) Theorem 4.4 (non-Gaussian case)
Figure 3: Scaling functions obtained in Theorems 4.1-4.4. If X∗ is purely Gaussian, then
the limit process is Gaussian and the scaling function is then a straight line τX∗(q) = Hq,
q > 0, where H ∈ (1/2, 1) in the case of Theorem 4.1 and H = 1/2 in the case of Theorem
4.4.
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q∗ 2α q∗
1
2
q
q − α
q
τX∗(q)
Figure 4: Theorem 4.4 for non-integer α. The solid part of the graph is given in (38) and
follows from the proof of Theorem 4.4. The dashed part is a conjecture.
5 Proofs related to convergence of finite dimensional
distributions
Consider the supOU process {X(t), t ≥ 0} in (7) and the integrated process {X∗(t), t ≥
0}. The following lemma provides the joint cumulant function using the probability
measure π, and either the cumulant function κL in (10) or the cumulant function κX(ζ) =
logEeiζX(1) of {X(t), t ≥ 0}.
Lemma 5.1. For ζ1, . . . , ζm ∈ R and t1 < · · · < tm, the cumulant function of finite
dimensional distributions of the normalized integrated process X∗ may be expressed as
C
{
ζ1, . . . , ζm ‡
(
A−1T X
∗(T t1), . . . , A−1T X
∗(T tm)
)}
=
∫ ∞
0
∫ 0
−∞
κL
(
A−1T
m∑
j=1
ζjξ
−1 (eξs − e−ξ(Ttj−s))) dsξπ(dξ)
+
∫ ∞
0
∫ ∞
0
κL
(
A−1T
m∑
j=1
ζj1[0,T tj ](s)ξ
−1 (1− e−ξ(Ttj−s))) dsξπ(dξ) (39)
= A−1T
m∑
i=1
ζi
∫ ∞
0
∫ Tti
0
κ′X
(
A−1T
m∑
j=1
ζj1[0,T tj ](s)ξ
−1 (1− e−ξ(Ttj−s))) dsπ(dξ). (40)
Proof. Following Barndorff-Nielsen (2001), we can use X(t) in (7) to define a generalized
stochastic process (random linear functional) X by
X (f) =
∫ ∞
0
f(t)X(t)dt =
∫ ∞
0
∫ ∞
−∞
Ff(ξ, s)Λ(dξ, ds),
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where
Ff(ξ, s) = e
s
∫ ∞
0
f(t)e−ξt1[s/ξ,∞)(t)dt
and f ∈ FΛ := {f : [0,∞)→ R : Ff (ξ, s) is Λ-integrable}. By (Barndorff-Nielsen 2001,
Theorem 5.1) (note that the assumptions there are not necessary by (Jurek 2001, Corollary
1), for f ∈ FΛ it holds that
C {f ‡ X} = C {1 ‡ X (f)} = logE exp
{∫ ∞
0
f(t)X(t)dt
}
=
∫ ∞
0
∫ ∞
−∞
κL
(∫ ∞
0
f(t+ s)e−ξtdt
)
dsξπ(dξ)
=
∫ ∞
0
∫ ∞
0
f(s)κ′X
(∫ ∞
0
f(t+ s)e−ξtdt
)
dsπ(dξ),
by (14), where we implicitly assume f(t) = 0 for t < 0. By letting f(u) =
∑m
j=1 ζj1[0,tj ](u),
we obtain two forms of the joint cumulant function of the integrated process X∗. One is
C {ζ1, . . . , ζm ‡ (X
∗(t1), . . . , X∗(tm))}
=
∫ ∞
0
∫ 0
−∞
κL
(
m∑
j=1
ζj
∫ tj−s
−s
e−ξtdt
)
dsξπ(dξ)
+
∫ ∞
0
∫ ∞
0
κL
(
m∑
j=1
ζj1[0,tj ](s)
∫ tj−s
0
e−ξtdt
)
dsξπ(dξ)
=
∫ ∞
0
∫ 0
−∞
κL
(
m∑
j=1
ζjξ
−1 (eξs − e−ξ(tj−s))) dsξπ(dξ)
+
∫ ∞
0
∫ ∞
0
κL
(
m∑
j=1
ζj1[0,tj ](s)ξ
−1 (1− e−ξ(tj−s))) dsξπ(dξ).
The other form involves the cumulant function κX of {X(t), t ≥ 0} and is obtained by
using (14):
C {ζ1, . . . , ζm ‡ (X
∗(t1), . . . , X∗(tm))}
=
m∑
i=1
ζi
∫ ∞
0
∫ ti
0
κ′X
(
m∑
j=1
ζj1[0,tj ](s)
∫ tj−s
0
e−ξtdt
)
dsπ(dξ)
=
m∑
i=1
ζi
∫ ∞
0
∫ ti
0
κ′X
(
m∑
j=1
ζj1[0,tj ](s)ξ
−1 (1− e−ξ(tj−s))) dsπ(dξ).
From here one gets (39) and (40).
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Proof of Theorem 3.1. Suppose first that µL = 0 so that L is Brownian motion with
κL(ζ) = i
2 b
2
ζ2. Then X is a Gaussian supOU process and κX(ζ) = −
b
4
ζ2 by (13). From
(40) we have
C
{
ζ1, . . . , ζm ‡
(
A−1T X
∗(T t1), . . . , A−1T X
∗(T tm)
)}
= −
b
2
m∑
i=1
m∑
j=1
ζiζjRT (ti, tj), (41)
where AT = T
1−α/2ℓ(T )1/2 and
RT (ti, tj) = A
−2
T
∫ ∞
0
∫ Tti∧Ttj
0
(
1− e−ξ(Ttj−s)
)
dsξ−1π(dξ). (42)
By a change of variables we have
RT (ti, tj) = A
−2
T
∫ ∞
0
∫ Tti∧Ttj
0
(
1− e−ξ(Ttj−s)
)
dsξ−1π(dξ) (43)
= A−2T
∫ ∞
0
∫ ξT tj
ξ(Tj−Tti∧Ttj)
(
1− e−w
)
dwξ−2π(dξ)
= A−2T
∫ ∞
0
∫ ξT tj
0
(
1− e−w
)
dwξ−2π(dξ)
−A−2T
∫ ∞
0
∫ ξ(Ttj−Tti∧Ttj)
0
(
1− e−w
)
dwξ−2π(dξ)
= A−2T
∫ ∞
0
(
1− e−w
) ∫ ∞
w/(Ttj)
ξ−2π(dξ)dw (44)
−A−2T
∫ ∞
0
(
1− e−w
) ∫ ∞
w/(Ttj−Tti∧Ttj)
ξ−2π(dξ)dw. (45)
Here we implicitly assume the second term vanishes if ti ∧ tj = tj .
We next show that∫ ∞
0
(
1− e−w
) ∫ ∞
w/t
ξ−2π(dξ)dw ∼
Γ(1 + α)
(2− α)(1− α)
ℓ(t)t2−α (46)
as t → ∞. Indeed, by (19), ξ 7→ p(ξ−1) is (1 − α)-regularly varying at infinity and by
the change of variables u = 1/ξ and by using Karamata’s theorem (Bingham et al. 1989,
Theorem 1.5.11) we have as t→∞∫ ∞
w/t
ξ−2π(dξ) =
∫ ∞
w/t
ξ−2p(ξ)dξ =
∫ t/w
0
p(u−1)du ∼
1
2− α
t
w
p(w/t)
∼
α
2− α
ℓ(t/w)
(
t
w
)2−α
.
Hence, the integral
∫∞
1/t
ξ−2π(dξ) is regularly varying function at infinity in t and it can
be written in the form ∫ ∞
1/t
ξ−2π(dξ) =
α
2− α
ℓ1(t)t
2−α, (47)
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with ℓ1 slowly varying at infinity such that ℓ1(t) ∼ ℓ(t) as t→∞. Consequently, we have∫ ∞
0
(
1− e−w
) ∫ ∞
w/t
ξ−2π(dξ)dw =
α
2− α
t2−α
∫ ∞
0
ℓ1(t/w)
(
1− e−w
)
wα−2dw
=
α
2− α
t2−α
∫ ∞
0
ℓ1(tz)
(
1− e−1/z
)
z−αdz.
It remains to show that the integral on the right varies slowly in t. The function g(z) :=
(1− e−1/z)z−α is regularly varying at infinity with index −α− 1 and regularly varying at
zero with index −α. Hence, we can choose 0 < δ < 1− α so that∫ 1
0
z−δg(z)dz <∞. (48)
From (47) we have that
ℓ1(t) =
2− α
α
tα−2
∫ ∞
1/t
ξ−2p(ξ)dξ ≤
2− α
α
tα,
since p is the probability density. Therefore tδℓ1(t) is locally bounded on [0,∞). By
applying (Bingham et al. 1989, Proposition 4.1.2(a)) it follows that∫ 1
0
ℓ1(tz)g(z)dz ∼ ℓ1(t)
∫ 1
0
g(z)dz, as t→∞.
On the other hand, for 0 < δ < α ∫ ∞
1
zδg(z)dz <∞
and by application of (Bingham et al. 1989, Proposition 4.1.2(b)) we obtain∫ ∞
1
ℓ1(tz)g(z)dz ∼ ℓ1(t)
∫ ∞
1
g(z)dz, as t→∞.
Integrating by parts and using the properties of the Gamma function we have∫ ∞
0
g(z)dz =
1
1− α
Γ(1 + α) =
Γ(α)
α(1− α)
.
This completes the proof of (46).
Returning back to (44) and (45), we obtain as T →∞ that
RT (ti, tj) ∼ A
−2
T (T tj)
2−αℓ1(T tj)
Γ(1 + α)
(2− α)(1− α)
−A−2T (T tj − T ti ∧ T tj)
2−αℓ1(T tj − T ti ∧ T tj)
Γ(1 + α)
(2− α)(1− α)
=
(
t2−αj
ℓ1(T tj)
ℓ(T )
− (tj − ti ∧ tj)
2−α ℓ1(T (tj − ti ∧ tj))
ℓ(T )
)
Γ(1 + α)
(2− α)(1− α)
.
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By using the fact that ℓ1(t) ∼ ℓ(t) as t→∞, it follows that
lim
T→∞
RT (ti, tj) =
(
t2−αj − (tj − ti ∧ tj)
2−α) Γ(1 + α)
(2− α)(1− α)
. (49)
Since
lim
T→∞
RT (ti, tj) + lim
T→∞
RT (tj , ti) =
(
t2−αj + t
2−α
i − |tj − ti|
2−α) Γ(1 + α)
(2− α)(1− α)
,
we can rewrite (41) after taking the limit T →∞ in the form
−b
Γ(1 + α)
(2 − α)(1− α)
m∑
i=1
m∑
j=1
ζiζj
1
2
(
t2−αj + t
2−α
i − |tj − ti|
2−α) ,
which gives the finite dimensional distributions of fractional Brownian motion. This
proves the statement for the Gaussian supOU. Note that instead of the direct proof one
could also use general results for Gaussian processes, e.g. (Taqqu 1975, Lemma 5.1), as
in (Grahovac et al. 2018, Example 9).
Assume now that µL 6≡ 0. Then we can make a decomposition of the Le´vy basis
into Λ1 with characteristic quadruple (0, b, 0, π)1 and Λ2 with characteristic quadruple
(0, 0, µL, π)1. Consequently, we can represent X(t) as
X(t) =
∫ ∞
0
∫ ξt
−∞
e−ξt+sΛ1(dξ, ds) +
∫ ∞
0
∫ ξt
−∞
e−ξt+sΛ2(dξ, ds) =: X1(t) +X2(t) (50)
with X1 and X2 independent. Let X
∗
1 (t), X
∗
2 (t) be the corresponding integrated processes.
Since X∗1 (t) is Gaussian, the preceding argument applies to show convergence to fractional
Brownian motion. It remains to prove that A−1T X
∗
2 (T t)
P
→ 0 as T → ∞. We shall do so
by showing that its cumulant function tends to 0 as T →∞.
Let κL,2 denote the cumulant function corresponding to Λ2, i.e.
κL,2(ζ) =
∫
R
(
eiζx − 1− iζx
)
µL(dx), (51)
and suppose κX,2 is the cumulant function of the corresponding selfdecomposable distri-
bution (see (13) and (14)). By (19), we can write p in the form p(x) = αℓ˜(x−1)xα−1 with ℓ˜
slowly varying at infinity such that ℓ˜(t) ∼ ℓ(t) as t→∞. From (40) we have by a change
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of variables
C
{
ζ ‡ T−1+α/2ℓ(T )−1/2X∗2 (T t)
}
=
= T−1+α/2ℓ(T )−1/2ζ
×
∫ ∞
0
∫ Tt
0
κ′X,2
(
T−1+α/2ℓ(T )−1/2ξ−1
(
1− e−ξ(Tt−s)
)
ζ
)
dsπ(dξ)
= T α/2ℓ(T )−1/2ζ
×
∫ ∞
0
∫ t
0
κ′X,2
(
T−1+α/2ℓ(T )−1/2ξ−1
(
1− e−ξTs
)
ζ
)
dsπ(dξ)
= T α/2ℓ(T )−1/2ζ
×
∫ ∞
0
∫ t
0
κ′X,2
(
T α/2ℓ(T )−1/2ξ−1
(
1− e−ξs
)
ζ
)
dsπ(T−1dξ).
(52)
Since π(dx) = αℓ˜(x−1)xα−1dx, the last equation becomes
T α/2ℓ(T )−1/2ζ
×
∫ ∞
0
∫ t
0
κ′X,2
(
T α/2ℓ(T )−1/2ξ−1
(
1− e−ξs
)
ζ
)
αℓ˜(Tξ−1)ξα−1T−αdsdξ
= αζ2
∫ ∞
0
∫ t
0
k
(
T α/2ℓ(T )−1/2ξ−1
(
1− e−ξs
)
ζ
) ℓ˜(Tξ−1)
ℓ(T )
(
1− e−ξs
)
ξα−2dsdξ. (53)
We now focus on the function k(ζ). Since by (14) κL,2(ζ) = ζκ
′
X,2(ζ), we have
k(ζ) =
κ′X,2(ζ)
ζ
=
κL,2(ζ)
ζ2
.
By (51), κL,2(ζ) =
∫
R
(
eiζx − 1− iζx
)
µL(dx). Since
∣∣eiζx − 1− iζx∣∣ ≤ 1
2
ζ2x2, we get
|κL,2(ζ)|
ζ2
≤
1
2
∫
R
x2µL(dx) ≤ C (54)
for any ζ ∈ R. Hence, by the dominated convergence theorem |κL,2(ζ)|/ζ
2 → 0 as ζ →∞
(see also (Philippe et al. 2014, Eq. (39))). We conclude that k is bounded function such
that |k(ζ)| → 0 as ζ →∞.
Let hT (ξ, s) denote the function under the integral in (53). Since hT (ξ, s) → 0 as
T →∞, it remains to show that the dominated convergence theorem is applicable. Take
0 < δ < min {α, 1− α}. By Potter’s bounds (Bingham et al. 1989, Theorem 1.5.6), there
is C1 such that ℓ˜(Tξ
−1)/ℓ(T ) ≤ C1max
{
ξ−δ, ξδ
}
and hence
|hT (ξ, s)| ≤ CC1max
{
ξ−δ, ξδ
}
ξα−2
(
1− e−ξs
)
,
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which is integrable. Indeed,∫ ∞
0
∫ t
0
max
{
ξ−δ, ξδ
}
ξα−2
(
1− e−ξs
)
dsdξ
=
∫ 1
0
ξα−3−δ
(
e−ξt − 1 + ξt
)
dξ +
∫ ∞
1
ξα−3+δ
(
e−ξt − 1 + ξt
)
dξ
≤ t2
∫ 1
0
ξα−1−δdξ + t
∫ ∞
1
ξα−2+δdξ <∞.
Hence the cumulant function of A−1T X
∗
2 (T t) tends to 0 as T →∞. Therefore A
−1
T X
∗
2 (T t)
tends to 0 in distribution and hence in probability.
Proof of Theorem 3.2. Let 0 = t0 < t1 < · · · < tm, ζ1, . . . , ζm ∈ R and AT = T
1/(1+α)
ℓ#(T )1/(1+α). Note that the de Bruijn conjugate ℓ# exists by (Bingham et al. 1989, The-
orem 1.5.13) and satisfies
ℓ# (T )
ℓ
(
(Tℓ# (T ))1/(1+α)
) ∼ 1, as T →∞. (55)
It will be enough to prove that
m∑
i=1
ζiA
−1
T (X
∗(T ti)−X
∗(T ti−1))
d
→
m∑
i=1
ζi (L1+α(ti)− L1+α(ti−1)) . (56)
By using (7) we have that
X∗(T ti)−X∗(T ti−1) =
∫ Tti
Tti−1
∫ ∞
0
∫ ξu
−∞
e−ξu+sΛ(dξ, ds)du
=
∫ ∞
0
∫ ξT ti−1
−∞
∫ Tti
Tti−1
e−ξu+sduΛ(dξ, ds)
+
∫ ∞
0
∫ ξT ti
ξT ti−1
∫ Tti
s/ξ
e−ξu+sduΛ(dξ, ds)
=: ∆X∗(1)(T ti) + ∆X
∗
(2)(T ti)
(57)
with ∆X∗(1)(T ti) and ∆X
∗
(2)(T ti) independent. Moreover, ∆X
∗
(2)(T ti), i = 1, . . . , m are
independent, hence, to prove (56), it will be enough to prove that
A−1T ∆X
∗
(1)(T ti)
d
→ 0, (58)
A−1T ∆X
∗
(2)(T ti)
d
→ L1+α(ti)− L1+α(ti−1), (59)
Due to stationary increments, it is enough to consider ti = t1 = t so that ti−1 = 0.
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Consider first ∆X∗(2)(T t). Note first that for any Λ-integrable function f on R+ × R,
it holds that (see Rajput & Rosinski (1989))
C
{
ζ ‡
∫
R+×R
fdΛ
}
=
∫
R+×R
κL(ζf(ξ, s))dsdξ. (60)
Writing the density p in the form p(x) = αℓ˜(x−1)xα−1, ℓ˜(t) ∼ ℓ(t) as t→∞, we have
C
{
ζ ‡ A−1T ∆X
∗
(2)(T t)
}
=
∫ ∞
0
∫ ξT t
0
κL
(
ζA−1T
∫ Tt
s/ξ
e−ξu+sdu
)
dsπ(dξ)
=
∫ ∞
0
∫ ξT t
0
κL
(
ζA−1T ξ
−1 (1− e−ξT t+s)) dsπ(dξ)
=
∫ ∞
0
∫ t
0
κL
(
ζA−1T ξ
−1 (1− e−ξT (t−s))) ξTdsπ(dξ)
=
∫ ∞
0
∫ t
0
κL
(
ζA−1T ξ
−1 (1− e−ξT (t−s)))αℓ˜(ξ−1)ξαTdsdξ. (61)
Suppose that ζ > 0, the proof is analogous in the other case. By the change of variables
x = ζA−1T ξ
−1 in (61) we have
C
{
ζ ‡A−1T ∆X
∗
(2)(T t)
}
= ζ1+α
∫ ∞
0
∫ t
0
κL
(
x
(
1− e
−x−1 ζT
AT
(t−s)
))
A
−(1+α)
T T ℓ˜
(
ATxζ
−1)αx−α−2dsdx
= ζ1+α
∫ ∞
0
∫ t
0
κL
(
x
(
1− e
−x−1 ζT
AT
(t−s)
))
×
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ# (T )
αx−α−2dsdx.
Since T/AT →∞ as T →∞, we have that
κL
(
x
(
1− e
−x−1 ζT
AT
(t−s)
))
→ κL(x).
Due to slow variation of ℓ, ℓ ∼ ℓ˜ and (55), we have
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ# (T )
ℓ
(
T 1/(1+α)ℓ# (T )1/(1+α)
)
ℓ
(
T 1/(1+α)ℓ# (T )1/(1+α)
)
∼
ℓ
((
Tℓ# (T )
)1/(1+α))
ℓ# (T )
→ 1,
as T →∞. Hence, if the limit could be passed under the integral, we would get that
C
{
ζ ‡A−1T ∆X
∗
(2)(T t)
}
→ tζ1+α
∫ ∞
0
κL(x)αx
−α−2dx. (62)
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From (17) with b = 0 and the relation∫ ∞
0
(
e∓iu − 1± iu
)
u−γ−1du = exp
{
∓
1
2
iπγ
}
Γ(2− γ)
γ(γ − 1)
valid for 1 < γ < 2 (see e.g. (Ibragimov & Linnik 1971, Theorem 2.2.2)), we would then
obtain after some computation with γ = 1 + α,
α
∫ ∞
0
κL(x)x
−α−2dx = α
∫ ∞
−∞
∫ ∞
0
(
eixy − 1− ixy
)
x−α−2dxµL(dy)
= α
∫ ∞
0
∫ ∞
0
(
eiu − 1− iu
)
u−α−2duy1+αµL(dy)
+ α
∫ 0
−∞
∫ ∞
0
(
e−iu − 1 + iu
)
u−α−2du(−y)1+αµL(dy)
=
αΓ(1− α)
(1 + α)α
(
ei(1+α)π/2
∫ ∞
0
y1+αµL(dy) + e
−i(1+α)π/2
∫ 0
−∞
|y|1+αµL(dy)
)
= −
Γ(1− α)
−α
×
(
cos
(
π(1 + α)
2
)(
α
1 + α
∫ 0
−∞
|y|1+αµL(dy) +
α
1 + α
∫ ∞
0
y1+αµL(dy)
)
− i sin
(
π(1 + α)
2
)(
α
1 + α
∫ 0
−∞
|y|1+αµL(dy)−
α
1 + α
∫ ∞
0
y1+αµL(dy)
))
= −ω(ζ ; 1 + α, c−α , c
+
α ),
where ω is defined in (20) and c−α , c
+
α in (23). The last equality holds because we suppose
ζ > 0 and hence sign(ζ) = 1.
It remains to justify taking the limit under the integral in (62). This can be done
similarly as in Philippe et al. (2014). First, from Potter’s bounds (Bingham et al. 1989,
Theorem 1.5.6), for 0 < δ < min {1 + α− βBG, 1− α, α} there is C1 such that
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ
(
T 1/(1+α)ℓ# (T )1/(1+α)
) ≤ C1max{x−δζδ, xδζ−δ} .
Hence, from (55) we have that for T large enough
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ# (T )
≤ C2max
{
x−δζδ, xδζ−δ
}
. (63)
Next, note that we can bound |κL(x)| ≤ κL,1(x)+κL,2(x) where κL,1(x) = x
2
∫
|y|≤1/|x| y
2µL(dy)
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and κL,2(x) = 2|x|
∫
|y|>1/|x| |y|µL(dy). Moreover,∫ ∞
0
κL,1(x)x
−α−2max
{
x−δ, xδ
}
dx
=
∫
|y|≤1
y2µL(dy)
∫ 1
0
x−α−δdx+
∫
|y|≤1
y2µL(dy)
∫ 1/|y|
1
x−α+δdx
+
∫
|y|>1
y2µL(dy)
∫ 1/|y|
0
x−α−δdx
≤ C3 + C4
∫
|y|≤1
|y|1+α−δµL(dy) + C5
∫
|y|≤1
|y|1+α+δµL(dy) <∞
(64)
and ∫ ∞
0
κL,2(x)x
−α−2max
{
x−δ, xδ
}
dx
=
∫
|y|≤1
|y|µL(dy)
∫ ∞
1/|y|
x−α−1+δdx+
∫
|y|>1
|y|µL(dy)
∫ ∞
1
x−α−1+δdx
+
∫
|y|>1
|y|µL(dy)
∫ 1
1/|y|
x−α−1−δdx
≤ C6 + C7
∫
|y|≤1
|y|1+α−δµL(dy) + C8
∫
|y|≤1
|y|1+α+δµL(dy) <∞
(65)
by the choice of δ.
Let gT (ζ, x, s) = e
−x−1 ζT
AT
(t−s)
and split C
{
ζ ‡ A−1T ∆X
∗
(2)(T t)
}
into two parts:
C
{
ζ ‡A−1T ∆X
∗
(2)(T t)
}
= IT,1 + IT,2, (66)
where
IT,1 = ζ
1+α
∫ ∞
0
∫ t
0
κL (x (1− gT (ζ, x, s)))
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ# (T )
× αx−α−21[0,1/2](gT (ζ, x, s))dsdx,
(67)
IT,2 = ζ
1+α
∫ ∞
0
∫ t
0
κL (x (1− gT (ζ, x, s)))
ℓ˜
(
T 1/(1+α)ℓ# (T )1/(1+α) xζ−1
)
ℓ# (T )
× αx−α−21[1/2,1](gT (ζ, x, s))dsdx.
(68)
We have that
sup
1/2≤c≤1
κL,1(cx) ≤ x
2
∫
|y|≤2/|x|
y2µL(dy) =: κL,1(x), (69)
where ∫ ∞
0
κL,1(x)x
−α−2max
{
x−δ, xδ
}
dx <∞ (70)
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by the same argument as in (64). Furthermore, we have that
sup
1/2≤c≤1
κL,2(cx) ≤ κL,2(x),
and hence |κL (x (1− gT (ζ, x, s))) 1[0,1/2](gT (ζ, x, s))| ≤ κL,1(x) + κL,2(x). By combining
with (63), we end up with the upper bound which is integrable by (65) and (70). Hence
the dominated convergence theorem may be applied to IT,1 showing that IT,1 converges
to the limit in (62).
We next show that IT,2 → 0. Using the inequality∣∣∣∣∣eix −
n∑
k=0
(ix)k
k!
∣∣∣∣∣ ≤ min
{
|x|n+1
(n+ 1)!
,
2|x|n
n!
}
,
we get by (17) that for any x ∈ R,
|κL(x)| ≤
∫
R
∣∣eixy − 1− ixy∣∣µL(dy) ≤ ∫
|xy|≤1
|xy|2µL(dy) + 2
∫
|xy|>1
|xy|µL(dy).
Then, by taking γ such that
max{βBG, 1} < γ < 1 + α, (71)
we get
|κL(x)| ≤
∫
|xy|≤1
|xy|γµL(dy) + 2
∫
|xy|>1
|xy|γµL(dy) ≤ C1|x|
γ, (72)
since
∫
R
|y|γµL(dy) <∞. Now since 1[1/2,1](gT (ζ, x, s)) = 1[ ζ(t−s)T
AT log 2
,∞
)(x), we have by using
(63) for δ < 1 + α− γ
|IT,2| ≤ C2
∫ ∞
0
∫ t
0
xγ−α−2max
{
x−δ, xδ
}
1[ ζ(t−s)T
AT log 2
,∞
)(x)dsdx
= C2
∫ t
0
∫ 1
0
xγ−α−2−δ1[ ζuT
AT log 2
,∞
)(x)dxdu
+ C2
∫ t
0
∫ ∞
1
xγ−α−2+δ1[ ζuT
AT log 2
,∞
)(x)dxdu
= C3
∫ t
0
1(
0,
AT log 2
ζT
](u)du− C4
(
T
AT
)γ−α−1−δ ∫ t
0
uγ−α−1−δ1(
0,
AT log 2
ζT
](u)du
+ C6
(
T
AT
)γ−α−1+δ ∫ t
0
uγ−α−1+δ1[AT log 2
ζT
,∞
)(u)du→ 0,
(73)
as T →∞, which completes the proof of (59).
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To complete the proof, it remains to show (58). From (60) and by making change of
variables we get that
C
{
ζ ‡A−1T ∆X
∗
(1)(T t)
}
=
∫ ∞
0
∫ 0
−∞
κL
(
ζA−1T
∫ Tt
0
e−ξu+sdu
)
dsπ(dξ)
=
∫ ∞
0
∫ 0
−∞
κL
(
ζA−1T e
sξ−1
(
1− e−ξT t
))
dsπ(dξ)
=
∫ ∞
0
∫ 0
−∞
κL
(
ζTA−1T e
sξ−1
(
1− e−ξt
))
dsπ(T−1dξ)
=
∫ ∞
0
∫ 0
−∞
κL
(
ζTA−1T e
sξ−1
(
1− e−ξt
))
αℓ˜(Tξ−1)ξα−1T−αdsdξ.
By using Potter’s bounds (Bingham et al. 1989, Theorem 1.5.6) we have for δ > 0
ℓ˜(Tξ−1) =
ℓ˜(Tξ−1)
ℓ˜(ξ−1)
ℓ˜(ξ−1) ≤ Cmax
{
T−δ, T δ
}
ℓ˜(ξ−1).
Taking γ as in (71) and using the bound in (72), we get that∣∣C {ζ ‡A−1T ∆X∗(1)(T t)}∣∣
≤ C2|ζ |
γT γ−α+δA−γT
∫ ∞
0
∫ 0
−∞
eγs
(
ξ−1
(
1− e−ξt
))γ
ℓ˜(ξ−1)ξα−1dsdξ
≤ C2|ζ |
γT γ−α+δA−γT
∫ ∞
0
γ−1ℓ˜(ξ−1)ξα−1dξ → 0 as T →∞, (74)
if we take δ small enough so that γ − α+ δ − γ/(1 + α) < 0.
Proof of Theorem 3.3. The proof relies on the following two facts proved in (Philippe et al.
2014, Eqs. (41)-(42)) (see also (Bismut 1983, Theorem 4.15)) which follow from (24):
lim
λ→0
λκL
(
λ−1/βζ
)
= −|ζ |βω(ζ ; β, c+, c−), for any ζ ∈ R (75)
|κL(ζ)| ≤ C|ζ |
β, for any ζ ∈ R. (76)
Here, c+, c− and β are constants from (24). Note that from (27) we can write for ξ > 0
f(ξ, t− s)− f(ξ,−s) =

eξs − e−ξ(t−s), if s < 0,
1− e−ξ(t−s), if 0 ≤ s < t,
0, if s ≥ t.
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Using this and the change of variables in (39), we get for ζ1, . . . , ζm ∈ R and t1 < · · · < tm
that
C
{
ζ1, . . . , ζm ‡
(
T−1+α/βℓ(T )−1/βX∗(T t1), . . . , T−1+α/βℓ(T )−1/βX∗(T tm)
)}
=
∫ ∞
0
∫ ∞
−∞
κL
(
T−1+α/βℓ(T )−1/β
m∑
j=1
ζjξ
−1 (f(ξ, T tj − s)− f(ξ,−s))
)
dsξπ(dξ)
=
∫ ∞
0
∫ ∞
−∞
κL
(
T α/βℓ(T )−1/β
m∑
j=1
ζjξ
−1 (f(T−1ξ, T tj − s)− f(T−1ξ,−s))
)
× dsT−1ξπ(T−1dξ)
=
∫ ∞
0
∫ ∞
−∞
κL
(
T α/βℓ(T )−1/β
m∑
j=1
ζjξ
−1 (f(ξ, tj − T−1s)− f(ξ,−T−1s))
)
× dsT−1ξπ(T−1dξ)
=
∫ ∞
0
∫ ∞
−∞
κL
((
T−αℓ(T )
)−1/β m∑
j=1
ζjξ
−1 (f(ξ, tj − s)− f(ξ,−s))
)
dsξπ(T−1dξ).
Again, because of (19), we can write p in the form p(x) = αℓ˜(x−1)xα−1 with ℓ˜ slowly
varying at infinity such that ℓ˜(t) ∼ ℓ(t) as t→∞. Now we have
C
{
ζ1, . . . , ζm ‡
(
T−1+α/βℓ(T )−1/βX∗(T t1), . . . , T−1+α/βℓ(T )−1/βX∗(T tm)
)}
=
∫ ∞
0
∫ ∞
−∞
κL
((
T−αℓ(T )
)−1/β
ξ−1
m∑
j=1
ζj (f(ξ, tj − s)− f(ξ,−s))
)
× αT−αℓ˜(Tξ−1)ξαdsdξ (77)
= −
∫ ∞
0
∫ ∞
−∞
∣∣∣∣∣
m∑
j=1
ζj (f(ξ, tj − s)− f(ξ,−s))
∣∣∣∣∣
β
× ω
(
m∑
j=1
ζj (f(ξ, tj − s)− f(ξ,−s)) ; β, c
+, c−
)
hT (ξ, s)αξ
α−βdsdξ,
(78)
where
hT (ξ, s)
= −
κL
((
T−αℓ(T )ξβ
)−1/β∑m
j=1 ζj (f(ξ, tj − s)− f(ξ,−s))
)
T−αℓ(T )ξβ ℓ˜(Tξ
−1)
ℓ(T )∣∣∣∑mj=1 ζj (f(ξ, tj − s)− f(ξ,−s))∣∣∣β ω (∑mj=1 ζj (f(ξ, tj − s)− f(ξ,−s)) ; β, c+, c−) .
By taking λ = λ(T, ξ) = T−αℓ(T )ξβ in (75) and using slow variation of ℓ, we conclude
that hT (ξ, s)→ 1 as T →∞ for each ξ > 0, s ∈ R.
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It remains to show that the dominated convergence theorem can be applied to get
(28). By using (76) we have that
|hT (ξ, s)|
≤
C
(
T−αℓ(T )ξβ
)−1 ∣∣∣∑mj=1 ζj (f(ξ, tj − s)− f(ξ,−s))∣∣∣β T−αℓ(T )ξβ ℓ˜(Tξ−1)ℓ(T )∣∣∣∑mj=1 ζj (f(ξ, tj − s)− f(ξ,−s))∣∣∣β ∣∣∣ω (∑mj=1 ζj (f(ξ, tj − s)− f(ξ,−s)) ; β, c+, c−)∣∣∣ .
Since |ω(z; β, c+, c−)| does not depend on z, we have that
|hT (ξ, s)| ≤ C1
ℓ˜(Tξ−1)
ℓ(T )
.
By Potter’s bounds (Bingham et al. 1989, Theorem 1.5.6), for any δ > 0 there is C2 such
that ℓ˜(Tξ−1)/ℓ(T ) ≤ C1max
{
ξ−δ, ξδ
}
. Taking δ small enough, we get a bound for the
function under the integral in (78) which is integrable.
Proof of Theorem 3.4. Let 0 = t0 < t1 < · · · < tm, ζ1, . . . , ζm ∈ R. Similarly as in the
proof of Theorem 3.2, to prove that
m∑
i=1
ζiT
−1/2 (X∗(T ti)−X
∗(T ti−1))
d
→
m∑
i=1
ζiσ˜ (B(ti)− B(ti−1)) .
it will be enough to prove that
T−1/2∆X∗(1)(T ti)
d
→ 0, (79)
T−1/2∆X∗(2)(T ti)
d
→ σ˜ (B(ti)− B(ti−1) . (80)
where ∆X∗(1) and ∆X
∗
(2) are defined in (57). Due to stationary increments, it is enough
to consider ti = t1 = t so that ti−1 = 0.
A change of variables and (60) give
C
{
ζ ‡ T−1/2∆X∗(1)(T t)
}
=
∫ ∞
0
∫ 0
−∞
κL
(
ζT−1/2
∫ Tt
0
e−ξu+sdu
)
dsπ(dξ)
=
∫ ∞
0
∫ 0
−∞
κL
(
ζT−1/2esξ−1
(
1− e−ξT t
))
dsπ(dξ).
Since for any ξ > 0, s < 0, κL
(
ζT−1/2esξ−1
(
1− e−ξT t
))
→ 0 as T → ∞, it remains
to show that the dominated convergence theorem is applicable. By (54), we get for any
ζ ∈ R, |κL(ζ)| ≤
1
2
ζ2
∫
R
x2µL(dx) = Cζ
2. Hence, we have∣∣κL (ζT−1/2esξ−1 (1− e−ξT t))∣∣ ≤ Cζ2T−1e2sξ−2 (1− e−ξT t)2
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and ∫ ∞
0
∫ 0
−∞
ζ2T−1e2sξ−2
(
1− e−ξT t
)2
dsπ(dξ)
= ζ2
∫ ∞
0
t2T (ξT t)−2
(
1− e−ξT t
)2
dsπ(dξ)
≤ ζ2t
∫ ∞
0
ξ−1π(dξ) <∞,
since (1− e−x)2/x2 ≤ x−1, x > 0. This completes the proof of (79).
Next, for ∆X∗(2)(T t) we have from (60)
C
{
ζ ‡ T−1/2∆X∗(2)(T t)
}
=
∫ ∞
0
∫ ξT t
0
κL
(
ζT−1/2
∫ Tt
s/ξ
e−ξu+sdu
)
dsπ(dξ)
=
∫ ∞
0
∫ ξT t
0
κL
(
ζT−1/2ξ−1
(
1− e−ξT t+s
))
dsπ(dξ)
=
∫ ∞
0
∫ t
0
κL
(
ζT−1/2ξ−1
(
1− e−ξT (t−s)
))
ξTdsπ(dξ)
= −σ2ζ2
∫ ∞
0
∫ t
0
hT (ξ, s, ζ)ξ
−1 (1− e−ξT (t−s))2 dsπ(dξ), (81)
where
hT (ξ, s, ζ) = −
κL
(
ζT−1/2ξ−1
(
1− e−ξT (t−s)
))
σ2ζ2T−1ξ−2 (1− e−ξT (t−s))2
.
From (54) we get that∣∣∣hT (ξ, s, ζ)ξ−1 (1− e−ξT (t−s))2∣∣∣ = ∣∣κL (ζT−1/2ξ−1 (1− e−ξT (t−s)))∣∣
σ2ζ2T−1ξ−1
≤
C
σ2
ξ−1,
and hence, the dominated convergence theorem can be applied. By using (14), we have
that VarL(1) = κ′′L(0) = 2κ
′′
X(0) = 2σ
2. Since VarL(1) < ∞ and EL(1) = 0, we can
expand κL(ζ) = −σ
2ζ2 + o(|ζ |2) as ζ → 0. Now it follows that −κL(ζ)/(σ
2ζ2) → 1 as
ζ → 0 and hence
hT (ξ, s, ζ)ξ
−1 (1− e−ξT (t−s))2 → ξ−1
as T →∞. From (81) we conclude that
C
{
ζ ‡ T−1/2∆X∗(2)(T t)
}
→ −σ2ζ2t
∫ ∞
0
ξ−1π(dξ).
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6 Proofs of weak convergence in function space
A useful formula which will be used many times is given in the following lemma (see
(von Bahr & Esseen 1965, Lemma 2)).
Lemma 6.1. Let Y be a random variable with characteristic function φ(ζ) and moment
E|Y |r <∞, 0 < r < 2. Then
E|Y |r = kr
∫ ∞
−∞
(1− Reφ(ζ)) |ζ |−r−1dζ, (82)
where
kr =
Γ(r + 1)
π
sin
(rπ
2
)
> 0.
In particular, if Y is symmetric β-stable, 0 < β < 2, with characteristic function
φ(ζ) = exp{sβ|ζ |β}, s > 0, then for 0 < r < β
E|Y |r = kr
∫ ∞
−∞
(
1− exp{sβ|ζ |β}
)
|ζ |−r−1dζ. (83)
Proof of Theorem 3.5. For an integrated process X∗ and normalizing sequence AT , by
(Billingsley 1968, Theorem 12.3, Eq. (12.51)) and stationarity of increments it is enough
to prove that for some C > 0, T0 ≥ 1, γ > 0 and a > 1, the bound
E
∣∣A−1T X∗(T t)∣∣γ ≤ Cta, (84)
holds for all t ∈ [0, 1] and T ≥ T0.
For the case of Theorem 3.1, we take the second derivative of κX∗(Tt)(A
−1
T ζ) given by
(40) with respect to ζ and let ζ → 0 to get that the variance is
E
(
A−1T X
∗(T t)
)2
= 2E (X(1))2A−2T
∫ ∞
0
∫ Tt
0
(
1− e−ξ(Tt−s)
)
dsξ−1π(dξ). (85)
By (19), we can write p in the form p(x) = αℓ˜(x−1)xα−1 with ℓ˜ slowly varying at infinity
such that ℓ˜(t) ∼ ℓ(t) as t → ∞. Since AT = T
1−α/2ℓ(T )1/2, we have by the change of
variables
E
(
A−1T X
∗(T t)
)2
= 2E (X(1))2 tT−1+α
∫ ∞
0
∫ 1
0
(
1− e−ξT tu
)
duα
ℓ˜(ξ−1)
ℓ(T )
ξα−2dξ
= 2αE (X(1))2 t2−α
∫ ∞
0
∫ 1
0
(
1− e−xu
) ℓ˜(T tx−1)
ℓ(T )
xα−2dudx.
By using Potter’s bounds (Bingham et al. 1989, Theorem 1.5.6), for arbitrary δ > 0 we
obtain
E
(
A−1T X
∗(T t)
)2
≤ C1t
2−α
∫ ∞
0
∫ 1
0
(
1− e−xu
)
max
{
(t/x)δ , (t/x)−δ
}
xα−2dudx
≤ C1t
2−α−δ
∫ ∞
0
∫ 1
0
(
1− e−xu
)
max
{
xδ, x−δ
}
xα−2dudx (86)
≤ C2t
2−α−δ,
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since the integral in (86) is finite if we take δ small enough. Hence, the tightness criterion
(84) holds if we take δ < 1− α.
For the case of Theorem 3.3, note that from (77), by using (76) and Potter’s bounds
as in the proof of Theorem 3.1, we get∣∣κX∗(A−1T ζ, T t)∣∣
≤
∫ ∞
0
∫ ∞
−∞
∣∣∣κL ((T−αℓ(T ))−1/β ζξ−1 (f(ξ, t− s)− f(ξ,−s)))∣∣∣αT−αℓ˜(Tξ−1)ξαdsdξ
≤ C
∫ ∞
0
∫ ∞
−∞
T αℓ(T )−1 |ζ |β ξ−β (f(ξ, t− s)− f(ξ,−s))β αT−αℓ˜(Tξ−1)ξαdsdξ
≤ C1 |ζ |
β
∫ ∞
0
∫ ∞
−∞
(f(ξ, t− s)− f(ξ,−s))β max
{
ξ−δ, ξδ
}
ξα−βdsdξ,
with f given by (27). Now by the change of variables∣∣κX∗(A−1T ζ, T t)∣∣
≤ C1t
β−α−1 |ζ |β
∫ ∞
0
∫ ∞
−∞
(f(x/t, t− s)− f(x/t,−s))β max
{
(x/t)−δ, (x/t)δ
}
xα−βdsdx
≤ C1t
β−α−δ |ζ |β
∫ ∞
0
∫ ∞
−∞
(f(x/t, t− tu)− f(x/t,−tu))β max
{
x−δ, xδ
}
xα−βdudx
= C1t
β−α−δ |ζ |β
∫ ∞
0
∫ ∞
−∞
(f(x, 1− u)− f(x,−u))β max
{
x−δ, xδ
}
xα−βdudx
= C2t
β−α−δ |ζ |β . (87)
Let Y˜ denote the symmetrization of random variable Y , i.e. Y˜ = Y −Y ′ with Y ′ =d Y and
independent of Y . By (Gut 2013, Proposition 3.6.5), if EY = 0 and E|Y |r <∞ for some
r ≥ 1, then it holds that E|Y |r ≤ E|Y˜ |r. Now, since the characteristic function of the
symmetrized random variable X˜∗(T t) is | exp κX∗(ζ, T t)|2, we have by applying Lemma
6.1 to A−1T X˜∗(T t)
E
∣∣A−1T X∗(T t)∣∣q ≤ E ∣∣∣A−1T X˜∗(T t)∣∣∣q
= kq
∫ ∞
−∞
(
1− | exp κX∗(A
−1
T ζ, T t)|
2
)
|ζ |−q−1dζ.
(88)
Furthermore, using the inequality Re z ≥ −|z|, z ∈ C, we have
| exp κX∗(A
−1
T ζ, T t)|
2 = exp{2ReκX∗(A
−1
T ζ, T t)} ≥ exp{−2|κX∗(A
−1
T ζ, T t)|},
so that we get from (88) that
E
∣∣A−1T X∗(T t)∣∣q ≤ kq ∫ ∞
−∞
(
1− exp{−2|κX∗(A
−1
T ζ, T t)|}
)
|ζ |−q−1dζ. (89)
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From the bound (87) we get that for 1 ≤ q < β
E
∣∣A−1T X∗(T t)∣∣q ≤ kq ∫ ∞
−∞
(
1− exp{−2C2t
β−α−δ |ζ |β}
)
|ζ |−q−1dζ, (90)
By (83), the right hand side of (90) is the q-th absolute moment of a symmetric β-stable
random variable with scale parameter s = (2C2)
1/βt(β−α−δ)/β . By using (Samorodnitsky & Taqqu
1994, Property 1.2.17) we obtain
E
∣∣A−1T X∗(T t)∣∣q ≤ C3t(β−α−δ)q/β . (91)
Taking q > β/(β − α− δ) yields (84).
Consider finally Theorem 3.4. From the variance formula (85) by using
∫∞
0
ξ−1π(dξ) <
∞ and AT = T
1/2 we have that
E
(
A−1T X
∗(T t)
)2
≤ C1T
−1
∫ ∞
0
∫ Tt
0
dsξ−1π(dξ) = C2t.
Similarly, by taking fourth derivative of κX∗(Tt)(A
−1
T ζ) with respect to ζ and letting ζ → 0
we get that the fourth cumulant κ
(4)
A−1
T
X∗(Tt)
of κX∗(Tt)(A
−1
T ζ) is
κ
(4)
A−1
T
X∗(Tt)
= 4κ
(4)
X T
−2
∫ ∞
0
∫ Tt
0
(
1− e−ξ(Tt−s)
)3
dsξ−3π(dξ),
where κ
(4)
X is the fourth cumulant of X(1). Now by using the assumption
∫∞
0
ξ−2π(dξ) <
∞, we get the bound
κ
(4)
A−1
T
X∗(Tt)
≤ 4κ
(4)
X T
−2
∫ ∞
0
∫ Tt
0
(
1− e−ξu
ξu
)
uduξ−2π(dξ)
≤ 4κ
(4)
X T
−2
∫ Tt
0
udu
∫ ∞
0
ξ−2π(dξ)
= C3T
−2 (T t)
2
2
= C4t
2.
Finally then
E
(
A−1T X
∗(T t)
)4
= κ
(4)
A−1
T
X∗(Tt)
+ 3
(
κ
(2)
A−1
T
X∗(Tt)
)2
≤ C4t
2 + 3C22 t
2 ≤ C5t
2,
and (84) holds.
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7 Proofs related to intermittency
Proof of Theorem 4.1. That τX∗(q) = q − α for q ≥ 2 follows from (31) (Grahovac et al.
2018, Theorem 7). We will show that τX∗(1) = 1 −
α
2
. Since τX∗(0) = 0, τX∗ is convex
function ((Grahovac et al. 2016, Proposition 2.1)) passing through three collinear points:
(0, 0), (1, 1 − α
2
),
(
2, 2
(
1− α
2
))
. By (Grahovac et al. 2018, Lemma 3), τX∗ is linear and
τX∗(q) =
(
1− α
2
)
q for q ≤ 2 which would complete the proof.
To prove that τX∗(1) = 1 −
α
2
, let X∗1 (t) and X
∗
2 (t) be as in the decomposition (50)
where X1 corresponds to the Gaussian component and X2 to the pure Le´vy component.
Note that by convexity of τX∗ we have τX∗(1) ≤
1
2
(τX∗(0) + τX∗(2)) = 1 −
α
2
. On the
other hand, since EX∗2 (t) = 0, for x ∈ R we have
|x| = |x+ EX∗2 (t)| ≤ E |x+X
∗
2 (t)| .
By integrating with respect to distribution function of X∗1 (t) one gets
E |X∗1 (t)| ≤ E |X
∗
1 (t) +X
∗
2 (t)|
and from here it follows that
τX∗(1) ≥ τX∗1 (1).
From (41), we have that X∗1 (t) is Gaussian with zero mean and variance
EX∗1 (t)
2 = b
∫ ∞
0
∫ t
0
(
1− e−ξ(t−s)
)
dsξ−1π(dξ)
= b
∫ ∞
0
(
1− e−w
) ∫ ∞
w/(t)
ξ−2π(dξ)dw
∼ b
Γ(1 + α)
(2 − α)(1− α)
ℓ(t)t2−α = σ˜2ℓ(t)t2−α,
as t → ∞ by (46). Since E |X∗1 (t)| = (πEX
∗
1 (t)
2/2)
1/2
, we obtain that τX∗1 (1) = 1 −
α
2
.
This proves that τX∗(1) ≥ 1−
α
2
and finally τX∗(1) = 1−
α
2
.
If X∗ is Gaussian, then by using the expression for absolute moments of Gaussian
distribution we have for any even integer q as T →∞
E
(
A−1T X
∗(T t)
)q
=
q!
2q/2(q/2)!
(
A−2T EX
∗(T t)2
)q/2
→
q!
2q/2(q/2)!
(
σ˜2t2−α
)q/2
= E
(
σ˜B1−α/2(t)
)q
.
(92)
Since we can take q arbitrary large, by (Grahovac et al. 2018, Theorem 1) it follows that
τX∗(q) =
(
1− α
2
)
q for every q > 0 and hence (33) holds.
Proof of Theorem 4.2. Suppose first that q < 1 + α and let AT = T
1/(1+α)ℓ# (T )1/(1+α).
We will show that {|A−1T X
∗(T t)|q} is uniformly integrable so that
E|A−1T X
∗(T t)|q → E|L1+α(t)|q as T →∞.
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We may assume that q > 1. We first bound the cumulant function and then use (89).
Using the notation from the proof of Theorem 3.2, we have from (57)
|κX∗(A
−1
T ζ, T t)| ≤ |κ∆X∗(1)(A
−1
T ζ, T t)|+ |κ∆X∗(2)(A
−1
T ζ, T t)|.
Given q > 1, we may take ε small enough so that q < 1 + α− ε =: γ and max{βBG, 1} <
γ < 1 + α. From (74) we have that
|κ∆X∗
(1)
(A−1T ζ, T t)| ≤ C1|ζ |
γ,
and from (67) and (68)
|κ∆X∗
(2)
(A−1T ζ, T t)| ≤ |IT,1|+ |IT,2|.
Suppose that ζ > 0, the argument is analogous in the other case. Note that max {x−εζε, xεζ−ε} ≤
max {ζε, ζ−ε}max {x−ε, xε}. Using (63) with δ = ε, we get the bound
|IT,1| ≤ C2ζ
1+αmax
{
ζε, ζ−ε
}∫ ∞
0
∫ t
0
(κL,1(x) + κL,2(x))αx
−α−2dsdx
≤ C3ζ
1+αmax
{
ζε, ζ−ε
}
,
where κL,1 is defined in (69) and the integral is finite by (65) and (69). For |IT,2| we arrive
at the following bound by modifying (73)
|IT,2| ≤ C4ζ
1+α
∫ t
0
∫ ∞
0
xγ−α−2max
{
x−δζδ, xδζ−δ
}
1[ ζuT
AT log 2
,∞
)(x)dxdu
= C4ζ
1+α+δ
∫ t
0
∫ ζ
0
xγ−α−2−δ1[ ζuT
AT log 2
,∞
)(x)dxdu
+ C2ζ
1+α−δ
∫ t
0
∫ ∞
ζ
xγ−α−2+δ1[ ζuT
AT log 2
,∞
)(x)dxdu
= C4ζ
γ
∫ t
0
∫ 1
0
yγ−α−2−δ1[ uT
AT log 2
,∞
)(y)dydu
+ C4ζ
γ
∫ t
0
∫ ∞
1
yγ−α−2+δ1[ uT
AT log 2
,∞
)(y)dydu ≤ C5ζγ,
with the last inequality coming from the fact that both integrals converge to zero by (73).
By combining these bounds, we conclude that
|κX∗(A
−1
T ζ, T t)| ≤ C1|ζ |
γ + C3|ζ |
1+αmax
{
|ζ |ε, |ζ |−ε
}
+ C5|ζ |
γ
≤
{
C6|ζ |
γ, |ζ | ≤ 1,
C7|ζ |
1+α+δ, |ζ | > 1.
(93)
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From (89) we now have
E
∣∣A−1T X∗(T t)∣∣q ≤ kq ∫ ∞
−∞
(
1− exp{−2|κX∗(A
−1
T ζ, T t)|}
)
|ζ |−q−1dζ
≤ kq
∫
|ζ|≤1
(
1− exp{−2C6 |ζ |
1+α−ε}
)
|ζ |−q−1dζ
+ kq
∫
|ζ|>1
(
1− exp{−2C7 |ζ |
1+α+ε}
)
|ζ |−q−1dζ
≤ kq
∫ ∞
−∞
(
1− exp{−2C6 |ζ |
1+α−ε}
)
|ζ |−q−1dζ
+ kq
∫ ∞
−∞
(
1− exp{−2C7 |ζ |
1+α+ε}
)
|ζ |−q−1dζ.
By (83), the terms on the right-hand side are q-th absolute moments of (1+α− ε)-stable
and (1+α+ ε)-stable random variables with characteristic functions exp{−2C6 |ζ |
1+α−ε}
and exp{−2C7 |ζ |
1+α+ε}, respectively. Since q < 1 + α− ε, both integrals are finite. This
proves uniform integrability, hence the convergence of moments.
We now want to prove (35) holds. Since the limit process L1+α(t) is self-similar with
H = 1/(1 + α), from (Grahovac et al. 2018, Theorem 1) we conclude that τX∗(q) =
q/(1 + α) for q < 1 + α. By (Grahovac et al. 2016, Proposition 2.1), the scaling function
is always convex, hence continuous, so that τX∗(1 + α) = 1. On the other hand, from
(Grahovac et al. 2018, Theorem 7) we have that τX∗(q) = q − α for q ≥ 2. By taking
1 + α and q1, q2 ≥ 2 with q1 < q2, we find that τX∗(q) = q − α for q ∈ {1 + α, q1, q2}.
Hence, these three points lie on a straight line and τX∗ must be linear on [1 + α, q2] by
(Grahovac et al. 2018, Lemma 3). On the other hand, τX∗(q) = q − α for any q ≥ 1 + α,
which completes the proof of (35).
Proof of Theorem 4.3. The proof is completely analogous to the proof of Theorem 4.2. In
(90) and (91) we have already derived the following bound for the q-th absolute moment
E
∣∣A−1T X∗(T t)∣∣q ≤ kq ∫ ∞
−∞
(
1− exp{−2C2t
β−α−δ |ζ |β}
)
|ζ |−q−1dζ,
with the integral on the right finite. By (83), it is q-th absolute moment of a symmetric
β-stable random variable. To prove that (36) holds, one proceeds as in the end of the
proof of Theorem 4.2.
Proof of Theorem 4.4. If µL 6≡ 0, then X is non-Gaussian and by (Grahovac et al. 2018,
Theorem 7) we have that τX∗(q) = q− α for q ≥ q
∗, where q∗ is the smallest even integer
greater than 2α.
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We next establish the asymptotic behavior of even moments of order less than 2α.
Note that 2α is an even integer and let κ
(m)
Y denote the m-th order cumulant of random
variable Y :
κ
(m)
Y = (−i)
m d
m
dζm
κY (ζ)
∣∣
ζ=0
.
For a stochastic process Y = {Y (t)} we write κ
(m)
Y (t) = κ
(m)
Y (t), and by suppressing t we
mean κ
(m)
Y = κ
(m)
Y (1). From the assumption of analyticity of κX around origin, we have
by (Barndorff-Nielsen 2001, Theorem 4.2) for m ∈ N
κ
(m)
X∗ (T t) = mκ
(m)
X Im−1(T t),
where
Im−1(T ) =
∫ ∞
0
(
T tξ +
m−1∑
k=1
(−1)k−1
(
m− 1
k
)
1
k
(
e−ktTξ − 1
))
ξ−mπ(dξ). (94)
Suppose that m < α+ 1. The function under the integral in (94) is bounded by Cξ−m+1
and
∫∞
0
ξ−m+1π(dξ) < ∞, hence we can apply the dominated convergence theorem to
conclude that
Im−1(T )
tT
→ Jm−1 :=
∫ ∞
0
ξ−m+1π(dξ) <∞, (95)
and so
κ
(m)
X∗ (T t) ∼ mκ
(m)
X Jm−1T t. (96)
On the other hand, for m > α + 1 such that κ
(m)
X 6= 0 we have by (Grahovac et al. 2018,
Lemma 2) that
κ
(m)
X∗ (T t) ∼ ℓm(T t)(T t)
m−α (97)
for some slowly varying function at infinity ℓm. For m = α + 1, if
∫∞
0
ξ−m+1π(dξ) < ∞,
then (95) still holds. If on the other hand
∫∞
0
ξ−m+1π(dξ) =∞, we can, as in the proof of
(Grahovac et al. 2018, Lemma 2), show that for any ε > 0, T can be taken large enough
so that |κ
(α+1)
X∗ (T )| ≤ CT
1+ε.
We now have to go from cumulants to moments. Let m be an even integer m ∈
{2, . . . , 2α − 2}. Since µL 6≡ 0, by (Gupta et al. 2009, Remark 3.4.) we have that
κ
(m)
X 6= 0 for every even m. Using the expression for moment in terms of cumulants
(see e.g. (Peccati & Taqqu 2011, Proposition 3.3.1)), for an even integer m we have
E|X∗(T t)|m = E(X∗(T t))m =
m∑
k=1
Bm,k
(
κ
(1)
X∗(T t), . . . , κ
(m−k+1)
X∗ (T t)
)
, (98)
where Bm,k is the partial Bell polynomial given by (see (Peccati & Taqqu 2011, Definition
2.4.1))
Bm,k(x1, . . . , xm−k+1) =
∑
r1,...,rm−k+1
m!
r1! · · · rm−k+1!
(x1
1!
)r1
· · ·
(
xm−k+1
(m− k + 1)!
)rm−k+1
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and the sum is over all nonnegative integers r1, . . . , rm−k+1 satisfying r1+ · · ·+rm−k+1 = k
and
1r1 + 2r2 + · · ·+ (m− k + 1)rm−k+1 = m. (99)
Since κ
(1)
X∗(T t) = 0, the nonzero terms of the sum in the expression for Bm,k
(
κ
(1)
X∗(T t), . . . ,
κ
(m−k+1)
X∗ (T t)
)
are obtained when r1 = 0.
Suppose first that m < 1 + α so that κ
(l)
X∗(T t) ∼ κ
(l)
X lJl−1T t for every l ∈ {2, . . . , m}
by (96). It is easy to see that the highest power of T in (98) will then be obtained by
taking one of the ri’s as large as possible. This is obviously achieved by taking r2 = m/2
which implies ri = 0 for i 6= 2 by (99). We conclude that
E|X∗(T )|m ∼
m!
(m/2)!
(
2κ
(2)
X J1
2
)m/2
(T t)m/2 =
m!
2m/2(m/2)!
σ˜m(T t)m/2, (100)
with σ˜ defined in (29).
Now if m > α + 1, we may have additional terms of the form ℓl(T t)(T t)
l−α, l ∈
{⌈α + 1⌉, . . . , m} or the one coming from κ
(α+1)
X∗ (T t). Since |κ
(α+1)
X∗ (T t)| ≤ CT
1+ε for ε
arbitrary small, the highest power of T coming from these terms would correspond to the
term ℓm(T t)(T t)
m−α by (97). However, since m < 2α ⇔ m − α < m/2, this would not
dominate the term with Tm/2 that can be obtained as in the previous case and hence
(100) still holds. To summarize, we have proved that (100) holds for every even integer
m ∈ {2, . . . , 2α − 2}, hence the convergence of moments E|T−1/2X∗(T t)|q → E|B(t)|q
holds for all moments of order q ≤ 2α − 2 and every t > 0. By (Grahovac et al. 2018,
Theorem 1), we have then τX∗(q) = q/2 for q ≤ 2α− 2.
It remains to extend the argument to q ≤ 2α, that is to show that τX∗(q) = q/2 for
q ≤ 2α. For m = 2α we would have in (98) the term ℓm(T t)(T t)
m−α = ℓm(T t)(T t)α
coming from κ
(m)
X∗ (T t) as in (97), and the term of the order T
m/2 = T α coming from
(κ
(2)
X∗(T t))
m/2 = (κ
(2)
X∗(T t))
α as in (96). The exact asymptotics as in (100) would depend
on the form of the slowly varying function ℓm, but nevertheless it can be represented as
E|X∗(T )|m ∼ ℓ˜m(T )T α for some slowly varying function ℓ˜m. From (30) we conclude that
τX∗(2α) = α.
Consider now three points q1 = 0, 0 < q2 ≤ 2α − 2 and q3 = 2α. We have
proved that τX∗(q) = q/2 for q ∈ {q1, q2, q3}. Since the scaling function is always con-
vex ((Grahovac et al. 2016, Proposition 2.1)) and the convex function passing through
three collinear points is linear ((Grahovac et al. 2018, Lemma 3)), we conclude that
τX∗(q) = q/2 for q ≤ 2α. On the other hand, if we take q1 = 2α and q
∗ ≤ q2 < q3,
then τX∗(q) = q − α for q ∈ {q1, q2, q3}. Since q3 can be taken arbitrarily large, by using
convexity again we conclude τX∗(q) = q − α for q ≥ 2α.
If X∗ is Gaussian, then all the cumulants of order greater than 2 are zero and hence
(100) would hold for any even integer m. This implies then that τX∗(q) = q/2 for every
q > 0.
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