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Theorem 1 of [7], Tucker’s Rey Theorem,l states that for any A E ZPxn the 
system of equations and inequalities 
Ax=O, x k 0, A*y>O 
has solutions x0, 9 satisfying 
A*y” + 9’ > 0. 
Levinson’s key Theorem (1.1 of [6]), which in the real case implies Tucker’s 
Theorem, states that for any A E CmXn, CY E R,“, a < (7r/2) e the system: 
Ax=O, I arg x I < a9 I arg bPy)l < (+-) e - a: 
has solutions x0, y’J satisfying 
Re (AHyO + 9) > 0. 
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i This name was proposed in [3], “because from it virtually all our results in duality 
theory follow”, ibid p. 6. 
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Much of the theory of linear inequalities can be based on these existence 
Theorems, e.g. [3], [6], [7]. 
Theorem 3 below, the main result of this paper, restates the above theo- 
rems for arbitrary polyhedral convex cones in C” by using the solvability 
theory of [2]. 
Notations and preliminaries 
Cn’xn[Rmxn] - the complex (real) m x n matrices. 
C”[W] - the complex (real) tl dimensional space. 
For any A E Cmxn: 
AT - the transpose 
AH - the conjugate transpose, 
R(A) - the range, 
N(A) - the null space of A. 
For any N = (xi), y = (yJ in 0: 
(5, y) = y’yn’ 
I x I = (I xi I) E R* 
Re (x) = [Re (xi)] E Rn 
arg (x) = [arg (xi)] E Rn. 
For any s = (xi), y = (yi) in Rn: 
x>y denotes xi >,yi (i = I,..., n) 
x>y denotes xi >Yi (i = l,..., n) 
0 and e denote the vectors of zeroes and ones, respectively, with dimension 
to be clear from context. 
R+% = {x E Rn : x > 0) the nonnegative orthant of Rn. 
For any subspace L in Cn: L1 = {y E Cn : (y, L) = 0} - the orthogonal 
complement of L. 
A nonempty set S in C” is 
(i) convex if 0 < X < 1 * AS + (1 - A) S C S, 
(ii) a cone if 0 < X * AS C S, 
(iii) a pointed cone if (ii) and S n (- S) = {0}, 
(iv) a convex cone if (i) and (ii), 
(v) a polyhedral convex cone if there is an integer k > 0 and a B E CnXk 
such that S = BR,“. 
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For any nonempty set S in C”: 
S*={y~C”:x~S=+Re(x,y)>00)-thepolarofs. 
The basic properties of polars are given in Section 1 of [2]. In particular 
S* = (closed convex conical hull of S)*. 
In what follows S can thus be taken as a closed convex cone, which is 
equivalent to S = S**, [2] Theorem 1.5. 
The interior of S* is defined (algebraically) as: 
int (S*) = {y E S *:O+xeS=a Re(x,y) >O}. 
int (S*) is nonempty if? S is pointed, e.g. [4], Theorem 2.1. Using S = S**, 
int (S) is defined dually as 
int(S)={xES:O#yES*=-Re(x,y)>O}. 
Finally we denote the vectors common to S and S* by: 
s=sns*. 
The following version of the Farkas Solvability Theorem is used below: 
1. THEOREM (3.5 of [2]). Let A E CmXn, b E Cm and let S C C” be a 
polyhedral convex cone. Then the following are equivalent :
(a) Ax = b, x E S is consistent. 
(b) AHy E S* = Re (6, y) 3 0. 
Since for any cone S, 0 E S = S n S*, a characterization of S = {0} is 
given in: 
2. LEMMA. Let S C Cn be a closed convex cone. Then 3 = {0} ifl S is 
a real linear subspace of Cn (i.e., S is closed under real linear combinations). 
Proof. Since S is a convex cone it follows that S is a real subspace iff 
S = - S. The Lemma is now proved as follows. 
If: S real subspace 3 S = - S => 
Re (S, S*) = 0 3 S n S* = (0). 
Only if: 
S n S* = (0) + cl (S + S*) = {O)* = P, by [2], Corollary 1.7, from 
which it follows that Cn = S + S*. 
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Any x E - S can thus be written as 
x=y+z, Y E s, ZES. 
. . x-y=zES*n(-S) 
. . (z, z) = Re (z, z) < 0 
. . x=0 
. . y=xES 
. . s=-s. 
The key theorem is now stated. 
3. THEOREM. Let ,4 E CmX”, S a polyhedral convex cone in C”, S # - S. 
Then the system 
Ax=O, x E s, Any E S* 
has solutions XD, y” such that 
Re (AHyo + ~0, z) > 0 for all OfZES. 
Proof. Suppose not. Then there is a 0 # 9 E 8 such that Ax = 0, 
x E S, AHy E S* Z- Re (AHy + x, Zo) < 0, which is rewritten as: 
By Theorem 1, this is equivalent to the consistency of the system: 
( r A” qj =~zk)~ 
u 
i) 
v E({O)XS*XS)*=CmXSXS*. 
W 
Let 18, 00, wo be any solution of (2), i.e., 
A(v” + 9’) = 0, 
and let 
v” E s, 
x0 = 00 + 2Q , r” =o. 
Then x0 E S, since v” E S, Zo E 3 C S 
A#=0 
A=yO =ocs*, 
(2) 
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but 
Re (AayO + x0, so) = Re (v” + z”, x0) > 0, 
since 
fl# 0, 00 E s, ZOESCP, 
contradicting (1). 
Comparing Theorem 3 with the definition of the interior of a polar cone, 
we note that the solutions x0, y” actually satisfy: 
Aayo + x0 E int [(S)*]. 
For self-polar polyhedral cones, i.e., S = S* this result is simplified. 
4. COROLLARY. Let A E Cmxn and let S C C” be a polyhedral convex cone 
with S = S*. Then the system 
Ax=O, x E s, A=~ES 
has solutions x0, y” such that 
AHyO + x0 E int S. 
Proof. Here S = S = S*. 
Corollary 4 can be restated in terms of complementary orthogonal sub- 
spaces as follows: 
5. COROLLARY. Let S be as in Corollary 4, and let L, Ll be complementary 
orthogonal subspaces in C n. Then there is a vector u” E int S such that 
240 = vo + wo, 00 EL n s, WOELlnS. 
Proof. Follows from Corollary 4 by taking L = N(A), Ll = R(AE), 
v’J = x0 and w’J = AHyo. 
In the real case, for S = R+” = S*, this Corollary reduces to Corollary 6 
of [I]. Corollary 4 reduces then to Tucker’s key Theorem: 
6. COROLLARY (Tucker). Let A E Rmxn. Then the system 
Ax=O, x > 0, ATy>O 
has solutions x0, y” satisfying 
Ary” + x0 > 0. 
Levinson’s key theorem follows now from Theorem 3 by choosing the 
cone S as: 
for the given 
S = (2 E Cn : 1 arg a ( < OL), 
a E R,“, a< ze. 
( 1 2 
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The polar can be shown to be: 
S*={evECn:Iargw!}~(~)e--, 
e.g., [2] Example 1.2(e). 
7. COROLLARY (Levinson). Let A E CmXn, 01 E R,“, (Y < (x/2) e. Then 
the system 
has solutions .I+‘, y” satisfying 
Re (AHyo + x”) > 0. 
Proof. For S, S* as above the intersection 3 contains in particular all the 
unit vectors ei = (0,O ,..., 0, 1,0 ,..., 0), i = l,..., n. The rest follows from 
Theorem 3. 
Levinson’s complex version of the nonhomogeneous Farkas Theorem 
(1.4 of [6]) will now be stated for arbitrary polyhedral cones. The proof may 
be based on the duality theory of [2], or alternatively given as an adaptation of 
Levinson’s proof, using the above Theorem 1. 
8. THEOREM. Let A E C’“X”, b E Cm, c E Cn, k E R, and let S C Cn be a 
polyhedral convex cone. Then the following are equivalent 
(a) AX = b, x E S, Re (c, X) > k is consistent. 
(b) (i) AHy-ccS*=+Re(b,y)>k 
and 
(ii) A*y E S* Z- Re (b, y) > 0. 
Moreover (i) and the existence of a y” E Cm such that AH9 - c E S* imply (ii), 
hence, (b) and (a). 
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