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1 
Introduction 
The existence of strong lateral inhibition in the visual 
system is an accomplished fact (Cornsweet, 1970) and its 
presence greatly influences what is seen. Many authors have 
compared the shape of the stimulus distribution input to the 
eye to that of the output and come to the conclusion that 
lateral inhibition serves as a contour and edge enhancer. 
However, this statement of the effect of lateral inhibition 
is not entirely correct. Inhibitory processes do not enhance 
anything. Lateral inhibition simply suppresses signals from 
edges less strongly than it suppresses everything else. The 
main effect of visual inhibitory processes is to suppress 
signals carrying information about steady states. Such 
information is of little use to the eye of an active 
organism. It is more useful to emphasize information about 
relative brightnesses (thus contours) than to emphasize 
information about absolute brightness, at least to an 
organism which is occasionally in danger of being preyed 
upon. Lateral inhibition also serves a crucial role in 
abstraction of shape, which can be seen to be a functional 
process, more likely to be selected by evolution than other 
processes, less functional. 
X XX ^ xx^v^xx c A. L, mam iacLx.x au 
in general, and in human eyes specifically, are quite 
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effective at suppressing steady states as has been 
demonstrated by Tarbus (1967). larbus found that when an 
image is totally stabilized on the retina, it quickly 
disappears and never returns. Furthermore, introspective 
experience tells us that shape recognition by the human 
visual system is quite effective and most efficient. 
Lateral inhibition at the retinal level has been 
demonstrated in many fine physiological studies using lower 
animals as subjects. This interaction between retinal cells 
may have several mechanisms through which it operates, 
although the omnipresent glial cells seem to be the most 
likely candidates (Fatehchand, 1964), This inhibition is 
primarily manifested in the appearance of retinal ganglion 
cell fields. These fields are usually roughly circular in 
shape and may have an excitatory center with an inhibitory 
surround. The center may also be inhibitory with an 
excitatory surround. These fields may functionally be either 
of an "on" center type or an "off" center type, depending 
upon whether the center is excitatory or inhibitory (Figure 
1 )  .  
These ganglion fields sum in effect, just as do 
individual receptors. Where one bipolar cell may receive 
synapses from several receptor cells (Polyak, 1941), one 
ganglion cell may receive synapses from many bipolar cells. 
This effect is continued as each successive step in the optic 
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tract is encountered. Some summation of this sort occurs in 
the lateral geniculate bodies and even more occurs at a 
cortical level. The end result of this reverse branching may 
be seen in the experiments of Hubel and Wiesel (1959,1962, 5 
1965). These researchers found receptive fields of two main 
types in the visual cortex of the cat. Type I or simple 
cortical cells responded to a field which can best be 
characterized as an edge or line detector. These fields 
usually have an excitatory center field roughly rectangular 
in shape surrounded by an inhibitory field. However, 
inhibitory center fields are also common. The width of the 
center field may vary from thin to rather thick and the width 
of the surround may vary on both sides or independently on 
either side. Some cells have an excitatory center with a 
thick inhibitory field on one side and a thinner inhibitory 
field on the other side. The extreme of this case is a field 
of which one half is excitatory and the other half is 
inhibitory (for further elaboration, see Hubel & Wiesel, 
1962) . Type II cortical cells seem to be made up of a field 
of several type I cells, all of the same orientation. These 
cells are arranged so that it makes no difference where on 
the field a line or edge appears, just so long as it is of 
the appropriate angular orientation. The existence of motion 
detector fields has also been established (Barlow S Hill, 
1963) . These fields are sensitive to motion in one direction 
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only, reverse motion does not elicit a response. 
Furthermore, motion by a stimulus at an inappropriate 
orientation for the particular field being tested will yield 
a decreased response. 
It is not the purpose of this review to completely cover 
the evidence relating to cortical shape detectors, but merely 
to point out that the existence of such units must rest upon 
various inhibitory processes, not just in the retina, but 
also in the higher levels of the cortex. In order to be as 
parsimonious as possible, it will be assumed that the human 
visual system is organized similar to a computer. That is 
not to say that our visual system acts like a computer, but 
just as a computer is composed of many examples of a few, 
basic, simple circuits, the human visual system is composed 
of a very large number of repetitions and simple variations 
of a few basic themes. With this assumption we are given a 
basis to generalize from peripheral processes, like retinal 
inhibition, to central processes. To be as consistent as 
possible with this idea, this review will first examine 
visual inhibition in a simple organism, the common horseshoe 
crab, Limulus, and then move rather rapidly up the 
phylogenetic scale until it reaches its main topic, the 
evidence for inhibitory processes in the human occipital 
cortex. 
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The Limulas 
Host early work on inhibitory processes in vision were 
carried out in the laboratories of H. K. Hartline using the 
Limulus as a subject. The lateral eyes of this arthropod 
lend themselves to physiological analysis and since these 
eyes have many properties in common with the eyes of higher 
animals, including man, they have been studied intensively. 
With some skill at dissecting and a microscope, it is 
possible to record impulses directly from single fibers in 
the optic nerve of Limulus and it has been found that the 
facets in its eye interact inhibitively. The Limulus eye is 
composed of about 800 separate facets, each with its own lens 
and receptor cells. If one compares the optics of the 
Limulus eye to the optics of the human eye, it can be seen 
that the facets of the Limulus eye are rough analogs of the 
receptors in the human eye. Each receives light from one 
specific area in the visual field. The fields of each 
overlap to a certain extent and each seem to utilize the same 
sort of inhibitory mechanism. 
It has been found (Hartline, Wagner, 6 Ratliff, 1956) 
that inhibition in the horseshoe crab's eye is related to 
three variables: The intensity of stimulation of the 
inhibited area, and the area of the inhibiting illumination. 
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In general, the amount of inhibition increases as light 
intensity on an inhibiting spot is increased. However, the 
inhibitory effect is greatest when the light is first turned 
on and then rapidly falls to a lower more stable level. The 
amount by which the firing of a particular facet is inhibited 
by stimulation of another facet varies with the distance 
between the two. The critical distance or threshold distance 
beyond which there is no interaction also varies depending on 
which part of the eye is recorded from and also depending 
upon the direction between the two points. Thus, it can be 
seen that the Liaulus eye is non-homogenous and anisomorphic, 
as is the human eye. Sensitivity varies for different parts 
of both eyes and for different orientations in both Limulus 
eyes and human eyes. Finally, the larger the area 
illuminated by the inhibiting stimulus, the greater the 
inhibition. Unfortunately, none of these relationships are 
linear, making any interpretations rather difficult. 
However, when the frequency of firing of one fiber is 
related to its inhibitory effect upon the firing of a 
neighboring fiber, the relationship can be seen to be 
essentially linear (Hartline S Ratliff, 1957). There is an 
inhibitory threshold, below which frequency, neither fiber 
inhibits the other. Above this frequency, the amount of 
decrease of firing of fiber & is directly related to the 
frequency of firing of fiber B and vice versa. 
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If we assume the amount of inhibition between any two 
fibers in the Limalns eye to be the same no matter whether we 
go from A to B or B to A, and only deal with the case where 
the rate of firing is large compared to the threshold rate, 
we can describe the inhibitory relationship by a simple 
mathematical relationship of the following form. 
Let 
Fi equal the frequency of firing of some fiber 
i. 
Fj equal the frequency of firing of any fiber 
j, where j goes from zero to n, 
ei equal the true excitation, before any 
inhibition of fiber i. 
And 
Kij equal the coefficient of inhibition of one 
receptor on another at some particular 
location in the Limulus eye. 
Then 
Fi = ei - L KijFj 
This relationship adequately describes the experimental 
results for the eye of Limulus and it, in turn, fits a simple 
physiological model proposed by Cornsweet (1970, p. 295) . 
This model exhibits recurrent, reciprocal lateral inhibition 
in accord with the following description. Given a stimulus 
on facets A and B, each facet outputs a certain level of 
excitation (ei) through an excitatory synapse which produces 
firing in the optic nerve fiber whenever the excitation 
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exceeds the synaptic threshold, &s the nerve fiber fires, 
impulses travel down the fiber to what passes, in the 
Limulns, for a brain. Somewhere along this fiber a 
collateral fiber branches off and travels back to the 
dendrites of the neighboring cell where it becomes an 
inhibitory synapse, k certain portion (Kij) of the 
excitatory impulse from the main fiber travels back along 
this collateral and the size of this portion determines the 
amount of inhibition of the other fiber. This mechanism is 
mutual so that the two fibers inhibit each other. Of course, 
it is equally easy to propose non-recurrent models of 
inhibitory synapses, but they require more than one stage to 
handle the data adequately, and are thus not as elegant. 
The above model has the effect of changing the input 
stimulus dimension in certain well known ways. For instance, 
an input distribution of brightness arranged spatially so 
that one part has a low intensity which then gradually 
increases to a higher level of intensity where it becomes 
constant is changed so that the output is the well known 
phenomenon of Hach bands (Figure 2) . 
If the same basic model which was effective for the 
Limulus is applied to mammalian eyes (usually monkeys and 
cats) it can be seen to produce the types of ganglion fields 
which are described above (Figure 1). Thus, retinal ganglion 
cells may have fields with "on" centers or "off" centers and 
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inhibitory surrounds and this structure appears to result 
from the same basic mechanism which is present in the lateral 
eyes of the Limalus. 
Lateral Inhibition in Mammals 
There are, however, many phenomena which have not been 
studied, for one reason or another, in the Limulus. For 
instance, a result which complements the model developed with 
the Limulus was found by Varela and Haturana (1970). These 
researchers managed to record latencies of the different 
types of ganglion cell responses in living guinea pigs. The 
pigs were anesthesized and their eyeballs were fixed to a 
ring by sutures. Microelectrodes were introduced through a 
small slit in the sclera and were inserted until they made 
contact with the surface of the retina. Two stimulus spots 
of about 15 minutes of visual angle were presented on a 
screen such that they could be triggered at different time 
intervals. These spots were moved around until they elicited 
a response from the area of the retina being recorded from at 
any particular moment. Approximately thirty fields were 
analyzed in this manner. The results indicated that the 
latency of the response evoked by stimulation of the center 
of the field was always less than the latency of the response 
evoked by stimulation of the periphery of the field. This 
information is consistent with the Limulus model if one 
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assumes that the speed of transmission along a collateral and 
across an inhibitory synapse is less than the speed of 
transmission down the fiber to the brain. The data further 
indicate that the responses were independently elicited in 
the center and in the periphery of the fields. Also, when 
two illuminating spots were shown on the center and periphery 
of a field at different time intervals, one could inhibit the 
other if it was shown at a time precisely corresponding to 
the latencies of the separate responses of the receptive 
field. The final result, not surprisingly, is that the 
temporal course of neural transmission and interaction can 
vary from one ganglion cell to the next. Again it is 
apparent that the eye is non-homogenous and anisotrophic. 
References to this non-homogeneity of visual systems 
will crop up again in this discussion, since it represents a 
serious problem for research. If results from one location 
in the retina cannot be taken as representative of the entire 
field, it becomes necessary to map the entire visual field or 
alternatively to deal with any experimental results at some 
unknown level of inaccuracy. This constraint is particularly 
severe for research involving humans. Since humans object to 
physiological investigation, various psychophysical methods 
must be used. However, it is precisely this type of 
phenomenal data in which the present study is interested. 
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another interesting experiment has shown that the 
properties of retinal ganglion fields change during the 
course of dark adaptation (Barlow, Fitzhugh, & Kuffler, 
1957), It is interesting to speculate on the probable reason 
for this observed change. Barlow, Fitzhugh, and Kuffler used 
microelectrodes to record from the ganglion cells of the 
intact eye of the decerebrate cat. They determined the 
threshold of ganglion cells for a variety of sizes of 
concentric spots played on the center of the receptive field 
of each isolated cell. In the dark adapted eye, the 
brightness threshold decreases as the spot size is increased 
up to approximately 1 mm in diameter, at which point all 
further increases in size have no effect on the threshold. 
This effect requires that dark adaptation be almost complete; 
the time interval required was on the order of 50-60 minutes. 
Thus, it is not related to the change from photopic to 
scotopic receptor function indexed by the Purkinje shift. In 
contrast, in the light adapted state, the threshold decreases 
as spot size is increased up to around 1 mm in diameter, but 
further increase of spot size up to approximately 2 mm in 
diameter results in an increase in threshold level. Thus, it 
appears that in the dark adapted eye, the inhibitory 
peripheral field of the ganglion cell looses its 
effectiveness. This means that lateral inhibition, at least 
on the retinal level, ceases functioning. The physiological 
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reason (s) for this effect are not related to the functioning 
of the different types of receptors (rods and cones). This 
conclusion is based on the time course of the phenomenon and 
the additional fact that threshold curves with red or blue 
colored stimuli are parallel under either light or dark 
adapted conditions, Although the reason for this effect is 
unclear, the end result for vision must be to increase the 
sensitivity of the system to absolute illumination. When it 
is too dark to depend on contours or relative brightness 
information, any illumination at all becomes an object of 
interest and this means that this cessation of inhibition 
must be functional, no matter how it is achieved. Of course, 
it is questionable whether or not this phenomenon also occurs 
in humans, but in accordance with the precedent set earlier 
in this paper, it will be assumed that it does, although the 
exact values of the effect are probably quite different 
between species. 
Lateral Inhibition in Humans 
It is not unwarranted to assume that almost all of the 
preceding lateral inhibition effects can be generalized to 
the human visual system. Although exact determination of 
ganglion fields in the human cannot be obtained, 
psychophysical evidence suggests that a wide range of 
inhibitory processes exist in the visual system of man. 
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These processes, ranging all the way from the retina to the 
cortex, are apparently responsible for many of the strange 
phenomena encountered in vision research. This section of 
this review will begin by briefly covering the evidence for 
neural inhibition on a retinal level in man and then 
proceeding to higher (cortical) levels of interaction. 
Several investigators (Davidson, 1968; Campbell, et al., 
1966; Campbell and Green, 1965; Bryngdahl, 1964; and Lowry 
and De Palma, 1951) have utilized the tool of linear systems 
analysis to deal with the transfer characteristics of the 
human eye. Linear systems analysis has long been used in 
optics and offers a powerful way to deal with pure optical 
systems. However, its use in vision is somewhat more 
limited, due to the fact that the human optical system 
violates the basic assumptions necessary for use of linear 
systems analysis. The human visual system is inhomogenous, 
anisotropic, and non-linear. For these reasons, any 
modulation transfer function generated by linear systems 
analysis of the human eye must be somewhat limited in 
generality. None the less, the transfer function obtained by 
Davidson (1968) readily fits a wide range of phenomena. 
Basically, Davidson used the method of paired comparisons to 
determine the sensitivity of his subjects to various sine 
wave gratings of varying frequency and contrast. His results 
show that the human visual system attenuates gratings with 
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frequencies of less than 2-3 cycles per degree of visual 
angle and those with frequencies of more than about 15 cycles 
per degree. The function peaks at about 6 cycles per degree 
and in cases in which the system is operating in a linear 
mode (where differences in intensity are not too great) this 
is a fairly good estimate of the point of greatest 
sensitivity. 
Reasons for the attenuation of the high frequency region 
of the modulation transfer function are three in number. The 
first is the finite size of the individual receptors. The 
diameter of the cones and the distance between the centers of 
the cones in the fovea is about 35 seconds of arc. If the 
assumption is made that the output of any receptor depends 
only upon the total amount of light absorbed by the pigment 
of that receptor, then it is obvious that if two small spots 
of light were shined on the same receptor, the visual system 
could not discriminate between them and a single spot of 
light of comparable intensity. However, the human visual 
system does not even approximate that limit. Two points must 
be at least 1 minute of arc apart to be seen as separate. 
Theoretically, any spot, no matter how small, should 
stimulate one receptor more than any other, and thus be 
distinguishable, but this is not the case. 
The second factor in attenuation of the high frequency 
region is the optical spread of light in the tissues of the 
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eye. Since the sensitivity of the eye does not approach the 
limits set by the size of the receptors, some other more 
coarse limiting mechanism must be found. Westheimer and 
Campbell (1962) have shown that the spread function of a line 
on the human retina is roughly as follows: Relative 
illuminance at the center of the line image is 1.0, at 1 
minute of arc from the center, it is 0.5, at 3.2 minutes from 
the center, it is 0.1, and at 6.5 minutes of arc from the 
center, the relative illuminance is 0.01. This means that 
the diffusion of light in the retinal tissues, although 
possibly controlled somewhat by the Stiles-Crawford effect 
(Cornsweet, 1970, p. 140), severely limits the sensitivity of 
the retina. 
The final factor in the reduction of sensitivity at high 
frequencies is the result of neural summation. Visual acuity 
is poorer in the rod system than in the cone system, since 
rods usually connect to fewer ganglion cells. If signals 
among neighboring cells are additive through this mechanism, 
then spatial resolution suffers. Quantitative evidence for 
this statement is presented by Kerr (1971). Kerr has shown 
that threshold acuity at 30 degrees in the periphery is 8.6 
minutes of arc, much less than the sensitivity at the fovea. 
The above three factors underlie the relative insensitivity 
of the eye to high spatial frequencies, but do not explain 
why low spatial frequencies are attenuated. 
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The drop in sensitivity at low spatial frequencies is 
exactly what the existence of lateral inhibition of the type 
existing in Linulus and other animals would cause. The 
presence of lateral inhibition which decreases over distance 
produces higher output peaks where the input intensity 
changes rapidly and lower output peaks where the input 
intensity changes gradually, thus attenuating lower 
frequencies. These peaks are caused by the receptors on the 
brighter side of the edge receiving relatively less 
inhibition from the darker side of the input distribution. 
For the same reason, darker areas on the darker side are 
caused by the fact that the receptors near the bright side 
receive relatively more inhibition than do those receptors 
farther away from the brighter area. This leads to the 
conclusion that if one were actually to record from the human 
optic nerve, from a single fiber therein, one would find that 
that fiber had (probably) a circular receptive field with an 
excitatory center and an inhibitory surround (for a more 
complete discussion and example, see Cornsweet, 1970, pp. 
358-364) . 
There is a great deal of research relating to, or 
implying higher order inhibitory interaction in the visual 
system of man. There are several lines of evidence which 
lead to different, but related conclusions about the type of 
structure of the human occipital cortex. There are the 
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classical line distortions, illusions, and figurai 
aftereffects. Also, there are other types of interactions 
between lines and gratings and there is the existence of 
contralateral suppressive fields (Hochberg, 1964). Finally, 
there are the related phenomena of metacontrast and 
sequential blanking (Hayzner, Tresselt, & Cohen, 1966) . The 
metacontrast effects and literature will be largely ignored 
for two reasons. The first is that most of the authors in 
this area have simply appealed to some type of visual 
inhibition as an explanation of metacontrast effects and have 
made no effort to investigate inhibition by means of 
metacontrast effects. The second reason is that the present 
author tends to agree with Hayzner, Tresselt, and Heifer 
{1967b) in their statement that metacontrast may simply be 
one specific instance of a more generalized' sequential 
blanking effect. 
The best example of the activity which comprises the 
first reason may be found in Weisstein (1968), Reisstein has 
attempted to build a model incorporating lateral inhibition 
to account for metacontrast effects. She assumes that the 
detection of the test stimulus depends on whether the sum of 
excitation caused by the test stimulus exceeds the amount of 
inhibition caused by the masking stimulus by some amount 
sufficient to activate some central decision unit. & further 
critical assumption in her model is that the latency of the 
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inhibitory activity is shorter in all cases than the latency 
of the excitatory activity caused by the test stimulus. This 
assumption is directly contrary to the findings of Varela and 
Haturana (1970), presented above. Their data shoved that, 
with guinea pigs and on a retinal level, inhibition is always 
slower than excitation. Weisstein's five neuron model is 
fairly competent in its attempts to account for masking 
functions, but it should by no means be taken to be related 
to the structure of the visual system. 
A further brief perusal of the visual masking literature 
(Kahneman, 1968) yields numerous references to lateral 
inhibition as some hypothetical explanatory principle, but no 
effort is made to explain the concept itself. However, some 
use may be still derived from the metacontrast literature, 
since numerous studies have noticed that masking may be 
obtained with dichoptic presentation (Schiller, 1965; 
Battersby, Oesterreich, 6 Sturr, 1964; Kolers 6 Rosner, 1960; 
Toch, 1956; S Werner, 1940). This is surely evidence that 
such masking may occur primarily at a cortical level. Since 
metacontrast effects must be somehow related to the 
inhibitory activity of the visual system, these experimental 
results may be taken as evidence that some type of inhibition 
occurs on a higher than retinal level. 
Perhaps the best manner in which to approach the topic 
would be by means of an attempted explanation of well known 
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effects such as figurai aftereffects (FAEs) and well known 
examples of visual distortions such as the ZSllner, 
Poggendorff, and Herring figures. A paper by Robinson (1968) 
provides a case against Gregory's (1963) theory of visual 
distortions and illusions caused by "inappropriate constancy 
scaling" and a case for the alternate idea that the 
distortions, at least, are caused by visual inhibition. 
Robinson appeals to a mechanism developed by Ganz (1966) 
which uses a model of lateral inhibition rather similar to 
that developed for the Limulus above. If the lateral 
inhibition in the human visual system is assumed to decrease 
over distance, then it would cause the maximum distortion 
when two contours were close together and less distortion 
when the two were farther apart. Robinson demonstrates this 
idea quite effectively by presenting five versions of the 
ZOllner figure (Figure 3) each with distorting lines at a 
slightly more acute angle than the preceding figure. The 
more acute the angle of intersection between the distorting 
field of lines and the distorted parallel lines, the greater 
the subjective distortion effect. This is also demonstrated 
with the Bering figure. By lengthening or shortening the 
distorted parallel lines, the angle of intersection with the 
distorting field of lines may be made more or less acute. 
Again, the more acute the angle of intersection, the greater 
the distortion. There are many other figures of this type 
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which are quite common in perceptual literature. 
The mechanism proposed by Ganz (1966) for explanation of 
the F&Es is not particularly sophisticated physiologically, 
but is appealing in its simplicity. Since Ganz is concerned 
with aftereffects, he is therefore interested in the time 
course of lateral inhibition. However, since all effects can 
be obtained by presenting both figures simultaneously, it is 
not necessary to discuss the temporal aspect for an 
understanding of the model. In the typical displacement 
effect, test contours are displaced or seemingly pushed away 
from the inducing contour. KGhler 6 Wallach (1944) present 
such an effect. In their experiment, two inducing figures, 
solid black rectangles, which were offset vertically (the one 
to the right of the fixation spot higher than the one to the 
left) were inspected for about 60 seconds after which time 
they were removed. Subjects were next shown two outline 
squares which were both even with each other and the fixation 
point. The typical effect is to see the left square as 
higher than the one to the right. Paradoxically, this effect 
is somewhat greater when the inducing and test contours are 
actually separated by some small distance rather than when 
they actually touch, KGhler and Wallach have named this the 
paradoxical distance effect and Ganz goes to some lengths to 
explain this by means of eye movements. 
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Ganz notes that the magnitude of the displacement effect 
is small when the interfigural distance (in minutes of arc) 
is zero, reaches a peak between one and ten minutes of 
displacement and then gradually decreases until subjective 
attraction actually begins to occur at about 30-40 minutes of 
displacement. Another effect which is useful in this context 
is that brighter or more intense stimuli inhibit less intense 
stimuli more easily, the greater the brightness difference 
between them. This is shown in a study by Heinemann (1955). 
Heinemann asked his subjects to match a test field to a 
comparison field. Ks the inducing field surrounding the test 
field was made more intense, the test field was inhibited to 
a greater extent. That is, the test field had to be 
increased in luminance to a greater degree to obtain a match 
with the comparison field. These observations plus a general 
review of the physiological literature led Ganz to note that 
intensity, area, and distance are the three critical factors 
which any theory utilizing lateral inhibition must take into 
account. 
Ganz«s mechanism of contour displacement is briefly 
this: First, assume that the neural correlate of a contour 
can be represented by a ridge of activity similar to a 
symmetrical inverted 0. When an inducing figure is placed at 
some distance (D) from this ridge, and assuming that the 
amount of inhibition decreases linearly with the distance 
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from the contour of the inducing figure, it can be seen that 
if the test figure is within the range of influence of the 
inhibition radiated from the inducing figure, one side of the 
inverted 0 will be inhibited more than the other side. Thus, 
the side of the inverted U (representing excitation caused by 
the test contour) which is nearest to the inducing figure 
will be inhibited more than the side farthest from the 
inducing figure and this differential effect can be shown to 
shift the mean value of excitation farther away from the 
inducing figure (Figure 4) . 
Ganz's explanation of the paradoxical distance effect is 
as follows; In the case of the FAEs, when the inducing and 
test contours are close together or abut, the small amount of 
involuntary eye movements present would result in the 
movement of the border of the inducing figure from one side 
to the other of the test figure border. Thus, the mean 
amount of differential inhibition must be zero. Another 
result of this effect is that response variability will rise 
sharply as the contours are brought close together. 
This theory may also be used to deal with other results 
such as those of Campbell and Kulikowski (1966) and 
Blakemore, Carpenter, and Georgeson (1970). Campbell and 
Kulikowski superimposed two sine wave gratings generated on 
two oscilliscopes by means of a beam splitting prism. With 
this apparatus, they measured the level of contrast luminance 
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required for masking to occur for the gratings at different 
values of contrast, focus, and phase coherence over different 
orientation angles. In general, they found that the masking 
effect was reduced as the test grating (the one to be 
detected) was changed in angular orientation away from the 
masking grating. At twelve degrees on either side of a 
vertical test grating, the masking effect was reduced by a 
factor of two with respect to its maximum value. This result 
is comparable to the description of the orientational 
sensitivity of the cortical cells of the cat (Hubel & Wiesel, 
1965). Hubel and Hiesel found that most cells respond 
actively to a straight line stimulus (type I cortical cells) 
with a particular orientation which is characteristic for 
each given cell. When the stimulus is presented at right 
angles to the optimum orientation for any particular cell, 
the response is greatly lessened or does not occur. The 
range of orientations over which a cell will yield a 
measurable response is only about thirty degrees for any 
cell, according to Hubel and Viesel. This description of the 
sensitivity of cat cortical cells agrees well with the 
psychophysical values found by Campbell and Kulikowski. This 
implies, at least, that the human occipital or visual cortex 
may be organized similarly to the striate cortex of the cat. 
Another interesting result found by Campbell and 
Kulikowski is that the human visual system is differentially 
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sensitive for different angular orientations. When a test 
grating was presented at an orientation of 45 degrees to the 
retina, rather than the usual vertical presentation, the 
angular selectivity was 25 percent worse than the vertical 
selectivity. This evidence for the anisotropy of the system 
agrees with the finding of other workers that the visual 
resolving power of the eye is also reduced by a similar 
amount for a 45 degree presentation (Taylor, 1963). That 
this anisotropy is not due to differences in the optics of 
the system (astigmatism) is indicated, according to Campbell 
and Kulikowski, by the further result that degrading the 
optical image by defocusing by + ID does not change the 
angular selectivity. These authors conclude in accordance 
with Hubel and Riesel, that there must be several 
orientationally selective channels, separated by a maximum 
angular separation of 12-15 degrees. This would amount to a 
bare minimum of 10-15 orientationally selective channels 
originating from a given small retinal area and would be 
enough to adequately represent all stimulus orientations, 
particularly if there were slight differences in the 
orientations of such groups in different areas of the retina. 
Thus, not only does lateral inhibition show up in visual 
distortion effects and FAEs, but also in sensitivity to sine 
wave gratings. The mechanism underlying both effects seems 
to be the same. This mechanism was investigated more 
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specifically by Blakemore, Carpenter, and Georgeson (1970). 
These experimenters present another variety of psychophysical 
evidence for orientationally selective fields in the human 
brain. Using a computerized system, Blakemore, Carpenter, 
and Georgeson generated three lines of about one degree of 
visual angle on the phosphor of an oscilliscope. Lines A and 
B formed an angle by joining at one end. Line B was always 
fixed at 30 degrees above the horizontal, while line A formed 
varying angles from zero to 180 degrees with B. The 
subject's task was to estimate the apparent angle of line B 
by adjusting a comparison line, line C. Line C was 0.8 
degrees of arc in length and located with its center on the 
normal through the middle of B and 0.6 degrees above or below 
B (Figure 5). The result was predictable in light of the 
studies reviewed above. The more acute the angle between 
lines A and B, the more the apparent position of B varied 
from the true position. Since only the apparent displacement 
of B was measured, the authors assume that A was also 
displaced the same amount. This is a reasonable assumption, 
since both lines were exactly the same size and intensity. 
There is no reason to assume that the amount of inhibition 
exerted by A on B was not equal to the amount of inhibition 
exerted by B on A. If this assumption is valid, the total 
phenomenonal enlargement of an angle of ten degrees would be 
almost four degrees* Interactive effects are minimal at 
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about 90 degrees. Angles approaching 180 degrees also appear 
distorted, although not as much as acute angles. If the 
orientation detection system were completely insensitive to 
location in the visual field, a line forming an obtuse angle 
with B would be indistinguishable in its effects on B from 
its parallel forming an acute angle with B. In fact, obtuse 
angles do appear to be somewhat contracted, but an angle of 
about 170 degrees is contracted only about two degrees rather 
than four. The obvious conclusion is that the system is 
positionally sensitive to within at least two degrees of 
visual arc. In this paradigm, it is possible that line B may 
also be somewhat influenced by the comparison line C, but 
this would only tend to minimize the spreading effect. At 
this point, one tends to ask the question; Exactly how 
dependent on line length is this effect? Blakemore's lines 
formed, at maximum, a system covering only two degrees of 
visual arc. Would the results be the same if the lines were 
extended several degrees in length, or would the lines then 
appear curved as in the visual distortion effects examined 
earlier? 
Additional evidence for cortical orientation detectors 
is presented by Andrews (1965). Andrews states that each 
field responds to a range of presentation orientations and 
the response characteristic for this range is bell shaped 
with extensive tails. These fields vary in selectivity, with 
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the most sensitive ones tuned to orientations near, but not 
at the vertical or horizontal. These most sensitive 
orientations usually vary from true verticality and true 
horizontality by several degrees, but not more than fifteen 
degrees. This maximally sensitive orientation varies from 
place to place in the visual field. This variation over the 
field is a useful factor, as suggested above (Campbell S 
Kulikowski, 1966), since this would make the system sensitive 
to a wider total variety of angular orientations. It is also 
Andrews opinion that most cortical orientation fields receive 
inputs from both eyes. If this is true, it could mean that 
Blakemore's effect could be achieved by presenting line A to 
one eye and line B to the other. Integration of responses of 
these fields is achieved by mutual inhibition between 
contours which takes a few seconds to reach a steady level. 
Some idea of the time course of such integration may be 
gained by recourse to the properties of the Liaulus eye. 
Inhibition between two Liaulus facets is maximum immediately 
after stimulation is applied to both. As the inhibitive 
impulses take effect on both fields, firing rata drops which 
also causes the amount of inhibition between fields to drop. 
This drop, in turn, causes the firing rate to increase and 
the amount of mutual inhibition also increases. In a matter 
of two to four seconds, this fluctuation stabilizes (Ratliff, 
et al., 1963). The level of stabilization is much lower than 
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the initial maximum level of activity. 
Andrews also notes that acuity for orientation of a 
short line is better at vertical and horizontal than at U5 
degree presentation angles. Since inhibition is somewhat 
slower than excitation, Andrews finds that if a short line is 
presented for a few milliseconds only, there is no time for 
inhibition to occur; conseguently any of a wide range of 
detectors may make an appreciable response and the apparent 
orientation of the line will thus be subject to variation. 
Since orientation detection fields are not equally sensitive 
over the entire range of orientations, these errors are not 
normally distributed. If the presentation angle is +10 
degrees from the horizontal, an erroneous appearance is more 
likely to arise from one of the less selective units peaking 
between +10 and +20 degrees than from one of the more 
selective units peaking closer to the horizontal. The end 
result is that the average apparent slope of a briefly 
exposed line is biased away from the horizontal and vertical. 
When the responses of all units in one small area of the 
field are integrated over time, this mean apparent slope is 
seen, whereas with single flashes, it is a statistic of the 
error distribution. The above considerations are supported 
fairly adequately by data presented by Andrews. The 
generation of this data occurred in an experimental situation 
which required the subject to match the orientation of a 
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briefly flashed line to the orientation of a nearby thread 
which was at one of 14 different angles. 
Inhibition on a retinal level seems to be responsible 
for the production of the stabilized retinal image effect. 
Images which are completely stabilized on the retina 
disappear in a matter of seconds (Yarbns, 1967) and do not 
return. However, it is difficult to separate the part 
inhibition plays in this effect from the part played by 
receptor fatigue. Since images can be stabilized with 
respect to retinal ganglion fields, it would be unlikely to 
assume, if one believes in the same type of inhibition 
throughout the visual system, that images cannot be 
stabilized with respect to cortical fields. This supposition 
is reinforced by work done by Blakemore, Muncey, and Ridley 
(1971). These researchers demonstrated that images can be 
stabilized on the cortex, although the results gained by use 
of their procedure were not as spectacular as the complete 
disappearance of the retinally stabilized image. The subject 
was asked to stare fixedly at a sine wave grating generated 
on an oscilliscope and then adjust the contrast of a 
comparison grating to that of a test grating which appeared 
briefly every ten seconds. The result was that during the 
period in which the subject was stabilizing that particular 
cortical field which was responsive to the vertical sine wave 
grating of five cycles per degree, the apparent contrast of 
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the test grating decreased steadily as the length of 
stabilization increased. Daring a post stabilization period 
of testing, the contrast gradually resumed its former 
prestabilization level. This experiment provides good 
evidence that the same kind of inhibitory processes are in 
effect throughout the entire system. 
At this point, this paper will review rather briefly the 
sequential blanking effect (Hayzner, et al., 1966) and 
Hayzner's theory of sequential blanking and metacontrast. 
In a series of papers, Hayzner, et al. [Schoenberg, 
Katz, & Hayzner, 1970; Hayzner, 6 Tresselt, 1969; Hayzner, 
Tresselt, S Heifer, 1967a; Hayzner, Tresselt & Heifer, 1967b; 
Hayzner, Tresselt, S Cohen, 1966) have presented a phenomenon 
which they call sequential blanking. The essential feature 
of this phenomenon is that it requires sequential 
presentation of an extended display using presentation times 
of the order of a few milliseconds. This requirement is all 
that separates this phenomenon from the more usual 
tachistoscopic masking phenomenon, commonly known as 
metacontrast. 
Hayzner, et al. meet the equipment and methodological 
needs of this phenomenon by using a computer-based cathode 
ray tube (CRT) display system. This consists of a PDP-7 
digital computer coupled to two CRT display consoles. Input 
sequences were programmed for display on one CRT and 
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presented to the subjects on a Fairchild slave display CRT. 
The Fairchild CRT was necessary since it is equipped with a 
phosphor which has a decay time on the order of microseconds. 
Thus, for all purposes, decay of the CRT images played no 
part in the working of the sequential blanking phenomenon. 
Basically, Hayzner finds that at subcritical 
presentation rates, the subject reports that all elements of 
the display occurred simultaneously, at super-critical rates, 
the elements appear sequentially. At a presentation rate 
which approximates a 200 msec total display period, blanking 
can occur for all inputs displayed during the first 100 msec. 
Thus, if a five element display is used, such as "CHAIR," 
with the presentation order of 3 1 4 2 5 and a time breakdown 
of 20 msec on, 20 msec inter-stimulus-interval, the result 
will be that the subject reports that inputs number 1 and 2 
have been blanked. In essense, under these conditions, the 
subject sees the word "CAR." The time breakdown is not 
critical as long as total presentation time is approximately 
200 msec. This means that the stimulus array can be 
presented with a 39 msec on and 1 msec 
inter-stimulus-interval or a 10 msec on and a 30 msec 
inter-stimulus-interval and so on and the effect will not be 
destroyed. With regular display sequences, however, the 
subject usually reports that blanking is replaced by a very 
fast sequential movement effect which is best described as 
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"ripple." Orders such as 12345 or 51321 for a five 
e l e m e n t  d i s p l a y  a n d  o r d e r s  s u c h  a s  1 0  1  9 2 8 3 7 4 6 5  o r  1 0  
864213579 for a ten element display produce no 
blanking. The effect seems to be fairly well defined and may 
be extended apparently infinitely. Blanking for the first 
fifty elements in a ten by ten element matrix has been 
obtained. Furthermore, if an appropriate input sequence is 
designed (Hayzner, et al., 1967b) masking of the masking 
elements can be obtained with the effect that items displayed 
during the first 100 msec are seen clearly, while items 
displayed during the second 100 msec are blanked by items 
displayed during the third 100 msec. This sort of effect can 
be continued apparently indefinitely. 
Mayzner, et al. (1967b) present a model of the visual 
information processing system which they feel handles the 
effects they have discovered. This model is composed of 
three components which are physiologically based and two 
components which are sheer speculation. Information first 
enters the visual receptors, is transmitted to the striate 
cortex, then moves to whatever higher storage areas may be 
involved. It then passes through some type of "gate" into 
the subject's subjective visual experience which is in turn 
enclosed in his subjective total experience. From the 
subjective total experience, arrows lead to outputs such as 
verbal behavior and reaction time. Apparently some feature 
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of the system makes it possible for inputs following about 
100 msec after prior inputs to close the "gate" for the prior 
inputs so that they cannot enter into subjective visual 
experience. An alternative to this version is that the prior 
inputs are merely attenuated and not completely blocked. The 
underlying mechanism responsible for these results is thought 
by Mayzner, et al. to be similar to the cortical fields 
discovered by Hubel and wiesel (1959, 1962). This assumption 
is strengthened by further investigation by Hayzner, et al. 
Mayzner, et al. {1967b) report an experiment in which 
t h e y  t o o k  t h e  f o l l o w i n g  d i s p l a y  o r d e r :  7 5 9 2 1  1 0  4 3 8 6  
and the stimulus series: -/-//-//—, in which the dash and 
slash characters are both identical short line segments with 
the only difference being their orientation. When the 
vertical line segments which were presented during the first 
100 msec were oriented perpendicularly to the horizontal line 
segments, no blanking occurred. The Fairchild display CRT 
was capable of changing the orientation of the vertical 
elements slowly from vertical to horizontal and as this was 
done on successive presentations, the effect was that of the 
vertical segments changing in small steps toward the 
horizontal. As the segments approached horizontal, no 
blanking was observed until they reached the horizontal 
orientation, at which point the first five units were 
blanked. As soon as the first five elements were changed in 
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orientation to a slight degree, all five /s reappeared on the 
display. This result is similar to the sensitivity of the 
ganglion and cortical fields discussed above, although this 
orientation sensitivity is apparently even more selective to 
slight changes in orientation. 
Mayzner's explanation of this result is as follows: If 
man's cortex is structured similarly to that of the cat as 
described by Hubel and Wiesel, then lines oriented in the 
same manner will be processed in the same column in the 
striate cortex. Since columns have extensive connections 
passing down their length, with the appropriate input 
seguence, lateral inhibition between cells in a column might 
inhibit certain inputs. However, since lines oriented 
differently would be processed in different columns, and 
since no or little intercolumn inhibition is present, due to 
the sparsity of connections between columns, then input 
sequence is less likely to cause inhibition of different 
inputs. 
Buchsbaum and Mayzner (1969) have reinforced this 
finding by presenting a series of vertical lines at temporal 
intervals and spatial sequences such that the first 100 msec 
of input was blocked. As the length of the first, blanked 
lines was changed away (either lengthened or shortened) from 
the fifty millimeter initial line length, the lines were 
reported as being present more and more often. This method 
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yielded a bell shaped carve of detectability. 
Hayzner and Tresselt (1969) reported a similar study in 
which they presented squares in a manner which caused the 
first few to be blanked. &s one side (either side, top, or 
bottom) of the blanked square was shortened, blanking was 
less likely to be observed. The farther from the blanking 
stimuli in shape the square became, the less likely to be 
blanked it was. 
Finally, Schoenberg, Katz, and Hayzner (1970), using a 
five point display presented so as to cause blanking of the 
initial two points, seemed to find a roughly rectangular 
shaped field in which the three blanking points had 
influence. The three later points were always presented in 
the same place on the CRT display. With each presentation 
the initial two points were moved to different orientations 
in a matrix pattern around, above, and below the blanking 
points. The positions at which blanking occurred showed that 
the inhibition caused by the three later points covered a 
roughly rectangular field which was superficially similar to 
the rectangular fields discovered in the cat's cortex by 
Hubel and Wiesel. 
Several problems exist with the sequential blanking 
data. The first is that exact retinal position and visual 
angle of the stimuli are hard to obtain or control. The 
second major question which bothers this author is how can 
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inputs that occur later in time inhibit inputs that have 
entered the system before them? The necessity of explaining 
this consideration leads to the assumption that all inputs 
must be held up somewhere in the system in some sort of 
staging operation. This assumption would mean that a group 
of inputs would become unitized into the "now" of the 
organism and further, that this phenomenon must occur at a 
rather high level of the system and in some unknown location 
in the cortex. 
Another well known effect of visual inhibition is the 
production of moving visual images produced by regular 
stationary patterns such as Moire gratings. These effects 
are more striking after binocular viewing of the image and 
thus seemingly show that both cortex and retina are affected 
(HacKay, 1957). 
Evidence for cortical inhibition also occurs with 
dichoptic presentation. Presentation of an inducing field to 
one eye followed within three msec by presentation of a test 
field to the other eye results in an increase in threshold 
for the test field (Warren, 1972). The temporal length of 
this effect as estimated by Warren seems to be rather short, 
but this might be a function of the method used in its 
determination. A trial consisted of a three second 
presentation of a black bar in an orientation such that the 
contralateral suppressive field caused by it would extend 
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over the probed area in the other eye. Immediately following 
offset of the black bar, the probe was presented for one of 
nine possible durations and the subject was asked if he had 
seen anything. The difference between the threshold 
generated in this manner and the threshold for a control 
group in which the contralateral suppressive field did not 
cover the probed area led Warren to the conclusion that 
average contralateral suppressive fields last for three msec. 
This estimate can be taken to be a minimum value. Barren 
reports that this value seems to be average for fields in 
various locations over the retina. 
More ambiguous evidence for cortical inhibition is 
provided by several studies dealing with dichoptic 
presentation of the classic illusions. Day (1961) provides a 
welter of contradictory evidence for and against the 
occurrence of the illusory effect when the inducing element 
of any one of several illusions was presented to one eye and 
the test element to the other eye. The usual finding has 
been that a great deal of retinal rivalry occurs which 
greatly interferes with the visualization of the complete 
illusion, but that the illusory effect usually does occur 
although with a great deal less phenomenonal impact. That is 
to say that if both the test and inducing elements can be 
seen at one time (this is in itself a matter of debate) the 
illusion occurs, but the effect is less than when both 
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elements are presented monocularly. 
Day (1961) presented eight different figures both 
monocularly and stereoscopically to his subjects. In two 
cases his stimuli were inappropriate since the illusion used 
was so constituted as to prevent dichoptic presentation of 
the test field to one eye and the inducing element to the 
other. These two cases were those of the Hueller-Lyer 
illusion and the Helmholtz squares. The illusion of width 
and height in the Helmholtz squares cannot be separated from 
each figure and thus, in Day's presentation, an illusion was 
present in each field. The problem with the Huller-Lyer 
illusion is that the illusory effect persists when the 
straight line is not present. This version of the illusion, 
which consists of just the arrowheads separated by a blank 
space, is known as the Brentano version. Thus, when Day 
presented the straight "test" line to one eye and the 
"inducing" arrow heads to the other eye, the illusion was in 
fact still being presented monocularly. Of the six remaining 
figures, the illusory effect was reported to be present in 
the dichoptic presentation, although in a reduced degree. 
Day concludes that the reduction in the degree of the 
illusion is due to the varying amounts of suppression of the 
test or the inducing figure due to retinal rivalry. Whether 
or not this assumption is correct, the mere presence of 
retinal rivalry can be taken as evidence of some far reaching 
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inhibitory processes at a fairly high level in the visual 
system, as can the fact that the illusions do persist when 
viewed stereoscopically. The fact that retinal rivalry is so 
pronounced seems to be quite compatible with the 
contralateral suppressive field effect as discussed by 
Hochberg (1964). Such effects are almost certainly due to 
the fact that the visual system is constructed to act as a 
unit, but they may also provide a method for uncovering some 
of the properties of the cortical aspects of the visual 
system. 
It has been mentioned before that the human visual 
system is inhomogenous and anisotropic. Evidence has been 
presented which established the existence of the anisotropic 
properties of the visual system and a study by Anderson 
(1971) seems to provide evidence for the inhomogeneity. 
Anderson presented a test spot which was flashed on and 
off to prevent adaptation (50 msec flashes with 1 second 
between flashes) and required that the subject adjust the 
intensity of the spot until it matched the intensity of the 
background. This was accomplished by moving a motor driven 
optical wedge in and out of the beam of light which comprised 
the test spot. The test spot was located at different 
positions in the field with respect to a cartesian coordinate 
system which had its origin at either of two retinal 
locations. Retinal location was determined by which of two 
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fixation points were used. Retinal position was either 0 
degrees and 12 minutes or 3 degrees and 52 minutes, 
considering the fovea to be located at zero degrees. The 
primary subject (Anderson himself) was quite practiced at 
this task and some of the variation due to involuntary eye 
movements away from the fixation point was thus eliminated, 
although this still seems to be a weak area in the study. 
The second variable which was manipulated was the presence of 
zero to three inducing contours in the field. Measurements 
took place with no contours in the field, with a black 
rectangle filling the upper left quadrant of the coordinate 
system, with two rectangles filling the left hand side of the 
coordinate system, and with three rectangles filling all but 
the upper right quadrant of the system. In general it was 
found that the white background was perceived as becoming 
progressively brighter as the test spot approached the 
boarder, and this effect was greatest near the corner of a 
rectangle. Furthermore, larger effects, greater differences 
between the edge effect and base level (no border), were 
found when the coordinate system was centered at 3 degrees 
and 52 minutes than when it was closer to the fovea. This 
result seems to imply that lateral inhibition may become more 
intense, the farther one moves into the periphery. Reasons 
for this could relate to the density of the receptor mosaic 
at the fovea and the differences in the connection of 
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receptors to bipolar cells and ganglion cells as one leaves 
the fovea (Polyak, 1941). This seems to imply that 
brightness effects may be related to retinal level 
inhibition. 
The greater intensity of the inhibitory effect near 
corners of inducing fields may be explained by appeal to a 
mechanism similar to that implied by studies cited above. If 
the contour of the rectangle stimulates two orientation 
detectors, one responding to vertical orientations, and the 
other to horizontal ones, inhibition between these two 
detectors must be maximal as one nears the intersection of 
the two contours. Thus, the test spot would be inhibited 
more as it nears the corner. Now, if one assumes that 
brightness effects are indeed related to retinal level 
inhibition, as suggested above, then one is led to the 
conclusion that the inhibition which reaches its maximum near 
the corner of the inducing field and is ostensibly occurring 
at a cortical level, may somehow interact with the retinal 
brightness effect. The alternative to this is that both 
brightness and orientation processing occur at a cortical 
level and interact at that level. The first case rests on 
the existence of inhibitory synapses extending from the 
cortex to the retina, while the second does not require such 
connections to exist. 
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Further evidence for the inhomogeneity of the retina is 
presented by Collins (1973). In two experiments, Collins 
investigated the sensitivity of retinal areas located at 
different distances from the fixation point. He found that 
when two targets were equidistant from fixation, sensitivity 
for both was at a similar level. However, when the targets 
were at different distances from fixation, they usually did 
not fall on equally sensitive areas. Targets which were 
located close to the fixation point and therefore close to 
each other, exhibited the lowest sensitivity of all, 
suggesting a mutual inhibition effect. 
The above review of inhibitory interaction in the visual 
system constitutes good evidence for a view of the seeing 
mechanism that sees it as a series of information 
abstractors, serially increasing in complexity. Quite 
obviously there are innumerable questions which are yet to be 
asked and answered before any really satisfactory 
understanding of the visual system can be reached. At 
present, it appears to be the case, that each successive 
level of analyzing structures (ganglion cell fields, lateral 
geniculate fields, cortical fields, and so on) abstracts an 
increasingly more complex property of the visual environment. 
It is also apparently the case that each successively more 
complex level of structures is more complex in one manner 
only, and that is that the inputs to each level comprise the 
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output from successively larger numbers of retinal receptors. 
Apparently, each level of the system uses the same basic 
mechanisms of excitation and inhibitory interaction in the 
same or nearly the same manner. This is a pleasing scheme of 
things. Bather than utilizing more complex and less easily 
understood mechanisms as complexity increases, the visual 
system seems to be rather like a computer, using large 
numbers of the same, simple, basic circuits and operating 
largely in a unitary rather than an analog mode. 
It is well known that the visual system does not merely 
depend upon stimulus properties to determine its operation. 
Many researchers have made the distinction between internal 
and external determinants of attention (Woodworth & 
Schlosberg, 1965) and this distinction would seem to imply 
that the system is not merely sensitive to stimulus 
properties, but also to any conditions which the observer may 
internally impose. Examples of these conditions could be 
interest, emotion, previous experience, and so on. A 
question which is immediately apparent is: At what level do 
internal and external determinants interact? This may be 
stated more exactly as: Do internal determinants act upon 
the organism's interpretations of the stimulus after it has 
been completely analyzed and identified by the visual system, 
or do they interact with the process of analysis itself? 
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There are a number of studies which seem to imply that 
the second alternative is actually closer to the process 
which occurs during perception. For instance, Grindley and 
Townsend (1970) demonstrate that foreknowledge of the shape 
of the test object, which was presented in a complex visual 
field, gave significantly higher standards of accuracy in 
detection than did knowledge given simultaneously or later 
than the presentation of the search field. The procedure was 
to present six figures each subtending one degree of visual 
angle around the circumference of a circle with a twelve 
degree diameter. The fixation point was exactly in the 
center of the circle and the presentation was too brief for 
the subject to mediate his search with eye movements. The 
target was either presented before, simultaneously with, or 
after the presentation of the search display. Mode of target 
presentation was either visual or verbal. In either mode of 
presentation, performance was best with preknowledge of 
target type. This result suggests that the visual process 
may be influenced by internal factors. 
On the other hand, Hertens (1956) found in the same sort 
of task that if subjects were directed to pay special 
attention to the location at which a test spot was to briefly 
appear, performance was worse than when they were instructed 
to pay general attention to the entire field. Mertens 
hypothesized that this was because special attention was more 
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fatiguing than general attention, 
Hore lately, Engel (1971), in an investigation of visual 
conspicuity, has found that the size of an area in which an 
object can be found in a brief (75 msec} presentation depends 
on several factors. The similarity or dissimilarity of the 
search object from the background affected the size of the 
conspicuity area to a great extent, Preknowledge of where in 
the field the test object was to appear greatly changed the 
shape of the area in which the object was usually conspicuous 
so that directed attention can be shown to have an effect on 
the detection of peripherally presented objects. 
Other interior factors which may have an effect upon the 
visual process are mentioned by Sanders (1970) , Sanders used 
a self-paced matching task with targets separated by 19 to 94 
degrees of visual angle. Depending upon the complexity of 
the stimuli, the subject showed a variety of strategies in 
comparing the two stimuli, Sanders showed that performance 
was best up to about 30 degrees separation when the subject 
compared the stimuli by means of peripheral vision alone. 
After 30 degrees separation had been passed and up to about 
85-90 degrees separation, performance was best using eye 
movements. After 90 degrees of separation had been 
surpassed, performance using eye movements alone degenerated 
to the point at which subjects were forced to also 
incorporate head movements into their strategy. The actual 
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division of the field into these three areas, the peripheral 
vision only area, the eye movement area, and the eye and head 
movement area, depends to some extent upon the complexity of 
the stimuli. Thus, it can be seen that stimulus factors 
interact to produce subject utilization of different 
strategies of perception. This seems to be a determination 
of internal factors by external stimuli and influence of 
these factors upon perceptual processing. 
Sanders also mentions, that with a more complex display, 
it might become impossible to obtain information about items 
which are not more centrally fixated, no matter how small the 
display angle may be. Evidence for this idea may be found in 
Mackworth (1965) and in Bouma (1970). Both studies had to do 
with the effect of unwanted noise letters upon detection of 
briefly presented embedded target letters. Mackworth found 
that the worst performance occurred when the displays were 
lengthened so that they reached out into the peripheral 
retina. Bouma found that the farther the displays were moved 
into the periphery, the more widely each target letter had to 
be separated from the surround before it could be recognized 
as being completely visually isolated. 
Both researchers noted, as did Sanders (1970) that for 
some reason, the masking effect of a noise letter was greater 
if it were placed on the peripheral rather than the foveal 
side of the target letter. Mackworth interprets this to mean 
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that processing of the visual field occurs from the outside 
towards the center, but this is really not an explanation, 
just a restatement of the experimental results. For some 
reason, the detection fields for letters in the visual system 
are apparently biased toward the outside. That is, lateral 
inhibition is greater in the direction towards the fovea and 
relatively lesser as one moves from stimuli nearer the fovea 
toward stimuli nearer the periphery. The exact level in the 
visual system that this inhibition occurs is probably 
somewhere in the cortex and the functional reason for this 
effect is rather difficult to imagine. 
For the above reasons, the present study is of an 
exploratory nature and generates no explicit hypotheses. The 
experiments are directed toward determining the extent and 
location of the interaction between information and 
inhibitory stimulus effects in the human visual system. & 
secondary question which this research is directed towards is 
the quantification of the shape of the inhibitory fields in 
the peripheral retina when the stimulus objects are letters. 
Experiment I of the present research tested the idea 
that lateral inhibition would be produced by letter stimuli 
in amounts sufficient to impare brightness judgment of a 
letter in the periphery of the eye. Using the same stimuli. 
Experiment II was preformed to find out whether shape 
recognition is affected by lateral inhibition. Experiments 
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III and IV were nearly identical to Experiments I and II 
respectively, with the exception that the inhibiting stimuli 
were changed to two large electro-luminescent panels to 
provide a stronger source of inhibition. 
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Experiment I 
This experiment was designed to explore the relationship 
between information load and lateral inhibition in a 
luminance matching task. If the assumption is made that 
mechanisms determining relative brightnesses in the visual 
system are relatively low in the hierarchy of analyzers, then 
this experiment may shed some light on the question of 
whether peripheral mechanisms, such as the retina, may be 
influenced by internal or higher level cortical factors. 
The above assumption is apparently warranted, since 
organisms such as the Limulus can make brightness 
discriminations unaided by any cortex. Further, the Limulus 
data leads to a simple model which can account for relative 
brightness phenomenon using chains of only two neurons with 
mutually recurrent inhibition (Cornsweet, 1970). 
Method 
Subiects 
The Ss were graduate student volunteers with normal, 
uncorrected vision (as tested by a Bausch and Lomb 
Orthorater), none of whom knew the exact purpose of the 
experiment. 
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Stimulus Materials 
Stimuli were seven letters presented on Massey-Dickinson 
electro-luminescent panels. The letters used were letters 
which previous research with this equipment had shown to be 
maximally discriminable. The letters were; C, F, H, J, H, 
0, and 0. 
The apparatus consisted of six Hassey-Dickinson 
electro-luminescent display units. The units were arranged 
with one unit, the comparison unit (CO), presented foveally 
and the other five units presented between 20 and 29 degrees 
in the temporal retina. The peripherally presented units 
were arranged in a rectangle with four inhibitory or noise 
units (SU) located at the four corners of the rectangle and 
the target unit (TO) in the exact center of the rectangle 
(figure 6). The peripheral part of the display was nine 
degrees in width (each stimulus subtended an arc of 3 
degrees) with the foveal side located at 20 degrees from the 
center of the CO and the peripheral side located at 29 
degrees from the CO. The CO served double duty as the 
fixation point. This particular arrangement of the display 
was partly determined by the size of the display units and 
was arranged so that all stimuli would be at the margin of 
the "stationary field" as described by the research of 
Sanders (1970). This is the field where the task can be 
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preformed efficiently using peripheral vision without eye 
movements. 
The TU was programmed to flash on for 50 msec when the 
experimenter pressed a hand held microswitch. Brightness of 
the TO was also controlled by the experimenter. 
The electro-luminescent panels were built so that 
brightness could be varied by combining impulses additively 
into any of four inputs. The inputs had values of one, two, 
four, and eight brightness steps. Thus, an impulse into 
inputs one and four combined to decrease the brightness by 
five steps, also an impulse into one, four, and eight 
combined to decrease the brightness by thirteen steps, and so 
on. In this way the brightness was variable from maximum to 
minimum in fifteen unequal steps. The inequality of the 
steps was a built in feature of the panel controls and was 
not actively sought by the experimenter. 
Brightness of the TO varied in the following steps: 
(Values in foot-Lamberts) .036, .029, .024, .0195, .015, 
.0125, .01, .0078, .006, .0042, .003, .0022, .00145, .0009, 
.0006, .00035. The brightness of the CU was constant at .01 
foot-Lambert, while the NO were always at maximum brightness 
(.036 foot-Lambert). 
The NO were programmed to either be on continuously, 
flash on for 50 msec simultaneously with the TO, both with no 
change of stimulus letters, or to change stimulus letters 
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when the TO was flashed on. Finally, either the upper NO on 
the peripheral side of the display was on alone, or all four 
NO were on concurrently. The CO was on continuously. The 
apparatus was set up in a completely darkened room. 
The Ss were seated at one end of a table and provided 
with a head rest which kept the distance between their eye 
and the stimulus display constant at 26 inches. The head 
rest also served to mask the left eye so that all 
presentations were monocularly viewed by the subjects. 
Procedure 
Subjects were allowed to dark adapt for a period of 15 
minutes before the experiment began. The procedure was for 
the subject to judge the relative brightness of the TO as 
compared to the CO. Brightness of the TO was varied by the 
experimenter in accordance with the randomized double 
staircase method presented by Cornsweet (1962). This 
presentation method prevents any guessing strategies by the 
subject and allows the computation of a point of subjective 
equality (PSE). The subject was asked to respond "brighter" 
or "dimmer" depending upon whether the TO appeared brighter 
or dimmer than the CO. Each of the subjects was run in all 
seven conditions of the experiment. The number of trials in 
each condition was set as 30 trials past the third reversal 
of judgment in each of the staircases. 
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The seven conditions of the experiment were as follows; 
I. Ho NO on; this is a control condition. 
II. One NO, on continuously. 
III. One NO, flashing with no change in letters. 
17. One HO, flashing with letters changing each 
flash. 
V. Four NO, on continuously. 
VI. Four NO, flashing with no change in letters. 
VII, Four NO, flashing with letters changing with 
each flash. 
These conditions were devised so as to provide a steady 
change in irrelevant information load, from continuously on 
NO, to flashing, but no stimulus change NO, to flashing with 
stimulus change NO, and also to investigate the effects of 
the number of NO present in a rough fashion, i.e. either one 
or four. 
Results 
The stimulus value measured in foot-Lamberts presented 
on the last thirty trials for each of the two staircases was 
regressed on the vector of coefficients for the quadratic 
based on the last thirty trials. From these regressions a 
predicted value (y) was computed for the last trial plus one, 
the thirty-first trial. These predicted values 
Tneert Tahle 1 ahnn-h hara 
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for the non-existent thirty-first trial were assumed to 
approximate the point of subjective equality (PSE) and were 
used in an analysis of variance (Table 1). 
The analysis showed that the major effect was due to 
inter-subject differences (F5,42=100.579,p<.01). The 
experimental treatment effect was non-significant while the 
subject-treatment interaction was significant 
(F30,42=7.38,p<.01). 
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Experiment II 
This experiment investigates the question of the 
relationship between information load and lateral inhibition 
at a different level than the first experiment. Instead of a 
luminance matching task, the subject is asked to perform a 
letter matching task. Thus, it is a relatively safe 
assumption that the task in this experiment requires 
relatively more processing at higher cortical levels than 
does the task in the first experiment. 
Method 
Subjects 
Subjects came from the same population as in Experiment 
I. 
Stimulus Materials 
Stimuli were the same as those in Experiment I. 
apparatus 
The apparatus was the same as in Experiment I with the 
following exceptions. & dim fixation point was provided on 
the nasal side of the CD and the CU only flashed on for 50 
msec, when the TO flashed on. The stimuli were flashed on at 
four second intervals by a timer incorporated into the Massey 
Dickenson programming rack. The TO and CO changed so that 
only twenty times out of eighty were the two letters the 
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same. When the letters were identical, a Hunter Klockounter, 
Model 120A, Series D timer was started at the onset of the 
stimuli. The timer could be stopped by the S pressing a 
microswitch or, in the event the S failed to press the 
switch, by a timing circuit. In either event, the clock 
could be read and reset by the time the next stimuli 
appeared. In no case were the letters presented on the CO 
and the TU the same on two consecutive trials. 
Procedure 
The procedure was similar to that of Experiment I with 
the major exception that the Ss were instructed to press the 
microswitch only when the CO and the TO were identical. Ko 
verbal response was required. 
This Experiment had only four conditions, which were as 
follows: 
I. One NO on, flashing with no change of 
letters. 
II, One NO on, flashing with letters changing. 
III. Four NO on, flashing with no change of 
letters, 
IV. Four NO on, flashing with letters changing. 
These conditions provided a comparison between two 
levels of information load and between two different amounts 
of inhibition, one versus four NO. 
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Results 
Latencies were recorded for all five Ss* responses for 
each of the four experimental conditions. There were a total 
of twenty possible data values in each of the conditions for 
one subject, however all Ss missed one or more trials and 
hence the actual number of values varied from S to S and from 
condition to condition. For this reason, a logarithmic 
transformation was preformed on the latencies and a 
non-orthogonal analysis of variance was performed on the 
data. The mean square for each of the four sources was 
assessed controlling for the other three. This analysis 
(Table 2) showed that, as in Experiment I, the variance due 
to Ss was significant (F4, 345=111.51,p<.01). 
Insert Table 2 about here 
The variance due to treatments was not significant, 
while in the light of the large subject differences, the 
small but significant interaction (F12,345=2.71,p<.01) was 
not meaningful. Further, inspection of mean log latency for 
subjects over treatments failed to show any interpretable 
treatment effect. The significance of this interaction 
effect was apparently due to one outlying subject who 
responded slower than the other four. The other four 
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subjects responded with approximately the same latency, but 
in such a fashion that no characteristic pattern existed over 
treatments. 
Inspection of the subjects' responses (misses and false 
alarms) showed that there was more inter-subject variance, 
than variance due to treatments (See Appendix). 
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Experiment III 
Experiment III was devised to test the effect of 
non-letter inhibiting stimuli on lateral inhibition in the 
same type of task as in Experiment I. 
Method 
Subjects 
The four subjects came from the same population as in 
Experiment I. 
Stimulus Materials 
Stimuli were the same as those in Experiment I. 
The apparatus was the same as in the two previous 
experiments with the exception that the noise units (NU) were 
replaced with two large (4x6 inch) electro-luminescent 
panels. The long edge of each of the panels was immediately 
adjacent to the vertical edges of the TO and equal amounts of 
the panels extended above and below the horizontal edges of 
the TO. The two panels were powered by a Variac transformer 
and were adjusted so that their brightness was ,05 
foot-Lambert. 
Procedure 
The procedure was similar to that of Experiment I. This 
experiment had two conditions, which were brightness matching 
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as in Experiment I. The conditions were as follows: 
I. Brightness matching, NO not present. 
II. Brightness matching, both NO on 
continuously. 
The procedure was exactly like the procedure in 
Experiment I, the brightness of the CU was constant at .01 
foot-Lambert and the TO was varied in successive steps 
according to the S*s response. 
The conditions in this experiment provide a comparison 
between the brightness judging task with and without 
inhibition causing stimuli. 
Results 
The analysis applied to the data gathered in this 
Experiment was analogous to the analysis used in Experiment 
I. Lines were fitted to the brightness values in each of the 
two staircases per condition for each S, values approximating 
the PSE were generated from these regressions and an analysis 
of variance was performed on these PSE values (Table III). 
The analysis showed that the difference in perceived 
Insert Table 3 about here 
brightness when the inhibitory units were on, as opposed to 
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when they were off, was highly significant 
(F1,3=52.613,p<.01). There was no significant variance due 
to either Subjects or to the Subject-Treatment interaction. 
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Experiment IV 
Experiment IV was devised to test the effect of 
non-letter inhibiting stimuli on lateral inhibition in the 
same type of task as in Experiment II. 
Method 
Subjects 
The four subjects came from the same population as in 
Experiment I. 
Stimulus Materials 
Stimuli were the same as those in Experiment I. 
The apparatus was the same as in Experiment III. 
Procedure 
The procedure was similar to that of Experiment II, 
This experiment had two conditions, which were detection 
conditions as in Experiment II. The conditions were as 
follows: 
I. Detection, no NU present. 
II. Detection, both NO on continuously. 
as in Experiment II, a fixation point was provided on 
the nasal side of the CO and both units were flashed on every 
four seconds for 50 msec by the apparatus. when thp two 
units displayed the same letter, a Hunter Klockounter was 
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started. The Ss were instructed to press a microswitch when 
the two units contained the same letter. 
The conditions in this experiment provide a comparison 
between the detection task with and without inhibition 
causing stimuli. 
Results 
The analysis performed on Experiment IV was again 
similar to that performed on Experiment II. A non-orthogonal 
analysis of variance (Table IV) was used to determine that 
the only significant source of variance was due entirely to 
inter-subject differences (F3,133=25.02,p<.01). 
Insert Table 4 about here 
There was no significant treatment effect and no 
Subject-Treatment interaction. 
Again inspection of the subjects* misses and false 
alarms showed no treatment variations (See Appendix). 
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Discussion 
On close inspection of the above four experiments and 
their results, it is apparent that no definitive statement of 
the functioning of inhibition in the higher human visual 
centers can be made. However, the experiments were proposed 
as simple exploratory experiments and they have served this 
purpose well. From the fact that the first two experiments 
showed no significant treatment effects and the complementary 
fact that the third experiment was highly significant while 
the fourth had no treatment effect, several theoretical 
statements may be deduced. While each of these statements 
has a probability of considerably less than unity of being 
true, they still offer direction to future (and hopefully 
more definitive) research. The following section will 
proceed by discussing first those deductions which can be 
drawn about the retina and secondly those propositions which 
are implied about higher level processing. Lastly, a 
tentative model for visual processing will be presented. 
The Retina 
The failure to find a significant treatment effect in 
Experiment I may be attributed to the size and shape of the 
stimuli snd th"? Çtr'ÎCtur® of trPtina? rpasonrna 
behind this statement is as follows: According to the theory 
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of lateral inhibition presented on pages 5 to 9 above, there 
are three primary factors which influence the apparent 
brightness of two points of light on the retina. These are 
the intensity of stimulation of the inhibiting spot, the 
distance between the inhibiting and the inhibited area, and 
the area of the inhibiting illumination. 
According to this conception, it is probable that the 
inter-letter distances were too great for much inhibition to 
reach across the retina from one letter to another. The 
shape and size of the letters probably also had something to 
do with their failure to generate any measurable inhibition. 
Bouma (1970) used typed letters and found significant values 
of inhibition. However, typed letters are sufficiently small 
as to only stimulate a comparatively small number of 
receptors in one area, especially in Bouma's presentation. 
Since such a small number of receptors would cover an area 
smaller than the distance that inhibition might be expected 
to radiate, it is possible for inhibition to be generated in 
such a fashion as to inhibit nearby receptors which may be 
stimulated by another stimulus. 
The problem with the letters in the present series of 
experiments is that they are much larger, proportionately, 
than the average distance of effective inhibition. This fact 
probably created more intra-letter inhibition than inhibition 
between two adjacent letters. The point of this argument is 
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that the point of highest inhibition caused by stimuli of the 
size used should be located somewhere within the geometrical 
confines of the individual letters. This assertion becomes 
clearer if one considers the inhibitory effects created by a 
large "0," It is intuitively obvious that the point of 
highest inhibition (that is to say, the point on the retina 
at which the greatest number of inhibitory impulses sum) lies 
at the geometrical center of the "0." If equal amounts of 
inhibition radiate outward from every point on the line which 
forms the "0," then the point at the center of the "0" will 
have inhibitory impulses arriving at it from all points on 
the line surrounding it. Conversely, any point on the 
outside of the "O" will have only the inhibition from a very 
short segment of line, providing, of course, that inhibition 
radiates outward on the retina in lines which are more or 
less straight. In the other letters which were used, there 
were one or more points of greatest inhibition, but in each 
case this point probably occurred inside the confines of the 
letter. 
The above idea might be used as an explanation of the 
experimental results of Kaufman and Richards (1969) and 
Richards and Kaufman (1969). These investigators used the 
entopic phenomenon known as Haidinger's brush to record 
fixations on small geometrical stimuli. The brushes are two 
small yellow sheaths extending out two to three degrees from 
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the point of fixation and separated by bright blue quadrants. 
They are seen best when a uniformly blue background is 
visualized through a single polarizing lens. This phenomenon 
is related to the area of the retina known as Henle's layer. 
Two layers of the retina, the ganglion cell layer and the 
bipolar cell layer, are absent in the macula. This means 
that the axons of the rod and cone cells in the fovea must 
reach their next higher layer by radiating obliquely rather 
than vertically. Thus, there are no nerve fibers crossing 
the fovea, instead they arc around the fovea to reach the 
optic disc. Something about this structure is sensitive to 
polarized blue light, so that when stimulated with this type 
of light, Haidinger's brushes appear. If the angle of 
polarization is rotated constantly to avoid stabilization, 
the subject will see a blue "propeller" projected on whatever 
he is fixating. Kaufman and Richards presented outline 
drawings of objects on a screen and asked their subjects to 
inspect these drawings. At random intervals during 
inspection, a projector with a rotating polarizing filter was 
shined on the subject's fovea for a brief interval. This 
allowed the experimenters to sample the total population of 
fixations. 
The stimuli for these two studies were simple outline 
drawings of circles, cubes, triangles, and straight lines, 
and also incomplete figures such as a triangle with a side 
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missing. The results showed that fixations tended to fall in 
the center of gravity of the figure, or where the center of 
gravity would be if the figure were complete. This effect 
was more pronounced when the figure was smaller (1.5 degrees 
of visual angle) than when it was relatively large (9 
degrees). Kaufman and Richards used these results as 
justification for drawing the conclusion that fixations are 
determined by previously organized cortical representations 
of the stimuli, providing that the stimuli in question are 
familiar and simple enough to be represented in the cortex. 
A more parsimonious explanation might be that the 
subjects in these experiments were able to fixate directly 
upon the geometrical center of these figures by fixating the 
point at which the most inhibitory impulses summed. If this 
were true, it would enable subjects to locate a single point 
of fixation in simple stimuli and two or more points of 
fixation in compound stimuli such as certain letters (E, F, 
S, etc.). The limitation of Kaufman and Richards' effect to 
stimuli of small size (note also that in the present 
experiments the letters subtended a maximum of about three 
degrees) fits in well with lateral inhibition theory. If a 
letter is too large for inhibition created by one part of it 
to sum with inhibition created by the opposite side to form a 
point of highest inhibition, then it is comparable to the 
simple case of a straight line. Ho single point will have 
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more inhibitory impulses arriving at it than any other. In 
the case of a large square, there would be four areas of 
greater inhibition located in the corners, and if fixations 
were guided by inhibition, they would occur predominately in 
the corners and not near the center of the square. 
It is probably unnecessary to point out that the above 
ideas are quite susceptible to experimental testing. The 
idea that the point of greatest inhibition is inside the 
boundaries of letters or figures could be tested by using a 
back projection screen with fairly large letter stimuli aiid a 
probe stimulus which could be moved around within the letter. 
An experimental situation of this sort would allow 
comparison of the amount of inhibition generated at various 
points within and around the letter. The additional idea 
that fixations of small geometrical stimuli are directed by 
the point of greatest inhibition could be tested by 
classifying stimuli into a group which had only one point of 
greatest inhibition and groups with more than one such point. 
If experimental comparisons showed that subjects tended to 
divide fixations between points of maximum inhibition in the 
case of stimuli with more than one point, it would be a safe 
conclusion that the fixations are indeed based on inhibitory 
impulses. 
The failure to find any significant treatment results in 
Experiment II may be attributed to roughly the same reasons 
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as were cited for Experiment I, The NU were ineffective as 
inhibiting stimuli since they were too large and shaped 
wrongly to create a sufficient amount of inhibition at any 
point which would cause a treatment effect. 
Consideration of Experiment IV in conjunction with 
Experiment II leads to the conclusion that not only were the 
NO ineffective, but that either the response latency measure 
was insensitive to inhibitory influences of the kind 
generated in these experiments or that detection tasks of the 
type used in Experiments II and IV are relatively insensitive 
to lateral inhibition. This conclusion rests on the fact 
that inhibiting stimuli which were proven effective in 
Experiment III had no effect on the detection task or 
response latency measure of Experiment IV. 
It is theoretically possible to increase the brightness 
of the inhibitory panels used in Experiment IV to the point 
at which the TO would simply not be visible. If these 
conditions prevailed, there would be a treatment effect which 
would be strictly accountable in terms of retinal inhibition. 
However, since this was not the case, several possible 
conclusions are indicated and will be discussed in the next 
section. 
In contrast to the other three experiments. Experiment 
III showed a large treatment effect. This effect would be 
expected in the context of lateral inhibitory theory as 
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presented on pages 5 to 9 aibove and also in the context of 
the above discussion of the point of maximum inhibition. 
Since the inhibiting stimuli were comparatively simple in 
Experiments III and IV (there were no interior points of 
inhibition to confuse the issue), there was an equal amount 
of inhibition radiating from all points on the edges of the 
electroluminescent panels. Furthermore, since the HU panels 
were quite bright (.05 foot-Lamberts), a sufficient amount of 
inhibition was generated to create the impression that the TU 
was significantly darker than the CD. This result is a 
simple conformation of the hypothesis that lateral inhibition 
of the sort found in the Limulus does indeed exist in the 
human eye. This is in itself an interesting result, since it 
means that the theory of lateral inhibition as developed 
through work on the eye of the Limulus can be applied and be 
useful in simple cases of human scotopic vision. While 
simple cases, such as brightness judgment are amenable to 
interpretation using this theory, more complex tasks seem to 
require a more complex theory. This is evidenced by 
Experiment IV in the present series. 
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Higher Processes 
Experiment IV clearly demonstrates that the detection 
task and response latency measure are insensitive to 
inhibitory influences of the kind created by the HO in this 
experiment. The reason for this insensitivity seems to 
reside in the structure of the visual analyzers. If, as 
seems reasonable, detection tasks such as the one in 
Experiment IV require more than a simple retinal process, 
then the fact that the comparison process was unaffected must 
mean that there is little inhibition between units on that 
level of the system which is responsible for comparison. 
This implies that lateral inhibition of the type investigated 
is only effective at lower (primarily retinal) levels of the 
visual system. 
The lack of horizontally radiating inhibition would seem 
to comply with neurological studies of the structure of the 
visual cortex which demonstrate that there are few horizontal 
interconnections between columns in the striate cortex 
(Hubel, D. H. & Hiesel, T. N., 1959; 1962; 1965). If this is 
indeed the case, then it probably means that geometrical 
information in strict geometrical form is not useful at this 
level of processing. If there is no lateral inhibition, then 
one would not expect to find some isomorphic representation 
of geometrical shape on the surface of the brain. Instead, 
it may be that each cortical column of cells or groups of 
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columns responds to certain types of shapes somewhat in the 
manner of the cell assemblies theorized by Hebb (1949). This 
consideration fits well with the following argument: It is 
possible that the assumption made at the beginning of 
Experiment I, namely that brightness information is evaluated 
at a lower level in the visual system than is shape data, is 
incorrect. If this was the case in Experiment I, then there 
was no evidence of inhibition between those higher units 
involved. Since the letters were of such a size as to 
stimulate a large number of retinal units in widespread 
areas, it seems unlikely that some of the higher units 
involved would not receive impulses from receptors which were 
being inhibited by the NU units and hence create some 
treatment effect. There are two possible reasons why this 
did not occur; Either there simply were not enough such 
units or the different letters were evaluated in widely 
separated columns of the visual cortex and there is little 
intercolumn inhibition, as was argued above. 
If it is the case that there is little intercolumn 
inhibition, it might be worthwhile to repeat Experiment I 
using the same letter for all three types of stimuli, NO, TO, 
and CD, making sure that the letters were smaller and more 
closely spaced. If inhibition were found in this case, it 
would seem to indicate that specific letters are processed in 
the same or adjacent units on the striate cortex, and that 
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there is some inter- or intra-columnar inhibition. This 
would be a workable state of affairs. Since geometrical 
information is apparently not transmitted indefinitely, it 
would be possible for the system to be connected in such a 
way as to allow columns or groups of columns to respond to 
one particular type or class of stimuli. 
Hubel and Wiesel (1959; 1962; 1965) have shown that this 
is essentially what occurs in the visual cortex of the cat. 
They classified columns in the striate cortex as several 
different types of detectors (See page 3 above). This would 
place the ultimate task of recognition of stimuli at some 
higher association area in the brain. 
The most obvious conclusion to be drawn from the result 
of Experiment IV is that there is relatively little lateral 
inhibition in the higher visual system levels. 
Visual Processing; A Model 
The above discussion has generated a series of more or 
less related ideas dealing with the structure and operation 
of the human visual system. Some of these ideas are more 
factual than others since they are based directly on the 
experiments presented above. This section will enumerate and 
attempt to blend these ideas into a unified concept of visual 
system structure and processing. No attempt will be made to 
extend the coverage of this model to all situations or to 
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insure its completeness. It will simply combine those ideas 
which have been derived from the above research. 
Based on the results of Experiment III, it is safe to 
assume that lateral inhibition of the sort found in the 
Liaulus exists in the human eye. This means that the theory 
generated by research with the Limulus may be applied with 
consistent results to humans. Two ideas springing from this 
theory allow the model to account for fixations on 
geometrical stimuli. It can be assumed that the greatest 
concentration of inhibition caused by geometrical stimuli 
larger than a certain size (to be determined) lies somewhere 
within the boundaries of the stimulus. This assumption is 
made only for outline stimuli. The point or points of 
highest inhibition within that outline is determined by the 
shape of the stimulus. Next it could be possible that 
fixations of geometrical stimuli are directed by the point of 
greatest inhibition, so that the subject looks primarily at 
that point. Very small stimuli probably have no interior 
point of highest inhibition, while large stimuli only have a 
gradient of decreasing inhibition extending away from their 
borders on either side. Thus, small stimuli would tend to 
inhibit other nearby stimuli most and very large stimuli 
would cause the subject to fixate points around their edge. 
The next part of the model rests on the fact that 
Liaulus type inhibition and theory can only be applied at 
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lower (mainly retinal) levels of the human visual system. 
From the results of Experiments II and IV, it appears that 
detection tasks of the sort used require somewhat more 
processing than the retina is able to give. Since there was 
no lateral inhibition effect in either of these Experiments, 
we may assume that there is little inhibition between units 
in the level of the system which is responsible for 
comparison of like stimuli. This assumption is backed up 
once again by the lower vertebrate physiological studies of 
researchers such as Hubel and Hiesel who find that there is 
little inhibition between columns of cells in the striate 
cortex. Since lateral inhibition is only useful where 
geometrical information is important, its nonexistence in 
higher visual levels implies that there is no isomorphic 
representation of stimuli in any level of processing save the 
retina. 
From these ideas, a logical deduction is that cells or 
groups of cells, either in the occipital cortex or at some 
higher level respond to certain types of shapes somewhat in 
the manner of Hebb's (1949) cell assemblies. This may mean 
that identical stimuli presented on different parts of the 
retina may be processed in the same approximate area in the 
striate cortex or higher. 
Finally, the last result of the above research is that 
the ultimate task of recognition of stimuli is left to some 
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higher association area of the brain which may not properly 
be included in the visual system. 
The above model is incomplete and many of the 
assumptions are probably incorrect. However, they are all 
amenable to testing and hence may be verified or disproved in 
further research. With this thought in mind, the model 
serves its purpose in providing direction for further 
research. 
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Figures 
Figure 1. In A, the solid line represents the spread of 
excitation (E) from a retinal receptor located at zero. The 
dashed line represents the spread of inhibition (I) from that 
receptor- The profile of the receptive field attached to 
such a receptor would be as in B. It would be an "on" center 
unit, with "off" surrounds. The dashed straight line in B 
represents some spontaneous level (S) of firing. If the 
strength of the inhibitory effect is greater than the 
excitatory effect as in C, the field will have the shape 
represented in D and will be an "off" center unit. 
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Figure 2. The stimulus intensity distribution which is 
transformed by the eye to the output intensity distribution 
known as Hack bands. 
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Figure 3. Five versions of the ZOllner illusion shoving 
how the intensity of the illusion increases as the angles 
Bade by the inducing field with the long parallel lines 
increase in acuteness. 
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Figure 4. Model of contour shifting mechanism presented 
by Ganz (1966). The T represents a spatial distribution of 
neural excitation caused by some input test contour. The 
edge of some inducing figure is placed at some distance (D) 
from the test contour. Inhibiton radiated from the inducing 
contour (I) diminishes with distance. The amount of 
inhibition is proportional to the log contrast of the 
inducing figure, log L. The inhibition is subtracted at each 
point from T to give the residual excitation, net T. 
Displacement (M) occurs because the mean of the net T 
distribution is shifted away from the mean of T. 
netT 
Figure 5. Stimuli used by Blakemore, Carpenter, and 
Georgeson (1970). The three lines were generated on the face 
of an oscilliscope by a computer. Line B (base line) was 
always at a 30 degree angle from the horizontal. Line & 
(angle line) was varied to make different angles with B. 
Line C was adjusted by the subject to appear parallel to line 
B. 
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Figure 6. Stimulus arrangement used for the present 
experiments. The comparison unit (CO) will be used as a 
fixation point and the test unit (TO) Will be compared to the 
CD to test the effects of the presence of noise or inhibitory 
units (NO). 
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Tables 
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Table I 
Analysis of Variance of Predicted 
Values for Experiment I 
Source df as F 
Subjects 5 3.1862 100.579** 
Treatments 6 0.0443 0.1895 
Interaction 30 0.2338 7.380** 
Error U2 0.0317 -
**p<.01 
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Table II 
Non-orthogonal Analysis of Variance of 
Latency Values for Experiment II 
Source df MS F 
Subjects 4 4.4712 111.51** 
adjusted for Treatment and Interaction Differencs 
Treatments 3 0.0311 0.2365 
Adjusted for Subject and Interaction Differences 
Interaction 12 0.1087 2.71** 
Adjusted for Subject and Treatment Differences 
Residual 345 0.0401 
**p<.01 
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Table III 
Analysis of Variance of Predicted 
Values for Experiment III 
Source df MS F 
Subjects 3 0.0333 1.453 
Treatments 1 2.8834 52.613** 
Interaction 3 0.0548 2.387 
Error 8 0.0229 -
**p<.01 
100 
Table IV 
Non-orthogonal Analysis of Variance of 
Latency Values for Experiment IV 
Source df MS F 
Subjects 3 0.8182 25.02** 
Adjusted for Treatment and Interaction Differencs 
Treatments 1 0,3453 5.37 
Adjusted for Subject and Interaction Differences 
Interaction 3 0.0643 1.97 
Adjusted for Subject and Treatment Differences 
Residual 133 0.0327 
**p<.01 
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Appendix 
Subjects' Responses for 
Experiment II 
Total Responses Misses False Positives 
Conditions 1 2 3 4 1 2 3 4 1 2 3 4 
SI 21 18 19 21 2 5 1 2 3 2 0 3 
S2 22 21 25 19 1 0 1 4 3 1 6 3 
s3 24 25 30 23 3 0 5 2 7 5 15 5 
54 20 20 22 19 0 0 0 2 0 0 2 1 
S5 20 17 21 18 1 3 1 3 1 0 2 1 
Total 107 101 117 100 7 8 8 13 14 8 25 13 
Mean 21.4 20.2 23.4 20 1 .4 1. 6 1 .6 2 .6 2.8 1.6 5 2.6 
Subjects' Responses for 
Experiment IV 
Total Responses Hisses False Positives 
Conditions 1 2 1 2 1 2 
Si 22 19 0 1 2 0 
S2 23 22 0 3 3 5 
S3 19 22 3 4 2 6 
S4 20 15 0 8 0 3 
Total 
Mean 
84 78 3 16 7 14 
21 19.5 0.75 4 1.75 3.5 
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