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Abstract
This study describes an investigation into predicting the major flow properties in wake-stabilised jet flames
in a cross flow of air using first- and second-order turbulence models, applied within a Reynolds-averaged
Navier-Stokes (RANS) modelling framework. Standard and re-normalisation group (RNG) versions of the
k-İ turbulence model were employed at the first-order level and the results compared with a second-
moment closure, or Reynolds stress model (RSM). The combustion process was modelled using the
laminar flamelet approach together with a thermal radiation model using the discrete ordinate method. The
ability of the various turbulence models to reproduce experimentally established flame appearance, profiles
of velocity and turbulence intensity, as well as the combustion efficiency of such flames is reported. The
results show that all the turbulence models predict similar velocity profiles over the majority of the flow
domain considered, except in the wake region, where the predictions of the RSM and RNG k-İ models are
in closer agreement with experimental data. In contrast, the standard k-İ model over-predicts the peak
turbulence intensity. Also, it is found that the RSM provides superior predictions of the planar recirculation
and flame zones attached to the release pipe in the wake region.
Keywords: Turbulence modelling, non-premixed flames, cross-flow, wake effects
2Nomenclature
d Pipe diameter (m)
g Acceleration due to gravity (m/s
2
)
k Turbulence kinetic energy (m
2
/s
2
)
L Path length (m)
p Pressure (N/m
2
)
R Jet to cross-flow momentum flux ratio (1)
Rew Reynolds number based on cross-flow velocity (1)
S Strain rate (1/s)
t Time (s)
T Temperature (K)
u Velocity (m/s)
x x-component of the Cartesian coordinate system (m)
y y-component of the Cartesian coordinate system (m)
z z-component of the Cartesian coordinate system (m)
İ Rate of dissipation of turbulence kinetic energy (m2/s3)
İ0 Emissivity (1)
Șt Combustion efficiency (1)
N Absorption coefficient (1)
µeff Effective turbulent viscosity (Pa s)
µ t Turbulent eddy viscosity (Pa s)
v Kinematic viscosity (m
2
/s)
ȡ Density (kg/m3)
Ȥ Scalar (mixture fraction) dissipation rate (1/s)
Subscript
j Jet
cf Cross flow
3Acronym
CETC Canada Energy Technology Centre
CVP Counter-rotating vortex pair
EVM Eddy-viscosity turbulence model
NEVM Non-linear eddy-viscosity turbulence model
RANS Reynolds-averaged Navier-Stokes
RNG Renormalisation Group
RSM Reynolds stress model
UoA University of Alberta
JFICF Jet flame in cross-flow
WSGGM Weighted-sum-of-grey gases method
41.Introduction
A large quantity of oil field associated gas, and waste hydrocarbons from the process industry, is
flared globally each year. With the predicted increase in oil production in the next decades, a significant
increase in flaring is expected [1,2]. However, flare operations can result in the formation of pollutants
such as unburned hydrocarbons, CO, NOx and noise and the effect of a cross-flow of wind can be
significant. In order to minimise these effects, a detailed understanding of the flow features and structures
of these non-premixed jet flames in a cross-flow (JFICF) is necessary. Depending on the value of the jet-
to-cross-flow momentum flux ratio, 5 ȡjuj2/ȡcfucf2, where ȡj, ȡcf and uj, ucf are the density and velocity of
the fuel jet and the cross-flow, respectively, the flow features that arise in the JFICF have an important
influence on the flame’s combustion characteristics.
For flares operating at low values of R, typically R  1.0, the flame is either seated on the flare stack
or stabilised in its wake [3]. The latter case is also known as a wake-stabilised flare which belongs to a
flow regime where the flame is severely bent-over by the cross-flow and has high turbulence intensities in
the near-field [4]. This category of flare is commonly found in offshore crude oil production facilities.
The three main flow features in the wake-stabilised flare include: a counter-rotating vortex pair (CVP)
[5], coherent structures around the upper surface of the jet [3] and the planar recirculation zone in the wake
of the stack [6]. The latter zone is part of the low-pressure region where a secondary flame is attached to
the release pipe, as shown in Fig. 1, and the vortex dynamics and mixing in this region have an influence
on the efficiency characteristics of the flame, particularly under high ucf [7]. In wake-stabilised flares,
therefore, interactions between the jet, the cross-flow and the release pipe generate complex turbulent
mixing that dominates the flow field. Further, in non-premixed flames, turbulence has a significant effect
on the concentration of chemical species produced [8].
Extensive laboratory-scale experimental studies of the low momentum JFICF as a model of wake-
stabilised flares have been reported although mainly using propane as a fuel. These include measurements
of profiles of temperature and major chemical species in laboratory-scale flames [6,9]. The velocity,
vorticity field and turbulence intensity in the near-wake region, as well as the efficiency characteristics of
such flames, have also been reported [10-12]. However, similar experimental measurements for industrial-
scale methane or natural gas flares are not available.
5Few studies have been made of numerical predictions of wake-stabilised flares. A massively parallel
large eddy simulation (LES) has been used to investigate the impact of H2S on the combustion efficiency
of such flames or indeed any flare [13]. However, the high computational cost of performing LES of flares
limits its wide spread application. Consequently, most of the previous numerical studies of flares have
employed RANS-based approaches to predicting the turbulent flow field. Previous attempts to predict the
flame temperature in the far-field and planar flame zone in the wake of the release pipe using the standard
k-İ turbulence model have been less than successful for both methane [14] and propane flares [15], and this
was attributed to the inadequacy of the eddy-viscosity turbulence models (EVM) employed in these
studies. To overcome these limitations within the RANS modelling framework, the authors suggest the use
of second-moment turbulence closures, namely Reynolds stress models (RSM).
One of the major problems of the eddy-viscosity based k-İ turbulence models is their assumption of
isentropic turbulent viscosity and this results in an overestimation of the Reynolds stress, which prevents
the development of recirculating flow, and covering up the important directionally dependent nature of the
Reynolds stress that may exist in the fluid flows. The RSM, on the other hand, solves for the six
independent components of the Reynolds stress tensor separately and it is a second-order closure model.
This can substantially improve the accuracy of the prediction of the flows with a high stretched and/or
recirculating flow region, such as those occur in the coherent structures and the recirculation zone in the
wake of the stack of the flare investigated in this paper. However, the extra costs that need to be paid of
employing the RSM is the additional computational efforts for solving the additional partial differential
equations for each direction and the difficulty in achieving convergence that often encounters.
Despite its potential to provide more accurate predictions of complex flow physics, the application of
RSM in predicting the JFICF has not been investigated. Therefore this paper aims to contribute to the
understanding of the ability of RSM to reproduce the important flow features in the wake-stabilised JFICF.
To facilitate comparisons, in addition to the RSM two other turbulence models are investigated; these
being the standard k-İ model [16] and the renormalization group (RNG) theory k-İ variant [17]. Here the
ability of all these models to predict the flame appearance, profiles of its velocity and turbulence fields,
and the flame’s efficiency characteristics are investigated. This aspect is investigated in the present study
of the wake-stabilised JFICF which are applicable for flares with values of R < 1.0.
62. Numerical models
2.1 Turbulent flow modelling
The modelling approach adopted in this study involves calculation of the flow field by solving Favre-
averaged equations for the conservation of mass, momentum and energy, with the latter in its enthalpy
form. The body force due to thermal buoyancy is incorporated by including the effect of gravitational
acceleration in the momentum equation. The unknown terms in the averaged equations due to turbulence
fluctuations were closed using three turbulence models, as described below.
Two levels of closure were used for modelling the Reynolds stresses
jiij uu cc UW , these being first-
order, or EVM, and second-order, or RSM, approaches. The basis of the linear EVM is the assumed
isotropy of the turbulent viscosity µ t, based on which Reynolds stresses is considered to be proportional to
the mean rate of strain. As such, the turbulent viscosity is expressed as µ t = Cµk
2
/İ, where k is the
turbulence kinetic energy, İ is its dissipation rate, and Cµ is an empirical model constant. Linear EVM
models, such as the standard k-İ turbulence model [16], solve transport equations for k and İ, written in
Favre-averaged form, as follows:
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where Pk and Gk represent the generation of turbulence kinetic energy due to the mean velocity
gradients and buoyancy, respectively. The value of the constant Cİ3 in Eq. (2) was determined based on
the relation Cİ3 = tanh|uj /ucf | [18]. The model constants applicable to Eqs. (1) and (2) are summarized in
Table 1. These are typical theoretical/empirical constants that have been widely tested and used in various
turbulent fluid flow simulations [16-18].
The assumption in the EVM that the Reynolds stresses are proportional to the mean rate of strain is
valid only in flows with local spectral equilibrium. However, in most practical flows, for example in the
JFICF, there is significant turbulence anisotropy due to recirculation and the presence of secondary flows.
The linear EVM is not capable of adequately accounting for these phenomena, particularly the strong link
between the turbulent stress and its production terms [17]. These shortcomings are attributable to the over-
7prediction of the turbulent viscosity, and the use of an inappropriate turbulence length scale in the transport
equations for k and İ [15]. This has led to the development of non-linear variants of the EVM (NEVM).
Among the NEVM, the RNG k-İ model has demonstrated some success in computations of complex
flow features. The modifications in the RNG k-İ model include the replacement of the turbulent eddy
viscosity by an effective viscosity, µeff, defined as follows [17]:
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where Öv = µeff / ut, Cv = 100, and ut = uto ( Įs, ȍ, k/İ). uto is the turbulent viscosity as used in the standard
k-İ model, whilst ȍ and Įs are the swirl number and swirl constant, respectively. This modified viscosity
leads to lower values of the model constants Cİ1 and Cİ2, as given in Table 1, which have been found to be
valid in both high and low Reynolds number flows. Furthermore, the RNG k-İ model incorporates an extra
strain-dependent correction term in the transport equation for İ represented by [17]:
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where Ș = Sk/İ is the relative strain parameter, and S = (SijSji)1/2 is the strain rate. The term given in Eq. (4)
is largely responsible for the difference in performance between the standard and the RNG models [17],
which includes improved allowance for large strains and pervasive low Reynolds number effects. Both the
standard and the RNG models have been very successful and widely used in various combustion and non-
combustion process modelling applications where anisotropy of turbulence is less important [18-21].
Turbulence stress anisotropy can become significant in flows with complex strain fields. These are
characterised by, amongst other things, strong pressure gradients, significant body forces (rotation and
buoyancy) and three-dimensionality, all features that are present in the JFICF. Furthermore, the high
temperatures in such flows, due to chemical reactions, lead to an increase in the kinematic viscosity and a
consequent reduction in the turbulent Reynolds number. This in turn produces an increase in the turbulent
stress anisotropy by delaying the return to isotropy [23]. In principle, NEVM models, such as the RNG k-İ
model, are capable of resolving some of the normal-stress anisotropy. However, they still retain a similar
level of description and local determination of the Reynolds stresses as the EVM [19]. Therefore, even
NEVM show some weaknesses in resolving the physical coupling between stresses and strains, as well as
8the stress production resulting from the normal components of the turbulent stresses [17].
The simplest RANS closure model where anisotropy of the turbulent stress field is treated and
modelled as a distinct physical process is the RSM. In addition to a transport equation for İ, the standard
RSM solves [24] transport equations for the six components of
jiij uu cc UW
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The first three terms on the right hand side of Eq. (5) represent the contributions to Reynolds stress by
molecular diffusion, turbulent stress production and system rotation, respectively. The last four terms
represent the effects due to the pressure strain, turbulent dissipation, diffusion, and the production by
buoyancy, respectively, which require modelling to close the set of the equations. In this study, the
pressure-strain term in Eq. (5) was specified using the low Reynolds number modification to the linear
pressure-strain correlation [25]. The turbulent diffusive transport term was modelled based on the scalar
turbulent diffusivity approach [26], and the dissipation term was represented by İij = (2/3)ȡİįij. This
approximation for the dissipation term may not be appropriate in the wall region of the release pipe due to
the in-homogeneous character of the flow in this region. This deficiency is, however, compensated for by
the pressure-strain term in Eq. (5) through which turbulence anisotropy in that region is accounted for [27].
Some of the important constants employed in this study are listed in Table 1. A more detailed description
of the RSM and the standard set of constants are available [25-28].
2.2 Combustion modelling
The combustion process was modelled using the laminar flamelet concept [29] which relates the
effect of turbulent fluctuations in flames to fluctuations in the mixture fraction and the scalar dissipation
rate. Therefore, the flame was modelled based on the mixture fraction approach, and transport equations
for the mixture fraction and its variance were solved, solutions to which served as inputs for calculating
multiple flamelet profiles. The steady flamelet equations were solved for various values of the
VWRLFKLRPHWULF VFDODU GLVVLSDWLRQ Ȥst in the range 0.0001 to 33.5 s-1, and in steps of 2.5 s-1. A detailed
description of the laminar flamelet approach employed and its application in modelling the combustion
process in the JFICF has been provided elsewhere [30].
9The justification for using the laminar flamelet model in this study is its ability to decouple the
chemistry and flow field calculations, thus enabling an economic investigation of turbulent flames with
detailed chemistry effects. The model has been shown to be valid in flows that favour the formation of
flamelets, such as those with sufficiently large turbulence scales and low turbulence intensities [28].
Additionally, the laminar flamelet model is also valid in flows with room temperature reactants and low
gas velocities, as well as in reactions near the mean stoichiometric contour. Interestingly, these flow
conditions are similar to those found in the flames under investigation [31].
2.3 Radiation modelling
Radiant energy emission was accounted for using a finite-volume version of the discrete ordinates
(DO) model [32]. This approach employs both the control volume and control angle integration techniques
to solve the governing equation for the radiant intensity for a set of discrete directions in the total solid
angle 4ʌ, which is more accurate than simpler models, such as the P1 model, and has been used routinely
in the radiative heat transfer modelling of optically thin systems [19,33]. As a reasonable compromise
between efficiency and accuracy in the DO model calculations, the S2 quadrature was used for the angular
discretisation.
The weighted-sum-of-grey-gases model (WSGGM) was employed for calculating the absorptive and
emissive contributions of the participating gaseous species based on the grey gas assumption [34]:
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where aİ,i is the emissivity weighting factor which is a function of temperature, ți is the grey gas
absorption coefficient, p is the sum of partial pressures of all absorbing gases, and L is the path length. A
recent study of methane-air and oxy-fuel combustion at atmospheric pressure demonstrated that the
radiation source term obtained with the WSGGM compares well with the more accurate non-grey method
based on the narrow band, full-spectrum k-distribution approach [35]. The dominant radiant species from
the combustion of natural gas, which generally gives a non-luminous flame, are H2O and CO2 [26, 36].
Therefore, only the absorption coefficients of these species were taken into account in the present work.
3. Test conditions
Meaningful validation of reacting flow calculations against experimental data such as temperature,
10
turbulence properties and the distribution of combustion species are necessary. However, no single
experimental study of methane or natural gas jet flames in cross-flow provides such a comprehensive data
set. This has necessitated the requirement to compare results of important flow quantities from the present
calculations against two experimental data sets. Therefore, in this study, two experimental configurations
were modelled. The first is that of the flare experiments performed at the University of Alberta (UoA)
using natural gas [37], whilst the second is the series of flare tests conducted at the Canada Energy
Technology Centre (CETC) Flare Test Facility (FTF) in Ottawa [38], both using natural gas.
The flare experiments conducted at UoA were performed in a wind tunnel of dimensions 2.44 m ×
1.22 m × 11.8 m. The flare pipe employed had inside and outside diameters of 22.1 and 24.7 mm (1"),
respectively. The pipe was located 6.7 m from the entrance of the wind tunnel test section, and its exit
protruded vertically 0.47 m into the tunnel. The flow conditions used consisted of burning a jet of natural
gas (95% CH4, 2.4% C2H6, 0.06% C3H8, 1.74% N2 and 0.81% CO2) at an exit velocity of 1 ms
-1
in a cross-
flow of 3 ms
-1
(R = 0.07). In this study, the results from UoA experiments are employed to validate the
predicted temperatures which are utilised in representing the flame appearance. Table 2 provides a
summary of the flow conditions investigated.
The working section of the FTF wind tunnel was of length 8.2 m and width 2.4 m, with the tunnel
having an adjustable ceiling height starting at 1.5 m. A cylindrical pipe of length 0.61 m was employed to
represent the flare release pipe. This pipe was located 2.4 m from the cross-flow inlet plane. Although the
FTF experiments covered flare pipes of diameters 5.25 cm to 30.0 cm, in this study only flames from the
5.25 cm (2") diameter pipe are investigated, with the flames having been established by burning a jet of
natural gas (95% CH4, 2.1% C2H6, 0.2% C3H8, 1.8% N2 and 0.6% CO2). The velocities of the fuel jet
ranged from 0.46 to 5.3 ms
-1
under ambient wind speeds of up to 12 ms
-1
. The Reynolds numbers based on
the cross-flow velocity and the pipe diameter are shown in Table 2. FTF experimental data are available
for the efficiency of the flames and the concentrations of major species. However, velocity and
temperature field data were not obtained.
4. Numerical solution and boundary conditions
The computational domain employed was of dimensions 2.4 m × 8.2 m × 1.5 m. This translates to, for
the case of the FTF, a domain that spans about 23d in the spanwise, 157d in the streamwise and 28d in the
11
vertical directions, where d is the inner diameter of the release pipe. The location of the release pipe was at
a distance of 46d from the cross-flow inlet plane. Figure 1 shows a schematic of a wake-stabilised JFICF
with the origin of the co-ordinate system located at the exit plane of the release pipe.
In order to solve the governing equations, the computational domain and the release pipe were
divided into several smaller sub-domains that were meshed using unstructured grids composed of
hexahedral elements. Fine grid cells were placed near the pipe walls, the jet exit and near the upper and
lower walls of the computational domain. The variation of the mesh was from an initial size of 0.025d,
with a growth factor of 1.05, reaching a maximum size of 0.3d in the region spanning 26d downstream and
5d upstream in the spanwise direction. This ensured that the numerical grids nearest to the inlet pipe wall
were at y
+
= 2.2. Further away from this region, relatively coarser grids were used by increasing the mesh
size at a growth ratio of 1.1, reaching a maximum of 2d over the remainder of the domain.
Boundary conditions were prescribed as follows. Although the interaction between the jet and the
cross-flow is three-dimensional, the average flow field is symmetrical about the central, z=0 plane [3].
Therefore, symmetry was assumed on this plane and only half of the complete domain was modelled. At
the upstream y-z plane, corresponding to the cross-flow inlet, a uniform velocity profile with a turbulence
intensity of 1% was specified. Downstream of this plane, outflow conditions were implemented where
zero values of the normal gradients of all flow variables were enforced. A uniform velocity profile was
prescribed at the release pipe inlet, with a turbulence intensity of 5%. For the walls at the lower, upper and
side boundaries of the computational domain, corresponding to the ± x-z planes and the x-y plane,
respectively, a slip wall boundary condition was specified. In the FTF experiments the wall temperature
was maintained at or below 373 K. Therefore, in this case, a fixed temperature of 373 K was also specified
on the walls.
All the descriptive flow equations were discretised without time dependent terms using the second-
order upwind scheme implemented in the ANSYS-FLUENT 13.0 CFD code [28] and which gives details
of all the sub-models used. The use of a steady state calculation method was warranted by the fact that
after the initial mixing, the overall combustion process and the production of chemical species occurs in a
steady-like manner [37]. The SIMPLE algorithm [39] was used for pressure-velocity coupling, and the
chemical kinetic mechanism employed was GRI-MECH 3.0 [40].
The accuracy of the numerical solution obtained was assessed using two main approaches. The first
12
involved evaluating the convergence of the fluid flow equations solved and the second was based on a grid
dependency study. Solution convergence was obtained when the sum of the normalised residuals for
equations of continuity and momentum fall below value of 10
-5
, for enthalpy and species below 10
-7
and
for of radiation below 10
-9
. To ensure the results from the numerical calculations were not sensitive to the
grid employed, initial solution was conducted with a fine mesh consisting of 750,00 grids. This grid was
refined in the region spanning 26d downstream and 5d upstream of the jet exit, producing a finer mesh
comprising a total of 1,200,000 grids. Comparison of results from the calculations obtained with the two
sets of grids show less than 5 percent difference in the predicted temperature and species profiles.
Subsequently, the finer gird was employed for the main calculations whose results are reported and
discussed in the following sections.
5.Results and discussion
In this section, predictions obtained from the three turbulence models for the principal flow features
of interest are presented and discussed for the cases of both UoA and FTF tests. This starts with a
description of the flame appearance, following which the predicted velocity and vorticity fields are
analysed in the light of the trends reported for the UoA experimental data. Subsequently, an analysis of the
ability of the RSM and RNG turbulence models to predict the planar flame zone in the wake of the release
pipe is performed. Finally, a comparison of the predicted flare efficiencies with the FTF experimental data
is presented.
5.1 Flame appearance
Photographs of flame appearance are in terms of its luminosity, which is caused by excited species
and soot [31]. Flame images are widely used to measure flame length which can give an indication of the
size of the high-temperature zone, in particular for blue flames such as those of methane, and the residence
time available for pollutant formation within the flame [41]. Comparing the computed flame region and its
luminosity field from experiment has long been known to be difficult. [42]. However, the non-linear
dependence of the radiation heat flux on the flame temperature suggests that temperature would be a good
marker for radiation, and hence the visible flame region. This assumption has been found to be reasonably
accurate in methane flames with low soot concentrations [14].
Therefore, the flame appearance discussed here is in terms of the half-mean temperature rise relative
13
to the ambient, which was employed in discussing the UoA experimental temperature contours [37]. This
is defined as:
max
0 .5am b
am b
T T
T T
   (7)
where T is the mean temperature, Tamb is the mean ambient air temperature, and Tmax is the maximum mean
temperature of the flame.
Side and top views of the predicted average half-mean temperature contours for the UoA flame, i.e.
flame 1, are presented in Fig. 2(a-c). These represent the predictions obtained with the standard k-İ, the
RNG k-İ and the Reynolds stress turbulence models, abbreviated in the figure by SKE, RNG and RSM.
Fig. 2 demonstrates that all three models reproduce the general appearance of the flame [6,37]. This
includes the flame trajectory and its orientation relative to the pipe exit, as well as the presence of two
flame zones in the top view, starting from y/d = -1.0. These two zones show two peak temperatures which
are, necessarily, symmetric in the transverse direction.
Furthermore, Fig. 2 shows that, similar to the short-exposure photographs [37], the simulations
resolve the inclination of the flame as proximately 10 degrees to the horizontal. However, the offset of the
flame from the pipe exit by approximately 5 diameters in the photographic images is not resolved by the
three turbulence models, with the models predicting the flame to be stabilised directly on the pipe lip.
Similarly, the size of the flame attached to the release pipe, below the plane of the jet exit, is significantly
under-predicted by all the models, and in particular by the standard k-İ model. This region corresponds to
the planar recirculation zone and, as discussed in Section 5.5, under certain flow conditions the RSM is
capable of resolving this flame attachment reasonably well.
An established feature of the wake-stabilised JFICF is its characteristic three-zone structure [6,10].
These zones are the planar flame zone attached to the release pipe, the symmetric tail flame, and a dark
neck flame, or transition zone connecting the latter two zones, as illustrated in Fig.1. It is apparent from
Fig. 2(a-b) that the RNG and the standard k-İ turbulence models capture the first two zones adequately.
However, only the predictions from the RSM resolve all three zones, including a small neck flame region,
as seen in Fig. 2(c). The location of this zone corresponds to the region where the shearing of the jet fluid
is significant, with the strong shear and acceleration of the jet fluid in this region inducing large Reynolds
stresses and stress gradients [9]. Evidently, the RSM is able to resolves this phenomenon reasonably well,
14
as indicated by its prediction of the neck flame zone. The poor prediction of this zone by the RNG and
standard k-İ turbulence models can be attributed to the inability of these models to account accurately for
the normal components of the Reynolds stresses.
5.2Velocity profiles
To examine the important interactions between the jet and the cross-flow in the wake region,
variations in the transverse profiles of the mean streamwise (U) and vertical (V) velocity components in
the region close to the jet exit (x/d = 1.64) are presented in Fig. 3 for flame 1. This shows that the velocity
profiles are mostly uniform away from the symmetry plane in the flow, indicating the presence of an
undisturbed cross-flow. At y/d = 2, i.e. just above the jet exit, the three turbulence models predict velocity
profiles that capture the expected up-streaming effect of the jet fluid on the cross-flow as shown in Fig.
3(a). This effect produces a sudden increase in the cross-flow velocity by approximately 31%, which is
consistent with the 40% increase reported experimentally for a propane JFICF with R = 0.04 [10]. The V
velocity profiles resolve the expected monotonic decrease from the peak positive values on the plane of
symmetry, to almost negative values elsewhere as shown in Fig. 3(b). Although the three turbulence
models predict similar U and V velocity trends above the jet exit, the velocity profiles obtained from the
RNG k-İ model and the RSM are in closer agreement.
In the region of the jet exit (y/d = 0), the U velocity profiles dip and reach a minimum a short distance
away from the symmetry plane (z/d = 0.5). These profiles then increase with z/d, reaching a peak at y/d =
1.0. The V velocity profiles predicted by the three turbulence models are also comparable with peak values
occurring on the plane of symmetry shown in Fig. 3(d). Again, the velocity profiles predicted by the RSM
and the RNG k-İ model are in close agreement. These two models also predict a more sudden drop in both
the U and V velocity profiles than the standard k-İ model. The failure of the latter model to resolve this
trend can be attributed to its spurious generation of turbulence energy and viscosity, which degrade the
solution of the predicted velocity. The sudden drop in velocities in this region suggests the occurrence of
vortex breakdown, which has also been observed in an LES study of non-reacting round jets in a cross-
flow [43].
Below the jet exit (y/d = -1.4), the three turbulence models predict similar U velocity profiles, as
shown in Figure 3(e). In this region of normal wake flow, the U velocity profile dips close to the symmetry
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plane, while the V velocity profile, Fig. 3(f), shows a peak value. These trends are consistent with
previous experimental observations [10]. It should also be noted that the transition of the V velocity
profiles from positive values on the plane of symmetry to negative values in the wake region is an
indication of the dominance of recirculation vortices caused by vortex breakdown. As is evident in Fig.
3(f), the RSM resolves this phenomenon more accurately than the standard and RNG k-İ turbulence
models.
5.3 Turbulence intensity profiles
The evolution of the streamwise turbulence characteristics as the flame advects downstream is
examined through the profiles of predicted turbulence intensity. This variable has been shown to have an
analogous behaviour to the Reynolds shear stress and turbulence production [10]. Vertical profiles of the
normalized turbulence intensities at two downstream locations on the plane of symmetry (x/d = 1.62 and
22) for flame 1 are presented in Figure 4, based on which the following features are worthy of note: (i) At
the location near the jet exit the turbulence intensity profile is characteristic of jets with the peak value at
the centre-line decreasing away from this location (Fig. 4(a)); (ii) The free stream turbulence intensities
below the jet exit plane are higher, by approximately 85%, than those above that plane, further illustrating
that vortex stretching is significant in the wake region. This finding is consistent with the experimental
data of Andeopoulos and Rodi [3] although their measurements were made with cold air flows; (iii) As the
flow moves further downstream, the differences in the turbulence intensities between the upper and lower
half of the jet decay. These approach a value of approximately 5% at x/d = 22, with the standard k-İ model
predicting a relatively higher peak intensity, as shown in Fig. 4(b); (iv) Further downstream, the peak
turbulence intensity decreases, and the vertical location above the jet exit where this peak occurs shifts to
the upper half of the flame trajectory. For example, for the profiles at x/d = 1.62 and 22, the peak
intensities correspond to locations where y/d = 0.4 and 3.6, respectively. This shift is due to the rise of the
jet with downstream distance, resulting in an increase in the vertical height of the peak intensity with
distance.
The general trends in the turbulence intensity distribution described above were captured by all three
turbulence models. Nevertheless, it is only the RSM that predicts the expected turbulence fluctuations near
the jet exit, consistent with the experimental observations of Huang and Wang [10] using propane flames.
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In comparison, the RNG and standard k-İ models predict an initially unperturbed turbulence profile that
increases abruptly near the jet centre-line. Due to the over-prediction of turbulence production by the
standard k-İ model, this model also predicts a higher peak intensity in comparison with the RSM and the
RNG k-İ approaches whose predicted peak turbulence intensities are in closer agreement.
Furthermore, and in agreement again with the experimental findings of Huang and Wang [10] with a
propane flame, the predicted peak turbulence intensity in the wake of the jet (y/d = 0) is higher than that in
the wake of the pipe (y/d = -1.4). This is shown in Fig. 5(a-b) which gives predictions of the transverse
distribution of the normalized turbulence intensity in the wake region. Again, it is the RSM and RNG k-İ
models that resolve this subtle difference more accurately, with the standard k-İ model predicting similar
and much higher turbulence intensities in both the jet and pipe wake.
5.4 Vorticity fields
Regions of high vorticity usually coincide with the location of coherent structures in the flow field. A
clear visualisation of these features in the wake of the release pipe is given in terms of the normalized
streamwise vorticity contours presented in Fig. 6 for flame 1. The negative vorticity contours delineate the
downwash affected region that leads to a depression of the velocity profiles in the jet and pipe wake, as
discussed in Section 5.2. The compact region of concentrated vorticity is observed to spread rapidly,
confirming the occurrence of vortex break down in the wake zone. Experiments suggest the secondary
flame zone that forms below the pipe exit originates from the vorticity concentrated in this region [10].
Below the negative vorticity zone in the wake of the pipe, there is a region of positive vorticity. The
change in sign of the vorticity in this region signifies the change in the flow pattern due to flow reversal
and recirculation, which only the RSM accurately resolves, as shown in Figure 6(c). Overall, and
compared to the solutions obtained with the RNG and RSM, Figures 6(b) and (c) respectively, the standard
k-İ model predicts a more rapid decay of the vorticity strength as the flow progresses downstream,
resulting in a smaller vorticity affected region.
An explanation for this is likely the inability of the standard k-İ model to account for the production
of system rotation, which decreases the dissipation of turbulence energy even in isotropic turbulence [27].
On the other hand, in the RSM, the transport equation for the Reynolds stress accounts for this mechanism
in the rotational production term, through which the Reynolds stresses are redistributed amongst other
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components. In the RNG k-İ model, the additional strain parameter in the transport equation for the
dissipation rate of k performs the role of decreasing the rate of dissipation. As a result, both the RSM and
RNG k-İ models predict similar positive vorticity regions. All the above findings are indications that the
RSM and RNG k-İ turbulence models provide better predictions of the main flow features of the wake-
stabilised JFICF. Therefore, it is instructive to determine in exactly what way these two models differ in
resolving the more complex features resulting from changes in flow conditions, such as the secondary
flame zone in the wake of the release pipe. This aspect is discussed in the following section.
5.5 Influence of flow conditions
In this section, the ability of the RSM and RNG k-İ turbulence models to reproduce the effect of
changes in the flow conditions on the size of the planar flame zone attached to the release pipe is
investigated. The cross-flow velocity (ucf) is one of the main flow variables that significantly influences the
flow structures and the burning efficiency characteristics of a flame, for example as shown by Johnson and
Kostiuk [12]. In this respect, the effect of changing ucf and the fuel jet velocity (uj) is examined.
Additional calculations were carried out, based on the FTF configuration, with similar ucf and different uj –
flames 6 and 7 of Table 2.
From this table, it is observed that there is an approximately four-fold reduction in uj from flames 6 to
7, producing a significant decrease in the value of R from 0.092 to 0.005. The flow conditions in these runs
are such that the flame is cross-flow dominated. Experimental studies of natural gas JFICF have shown
that a significant increase in the cross-flow velocity [12], or a large reduction in the jet exit velocity [6], i.e.
a very low value of R, produces an increase in the size of the recirculation vortex on the leeward side of the
release pipe. It has also been suggested that these vortices are responsible for the flow of jet fluid into the
wake region, resulting in an increase in the size of the planar flame zone attached to the release pipe.
Under these flow conditions, the symmetric tail flame zone becomes narrower and shorter, while the neck
of the flame zone disappears. The significance of these geometric transformations in reducing the
efficiency characteristics of the flame is well documented [12,44].
Comparisons of the RNG k-İ and RSM predictions of the average temperature contours for flames 6
and 7 are presented in Figs. 7 and 8, respectively. It is observed that all of the geometric changes
mentioned above are reproduced by the RSM, e.g. comparing Figs. 7(b) and 8(b). In fact, the size of the
18
planar flame zone attached to the pipe in flame 7 extends up to 3.5d below the pipe exit, and the peak
temperature in this region is similar to that in the tail flame. These observations are consistent with those
made in relation to the experimental data [37]. The temperature contours in Fig. 8(b) show that due to the
significant decrease in uj, the fuel jet is bent over enough by the cross-flow to cause most of the tail flame
to reside below the pipe exit plane. On the other hand, a comparison of Figs. 7(a) and 8(a) reveals that the
RNG k-İ turbulence model does not resolve these expected transformations in the flame features, nor the
planar flame zone attached to the release pipe. Notwithstanding the dominance of the cross-flow due to the
significant decrease in uj, the RNG k-İ model also predicts essentially the same size of planar flame zone
for the flow conditions of flames 6 and 7.
The main flow feature on the leeside of the release pipe is caused by the reduced pressure within the
recirculation vortices in the downwash wake region. This is created largely due to the negative
(downwash) velocity and the change in orientation of the cross-flow as it by-passes the pipe walls. The
resulting flow separation and counter-rotating vortices create a low pressure wake and a highly turbulent
free shear layer with significant turbulence anisotropy. Consequently, the transport of momentum is largely
governed by the wall normal stress components. This phenomenon is accounted for explicitly in the RSM
transport equations through the pressure-strain correlation and the stress production terms, see Eq. (5).
Consequently, at very low values of uj where these phenomena acquire more significance, the RSM is able
to resolve the complex flow features reasonably well. Hence, it better predicts the planar flame zone
attached to the release pipe. The superiority of the RSM over the k-İ model in predicting swirlling flows
has also been discussed in [21] for nonreacting flows in baffled stirred vessels.
5.6 Combustion efficiency
Flare performance is usually determined in terms of the combustion efficiency or carbon conversion
efficiency (Șt), which is defined [44] as:
(8)
In the experiments, the conversion efficiency can be calculated by replacing the net rate terms in Eq. (8) by
the measured product concentrations. These species concentrations are measured with on-line gas
analyzers. Flame ionization detectors are used for CH4 measurements and nondispersive infrared analyzers
are used for CO2 and CO. All of the analyzers employed have an uncertainty of 1% of their full-scale
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reading. Therefore an estimated error in the conversion efficiency is less than approximately 0.6% [37-38,
44].
In flares where the conversion efficiency is close to 100%, the combustion performance is preferably
discussed in terms of the inefficiency, which is defined as 1- Șt. Previous experimental studies have
established that the efficiency of flare combustion has a strong dependence on the cross-flow velocity
[7,44]. Therefore in the following, the capability of the three turbulence models to capture this dependency
is examined.
A comparison of the predictions of the flare combustion efficiency and inefficiency obtained using
the three turbulence models with the FTF experimental data is presented in Fig. 9. As shown in Figure 9
(a), the results indicate a negative linear correlation of the combustion efficiency with ucf, which is
consistent with the experimental observations [44]. This trend implies a decrease in flare efficiency with an
increase in values of ucf. Even though there are no experimental data at the limiting cross-flow velocity (12
ms
-1
), it is evident from the figure that the RSM and RNG k-İ turbulence models predicted efficiencies that
are more consistent with the best-fit curve through the measured efficiencies.
In contrast, Fig. 9(b) shows that the combustion inefficiency has a positive linear correlation with ucf,.
The increase in inefficiency at higher values of ucf is believed to be a consequence of an increase in the
quantity of fuel that escapes from the pipe exit without burning [37]. The results show that the three
turbulence models predict flare combustion efficiencies and inefficiencies that are generally in good
agreement with the experimental data, as well as with its best-fit curve. It is observed that no single
turbulence model can be identified as predicting flare efficiencies that are consistently closer to the
experimental data. However, at the limiting condition of the highest value of ucf, it is the RSM predictions
of efficiency and inefficiency that are more consistent with the best-fit curve and are therefore judged to be
most accurate, while the standard k-İ model is the least accurate.
6.Conclusions
The ability of three turbulence models to predict the important flow features in the wake-stabilised
JFICF as a model of flares has been investigated. The models employed were a low-Reynolds-number
extension of a differential second-moment turbulence closure, and linear and non-linear eddy viscosity
models, based on the standard and the RNG k-İ turbulence model.
20
The standard k-İ and the RNG k-İ models predicted two of the three established flame zone structures
in the wake-stabilised JFICF. Only the RSM resolved all three structures, namely the planar flame zone
attached to the release pipe, the symmetric tail flame, and the neck flame.
All the models predict similar velocity profiles in most of the flow domain, except in the wake region
where the predictions of the RSM and RNG k-İ models are in closer agreement. These two models also
predicted similar turbulence intensities below the jet exit plane, while the standard k-İ model showed a
significant over-prediction by comparison. Furthermore, it has been shown that in the cross-flow
dominated flow regime, the RSM resolves the planar flame zone attached to the release pipe in the wake
region. This flow feature is not captured by the standard and the RNG k-İ turbulence models.
Although none of the three turbulence models predicted combustion efficiencies that are consistently
in closer agreement with experimental data, at the limiting condition of the highest value of ucf, the RSM
predictions of efficiency and inefficiency are more consistent with the best-fit curve through the
experimental data, and are therefore judged to be more accurate.
Overall, while all three turbulence models predict the gross features of these flames, only the RSM
resolved the more complex flow features in agreement with experimental data. The RSM resolved both the
qualitative and quantitative characteristics of wake-stabilised flames observed in experiments that were not
evident in predictions made with the other two turbulence models. Therefore, the RSM can be used with
confidence to model wake-stabilised flames in the range of operating conditions discussed in this paper.
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Table Legends
Table 1: Summary of the turbulence model constants.
Table 2: Summary of the flow conditions investigated.
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Figure Legends
Figure 1 Schematic of the structure of a wake-stabilised jet flame in a cross-flow and the co-ordinate
system employed.
Figure 2 Predicted half-mean temperature contours for flame 1 on the x-z plane and the plane of symmetry
for calculations with (a) SKE, (b) RNG and (c) RSM models (scale applies to all figures).
Figure 3 Predicted transverse profiles of mean velocity in the near wake region (x/d = 1.64) at different
vertical locations for flame 1: (a - b) in the bend of the jet at y/d = 2, just above the pipe exit, (c - d) in the
wake of the jet at y/d = 0, near the pipe exit, and (e -f) in the wake of the release pipe at y/d = -1.4, just
below the pipe exit.
Figure 4 Vertical profiles of predicted averaged normalized turbulence intensity for flame 1 at two
downstream locations on the plane of symmetry: (a) x/d = 1.62, and (b) x/d = 22.
Figure 5 Transverse profiles of predicted averaged normalized turbulence intensity in the wake region of
flame 1: (a) wake of the jet at y/d = 0, and (b) wake of the pipe at y/d = -1.4
Figure 6 Contours of the predicted normalized x-vorticity on the plane of symmetry: (a) SKE, (b) RNG,
and (c) RSM models for flame 1.
Figure 7 Predicted temperature contours on the plane of symmetry for calculations with (a) RNG and (b)
RSM. The flow conditions are for flame 6: uj = 1.94 ms
-1
, ucf = 5.19 ms
-1
.
Figure 8 Predicted temperature contours on the plane of symmetry for calculations with (a) RNG and (b)
RSM. The flow conditions are for flame 7: uj = 0.46 ms
-1
, ucf = 5.2 ms
-1
.
Figure 9 Comparison of experimental flame combustion efficiency and inefficiency at different cross-flow
velocities with predictions obtained from the three turbulence models: (a) combustion efficiency, and (b)
combustion inefficiency. Straight line represent best-fit curve through the experimental data.
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Table 1: Summary of the turbulence model constants.
Model CP 1CH 2CH kV HV E oK
Standard k-İ 0.09 1.44 1.94 1.0 1.17 0.012 -
RNG k-İ 0.085 1.42 1.68 0.718 0.718 0.012 4.38
RSM 0.09 1.44 1.94 0.82 1.0 0.012 -
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Table 2: Summary of the flow conditions investigated.
Flame uj (ms
-1
) ucf (ms
-1
) dj (cm) Rew R Remarks
1 1.00 3.00 2.21 3364 0.070 UoA
2 5.28 8.45 5.25 28292 0.256 FTF
3 5.37 6.85 5.25 22935 0.040 FTF
4 5.28 12.50 5.25 41852 0.120 FTF
5 2.03 1.97 5.25 6596 0.700 FTF
6 1.94 5.19 5.25 17377 0.092 FTF
7 0.46 5.20 5.25 17410 0.005 FTF
8 3.75 5.22 5.25 17478 0.340 FTF
9 2.52 2.10 5.25 7031 0.950 FTF
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Figure 1 Schematic of the structure of a wake-stabilised jet flame in a cross-flow and the co-ordinate
system employed.
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Figure 2 Predicted half-mean temperature contours for flame 1 on the x-z plane and the plane of symmetry
for calculations with (a) SKE, (b) RNG and (c) RSM models (scale applies to all figures).
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(a) (c) (e)
(b) (d) (f)
Figure 3 Predicted transverse profiles of mean velocity in the near wake region (x/d = 1.64) at different vertical locations for flame 1: (a - b) in the bend of the jet at y/d
= 2, just above the pipe exit, (c - d) in the wake of the jet at y/d = 0, near the pipe exit, and (e -f) in the wake of the release pipe at y/d = -1.4, just below the pipe exit.
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(a)
(b)
Figure 4 Vertical profiles of predicted averaged normalized turbulence intensity for flame 1 at two
downstream locations on the plane of symmetry: (a) x/d = 1.62, and (b) x/d = 22.
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(a)
(b)
Figure 5 Transverse profiles of predicted averaged normalized turbulence intensity in the wake region of
flame 1: (a) wake of the jet at y/d = 0, and (b) wake of the pipe at y/d = -1.4.
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Figure 6 Contours of the predicted normalized x-vorticity on the plane of symmetry: (a) SKE, (b) RNG,
and (c) RSM models for flame 1.
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Figure 7 Predicted temperature contours on the plane of symmetry for calculations with (a) RNG and (b)
RSM. The flow conditions are for flame 6: uj = 1.94 ms
-1
, ucf = 5.19 ms
-1
.
Temperature scale (K)
y/d
(b)
x/d
y/d
(a)
36
Figure 8 Predicted temperature contours on the plane of symmetry for calculations with (a) RNG and (b)
RSM. The flow conditions are for flame 7: uj = 0.46 ms
-1
, ucf = 5.2 ms
-1
.
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(a)
(b)
Figure 9 Comparison of experimental flame combustion efficiency and inefficiency at different cross-flow
velocities with predictions obtained from the three turbulence models: (a) combustion efficiency, and (b)
combustion inefficiency. Straight line represent best-fit curve through the experimental data.
