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• Table S1 . The best representation learning model structures for each dataset •   Table S2 . Hyper-parameters used in grid search • Table S3 . Performance evaluation with area under precision-recall curve for IBD dataset Figure S1 . Performance evaluation scheme Figure S2 . Disease prediction performance for abundance profile-based models. Prediction performance of various methods built on marker profile has been assessed with AUC. MetAML utilizes support vector machine (SVM) and random forest (RF), and the superior model is presented (green). Principal component analysis (PCA; blue) and gaussian random projection (RP; yellow) have been applied to reduce dimensions of datasets before classification. DeepMicro (red) applies shallow autoencoder (SAE), deep autoencoder (DAE), variational autoencoder (VAE), and convolutional autoencoder (CAE) for dimensionality reduction. Then SVM, RF, and multi-layer perceptron (MLP) classification algorithms have been used. Note that as the models are optimized for AUC performance, not accuracy, it is required to re-train our models by optimizing accuracy if you need to directly compare the accuracy performance with your models. 
