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Information-measuring systems as hardware and software measuring means 
are widely used in all sectors of the national economy. 
Metrology is defined as the science of measurement, methods and means of en-
suring their unity and also about ways of achieving  desired measurement accuracy. 
The main research directions of metrology are theory of measurements, applied 
and legal metrology. 
Determination of the measurement process is based on the use of physical 
quantity definition, measurement method, measuring experiment, and result of 
measurement error. 
Examples of IMS subject field application are measurements of: electric and 
magnetic quantities in radio electronics, time and frequency, mechanic quantities. 
At the beginning of XXI century the number of measuring electric and magnet-
ic quantities was stabilized at 100, the number of other quantities is more than 
4000. 
The history of measuring instruments development is divided into three stages: 
mechanical, electrical and informational, based on the use of modern IMS and 
quantum metrology. 
Instruments of length measurement, angular measurement in astronomy and 
phasemetry are given as examples of measurement instruments development. 




It is agreed that IMS classification should be carried out in some certain time 
intervals of development of such systems and measurement information technolo-
gies.  
At the beginning of XXI century there are following classification features of 
IMS, such as functional purpose of systems, type and nature of inputted physical 
quantities, output information format, functional structure of hardware and soft-
ware subsystems. 
According to functional purpose there are following IMS types: automatic con-
trol, technical diagnostics, image recognition, identification, telemetric, polymetric 
and measuring. 
Measurements in narrow sense can be described as comparison of measuring 
quantity with single unit of known quantity of the same kind (quality) 
To measurements in a broad sense belong those ones when the set of certain 
elements is used to streamline studied processes, phenomenas, properties and cha-
racteristics of objects. 
When creating general theory of measurement, important role is devoted to 
physical and mathematical models of measuring object. 
Mathematical model of measuring object is defined as a combination of know-
ledge, assumptions, hypotheses, initial and boundary conditions; homomorphically 
displays main properties, characteristics of measuring object in space and in time; 
built in the form of complete, consistent, logical structure formulated using ma-
thematical objects, terms and symbols to solve a given class of problems.  
There are three stages of formation and development of the mathematical mod-
el. At the first stage mathematical model is created based on the analysis of a priori 
information about measuring object. At the second stage proposed model is used to 
solve a variety of measurement tasks in various subject areas. At the third stage 
analysis of measurement results is conducted using proposed model and one of 
three options is accepted: a) proposed model is recommended for further re-
searches; b) proposed model should be improved and improved model to be rec-
ommended for further use; c) to develop a new model. 
Mathematical model of measurement process in narrow sense is a measurable 
Hausdorff topological space with a charge (measure), followed by determination of 
result and measurement error. 
Mathematical model of measurement process broadly is described by measura-
ble Hausdorff topological space with subsequent determination of measurement 
result. 
Mathematical model of measurement process in the form of a measurable 
Hausdorff topological space substantiates IMS resolution to implement such a 
process. 
To describe the types of IMS input information there are four ways of forming 
primary research information for different types of objects in their interaction and 
interrelationship with IMS. 
Three main directions of modern metrology research are distinguished: ma-
thematical modeling of measurement process and computing (computerized) mea-
suring experiment; physical modeling of measurement process; conducting full-
scale measuring experiment using IMS. 
The result of solving the measurement problem consists from solving three 
a-
surement object; establishing of a single measure for measurement result and de-





the same numerical values of measured quantity; information protection during 
formation, transmission, processing, recording and presentation of measurement 
data. 
Today analysis of measurement errors is agreed to perform using two ap-
proaches: traditional, based on the use of exact (conditional exact) value of measur-
ing quantity; contemporary, based on measurement uncertainty and establishment 
of interrelation between results of error analysis. 
Major structural IMS subsystem, where metrological characteristics are norma-
lized, is measurement channel. 
Main stages of IMS life cycle include: design; manufacturing and testing of 
prototypes, modules and subsystems; creating a production model, certification and 
transfer into operation; operation; final stage. 
Projected development of IMS as a major hardware and software toolkit of 
fundamental, theoretical and applied metrology, is tightly linked with development 
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 measurement tool 
-  information-measurement system 
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p x             (2.3) 
xi - p(xi) - 
xi. 
xi yj
 (x1, x2, 
 xN), xi
xi yj p(xi / yj). 





p(xi / yj  







; log / .i j i j iI x y p x y p x         (2.4) 
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           (2.5) 
p(xi, yj) = p(yj), p(x i/ yj) = p(xi), p(yj / xi) - 
yj xi. 
(2.5) I(xi, yj
  xi yj. 
2.  ,   
yj, zk xi, 
 yj -
xi,  zk 
xi,  yj  
; ; ; / .i j k i j i k jI x y z I x y x z y            (2.6) 
  
   
(Joseph LeonardWalsch, 









  xi 2 p(xiyj) = 1 
                               ; log .i j iI x y p x                                      (2.7) 
xi  
(2 2  
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I(xi / yj) = log p(xi / yj) - . 
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                    I = log N = n log m.                                          (2.15) 
m I = n
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( ) ( )log ( ) ( ).i iI X p x p x H X                                  (2.18) 
   
H(X H(X) > 0. 
H(X) < log N. 
 log N = D  
  
N p(x1) = p, p(x2) = 1 p, H( ) =  p log2 p (1 p) log2 (1 p). 
5. H ( ) = log2 0,5 = log2 2 = 1 - 
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2.4   
 




x1, x2, x3, ..., 
xk  P(x1 ), P(x2 ), ..., P(xk 
-  y1, y2, ..., ym  P(y1),   P(y2), ..., P(ym). 
X Y  
                      
1 1




H X Y P x y P x y                         (2.19) 
P(xi, yj ) - xi yj . 
P(xi, yj  
                  , / ) / ,i j i j i j i jP x y P x P y x P y P x y                      (2.20) 
  
1 1
1 1 1 1
, / log /
log / / log / .
i j i i j i
i i j i i j i j i
k m
i j
k m k m
i j i j
H X lY l P x P y x P x P y x
P x P x P y x P x P y x P y x
     (2.21) 
xi 
Y  





P y x                                     (2.22) 
   H (X, Y) 
H(Y/xi) - 










, log / log /
/ ,






H X Y P x P x P x P y x P y x
H X P x H Y x
      (2.23) 
                     H(X, Y) = H(X) + H(Y / X).                                (2.24) 
 
 
  X Y 
   
                              H(X, Y) = H(X) + H(Y),                                      (2.25) 
H(Y / X) = H(Y). 
  Y 
   
 
P(yj / xi P(xi / yj  , 
 
          P(xi / yj ) log P(xi /yj) = P(yj / xi) log P(y j / xi) = 0                   (2.26) 
 H(X, Y) = H(X) = H(Y). 
 0 < H(Y/X) < H(Y). 
 





   
  
w (x  
  max min( )N x x x , 







H x w x x w x x  
  log .xH x H X x  
H*(X : 
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.  , , , ..., , 
. K = 25 = 32.  
H max = log2 32 = 5 . 
H
= 4,39 .  
» - «
« ») H  = /  H  = 3,05 
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 = 1  H  / H max = 1  H  / log K, 
H - K - 
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 = 1   /  / ) = 0,6. 
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 H'(X) = H'(X)/T. 
  
  1/  vc = 1T  
 H'(X) = vc·H'(X)/T. 
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, / / .I X Y H X H X Y H Y H Y X           (2.28) 


















H'(X/Y)  H'(X/Y). 
A(t
X(t






 t  2F.  
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A(t)  a1, a2, ..., ,  
X(f) - x1 2, ..., , 
X 
:  
1 2 1 2 1 2, log , ,..., / , ,..., , ,..., ,n n nI X A p a a a x x x p a a a
 ( 1, 2, ..., ) = ( ) - 




 , , log / ,I X A P A X P A X P A               (2.30) 
 
  , / .I X A H A H A X H X H X A                (2.31) 
 
 
/ / ,R H A H A X T H X H X A T             (2.32) 
 
    1 2 1 2 1 2... , ,..., log , ,..., ...n n nH A p a a a p a a a da da da        (2.33) 
-  
1 2 1 2
1 2 1 2 1 1
/ ... , ,..., ; , ,...,
log , ,..., / , ,..., ... ...
n n
n n n n
H A X p a a a x x x
p a a a x x x da da dx dx
 
-  
1, 2, ...,  - 
( 1, 2, ..., ) = ( 1) ( 2), ..., (
 






H A H a                                          (2.34) 
 H(ai)=   p (ai) log p(ai)dai - i-  
H(X) H(X/A). 









AC H A H XT
XH X H AT
     (2.35) 
 
p(X /A) 
X A=N p (X/A) = p(N).  
 ( ) (N)   
 
,R H X H N T              
 
(2.36) 




 n1, ..., n2, ..., nn , 
2TF. ni 






... , , ...,
log , , ..., , ..., ,
n
n n
H N p n n n
p n n n dn dn nH n
(2.38) 
H(n) = p (n) log p (n) dn  
:    
              log 2 ,H N TF eN              (2.39) 
N = 
2
 -  
 
F,  N. 
F 
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             log 1 log 1 .mF P N F P N                     (2.42) 
 -  
                                                 1 2 ,                                                   (2.43) 
1 - 
 
                1  = 1  r ,                                                   (2.44) 
2 -  
 1 1 2 21 ; 1 ,r r       (2.45) 
 
r1 - r2 -  
2 2  



















s1 s2 s1 s2 s2 s1 
s1 s2 1 n1 s1 n2 s2




                     1
1
.nn                        (2.47) 
 D1, D2, 
D3 Dm D1 D2 
m1 2 = 1 + 2
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I(s) + I(D).  
 
  
   












 1 1 1 1ln ln ln .n m n mn m n mI Y C C C C I s I D                (2.49) 
 
            1 1 2ln ln ! ! ! ,nnI k C k n n n                          (2.50) 
k -  
 
           1 2ln ! ln ! ln ! .I k n k n k n                      (2.51) 
 - 
 :     ln ! ln .m m m m  
2  
1 2
1 1 1 2 2 2 1 2ln ln ln ln ln ln .




1 1 2 2 1 1ln ln ln ln ln lnn n n n n nn n n
n n n n n n





           1 1 2 2ln ln .n n n nI kn
n n n n
                            (2.52) 
2
n1 n2 s1 
s2  n1/n n2/n 
P (s1 P (s2 2
 
                1 1 2 2ln ln .I nk P s P s P s P s                  (2.53) 
 
1 1 2 2ln ln ,i I n k p p p p                             (2.54) 
p1 = P(s1); p2 = P(s2). 
2
 . 
p1 + p2 p = p1 
p2 = 1          ln 1 ln 1 .i k p p p p i p  
 = 0,   i (0) = i (1) = 0.  
 




1 ln ln 1 1 ln ln 1 0.di k p p p p
dp
:    ln 1 0,p p  1 1,p p  m 0,5.p  
 
p1 = p2 = imax = k 
 imax = 1). 
k = (ln 2) 1  
 
       1 1 2 2ln ln ln 2.i p p p p             (2.55) 
 
x = lnp ln2. 
x ln2 = ln p, ln 2x = ln p, 2x = p. 
:           x = l g2 p = ln p / ln 2. 
 
   
:        1 2 1 2 2 2 li p p p p  
2 p - 2. 
p1 = 0,125 = 2- p2 
i = 0,




1 2 1 2 2 2
1 1 2 2
log log
.
i P s P s P s P s
P s i s P s i s
        (2.56) 
i(s1 i(s2) - 




i(s1 i(s2) - 


















1 2 1log ,i s P s    2 2 2log .i s P s  
2.56)  -   
 s1 s2. 
 . 
 
s1, s2, s3, , sm...   
  p1, p2, p3, , pm... 
   












n n                                    (2.57) 
 
       
1




I K N K n n                            (2.58) 
 (2.56). 









    
1
1










        
 0,062  0,016  0,040  0,003 
 0,014  0,062  0,045  0,014 
 0,038  0,010  0,053  0,006 
 0,013  0,028  0,021  0,018 
 0,025  0,035  0,002   
 0,072  0,026  0,009   
 0,003  0,053  0,004   
 0,007  0,090  0,012   
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, ,..., ln ln 2 ln ln 2.
m
m j j m m
j
i p p p p p p p
 
   
 
1 20; 0,...,i p i p   1 0.mi p
  
ln 1 ln ln 2.j j m j m m ji p p p p p p p





m j j j
j
p p p p
 
ln ln 2 0,j j mi p p p j = 1, 2, 1...          (2.60) 
pj = pm j = 1, 2,  m
pj = 1 / m, j = 1, 2,  m
. 
 








i p p                              (2.61) 
pj = 1/m,  j = m 1... 
 (2.60): 
2 2 1 ln2 1 1 ,j j mi p p p      
2 1 ln 2.i j mi p p p
  2 2 2 ln 2,ji p m












 1 2P s s , 2 2P s s . 
1s 2s k- P1 (k





P1(0) + P2(0) = 1, P1(k) + P2 (k) = 1, 
: 
1 1P s s , 2 1P s s , 1 2P s s , 2 2P s s . 
 
        1 1 1 1 2 1 2
2 1 2 1 2 2 2
1 / 1 / ,
1 / 1 / .
P k P k P s s P k P s s
P k P k P s s P k P s s
                  (2.62) 
  
 P1(0) = 1; P2(0) = 0; 
1 1P s s = 0,5; 2 1P s s = 0,5; 1 2P s s  = 0,6; 2 2P s s
2 2.2.  
2.2  
K 0 1 2 3 4 5 
P1(k) 1 0,5 0,55 0,545 0,5454 0,54545 
P2(k) 0 0,5 0,455 0,455 0,4545 0,45455 
 
P1(0) = 0, P2(0) = 1) 
2.3.  
2.3 
K 0 1 2 3 4 5 
P1(k) 0 0,6 0,54 0,546 0,5454 0,54546 
P2(k) 1 0,4 0,46 0,454 0,4546 0,45454 
 
2 2
s-  P1 P2 = 0,4546. 
k k, P(k) = 
= P(k - 2
P1 P2:    
 1 2 2 11 1 2 2
1 2 2 1 1 2 2 1
, .
P s s P s s
P P s P P s
P s s P s s P s s P s s




BPBPAPAPBPAPABPr 11            (2.64) 
 
P(s1s2) = P(s1) P(s2 / s1) = P(s2)P(s1 / s2), 
1  P(s1) = P(s2), 1  P(s2) = P(s1
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1 2 1 1/r P s s P s P s 2 1 2 2/P s s P s P s .        (2.65)      
s1 s2
i(s1 i(s2   
   1 1 1 1 1 2 1 2 1
1 1 2 1 2 2 2 2 2
/ / / / ,
/ / / / .
i s P s s i s s P s s i s s
i s P s s i s s P s s i s s




1 1 2 2 .i P s i s P s i s                                (2.67) 
 
2 2  
 
1 1 1 1 1 1 2 1 2 1
2 1 2 1 2 2 2 1 2 2
/ / / /
/ / / / .
i P s P s s i s s P s P s s i s s
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 ,  1 1 2 1 1/ log /i s s P s s ,  2 1 2 2 1/ log /i s s P s s , 
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i j




1 1 1 1 1 1 1 1 2 1 2 2 1
1 2 2 1 1 2 2 1 1 2 2 1




P s s P s P s s P s s P s s P s s P s s
P s s P s s P s s P s s P s s P s s
P s s P s P s s P s s P s s P s s P s s
  (2.69) 
 
 
1 1P s s = 3 4 ; 2 1P s s =1 4 ; 1 2P s s =1 8  ; 2 2P s s = 7 8 . 
1P s =1 3 ; 2P s = 2 3
 2 2log 3 3 2 3 log 3 2 0,91183.i  
1s 2s :  
 
1 2 23 4 log 3 4 1 4 li s  = 0,8113, 
2 2 21 8 log 8 7 8 log 8 7i s  = 0,5428. 
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W X X .                                            
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2)  ). 













1 2ln 1L W x W x dx D x W x dx W x dx . 
 
2
2 1 2 1 ln .L D x W x W x dx    (2.80) 
- 
2.80):           
2
2 1 ln ln 0.L x W x W x W x W x dx  
W(x
W(x x W(x  
 W(x)   
 
               22 1ln 1 0.W x x                    (2.81) 
:   
 














1 11 2 .
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2 1 2, : 

















L W x Wdx  
 1ln ( ) 1 0W x   
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  S (t)=A (t) cos [ t + (t)] = A(t)cos (t),   (2.84) 
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There are three approaches to information analysis: syntactic, semantic and 
pragmatic. At the syntactic level carrier type and presentation medium, transmis-
sion and processing speed, code sizes of provided information, reliability and accu-
racy of conversion of these codes, etc are taken into account. Semantic aspect al-
lows information content accounting. 
To ensure information interaction, the part of information that contains specif-
ic (or permissible) data volume is most commonly used. Such data parts are called 
information objects or messages. 
Information is not a message characteristic, but a ratio between information 
source (object of study), message and its user. 
Information objects - subjects, processes, phenomena of material or immateri-
al nature that are viewed in terms of their information properties. 
The source of information or message - is a physical object, a system or phe-
nomenon that generates transmitted message. Message is a value or change of a 
physical quantity that reflects state of information object (system or phenomenon). 
Ways and processes that ensure messages transmission from source to user 
are called information- communication systems. 
The degree of situation uncertainty changes forms the basis of quantitative 
measure of information. When introducing a quantitative measure of information 
only formal attributes that are important in terms of messages transmission via 
communication channels should be taken into account, not message content (se-
mantics). 
Simple method to determine quantity of information is often used that could 
be called volumetric. It is based on counting the number of characters in the mes-
sage, i.e. associated with its length and does not consider content. 
In information theory quantity of information means a measure of reducing 
knowledge uncertainty. Finding such a measure requires estimating and calculating 
the quantity of information transmitted.  
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In information theory, the quantity of information is a numerical characteristic 
of signal that does not depend on its form and content and characterizes uncertainty 
that disappears after receiving a message in form of a given signal. 
Syntactic, semantic and pragmatic information measures are often used for 
quantitative evaluation of information. 
The quantity of information on the syntactical level is defined by the concept 
of system entropy. 
Entropy defines a measure of uncertainty of all the multiple messages at sys-
tem input and is calculated as an average number of its own information in all mes-
sages. 
The larger the size of the source alphabet, the greater the source entropy and 
quantity of information. 
Source entropy depends on statistical properties of messages. Entropy is max-
imal, if source messages are equally probable and statistically independent. 
Source entropy that generates equally probable messages is always less than 
the maximum allowable. 
When determining entropy and information quantity in messages, which ele-
ments are statistically related, we should not be limited by unconditional probabili-
ties  we should also consider conditional probabilities of separate messages 
emerging. 
The total entropy of two messages is the sum of unconditional entropy of one 
message and conditional entropy of the second. 
When there is a link between elementary messages, source entropy decreases.  
Universal information medium is electrical signal (or materials that have elec-
tromagnetic properties and allow withdrawing of information in form of electric 
signals). 
In order to simplify analysis of information embedded in the message parame-
ters, the signals that represent information message of arbitrary complexity are 
presented as the sum of elementary fluctuations (basic functions). Well known 
system functions such as Fourier, Bessel, Legendre, Chebyshev, Walsh etc could 
be used as basic functions. 
Fourier transformation carries analysis of messages and signals in frequency 
domain. To study signals in frequency domain Kotelnikov theorem (sampling theo-
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For theoretical study of signals it is necessary to build their mathematical mod-
els. Mathematical model of signal is a functional relationship that adequately de-
scribes temporal variation of the physical state of an object. 
Signals classification is performed on the basis of essential attributes of appro-
priate mathematical models.  
Distinction is made between deterministic and random, valid and complex, 
multivariate and univariate, static and dynamic, infinite in time and impulse, period-
ic and solitary, analog and discrete signals. A variation of the latter is digital signals, 
discrete not only in time but also in space. 
The most typical elementary signals are harmonic and complex exponential 
signals, rectangular and triangular video impulses, stepped, signum- and delta- func-
tions etc. 
Well known mathematical definition of scalar product of two functions is 
widely used in the theory of spectral analysis. Scalar product of two functions is the 
integral of the product of these functions. Integration borders are defined by func-
tions existence domain. 
Scalar product of two signals is called mutual energy of these signals. Total 
energy of the signal is determined by scalar product of signal with itself. In other 
words, total energy of signal is equal to integral of the square of function that de-
scribes mathematical model of signal. Square root of signal energy is called the 
norm of signal. Normalized signals (functions) are signals (functions), which total 
energy equal to one. 
Two signals are called orthogonal if their scalar product is equal to zero. Infi-
nite system of valid functions (signals) is called orthogonal if scalar product of two 
different functions (signals) is equal to zero. It is envisaged that energy of each sig-
nal from system is not equal to zero. This means that none of the features that are 




considered is equal to zero. 
Infinite system of functions, pairwise orthogonal to each other, and functions 
that have single norm is called a system of orthonormal functions or an orthonormal 
basis. 
Any signal with finite energy could be presented in the form of generalized 
Fourier series. Generalized Fourier series is an infinite sum of products of basic 
functions and corresponding coefficients. Set of expansion coefficients forms signal 
spectrum. 
Expansion coefficients of generalized Fourier series (spectrum) time function 
(signal) are defined by scalar product of signal with corresponding basic functions. 
Such method of expansion coefficients determination provides minimum square 
error of signal approximation by finite Fourier series. 
Signal energy is the sum of energies of all components (harmonics) that form 
generalized Fourier series. It means that signal energy is the sum of spectral compo-
nents energies, and squared modulus of generalized Fourier series coefficients is 
numerically equal to signal energy particle that is contained in corresponding com-
ponent (harmonic) of a signal. 
Process of obtaining useful information, contained in signal, could be 
represented as hardware (or software) defining the numerical values of generalized 
Fourier series coefficients of signal. 
All random signals and noises are unpredictable. Thus, for random signals it is 
impossible to find a mathematical formula to calculate their instantaneous values. 
All random phenomena studied in theory of probability could be divided into 
three types: random events; random values; random processes. Each of these types 
of random phenomena has its own characteristics and features. An event is called 
random when it may or may not occur as a result of any attempt. 
Quantity which value changes from an attempt to attempt randomly is called 
random. For this quantity it is impossible to predict what value it will obtain under 
specific conditions of attempt. 
Probability distribution function shows probability that random quantity does 
not exceed a specific value. Mathematical expectation is the average value of a ran-
dom quantity. Dispersion qualitatively characterizes a measure of results variability 
of individual attempts relative to the average value. 
Random processes are of various kinds: non-stationary, stationary, ergodic, 
Gaussian, Markov etc. But in technics most of random signals and noises belong to 
stationary ergodic random processes. 
Fluctuation noise is the most typical for the majority of telecommunication 
channels and it is a stationary ergodic random process with Gaussian (normal) prob-
ability distribution. 
Spectral power density of fluctuation noise depends on physical nature of its 
formation, and also from the point where it is observed. 
The main energy characteristics of a valid signal are its power and energy. 






Dynamic signal range characterizes the limits of instantaneous power varia-
tion. 
Crest factor of signal is the ratio of its power peak to average. 
Signal duration is a time interval of its existence. Duration is calculated as a 
difference between end time and start time of signal. 
Necessary signal-to-noise ratio is determined by energy characteristics, based 
on communication channel bandwidth the signal spectrum width is set as a must for 
undistorted information transmission.  
Theoretically, any signals with finite time length have infinitely wide spec-
trum. Real technical devices have a finite bandwidth. When signals with infinitely 
wide spectrum are passing through technical devices, spectrum distortion occurs, 
that inevitably leads to the distortion of input signal form. 
For undistorted representation of signal with bounded spectrum as a sequence 
of its discrete samples, sampling frequency F should be equal to doubled upper fre-
quency of signal spectrum. 
Discrete signals are formed by temporal sampling of continuous (analog) sig-
nals. Temporal sampling step is selected as a constant. 
The main mathematical apparatus that is used by spectral analysis of discrete 
signals is the apparatus of Z-transformation, which plays on relation to discrete sig-
nals, the same role as an integral Fourier transformation for continuous signals. 
The basis of Z-transformation is integral Laplace transformation. Z-
transformation is a result of all time functions in Laplace transformation. 
Discrete signal spectrum is a periodic function of frequency with periodicity 
interval 2T  even when spectrum of its analog prototype is an aperiodic func-
tion. 
Any signal with a limited spectrum without distortions could be represented by 
sequence of its discrete samples on condition that sampling frequency at least twice 
bigger than the highest harmonic spectrum of analog signal. 
Discrete Fourier transformation associates a finite sampling of discrete signals 
to a finite spectrum of the same dimension as the sampling size of the input signals. 
Harmonics of discrete spectrum are equidistantly allocated on a range from zero to 
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Measurement as an important component of any human activity in industry, 
science and everyday life, defines and stimulates the state of modern technology 
and natural science. In its turn science and technology provide the necessary theo-
retical and instrument base for metrology. 
Practice of metrology engineer constantly demands processing of measure-
ment data, evaluation of their accuracy, improving of measurement processes and 
data processing. To do this one should possess professional methods of mathemati-
cal modeling, to be able to select and build equations connecting parameters and 
variables of investigated object or process, as well as methods for solving these 
equations. 
Basic mathematical models, used in metrology, are algebraic, difference and 
differential equations and numerical methods of their solution. 
Modern IMS are characterized by many variables, so they often described by 
multidimensional and nonlinear equations. They can be solved only by approx-
imate and numerical methods, developed in linear algebra, theory of function ap-
proximation and theory of differential equations. 
To obtain numerical results it is necessary, firstly, to provide numerically re-
levant vectors and functions, secondly, to find numerical values of object  parame-
ters, to build its mathematical model, and thirdly, to find a solution. 
The first task, i.e. coordinatization of vectors and functions, is to choose a ba-
sis that allows to get the simplest form of a mathematical model. In engineering 
practice, matrix methods are widespread. In eigenbasis matrix of linear equations 
coefficients has a diagonal shape which leads to complete separation of variables. 




forms initial data into the frequency domain and allows applying spectral methods; 
when the transition to complex plane using Laplace transformation gives the op-
portunity to solve linear integral and differential equations with algebraic methods. 
The volume and complexity of numerical calculations largely depend on the 
chosen basis; their complexity could be reduced by using algorithms of arbitrary 
basis orthonormality and by defining their own matrix basis where it has a diagonal 
shape. 
Matrix methods are of particular importance for solving systems of linear al-
gebraic equations that are widely used for measurement information processing. 
When solving measurement problems with methods of algebra, analysis and theory 
of differential equations there is a need in construction of matrix functions. Con-
struction of such functions is greatly simplified when matrix own basis is used. 
Inability to actually calculate an infinite number of functions coordinate in 
such basis forces to be limited by a finite segment of corresponding series; requires 
estimations of the rate of series convergence and error of such approximate func-
tions representation. Examples of ordered bases are power (Taylor series), poly-
nomial and trigonometric (Fourier series). 
Unlike discrete bases consisting of an ordered sequence of functions of one 
argument, bases of the second type are uncountable, described by a single function 
of two continuous arguments. In these bases function does not appear as a sum, but 
as an integral. Such representation is called integral transformations (Fourier, Lap-
lace transformations). 
Differential and difference equations are most common, effective and univer-
sal mathematical models in technics and natural science. Lack of accurate solutions 
to these equations, in most cases requires the use of approximate and, primarily, 
numerical methods. 
Except numerical methods and operational calculus for linear systems of dif-
ferential and difference equations, a matrix approach is also used, based on me-
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k 5÷6 6÷8 7÷10 8÷12 10÷15 
 
n  ( )
k   1 2, ,..., kx x x  1x  
1m  2x -  , ..., k kx m  1 2, , ..., km m m  
 1 2, , ..., kx x x 1 1 /m m n , 
2 2 / ,..., /k km m n m m n  ix . 






ix  1x  2x    ix   kx  
im  1m  2m   im   km  
























1 2, ,..., kx x x











5.    
____________________________________________________________________________________________ 
 259 
1 2( ), ( ), ..., ( ),n
: 
1




F x c x
n
. 
- x  
( )nF x  
( )F x  ( ) ( )nF x F x , n  
 
( ) 0F x  1x x  ( ) 1F x  kx x 1 kx x x  
 ( )nF x  
( ) ( )nF a P X a  .1) 
 
 
  1[ ; )i ia a






ia - . 
im  

















          
 1 2  k 
 0 1[ ; )a a  1 2[ ; )a a   1[ ; ]k ka a  
 1m  2m   km  
 1 1 /m m n  2m   km  
 1 1 /p m x  2p   kp  
 
























5.    
____________________________________________________________________________________________ 
 261 
( )  
ni xxx ..., , ..., ,1  n . 
Q  
ni xxxQ ..., , ..., ,1 . Q  , 
. ix  
 
ix  
( )i ni xxx ..., , ..., ,1  - 
   ..., ,1 ( )i , 1,j n  
   ( ) .  
-  
 - 
Q  - 
ni xxxQ ..., , ..., ,1  1, , , ,i nx x x
 
Q  Q  n  









Q Qlim M , 
( )M -  
 ( ) .Q QM  
 












P Q Qlim . 
  Q  
n  Q . 
 - 
1 2( ) ( )Q QD D 1Q   


















ix  - 
im -  
Me  
 
( ) ( )
2n
Me xlim D D . 












( )M  

























( 1)n  
n   
































( )Q QM  0Q  n
( ) 1P Q Q , 
 
( ) 1P Q Q Q , Q , Q  
  
 
Q  . 
 








 2  -  
2
jm   j-
/j jp m n h
h  -  




p x . 
 x    s . 
  
 jx  - j jp p x . 





( ) ( )l lj j j j
p
j jj j
m m p p
nh
m p
.                             (5.1) 
 xp















2 2 ( )p v   
2 ( )v  
2 -  
1v l k k   
l -  
 -  
F x ,  
 F x  
 5.4). 
maxD F x F x   D n . 
P , P , 























P  0,99 0,95 0,9 










d x x ns                                             (5.2) 







s x x n  
 
1 1(1 / 2, ) ( / 2, ),d n d d n  1(1 / 2, )d n  1( / 2, )d n   
 n , 1 / 2  1(1 / 2),  
1    
 
 ix x  
2Pz s s   
2
1




s x x n , 2Pz   
  2P . 
 
 2    n . 






   2 , 
  1 2 . 
 









.                                          (5.3) 


































0 1 /2 0/ ;x u n                                         (5.4.) 
2)   
0  
 
0 1 0/x u n ;                                           (5.5) 
0  
 






n ix  
2
ix 0 1v n
. 
1  
















x x nx x
D
n n
 , s D . 
x  0 : 
1)  
: 
5.    
____________________________________________________________________________________________ 
 269 




                            0 1 /x t v n s ;                                       (5.8) 
0  
 
                           0 1
/x t v n s  .                                      (5.9) 













2,ix 1 2 2n n
. 1  v  

























s x x x x  
 1 2
1 2 1 2 2
d
n n ss





1 2 1 /2 dx x t v s  ;                                        (5.10) 
2 : 





 1 2 1 dx x t v s ;                                            (5.11) 
1x  2x  
 








0  1v n
. 
2 -  
, 1 , / 2  1 / 2  2 v , 21 v , 
2
/2 f , 
2








C x x x x n       20/C . 







C v  22 1 /2
0










C v ;                                                  (5.15) 
0  
. 
5.    
____________________________________________________________________________________________ 
 271 




2,ix  1 1 1v n  
2 2 1v n  
1 /2 1 2,F v v  










C x x x x n  , 
2










C x x x x n  , 22 2 2/ 1s C n . 
















1 /2 1 22
2
,s F v v
s
;                      (5.16) 
 









s F v v
;                                               (5.17) 









s F v v







. p  
is   











C s s ,                                                  (5.19) 










    n  , 
   
.  
.   
px  [ ]ix , 
1,2,...,i p    



















 .  
1x  
 1 [1] /G x x s . 
 5 %-
[ ]px  [1]x  
.  -
















. ix   ,  1,ix i = n   
1/i nt x x s t n ,                                      (5.21) 
x  -   s - 
 v - 
, 1v n . 
  
t  
v n k k -  
.    
 25n  
.  
 : [1] [2] [ ]... nx x x
[ ]nx     




















Z n - 
n  5.5). 
                                                                                           5.5 
n   n  0,10 0,05 0,10 0,10 0,05 0,10 
4 0,68 0,76 0,89 16 0,28 0,33 0,43 
6 0,48 0,56 0,70 18 0,26 0,31 0,41 
8 0,40 0,47 0,59 20 0,26 0,30 0,39 
10 0,35 0,41 0,53 30 0,22 0,26 0,34 
14 0,29 0,35 0,45     
 





 n  
 
i rx x  i rx x .  
2
11 1rx x s A , 2
11 1rx x s A ,             (5.22) 
,x s - ;  A  - 
 1,3A ;   - 
4










,x s  4  . 
. 
 






 ( 5.5, 
 "-
 ( 5.5, ). 
 

















1. ( )xMed  
,  1,ix i = n . 
2. ix ( )ix xMed , 
( )ix xMed  ( )xMed , 
  
3.  





1H  -  
H0 
0,05 0,0975a  
 








1. 1,  ...,  ,  ...,  i nx x x  -  
1i ix x , 1 0i ix x 1i ix x , 1 0i ix x  1i ix x , 
. 
2. 
( )  
( )n .  
3. 0H  
1i ix x
1H  -  
0H  
0,05 0,0975  
  : 
0
1 16 29( ) (2 1) 1,96 , ( ) ( )
3 90
nn n n n .                     (5.24) 
 0 ( )n  n : 
0 0 0( 26) 5;   (26 153) 6;  (153 1170) 7n n n  . 
0H  . 
 








1.   
   














X Y  
bkXXY )( , ,k b R . 
n  ix  iy  
1,i n   5.6, kiy ,  



































































k  . 
Y 
 X x1 x2 xi xn    


















: 0H   
1H   
. t- : 
/k kt k s , /b bt b s , 






















x   { , 1, }ix i n . 
vttk  vttb  0H . 
 




,i ix y , 1,i n
iy  ( iy   ( )Y X
 
 ,i ky  
iy . 
2 2/yF s s ,                                
ys   iy   












1 .  
2s  
 
y   
 y  
iy   






























max 1 3 /y ys w s m , 
 w  max min( )V x x x x  




)()()( 2/ xsvtxUx yyy , )()()( 2/ xsvtxUx yyy , 
/2 ( )t    
1 / 2P  2n    
P y  





 5.7  


























 x  
( ) /x y b k . 









k m n x x
 
 5.7,  
( ) ( ) ( ),x U x t v s x                 (5.25) 
/2 ( )t    
x   y  







xs yx . 










5.    
____________________________________________________________________________________________ 
 281 
a   b  
  
ba
ba ,cos ,                                           (5.26) 
ba ,  -  
.
 1    
, .  
.  . 
 
II 





























2,0  9, 





180  0  
300  240  







180  0  
300  240  
330  210  
150  30  
60  
 
                                                
90  
270  
180  0  
300  240  




















61 2 3 4 5 [ ]
 















2   
2
2
 ,                                           (5.27) 
5.    
____________________________________________________________________________________________ 
 283 























































   






x  A  
P,,  
 


































' CGF  
'G  - 
, ' -
, C -  
F : 
1) 21
21 FF ; 




nFnF 2 ; ,...2,1,0n ; 
































1) 0xp ; 
2) 1dxxp ; 
















1) 0p ; 


















































































jef M  
 















 'G  
 




























1 2 3 







, ,                              (5.28) 




 xPxG 0 : , 2modxx .                 (5.29) 
5.28  















                                                                                                  
5.11  
 
   
2mod  ,  ,
2
xxRxCxxGxF .               (5.30) 
5.6,  
1. )2,0[,0 ''' xFxFxF . 
2. 
2
xF x  2 . 
3. RxxFxF   ,12 . 
20 12 xx   
      
                    2  ,1
.2   ,























0 2  
2 2
x xF x F x P x x x
F x F F x F




xF , Rx  
2  
 1212 kxFkxF , 
)(xF  
5.12. 
-2  -4  -100  -102  -104  



























nnn jbaf ,                                             (5.31)  
 





coscos xnxdGnan M , 
2
0
sinsin xnxdGnbn M . 
  
1nf . 
0n  10f . 
3. 
*
nn ff , 
nn , nn bb . 
4. 















1 .                                    
2   
, 




 2 , 2,3,...jj
. 












































 (Richard von Mises, 
























2modK ,                                    (5.34) 




















1,/ ,        (5.36) 






2 2exp / 2n nf n  , 0n  , Zn .                 (5.37) 








































































)cos(212 1 , 





1 2 , 
24 /  
212 12nn
, 













 )2,0[  
Mjj ,1, ,   . 
 5.8.  





































22 SCr  
 - 






   
 

















































1 2 3 
u 
 




















































umm uu 0 . 
 
 
 - j , 
 jl  
jOP  5.16,  
































5.    
____________________________________________________________________________________________ 
 295 
  m  
- j j- -  
L  
 
1 ,... mod2ML 1,... mod2ML , )2,0[ , 
 2
ML ,...1  ML ,...1  
ML ,...1
 
 Mjj ,1,  
 


























sin1  ,cos1 .                          (5.38) 







j .                                        (5.39) 
r   
 22 SCr r ,  cc sin,cos rSrC .  
r     































rV 1  
r
: gg rcr m
mcg sin .  
. 
M
  M . 
 
 P   
 
- P ; 




































x x n , 






2( ) / ( 1)
1
n
s x x nii
. 
) sx   /xs s n . 








 50n , 





xts t - 
P  

















   
 
 . 







P k , 
i - i-  k - 
 
 




( )P  
 
 ,     Y 
X  
( ( )X f Y )
 
 /f Y  





















   
Ks , K - 
 
s





s  - ; ( )P  - 
  (5.40); k - 
P
 











 ;;; nsx x .  xs  
. 
A  














A  m  1 2, , ..., ma a a   
1 1 2 2 , ... m mA b a b a b a ,                                         (5.43) 
1 2, , ..., mb b b - 1 2, , ..., ma a a  
 m -  
1 2, , ..., mb b b  
i ib a  
A . 





A b a ,                                                       (5.44) 
ia  - ia .  





22 )~()~( ,                                              (5.45) 
 )~(as  - ia . 




( ) ( )qp t S A ,                                                   (5.46) 

























in  - ia . 
( )p  P  
j  





k b , k  - 
  m i . 
 = 0,95 k  
 : 
( ) / ( ) 8P S A
 
 ( ) / ( ) 0.8P S A
  
 8)~(/)(8,0 ASP
( )P  
( ) ( ( ) ( ))P K P P , K  - 
( ) / ( )P S A : 
 
)~()( ASp  0,5 0,75 1 2 3 4 5 6 7 8 












ff a a f a a a R
a
,                              (5.47) 
1( ,..., )mf a a  - 
A  ia ; 
i
f
a  - 
f  ia 1,..., ma a ; ia  - 






















2 ( )iS a  - 
ia  -  
A   









fS A S a
a
. 
1 2, , ..., mb b b  








( ) ( )
n
hi h ji j
i
n
hi h ji j
i
a a a a
r
a a a a
, 
5.    
____________________________________________________________________________________________ 
 303 
, ,j hi jia a a - i  - h  - j  - 




22 / 1r n r t , t - 
 2n . 
5.43) 
1 2: , , ..., lA A A A . 

























 ( )TS A , T  -  






)(  ,  ),~(  ,~ PnAsA



















































































































The random nature of measurement result, in general, is caused by two main 
reasons. The first reason relates to measurement of constants, not time varying 
physical quantities. Measurement results are distorted by random in time measur-
ing noise, so results, obtained consistently in time, vary randomly in time relative 
to a certain value. The second reason concerns measurement of quantities with ran-
dom values, for example, the parameter value in production lot. In this case, there 
are random values in the space of value set. Therefore, when processing measure-
ment results, statistical analysis is widely used. 
In general, the task of mathematical statistics is to formulate some judgments 
about properties of given set, based on knowledge about certain properties of sub-
set of elements taken from this set. Thus, by applying statistical analysis, based on 
obtained measurements results we have to receive information about true value of 
e-
thods are based on such notions as observation, general totality and sampling. 
Operations conducted with the purpose of timely and correct results fixation 
are the measuring under observation ones.. Observation results include all types of 
errors inherent in measurement procedure. Thus, measurement results could be 
considered as observation. 
Quantity results sampling is obtained as a result of repeated measurements. 
These results should represent true value of a quantity with necessary (given) ade-
quacy or accuracy that actually meets the requirement of sampling representative-
ness. 
On the basis of statistical processing of sample data it is necessary to obtain 
estimation values of measured quantity and its errors. Estimates could be point and 
interval. Point estimation is an estimation method, meaning that directly obtained 
estimation value is used as an unknown value of distribution parameter. Point esti-
mates should satisfy the following quality indicators - unbiasedness, consistency, 
efficiency. 
Estimation unbiasedness suggests that while observations number increases 
the average estimation value tends to the value of estimated parameter. This bias 
may be caused by measurement equation properties and measurement errors, 
alignment, calibration, random nature of obtained sampling, or a combination of 




matic error. Presence of systematic errors makes it impossible to judge the true 
value of measured parameter. 
Estimation will be consistent if increase of sampling size coincides with the 
corresponding parameter of general totality. This means that measurement result 
precision should increase with an increase in volume of analyzed data. 
Requirement for estimation effectiveness is as follows - for samplings of equal 
volume effective estimate should have a minimal dissipation. 
The measurement result could also be represented as an interval where the true 
value of measured quantity is given with a given probability. In this case interval 
estimation is applied. Interval estimation is an estimation method, where the de-
fined interval is the one in which with a given probability a required (true) value of 
distribution parameter exists. 
This interval is called confidence or reliable and the corresponding probability 
is called confidence probability or reliability. It is clear that the bigger is confi-
dence interval, the greater is confidence that estimated quantity within this interval. 
When processing multiple measurement results there is a task of estimating 
their distribution law, because calculated values of interval boundaries of random 
error, as well as further statistical processing algorithms depend on distribution law 
type. This problem may be solved with the help of testing criteria of correspon-
dence between empirical distribution law and theoretical law. 
In measurement practice there are tasks of experimental determination of sys-
tematic errors importance of measurement channels, processing algorithms and 
IMS as a whole, while the value of random error (precision) can be known in ad-
vance or determined experimentally. These tasks in mathematical statistics are 
called testing hypotheses about mathematical expectation. 
Criteria for comparing sampling average value with given value within known 
variance. In this case a hypothesis of systematic error absence in the results of 
measurements performed by IMS with a given precision; and physical quantity re-
produced using a standard, is tested,. It is assumed that random error value of re-
producible quantities is negligibly small.  
Criteria for comparing the sampling average value with given value within 
unknown variance. This criterion is used in measurement practice in the same cases 
as previous one with the only difference - the precision of IMS or studied measur-
ing channel is not known beforehand and is estimated according to the same expe-
rimental data. 
If it is necessary to compare the accuracy of two measurement channels or 
systems based on experimental data or comparison of measurement results ob-
tained for two different values of influencing quantities, a criteria of comparing 
average values of two samplings with unknown but equal variances is used.  
When studying random errors of measurement channels and IMS, a criteria of 
standard deviations (variances) comparison is used  it is a criteria of comparison 
of standard deviation and given quantity, that is used to compare precision of stu-
died IMS, estimated experimentally with a given IMS or with a given precision of 
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other equipment; and a criteria of comparison of standard deviations of two general 
totalities, that is used to compare the accuracy of two measurement means using 
the results of value measurement of the single physical quantity and stability de-
termination of IMS metrology characteristics in time or within changing of in-
fluencing factors.  
Testing criteria for hypothesis about average values and standard deviations of 
the sets of observations allows simultaneously compare measurement results and 
their precision, estimated on several data sets. Such groups could be, for example, 
groups of the results of measurements, performed by several IMS measurement 
channels. These are Grubbs and Cochran criteria. 
When processing observation results, as a rule, the first step is to check 
whether individual observations belong to general set of experimental data. As a 
matter of fact, it is check for gross errors in observations. Gross errors belong to 
errors that occur randomly in repeated observations. They clearly exceed value of 
errors, justified by measurement conditions and significantly affect the estimating 
accuracy of average value and standard deviation. Reasons for gross errors could 
be uncontrolled changes in measurement conditions, power surges, sudden failures 
in IMS or measuring channels, operator errors, etc. To exclude the results of obser-
criteria by Romanovsky, Dixon, etc. 
Systematic errors in IMS or individual channels may vary over time that does 
not allow amending the individual measurement results, and may also cause accu-
racy characteristics to overstep regulated limits. Identification of such errors can be 
done by using the criteria of testing the hypothesis of trend presence in a number of 
observations. Criteria selection depends on its nature: the linear growth or decline 
of the average value or standard deviation of measurement results, the periodic 
change of mathematical expectation, etc.  
Under condition that random error can be neglected, the trend could be de-
tected by analyzing the alternation of deviations signs or from the center of proba-
bility distribution, which may be mathematical expectation, median etc., or derived 
from previous results. Median criterion of series could also be used, that allows to 
identify periodic and 
series that is sensitive to the presence of progressive systematic errors. 
Angular measurements are used in many areas of human activity. It is ac-
cepted that angular measurements results in interval 2,0  displayed by dots on a 
unit circle or as a plane rays. In general, measured angles could go beyond interval 
2,0 .  
Range of angle values that are bigger than 2  is a set of all real numbers. 
Values of such angles are convenient to interpret as a spiral line. Angles are meas-
ured in radians and degrees. 
The results of angular measurement data analysis have typical properties dif-
ferent from those of linear measurements, i.e. measurements, the argument of 




tical estimates for processing the results of angular measurements. 
Performing the addition for angles using module 2 determines the periodici-
ty property of laws of random angles probability distribution density, that is signif-
icantly differ them from random variables probability distributions. 
Mises probability distribution, Gauss, Cauchy distributions, cardioid, uniform, 
triangular distributions are mostly used in angle measurement practice.  
Most commonly used statistical characteristics of angular observations results 
are sample circular angles statistics average, variance and median, asymmetry and 
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 result of a measurement 
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 circular histogram 
 mean angle 
 angular dispersion 
 the von Mises distribution 
 wrapped distribution 








        
6.2.  
        
6.3.  
        
6.4.  
















   , , t ,  ,t  (  -  
,   : 
 , , ; , , ; , 2112212121 xxFttxxFttxxF ,  , , ,  t, , 2121 tRxx ; 
,, 21 xxp ; 
 ,,, 21 uuf  Ruu 21, . 
t, : 
 dxxpa )(1 , )(xp  - 
 t , ; 
                  dxxpax )(212 ;                                     





21211211  , , dxdxxxpaxaxR ;                    (6.1) 
 -                  
dRefS fi )()( 2 .                                    (6.2) 
t ,1  t ,2  
  
21211212211112 ,, dxdxxxpaxaxR ,               (6.3) 
 
dRefS fi )()( 12
2
12                                  (6.4) 
 
22
12 12 1 2( ) ( ) ( ) ( )v f S f S f S f ,     1,0)(
2
12 fv                  (6.5) 
t,1  
t,2   
 
 
,,,, 1 tt  - 
R1  RX ; 
Njtt jj   ,,,,, 2  - 
 











lim 2 ( ) 1 0
c
c
c R c d ,                                (6.6) 
)(R  -  t, ; 
 )(R  
0
lim 2 ( , ) 1 0,
c
c




11 ,,,, atatt                           (6.8) 
 : t,,  
t,                  
  )(,, RtM                                            (6.9) 
 
t,  
)(,,)(,,, RstRtsR M ;                (6.10) 
)(, xFtxF  
1 2 1 2
0
lim 2 , , ( ) ( ) 1 0
c
c
c F x x F x F x c d ,              (6.11) 




 )(R )(xF  - 
















:  - 
























(  ) 










   H(t)
 
   






   R(t)    
C(t) 















mjtjx ,1),(   
t,    
1    ;  























 2( ) ( ) ( )j j jM M D , 
  
  















  . 
 
   
 ( );  ( ); 
 ( ). 




 -  )(tx ;  -  )( jtx ;  -  1 1( )y t   
t,  
 t,   
t,  t 














 TtNitxi  , ),(1 , 
1  
 ; 
 )(txi  
TtNjitx jji  , , ),(2 , 
2   
1 . 
 )( ji tx  
)(txi  2  
 
)( ji tx  
TtNjdity jji  , ,,1 ),(3 , 
3 1  2
   
)(tx  , ), 
,,,, 1 tt
t,  
 t,  
Njtx j ),(
)(1 tx  1  
1 . 
1( )jx t   , 





Njttt j  , ..., , , ..., , , , , 221 . 




Njt j ,,, 3  
jt  
Qt j, Q   
Njt j ,,, 3  
1 2, ,..., , , ,jt t j N . 
jt,   
t,  




1( )jy t  
 jt,  , 
jt,  
 
 ht :  hnhh )1(,...,2,,0                                 (6.12) 
hnT )1( ,0  - 
)( ji ty . 
, )( ji ty   
:    
    1,0,,1),()( njmityjhytjy jiii ,                      (6.13) 








njtttt jn ,1,,,,,...,,,, 321            (6.14) 
                         
    Njt j ,,, 3                                       (6.15)  
, 
2 3  













   
gktt nk ,...,2,1,,,...,, 1T                    (6.17) 
k-  
k-  
15)  1),...,0( nk tyyT ,  1),...,0( ntyy  - 




























  0  
 5  1  
 (6.15)  
0 
 (6.15 1 
 (6.14) 18). 
.  
: 
1) 5   
; 
15  
1. 5)  
   
F- t-
t-  F- . 









1 1( ) ( ), 0, 1iy ih y t i n  2 2( ) ( ), 0, 1jy jh y t j n  
(6.15)  1 2 
 
                 2 21, 1 1 2n nW ,                                          (6.19)  
2 2
1 2,    -  1 
2    
222 2
1 1 1 1 2 2 2 1
1 1





y t a y t a
n n
          (6.20) 
 
1 1 1 2 1 2
1 1




a y t a y t
n n
.                          (6.21) 
1,1 nnW  
 jt,  F-




 2, 1, 1n nF .  
01,0  ;05,0  ;1,0 . 
 
1, 1n nW  2, 1, 1n nF
jt,     
 

















1 1 1 1 22
t a a n ,                                (6.22) 
1 1a  2 1a  - 
1 1( ) , 0, 1iy ih y i n  
2 2( ) , 0, 1jy jh y j n  15) 
1 2  21 2 21 2,    - 
 20). 
t,   1 2  
0 18 t - 




t -   ,1 2mt . 
 
(6.22 t  t < ,1 2mt
0. 
1 1 2 1a a    t > ,1 2mt . 
0 
(6.15) .  
  
 













  )(xF , 
15)  
2 ,1 ),( ixF
in 1 2 













                        ,,...,, 21 n                                   (6.23) 
  
 jj ,
 (6.23 n 









a x n x a n , 
2
1,   a  - 






)(   
-
jt,
















 (6.13  1,0),()( njtyjhy j . 
 (6.15), 
 


















 jt,  -  1a    
2  - 
  
)(xF )(xp  
)(uf  jt,  
t.     
 )(B  )(R























1 .                                             (6.23) 
1b   11 abM . 




  11 ,,)( atatkR kjjM ,                          (6.24) 
(6.23)  










abb MD ,                        (6.25) 
)(kR  
 n . 
25 1a  
)(kR  24). 
1a  






1b  )(kR .   
 1a  )(kR  
-
jt,  
  )(kR 1a , 
 
1bD  
)(kR  25)). 
,  
jt,
jt,  (6.6), 
1
2lim ( ) 1 0
n
n j





( ) 1 ( )
n n
j j
R j j n R j  





)(lim .  
  










~)(~)(1)(~ .                         (6.26) 
 
1
~b  1a  26










(6.1     
 26
)(~ kR  
1
~)( bty j  
1
~)( bty kj
2~)0(~R . )(~ kR   
1
1
( ) ,0 2 1 ( , ) 1
n k
j





jt,   11 ,,,, atatt jj , 
  )(,, RtM  
jt, : )(,,)(,,),( RstRtMsR . 
)(~ kR  
jt,












   
 
)(~ xF , 
13), 
 (6.15  
t; 
)(xF jt,
11   
1 2 1 2
1
1lim , ; ( ) ( ) 1 0,  
n
n j
F x x F x F x j n
n
 . 





1 2, ;F x x  
 . 




2 22 2 2 2





2 , )( 1 2, ;F x x








































   
 
1 2
1 2 2 2
1, ;
2 1 ( )
x x
F x x  
1
2 2
1 1 1 2 1 2 1
1 222
2 ( )1exp
2 1 ( )
y a y a y a y a












 )( fS  
  









  )( fS  
 
 13). 
   
)( fS ; 
n 




 )( fS  
 -  
(6.2)  )(R  
 (6.1)  
)( fS -
. 





1 , jt  2 , jt : 
 11( )S f  22 ( )S f   





2 ( )v f   
1 , jt  2 , jt   




.  9  
 
1 , jt  2 , jt  6.13  
 
1 1( ) ( ), 0, 1iy ih y t i n  2 2( ) ( ), 0, 1jy jh y t j n ,           (6.27) 
th  - 
 
27
n t 27) 
 1,0  ,2,1),()( nimtyihy imm . 
 
 
   
   :  
   ; 
   
   
  : 
  
2,1,1 mam  
1,0  ,2,1),()()( 1 nimtyaihyihy immmm ;                  (6.28) 
 2,1,1 mam  





1,0  ,2,1,~)()(~)(~ 1 nimbihytyihy mmimm .                   (6.29) 
29
n n
it,  .14). 
29 -
)(tx t, 29) 
 
)(ty  ht  
 1,0),()()( nitxihxtx i ; 
Q )( itx  












)( jtW . 
 
29 n Kk  ,1  






1 k   
 
29











nw , 10 Nn  
fW  




















0.5 0.5w n  
cos 2 1n N  




D f D f NT
D f NT
 
 0.54 0.46w n  
cos 2 1n N  









)( fW .  






( )( ) ( ) ( ) ,   1,2, 0, 1, 1, , ( 1)
( )
m j
mk ji m i i
mK j
Z t










F ( ) ( ) exp 2
N
mk g mk i
i
f t Z t j i g N 1j ;         (6.30) 
  
2












)( gmm fS  
 , 0, 1gf g N t g N . 
)( gmm fS  
2 1N  
0,1,..., 2j N  )( gmm fS  
jf  2N 2 1N  2 1, 2 2,.., 1j N N N  - 
2 0jN f . 
)( gmm fS  
 2
1
2( ) F ( ) , 0, 2
K
mm g mk g
k





































2( ) F ( ) F ( ) , 0, 2
K
g k g k g
k

































































































































































 is a determination 
of statistical estimates of these characteristics based on measurement data of 
processes values. 
Correlation theory is used for studying and statistical estimation of the first two 
moment functions of random processes. In theory and practice of statistical estima-
tion most fully developed are: models, algorithms and software of calculating of sta-
tistical estimates of stationary random processes characteristics. 
Characteristics of stationary processes are:  mathematical expectation, disper-
sion, correlation function, spectral power density and one-dimensional distribution 
function. 
Mathematical models, algorithms and software of calculating of statistical esti-
mates of stationary processes characteristics referred to information support of sta-
tionary processes statistical estimation.  
Statistical estimates of mathematical expectation, dispersion, correlation func-
tion, spectral power density of stationary processes are calculated based on mea-
surement data of stationary processes values. 
Application of Birkhoff-Khinchin ergodic theorem gives an opportunity, while 
statistically estimating stationary processes characteristics, to use time averaging im-
plementations of investigated processes. 
Sufficient and necessary conditions for ergodicity of a stationary process, with 
respect to mathematical expectation, are based on the use of known correlation func-
tion of the process. 
Characteristic features of statistical estimation as a measurement process are: 
formation specifics of experimental data about studying processes and their conse-
quent digital statistical processing. 
Experimental data are conditionally divided into measurement data and other 
observational data that gives an opportunity to provide statistical estimation of statio-
nary processes characteristics in narrow and broad sense. 
Digital time series as an implementation of studied process were used during 
digital statistical estimation of stationary processes characteristics. 
Among basic methods of statistical estimation two methods are highlighted, 
one of them gives an opportunity to make estimations by averaging over the set (en-
semble) of implementations of the process studied; other  by averaging of process 
over time. 
Application of method of implementation averaging over time allows for a con-
siderable simplification of solving calculations problems of statistical estimations of 
stationary processes characteristics in practice. 
Mathematical model, the implementation of which is a digital time series ob-
tained as the measurement data, is presented as a random sampling of volume n of a 




Statistics, when statistically estimating k-th characteristics of the stationary se-
quence, is defined as the corresponding function of the random sampling of a statio-
nary sequence of discrete random quantities. 
Problem of statistical estimation of studied sequence stationary is solved by ap-
plying t-Student and F-Fisher statistical criteria. Here, t-Student statistical criterion is 
used on the basis of statistical estimates determination of mathematical expectations 
and F-Fisher statistical criterion - on the basis of statistical dispersion estimates de-
termination of two implementations on disjoint time intervals. 
When calculating, based on measurement data, statistical estimates of the aver-
age (mathematical expectation) and dispersion of stationary sequence is used ergodic 
hypothesis. 
Statistical estimation of correlation function of stationary sequence is obtained 
based on data measurement in form of digital time series and calculated dispersion of 
the estimate obtained as a central moment of the fourth order. 
Obtaining technique of statistical estimation of one-dimensional distribution 
function of stationary sequence based on measurements data is similar to obtaining 
technique of statistical estimation of random quantity distribution function, but has a 
completely different physical interpretation: as an estimate of stationary sequence of 
discrete random quantities. 
To determine the two-dimensional distribution function of stationary sequence 
based on measurement data for Gaussian distribution law statistical estimates of ma-
thematical expectation, dispersion and correlation function are defined. 
The main spectral characteristic of stationary sequence is its spectral power 
density. Basic applied methods of spectral density statistical estimation are: discrete 
Fourier transformation of studied stationary sequence implementations; discrete 
Fourier transformation of sequence correlation function; linear narrowband filtration. 
In modern measuring information technologies is used statistical estimation of 
spectral density based on the use of discrete Fourier transformation of studied statio-
nary sequence implementations. Information measurement technology of statistical 
estimation of stationary sequence spectral density is based on operations: centering, 
discrete Fourier transformation, the use of appropriate time windows and averaging 
over an ensemble of calculations results. 
 
 
 correlation theory 
 stationary process 
 ergodic theorem 
 averaging methods 
 statistical hypotheses 
 statistical estimation 
 dispersion 
 correlation function 
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Measuring transducer (MT) is a device with normalized metrological charac-
teristics serving to convert measuring quantity to other quantity or measurement 
signal, convenient for processing, storage, subsequent conversions, indication or 
transmission. 
Metrological characteristics (MC) are technical characteristics of stnsors that 
describe their properties needed to perform their  functionalitymission and that 
have an impact on measurement results and errors. MT documentation indicate fol-
lowing MCs: nominal conversion function, sensitivity, sensitivitythreshold, accu-
racy, measurement range, dynamic characteristics (unit-impulse response, complex 
frequency response, amplitude-frequency response, measurement meanresponse 
time, frequency boundary values) impedance. 
Most commonly used types of MT are: capacitive, inductive, electromagnetic, 
resistive (potentiometric, strain gauges, thermoresistive, thermistor), Hall and 
Gauss converters, sensors based on chemical field effect transistors, piezoelectric 
converters on Doppler effect, displacement transducer on tunnel effect, thermody-
namic, photometric converters (photoemissive, photoresistive and photodiode de-
tectors), acousto-optic, fiber-optic and fluorescent sensors of chemical quantities. 
Circuit technique of secondary MT provides extensive use of universal and 
original means of analog signal conversion performed on the basis of operational 
amplifiers. 
Operational amplifier (OA) is a differential voltage amplifier with direct 
coupling, amplifyingcoefficient over 1000 and possibility to generate frequency 
response by introducing a negative feedback (NFB). 
To obtain the estimated amplifying coefficient value of MT the model of an 
ideal OA is used, where following axioms are true: differential input voltage of OA 
in linear regime is always equal to zero; OA input currents equal to zero; voltage at 
inverting input of OA equals to voltage at non-inverting input with closed NFB.  
All of the schemes at OA are reduced to six basic schemes: inverting amplifi-
er; non-inverting amplifier; differential amplifier; differentiator; integrator; invert-
ing adder. 
With the help of equivalent circuit of real OA and its parameters static, dy-
namic and random errors of signal conversionare calculated, that is, deviation of 
real conversion function from idealis determined. 
Characteristics of real OA are divided into two groups: limits of permissible 
parameters and electrical characteristics. At first, defined operating parameters lim-
its at which OA retains the ability to function normally. Electrical characteristics 





On direct current  additive error is determined by voltage bias, which has 
five components caused by such factors: initial offset voltage and temperature drift; 
displacement currents; finite common mode rejection; pulsations in power circuits; 
noise properties of MT input circuits. 
Multiplicative errors also have five components, determined by such factors: 
limitation of K
 
and its change; shunting effect of OA input impedance on NFB 
circuit; OA output impedance; NFB circuit instability; input and output impedances 







 measuring transducer 
 sensor 
 metrological characteristics 
 wheatstone bridge 
 amplifier gain 
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AI is a set of measuring instruments that are an integral part of measuring channel be-
tween primary measuring transducer and ADC. AI in IMS perform the following functions: 




compensation of thermocouples cold junctions; galvanic separation of transferring and re-
ceiving parts; linearization of PMT characteristics; passive sensors initialization; measure-
ment signals multiplexing; measurement and service information transmission. 
In multichannel IMS reading of all signals is carried by connecting them alternately 
using multiplexers. In sequential multiplexer signals switching occurs as a result of order 
from synchronization block. In random access multiplexers signals connection is performed 
 An important multiplexer characteristic is channel polling max-
imum speed defined by the highest number of channels that can be connected to multiplex-
er output in one second. 
By type of communication line AI are divided into wired and wireless (radiowave, 
acoustic, optical); by information signals type: AI with DC transmission, harmonic and 
pulse signals; by informative parameters - AI with transmission of voltage, current, parame-
ters and characteristics of modulated signals. Direct current is used in AI when the distance 
between data collection system and object of measurement is in range from few meters to 
hundreds of meters. With close proximity of PMT to data collection systems (less than a 
few meters) voltage is used as a measurement information signal. 
Intelligent sensors are supplied with digital information transmission means by 
equipping them with built-in digital controllers to match the universal network interfaces or 
by combining technology of analog and digital information transmission in a single com-
munication line. In the last case digital information exchange is carried out by using a stan-
dard network with HART-protocol. For digital information transmission in HART-protocol 
frequency modulation principle is used. Digital and analog signals are transmitted over a 
single pair of wires by overlaying HART-protocol on current loop. 
By structure all IMS are divided into four types: IMS of centralized and decentralized 
type, with digital and analog bus. By correction method AI of IMS are divided into the fol-
lowing groups: with manual error correction, with automatic correction of errors in analog -
digital form and digital correction of errors. AI with manual correction is mainly used in 
centralized type IMS of low accuracy class (0.5...1.0). AI with analogue-digital correction 
is used in intelligent interfaces with serial peripheral interface SPI for transmission of 
TEDS spread sheets. AI with digital correction is used in intelligent interfaces with HART-
Protocol. 
If correction means are implemented on a single chip with sensor (performed in a 
single technological process), converter is called an intelligent sensor. If AI structural 
scheme components are physically separate hardware, converter is called an intelligent in-
terface. Following metrological characteristics are rationed for AI: conversion function, 
accuracy, sensitivity, dynamic characteristics, impedance and characteristics of communi-
cation line. Noise level determines the limited possibility of AI to correctly transmit mea-
surement information. Basic ways to reduce noise influence are: shielding, systematic error 
components correction (to reduce slow drift), different ways of pre-processing and second-
ary processing of signals. 
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 multiplexer 
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In computerized IMS conversion from analog measurement signal into digital 
code and from digital code into analog signal is used. Such conversions are per-
formed by analog-to-digital and digital-to-analog converters (ADCs and DACs). 
Amongst main operations of analog-to-digital signals conversion are sampling 
by time, quantization by level and digital coding. Signal sampling is a signal con-
version, as a result of which it is displayed as a finite set of its values - counts at 
discrete points in time. Time interval between adjacent counts, when uniform sig-
nal sampling, is called sampling period. 
Terms of unambiguous reconstruction of analog signal by its counts are given 
in sampling theorem (Shannon's theorem) and recovery theorem (Shannon-
Kotelnikov theorem).  
Quantization of signals is the process of separating of a continuous values 
range of transforming quantity into a finite number of adjacent non-overlapping 
intervals and presenting of any value from given interval by single value belonging 
to the same interval. Substitution of continuous infinite set of values by finite one 
leads to a partial loss of information. The difference between instantaneous values 
of signal and permitted levels is called quantization noise. 
Digital coding is, when performed without information loss, operation of 
quantizated signal size presenting as a digital code. Code is a set of symbols and 
their application rules for presenting, transmitting, processing and storage of in-
formation. Coding is performed in order to increase information processes effec-
tiveness, and also to protect information from distortion and integrity damage while 




transmitting, processing and storaging. 
ADCs more often use binary natural code and Grey code. 
Grey code differs by two features that facilitate the increase in performance 
and interference immunity of coding devices in comparison with binary natural 
code: any two code combinations that match adjacent quantization levels differ 
from each other only in one bit; elements value change in every digit while trans-
ferring from one code combination to another occur half as much. 
Basic parameters of ADC are: bitness, conversion time (conversion rate), 
number of channels to connect analog signals, interface type, conversion accuracy 
characteristics, as well as static and dynamic parameters. Static parameters are: 
resolution, full scale error, zero offset error, nonlinearity, differential nonlinearity, 
differential linearity error, monotony of conversion characteristic, temperature in-
stability. ADC dynamic parameters are: maximum sampling rate, conversion time, 
sampling time and aperture time. Aperture time is time interval during which there 
is still uncertainty between count value and time moment to which it is attributed. 
To reduce aperture time ADC has sampling and storage devices. 
Quantization and encoding operations are carried out by serial, parallel, serial-
parallel procedures. 
Parallel ADCs perform signal quantization simultaneously with a set of com-
parators connected in parallel with signal input source, which leads to limitation of 
bitness, however, such ADC have the highest performance. Sequential ADCs con-
vert the analog input signal sequentially bit by bit, so conversion process takes 
more time, but greatly simplifies converter scheme. 
Integrating ADCs can improve interference immunity due to the fact that in-
put signal is integrated over a time interval, the duration of which is selected to be 
aliquot to interference period. 
Basic principle put in a basis of sigma-delta ADC is measurement results av-
eraging over large time interval. It allows to reduce conversion error introduced by 
noise and increase ADC resolution and provides better linearity of conversion cha-
racteristic. 
Integrating ADCs based on voltage-frequency converters provide relatively 
high conversion accuracy at low cost. 
Serial-parallel ADCs are a compromise between high performance and sim-
plicity of scheme solution. Such ADCs are in intermediate position by resolution 
and performance between parallel and sequential ADCs and are divided into mul-
tistage, multicycle and conveyor. 
An important part of ADC is digital interface that provides connectivity be-
tween ADC and IMS digital channels. Often is used communication method, 
wherein ADC gives to code receiver one memory cell. To do this, ADC has re-
quired number of address inputs, address decoder and connects directly to address 
bus and processor data bus. 
ADC with parallel output data interface is implemented using multi-bit sto-





interface outputs them as a sequential code directly from comparator or successive 
approximation register. 
Digital-to-analog conversion is a conversion of digital code into analog value, 
usually into electric current or voltage. 
Functional dependence of output voltage (current) values from digital code is 
called DAC conversional characteristic. 
Basic DAC static parameters are: resolution, full scale error, zero offset error, 
nonlinearity, differential nonlinearity, transformation characteristics monotony, 
temperature instability. DAC dynamic properties are characterized by setting time 
and slew rate of the output signal. 
By operational principle DACs are divided into serial and parallel. Parallel 
DACs realize the idea of  summation of weighted currents (voltages or charges), 
value of which is proportional to the weight of digital binary bit. 
With increasing of DAC bitness on weight resistors demands for voltage driv-
ing resistor precision are growing that limits DAC bitness. This disadvantage elim-
inated in DAC scheme on resistors type RR 2  matrixes. In such DACs forming 
of inverter stages weighting coefficients provided by sequential dividing reference 
voltage by permanent impedance resistive matrix. 
DACs, that admit connection of external reference voltage source, allow to 






-  analog-to-digital converter 
 -  digital-to-analog converter 
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 sampling 
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10.8.    CENTRONICS 
 
. 10.1 (  # 
 ,    





     
1 2 3 4 






1 2 3 4 
2-9 Data [0:7]      
10 ACK#  
Acknowledge  
  ). 
   
  
11 Busy        
12 PaperEnd     
13 Select     
14 Auto LF#  
  
  CR 
(Carriage Return   
  LF 
(Line Feed - ) 
15 Error#  
  
 : ,  
OFF-Line    
16 Initialize#     
17 Select ln#    
   
18-25 GND          
 
  




LPT1: 0000:0408 h - 0000:0409h       378h) 
LPT2: 0000:040Ah - 0000:040Bh       278h) 
LPT3: 0000:040Ch - 0000:040Dh       3BCh) 
LPT4: 0000:040Eh - 0000:040Fh        
 
 0000:4011 







               
               
               
               
   





























































9.  LPT-  
 
 
















 (* -  -*) 
Procedure Certronic_Address  
{* $000:$0408     LPT1  
     
    
    
   }  
var 
   lpt:array[1..4] of integer; 
   number_of_lpt, LPT_number, code: integer; 
   kbchar:char;  
begin 
clrscr; 
LPT_number := 1;        
        number_of_lpt := mem($0000:$0411);                (*   
                                                                  *) 
number_of_lpt := (number_of_lpt and (128+64)) shr 6; (*    
                                                                                                       *) 
lpt[1] := memw($0000:$0408):       (*  *) 
lpt[2] := memw($0000:$040A); 
  lpt[3] := memw($0000:$040C); 
lpt[4] := memw($0000:$040E); 
writeln ("Number of LPT installed", number_of_lpt 2), 
writeln ("Addresses for LPT1 to LPT4",  lpt[1] 3,    ,lpt[2] 3,    ,lpt[3] 3    lpt[4] 3);  
write ("Select LPT to be used (1,2,3,4)" );  
delay(1000), 
if number_of_lpt>1 then   begin  (* ,   *)  
repeat 
kbchar =readkey;                       (*    *) 
val (kbchar, LPT_number, code);     (*    *) 
until (LPT_number>=1) and  (L _number<=4) and (lpt[LPT_number]<>0); 
       end; 
P_address := lpt[LPT_number]; 
writeln ("Your selected printer interface LPT", LPT_number 1); end. 














      byte1 := port(P_address+1),      (*   *) 
      byte1 := byte1 and 120,                  (*     
                                                                                                    *)  
     Read_status_port := byte1 shr 3, (*   *) 
end; 
   
 
(*- - *) 
Procedure Write_data_port(P_address: integer, port_data: byte), 
begin 
port(P_address) := port_data;     (*   *)  
end; 
 
           (*- -*) 
Procedure Write_control_port(P_address: integer; port_data: byte);  
begin 
if port_data and 1 =1 then port_data:=port_data and (255-1) 
else port_data:=port_data or 1;  
if port_data and 2 =2 then port_data:=port_data and (255-2) 
else port_data:=port_data or 2;  
if port_data and 4 =4 then port_data:=port_data and (255-4) 
else port_data:=port_data or 4;  
if port_data and 8 =8 then port_data:=port_data and (255-8) 
else port_data:=port_data or 8; 
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-9S - EIA/TIA-  
1 2 3 4 5 6 7 8 9 10 11 12 13
252423222120191817161514
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1  PG  Protected Ground   
2 3 TD  Transmit Data   
3 2 RD  Receive Data   
4 7 RTS  
Request To Send  
 
5 8 CTS  
Clear To Send  
   
6 6 DSR  Data Set Ready   
7 5 GND   
8 1 DCD  Data Carrier Detected       
20 4 DTR  Data Terminal Ready       
22 9 RI  
Ring Indicator   
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00h    
  
01h     
 
02h    
 
03h   ; 
( - ). 








  000-110; 010-300; 100-1200; 110-4800, 001-
150; 011-600; 101-2400; 111- ;  
   
00  10  ; 
 -   
 - ; 
      
 
  
 LSR), AL   (MSR). 
 
AL
  3. 
: 
 -   
  ; 
 ; 
   
; 
 ; 
 - ;  
 ; 
 ; 
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10 DEF SEG=0 
20 PRINT "Number of RS232 ports:", ( K(&H411) AND (1+2+4))  
30 PRINT 'Address of COM1:", (&H400)+256* (&H401)  
40 PRINT "Address of COM2:", PEEK(&H402)+256*PEEK(&H403) 
50 PRINT "Address of COM3:", PEEK(&H404)+256*PEEK(&H405)  
60 PRINT "Address of 4:". (&H406)+256* (& 407)  





    




(*- - - * ) 
Procedure COM_address; 
(* $0000:$   
   $0000:$0402  COM2, 
   $0000:$0404  COM3, 
   $0000:$0406  COM4, 
   $0000 -  
var 
   O : [1,,4] of integer; 
   COM_number, number_of_COM, code: integer; 
   Kbchar:char;  
begin 
clrscr; 
COM_number: = 1;                     
Number_of_COM: = mem($0000:$0411);       (*  
                                                                                            - *) 
Number_of_COM: = (Number_of_COM and (8+4+2)) shr1;     (*   
                                                                                         *) 
COM[1]: = memw($0000:$0400); *) 
O  = memw($0000:$0402); 
O  = memw($0000:$0404); 










if number_of_COM>1 then begin            (*   *)                          
repeat 
kbchar: = readkey;  (*   *) 
val (kbchar, COM_number, code); (*  *)  
until (COM_number>=1) and (COM_number<=4) and (  
[ _number]<>0); 
end;  
RS232_address: = C0M [COM_number]; 
 






MODE COMm:  baud=b,  parity=p, data=d, stop=s, retry=r  
 
  MODE COMm: b,p,d,s,  













MODE COM1: 96, n, 8, 1. 
 
                                                                                                          
var 
   register: registers;  
begin 
   with register do begin 
 ah := 0;        
  
                                                                                                       
 dx;=0;                                    1} 














Procedure Write_data_format (RS232_address, Baud, Parity, Data_bit, Stop_bit: integer); 
var 
   byte1, byte2, output_byte: byte; 
   divisor: integer; 
begin 
   divisor:=115200 div Baud; 
   if divisor <= 255 then begin byte1 := divisor;  byte2:=0;  end; 
   if divisor > 255 then begin byte1 := divisor mod 256;  byte2:=divisor div 256;  
end; 
   output_byte:=(data_bit-5)+4*(stop_bit-1) + 8*( parity); 
   port(RS232_address+3):=128;  
                                                                                                
   port(RS232_address+0) ;= byte1;          
   port(RS232_address+1) := byte2;            





OUT 3F8h,  X 












procedure write_modem_status (RS232_address, RTS, DTR:integer); 
   begin 
RTS := 1-RTS, DTR :=1-DTR; 
port(RS232_address+4):=RTS*2+DTR;   (*-    04h-*) 
   end; 
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Increasing flows of measuring information, complication of algorithms for its 
obtaining and processing suggests the use of computer systems computational re-
sources in IMS. 
Computer system is a single complex, consisting of electronic modules and a 
software package designed to solve universal or specialized tasks. 
Construction basis of computer systems is based on John von Neumann ideas: 
for representation of numbers in digital systems it is necessary to use binary num-
ber system; calculation programs and data in binary form should be stored in a sin-
gle memory. Computer architecture is a set of basic components and blocks and 
their interaction to process information. Basic blocks of computer systems accord-
ing to Neumann are: control device, arithmetic logic unit, memory, external memo-






PC architecture is based on trunk-modular principle, according to which in-
formation communication between devices is carried out via system trunk, consist-
ing of several buses that carry address, data and control signals. Bus is a set of 
wires where information is transmitted. Information is transmitted through buses 
according to parallel-serial principle, i.e. sequentially over time in form of blocks; 
each block consists of bits, coming simultaneously, parallel over all bus bits. 
PC performance is a number of operations that it carries out in one time unit. 
There are two methods to evaluate computer performance. First uses a number of 
computer-executable instructions per time unit (MIPS), second - number of float-
ing-point operations performed by computer per second (Flops). 
Interface is a set of hardware and software for information transmission be-
tween components. Basic interfaces parameters and characteristics are: 1) Band-
width; 2) Maximum rate of information transfer through interface; 3) Maximum 
allowable distance between communicating devices; 4) Number of wires; 5) Infor-
mation width; 6) Connection topology; 7) Galvanic separation presence; 8) Possi-
bility of "hot" connection/disconnection; 9) Possibility of automatic configuring. 
The main purpose of interface is to connect external devices to PC. By inter-
faces place in PC structure they are divided into internal (connecting separate PC 
modules) and external (connecting external devices). Interfaces use three commu-
nication states - duplex, half-duplex and simplex. 
By data transmission methods interfaces are divided into parallel, serial and 
special. In parallel interfaces every bit is transmitted via separate signal line, all 
bits are transmitted simultaneously. These interfaces use logical levels of transis-
tor-transistor logic (TTL) that limits wire length because of pure interference resis-
tance. Galvanic separation is absent. Data transmission can be either unidirectional 
or bidirectional. 
Serial interfaces use one signal line, through which information bits are trans-
mitted sequentially over time. In these interfaces signals with levels different from 
TTL levels are used, which allows to increase communication range. In a number 
of serial interfaces galvanic separation is used. Serial data transfer can be per-
formed in asynchronous or synchronous modes. 
USB interface is widely used in IMS  that is serial bus, belonging to special 
interfaces. This interface differs by simplicity of cable system and connectivity, an 
ability to automatically connect and configure devices, connection and disconnec-
tion of devices without rebooting the operating system. 
Devices could be connected to PC via several USB buses, each of them are 
operated by host controller, mounted in PC system block. Host is a central (opera-
tional) controller in network environment or distributed data processing environ-
ment. USB bus is allowed to have only one host. 
Device may be a hub, function or a combination of them and is connected via 
port. Hub is a device that provides additional ports on USB bus by branching. 
Function is a peripheral device or a separate block of peripheral devices capable of 






nect devices to USB hubs and to connect hubs with each other,. They have four 
wires, two of them are for power, while two others - for data transmission. 
USB bus has three modes of data transmission: low-speed, full-speed and 
high-speed (1.5 Mb/s to 400 Mb/s). High speed data transmission of USB channel 
allows the use of USB bus for connection of measuring devices. 
Data for transmission via USB bus are encoded by NRZI  
 as 
voltage unchanged.  
Channel in USB is a model of data transmission between host-controller and 
endpoint of device. Endpoint is a part of USB-device that has unique identifier and 
acts as information recipient or sender. USB uses two types of channels: streams 
and messages. Streaming channel is a channel for data transmission, which struc-
ture is defined by client software. Data delivery is always going in order "first in - 
first out» (FIFO). Message channel is a channel for data transmission, which struc-
ture is defined by USB specification. Data transmission mechanism is asynchronic 
and block. Block of transmission data is called USB-frame and is transmitted in 
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Any information system could be divided into source, converter, transmission 
channel, storage device and device, displaying information, while information 
processes, occurring in these devices, could be presented in general case in form of 
information transmission via communication channel. 
If compression is performed in the way that compressed data can be exactly 
restored as initial information, the coding is called nondestructive. Nondestructive 
coding is used in transmission (or storing) of text information, numerical data, 
computer files, etc., i.e. in cases where even the smallest differences between pri-
mary and recovered data are not allowed. 
Coding in channel or interference immune coding is a way of transmitted data 
processing, capable of reducing the number of errors that occur during transmission 
via noisy channel. 
Generalized characteristics of information channels: signal transmission time; 
frequency spectrum width; energy characteristic - average power. 
Digital channel is generally represented by set of discrete modulator at the in-
put, continuous channel and discrete demodulator at the output. 
Discrete data channels models are subdivided into following types: binary 
symmetric channel without memory; binary asymmetric channel without memory; 
symmetric channel without memory. 
Information transmission speed by signals with limited average power via 
channel where white Gaussian noise is functioning is maximal when signal and 
noise are identical. 
Maximum information transmission speed is ensured, if the stationary random 
process in the form of white Gaussian noise is used as the physical data carrier. 
There is no sense to infinitely extend channel bandwidth, because with its ex-
tension the increase in channel capacity slows down and within the limit with 
0F  the bandwidth approaches constant value. 
Synthesis task of information systems elements is to define an algorithm of in-
formation systems functioning within predetermined quality criteria and to interp-
ret this algorithm using technical means. 
The task of analyzing information systems elements is to calculate operational 




There are following basic types of statistical synthesis tasks: identifying signal 
on background noise; signals distinction on background noise; simultaneous sig-
nals detection (distinction) and estimation of their parameters on background noise; 
signals selection on background noise 
Theory of potential interference immunity says that to reduce the impact of 
fluctuation interference there is the best (ideal) receiver, which has the greatest 
(potential) interference immunity for given transmission method. 
Increasing functional reliability, or interference immunity, information trans-
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Message source formatting is a process of analog-to-digital conversion of 
message source information signal into a digital signal by sampling and quantiza-
tion of signal and its representation in binary system of calculation. 
Messages source coding is conducted to ensure a compact data representation, 
to reduce information volume generated by source and to improve transmission 
speed or reduce frequency band. 
There are two types of data compression systems: compression systems with-




formation loss (destructive compression). 
data submitted for compression. 
Data transmission via communication channels and its storage always occur 
with interferences. Therefore received (reproduced) message is always to a certain 
measure differs from transmitted, i.e. in practice absolutely accurate transmission is 
impossible in presence of interferences in communication channel (storage sys-
tem). 
Data sources have limited dynamic range and produce initial message with 
certain level of distortion and error. This level may be larger or smaller, but abso-
lute fidelity is impossible to achieve. 
Code quality criterion with respect to message source encoding is the average 
length of code words. 
Arithmetic coding demands significant (infinite) accuracy of calculations, 
which leads to unacceptably sophisticated implementation. 
Simple and widely used method for compressing images and audio signals by 
means of nondestructive method of coding is method of differential coding and 
repetition length encoding. 
Task of interference immune correction coding is to ensure integrity of infor-
mation objects using interference immune correcting codes. 
Interference immune correcting coding is coding type, which allows imple-
menting software, hardware or software-hardware detection and removal of distor-
tions in information messages. 
Convolutional coding is an encoding algorithm by which encoder is depen-
dent not only on information symbols at the moment, but also on previous symbols 
at its input or output. 
Optimal decoder operates on the principle of maximum likelihood, and mini-
mizes the probability of error in information message on condition that all transmit-
ted sequences are equiprobable. 
Convolution codes are used to encode a continuous sequence of binary sym-
bols by introducing special test (redundant) symbols in this sequence in order to 




 encoding of source of reports 
 codes with memory 
 codes without memory 
 antigambling correcting code 
 binary displacing code 
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Cryptalgorithm is an algorithm for implementation of any data encryption 
method. Cryptographic key is a sequence of characters that provides possibility of 
encryption and decryption. 
Cryptographic system with public key is based on public key cryptography. 
Most famous practical implementations of this type of system are Diffie-Hellman, 
RSA, and El Gamal systems. 
Hash function (hashing function) is a function that is used to generate a fixed-
length data block (function value), which clearly displays randomly chosen 
plaintext (function argument). 
Hash function value is a plural integer numbers values which belong to 
specified range and formed as a result of computing hash function. 
Digital signature is a digital data sequence, which is formed as a result of 
asymmetric cryptographic transformation of initial information and allows the 
recipient to verify source and integrity of data, and implement protection against 
falsification or forgery. 
Byte block encryption algorithm is a cryptographic algorithm that during 
encryption and decryption uses only bytes operations. 
Steganographic protection is ensuring harboring the fact of confidential 
information existence during transmission, storage or processing. 
Steganographic system is a set of means and methods that are used to form a 
latent (invisible) information transmission channel. 
Steganography directions: embedding information with the further aim of 
hidden transmission; embedding of digital watermarks; embedding of identification 
numbers; titles embedding. 
Steganoanalysis process is assessment of intercepted container in order to 
identify hidden messages in it. 
Message and container are basic steganofraphic notions. 
Confidential message is classified information, which presence should be 
hidden. 
Container is unclassified information that could be used to hide message 
Empty container (or original container) is a container that does not contain 
hidden information. 
Filled container (container-result) is a container that contains a hidden 
message. 
Stream container is a bit sequence that changes continuously. 
Fixed container  is the one with preliminary known dimensions and 
characteristics . 
Theoretically stable (absolutely reliable) steganosystem is a system that 
carries information shelter only in those container fragments which element values 
do not exceed noise level or quantization errors, and at the same time it is 




detecting hidden information. 
Practically stable steganosystem is a system where changes of container 
fragments could be detected, but it is known that at the moment needed 
steganoanalytical methods are not available to intruder or has not yet been 
developed. 
Unstable steganosystem is a system that hides information in a way that 
existing steganoanalytical means allow detecting it. 
Cryptography combines principles, methods and means of data conversion for 
masking (encryption) information content to ensure its confidentiality and integrity. 
Cryptanalysis (cryptography analysis) is a study of message protection system 
and (or) a research of its input and output messages in order to separate hidden va-
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 K1(2) = 21; 
K2(2) = 22; 
K3(2) = 23; 
K4(2) = 24; 
K5(2) = 25; 
K6(2) = 26. 
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Privacy is security characteristic of resources that reflects their characteristic 
of inaccessibility without appropriate authority. In fact, resources cannot be avail-
able or disclosed to unauthorized parties, i.e. they do not exist for them. In turn, 
the author's side (for example, service staff, users, programs, etc.), which received 
an appropriate authority, has full access to resources. 




resist unauthorized change. 
Availability is security characteristic of resources that reflects their feature to 
use them in a given moment of time according to granted authority. In fact, the 
immediately at any time gets unlimited access to ne-
cessary resource. 
Active interception is interception, when enemy has a chance not only to in-
tercept the message but also to affect it, for example to delay or remove signals 
that are transmitted by communication channels. 
Passive interception is access to information with the only option to observe 
connection exchange in order to identify system information in computing net-
work without affecting it. Passive interception is difficult to identify because there 
is no direct connection of terminal equipment to communication link. 
Direct interception is information interception by direct connection of addi-
tional terminal to communication line. Direct interception could be detected by 
communication line test. 
Indirect interception is information interception without use of direct connec-
tion to communication line. 
Hardware is a variety of mechanical, electrical, electromechanical, electronic, 
electronic-mechanical and other devices and systems (UPS, cryptographic calcula-
tors, electronic identifiers and keys, devices, noise generators, 
etc.) functioning autonomously (embedded or linked with other equipment) in 
order to block the action of destabilizing factors and solving other tasks of infor-
mation security. 
Software  special programs (antiviruses, data encoding, digital signature al-
gorithms implementation, access separation, risk estimation, security level evalua-
tion, etc.) that function within information systems to meet information protection 
challenges. 
Software-hardware means - interrelated hardware and software (banking elec-
tronic payment systems, complex information system of confidential communica-
tion, automated access control systems for personnel and vehicles in secure areas, 
etc.) that operate autonomously or as part of other systems to meet information 
security challenges. 
Cryptographic means are means for information protection by cryptographic 
data conversion (encryption, decryption) that are implemented using asymmetric 
or symmetric cryptographic systems. Asymmetric cryptographic systems are based 
on open key cryptography. Known practical implementations of this type are Dif-
fie-Hellman, RSA and ElGamal systems. Symmetric cryptographic systems are 
based on secret key cryptography; known practical implementations of them are 
DES, GOST etc.  
 Steganographic means are aimed on hiding information when the fact of its 
existence is not obvious, for example, data hiding in a sound and graphic files that 
are part of Windows OS. 




tions (control of limited access storage devices disposal, planning of recovery 
activities for lost information, audit of protection systems, expertise implementa-
tion, etc.), carried out throughout all technological stages (design, production, 
modification, maintenance, disposal, etc.) of existence of appropriate information 
systems resources and leading to creation, improvement, streamline and harmoni-
zation of linkages and interactions of its components in order to meet information 
security challenges. 
Destructive software impact is program code or its part that threats at least 
one characteristic of information systems certain resources security. Destructive 
effects could be divided into following groups: computer viruses (viruses), logic 
bombs, backdoors and loopholes; passwords disclosure programs, replicators, 
networking software analyzers, super-zapping utilities, trojans. 
Virus is a program capable of creating its reusable arbitrary body that usually 
modify (infect) other programs, stored in files or system areas, for further repro-
duction of new body and getting control for records modification, files destruction, 
resources download and performing other destruction influences in information 
system. 
Logic bomb is a program that is initiated with emergence of various events, 
such as particular file opening, specified records processing and other actions in 
order to violate characteristics of information systems resource security. They are 
used, for example, for, stealing by changing in certain way (in their favor) pro-
gram code that implements financial transactions. 
Backdoor is a system vulnerability that is deliberately created by developer or 
randomly emerged and in fact is an additional way to break into system. 
Passwords disclosure program is a program designed for unraveling pass-
words (for example, archived files) through enumeration of variants (brute force 
method), all possible symbols or penetration into the system with the help of dic-
tionaries. 
Replicators  programs, which, while executing, create several self-copies in 
information system. When replicator creates self-copy and executes it, system 
memory becomes overloaded and it limits access to some system components. 
Network analyzers  software-hardware means (in some cases  programs 
that are launching from workstation, connected to network), designed for reading 
any parameter of data stream in information system. 
Super-zapping  devastating impact associated with unauthorized use of utili-
ties for modification, deleting, copying, disclosure, insertion, use or prohibition of 
use of information system data. 
Trojan is a specialized program that usually acts on behalf of other programs 
and allows actions different from that determined in specification used by the 
software. 
Shielding application level gateway (package filter) - a device designed for 
messages packages filtering, providing transparent interaction between internal 




Shielding circuit level gateway  a device designed for virtual connection 
control and address translation (for example, IP-address) while interacting with 
external network. 
Firewall operational policy  policy that defines basic principle of networking 






 unauthorized access 
 computer network 
 unauthorized side 
 attack 
 port scanning 
 security facilities 





15.1   
          
15.2  
          
15.3  


















































   
   
   
   
 ; 









   










 ( ); 
 ; 
 
















  . 
 .1). 
 







     
 : 






   
 ; 
  ;  
 . 
 : 
   , 
  
 ) . 
 : 









  ) . 





































































































  ( ) 




















































, ;  








  . 
,  , 
   
: 
1) 
    













 c( )  
 ,   
; 
  
 :  
 ( )  
 
 
( )r  ( )S  
   
; 
5)     (
 ); 















10)   ( )L   
  
 
11  . 















   
 













  ; 
  -     
  
P    
  .  
 
    ; 
  
 : 
 ( ) , 
P  ; 
 ( ) , 
P   
( )r  ( )S  









    




























  » 
 :  
)   
 








-  .   




   





















   
 




































  ( )l ; 
  
  ( ) ; 
) 
 
- ( )A ( ) ; 







( )f - -
 
:  
[ ( )] - 
 









( ), ( ), ...f  - 
 
 
( ), ( ), ...  - 
 





   
    
 
 .  
  
 
( )A  -
 ;  
( )   
( )   
( )    
i
S    
 
4.     
   :  
1 2( , ,...)A   
 1 2( , ,...)   









   






















a A a ; N   
  ia   
  i -
 ( )f  ( 1,2... )  
 ( )f . 
1 2 3, ,k k k   15.3) 
  















1k  1 1 1x A x a . 
2k   
 2 2 1 2 2 1 1 2 1 2 2 1 2x A x a A A x a a A A x A a a , 
  3k  




  )(xM   





   
 
N    
( )f     
 ( )f  
( 1,2... ) ; 
iici bxBx)(M   
 
 
( )    
( 1,2... ) [ ( )]   
2 2 2( ) ( ) , 2iG  
2g    
  
    
1





B B A k N                                 (15.2) 
2 2 2
1
( )  , 0,1,..., 1;
N
i j j j
j i
Q B A G i N                      (15.3) 
2 1;N N NB A Q  
1












b B b a A a                                         (15.4) 
0 0.B B A                                                       (15.5) 
 
 : 
bBxx)(M ,                                         (15.6) 
2 2 0 2 2 2 2 2 2
1
[ ( )] ( ) ( )
N
i
i i i i
i
x x Q B b Q B g Q .           (15.7) 
3.   
  
 
N   ; 
[0... ]q    




( )f  
( 1,2... ) ; 
    
   









q q A i N








B                                                 (15.8) 
4.   
 
 
N   ; 
[0... ]q    
( )f    
( )f  ( 1,2... ) ; 
   
 ;  
( )   
  
( )  : 1 ,q q  ,i  
2 ( )i  
1,2,..., .i N   
 
1 1i i iq q A ,  i=2,3.,N; 1;
N
NB S                              (15.9) 









2 2 4i i i
i i i
i i i
AS S q q q
 .,N;               (15.11) 














2122 2 2 2 2
2
1 1 1
( ) 2 .
N N N ji
i i i i i j j ij
i i j i j
S S B S C
q
  (15.13) 
5.   
 
N    ; 
[0... ]q    
( )f    
): ( )f ; 











i i , 1,2,...,i N ,                       (15.14)           
i   1,2,...,i N  
 
 1max ( ,..., )NV  i  
1i  0i .  
 (15.12) 













N N N ji
i i i i i j j ij
i i j i j
V a a a B
S S B S C
q
        (15.15) 
N=3 V(0,0,0), 











( ) 1 2( , ...)    
 
1 2( , , ..., )p  
  
  
( )f , )(ci xM , ( ) . 
ciM  
   
( ) 1 1 2 2 1 2( , ,..., ) ( , ,..., ) , 
   1 1 2( , ,..., ) , 
2 1 2( , ,..., )a    
 ( ) 1 2( , ,..., )    
 
2 2 2
( ) 1 2 1 1 2 2 1 2( , ,..., ) ( , ,... ) ( , ,..., ) , 
1 1 2 2 1 2( , ,... ), ( , ,..., )    .  
  
 




2i i i p




  2,i iQB  
1,2,...,i N . 
 )(xM  )(x , 
 (15 2, ,iB Q b .  
(15.2)  (15.9) )(x  )(xM . 
  
)()(,...,, 21 xxpM MM  
)()(,...,, 21  
3.  ( )  
.  
( )( ,..., ) .  
N   ; 





( )f ; ; ( ) ; ( , ,..., )i K , 
   ( )( , ...)i   
 ( )i    
( )( , ,..., )i l ; 0l . 
(1 )i i ik ,  (1 )i i il . 
,i i  ,i i ,   
 ( ) .   
( )( , ,..., ) ( )l , ( ( ) ( )) / ( )l . 
4.  
( , ,..., ) . 
.  
  
 ( )f ;   p ; . 
 (1 )i i ir .  
(15.14), (15.15)  i  i ,  i  
    
r , /r . 
. . 
,  









































Y   
 X  Y F X , 
Y X . 
1F  
X  
Y   -1 ( )Y F , 
X Y .  1Y F F X . 
 
   
.4.3. 
 
























   
 
D    
 
S    
  




























0D    
D ); 
A    
 










   















Y -  D , 












n iD ( 1,2,..., )i n
. ( 15.4.3) 
 
 
p = 2. 
  15.4.3 
 
-













 q ), 
mX  
0N q 0N
0N q 0N . 
 0N
 


















































[ 2 3] 3(2 3)




n n E nE









.                                       (15.16) 
6xE






p   
2
(1 / ) (5 / )






















af D . 










p pS D f
n p
. 





















p ,                    (15.18) 
0,4446 1,1146( ) 20,154 ;
1 0,57( ) 0,6266
a n pt
a n p














11 nssns pp , 
2 2 0 11
1 2
1 2
1 ( )1 (1,2 )( 1) ;  ( 1) ;
1 1
c c na nn n
b n c n
1 1
0,0189 0,00316 0,0388 0,266;  ;





4,93 0,464 0,0024 0,1255 0,431 0,095;  ;  
1,16 1 1 ,1474 1,414 1




 0,95P   




2,787 1,8244 0,8282 0,576 0,264 0,286;   ; ; .
1 1 0,03007 1 0,106 1 0,072
a a n p p pa a b







 ( )  
 
 .  






















N(ti) a i 
 





N(ti) a i 
 ai 
-  




 15.6.  
 
 
ia  iN t  
ia ,  






























































rX i  1,r K   
 
rX   
 










rX i , 1, ri N .  
 
r j , 1, rj M , 
r-  
  r- rX
 rM , 1,r K . 
,rX i j  
, 1r r rX i j X i j ,                                  (15.19) 
r j  j-e r-  
r-   
rX i










,rX i j 1,r K 1, ri N , 1, ri N , 1, rj M
 ,Y i j , 
1, ri N , 1, rj M . 
2.  
 . 5). 
-  j-  





i  -   
( )i Z i Z i ,                                    (15.20) 
 Z i   
-   Z i   
-  
 





Z i Z i j
M
.                                         (15.21) 
4. 
 
max i .                                       (15.22) 
5.  D  








D i Z i j Z i
M
.                            (15.23) 
6.    
i -   
 










G D i D i ;                              (15.25) 
G G  



















i i t i  i i t i , t   
 
 





























  ; 
; 
 ; 






































































IMS features such as multifunctionality, multichannel, computational com-
ponent presence, specialized IMS inextricable link with object on which they oper-
ate, aggregate method of construction, distribution of IMS components and parts in 
space cause main differences between their metrological assurance and metrologi-
cal assurance of other means of measuring techniques. Amongst problems arising 
during development of metrological assurance are: ensuring simultaneous mea-
surement of a number of physical quantities, evaluation of metrological characte-
ristics of algorithms and software for results processing, evaluation of measure-
ment channels  influence on each other, providing metrological service in condi-
tions of impossibility of binding to the standard, accounting for effects of various 
IMS components operating conditions, etc. on the metrological characteristics  
IMS metrological assurance objects are measuring channels and their mea-
suring and computing components. 
IMS metrological assurance tasks: analysis and evaluation of technical solu-
tions to meet the standards of accuracy and parameters choice, establishment of 
uniform standards for nomenclature, standardization and presenting of IMS mea-
suring channe metrological characteristics, determination of metrological charac-
teristics valid values of measuring channels and computing components and their 
regulatory compliance, establishment of work completeness on IMS measurement 
assurance and compliance with metrology regulatory documents. 
The scope of work on measurement assurance is determined by the stage of 
IMS "life cycle" - development, production, implementation and IMS operation. 
IMS metrological assurance major work: establishing of uniform require-
ments for systems metrological characteristics; methods and means development of 
metrological characteristics control; metrological examination of technical docu-
mentation; analysis of IMS metrological assurance state; organization and imple-
mentation of state metrological control and supervision of IMS condition and use; 
organization and conduction of verification (calibration); organization and conduc-
tion of data processing algorithms certification. 
Metrological characteristics reflect properties of measuring means (mea-
surement channels) that have determining influence on measurement result and ac-
curacy. Rationing of metrological characteristics - is establishing of complex me-
trological characteristics and methods of its presentation. Metrological characteris-
tics complex should include characteristics invariant to operating conditions and 
operation mode. Ways of metrological characteristics presenting should provide 
control simplicity. 
When regulating IMS metrology properties, system production and configu-
ration particularities, operating conditions considering spatial components distribu-




  Methods for IMS metrological characteristics determination are divided in-
to calculation methods for determining, by metrological characteristics, of compo-
nents that are part of measurement channel, experimental methods and methods of 
determination of computational component metrological characteristics. 
Calculation of measuring channels metrological characteristics can be per-
formed for both static and dynamic modes, and in normal and actual operating 
conditions. 
Experimental methods include methods of characteristics determination of 
analog, digital-to-analog and analog-to-digital measurement channels in the pres-
ence of negligible and substantial random error component. 
Metrological characteristics of computational component are characteristics 
of those programs properties that affect measurement result and could lead to addi-
tional losses of measurement information that might be caused by application of 
approximate calculation methods (imperfect methods or algorithms), unreliability 
of experimental data that are coming to input of computational component (heredi-
tary loss of measurement information), rounding error of calculation results. 
Metrological attestation of calculations programs is undertaken only for at-
testing computations programs under development or failed to pass metrological 






 metrology assurance  
 metrology attestation 
 metrology characteristics 







____________________________________________________________________________________________    
 
 823 
                                              Subject index 
  








- (RSA)  703 
 
Data encryption algorithms  
El Gamal encryption algorithm 
Rivest - Shamir  Adleman 
encryption algorithm 
Message alphabet 
 115 Amplitude 
 Analog interface 
-   Analog-to-digital conversion 
 501 Hardware 






 699 Asymmetrical cryptosystem 
 726 Attack  
  
 82 Byte  
 Kotelnikov basis 
 White noise 
 Bit  
 Baud 
  
 Variational series 
 Probabilistic model of angle 
 Probability  





Selected circle characteristics of 
random angles 
 Computational component 
 Signals detection on noise 
backround 
  





Hypotheses about dispersion 













Golay binary code 
 564 Decoding  




Fourier discrete transformation 
  Discrete channel 




Differential and difference 
equations 
627 Tree code 
 




Replacement encryption method 
Charge 












697 Data authentication code 
 Interval estimates 
 
 
Experimental data interpolations  
 Interface 





 Informational signal 
 76 Information  
637 Error correction    
 Information source 
  
 548 Frames 
544  Channel 
  Communication channel 
 
 
Data transmission channel 
Quantization 
 





, 620, 651, 452, 543 Coding 
621 Message source coding 







 Shannon code 












































198 Linear space 
646, 658 Linear codes 
 Linear operators and matrixes 
  














Linear operator matrix 
 Measure 
  Measure of information 






Measurement results procession 
methods 





IS metrological reliability 









Measurement process models 
Information protection systems 
and processes modelling 
 






Measurement result uncertainty  
 Continuous channel 

























____________________________________________________________________________________________    
 
 827 
 Chebyshev orthogonal 
polynomials 
 Hermite orthogonal polynomials 
 Orthonormal basis 
 Orthonormal vectors 
700 Public key 




Computer system memory 
Parallel interface 
 Permutation encryption method 






Substitution encryption method 
 






Noiseproof correcting coding 
 
Information transmission 
systems interference resistance 
 
682 
Noiseproof correcting code 
 Serial interface 
 Correctness 
  Laplace transformation 












Information channels separation 
Destructive software impact 
 




 Measurement result 





































Spectral power density 
Standard deviation 






















 -  Cayley-Hamilton theorem 
 Kotelnikov theorem 
  Shannon theorem 
 IMS topologic schemes 
36 
 




 Physical quantity 
 Functional spaces 
, 539 Function 
 
















Characteristic function of 
random angle 














































-   
3.  .  
 -  -  
4. ,    
-  
5. - . ., 2000. 
-  
6. , 
- -   
7.
    
8.    
9. - 
-  
1 .  
 
-   
. - 
- -  
1 . : . -
 
1 .   -
- 
 -  





1 . - 
., 1986. -  










2 .  -




2 .  
2 .    .   
 / 
 -   
2 . . 
, 2010.  336  
2 .  
- -  
2 .
  
2 . - -
       . - -  
.   / 
-  -  
.  
- -  
3 .   . 
   
3 . -
-  
3 .  
- 
  
3 . - 
 -  
3 . Applied Measurement System / Edited by Md. Zachurul Had.  In Tech, USA, 2012. 
3 . Belkhamsa Z., Wafa A. Measuring Organizational Information Systems Success:  New 
Technologies and Practices. Universiti Malaysia Sabah, Malaysia, 2012 
3 . Herold R., Robers M. Encyclopedia of Information Aussurance.  Indiana, USA, 2010. 
3 . Lin S., Costello D.J. Error Control Coding: Fundamentals and Applications. - Prentice-
Hall, Inc., Englewood Cliffs, N. J., 2003.  
. Pritchard W.L., Sciulli J.A. Satellite Communication Systems Engineering. - Prentice-
Hall, N. J., 2006. 
. Stackpole B., Oksendahl E. Security Strategy: From Reguirements to Reality. - 












The textbook systematically presents basic concepts and principles of information-
measurement systems construction and studies, based on mathematical apparatus for conversion of 
measuring signals, measurement technologies, transmission and processing of signals and data, inter-
ference immune coding, the use of modern information and communication channels for information 
transmission, algorithms for encryption and decryption of transmitted data, methods of metrology 
characteristics studies. After each chapter main conclusions, self-control questions and key words in 
Russian and English can be found. 
Textbook is recommended for technical specialties students of higher educational institutions, 
graduate students, researchers, engineers and technicians, measurement technology professionals. 
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