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In a stationary stochastic hain, the states are grouped into classes 
or coarsely defined macrostates, engendering another chain defined in 
terms of macrostates. Comparison of information content of these 
two chains is made in detail. Loss of information caused by the coarse- 
ness of the definition of macrostates can be recovered, partially or 
total ly depending on the case, when there is correlation in the chain. 
The range of correlation in some cases is increased by the coarse defi- 
nition of states, thus creating a longer "aftereffect." If the correlation 
is weak, this aftereffect tapers off exponentially with time. 
I. INTRODUCTION 
The temporal development of natural phenomena c n be simulated by 
a stochastic hain of states with a certain probabilistic rule of transition 
or a certain probabilistic orrelation among the states at different ime 
points. A simple example is a Markov chain (Doeblin, 1938; Onicescu, 
1935), but our discussion is not limited to this special case. Now, ob- 
servation of the states in natural science is often not precise enough to 
identify an individual state, but determines only that the state belongs 
to a certain group of states. A conspicuous example of such a coarse- 
grained observation is the determination of a thermodynamical state 
which consists of an immense number of microscopic states. By such 
grouping of states, the original "microscopic" chain is transformed into 
another stochastic chain of "macroscopic" states. 
In communication, the "noise" can be such that a certain number of 
symbols are not distinguished from one another at the receiving end. 
Then, the relation between the emitted message and the received mes- 
sage is one between the microscopic and macroscopic chains as explained 
above. 
In any event, this kind of grouping of states seems to be a common 
phenomenon frequently encountered in natural science and engineering, 
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but there has not been much theoretical investigation of this subject, 
except a few scattered papers of a rather preliminary nature (Blaekwell, 
1957; Harris, 1955). The present paper is a more detailed study of the 
statistical properties of such a macroscopic chain, laying a particular 
emphasis on comparison of the information carried by the microscopic 
and macroscopic chains. 
It is known (Blackwell, 1957; Harris, 1955) that when the micro- 
scopic chain is Markovian the corresponding macroscopic hain can 
become nonMarkovian, in the sense that the probability of one position 
being in a certain macrostate can depend not only on the ma'crostate 
of the preceding position but also on the maerostates of the antecedent 
positions. However, there has been practically no investigation of the 
loss Of information due to the coarseness of the macroscopic observation, 
or of the dependence of this loss on the correlation (redundancy) exist- 
ing in the original microscopic hain. This is exactly the object of our 
study in the present paper. Furthermore, in the present paper, the under- 
lying microscopic hain is not restricted to a Markovian one. 
Instead of giving a list of all the conclusions of the following sections, 
we shall try here to explain briefly the nature of the problem considered 
and the approach used in this paper with the help of a simple ease. Sup- 
pose that there are n microscopic states and that they are occupied with 
an equal probability. Then, each position alone will be able to convey 
information i  the amount log n. Suppose further that these microstates 
are grouped into v maerostates, each of which contains an equal number 
of mierostates. Each position in this macroscopic chain will convey in- 
formation in the amount log v. The loss of information i  each position 
is then ~ = log (n/v). This is a measure of the coarseness of observa- 
tion.1 
Now, let G and r be respectively the information per position in an 
infinitely long microscopic hain and in the corresponding macroscopic 
chain. G and r are smaller than log n and log u, respectively, insofar as 
there is correlation. In general, if there is no microscopic orrelation, 
then there will be no macroscopic correlation. But the converse is not 
always true. The loss of information per position in an infinite chain is 
now ~ = G - r. One of the important conclusions of the present paper 
is that ~ is always smaller than ~ if there is correlation. This means 
i Latin and Greek letters refer respectively to microscopic and macroscopic 
chains, while German letters refer to some relations between the two kinds of 
chains. 
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that the loss of information per position due to the coarseness of ob- 
servation is less in the presence of correlation than in its absence. 
However, existence of correlation also decreases the amount of original 
information itself, G. Therefore, one may be more interested in the frac- 
tional loss ffi = ~/G, which becomes 1 -- (log v)/(log n) in the absence 
of correlation. We shall show that ~ can be made smaller than 1 - 
(log v)/(log n), showing an increase in efficiency of message transmission 
due to correlation. 
According to a well-known result in communication theory, if we con- 
sider grouping of states as a kind of noise, then the channel capacity 
will become log v, which represents the theoretical upper limit for F 
(Shannon, 1948; McMillan, 1953). This maximum can be reached by 
making the macroscopic correlation vanish, since the difference between 
r and log v is the macroscopic orrelation. If the macroscopic orrela- 
tion vanishes, then ~ = G - log v, and as far as there is correlation in 
the microscopic hain, i.e., G < log n, we shall then have @ < ~. How- 
ever, the theorem of this paper states more than just this, viz., that we 
have always @ < ~ if there is any microscopic orrelation at all. In a 
similar fashion, if we have the ideal condition, namely, if there is micro- 
scopic correlation and no macroscopic orrelation, then we certainly 
have ~ < 1 - (log v)/(log n). The present paper shows that we can 
satisfy this l~st condition without resorting to the above-mentioned ideal 
situation. 
In the case where the microscopic hain is Markovian, the macro- 
scopic chain can become nonMarkovian, as stated before. More pre- 
cisely, the macroscopic chain can remain Markovian, or become an in- 
dependent random chain or acquire a longer "memory" than just one 
preceding state. It is then an interesting question to find in the third 
case how long, and in wh~t manner, this memory goes back to the past. 
We shall discuss this matter in some detail, making reference to a special, 
though not very restricted case. 
I I .  SUMMARY OF CORRELATION ANALYSIS IN STOCHASTIC 
TIME SEQUENCE 
To make independent reading of the present paper possible, some of 
the results of previous papers on Correlation Analysis will be repeated 
summarily in this section (Watanabe, 1954, 1960a, 1960b). 
Each position in an infinite sequence is supposed to take any one of 
n states, 1, 2, . - - ,  n. It is further assumed that there exists a unique 
probability p(~)(xl, x2, • •., xk) for a sequence of/c consecutive positions 
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taking a set of states, x: ,  x2, • •., xk, and that this probability is in- 
dependent of the location of this segment in the infinite sequence. Ac- 
cording to this definition, the following relations have to be satisfied. 
p(k)(Xl,  X2, "" ", Xk) ~ O, (2.1) 
p (k) ( x:  , x2 , • • ", xk ) = p (k-:) ( x2 , x ;  , "" ", xk ) , (2.2) 
Xl=l 
p(k) (x l  , " " ,  xk -1 ,  xk)  = p(k - : ) (x : ,  x~,  " " ,  xk -1 ) ,  (2.3) 
xk=J_ 
p(0) = ~ ~ . . .  ~ p(l~)(Xl,X2 ' " ' ' ,Xk ) :  1. (2.4) 
Xl=l x2=1 xk=l 
The information content of a segment of length k is then 
S (k)= - -~ ~ . . .  ~ p(k) (x : ,x2 ,  . . . , xk )  
• :=i ~=:  ~=:  (2.5) 
log p(k) (xl ,  x2, . - . ,  xk), 
and 
S (°) = 0. (2.6) 
The correlation index of range k is defined by 2 
W (k) = -S  (k) +2S (k-l) - S (k-2), k >_- 2 (2.7) 
which is easily shown to satisfy 
W (k) > 0, k _>- 2. (2.8) 
Since we have 
we get from (2.7) 
S (k) >= S (k-l),  k_-_ 2, (2.9) 
S (I) ->_ W (2) ->_ 0. (2.10) 
In general, we have also S (1) > W ¢k), k > 2. It is often convenient to 
define W (:) by 
W (1) = - -S  (1) ~ 0, (2.11) 
2 Our S (k) and W (k) correspond, in Shannon's notation (1948) to kGk and -F~ ~- 
F~_:, respectively. 
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which follows from (2.7) if we put  S (-1) = 0. Note, however, that  W (1) 
is an exception to (2.8). 
The total  information S (k) can be expressed in terms of W's. 
k 
S (k) = -~ (~ - r + 1)W (r) (2.12) 
k 
= I~S( I )  - -  E ( I t  - r + 1)W (~) (2.13) 
r=2 
Each summand under the summat ion in (2.13) is nonnegative due to 
(2.8) and the sum in (2.13) represents the total redundancy  or correlat ion. 
The condition W (*) = 0 is equivalent o the condition that  the condi- 
tional probabi l i ty of a certain position taking a certain state on the 
knowledge of the (r - 1) preceding positions is the same as the similar 
conditional probabi l i ty on the knowledge of (r - 2) preceding posi- 
tions, i.e., 
= p(~) (X l  , X2 , " " " , X r )  
p(xr  t x l ,  x2, " . ,  xr-~) p (~- ' (x l ,  x2, . . . ,  xr_~) 
(2.14) 
= p(~-~)(x2, x~, . . .  , x , )  = p(x ,  r x~, x3 , . . . ,  x~_~) 
p(~-~)(x~, x3, . . .  , xr_~) 
for all possible values of x. Hence, W (') can be considered as the strength 
of correlation of range r over and above the correlation of range (r - 1). 
The information per position in a sequence of length k is given by 
G(~) 1 S(k) = S(~) k ~ - ~ [(It - r -t- 1) /k]W (~). (2.15) 
r~2 
I f  there is an integer m such that  
W (k) = 0, k > m, (2.16) 
then the information per position in an infinitely long sequence can he 
written 
G - G (~) = S (1) - ~ W (~). (2.17) 
r~2 
I f  (2.16) is the case, then one can also write 
S (~) = (k - m- t -  1)S (~) - (l~ - m)S  (~-~), (2.18) 
G = S (m) - -  S (m-i) ,  (2.19) 
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We usually denote the smallest value of m satisfying (2.16) by m and 
call it the range of correlation of the chain. 
III. EFFECT OF GROUPING OF STATES 
States, 1, 2, . . . ,  n, are now grouped into ~ classes, 1, 2, . . . ,  ~, with 
p =< n, so that no class is empty and each state belongs to one and only 
one of the classes. We shall sometimes refer to "states" and "classes" 
respectively as "mierostates" and "macrostates." The probability that 
a sequence of length k is in macrostates (~1, ~2, " " ,  ~k) will be given 
by 
~)(~1, ~2, . . . ,  ~) = ]E ~ "'" ]E p(~(xl, x2, . . . ,  xk), (3.1) 
x 1 x2 xk 
where the summation symbol 5-'~1 means that the summation is made X...~Xl 
with respect to xl over those microstates included in macrostate ~1. 
The existence of a unique probability ~r (k) is guaranteed by the existence 
of a unique probability p(k). The macro-probabilities, ~r's, will satisfy 
basic relations similar to (2.1), (2.2), (2.3), and (2.4), in which the 
x's should be replaced here by the ~'s, and n by ~. 
The macro-information content of a sequence of length k is then 
_ ± x x 
~=l ~=1 ~=I (3.2) 
• log 7r(k)(~l, $2, "" ", ~k), 
and the macro-information per position is 
I '(~) = Y,(k)/k. (3.3) 
We have, as before, the expansion 
F(k) = 2~(1) 1 - -  f~ (k  --  r + 1)~ (~), (3 .4 )  
r=2 
with the help of the macro-correlation indices ~(d defined by 
~t (~) = - -~(~) + 2~ (~-~) - -  Z (~-2). (3 .5 )  
If there is an integer m' such that 
~t (k) = O, for/~ ~ m', (3.6) 
then 
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and also 
r - r (~) = N(1) _ ~ ft(~), (3.7) 
r~2 
Z(k) _- (k -- m' -t- 1)~ ('~') -- (k -- m')Z (~'-1), (3.8) 
and I' = Z(m,) _ Z(m,-1). (3.9) 
Due to the coarseness of the macroscopic observation, the information 
that can be retrieved by macroscopic observation of one position is 
expected to be less than that retrieved by microscopic observation of 
one position. Thus, we have the following theorem which we shall prove 
presently. 
THEOREM 1: The coarseness ~ of the macroscopic observation defined 
by 
~-- S(1) - -  ~(1) (3.10) 
is nonnegative: 
>_- 0. (3.11) 
More generally, no matter how many positions one may observe, the 
macroscopic observation is not expected to obtain more information 
than the corresponding microscopic observation. Thus, we can anticipate. 
THEOREM 2: The information loss ~(k) per symbol in a sequence of 
length k defined by 
~(k) _-- G(k) _ i,(k) (3.12) 
is nonnegative: 
~(k) >__ 0. (3.13) 
The main theme of the present paper is that in spite of the coarseness 
of observation of each position, one can sometimes retrieve more infor- 
mation than expected from the mere consideration of coarseness. Indeed, 
as we shall see later in an example, even if ~ is finite, we can sometimes 
achieve ~(k) = 0. This becomes possible in virtue of redundancy. Cor- 
responding to this situation, we shall demonstrate he following theorem. 
THEOREM 3: The information loss is never larger than the coarseness, 
i .e, 
->_ ~(~). (3.14) 
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From this follows 
COROLLARY: The total microscopic orrelation is never smaller than 
the total macroscopic correlation, i.e., 
E (~; -- r + 1)W {r) ~ E (k - r -~- 1)~ (r), (k > 2). (3.15) 
r~2 r~2 
Passing to the limit k -* 00, we obtain from (3.13), (3.14), and (3.15), 
COROLLARIES 
~ ~(~) _>- 0, (3.16) 
=> ~, (3.17) 
w __> a (31s)  
r=2 r~2 
The last relation assumes (2.16) and (3.6). 
Instead of giving formal mathematical proofs to these theorems, we 
shall try to explain the mechanism by which the information lost due 
to coarseness of observation can be at least partially recovered through 
the use of correlation, and the above mentioned theorems will be dem- 
onstrated in the process of this explanation. We shall also see under what 
conditions equality instead of inequality holds in the formulas given 
above. 
Considering one position in the stochastic chain, if we have no auxili- 
ary knowledge, our ignorance about the microstate of the position is 
Ign (1) = S (~) = - ~ p(1)(Xl) log p(~)(xl). (3.19) 
Xl=l  
Now, suppose we have performed a macroscopic observation and we 
have found the position to be in the macrostate ~.  Then, the proba- 
bility distribution of microstates will become 
p(~) (x~) if x~ E ~, (3.20) 
with 
= 0, otherwise, 
lr(i)(~1) = ~ p(1)(xl). (3.21) 
Xl 
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The ignorance about the microstate will then be represented by 
n 
Ign'(~)[~l] = -- ~ p'°)(xl) log p'(1)(xl) > O. (3.22) 
Xl=l 
Now, the macroscopic observational result ~1 will occur with probability 
(1) ($1) > 0. Hence, the average ignorance about the microstate after a 
macroscopic observation will be given by 
(Ign '(1)} = ~ ~'(1)(~1) Ign'(~)[fl] 
~1=1 
-- ~ p(1)(Xl) log [p(1)(z1)/Tr(1)(~1)], (~1 ~ Xl) (3.23) 
Xl=l 
= S (1) - Y.(~) > O, 
which is nothing but the coarseness ~ defined in (3.10). Theorem (1) 
is thus demonstrated. If there is a macrostate for which v(~)(~l) = 0, 
then pt(1)(xi), Xl C $1, is indeterminate, but the last two lines in (3.23) 
for those states have a definite meaning and have vanishing contribu- 
tions from those states. Equality in (3.23) will hold if and only if equal- 
ity holds in (3.22) for those ~1 for which ~(1)(~1) ~ 0. 7r(~)($1) = 0 means 
that p(1)(xl) = 0 for xl belonging to $1 • Vanishing of (3.22) implies that 
p'(~)(xl) = 1 or 0 for x~ C ~1. This means that ~ consists of only one 
microstate for which p(~)(x~) ~ 0. Therefore, the coarseness ~ vanishes 
if and only if each macrostate coincides with a microstate, excluding 
those microstates whose probability of appearance, p(~)(Xl), is zero. On 
the other hand, when p(1)(x~) (and therefore, also S (~)) is given, the 
coarseness ~ becomes maximum if E(~) takes its theoretical minimum, 0. 
This happens if and only if one macrostate ~1 includes all the micro- 
states, so that  ~¢~) ($1) = 1. 
Theorem 2 can be proven in the same token. The probability that a 
segment of length /~ is in the microstates (xl, x2, . . . ,  xk) when the 
segment is known to be in the macrostates (~1, ~2, " • ", ~k) is given by 
p(~)(xl, x~, . . . ,  x~) 
p'(k)(xl, x2, " ' ,  x~) = ~-~,  ~,~- , ~) (3.24) 
if xl ~ $1, x~ ~ $~, "- ' ,  xe ~ ~,  and 
p'(~)(x~ ,x~, . . . ,  x~) = 0, otherwise. 
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The ignorance function corresponding to this probability distribution is 
x1~1 ~2=1 ~k~l (3.25) 
p'(k) ( x~ , x2 , " " ,  xk) log p'(k) ( , x2 . " " ,  xk) = > O. 
The average ignorance about the microscopic states of ]c consecutive 
positions when their macroscopic states are known is given by 
®(~) = ( ]E )  ~ ~(~) (~, ~, .. . ,  ~)~(~)[a, ~, .. . ,  ~] 
Xl=l x2=l xk=l 
(3.26) 
• log P(k)(x l '  x2, . . . ,  xk) 
~(~)(5, $~, ", ~) 
= S (k) - -  ~(~) _> O.  
The nonnegative symbol ( ~ ) in (3.26) comes, of course, from the non~ 
negative symbol in (3.25) and (k) > 0. By the use of definitions in 
(2.15), (3.3), and (3.12), we obtain from (3.26) the desired result 
(3.13), which says that the information loss per position in a sequence 
of arbitrary length is nonnegative. Although S (k) and Z(k) may diverge 
with lc --~ ~,  it is always the case in a stationary chain that G (k) and 
F (k) converge, hence their difference which is 
~(k) = ®(k) /k  >= 0 (3.27) 
also converges, whence (3.16). Obviously, we have 
®(i) = ~(1) = ~. (3.28) 
Equality in (3.27) for k --~ ~ holds if and only if ®(k) is smaller than 
the order of k, 
®(k) = o(k) (3.29) 
where o(k) is Landau's ymbol. This is the condition for absence of in- 
formation loss per position in an infinitely long sequence. In many cases 
of interest, S (~) and ~(k) become proportional to k for large k. Then 
(3.29) means that the leading terms proportional to k in S (k) and ~(k) 
should cancel each other. On the other hand, if one is interested in a 
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finite value of k, then equality in (3.27) requires equality in (3.26), 
which in turn requires 
~(k)[~, ~2, " - ,  ~k] = 0 (3.30) 
for those sequences (~1, $2, - . . ,  ~) whose probability of appearance 
7r(k)($~, $2, " " ,  ~k) is not zero. Equation (3.30) implies, in view of 
(3.24), (3.25), 
p(~)(xl, x2, " " ,  xk) = 0 or 1. (3.31) 
T "(k) (~1, ~2, "* ' ,  ~k) 
For practical purposes, a fractional information loss $~(k) rather than 
the absolute value of the loss itself may be more useful. The quantity: 
S(k) 
~(k ~, 
G(k)  
= 1 - -  - -  
S(k) 
l~(k) 
G(k) 
(3.32) 
which satisfies 
1 _>- @(k) => 0, (3.33) 
represents the fractional oss of information. @(~) for k = 1 
~( i )= $~/S(1) (3.34) 
represents the fractional coarseness. 
Let us now pass to the consideration of Theorem 3. For this purpose, 
we introduce a probability distribution function p't defined by 
p(1) (x l )po) (x2)  " ' "  p(1)(xk) 
p~/(k)(xi, x~, --. ,  x~) - ~r(1)($1)v(1)(~2 ) Ir(1)(~k ) (3.35) 
if Xl ~ ~1, X2 ~ ~2 , " ' ' ,  Xk ~ ~k , 
and 
p't(k)(xi, x2, " - ,  xk) = O, otherwise. 
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According to the Gibbs theorem 
- ~ p' log p' <= -- ~ p' log p" (3.36) 
where pP and p" are two probability distributions. Equality in (3.36) 
is obtained if and only if pP = ptt for all the possible values of the sto- 
chastic variables which are arguments of pP and pP'. Applying this Gibbs 
theorem to the two distributions (3.24) and (3.35), and averaging over 
(~1, ~2, " " ,  ~k) with the weight ~r (~) (~1, (~, " " ,  ~k), one obtains 
~k) _< ~(S(1) _ 5(1)). (3.37) 
With the help of (3.27) and (3.10) this relation becomes 
~(k) __< ~, (3.38) 
which is Theorem 3. Equation (3.17) also follows from (3.38). 
Equality in (3.37) and (3.38) for k > 2 will hold if and only if 
p(1)(xi)p(1)(X2) "'" p(1)(X~) p(k)(Xl, X2, "" ", Xk) 
= (3.39) 
7r(1)(~1)vr(1)(~2) " ' "  7r(1)(~k) ?r(k)(~l, ~2, ' "  ", ~k) 
:[or all (xl, x2, . . . ,  xk) and (~1,5,  " " ,  ~) such that 
xl C ~1, x2 C ~2, " " ,  xk C ~k. (3.40) 
Those sequences (~1, ~2, "" ", ~) whose probability of appearance 
7r(~)(~, 5 ,  "" ", ~k) vanishes need not be taken into consideration. If
the microscooic sequence is independent, i.e., if 
p(~)(xl , x2, . . . ,  xk) = p(1)(xl)p(1)(x~)...p(1)(x~), (3.41) 
then (3.39) will hold and ~(k) = ~. 
The condition ~(~) = ~(/~ _>- 2) represents the maximum information 
loss, according to (3.38) and the condition ~(k) = 0 represents the mini- 
mum information loss according to (3.27). The loss of information can 
be alleviated, i.e., it can be made less than ~ only by virtue of correla- 
tion. For, if there is no correlation at all, then (3.41) will hold and ~(k) 
= ~. Any correlation tends to decrease information, but this decrease 
in microscopic information can be larger than the corresponding de- 
crease in macroscopic information. In this case, the loss of information 
incurred by an observation of a single position can be recovered by an 
observation of a larger sequence. With the aid of (2.15), (3.4), (3.10), 
and (3.12), one can write 
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k 
~(k) = ~ _ ~ [(k -- r + 1)/k](W (r) - ~(r)). (3.42) 
r~2 
The smaller ~ he macroscopic correlation, the smaller the loss of informa- 
tion. Substituting (3.42) in (3.38) yields 
k 
[(k -- r ~- 1)/k](W (r) - ~2 (r)) _-> 0 (3.43) 
~2 
which shows that the total microscopic orrelation (decrease in infor- 
mation) cannot be smaller than the total macroscopic correlation. This 
is the Corollary to Theorem 3, as expressed in (3.15). A simple conse- 
quence is that if the total microscopic orrelation is zero, then the total 
macroscopic correlation is also zero. This, however, does not imply that 
if W (r) = 0 for a particular  then ~(r)  for this r is also zero. 
The above consideration refers to the condition that the loss per posi- 
tion of a sequence of length k( ->_ 2) is less than the loss of a single posi- 
tion. Another consideration is the fractional loss in a sequence of length 
k(>_-2) as compared with the fractional loss in a single position. If the 
former is smaller than the latter, i.e., if 
g~(~) < ~(~) k ~ 2, (3.44) 
then the e~ciency of information transmission becomes better for a 
longer sequence than for a single position. This is obviously a more re- 
strictive condition than (3.38). The condition (3.44) is equivalent, 
according to (3.32), to 
~(k) F(k) ~(i) 
S(k) - G(~ ) > S(1) (3.45) 
Substituting (2.15) and (3.4) in (3.45), one obtains 
k 
(k -- r + 1)It (r) ~(~) 
l:(k) _ ~=2 (3.46) 
(k  - r + 1)W (~) 
r~2 
The quantity r (k) defined here represents the ratio of the total macro- 
scopic correlation to the total microscopic orrelation. It has a definite 
value insofar as there is nonvanishing correlation in the microscopic 
sequence. The argument which allowed us to derive the Corollary from 
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Theorem 3 was that  the condition 
~(k) =< ~ (3.47) 
was equivalent o the condition 
r (k) _-< 1, (3.48) 
which is actually always satisfied. The ratio ~(1)/~!1) which appears on 
the right side of (3.46) is, according to Theorem 1, less than 1 if the 
macroscopic observation is effectively different from the microscopic 
observation. Hence, condition (3.46) is a more restrictive condition 
than condition (3.38). The result obtained here can be summarized as 
the following theorem. 
THEOREM 4: The conditions 
@(k ) ~ $~(~) (3.49) 
are respectively equivalent o 
v (k) < ~(1) 
> S(1) - 1 - S(~ (3.50) 
insofar as there is any correlation in the microscopic hain at all. If there 
is no correlation, then 
~(k) = ~(1). (3.51) 
The last statement is obvious since in the absence of correlation r (k) = 
~(~) and G (~) = S (~). In this case, the definition (3.46) will give r (r) = 
0/0. We have also 
COROLLAnY: If (2.16) and (3.6) hold, then Theorem 4 can be applied 
to the limit k --~ ~ with 
~'~ ~(~) 
v ~ r (~) - r=2 (3.52) 
-~W (~1 
r~2 
Finally, one can rewrite (3.42) in the form 
k 
_ ~(k) = ~ [(k -- r -4- 1)/k]!~ (~), (3.53) 
r~2 
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with 
i~(~) = W(~) _ ~(~) = _~e)  + 2~(~-~) _ ~e-2). (3.54) 
The quantity !~ (') has the appearance of a correlation index, but we 
must be careful since it can be positive, negative, or zero, while W (~) 
and ~(r) are nonnegative. This is because ~(k)[}l, }2, "" ', }k] of (3.25) is 
an entropy function but ~(k) of (3.26) is not. The only exception is 
!~ (2) which is always nonnegative, for, in virtue of (3.37), one has 
~(2) = _®(2) + 2®(~) 
(3.55) 
=> --2~ (~) + 2~ (~) = 0. 
The smallest m and m' which satisfy (2.16) and (3.6) respectively 
are the (maximum) range of correlation in a microscopic and macro- 
scopic chain. As can be shown by simple examples (see Section V), the 
macroscopic range m' can be equal to, or smaller, or larger than the 
corresponding microscopic range m. 
IV. CASE OF MARKOV CHAIN 
If the microscopic sequence is Markovian, one has 
W (k) = 0 forlc > 2 (4.1) 
and usually W (2) ~ 0, i.e., m = 2. In this case, all the probability dis- 
tributions, p(k)'s with arbitrary k can be derived from 
p(2)(x~, x2). (4.2) 
For  ins tance ,  
_(2)~ x:)p(2) (x2, x3) p(~)(x~, x~, x~) = ~ ~X~'p(~)(x2) (4.3) 
The macroscopic probability distributions, ~r (k)'s, are obtained from (4.2) 
by the procedures like 
~(1)(}1) = ~_, p(1)(xl) (4.4) 
Xl 
71"(2)(}I, ~2) ~- ~ ~ P(i)(xl, x2) (4.5) 
x 1 x9 
~(3)(}1, }~, }3) = ~ ~ ~ P(2)(Xl' x~)P(~)(x2' x~) (4.6) 
xl x~ x, p (~) (x~)  
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The fact that this r(a(~l, ~2, ~) is not necessarily equal to 
lr (2) ($~, ~2) (2)(~, ~3) (4.7) 
shows that fl(3) is not necessarily 0. This means that the macroscopic 
sequence obtained from a microscopic Markovian sequence is not neces- 
sarily a Markov chain, ft (3) ~ 0 means that the knowledge of ~ affects 
the predictive probability about the state $8, in spite of the fact that 
the knowledge of x~ does not affect the predictive probability about the 
state xa • One may acquire some insight into this rather surprising situa- 
tion by studying a simple example xplained in the next section. 
The expansion (3.42) or (3.53) becomes 
~(k) _- ~ k - 1(W(2) _ a(2)) _]_ ~ (k - r-}- 1) ft(,). (4.8) 
k r~8 k 
This shows that the information loss decreases only due to !~ (2) - 
W (:) - ft (2). The higher range terms tend to increase the loss, hut this 
increase cannot be larger than the decrease due to ~(2) since ~(k) ~ ~. 
In this present case, we have 
!~ (2) ->_ O, 
!~ (~) _-_ 0, forr  > 2. (4.9) 
The correlation ratio here becomes 
,=3 - 1)  W (2)" (4 .10)  
There is a study of the condition under which a microscopic Markov 
chain remains Markovian (m = m'= 2). According to Burke and 
Rosenblatt (1958), a microscopic Markov chain with any initial dis- 
tribution which occupies all the microstates with nonzero probabilities 
remains Markovian if and only if the transition probability matrix 
defined by p(x2 I xl) = p(xl  , x~)/p(xl)  is of the form: 
[p(x~ [x~)] = ~z + (1 - ~)u  (4.11) 
where I is the identity matrix and U is a matrix with identical rows and 
a is a real number. (A fixed xl determines a row.) In such a ease ~(*) for 
k > 2 is equal to ~(~). 
It  may be of interest o note that if the microscopic Markov chain is 
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periodic, and if each ergodic subset of states is grouped as one macro- 
scopic state, then the macroscopic hain becomes deterministic and 
~(k) is equal to the logarithm of the period, irrespective of k. 
V. ILLUSTRATION: STRONG CORRELATION 
Suppose that there are four microstates, x = 1, 2, 3, and 4, and the 
two microstates, x = 1 and 2, are grouped into a macrostate ~= 1 and 
the two other microstates, x = 3 and 4, are grouped into a second macro- 
state ~ = 2. The underlying microscopic sequence is Markovian and 
generated by a transition matrix 
2 
[p(x~ Ix1)] = 
.3 
x 2 ~ 1 2 8 4 
x I 
1 a 1 - 3a  a 
a a 1 - 3a 
O/ O/ O~ 
1 - -  3OL OL O~ 
o/ 
OL 
(5.1) 
1 -- 3~ 
o/ 
where a row corresponds to an initial state and a column corresponds 
to a final state. The constant a is supposed to be extremely small 
<< 1, (5.2) 
but not exactly zero, so that the probabilities, p(k), do not depend on 
the location of the segment in the infinite chain. However, for the cal- 
culation of the information functions in this section, we shall only con- 
sider the limiting case 
~ 0. !5.3) 
In such a chain, the microscopic sequence will have, with an extremely 
high probability, the type 
• -. 1234 1234 1234. • • (5.4) 
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which will appear  in the macroscopic observation as 
• -. 112211221122...  (5.5) 
I f  we take a segment of k positions, there are only four cases in the 
microscopic sequence: the microscopic state of the first position can be 
1, 2, 3, or 4, with an equal probabi l i ty.  Thus, we have, for k = 1 
p(I)(1 ) = p(1)(2 ) = p(1)(3 ) = p(1)(4 ) = 1/~. (5.6) 
For k = 2, ~-  
p(2)(1,2) = p(~)(2,3) = p(~)(3,4) = p(2)(4,1) = 1/~, 
(5.7) 
otherwise p(2)(xl , x2) = O. 
For lc > 2, we also always have four p's equal to 1/~ and the others zero. 
Thus 
S (~) = S (2) = S (3) . . . . .  log 4 = 2 (5.8) 
W (2) = 2, W (3) = W (~) . . . . .  0 (5.9) 
This gives 
G (k) = 2/k 
as can be calculated f rom 
G(k)= S(~)/k 
or  
(5.10) 
b 
G (k) = S(1) - ~ [(k - r + 1) /k]W (~). 
r~2 
I t  is obvious that  one has G (~) = 0, since there are only 2 bits of infor- 
mat ion no matter  how long the segment may be. 
In the macroscopic sequence, we have for ~ = 1 
~(1)(1)  ---- w(1)(2) = 1/i  , (5 .11)  
and for k = 2 
7r(2)(1,1) = ~r(2)(1,2) -- ~(2)(2,1) = r(~)(2,2) = 1/~. (5.12) 
For k = 3, there are eight different sets of values ($1, $2, $3). But,  (1,1,1), 
(2,2,2), (1,2,1), (2,1,2) will never appear, and the remaining four will 
appear  with an equal probabil ity. 
(3)(1,1,2) ~r(3)(2,2,1) ~(3)(1,1,2 ) ~r(3) (2,2,1) 1/~ (5.13) 
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For  k > 3, there are also only four nonzero probabilities which are all 
¼. 
I f  the macroscopic sequence were Markovian, then the probabil i ty 
for, say, (1,1,1) would be given according to (4.7), by 
~(2)(1'1)7r(2)(1'1) - (~)  " (~)  - 1 (5.14) 
~(1)(1) (~)  8 
which is different from ~r(3)(1,1,1) = 0. This is sufficient to conclude 
12 (3) ~ 0, since ~t (3) = 0 is, due to (2.14), equivalent o 
~(~)(5, ~:, 5)  = ~(~(~1' ~: ) (2) (~,  5)  (5.15) 
for all possible values of (~ ,  ~,  $3). 
The information functions and correlation indices in the macroscopic 
sequence are 
~(~) = log2 = 1, Z (2) = Z (3) . . . . .  l og4  = 2 (5 .16)  
fi(~) = 0, ~t (~) = 1, ~2 (~) = 12 (5) . . . . .  0. (5.17) 
This gives the information per position in a sequence of length/~ 
F (k) = 2/Ic,  1~ >_- 2. (5.18) 
The various other quantities are 
= i (5.19) 
~(1) = 1, ~(2) = ~(a) . . . . .  0 (5.20) 
~(1) . .~  1, ~(2) = ~(~) . . . . . .  0 (5.21) 
~(2) = 2, !~ (3) = --1, i~ (3) = !~ (~) . . . .  0 (5.22) 
(5.23) 
(k - 2) 
~:(k) _ 2 
k- -1  
©(, 1 @(~) = ©(~) 
-2 '  = . . . .  0 
(5.24) 
(5.25) 
(5.26) 
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In  this case, ~ = 1 shouts that  the one-position observation loses 1 
bit of information due to the coarseness of observation. But  ~(k) = 
0,/c > 2, shows that  the observation of more than one position recovers 
the entire loss. Therefore, the fractional loss S) (~), /~ => 2, also is zero. 
Since we have 
1 
1 S (1) - 2 (5.27) 
which is larger than r (k) = 1/~(k - 2 ) / (k  - 1), Theorem 4 is verified. 
Suppose we give ourselves the task of guessing }3 • Without  any knowl- 
edge about the previous position, one has the probabi l i ty 1/~ for }a -- 1 
and for }3 -- 2. Suppose we know the position }2, say }2 = 1. This can 
mean x2 = 1 or x2 = 2 with equal probabi l i ty.  I f  x2 = 1, then }3 will be 
1, and if x2 = 2 then }3 will be 2. Therefore, the knowledge of }3 does 
not improve the prediction about }3. This is the meaning of ~(2) = 0. 
But, if we know }1 and }2, our prediction about }3 becomes entirely 
definite. I f  (}1, }2) is say, (1, 1), then it means nothing but (x l ,  x~) -- 
(1, 2). Hence x3 is bound to be 3, and }3 is bound to be 2. This explains 
the strong correlation of range 3: ft (3) = 1. In this case, the macroscopic 
observation of two consecutive positions reveals the hidden microscopic 
states. The macroscopic observation of more than two previous posi- 
tions does not convey any further information. Hence ft (4) -- f~(5) = 
. . . . .  0. This situation guarantees (3.31) for k ~ 2, consequently 
®(k) = 0 and ~(~) = 0 for k > 2. 
The above example is a case of complete recovery of information• 
We shall now show that  this situation depends critically on how the 
mierostates are grouped. Suppose the microstates, 1, 2, 3, 4 are not 
grouped as (1, 2) and (3, 4) but as (1, 3) and (2, 4), retaining the same 
transit ion matr ix  (5.1). }j = 1 means x~ = 1 or 3, }~ = 2 means xl = 
2 or 4. R is 1, as before. The macroscolJic hain becomes 
• • • 121212121212. • • (5.28) 
instead of (5.5). Then, we have simply 
~(1) = ~(2> = ~(3) = ~(4> . . . . .  1 (5.29) 
~(2) = 1, ~t(3) = ~(4) = it(5) . . . . .  0 (5.30) 
Consequently, 
®~i0) = 1, 1~ _>- 1, (5.31) 
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~(k) = 1/]~, /~ >_- 1, (5.22) 
~(k) = ~,  /~ ->_ 1. (5.33) 
~(k) < ~, k > 2, (5.34) 
but  ~(k) = @(~) k > 2. (5.35) 
This means that  there is a recovery of information loss by the use of 
correlation, but  percentagewise, there is no gain, since the decrease in 
loss is compensated by the decrease in the information. In this case, we 
have ~:(k) -_ ~ = y(~)/S(~). 
We can also contrive a case where v (k) > F,(~)/S (~), meaning, accord- 
ing to Theorem 4, that  ~(k) < 5~(~), i.e., the percentage loss becomes 
worse taking more than one digit. Suppose, for instance, that  the transi-  
tion matr ix  is given by 
x 2 ~1 2 3 
Xl 
II 
1 
2 
[p(x  Ix1] = 
3 
O~ O~ 1~ ~ 
4 
(5.26) 
and consider the l imiting case a --~ 0. Then we have 
S (r~ = r - I -  1, r >= 1, (5.37) 
W (2) = 1, W (r) = 0 r >___ 3. (5.38) 
I f  we now group x = 1 and 2 together and x = 3 and 4 together, then 
~(r) = 1, r ~ 1; ~ = 1, (5.39) 
~(2) = 1, ~(~) = 0, r >= 2. (5.40) 
LOSS AND RECOVERY OF INFORMATION 269 
']'he information loss remains constant, 
~(~)= 1 (5.41) 
while the percentage loss increases with r from 1/~ to 1, 
~(r) _ r 
r-}- 1' r_-> 1 (5.42) 
In conformity with Theorem 4, we have here 
~:(r) = 1 > F,(~)/S (~) = ~.  (5.43) 
The reader can easily verify in the following example that the macro- 
scopic range m' can become smaller than the corresponding microscopic 
range m. If  we group x = 1 and 2 together as ~ -- 1, and x --- 3 and 4 
together as ~ = 2 in the Markov chain defined by 
x2=l  
x 1 
1 0 
[p(x2 Ix,)] -- 
2 3 4 
0 
51 o 
, (5.44) 
e has to satisfy 
with 
e (xl ,  x2) << p(1)(xj)pa)(x2).  
e (x l ,  x2) = ~ e (x l ,  x2) = 0. (6.3) 
~i X2 
(6.2) 
then ~(') -- 0 for r => 2, that is, m' = 1, while W e) = 0.5 and W (') -- 
0 fo r r  > 2, that is, m- -  2. 
VI. ILLUSTRATION: WEAK CORRELATION 
In this section, we shall consider the case where the underlying micro- 
scopic chain is Markovian with weak interaction, i.e., 
p(2)(xl,  x~) = p(1)(xl)p(1)(x2) q- e (Xl, z2), (6.1) 
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To make the calculation simple we assume that p(~)(xl) is independent 
of & : 
p(~) (x l )  = p(~) - 1 
n' (6.~) 
where  n is the number  of possible microstates. We divide these n into 
groups (macrostates) each of which  includes the same number  of 
microstates. Thus,  
• -(~)(a) = ~2 p{ ' (a )  = ~(~) = 1_. (6.5) 
x I P 
This entails 
= log n_. (6.6) 
P 
We are interested in the case where the information can be amply re- 
covered. For this to be the case, it is desirable that the fYs be small, 
because they tend to reduce the macroscopic hfformation. In a case like 
this, the correlations ~2 (k) with higher k cannot be expected to be of im- 
portance. For this reason, we try the case where the lowest correlation 
index, a (2), is zero. The macroscopic probability distribution is, in gen- 
eral, given by 
7r(2)(81, }2) = ~r(1)(}l)~r(1)(82) "t- ~(~)(81 , ~2), (6.7) 
where 
~(a, a)  = E 2 e (x l ,  x2). (6.8) 
X I rC 2 
The condition: 
~2 {2) = 0 
is equivalent to the condition: 
,{~)(a,  a )  = o, 
or  
(6.9) 
(6.1o) 
(!)2 
~(")(a, a)  = {1)(~1) (~)(~.) = (6.11) 
Equations (6.2}, {6.4), {6.5), and {6.10) are the basic assumptions 
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of our discussion hi this section. The higher probability distributions 
can be obtained by the definition: 
~(~)(~,  ~,  . . . ,  ~,) = ~ ~ . . .  ~ p(")(x~, x~, . . . ,  x,), (6.12) 
~i X2 Xr 
where 
p(~)(xl, x2, . . . ,  x~) = n(~'-~)p(2)(xl, 2)p(2)(x2, x3).. .p(2)(x~_l, x~) (6.13) 
due to the fact that the microscopic hain is Markovian and to the con- 
dition (6.3). Expressions for ~r (r) for small r's are: 
71"(3)(~1, ~2, f3) ~--- "~ 7](3)(~1, ~2, ~3), (6.14) 
• (~)(~, ~, 5, ~) = + [~ (~, ~, 5) (6.15) 
+ ~(~,  5,5)]  + ~)(~, ~, 5,5),  
~_ (~)(}~,}~,}~)+n(~)(}~,} , ,}~)]+(1) [ ( , ) (}~,~,}~,}~)(6 .16)  
+ v(~)(~2, ~, 5, ~,)] + ~(')(5, ~, 5, 5, ~), 
v(~)(}l, }~, - . . ,  }~.) -- n r-2 ~ ~ . . .  ~ (6.17) 
x 1 x2 Xr 
• ~ (x~,  z2) ~ (x~,  x~) 
• . .  ~ (x~_~, x~) 
with 
which satisfies, due to (6.3), 
~(a ,  ~,  . . . ,  ~r) = E ~(~1,  ~2, . . .  
We note that (r) is of the order of r-1 . 
Now, by putting 
~r (r) -~ ~ro (r) -~- F~ ~r (r) 
,~r) = O. (6.18) 
(6.19) 
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and assuming ~r (~) to be small, one obtains an expansion 
12(r)(~r) - ft(~)0ro) = A ('~) -t- B (~), (6.20) 
with 
A (~) = ~ 6v (~) log to(r) -- 2 ~ ~r (~-1) log T*o (r- l )  
-t- ~ ~Tr (~-2) log ~ro (~-~), 
(6.22) 
If 
~g)(a ,  $~, "'-, ~r) = ~(1)(~1)~(~)(~) . . .  ~(r)(f~) = , (6 .23)  
then obviously ~t(~)(~r0) = 0. And, furthermore, in virtue of (6.18) and 
(6.23), one has 
A (~) = 0. (6.23) 
A simple calculation yields (writing only the leading term) 
B (2) = 0 
B,,) = ~ ~F~F~F~F~[~(~)(~I, ~,  ~,  ~)1~, (6.24) 
B ~ = ~ ~EEEEE[~(~' (~,  ~,  ~,  a ,  a )L  
~1 ~2 ~a ~4 ~5 
Equations (6.24) show that, by an increase of r by one unit, 12 (*) de- 
creases by a factor of the order of s 2, since n (~) is of the order of e '-~. 
This means that the "memory" decays exponentially with time. More 
precisely, if p(~)(x) in (6.2) is of the order of 1/n, then we have, accord- 
ing to (6.2), 
i" = n~e << 1. (6.25) 
If n mierostates are divided into v macrostates of more or less equal size 
then each summation in (6.17) will include (n/~,) terms. Hence v (~) = 
O((~'l/~,r). Since each summation in (6.24) includes v terms, we shal 
have B (') = 0(~2(~-1)). This confirms ~(~+l)flt(') = 0(i'2). 
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Since we have ~(~) = O, the total macroscopic orrelation is of the 
order of tl (3). 
i2 (~) = 0( i  "4) (6.26) 
r~2 
On the other hand, in the microscopic hain, we have 
2 
W(2) _ n 2 2 E = o(r  (6.27) 
W (~) = W (4) = W (5) . . . . .  0 (6.28) 
Thus, 
W (~) = O( f ) .  (6.29) 
r~2 
This gives, in virtue of (3.42) and (3.46), 
= ~ - 0(~ ~) (6.30) 
and 
r = 0( f ) .  (6.31) 
Equation (6.29) shows that the loss per position in a long series can 
be less than the coarseness by a difference of the order of ~. Equation 
(6.31) shows, in virtue of the Corollary referring to (3.53). 
,f)(~) < ~(1), (6.32) 
since we have here 
log p 
S (1) log n ' 
and r of (6.31) can be made smaller than this. Inequality (6.32) means 
that the ratio of loss to information in a long sequence can be made 
smaller than the same ratio for a single position. 
VII. NUMERICAL  CALCULATION AND EXPERIMENT 
Let us first establish a connection between the case of a Markov chain 
defined by (5.1) and that defined by (6.1). Applying the expression (6.1) 
to the case where n = 4 and v = 2, we obtain 
p(2)(Xl, X~) = H6 -}- P(Z1, X2). (7.1) 
Hence, the transition probabilities p(x2]xO become 
p(x: Ix1) = p(~)(xl, x2)/p(1)(xO = 1/~ + 4 e(xlx2). (7.2) 
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Thus, we see that  the transit ion matr ix (5.1) is obtained by putt ing the 
matr ix e(x l ,  x2) as 
[e(x~, x~]) = 
x2~l  
$1 
- ~ + ~  
This means 
2 3 4 
a-  1/~6 -~a+3~ 6 ~a-} i6  
(7.3) 
e(x l ,  x2 = xl + 1, mod. 4) = 3/~(1/~ _ a) (7.4) 
~(xl ,  x2 ~ x~ -~ 1, mod. 4) -- _1 /~(~ _ a) (7.5) 
where a is used in the same meaning as in (5.1). The parameter  a has 
to be taken between 0 and 1/~ in order to make the matr ix  elements of 
(5.1) nonnegative. When a = 0, i.e., when 
~(X l ,  X2 = Zl 21- 1) = 3~6 , E (X l ,  X2 ~ Xj ~- 1) = - -1~6 , (7 .6 )  
we have the strong interaction discussed in Section V. When a = 1/~, 
i.e., when 
e(x l ,  x2) = 0, (7.7) 
LOSS AND RECOVERY OF INFORMATION ~75 
we get the case of complete independence. Thus, going from a = 0 to 
= }~, we gradually pass from the strong correlation to the weak cor- 
relation. The case we discussed in Section VI is in the neighborhood of
= ~.  The a beyond 1/~ (up to 1//33) represents another type of correla- 
tion. 
It is then interesting to investigate the cases between the two extrem- 
ities, a = 0 and a = ]~, and also to check if the law of exponential decay 
of "memory" mentioned in Section V holds when a approaches 1/~. An 
exact numerical calculation of S (r), E(r), ~(r), g)(r), W(r) and ~2 or) for, r = 
1, 2, 3, 4, 5, 6 in this region of a has been carried out by Carol E. Shan- 
esy with the use of the "double precision" method on IBM 704. It should 
be kept in mind that the coarseness i unity: ~ = 1, and also that we 
have ~(~) = 0 since (6.10) holds here no matter what value a may take. 
Figure 1 shows ~(~), r = 3, 4, 5, 6 for various values of a between 0 
and 1/~. At a = 0, we get f~(a) _- 1 and ~(~) = 0 for r _-> 4. If the law of 
exponential decay is true, then f~(") should decrease xponentially with r 
when a approaches 1/~. Indeed, we see that already at a = 0.075 the 
curve becomes almost exponential, i.e., a straight line in the logarithmic 
scale used in Fig. 1. At a -- 0.1875, the curve became a perfect straight 
line within the accuracy that can be expected in a plot like Fig. 1. In 
the region 0 < a < 0,125 the curves show marked zig~zags. 
Figure 2 shows the information loss ~(r). ~(~)(= if) is unity here. 
Verifying Theorem 2, all ~(r) are positive. Verifying Theorem 3, ~(~) with 
r > 1 are less than ~(~) = ~. i 
~(r) Figure 3 show the fractional information loss . We have here 
gS) = ~/S(~) = 1/~ since we have S a~ = 2, corresPonding to the fact 
that states 1, 2, 3, 4 appear with equal probability. All the ©(~) for r > 1 
lie below ~(1), meaning that the percentage loss of information is les- 
sened by taking longer sequences. At ~ = }~, i.e., in the absence of cor- 
relation all the ©(r) become ~/~, as they should. 
Michael Greene carried out an experiment on an IBM 704, by actually 
producing a stochastic hain of 208,800 numbers obeying the transition 
probabilities (5.1) with a -- 0.1875, and calculated a(~) for r = 3, 4, and 
5. The results are marked with small crosses on Fig. 1. f~(a) and a (a~ agree 
very well with the exact numerical calculation based on the transition 
matrix (which corresponds to an infinite number of digits), a(~) was a 
little off the numerical calculation. This is presumably due to the fact 
that the function p log p becomes extremely sensitive to a small fluctua- 
l 
c] 
|-0"" 
0 
10-1 
10-2 ~ 
10 -$ ~ 
i \ 
10- 4 
iff'5 
10--6 - 
10-7 
. = 0.0125 
e = 0.075 
3 4 -5 
r 
FIG. 1. By grouping of states, a 1Yiarkov chain (~3 W (r~ = 0) becomes non. 
Markovian (~ ~(r) # 0). The graph shows ~(r) for3 < r _-< 6 when the microseopi( 
transtition matrix is given by (5.1) and the mierostates, 1 and 2, and the micro 
states, 3and 4, are grouped to form two macrostates. When ~ is close to 1/~ (weal 
correlation), the t2(~) decreases exponentially with r. 
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l 0.3 
"c 
0.2 
05 
o.r ~ ~ ,~(s) 
o I 1 I 1 1 
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FIG. 2. The loss of information per digit (~(r) defined in (3.12)) becomes maller 
by taking segments of length r larger than one. When the correlation is strong 
(a close to zero), practically no information is lost for r >_- 2, in spite of the coarse- 
ness of the macroscopic states. The microscopic and macroscopic chains are the 
same as in Fig. 1. 
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FIG. 3. The fractional loss of information (~(~) defined in (3.32)) also becomes 
smaller by taking segments of length r larger than one. It becomes zero (r > 2) 
for ~ -o 0. The stochastic chains are the same as in Fig. 1. 
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t ion of p, when p itself becomes small,  which is the case for larger r. 
(Michael  Greene's calculat ion d id  not  use the double precision.) 3 
The authors wish to thank  Carol  E. Shanesy and Michael  Greene 
most warmly  for their  tedious calculations. 
RECEIVED: December  2, 1959. 
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