The isometric immersion problem for surfaces embedded into R 3 is studied via the fluid dynamic framework introduced in Chen et al. (2010) [6] as a system of balance laws of mixed-type. The techniques developed in the theory of weak solutions of bounded variation in continuum physics are employed to deal with the isometric immersions in the setting of differential geometry. The so-called BV framework is formed that establishes convergence of approximate solutions of bounded variation to the GaussCodazzi system and yields the C 1,1 isometric realization of twodimensional surfaces into R 3 . Local and global existence results are established for weak solutions of small bounded variation to the Gauss-Codazzi system for negatively curved surfaces that admit equilibrium configurations. As an application, the case of catenoidal shell of revolution is provided.
Introduction
In this article, we study the isometric immersion problem for surfaces embedded into R 3 . The isometric immersion problem for two-dimensional Riemannian manifolds in R 3 is a fundamental problem in differential geometry. It can be formulated as an initial or initial-boundary value problem for a system of nonlinear partial differential equations of mixed elliptic-hyperbolic type, the so-called Gauss-Codazzi system. Such problems are quite challenging since no general theory has been developed so far especially for systems that change type. We are interested in the embedding of surfaces in R 3 with discontinuous data and we apply techniques developed for systems of balance laws in continuum physics in the setting of differential geometry. An exposition of the subject of isometric immersions into R 3 can be found in Yau [29] . See also [25, 26] . For the embedding of surfaces into higher-dimensions than three, we refer the reader to Nash [24] .
We first describe the formulation of the isometric immersion problem in R 3 via the solvability of the Gauss-Codazzi system and then, proceed with the introduction of the existence results of this article.
Let Ω ⊂ R
2 be an open set. Consider a map r : Ω → R 3 having the tangent plane of the surface r(Ω) ⊂ R 3 at r(x, y) spanned by the vectors {∂ x r, ∂ y r}. Then, the unit normal vector n to the surface r(Ω) is given by n = ∂ x r × ∂ y r |∂ x r × ∂ y r| with a linearly independent set {∂ x r, ∂ y r} in R 3 . Hence, the isometric immersion problem is fully nonlinear in the three unknowns being the three components of the map r.
We recall that a two-dimensional manifold M parametrized by Ω with associated metric (g ij ) admits two fundamental forms: the first fundamental form I for M on Ω is I . = g 11 with n being the unit normal vector to M. The coefficients (h ij ) represent the orthogonality of n to the tangent plane and are associated with the second derivatives of r and since n · dr = 0, it follows II = n · ∂ 2 x r (dx) 2 + (n · ∂ x ∂ y r) dx dy + n · ∂ 2 y r (dy) 2 .
By equating the cross-partial derivatives of r, the isometric immersion problem as stated above reduces to the Gauss-Codazzi system (2) 22 L − 2Γ (2) 12 M + Γ (2) 11 N, ∂ x N − ∂ y M = −Γ (1) 22 L + 2Γ (1) 12 M − Γ (1) |g| , (1.10) where R ijkl is the curvature tensor 11) and
(1.12)
and the summation convention is used. Also, (g kl ) is the inverse of (g ij ).
The fundamental theorem of surface theory states that given forms I and II with (g ij ) being positive definite and smooth coefficients (g ij ) and (h ij ) that satisfy the Gauss-Codazzi system (1.7)-(1.9), then there exists a surface embedded into R 3 with first and second fundamental forms I and II.
Moreover, this result has been extended when (h ij ) ∈ L ∞ (Ω) for given (g ij ) ∈ C 1,1 (Ω) and then, the surface embedded is C 1,1 (Ω). Thus, the isometric immersion problem reduces to solving the GaussCodazzi system (1.7)-(1.9) for (h ij ) ∈ L ∞ (Ω) with a given positive definite metric (g ij ) ∈ C 1,1 (Ω) and then, immediately, we recover the immersion surface r(Ω), which is C 1,1 . We refer the reader to books [13, 18] for an exposition of the surface theory and to Mardare [22, 23] for the extension of the
The Gauss-Codazzi system (1.7) changes type according to the sign of the Gauss curvature κ.
The embedding of surfaces with positive Gauss curvature can be formulated as an elliptic boundary value problem. The isometric realization of such surfaces has been studied extensively and important results have been established, see Yau [29] and the references therein. On the other hand, for surfaces with negative Gauss curvature, the system is hyperbolic and the corresponding problem can be formulated as an initial or initial-boundary value problem. Most global results for such immersions require smooth and small initial data. More precisely, Hong in [20] first solved this problem for negatively embedded surfaces into R 3 if the curvature decays at a certain rate with prescribed smooth and small initial data and obtained a unique global smooth solution. Recently, G.-Q. Chen, Slemrod and Wang in [6] established this problem for large non-smooth initial data in L ∞ using a fluid dynamic formulation of the problem in conjunction with the compensated compactness method as applied to systems of balance laws. The immersion problem is quite challenging in the case that the Gauss curvature changes sign, since it can be formulated as an initial-boundary system of mixed elliptic-hyperbolic type and for such systems little is known so far. The aim of this article is to construct global discontinuous solutions of bounded variation (BV) to the Gauss-Codazzi system that yield isometric immersions in R 3 . Using the fluid dynamic formulation of Chen et al in [6] , we apply techniques that developed in the theory of BV weak solutions in continuum physics, to the immersion problem in the setting of differential geometry. We introduce the BV framework that ensures the convergence of approximate solutions of bounded variation to the Gauss-Codazzi system. Moreover, for special metrics, we establish local and global existence theorems for negatively curved surfaces embedded in R 3 admitting equilibrium configurations. It should be emphasized that for hyperbolic systems of balance laws (corresponding to regions with negative Gauss curvature), discontinuous solutions can be at most B V . Thus, we follow the formulation of [6] in fluid variables, but our approach is different since we seek uniform B V bounds and not L ∞ . An application of our results is on the catenoidal shell of revolution as shown in Fig. 1 . We use the coordinate x as the time-like direction and prove that given appropriate data to system (1.7) at x = −x 0 , which are close to the circle of the catenoid, then there exists a C 1,1 surface embedded into R 3 with non-circular cross-sections for which its metric (g ij ) is the metric of the catenoid, (h ij ) ∈ B V and its equilibrium configuration is the catenoid. This application as a motivation for our general global existence results is given in the last subsection of the article. In this article, we follow the approach of Chen et al [6] and write the immersion problem in a fluid dynamic setting for the general mixed-type case. The duality between differential geometry and fluid dynamics is described in Section 2. Then, in Section 3, we introduce a BV framework that yields global solutions of bounded variation even if the underlying system of partial differential equations is of mixed-type that yields immersions in R 3 . In Sections 4-5, we restrict to surfaces with strictly negative Gauss curvature and study the source terms in the Gauss-Codazzi system as written in fluid variables. An exposition of the current state of the theory of balance laws can be found in the book of Dafermos [11] and a brief overview is given in Section 4 with emphasis on the construction methods in the presence of the source terms. Then, in Section 5, we show that, for special metrics, a dissipative mechanism is induced by the source and global B V solutions are established for data of sufficiently small total variation. Existence and stability results are obtained via the random choice method of Glimm [17] as modified in the presence of source terms in [12, 11] The application to surfaces with equilibrium configurations of a catenoid is given in Subsection 5.2.
The isometric immersion problem in fluid variables
Here, we formulate the immersion problem into a fluid dynamic framework with the goal to use tools and techniques from fluid dynamics to solve this problem in differential geometry. This formulation has been introduced recently in Chen et al [6] and an approach has been developed successfully based on this formulation using a compensated compactness framework to obtain large discontinuous solutions in L ∞ to Gauss-Codazzi system (1.7) with large L ∞ data and, thus, C 1,1 immersions. For the convenience of the reader, we quote the main ideas of this formulation from [6] . In the following sections, our approach is based on this formulation, but we use the so-called BV framework to deal with the isometric immersion problem. Following [6] , we set
Then from the Gauss-Codazzi system (1.7) under the Monge-Amperè constraint (1.8), we arrive at the momentum equations
11 (2.1) and the relation ρ pq
Since the Gauss curvature κ can change sign, the "pressure" p cannot be restricted to be positive.
In [6] , the choice of Chaplygin-type gas was taken, i.e. p = −1/ρ. Hence, the above equality reduces to the "Bernoulli" relation
and the "fluid" variables can be expressed in terms of (L, M, N) via the formulas:
It should be emphasized that one could choose a different type of "pressure" in the above computations. In this paper, we choose to follow the same formulation as in [6] . Using the geometry on the momentum equations (2.1), one can rewrite Eqs. (2.1) in the form of the "rotationality-continuity equations":
where the terms R 1 and R 2 are given by
11 ,
Moreover, the "sound speed" c 2 = p (ρ) in the case of a Chaplygin-type gas becomes c 2 = q 2 + κ using (2.3). It is easy to check that system (2.1) changes type according to the sign of the Gauss curvature κ. More precisely, the correspondence is the following:
• system (2.1) is hyperbolic if the "flow" is supersonic q > c, i.e. if κ < 0;
• system (2.1) is elliptic if the "flow" is subsonic q < c, i.e. if κ > 0;
• system (2.1) is degenerate if the "flow" is sonic q = c, i.e. if κ = 0.
In general, system (2.1) is of mixed elliptic-hyperbolic type and thus, we refer the reader to transonic flow phenomena as presented in [9] . In Section 3, we describe the so-called BV framework in Theorem 3.2 that yields isometric immersions using the aforementioned fluid dynamic formulation that holds for general mixed-type systems (2.1). In Section 5, we restrict to surfaces with negative Gauss curvature and hence, system (2.1) is hyperbolic. Using an approximating scheme, the so-called random choice method adapted in the presence of source terms for systems of balance laws, we establish weak solutions of bounded variation to (2.1) and therefore, a C 1,1 isometric immersion with (h ij ) being of bounded variation. Under appropriate assumptions on the source terms, we state the local and global results in Section 5, and then, we apply our results to the catenoid in Subsection 5.2.
Remark 2.1. Formally, the three systems (1.7)-(1.8), (2.1)-(2.3) and (2.4), (2.3) are equivalent. However, one should be careful when studying weak solutions because this equivalence may break down. Since we want to solve the isometric immersion problem for weak solutions in the fluid variables, we work with the momentum equations (2.1)-(2.3), which are exactly the Gauss-Codazzi system (1.7)-(1.8), but in fluid variables. As it has already been mentioned, we will obtain weak solutions to (2.1)-(2.3) that would be functions of bounded variation. It should be mentioned that the authors in [6] 
However, in [6] the rotationality-continuity equations (2.4) play a significant role in applying the compensated compactness method to obtain solutions in L ∞ ; Eqs. (2.4) are actually used as the entropy inequalities in fluid dynamics. In the following sections, we do not use the rotationality-continuity equations (2.4), however under the same hypotheses assumed in Section 5 for establishing B V solutions to (2.1)-(2.3), we can also obtain existence to the rotationality-continuity equations (2.4).
A BV theory framework for isometric immersions
In this section, we set a framework, which we call BV framework, that employs the theory of functions of bounded variation (B V ) to serve as a new machinery to tackle the isometric immersion problem. In the following sections, we use this BV framework and the formulation in fluid dynamics of the previous section to deal with the isometric immersion problem for surfaces with strictly negative Gauss curvature.
For the convenience of the reader, we first recall the definition of functions of bounded variation (B V ), then state the BV framework and last, make some remarks about functions of bounded variation in one or two variables.
Definition 3.1 (BV).
Ω) and the μ α are finite, U is a function of bounded variation with total variation
where |μ α | denotes the total variation of the measure μ α . The set of functions of bounded variation and locally bounded variation over Ω is denoted by B V (Ω) and B V loc (Ω), respectively.
A comprehensive exposition of the theory of BV functions can be found in Federer [15] , the monographs of Giusti [16] and Ambrosio, Fusco and Pallara [3] and the books of Evans and Gariepy [14] and Ziemer [30] . It is noted that for this article, k = 2. By the formulation in gas dynamics given in Section 2, it is clear that studying discontinuous solutions for the isometric immersion problem in regions of negative Gauss curvature is equivalent to studying discontinuous solutions to hyperbolic systems of balance laws, which, as it is known, can be, in general, at most B V . Therefore, we are interested in B V solutions to the Gauss-Codazzi system (1.7)-(1.8). Now, we describe the BV framework:
(1) 
where {e 1 , e 2 } denotes the standard orthonormal basis of R 2 .
satisfying the assumptions of the theorem. From the aforementioned property of B V functions and assumption (1) of the theorem, it follows immediately that the sequence {U ε } contains a subsequence {U ε k } which converges in
for every open bounded set Z withZ ⊂ Ω. It should be noted that this assertion reduces to Helly's theorem in one-space dimension, see for instance Dafermos [10, Chapter 1]. Hence, the limit function
where C is a positive constant independent of ε. Moreover, by assumption (2) of the theorem, the limit U = (L, M, N) We remark that assumption (1) is stated for functions of bounded in two variables. If the sequence U ε is B V in one variable, i.e. U ε (x, ·) ∈ B V loc (R) for every x ∈ J , with J being an open subinterval of R, then it suffices to assume a uniform bound on U ε (x, ·) L ∞ (Ω) for all x ∈ J instead of the L 1 bound to conclude the convergence. Moreover, if in addition to uniform bounds on L ∞ and total variation of U ε (x, ·) for all x ∈ J , the following bound
U is B V in both variables, with Ω = J × R. This remark is important for the last section, since a sequence is constructed that is B V in the y-variable and the tools employed treat the x-variable as the time-like direction.
Systems of balance laws and BV theory
Now, we give an overview of the existing results to general hyperbolic balance laws with an emphasis to the B V theory for the convenience of the reader.
There are three construction methods that have been developed for establishing B V weak solutions to strictly hyperbolic systems of balance laws in one-space dimension: 
of sufficiently small total variation using the random choice method of Glimm [17] , the front-tracking algorithm of Bressan et al [5] and Holden and Risebro [19] and the vanishing viscosity method of Bianchini and Bressan [4] .
These three methods have been successfully modified and applied to strictly hyperbolic systems of balance laws, i.e. ϕ = 0, for data U 0 close to a constant equilibrium solution U * under appropriate conditions on f and ϕ. More precisely, for arbitrary ϕ, one expects local existence of solutions in time even if the total variation of the initial data is sufficiently small. Indeed, Dafermos and Hsiao in [12] established a local existence result to (4.1). Moreover, in [12] , a dissipativeness hypothesis was first introduced that induces a special mechanism, which controls the total variation of the solution for all times. Under this dissipativeness hypothesis on ϕ, system (4.1) has been studied independently using the three aforementioned construction methods by modifying them appropriately in the presence of the source ϕ. More precisely, under the dissipativeness hypothesis on ϕ, global existence to (4.1)
has been established by Dafermos and Hsiao [12] using the random choice method, by Amadori and Guerra [1, 2] using the front-tracking algorithm and by Christoforou [7, 8] using the vanishing viscosity method. In [12] , system (4.1) has been treated in the general case that f and ϕ depend explicitly on (x, t) imposing uniform bounds on f and ϕ and its derivatives with respect to (x, t). However, in [1, 2, 7, 8] , the case that both f and ϕ depend only on the state U has been considered. Also, in [7, 8] More precisely, the following bounds hold:
for some constants μ > 0 and C > 0. It should be noted that if f and ϕ depend explicitly on (x, t), then additional terms appear on the right-hand side of the above bounds. Also, the above bounds imply that U is a function of bounded variation in both variables (x, t).
Dafermos revisited this problem in [11] and relaxed the dissipativeness hypothesis introduced in [12] by assuming a priori that the Cauchy data is stable in L
for some constant β > 0. Using again the random choice method, he established in [11] global existence to (4.1) under this weak dissipativeness hypothesis. The hypotheses considered for system (4.1) that yield the local and global results mentioned above are stated in detail in the next section in the setting of the isometric immersion problem. B V weak solutions to (4.1) have also been studied under different ways. For example, the significance of the resonance in the presence of the source has been studied extensively, see for instance T.P. Liu [21] .
It should also been added that for special systems, for example, systems that arise in physics, there are global results even for Cauchy data having large total variation. Indeed, because of the special geometry in the equations of flux in conjunction with the source, there is no amplification of waves and the total variation and oscillation remain bounded for all times.
Last, weak solutions in L p to systems of balance laws can be constructed in various ways via the compensated compactness method. See Serre [27] and the references therein. The compensated compactness method was implemented by Chen et al in [6] to solve the isometric immersion problem for data in L ∞ .
BV Solutions to the isometric immersion problem for negatively curved surfaces
The goal of this section is to construct a sequence of approximating solutions to the Gauss-Codazzi system that satisfies the BV framework described in Theorem 3.2 for surfaces with strictly negative Gauss curvature. To accomplish this, we use the fluid dynamics formulation described in Section 2 and construct a sequence of approximate solutions to the momentum equations (2.1)-(2.3) using the B V theory of hyperbolic balance laws as developed by Dafermos et al [10, Chapter XIII] and summarized in Section 4.
Consider surfaces with strictly negative Gauss curvature, i.e. Following [6] , under this scaling, we redefine the "fluid variables 
where
For completeness, let us also write the rotationality-continuity equations:
It is obvious that because of the choice of the Gauss curvature in (5.1), q > c, i.e. the "flow" is supersonic, equivalently, systems (5.6) and (5.11) are hyperbolic everywhere in Ω. Using the above formulation, we view the momentum equations (5.6) and hence, the Gauss-Codazzi system (1.7)-(1.8), as a hyperbolic system of balance laws of the form:
(5.14)
Using polar coordinates (q, ϑ), we write u = q cos ϑ and v = q sin ϑ , and get 
11 .
We then compute the matrices
Using that the Jacobian of the flux is
The eigenvalues of D U f are
with corresponding right eigenvectors 19) and both characteristic fields are linearly degenerate. To simplify our analysis, we assume that the equilibrium U * corresponds to the coordinates q = q * , ϑ = 0. Hence, ϕ(U * , x, y) = 0 is equivalent to the following conditions
22 . Proof. The proof follows by applying the local existence result of Dafermos and Hsiao in [12] to system (5.12)-(5.14), (5.20) and using the fluid dynamics formulation described in Section 2. It should
Next, we study the global existence of B V weak solutions to (5.12)-(5.14), (5.20) . By linearizing system (5.12) about U * , we get
where Λ is a 2 × 2 diagonal matrix with diagonal entries λ i (U * ) and B(x, y) is the following 2 × 2 matrix B(x, y) 
hold true for every U in a small neighborhood of U * , x ∈ [0, ∞) and y ∈ R. 24) for every U in a small neighborhood of U * and x ∈ [0, ∞). B ii (x, y) > 0 for every x ∈ [0, ∞) and y ∈ R, the equilibrium U * is a priori L 1 -stable, i.e. there is a constant β > 0 such that
for every x ∈ [0, ∞) and, also, there is a function ψ ∈ L 1 (R) such that 26) for every U in a small neighborhood of U * and x ∈ [0, ∞). Proof. The theorem is an application of [12, 11] under Hypotheses 1-3, respectively. In particular, under Hypothesis 1, the source term decays to 0 as x → ∞ and global existence has been established by Dafermos and Hsiao in [12] by taking into account of the explicit dependence of the source on (x, y). Under Hypothesis 2, there is a dissipativeness mechanism induced by the source that allows to control the total variation T V y U (x, ·) for all x > 0. This problem has been treated by Dafermos and Hsiao in [12] by constructing a sequence of approximate solutions to (5.12) using the so-called random choice method in conjunction with the operator splitting method. Under Hypothesis 3, Dafermos in [11] constructed a sequence of approximate solutions using the same method to a new system obtained from (5.12) by changing the variables in such a way that the total variation is not affected.
It follows from [12, 11] that the sequence of approximate solutions {U ε } has uniformly bounded total variation independent of ε > 0 and
By Helly's theorem, one can extract a convergence subsequence in L 1 loc and it is shown that the limit U is an admissible weak solution to (5.12)-(5.14) and (5.20) and satisfies (5.28)-(5.30) under Hypotheses 1-3, respectively, and
Hence, U ∈ B V (Ω). Moreover, using the formulation in the beginning of the section, the GaussCodazzi problem (1.7)-(1.8) for surfaces with negative Gauss curvature admits a B V weak solution
Some remarks are here in order. First, we note that for systems endowed with a rich family of entropies, the condition that the equilibrium is L 1 stable in Hypothesis 3 is satisfied. This is usually the case for physically relevant systems. Second, we emphasize that the random choice method is employed as used in [12, 11] to systems (5.12), only because this method is treated in the case that the source depends explicitly on (x, y). The front tracking algorithm or the vanishing viscosity method can also be employed as long as these methods are extended to source terms with inhomegeneous dependence. Third, we clarify that, in Theorems 5.1-5.2, the x-coordinate is treated as the time-like direction, but one could modify the hypotheses easily and use the y-coordinate as the time-like direction. However, the following results require the x-coordinate to be handled as the time-like direction, because of the choice of the curvature; see the geometry of the catenoid in Fig. 1 .
Special metric
From here and on, we restrict to surfaces with negative Gauss curvature of the form
that admit a special metric of the following type 
and the source does not depend explicitly on y, i.e. system (5.12) reduces to
(5.33) Condition (5.21) here is the ordinary differential equation A. There is a constant μ > 0 such that
for all x ∈ (x 0 , x 1 ) with x 0 < x 1 ∞. 
Using (5.31) and (5.34), the Jacobian matrix of the source evaluated at the equilibrium is
Applying the results of [12, 11] , we deduce that a sequence {U ε } of random choice approximate solutions can be constructed stating out at the point x = x 0 under appropriate hypotheses. under Properties A or B, respectively. Here,μ,β and C are the positive constants given in Theorem 5.2. In addition,
for every x, x ∈ (x 0 , x 1 ). Therefore, the solution U is a function of bounded variation in both variables (x, y) ∈ Ω. We also remark that Ω = [x 0 , ∞) × R, i.e. x 1 = ∞ if Properties A or B hold true for every x > x 0 .
Under the fluid dynamic formulation, a C 1,1 (Ω) isometric embedding into R 3 exists with (h ij ) ∈ B V (Ω).
The catenoid
In this last subsection, we study the isometric immersion problem for equilibrium configurations of a catenoidal shell of revolution about the x-axis, cf. [28] .
Consider the metric associated with the catenoid E(x) = G(x) = cosh(cx) 2/(q * 2 −1) ,
where c = 0 and q * > 1 are constants. By applying the approach introduced in the previous subsection, we assign sufficiently small B V initial data at x = −x 0 < 0, we solve the isometric immersion problem as an initial-value problem for −x 0 < x < 0 and obtain a C 1,1 ([−x 0 , 0) × R) isometric immersion having as equilibrium solution the catenoid. Then, using symmetry and periodicity, we extend the immersion to C 
