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Re´sume´
La postulation des sous-sche´mas Arithme´tiquement Cohen-Macaulay (ACM) de
codimension 2 de l’espace projectif PN
k
est bien connue, et a donne´ lieu a` diffe´rentes ap-
proches : caracte`re nume´rique de Gruson/Peskine, h-vecteur, caracte`re de postulation
de Martin-Deschamps/Perrin... Le premier but de cet article est d’e´tablir l’e´quivalence
de ces notions.
Le deuxie`me but, et le plus important, est d’e´tudier la postulation des sous-sche´mas
ACM de codimension 3 de PN . Pour cela on utilise la description due a` Macaulay des
fonctions de Hilbert des alge`bres quotient d’un anneau de polynoˆmes. On donne, par
ite´ration sur le nombre de variables, une nouvelle interpre´tation de la croissance de
ces fonctions.
The postulation of Arithmetically Cohen-Macaulay (ACM) subschemes of the pro-
jective space PN
k
is well-known in the case of codimension 2. There are many different
ways of recording this numerical information : numerical character of Gruson/Peskine,
h-vector, postulation character of Martin-Deschamps/Perrin... The first aim of this
paper is to show the equivalence between these notions.
The second, and most important aim, is to study the postulation of codimension 3
ACM subschemes of PN . We use a result of Macaulay which describes all the Hilbert
functions of the quotients of a polynomial ring. By iterating the number of variables,
we obtain a new form of the growth of these functions.
0 Introduction
Soit k un corps et PNk l’espace projectif de dimension n sur K. Pour classifier les sous-
sche´mas de PNk on leur associe des invariants nume´riques. Parmi ces invariants un des plus
classiques est la postulation, qui donne pour chaque degre´ d le nombre d’hypersurfaces
inde´pendantes de degre´ d contenant le sous-sche´ma conside´re´.
Le calcul de la postulation est un proble`me dont la complexite´ croit avec l codimension
du sous-sche´ma.
En codimension 1, la postulation d’une hypersurface X est entie`rement de´termine´e par
son degre´ d : puisque le faisceau d’ide´aux IX qui la de´finit est isomorphe a` OP(−d), on a
pour tout n, h0IX(n) = h
0OP(n− d) =
(n−d+N
N
)
.
En codimension 2, et pour des sous-sche´mas localement Cohen-Macaulay, diverses notions
ont e´te´ introduites pour de´crire cette postulation, le type nume´rique d’Ellingsrud [1], le
caracte`re de postulation de [8], le caracte`re nume´rique de [3], le h-vecteur ([9]), ces deux
dernie`res notions n’e´tant de´finies que pour des sous-sche´mas Arithme´tiquement Cohen-
Macaulay (ACM). Dans le cas des sous-sche´mas ACM, ces notions sont bien e´videmment
e´quivalentes.
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En codimension au moins 3, aucun re´sultat n’est connu. Calculer la postulation de X
revient a` calculer la fonction de Hilbert de l’alge`bre gradue´e k[X0, . . . ,XN ]/IX , ou` IX est
l’ide´al homoge`ne sature´ de X. On dispose d’un re´sultat tre`s ge´ne´ral du a` Macaulay [6]
qui de´crit toutes les fonctions de Hilbert des alge`bres gradue´es quotient d’un anneau de
polynoˆmes, mais ce re´sultat, qui caracte´rise la “croissance” des fonctions conside´re´es, n’est
gue`re parlant. L’un des buts de cet article est de “de´crypter” ce re´sultat et d’en donner
une interpre´tation qui soit plus utilisable dans la pratique. En particulier on pourra ainsi
de´crire toutes les postulations des sous-sche´mas ACM de codimension 3.
Au premier paragraphe, on de´finit le caracte`re de postulation d’un sous-sche´ma ferme´ de
l’espace projectif PN et sa variation par biliaison e´le´mentaire Gorenstein.
Le deuxie`me paragraphe est consacre´ au re´sultat principal de cet article (2.20) qui donne
une nouvelle caracte´risation des fonctions de Macaulay.
Le troisie`me paragraphe applique ce re´sultat aux sous-sche´mas ACM de codimension 3.
En particulier on en de´duit au quatrie`me paragraphe le calcul des degre´s et genres des
courbes ACM de P4 de degre´ infe´rieur ou e´gal a` 10.
Notations
On de´signe par k un corps alge´briquement clos, par PNk ou plus simplement P
N l’espace
projectif de dimension N ≥ 2 et par S l’anneau de polynoˆmes k[X0, . . . ,XN ]. Si F est un
OP-module on note h
iF la dimension de l’espace vectoriel H iF .
Soient X un sous-sche´ma ferme´ de PN et IX son faisceau d’ide´aux, on de´signe par s0(X)
le plus petit degre´ d’une hypersurface contenant X, c’est-a`-dire s0(X) = inf{n ∈ Z |
h0IX(n) 6= 0 }.
Soit f : Z→ Z une application. On de´finit :
1. sa diffe´rence premie`re ∂f par ∂f(n) = f(n)− f(n− 1),
2. dans la cas ou` f est nulle pour n≪ 0, sa primitive f ♯ par f ♯(n) =
∑
k≤n f(k),
3. sa borne supe´rieure si elle existe par sup f = sup{n ∈ Z | f(n) 6= 0 },
4. sa de´cale´e f [d] par f [d](n) = f(n+ d).
On rappelle qu’une fonction f : Z→ Z , a` support fini, et telle que l’on ait
∑
n∈Z f(n) = 0
est appele´e un caracte`re [8], et que la diffe´rence premie`re d’une fonction a` support fini
est un caracte`re. On fait les conventions suivantes sur les coefficients binoˆmiaux :(
n
p
)
= 0 pour n ∈ Z, p > 0 et n < p ,
(
n− 1
−1
)
=
{
1 pour n = 0
0 sinon
Avec cette convention, la formule de Pascal
(
n
p
)
=
(
n−1
p
)
+
(
n−1
p−1
)
est valable pour tous
n > p ≥ 0.
On repre´sentera parfois une fonction a` support fini f de N dans N par la suite de ses
valeurs (f(0), f(1), · · · , f(sup f)), et la fonction
(n−a−1
−1
)
par 1[a].
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1 Caracte`re de postulation
De´finition 1.1. Soient X un sous-sche´ma de pure dimension M de PN et IX son faisceau
d’ide´aux. On de´finit son caracte`re de postulation γX par la formule :
γX(n) = ∂
M+2(h0IX(n)− h
0OP(n)).
Remarque 1.2. On notera que la fonction h0IX(n)−h
0OP(n) est l’oppose´e de la fonction
de Hilbert de X, dimension de l’image de la fle`che de restriction :
H0OP(n)→ H
0OX(n)
et qu’elle vaut −h0OX(n) si h
1IX(n) est nul, en particulier si X est arithme´tiquement
Cohen-Macaulay.
Remarque 1.3. Si X est de´ge´ne´re´, c’est-a`-dire contenu dans un sous-sche´ma line´aire
P
N ′de PN avec N ′ < N , on voit facilement que son caracte`re de postulation est le meˆme,
calcule´ dans PN ou dans PN
′
.
Exemple 1.4. Lorsque X est une hypersurface de degre´ d de PN on a :
γX(n) = ∂
N+1(h0OP(n− d)− h
0OP(n))
= ∂N+1
[(
n− d+N
N
)
−
(
n+N
N
)]
=
(
n− d− 1
−1
)
−
(
n− 1
−1
)
donc la fonction γX ne prend que deux valeurs non nulles, γX(0) = −1 et γX(d) = 1.
Proposition 1.5. Soit X un sous-sche´ma de pure dimension M de PN et γ = γX son
caracte`re de postulation. Il a les proprie´te´s suivantes :
i)
∑
n∈Z γ(n) = 0 et donc γ est un caracte`re,
ii) γ(n) = 0 pour n < 0,
iii) γ(n) = −
(n+N−M−2
N−M−2
)
pour 0 ≤ n < s0(X) = inf{n ∈ Z | h
0IX(n) 6= 0 },
iv) γ(s0) > −
(
s0+N−M−2
N−M−2
)
.
De´monstration. La fonction h0IX(n) − h
0OP(n) est nulle pour n < 0 et est e´gale a` un
polynoˆme de degre´ M pour n≫ 0. Sa diffe´rence (M + 1)-ie`me est donc a` support fini, et
γ est un caracte`re.
Pour 0 ≤ n < s0(X), on a :
γ(n) = −∂M+2h0OP(n) = −∂
M+2
(
n+N
N
)
= −
(
n+N −M − 2
N −M − 2
)
et
γ(s0) = (h
0IX(s0)− ∂
M+2h0OP(s0) = h
0IX(s0)−
(
s0 +N −M − 2
N −M − 2
)
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Proposition 1.6. Le caracte`re γX de´termine la postulation et le polynoˆme de Hilbert de
X.
De´monstration. La fonction h0IX(n) − h
0OP(n) est la primitive (M + 2)-ie`me de γX , et
on montre facilement qu’on a [8] :
h0IX(n)− h
0OP(n) =
∑
k∈Z
(
n− k +M + 1
M + 1
)
γX(k).
Soit PX le polynoˆme de Hilbert de X. Pour n≫ 0 on a :
h0IX(n)− h
0OP(n) = −h
0OX(n) = −PX(n)
et (
n− k +M + 1
M + 1
)
=
(n− k +M + 1)(n − k +M) · · · (n− k + 1)
(M + 1)!
.
On en de´duit l’e´galite´ des polynoˆmes :
PX(n) = −
∑
k∈Z
(n− k +M + 1)(n − k +M) · · · (n − k + 1)
(M + 1)!
γX(k).
Corollaire 1.7. Soit X un sous-sche´ma de PN de degre´ d. On a :
d =
∑
k∈Z
kγX(k).
Soit C une courbe localement Cohen Macaulay de degre´ d et genre g de PN . On a :
g − 1 =
∑
k∈Z
(k − 1)(k − 2)
2
γC(k).
Soit S une surface lisse de degre´ d et genre arithme´tique pa de P
N et δ le degre´ de son
diviseur canonique. On a :
δ =
∑
k∈Z
(k2 − 4k)γS(k) 1 + pa =
∑
k∈Z
(k − 3)(k − 2)(k − 1)
6
γS(k).
De´monstration. En identifiant les coefficients de nM dans les deux membres de l’e´galite´ :
PX(n) = −
∑
k∈Z
(n− k +M + 1)(n − k +M) · · · (n− k + 1)
(M + 1)!
γX(k)
et en tenant compte de
∑
k∈Z γX(k) = 0 on obtient :
d
M !
= −
∑
k∈Z
(M + 1− k) + · · ·+ (1− k)
(M + 1)!
γX(k) =
∑
k∈Z
(M + 1)k
(M + 1)!
γX(k).
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On a :
PC(n) = nd+ 1− g = −
∑
k∈Z
(n− k + 2)(n − k + 1)
2
γC(k)
= −
∑
k∈Z
(n2 − (2k − 3)n + (k − 1)(k − 2)
2
)γC(k).
De meˆme on a :
PS(n) =
1
2
n2d−
1
2
nδ + 1 + pa = −
∑
k∈Z
(n− k + 3)(n − k + 2)(n − k + 1)
6
γS(k)
= −
∑
k∈Z
(n3 − (3k − 6)n2 + (3k2 − 12k + 11)n − (k − 3)(k − 1)(k − 2)
6
)γS(k).
En tenant compte de
∑
k∈Z γC(k) = 0 et
∑
k∈Z γS(k) = 0, on en de´duit les e´galite´s
annonce´es.
Proposition 1.8. Soient X un sous-sche´ma de pure dimension M de PN et γX son
caracte`re de postulation. Soit s1 le plus petit degre´ d’une hypersurface contenant X et ne
contenant pas d’hypersurface de degre´ s0(X) contenant X. Alors on a :
s1 = inf
{
n ≥ s0 | γC(n) >
(
n− s0 +N −M − 2
N −M − 2
)
−
(
n+N −M − 2
N −M − 2
)}
.
De´monstration. Soit s0 = s0(C). Pour n < s1 on a :
h0IC(n) =
(
n− s0 +N
N
)
et h0IC(s1) >
(
s1 − s0 +N
N
)
.
On en de´duit, pour s0 ≤ n < s1,
γX(n) =
(
n− s0 +N −M − 2
N −M − 2
)
−
(
n+N −M − 2
N −M − 2
)
.
On a aussi :
γX(s1) = h
0IX(s1)−
(
s1 − s0 +N
N
)
+
(
n− s0 +N −M − 2
N −M − 2
)
−
(
n+N −M − 2
N −M − 2
)
>
(
n− s0 +N −M − 2
N −M − 2
)
−
(
n+N −M − 2
N −M − 2
)
.
Remarque 1.9. Dans le cas de la codimension 2, on obtient :
s1 = inf{n ≥ s0 | γX(n) > 0 }
et dans le cas de la codimension 3 :
s1 = inf{n ≥ s0 | γX(n) > −s0 }.
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Lien avec les re´solutions
Soit X un sous-sche´ma de pure dimension M de PN et IX son ide´al sature´ dans S. Puisque
IX est de profondeur au moins 1 sur S, sa dimension projective est au plus N −1. Il existe
donc une re´solution gradue´e (qu’on peut choisir minimale) de IX par des S-modules libres
gradue´s :
0→ LN−1 → LN−2 → · · · → L0 → IX → 0
Pour tout i ∈ [1, N − 1], on e´crit Li = ⊕n∈ZOP(−n)
li(n) et on de´finit la fonction rX par
rX(n) =
N−1∑
i=0
(−1)ili(n)−
(
n− 1
−1
)
.
On remarque que pour des raisons de rang, rX est un caracte`re.
Proposition 1.10. On a :
rX = ∂
N−M−1γX γX(n) =
∑
k∈Z
(
n− k +N −M − 2
N −M − 2
)
rX(k).
De´monstration. Notons Li le faisceau dissocie´ associe´ au S-module libres gradue´ Li. On
a :
h0Li(n) =
∑
k∈Z
(
n− k +N
N
)
li(k).
De la re´solution de IX , on de´duit :
h0IX(n) =
N−1∑
i=0
(−1)ih0Li(n)
=
N−1∑
i=0
(−1)i
∑
k∈Z
li(k)
(
n− k +N
N
)
=
∑
k∈Z
[
rX(k) +
(
k − 1
−1
)](
n− k +N
N
)
=
∑
k∈Z
rX(k)
(
n− k +N
N
)
+
(
n+N
N
)
.
En diffe´renciant M + 2 fois l’e´galite´ :
h0IX(n)− h
0OP(n) =
∑
k∈Z
rX(k)
(
n− k +N
N
)
on obtient :
γX(n) =
∑
k∈Z
(
n− k +N −M − 2
N −M − 2
)
rX(k).
En diffe´renciant encore N −M − 1 fois, on obtient : ∂N−M−1γX = rX .
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Variation par biliaison e´le´mentaire Gorenstein
Rappelons la notion de biliaison e´le´mentaire Gorenstein, introduite par Hartshorne.
De´finition 1.11. [5] Soient X et X ′ deux sous-sche´mas ferme´s de pure dimension M
sans composante immerge´e de PN trace´s sur un sous-sche´ma ferme´ ACM, Y , de dimen-
sion M + 1 satisfaisant G1 (Gorenstein en codimension 1), et soit h ∈ Z. On dit que X
′
est obtenu par une biliaison e´le´mentaire Gorenstein de hauteur h sur Y a` partir de X
(ascendante si h > 0, descendante si h < 0) si on a une e´quivalence line´aire de diviseurs
ge´ne´ralise´s X ′ ∼ X + hH, c’est-a`-dire un isomorphisme de faisceaux d’ide´aux relatifs
IX/Y ≃ IX′/Y (h).
Du point de vue cohomologique, si on a h > 0, une biliaison de hauteur h sur Y est
e´quivalente a` h biliaisons de hauteur 1 sur Y . On pourra donc se borner a` faire le calcul
dans ce dernier cas.
Proposition 1.12. Si X ′ est obtenu par une biliaison e´le´mentaire Gorenstein de hauteur
1 sur Y a` partir de X, on a :
γX′(n) = γX(n− 1) + γY (n).
De´monstration. On utilise la relation IX/Y ≃ IX′/Y (h) et les deux suites exactes :
0→ IY → IX → IX/Y → 0
0→ IY → IX′ → IX′/Y → 0.
On en de´duit :
h0IX′(n) = h
0IX(n− h) + h
0IY (n)− h
0IY (n− h)
et en diffe´rentiant M + 2 fois :
γX′(n) = γX(n− h) + γ
♯
Y (n)− γ
♯
Y (n− h).
Pour h = 1 :
γX′(n) = γX(n− 1) + γ
♯
Y (n)− γ
♯
Y (n− 1) = γX(n− 1) + γY (n).
Remarque 1.13. Ce re´sultat est classique pour les sous-sche´mas de codimension 2 de
P
N . Dans ce cas, Y est une hypersurface de degre´ s et la notion de biliaison e´le´mentaire
Gorenstein co¨ıncide avec celle de biliaison e´le´mentaire intersection comple`te. Si X ′ est
obtenu par une biliaison e´le´mentaire de hauteur h sur Y a` partir de X, on de´duit de 1.4
qu’on a :
γX′(n)− γX(n− 1) =


−1 pour n = 0
1 pour n = s
0 sinon
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2 Sous-sche´mas ACM et conditions de Macaulay
Dans ce paragraphe, nous allons e´tudier les sous-sche´mas de l’espace projectif PN qui sont
arithme´tiquement Cohen-Macaulay (en abre´ge´ ACM), c’est-a`-dire dont l’anneau gradue´
S/IX est Cohen-Macaulay (de dimension 1 + dimX).
De´finition 2.1. Soit X un sous-sche´ma ferme´ ACM de PN de dimension M et IX son
ide´al sature´. Si L1, . . . , LM+1 sont des formes line´aires ge´ne´rales, elles forment une suite
re´gulie`re pour S/IX . On en de´duit qu’on a des suites exactes :
0→ S/IX(−1)→ S/IX → S/IX + (L1)
0→ S/IX + (L1, . . . , Li)(−1)→ S/IX → S/IX + (L1, . . . , Li+1)→ 0
de S-modules gradue´s, qui permettent de calculer la fonction de Hilbert hX de l’anneau
artinien S/IX+(L1, . . . , LM+1). Cette fonction de Hilbert hX est le h-vecteur de X.
Remarque 2.2. On voit facilement qu’on a :
hX(n) = ∂
M+1(h0OP(n)− h
0IX(n))
donc γX = −∂hX et la notion de h-vecteur pour un sous-sche´ma ACM est e´quivalente
a` celle de caracte`re de postulation. De plus, si d est le degre´ de X, on a l’e´galite´ d =∑
k∈Z kγX(k) =
∑
k∈Z hX(k).
Remarque 2.3. Dans le cas des sous-sche´mas ACM de codimension 2, il existe une autre
notion e´quivalente, c’est le caracte`re nume´rique de Gruson-Peskine [3].
L’anneau gradue´ S/IX d’un sous-sche´ma est une k-alge`bre de type fini, engendre´e par sa
composante de degre´ 1. C’est ce que certains auteurs appellent uneG-alge`bre standard.
Les fonctions de Hilbert de ces alge`bres ont e´te´ caracte´rise´es par Macaulay. C’est pourquoi
toutes les variantes de la postulation des sous-sche´mas ACM (caracte`re de Gruson-Peskine,
caracte`re de postulation, h-vecteur) peuvent s’obtenir a` partir des fonctions de Macaulay
que nous de´finissons ci-dessous. On se reportera pour les de´tails a` [6] ou [13], qui reprend
les re´sultats sous une forme plus moderne (voir aussi [2]).
Fonctions de Macaulay
Proposition 2.4. Soient α et i des entiers strictement positifs. Alors α peut s’e´crire de
manie`re unique sous la forme :
α =
(
mi
i
)
+
(
mi−1
i− 1
)
+ · · ·+
(
mj
j
)
avec mi > mi−1 > · · · > mj ≥ j ≥ 1.
De´monstration. L’existence et l’unicite´ de´coulent des ine´galite´s suivantes, qui caracte´risent
mi) : (
mi
i
)
≤ α <
(
mi + 1
i
)
=
(
mi
i
)
+
(
mi − 1
i− 1
)
+ · · · +
(
mi − i+ 1
1
)
+ 1.
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De´finition 2.5. L’expression de α en fonction des coefficients binoˆmiaux e´tablie en 2.4
est appele´e le de´veloppement i-binoˆmial de α.
On de´finit alors :
α<i> =
(
mi + 1
i+ 1
)
+
(
mi−1 + 1
i
)
+ · · ·+
(
mj + 1
j + 1
)
(qui est le de´veloppement (i+ 1)-binoˆmial de α<i>) et 0<i> = 0.
Exemple 2.6. 25 =
(
6
3
)
+
(
3
2
)
+
(
2
1
)
, 25<3> =
(
7
4
)
+
(
4
3
)
+
(
3
2
)
= 41.
Remarque 2.7. Si 0 < α ≤ i, les coefficients binoˆmiaux qui apparaissent dans le
de´veloppement i-binoˆmial de α sont e´gaux a` 1. On en de´duit facilement qu’on a alors
α<i> = α.
De´finition 2.8. Une fonction h de N dans N satisfait aux conditions de croissance de
Macaulay si elle ve´rifie h(0) = 1 et h(i + 1) ≤ h(i)<i> pour tout i ≥ 1. Si a = h(1), on
dira aussi que c’est une fonction de Macaulay de type a.
Le re´sultat de Macaulay est le suivant :
The´ore`me 2.9. Une fonction satisfait aux conditions de croissance de Macaulay si et
seulement si c’est la fonction de Hilbert d’une G-alge`bre standard.
Remarque 2.10. Toute fonction h binoˆmiale, c’est-a`-dire de la forme h(n) =
(p+n
n
)
, ou`
p est un entier positif, est une fonction de Macaulay de type p + 1. Plus ge´ne´ralement,
si une fonction h est binoˆmiale sur un intervalle [n0, n1] (resp. [0, n1]), elle satisfait aux
conditions de croissance sur l’intervalle [n0 + 1, n1] (resp. [0, n1]).
Nous allons mettre en e´vidence quelques proprie´te´s simples des fonctions de Macaulay.
Proposition 2.11. .
a) Soient α, β et i des entiers strictement positifs avec α < β. Alors on a α<i> < β<i>.
b) Soit h une fonction de Macaulay de type a. Alors h(n+ 1) ≤
(a+n
n+1
)
pour tout n ≥ 0.
c) S’il existe n > 1 tel que h(n) = 0, alors h(m) = 0 pour tout m ≥ n.
d) S’il existe n > 1 tel que h(n) = 1, alors h(m) ≤ 1 pour tout m ≥ n.
e) S’il existe n > 1 tel que h(n) < n+1, alors la fonction h est de´croissante pour m > n.
De´monstration. a) Ecrivons les de´veloppements i-binoˆmiaux :
α =
(
mi
i
)
+
(
mi−1
i− 1
)
+ · · · +
(
mj
j
)
, β =
(
ni
i
)
+
(
ni−1
i− 1
)
+ · · ·+
(
nj′
j′
)
.
Quitte a` retrancher un meˆme nombre a` α et β, on peut supposer qu’on a mi 6= ni.
Si mi < ni, alors α <
(mi+1
i
)
≤
(ni
i
)
≤ β. De meˆme si mi > ni, alors α > β. Donc si α < β,
on a mi < ni, mi + 1 < ni + 1 et α
<i> < β<i>.
b) re´sulte de a).
d) re´sulte de 1<n> = 1.
e) Si h(n) <
(n+1
n
)
, alors h(n)<n> = h(n).
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Remarque 2.12. Soit h une fonction de Macaulay de type a 6= 0, vu 2.11 b, il est naturel
de lui associer l’entier (e´ventuellement infini) s0(h) = inf{n ∈ Z | h(n) <
(a+n−1
n
)
}. Par
de´finition il est > 1. S’il est infini, h est binoˆmiale : h(n) =
(a+n−1
n
)
.
D’apre`s 2.9, toute fonction de Macaulay a` support fini est la fonction de Hilbert d’une
G-alge`bre standard de longueur finie. On montre en fait que c’est le quotient d’un anneau
de polynoˆmes par un ide´al monomial. En rajoutant des variables on peut relever un tel
ide´al en un ide´al sature´ de k[X0, . . . ,XN ] de la meˆme codimension. On a donc montre´ le
re´sultat suivant :
The´ore`me 2.13. Tout fonction de Macaulay de type a a` support fini est le h-vecteur d’un
sous-sche´ma ACM de PN de codimension a.
Remarque 2.14. Si X n’est pas de´ge´ne´re´, le type de hX est e´gal a` la codimension a de
X et s0(hX) = s0(X). On peut alors donner une borne infe´rieure pour le degre´ de X :
d =
∑
k∈Z
hX(k) >
∑
06k<s
hX(k) =
∑
06k<s
(
a+ k − 1
k
)
=
(
a+ s− 1
s− 1
)
.
Le lemme suivant e´tablit un re´sultat technique qui sera utile dans la preuve du the´ore`me
principal 2.20.
Lemme 2.15. Soient α, β et i des entiers strictement positifs et
α =
(
mi
i
)
+
(
mi−1
i− 1
)
+ . . .+
(
mj
j
)
le de´veloppement i-binomial de α. Supposons qu’on ait β <
(mj
j−1
)
. Alors on a :
(α+ β)<i> = α<i> + β<j−1>.
De´monstration. Ecrivons le de´veloppement (j-1)-binomial de β :
β =
(
m′j−1
j − 1
)
+
(
m′j−2
j − 2
)
+ . . .+
(
m′k
k
)
On a β <
(mj
j−1
)
donc m′j−1 < mj et l’e´criture :
α+ β =
(
mi
i
)
+ . . .+
(
mj
j
)
+
(
m′j−1
j − 1
)
+ . . .+
(
m′k
k
)
est le de´veloppement i-binomial de α+ β.
Alors on a
(α+ β)<i> =
(
mi+1
i+ 1
)
+ · · · +
(
mj+1
j + 1
)
+
(
m′j
j
)
+ · · · +
(
m′k+1
k + 1
)
= α<i> + β<j−1>
Il est facile de de´crire les fonctions de Macaulay de type 1 ou 2.
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Proposition 2.16. Une fonction h est une fonction de Macaulay de type 1 si et seulement
si elle est de´croissante et prend seulement les valeurs 1 et 0.
Une fonction h est une fonction de Macaulay de type 2 si et seulement si il existe un
entier s0 > 1 (e´ventuellement infini) tel que h(n) = n + 1 pour n < s0 et tel que h soit
de´croissante pour n ≥ s0. On a alors s0 = s0(h).
De´monstration. La premie`re assertion est une conse´quence imme´diate de 2.11.
Pour le type 2, on pose s0 = 1+sup{n | h(n) = n+1 }. Pour n ≥ s0, le re´sultat est encore
une conse´quence de 2.11.
Les re´ciproques sont imme´diates.
On retrouve ainsi imme´diatement la positivite´ du caracte`re d’un sous-sche´ma ACM de
pure codimension 2 (cf. [3], [8]). Posons tout d’abord la de´finition suivante :
De´finition 2.17. Un caracte`re γ est positif s’il ve´rifie γ(n) = 0 pour n < 0, γ(0) = −1,
γ(n) ≥ 0 pour tout n ≥ s0(γ) = inf{n ∈ Z | γ(n) 6= −1 }.
Remarque 2.18. Soit h une fonction de Macaulay de type 2. D’apre`s ce qui pre´ce`de sa
diffe´rence premie`re ∂h ve´rifie ∂h(n) = 1 pour 0 ≤ n < s0 et ∂h(n) ≤ 0 pour n ≥ s0.
On en de´duit qu’une fonction h a` support fini est une fonction de Macaulay de type 2 si
et seulement si l’oppose´e de sa diffe´rence premie`re −∂h est un caracte`re positif γ ve´rifiant
s0(γ) > 2. Dans ce cas, on a s0(γ) = s0(h).
Si h est de type 1, −∂h est le caracte`re (positif) de la section hyperplane d’une hypersurface
de degre´ d. On a alors s0(γ) = 1 et s0(h) = d.
Si h est de type 0, −∂h est le caracte`re (positif) de l’intersection de deux hyperplans. On
a alors s0(γ) = 1 et s0(h) n’est pas de´fini.
The´ore`me 2.19. [3] Soit X un sous-sche´ma ACM de pure codimension 2 de PN . Alors
son caracte`re γX est positif. Inversement, soit γ un caracte`re positif. Alors il existe un
sous-sche´ma X de pure codimension 2 et ACM de PN tel qu’on ait γ = γX .
De`s qu’on a h(1) ≥ 3, il est beaucoup plus difficile de de´crire les fonctions de Macaulay.
C’est ce que nous tentons de faire avec le re´sultat suivant :
The´ore`me 2.20. Soit h une fonction non binoˆmiale ve´rifiant h(0) = 1 et h(1) = a > 1.
Alors h est une fonction de Macaulay si et seulement si il existe r+1 fonctions de Macaulay
(r ≥ 1) h0, . . . , hr avec :
i) hi(1) = a− 1 pour 0 ≤ i < r, hr(1) ≤ a− 1,
ii) pour 1 6 i 6 r, suphi < s0(hi−1)− 1 ou s0(hi−1) est infini,
iii) h = h0 + h1[−1] + · · · + hr[−r].
De plus, h0, . . . , hr sont de´termine´s de manie`re unique par ces conditions et on a s0(h) =
r + 1.
La de´monstration va se faire en plusieurs e´tapes. On commence par un lemme :
Lemme 2.21. Soient h0, . . . , hr (r ≥ 1) des fonctions de Macaulay ve´rifiant les conditions
de l’e´nonce´ de 2.20. Posons t = sup{i ∈ N | s0(hi) = +∞} si cet ensemble est non
vide, t = −1 sinon. Alors hi est binoˆmiale pour 0 6 i 6 t. De plus, la fonction h =
h0+h1[−1]+ · · ·+hr[−r] est une fonction de Macaulay de type a qui ve´rifie les proprie´te´s
suivantes :
– s0(h) = r + 1,
– s0(ht+1) = inf{n ∈ N | h(n) <
∑t+1
i=0
(
a+n−2−i
n−i
)
},
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– h(n) =
∑j
i=0
(a+n−2−i
n−i
)
}+h′(n− j−1) ou` h′ est une fonction de Macaulay de type 6 a.
De´monstration. On a h(0) = h0(0) = 1, h(1) = h0(1) + h1(0) = a.
Pour 1 6 i 6 r, si s0(hi) est infini, ce qui revient a` dire que hi est binoˆmiale, suphi est
infini, donc d’apre`s la condition ii) de 2.20, s0(hi−1) est e´galement infini. L’ensemble des
indices i tels que s0(hi) soit infini est donc, s’il est non vide, un intervalle [0, t].
Pour tout t+ 2 6 i < r on a suphi ≥ s0(hi) − 1, donc la condition suphi < s0(hi−1)− 1
entraine que la suite des s0(hi) pour t+ 1 6 i < r est strictement de´croissante. On a :
r + 1 ≤ suphr + r + 1 ≤ s0(hr−1) + r − 1 ≤ · · · ≤ s0(ht+1).
Pour n ≤ r, on a n < s0(hi)+i pour i < r donc d’apre`s la de´finition de s0(hi) et en utilisant
le fait que hi est une fonction de Macaulay de type a− 1 on a hi(n− i) =
(a+n−i−2
n
)
pour
i < r. On a aussi :
h(n) = h0(n) + h1(n− 1) + · · ·+ hn(0)
=
(
a+ n− 2
n
)
+
(
a+ n− 3
n− 1
)
+ · · ·+ 1
=
(
a+ n− 1
n
)
et :
h(r + 1) = h0(r + 1) + h1(r) + · · · + hr(1)
=
(
a+ r − 1
r + 1
)
+ · · ·+
(
a
2
)
+ hr(1)
≤
(
a+ r − 1
r + 1
)
+ · · ·+
(
a
2
)
+
(
a− 1
1
)
<
(
a+ r
r + 1
)
donc on a r + 1 = inf{n ∈ Z | h(n) <
(a+n−1
n
)
}, et la condition de croissance h(n + 1) 6
h(n)<n> est ve´rifie´e pour 0 6 n 6 r.
Pour n < s0(ht+1) on a :
h(n) ≥ h0(n) + · · ·+ ht+1(n− t− 1) =
t+1∑
i=0
(
a+ n− 2− i
n− i
)
.
Pour n ≥ s0(ht+1) on a hi(n) = 0 pour tout i > t+ 1, donc
h(n) = h0(n) + · · ·+ ht+1(n− t− 1) <
t+1∑
i=0
(
a+ n− 2− i
n− i
)
.
On en de´duit d’une part qu’on a :
s0(ht+1) = inf
{
n ∈ N | h(n) <
t+1∑
i=0
(
a+ n− 2− i
n− i
)}
,
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d’autre part que la condition de croissance est ve´rifie´e pour n ≥ s0(ht+1).
Pour 1 6 i 6 r − 1 et s0(hi) + i ≤ n < s0(hi−1) + i− 1, on a :
h(n) =
(
a+ n− 2
n
)
+ · · · +
(
a+ n− i− 1
n− i+ 1
)
+ hi(n− i)
et de plus hi(n− i) <
(a+n−i−1
n−i
)
. D’apre`s le lemme 2.15 on en de´duit :
h(n)<n> =
(
a+ n− 1
n+ 1
)
+ · · ·+
(
a+ n− i
n− i+ 2
)
+ hi(n− i)
<n−i>
De plus, pour tout j 6 i− 1, on a n < s0(hj) + 1, et on en de´duit :
h(n+ 1) = h0(n+ 1) + · · ·+ hi−1(n+ 2− i) + hi(n+ 1− i)
6
(
a+ n− 1
n+ 1
)
+ · · ·+
(
a+ n− i
n− i+ 2
)
+ hi(n − i)
<n−i> = h(n)<n>.
Pour r + 1 ≤ n < s0(hr−1) + r − 1 on a :
h(n) =
(
a+ n− 2
n
)
+ · · ·+
(
a+ n− r − 1
n− r + 1
)
+ hr(n− r)
et de plus hr(n − r) <
(
a+n−r−1
n−r
)
puisque hr est de type a
′ 6 a − 1. On conclut comme
dans le cas pre´ce´dent.
Posons h′ = ht+1 + · · ·+ hr[t+ 1− r] si t 6 r − 1 et h
′ = 0 si t = r, c’est-a`-dire qu’on a :
h(n) =
t∑
i=0
(
a+ n− 2− i
n− i
)
}+ h′(n− t− 1).
Alors le re´sultat qu’on vient de montrer s’applique a` h′ qui est une fonction de Macaulay,
de type a si t+ 1 < r, de type 6 a− 1 si t+ 1 = r.
De´monstration. de 2.20.
unicite´.
Supposons qu’on ait deux e´critures :
h = h0 + h1[−1] + · · · + hr[−r] = g0 + g1[−1] + · · · + gr′ [−r
′]
avec des fonctions ve´rifiant les conditions de l’e´nonce´.
On peut alors e´crire, en regroupant les composantes binoˆmiales :
h(n) =
t∑
i=0
(
a+ n− i− 2
n− i
)
+ h′(n− t− 1) =
t′∑
i=0
(
a+ n− i− 2
n− i
)
+ g′(n− t′ − 1)
ou` h′ et g′ sont des fonctions de Macaulay de type 6 a.
Si t 6= −1, h(n) est e´quivalent a` tna−2/(a − 2)! quand n tend vers +∞. Si t = −1, h(n)
est d’ordre < a − 2 en n quand n tend vers +∞. On en de´duit que t = t′, h′ = g′, et en
retranchant la somme des composantes binoˆmiales, on se rame`ne au cas ou` t = t′ = −1.
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D’apre`s 2.21 on a s0(h) = r + 1 donc r est de´termine´ par h, et r = r
′.
De meˆme, on a vu dans la preuve de 2.21 que s0(h0) est de´termine´ par h donc s0(h0) =
s0(g0) et pour n > s0(h0), h(n) = h0(n) = g0(n). Les fonctions h0 et g0 sont donc e´gales.
Soit alors i0 ≤ r − 2 tel qu’on ait hi = gi pour tout i ≤ i0. Posons :
h′[−i0 − 1] = h− h0 − h1[−1]− · · · + hi0 [−i0]
On a
h′ = hi0+1 + hi0+2[−1] + · · ·+ hr[i0 + 1− r] = gi0+1 + gi0+2[−1] + · · ·+ gr[i0 + 1− r]
et pour les meˆmes raisons que ci-dessus on a :
s0(hi0+1) = s0(gi0+1) = inf
{
n ∈ Z | h′(n) <
(
a+ n− 2
n
)}
et pour n ≥ s0(hi0+1), h
′(n) = hi0+1(n) = gi0+1(n), donc hi0+1 = gi0+1.
On a donc hi = gi pour tout i ≤ r − 1 et donc hr = gr et l’e´criture est unique.
existence quand h est a` support fini
Montrons dans ce cas l’existence, pour a fixe´, par re´currence sur h♯(∞) =
∑
n∈N h(n) ≥
1 + a.
– 1er cas : h♯(∞) = 1 + a.
Alors on a h(n) = 0 pour tout n ≥ 2. On de´finit les deux fonctions de Macaulay h0 et
h1 par :
h0(n) =


1 pour n = 0
a− 1 pour n = 1
0 pour tout n ≥ 2
, h1(n) =
{
1 pour n = 0
0 pour tout n ≥ 1
On a s0(h0) = 2, suph1 = 0 et h = h0 + h1[−1] donc les proprie´te´s cherche´es sont
ve´rifie´es.
– 2e`me cas : h♯(∞) > 1 + a.
Soit N = inf{n ∈ N | h(n) <
(a+n−2
n
)
}. De´finissons les fonctions h0 et h
′ par :
h0(n) =
{(a+n−2
n
)
pour n < N
h(n) pour n ≥ N
, h′ = (h− h0)[1].
Par construction on a s0(h0) = N . Pour montrer que h0 est une fonction de Macaulay
(de type a−1) il suffit de ve´rifier les conditions de croissance pour n = N−1, c’est-a`-dire
h0(N) ≤ h0(N − 1)
<N−1>. Or on a
h0(N − 1) =
(
a+N − 3
N − 1
)
donc h0(N − 1)
<N−1> =
(
a+N − 2
N
)
> h0(N).
Nous allons montrer maintenant que h′ est une fonction de Macaulay. C’est par con-
struction une fonction de N dans N, on a :
h′(0) = h(1)− h0(1) = 1 , h
′(1) = h(2) − h0(2).
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– Si N = 2, h(2) = h0(2) et h
′(1) = 0.
– Si N > 2,
h0(2) =
(
a
2
)
et
(
a
2
)
≤ h(2) ≤
(
a+ 1
2
)
donc 0 ≤ h′(1) ≤ a.
Puisque suph′ ≤ N − 2 il suffit de ve´rifier les conditions de croissance pour n < N − 2.
Pour n < s0(h) :
h′(n) =
(
a+ n
n+ 1
)
−
(
a+ n− 1
n+ 1
)
=
(
a+ n− 1
n
)
est binoˆmiale et les conditions de croissance sont ve´rifie´es.
Pour s0(h) − 1 ≤ n < N − 2, on a :
h(n+ 1) <
(
a+ n
n+ 1
)
donc h′(n) <
(
a+ n− 1
n
)
.
Le lemme 2.15 applique´ a` h(n+ 1) =
(
a+n−1
n+1
)
+ h′(n) (avec i = n+ 1 et j = n) donne :
h(n + 1)<n+1> =
(
a+ n
n+ 2
)
+ h′(n)<N>.
Alors puisque h est une fonction de Macaulay on a :
h(n + 2) =
(
a+ n
n+ 2
)
+ h′(n+ 1) ≤ h(n + 1)<n+1> =
(
a+ n
n+ 2
)
+ h′(n)<N>
d’ou` le re´sultat.
– Si h′(1) < a, on pose h′ = h1 et on a h = h0 + h1[−1].
– Si h′(1) = a, h′♯(∞) = h♯(∞) − h♯0(∞) < h
♯(∞) et on peut appliquer l’hypothe`se de
re´currence a` h′ ; il existe des fonctions a` support fini h1, . . . , hr avec r ≥ 2 et :
– hi(1) = a− 1 pour 0 ≤ i < r, hr(1) ≤ a− 1,
– suphi < s0(hi−1)− 1,
– h′ = h1 + h2[−1] + · · ·+ hr[1− r].
On a alors h = h0+h1[−1]+ · · ·+hr[−r] et il reste a` ve´rifier que suph1 < s0(h0)− 1.
Or on a suph1 ≤ suph
′ ≤ N − 2 et s0(h0) = N d’ou` le re´sultat.
existence dans le cas ge´ne´ral
S’il existe n ∈ N avec h(n) <
(a+n−2
n
)
, on de´finit N , h0 et h
′ comme pre´ce´demment et on
montre de la meˆme manie`re que h0 et h
′ sont des fonctions de Macaulay. De plus, h′ e´tant
a` support fini, on peut lui appliquer le re´sultat pre´ce´dent.
Sinon, l’ensemble :{
s ∈ N | ∀n, h(n) >
(
a+ n− 2
n
)
+
(
a+ n− 3
n− 1
)
+ · · ·+
(
a+ n− s− 2
n− s
)}
est (un intervalle) non vide et borne´ supe´rieurement.
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En effet, sinon il est e´gal a` N, donc ∀s ∈ N et ∀s ∈ N, on a :
h(n) >
(
a+ n− 2
n
)
+
(
a+ n− 3
n− 1
)
+ · · · +
(
a+ n− s− 2
n− s
)
.
En particulier, pour s = n, on obtient :
h(n) >
(
a+ n− 2
n
)
+
(
a+ n− 3
n− 1
)
+ · · ·+
(
a− 2
0
)
=
(
a+ n− 1
n
)
donc h(n) =
(a+n−1
n
)
et h est binoˆmiale.
Soit alors t la borne supe´rieure de cet intervalle. On pose :
h(n) =
t∑
i=0
(
a+ n− i− 2
n− i
)
+ h′(n− t− 1)
et on montre comme dans la preuve de 2.20 que h′ est de Macaulay de type 6 a.
Si h′(1) < a, l’e´galite´ ci-dessus est la de´composition cherche´e et ve´rifie les conditions i),
ii) et iii) avec r = t+ 1, hi(n) =
(a+n−i−2
n−i
)
pour 0 6 i 6 t et hr = h
′.
Si h′(1) = a, par de´finition de t, il existe n ∈ N avec h′(n) <
(a+n−2
n
)
et on peut appliquer
2.20 a` h′ ; il existe r + 1 fonctions de Macaulay (r ≥ 1) h0, . . . , hr avec :
i) hi(1) = a− 1 pour 0 ≤ i < r, hr(1) ≤ a− 1,
ii) pour 1 6 i 6 r, hi est a` support fini et suphi < s0(hi−1)− 1,
iii) h = h0 + h1[−1] + · · ·+ hr[−r].
On a alors
h(n) =
t∑
i=0
(
a+ n− i− 2
n− i
)
+ h0(n− t− 1) + · · ·+ hr(n − t− r)
et on ve´rifie que les conditions de l’e´nonce´ sont encore ve´rifie´es pour cette de´composition.
Remarque 2.22. Dans la de´composition obtenue h = h0 + h1[−1] + · · · + hr[−r] on
distinguera :
– si h(n) est d’ordre a−2 en n quand n tend vers +∞, des fonctions de Macaulay h0, . . . ht
binoˆmiales de type a− 1 ;
– des fonctions de Macaulay ht+1, . . . hr non binoˆmiales, a` support fini et de type a − 1,
sauf e´ventuellement ht+1 qui peut eˆtre a` support infini et hr qui peut eˆtre de type
< a− 1.
Si h est a` support fini, les fonctions hi sont toutes a` support fini.
3 Sous-sche´mas ACM de codimension 3
Nous allons nous limiter aux sous-sche´mas ACM de PN . Cependant nous pouvons, en
appliquant 1.5 aux sous-sche´mas de codimension 3, e´noncer le re´sultat suivant :
Proposition 3.1. Soit X un sous-sche´ma de pure codimension 3 de PN et γ = γX son
caracte`re de postulation. Il a les proprie´te´s suivantes :
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i) γ(n) = 0 pour n < 0,
ii) γ(n) = −(n+ 1) pour 0 ≤ n < s0(X) = inf{n ∈ Z | h
0IX(n) 6= 0 },
iii) γ(s0) ≥ −s0,
iv) s1 = inf{n ≥ s0 | γC(n) > −s0 }.
Proposition 3.2. Soit X un sous-sche´ma ACM de PN de codimension 3, trace´ sur un
sous-sche´ma ACM, Y , de codimension 2. Alors la fonction γX − γ
♯
Y est positive.
De´monstration. On peut supposer, quitte a` faire un changement de coordonne´es, que le
plan de´fini par (X0, . . . ,Xr−2) ne rencontre pas Y . Soit S
′ = k[X0,X1, . . . ,Xr−2]. L’anneau
S/IX est de profondeur 2, donc de dimension projective 1, sur S
′, et l’ide´al IX/Y est un
S′-module libre gradue´. De plus, l’anneau gradue´ S/IQ est un S
′ module libre gradue´. On
a donc des isomorphismes :
S/IY ≃ ⊕n∈ZS
′(−n)L0(n IX/Y ≃ ⊕n∈ZS
′(−n)L(n)
ou` L et L0 sont deux fonctions de N dans N.
On en de´duit :
h0OX(n) =
∑
m∈Z
(
n−m+N − 2
N − 2
)
(L0(m)− L(m))
γX(n) = −∂
N−1h0OX(n) = −
∑
m∈Z
(
n−m− 1
−1
)
(L0(m)− L(m))
γX = L− L0
et :
h0OY (n) =
∑
m∈Z
(
n−m+N − 2
N − 2
)
L0(m)
γ♯Y (n) = −∂
N−1h0OY (n) = −
∑
m∈Z
(
n−m− 1
−1
)
L0(m) = −L0(n)
donc γX − γ
♯
Y = L est positive.
Remarque 3.3. Ce re´sultat est de´ja` vrai si X est de codimension 2 et Y de codimension
1. Dans ce cas si d est le degre´ de Y , la fonction γ♯Y vaut −1 sur l’intervalle [0, d − 1]
et 0 ailleurs. La fonction γX vaut −1 sur l’intervalle [0, s0(X) − 1] et est positive pour
n ≥ s0(X) ≥ d, d’ou` le re´sultat.
Corollaire 3.4. Soit X un sous-sche´ma ACM inte`gre de PN de codimension 3, γX son
caracte`re, s0 = s0(X) et s1 = inf{n ≥ s0 | γX(n) > −s0 }. Alors on a, pour n ≥ s1,
γX(n) ≥ inf{0, n − s0 − s1 + 1}.
De´monstration. Soit s1 = inf{n ≥ s0 | γX(n) > −s0 }.
Soit Y l’intersection comple`te de deux hypersurfaces de degre´s s0 et s1. On calcule le
caracte`re γY graˆce a` la re´solution :
0→ S[−s0 − s1]→ S[−s0]⊕ S[−s1]→ IY → 0
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et on obtient :
γY (n) =


−1 pour 0 ≤ n < s0
1 pour s1 ≤ n < s0 + s1
0 sinon
γ♯Y (n) =


−(n− 1) pour 0 ≤ n < s0
−s0 pour s0 ≤ n < s1
n− s0 − s1 + 1 pour s1 ≤ n < s0 + s1 − 1
0 sinon
Donc γX − γ
♯
Y est toujours nulle pour n < s1.
Si X est inte`gre, il existe une hypersurface inte`gre W de degre´ s0 contenant X, et une
hypersurfaceW ′ contenant X de degre´ s1 ne contenant pas W . Alors X est contenue dans
l’intersection comple`te Y de W et W ′ et γX − γ
♯
Y est positive.
On en de´duit pour n ≥ s1, γX(n) > −γ
♯
Y (n) = inf{0, n − s0 − s1 + 1}.
Nous pouvons, graˆce a` 2.20, de´crire tous les caracte`res de postulation des sous-sche´mas
ACM de PN de codimension 3.
Proposition 3.5. Soit X un sous-sche´ma ACM de PN de codimension 3 et γX son
caracte`re de postulation. Il existe un entier r > 0, des caracte`res positifs γ0, γ1, . . .,
γr (cf. 2.17) ve´rifiant :
– r = s0(X)− 1,
– sup γi < s0(γi−1),
– γX = γ0 + γ1[−1] + · · ·+ γr[−r].
Inversement, pour tout entier r 6 0, pour tous caracte`res positifs γ0, γ1, . . ., γr ve´rifiant
sup γi < s0(γi−1), il existe un sous-sche´ma ACM de P
N de codimension 3, X, tel que
γX = γ0 + γ1[−1] + · · ·+ γr[−r].
De´monstration. Si X est contenu dans un hyperplan, son caracte`re est celui d’un sous-
sche´ma ACM de PN−1 de codimension 2. Il est positif. On pose γX = γ0.
Si X n’est pas de´ge´ne´re´, son h-vecteur hX est de type 3. On lui applique le the´ore`me 2.20 :
il existe r + 1 fonctions de Macaulay a` support fini (r ≥ 1) h0, . . . , hr avec :
– hi(1) = 2 pour 0 ≤ i < r, hr(1) ≤ 2,
– suphi < s0(hi−1)− 1,
– hX = h0 + h1[−1] + · · · + hr[−r].
D’apre`s 2.18 pour tout i, γi = −∂hi est un caracte`re positif, sup γi = suphi + 1 et
s0(γi) = s0(hi) pour i < r.
La proprie´te´ inverse est la conse´quence de 2.13.
Proposition 3.6. Avec les notations de 3.5, on a les proprie´te´s suivantes :
– pour s0(X) ≤ n < s0(γr−1) + s0(X) − 2, on a γX(n) > −s0(X),
– pour s0(γi) + i ≤ n < s0(γi−1) + i− 1, on a γX(n) > −i,
– pour s0(γ0) ≤ n, on a γX(n) > 0.
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De´monstration. Si X est de´ge´ne´re´, on a r = 0, γX = γ0 est donc un caracte`re positif.
Supposons X non de´ge´ne´re´ et gardons les notations de la de´monstration de 3.5. Posons
s0 = s0(X)(= r+1). On a vu dans la preuve de 2.21 que, pour s0 ≤ n < s0(hr−1)+ r− 1,
on a :
hX(n) =
(
n+ 1
1
)
+ · · ·+
(
n− r + 2
1
)
+ hr(n− r)
On en de´duit qu’on a :
γX(s0) = γX(r + 1) =
(
r + 2
2
)
−
(
r + 2
1
)
− · · · −
(
3
1
)
− hr(1)
=
(
r + 2
2
)
−
(
r + 3
2
)
+ 3− hr(1)
= 1− r − hr(1) = γr(1)− r.
De meˆme, pour s0 < n < s0(hr−1) + r − 1 on a :
γX(n) = −
(
n
0
)
− · · · −
(
n− r + 1
0
)
+ γr(n − r) = γr(n− r)− r
et cette formule est donc valable pour n = s0.
De meˆme, pour s0(γi) + i ≤ n < s0(γi−1) + i− 1, on a :
hX(n) =
(
n+ 1
1
)
+ · · ·+
(
n+ 2− i
1
)
+ hi(n− i)
donc pour s0(γi) + i < n < s0(γi−1) + i− 1, on a :
γX(n) = −
(
n
0
)
− · · · −
(
n− i+ 2
0
)
+ γi(n− i)
= γi(n− i)− 1 > −i.
On laisse le soin au lecteur de ve´rifier que c’est encore vrai pour n = s0(γi) + i.
Pour n > s0(γ0), on a γX(n) = γ0(n) > 0 et on ve´rifie que c’est encore vrai pour n = s0(γ0).
Corollaire 3.7. Avec les notations de 3.5, on a
s1(X) = inf{n ≥ s0 | γX(n) > −s0 } = s0(γr) + s0(X)− 1.
De´monstration. Si l’intervalle [r+1, s0(hr−1)+ r− 1[ n’est pas vide, on a en fait s1(X) =
inf{ s0(X) 6 n 6 s0(hr−1) + r − 1 | γX(n) > −s0 }. Sur cet intervalle on a γX(n) =
γr(n− r)− s+ 1, donc s1(X) = s0(γr) + s0(X) − 1.
Si l’intervalle [r+1, s0(hr−1)+ r−1[ est vide, pour tout n > s0 = r+1 on a γX(n) > −s0.
De plus dans ce cas s0(hr−1) = 2, sup(hr) = 0, et s0(γr) = 1. La formule est donc encore
valable.
Remarque 3.8. Dans la pratique, on construit les γi de proche en proche, comme on l’a
fait dans la de´monstration de 2.20. Soit N = inf{n ∈ N |
∑
m>n γ(n) < n }.
On de´finit γ0 par :
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γ0(n) =
{
−1 pour n < N
γ(n) pour n > N
γ0(N) = γ(N)−
∑
m>N
γ(n)
et on recommence.
Remarque 3.9. Soient γ0, γ1, . . ., γr des caracte`res positifs ve´rifiant les conditions de
l’e´nonce´ de 3.5. Supposons qu’on puisse construire une suite de sous-sche´mas ACM de
codimension 3, Xi, (0 6 i 6 r) de la manie`re suivante :
– Xr est un sous-sche´ma hyperplan de codimension 3 de caracte`re γr,
– pour 0 6 i < r, Xi est obtenu a` partir de Xi+1 par une biliaison e´le´mentaire Gorenstein
de hauteur 1 sur un sous-sche´ma ACM de codimension 2 Yi de caracte`re γi (cf. 1.11).
Alors d’apre`s 1.12, le caracte`re de X0 est γX0 = γ0 + γ1[−1] + · · · + γr[−r].
Si on sait construire une telle suite, on rede´montre dans ce cas le re´sultat d’existence
2.13. Le proble`me est a` chaque pas de trouver un sous-sche´ma ACM de codimension 2 de
caracte`re γi contenant Xi+1.
Sous-sche´mas ACM de codimension 3 trace´s sur une hypersurface quadrique
Nous allons de´crire tous les caracte`res de postulation des sous-sche´mas ACM de codimen-
sion 3, X, ve´rifiant s0(X) = 2.
Proposition 3.10. Soit X un sous-sche´ma ACM de codimension 3 non de´ge´ne´re´ de PN
trace´ sur une quadrique et γX = γ son caracte`re. Les proprie´te´s e´quivalentes suivantes
sont re´alise´es :
– i) il existe deux caracte`res positifs (cf. 2.17) γ0 et γ1 ve´rifiant sup γ1 < s0(γ0), tels qu’on
ait γX = γ0 + γ1[−1],
– ii) il existe deux entiers 1 6 t < s tels qu’on ait :
γ(n)


= −2 pour 1 6 n 6 t,
> −1 pour t < n < s,
> 0 pour n > s
et
∑
n>s
γ(n) 6 s 6
∑
n>s
γ(n)
.
Inversement tout caracte`re γ ve´rifiant i) ou ii) est le caracte`re d’un sous-sche´ma ACM
de codimension 3 non de´ge´ne´re´ X de PN trace´ sur une quadrique. De plus on a s1(X) =
s0(γ1) + 1 = t+ 1.
De´monstration. i) est une conse´quence de 3.5.
Posons s = s0(γ0) et t = s0(γ1). On a t 6 sup γ1 < s.
Pour 1 6 n 6 t, γ(n) = −2.
Pour t+ 1 6 n < s, γ(n) = −1 + γ1(n− 1) > −1.
Pour n = s, γ(s) = γ0(s) + γ1(s − 1) > 0.
Pour s < n, γ(n) = γ0(n) > 0.
De plus, on a ∑
n>s
γ(n) =
∑
n>s
γ0(n) 6
∑
n>s
γ0(n) = s
et ∑
n>s
γ(n) =
∑
n>s
γ0(n) + γ1(s− 1) >
∑
n>s
γ0(n) = s.
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Inversement, soit γ un caracte`re ve´rifiant ces proprie´te´s. En s’inspirant de 3.8, on de´finit
γ0 et γ1 de la manie`re suivante :
γ0(n) =


−1 pour n < s,
γ(n) pour n > s
s−
∑
n>s γ(n) pour n = s
et γ1 = γ[1] + γ0[1].
On ve´rifie que γ0 et γ1 sont des caracte`res positifs, et qu’on a sup γ1 < s0(γ0).
En utilisant 3.4, on peut de´crire les caracte`res des sous-sche´mas inte`gres ACM de codi-
mension 3 de PN trace´s sur une quadrique :
Corollaire 3.11. Soit X un sous-sche´ma inte`gre ACM de codimension 3 de PN trace´ sur
une quadrique et γX = γ son caracte`re. Il existe un entier 1 6 t tel qu’on ait :
γ(n)


= −2 pour 1 6 n 6 t,
> −1 pour n = t+ 1,
> 0 pour n > t+ 2.
De´monstration. On sait que pour n ≥ s1(X), γX(n) ≥ inf{0, n− s0(X)− s1(X) + n+ 1}
d’ou` le re´sultat puisque s0(X) = 2 et s1(X) = t+ 1.
En fait, dans le cas des sous-sche´mas ACM de codimension 3 de PN trace´s sur une
quadrique, on sait rede´montrer directement le re´sultat de 2.13. Plus pre´cise´ment :
Proposition 3.12. Soient γ0 et γ1 deux caracte`res positifs ve´rifiant
sup γ1 6 inf{n ∈ N | γ0(n) > 0 }.
Il existe un sous-sche´ma ACM de codimension 2, Y1, de caracte`re γ1 et un sous-sche´ma
ACM de codimension 2, Y0, de caracte`re γ0 qui le contient.
De´monstration. La de´monstration se fait par re´currence sur l’entier deg γ0 + deg γ1.
– Si deg γ0 + deg γ1 = 2, on choisit pour Y0 et y1 le meˆme (N − 2)-plan P .
– Si deg γ0 + deg γ1 > 2, on distingue deux cas :
– si sup γ1 < inf{n ∈ N | γ0(n) > 0 } = s, on peut faire a` partir de tout sous-
sche´ma ACM de codimension 2 de caracte`re γ0 une biliaison e´le´mentaire (intersection
comple`te) descendante de hauteur −1 sur une hypersurface de degre´ s [7]. Soit γ′0 le
caracte`re obtenu. Alors on a deg γ′0 < deg γ0 et :
sup γ′1 6 s− 1 6 inf{n ∈ N | γ
′
0(n) > 0 }.
D’apre`s l’hypothe`se de re´currence, il existe un sous-sche´ma ACM de codimension 2,
Y1, de caracte`re γ1 et un sous-sche´ma ACM de codimension 2, Y
′
0 , de caracte`re γ
′
0 qui
le contient. Si W est une hypersurface de degre´ s contenant Y ′0 , on choisit pour Y0
la re´union de Y ′0 et d’une section hyperplane de W . C’est un sous-sche´ma obtenu par
une biliaison e´le´mentaire (intersection comple`te) triviale de hauteur 1 a` partir de Y ′0
et il a pour caracte`re γ0.
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– si sup γ1 = inf{n ∈ N | γ0(n) > 0 } = s, soient comme pre´ce´demment γ
′
0 et γ
′
1 les
caracte`res obtenus par une biliaison e´le´mentaire (intersection comple`te) descendante
de hauteur −1 sur une hypersurface de degre´ s a` partir de γ0 et γ1. On a deg γ
′
0 <
deg γ0, deg γ
′
1 < deg γ1 et :
sup{n ∈ N | γ′1(n) > 0 } 6 s− 1 6 inf{n ∈ N | γ
′
0(n) > 0 }.
D’apre`s l’hypothe`se de re´currence, il existe un sous-sche´ma ACM de codimension 2,
Y ′1 , de caracte`re γ
′
1 et un sous-sche´ma ACM de codimension 2, Y
′
0 , de caracte`re γ
′
0
qui le contient. Soit W une hypersurface de degre´ s contenant Y ′0 (et Y
′
1). On choisit
pour Y0 (resp. Y1) la re´union de Y
′
0 (resp. Y
′
1) et d’une section hyperplane de W .
Corollaire 3.13. Soient γ0 et γ1 deux caracte`res positifs ve´rifiant sup γ1 < s0(γ0). Il existe
un sous-sche´ma ACM de codimension 3, X, de caracte`re γX = γ0 + γ1[−1] obtenu par
biliaison e´le´mentaire Gorenstein de hauteur 1 sur un sous-sche´ma ACM de codimension
2, Y0, de caracte`re γ0 a` partir d’un sous-sche´ma ACM de codimension 3 hyperplan de
caracte`re γ1.
De´monstration. Les conditions de 3.12 e´tant satisfaites, il existe un sous-sche´ma ACM
de codimension 2, Y1, de caracte`re γ1 et un sous-sche´ma ACM de codimension 2, Y0, de
caracte`re γ0 qui le contient. Soit X1 une section hyperplane de Y1. On peut faire une
biliaison e´le´mentaire Gorenstein de hauteur 1 sur Y0 a` partir de X1. D’apre`s 3.9 le sous-
sche´ma obtenu a pour caracte`re γ0 + γ1[−1].
Exemple 3.14. Dans le cas ou` γ1 est le caracte`re d’une droite (γ1 = (−1, 1)), on peut
donner une autre description d’une courbe de P4 de caracte`re γ0 + γ1[−1] de la manie`re
suivante : soient C ′ une courbe ACM contenue dans un hyperplan H de P4 de caracte`re
γ0 et D une droite non contenue dans H et coupant C
′ en un point. La re´union C de C ′
et D est une courbe ACM trace´e sur une quadrique. De la suite exacte :
0→ IC → IC′ → OD(−1)→ 0
on de´duit :
h0IC(n) = h
0IC′(n)− h
0OD(n− 1)
γC(n) = γC′(n)− ∂
3h0OD(n− 1) = γC′(n) + γD(n− 1).
D’apre`s 3.11, si s0(C
′) > 2, aucune courbe inte`gre de P4 ne peut avoir ce caracte`re.
Exemple 3.15. Soient P1 et P2 deux plans de P
4 se coupant en un point Z, C1 et C2
deux courbes planes contenues respectivement dans P1 et P2 et se coupant en un point.
La re´union C de C1 et C2 est une courbe ACM trace´e sur une quadrique.
Des suites exactes :
0→ IC → IC1 → IZ/C2 → 0
0→ IZ/C2 → OC2 → OZ → 0
on de´duit :
h0IC(n) = h
0IC1(n) + h
0IC2(n)− h
0OP(n) + 1
γC = γC1 + γC2 + (1,−2, 1).
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De plus on rappelle (cf. 1.4) que si d1 est le degre´ de C1, γC1 ne prend que deux valeurs
non nulles, γC1(0) = −1, γC1(d1) = 1, et il en est de meˆme de γC2 .
On remarque que si D est une droite, γ0 = γC − γD[−1] est un caracte`re positif, donc que
C a le meˆme caracte`re que la re´union d’une courbe hyperplane de caracte`re γ0 et d’une
droite la coupant en un point et “sortant” de l’hyperplan de la courbe.
4 Courbes ACM de P4
Proposition 4.1. Avec les notations de 3.5, de´signons par Yi une surface ACM de car-
acte`re γi. On a :
d =
r∑
i=0
di 2g − 2 =
r∑
i=0
(δi + (2i+ 1)di).
De´monstration. On rappelle qu’on a :
d =
∑
k∈Z
kγC(k) g − 1 =
∑
k∈Z
(k − 1)(k − 2)
2
γC(k).
Alors
d =
∑
k,i
kγi(k − i) =
∑
k,i
(k + i)γi(k)
=
∑
k,i
kγi(k) +
∑
k,i
iγi(k) =
∑
i
di
puisque γi est un caracte`re (
∑
k kγi(k) = 0).
2g − 2 =
∑
k,i
(k − 1)(k − 2)γi(k − i) =
∑
k,i
(k + i− 1)(k +−2)γi(k)
=
∑
k,i
k2γi(k) +
∑
k,i
(2i − 3)kγi(k) +
∑
k,i
(i− 1)(i − 2)γi(k)
=
∑
i
(δi + 4di) +
∑
i
(2i− 3)di =
∑
i
(δi + (2i+ 1)di).
Courbes ACM de degre´ 6 10
Pour terminer, nous allons utiliser 3.5 pour donner la liste des degre´s et genres des courbes
ACM de P4 de degre´ 6 10, ce qui comple`te la liste donne´e par [5]. Nous pre´ciserons a` chaque
fois dans la preuve les caracte`res γi et γC .
Proposition 4.2. Soit C une courbe ACM non de´ge´ne´re´e de P4 de degre´ 6 10, d son
degre´ et g son genre. Alors le couple (d, g) prend ses valeurs dans l’ensemble suivant :
(4, 0), (5, 1), (6, 2), (6, 3), (7, 3), (7, 4), (7, 6), (8, 4), (8, 5), (8, 6), (8, 7), (8, 10), (9, 5),
(9, 6), (9, 7), (9, 8), (9, 9), (9, 11), (9, 15), (10, 6), (10, 7),(10, 8), (10, 9), (10, 10), (10, 12),
(10, 13) et (10, 16).
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De´monstration. Graˆce a` la borne d >
(s+2
3
)
(cf. 2.14), on a 2 6 s0(C) 6 3.
– s0(C) = 3. Il y a un seul caracte`re de degre´ 6 10, qui re´alise la borne infe´rieure de 2.14.
On a : γ0 = (−1,−1,−1, 3), γ1 = (−1,−1, 2) et γC = (−1,−2,−3, 6), (d, g) = (10, 6).
– s0(C) = 2.
1. γ1 = (−1, 0, 1). On a les possibilite´s suivantes :
(a) γ0 = (−1,−1,−1, 3), γC = (−1,−2,−1, 4) et (d, g) = (8, 4) ;
(b) γ0 = (−1,−1,−1, 2, 1), γC = (−1,−2,−1, 3, 1) et (d, g) = (9, 6) ;
(c) γ0 = (−1,−1,−1, 2, 0, 1), γC = (−1,−2,−1, 3, 0, 1) et (d, g) = (10, 9) ;
(d) γ0 = (−1,−1,−1, 1, 1, 1), γC = (−1,−2,−1, 2, 2) et (d, g) = (10, 8).
2. γ1 = (−1,−1, 2). On a les possibilite´s suivantes :
(a) γ0 = (−1,−1,−1, 3), γC = (−1,−2,−2, 5) et (d, g) = (9, 5) ;
(b) γ0 = (−1,−1,−1, 2, 1), γC = (−1,−2,−2, 4, 1) et (d, g) = (10, 7).
3. γ1 = (−1, 1). On a alors ne´cessairement γ0 = (−1,−1) + 1[a] + 1[b] + 1[c] avec
2 6 a 6 b 6 c et a+ b+ c 6 12, donc γC = (−1,−2) + 1[a] + 1[b] + 1[c], d = a+ b,
2g = (a−1)(a−2)+(b−1)(b−2)+(c−1)(c−2). Lorsque a, b, c varient on obtient
toutes les autres valeurs annonce´es.
Remarque 4.3. Il existe une borne supe´rieure de Castelnuovo pour le genre d’une courbe
inte`gre de P4, qui montre que certains des caracte`res pre´ce´dents ne peuvent pas eˆtre re´alise´s
par une courbe inte`gre, bien que la conditon de 3.4 soit toujours ve´rifie´e, ce qui prouve
que ce n’est pas une condition suffisante.
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