Abstract
On the most basic level, provenance analysis requires the geologist to identify certain properties in a rep-150 resentative number of grains from each sample. The question then arises how many grains constitute a
151
'representative' number of grains. The answer to this question depends on the geological problem of interest.
152
If the main purpose of the study is merely to characterise the general shape of the distribution (e.g., 'young' 153 vs. 'old' or 'narrow' vs. 'wide') , then a few dozen grains may be enough (Avdeev et al., 2011) . If instead 154 one is looking for a particular component comprising, say, a fraction f=1/N of the total population (where
n , where n is the number of grains (Dodson et al., 1988) . Finally, if, we are interested in collecting 157 all fractions of a sample (Vermeesch, 2004) , then the likelihood of missing any of them is given by
where
is the Binomial coefficient. To calculate the probability that at least one 10% fraction is 159 missing from a 60-grain sample in provenance:
160 p <-get.p(n=60,f=0.1) 161 Conversely, to estimate the largest fraction (f) which one can be 95% confident not to have missed in the 162 same 60-grain sample:
163 f <-get.f(n=60,p=0.05)
164
Finally, to compute the number of grains needed to be 95% certain that no fraction greater than 5% of 165 the total population is missed:
166 n <-get.n(p=0.05,f=0.05)
167
which is 117 (Vermeesch, 2004) . 188
where '#x ≤ t' stands for "the number of items in x that are smaller than or equal to t". In contrast with tively. These built-in functions work very well for relatively simple, unimodal distributions (Silverman, 1986) .
214
However, the distributions occurring in detrital geochronology tend to be more complex than that, causing 215 the density function to overestimate the kernel bandwidth and oversmooth the resulting distribution. For 216 this reason, the provenance package includes a separate function for kernel density estimation using a hybrid 217 adaptive kernel density algorithm, adopted from DensityPlotter (version 3.0 and above, Vermeesch, 2012) .
218
This algorithm consists of two steps. First, the fixed bandwidth algorithm by Botev et al. (2010) is used to 219 calculate a 'pilot' density. Then, the bandwidth is adjusted at each sample point to scale with the square 220 root of the local density, normalised by the geometric mean of the entire distribution (Abramson, 1982) .
221
Thus, the fixed bandwidth estimate is converted into an adaptive density estimate, which assigns a narrower 222 bandwidth to densely sampled segments of the age distribution and a wider bandwidth to those segments 
where %m and %M are the volume and weight percentages of mineral m, and ρ m its density. In order to 263 compensate for selective-entrainment effects, we must recalculate detrital modes for each sample until the 264 same SRD index is restored for each. The mathematical procedure is similar to that used to convert volume 265 percentages to weight percentages, and vice-versa:
The 'SRD correction' assumes the form of Equation 4 for heavy-mineral-poor samples:
and the form of Equation 5 for heavy-mineral-rich samples:
To remove environmental bias by the SRD correction we need to assume an appropriate common SRD HMcomp <-c("zr","tm","rt","sph","ap","ep","gt","st","amp","cpx","opx")
283
PHO <-amalgamate(rescomp,Plag="P",HM=HMcomp,Opq="opaques") 
Size-density sorting of detrital grains and intrasample variability 299
The settling velocity of a detrital particle represents the balance between gravitational forces and drag 300 resistance due to both turbulence and viscosity. Settling of clay and silt particles in water is resisted by 
where g is the gravitational constant, R x is the submerged density (ρ grain -ρ f luid ), D x is the diameter 306 of the particle, and η is the fluid viscosity. The settling velocity of sand-sized particles in water must be 307 calculated by empirical formulas, such as the relatively simple one proposed by (Cheng, 1997):
The settling velocity of granules and pebbles can be described by Newton's Impact Law:
where ρ f is the fluid density. The same formula has been shown empirically to be sufficiently accurate 310 also to calculate the settling of particles of any grain size in air (Garzanti et al., 2008 size shifts between any mineral x and a reference mineral or the bulk sediment are calculated as:
For sand sized particles:
where Ξ = v/η + (v/η) 2 + 48(g R x /η 2 ) 2/3 . For granules and pebbles or any sediment settling in air, 316 size shifts are twice those predicted by Stokes' Law:
The average settling velocity for each given sediment sample can be calculated with formulas 8, 9 or 318 10 according to its mean grain size, grain density (SRD index of the bulk sediment, see Section 3.3) and 319 depositional environment (air, freshwater or seawater). For each detrital mineral or rock fragment, the size 320 shift referred to the bulk-sediment (SRD index) is calculated with formulas 11, 12 or 13. To account for 321 shape effects (Komar et al., 1984) , the density of micas is lowered by 0.5 g/cm 3 (Garzanti et al., 2008) .
322
Finally, a Gaussian size-frequency distribution is calculated for each detrital component by combining its 323 size shift referred to the mean size of the bulk sediment and the sorting value of the latter.
325
In provenance, all these calculations are performed by the minsorting function, so named after the , which uses the maximum absolute difference between two cumulative distributions (Feller, 1948) .
356
Given two samples A and B, the K-S distance is defined as
where F A and F B are defined by Equation 2 and | · | stands for the absolute value. One nice feature of 358 the K-S distance is that it obeys the triangle inequality, which states that, for any three samples A, B and 
where 'g(x) stands for 'the geometric mean of x (Aitchison, 1986; Vermeesch, 2013) . Note that the 379 same distance is obtained irrespective of whether the input data are expressed as fractions or percentages.
380
The Aitchison distance breaks down for datasets comprising 'zero counts' (A i = 0 or B i =0 for any i).
381
This problem can be solved by pooling several categories together (see Section 2.2), or by using a different 382 dissimilarity measure such as the Bray-Curtis distance:
The following example yields the dissimilarity matrices of the heavy mineral and major element compo- The effect of the Source Rock Density (SRD) correction on the Namib dataset, shown on a ternary diagram with P = plagioclase (ρ = 2.67 g/cm 3 ), HM = heavy minerals (ρ = 3.5 g/cm 3 ), and Opq = opaque minerals (ρ = 5 g/cm 3 ). Circles mark the restored compositions, lines connect the intermediate values of the SRD correction algorithm. It is evident that samples N8 and N9 are most strongly affected by hydraulic sorting and benefit from the SRD correction the most. The ellipse was drawn using the compositions package's ellipses function. 
Source Weights
Figure 8: a. group configuration of an INDSCAL analysis of the Namib dataset using the KolmogorovSmirnov dissimilarity for the U-Pb data (DZ), the Bray-Curtis dissimilarity for the heavy mineral (HM) and bulk petrography (PT) data, and the Aitchison distance for the major and trace element compositions; b. the source weights, which show the relative importance which each of the five provenance proxies attach to the horizontal and vertical axis of the group configuration (Vermeesch and Garzanti, 2015) ; note that samples N8 and N9 plot on the far right of the group configuration, indicating that they have significantly different Major and Trace element compositions. This is consistent with these samples being affected by hydraulic sorting, as was previously shown in Figure 4 . c. the group configuration of the same data, but using the Sircombe-Hazelton dissimilarity for the U-Pb data, and the Bray-Curtis dissimilarity for the major and trace compositions; d. the correponding source weights. Although the two configurations look very similar, the actual weights attached to each of the proxies are very different.
