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Abstract--Singularly perturbed two-point boundary value problems (SPBVPs) for third-order 
ordinary differential equations (ODEs) with a small parameter multiplying the highest derivative are 
considered. A numerical method is suggested in this paper to solve such problems. In this method, 
the given BVP  is transformed into a weakly coupled system of two ODEs  subject to suitable initial 
and boundary conditions. Then, the computational method, presented in this paper, is applied to 
this system. In this method, we reduce the weakly coupled system into a decoupled system. Then, 
to solve this decoupled system numerically, we apply a 'boundary value technique (BVT)', in which 
the domain of definition of the differential equation is divided into two nonoverlapping subintervals 
called inner and outer regions. Then, we solve the decoupled system over these regions as two point 
boundary value problems. An  exponentially fitted finite difference scheme is used in the inner region 
and a classical finite difference scheme, in the outer region. The boundary conditions at the transition 
point are obtained using the zero-order asymptotic expansion approximation of the solution of the 
problem. This computational method is distinguished by the facts that the decoupling reduces the 
computational time very much and it is well suited for parallel computing. This method can be 
extended to a system of two ordinary differential equations, of which, one is of first order and the 
other is of second order. Numerical examples are given to illustrate the method. ~) 2002 Elsevier 
Science Ltd. All rights reserved. 
Keywords - -S ingu lar  perturbation, Third-order differential equation, Non-self-adjoint boundary 
value problem, Asymptotic expansion approximation, Boundary layer, Exponentially fitted finite 
difference scheme. 
1. INTRODUCTION 
For the past 20 years an extensive research as been made on numerical methods for singularly 
perturbed ordinary differential equations (SPODEs). Robust techniques have been developed for 
second-order ordinary differential equations but for higher-order equations only few results are 
reported in the l iterature. Analytical treatment of SPBVPs for higher-order nonlinear ordinary 
differential equations, which have important applications in fluid dynamics, is available in [1-16]. 
The classification of singularly perturbed higher-order problems depend on how the order of the 
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original equation is affected if one set ~ = 0. We say that the problem is of convection-diffusion 
type if the order is reduced by one and of reaction-diffusion type if the order is reduced by 
two. Here, e is a small positive parameter multiplying the highest derivative of the differential 
equation. Niederdrenk et al. [10] have considered convection-diffusion type problems and derived 
conditions for the uniform stability of the discrete and continuous problems. Gartland [11] has 
shown that the uniform stability of the discrete boundary value problem follows from the uniform 
stability of the associated iscrete initial value problem and uniform consistency of the scheme. 
Some results connected with the exponentially fitted HODIE method [11] and defect corrections 
with piecewise constant coefficients are available in the literature. Feckan [9] has considered 
higher-order problems and his approach is based on the nonlinear analysis involving fixed-point 
theory, Leray-Schauder theory, etc. In [4], an iterative method is described. Further, if the order 
of the equation is even then a finite element method (FEM) based on standard C m-t splines 
on a Shishkin mesh is reported [12]. In [4,13], an FEM for convection-reaction type problems is 
described. Also Semper [14], Roos [15], and O'Malley [16] have considered fourth-order equation 
and applied a standard FEM. As far as authors' knowledge goes, only few results are reported in 
the case of third-order differential equations, that too on the analytical behaviour of the solution. 
In fact, Howes [6] has considered problems of type 
e2y"=f (y )y '+g(x ,y ) ,  y (a)=A,  y'(b) =C, y(b) =B,  
and discussed the existence and asymptotic estimates of the solution by the method of descent. 
He has also reported results [5] on problems of the form 
Ey n = f ( t ,y ,y ' , . . .  ,y(n-2)), 
y(J) (a, ~) = Aj, 
y(,~-2) (b, ~) = Bn-2, 
a<t<b,  n>3,  
O<j<n-2 ,  
which include existence, uniqueness, and asymptotic behaviour of the solution. Roberts [7] has 
suggested a method of finding approximate solution for third-order ordinary differential equations. 
Zhao [8] has considered a more general class of third-order nonlinear SPBVPs of the form 
Ey"=/(x,y,y',E), with y'(0)=0, y(1)=0, y'(1)=0, 
or y" (0)  = 0, y(1) = 0, y ' (1)  = 0, 
and discussed the existence, uniqueness of the solution and obtained asymptotic estimates using 
the theory of differential inequalities. Motivated by the works of Roberts [17], Zhao [8], Howes [5], 
Jayakumar et al. [18,19], Natesan et al. [20], and Khadalbajoo [21-23] we, in this paper, suggest 
a computational method, which makes use of the zero-order asymptotic expansion approximation 
and a boundary value technique (BVT) to find a numerical solution for third-order singularly 
perturbed ordinary differential equations ubject o certain boundary conditions. As mentioned 
earlier, the BVP is transformed into a weakly coupled system of two equations, one of which 
is first order and the other a second-order quation, subject o initial and boundary conditions, 
respectively. Then, this weakly coupled system is decoupled by replacing one of the unknowns 
by its zero-order asymptotic expansion. Finally, the BVT is applied to the decoupled system. By 
this procedure of decoupling the computational time is very much reduced. Also, the BVT gives 
excellent portrait of the solution, especially within the boundary layers. This method is easy to 
apply and further we could give a full-fledged theory (consistency, stability, convergence and error 
estimates) for the same. Also, the material presented in Section 7 is entirely new. The present 
method is well suited for parallel computing. Thus, the present echnique is more advantageous 
when compared with the other methods available in the literature. 
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In this paper, we consider the following problem 
-ey'(x)+a(x)y"(x) +b(x)y'(x)+c(x)y(x)=f(x), x e D, (1.1) 
y(0) =p,  y'(0) =q,  y ' (1 )=r ,  (1.2) 
where e is a small positive parameter, a(x), b(x), c(x), and f(x) are sufficiently smooth functions, 
a(x) ~ -~,  ~ > 0, (1.3) 
b(x) ~ O, (1.4) 
0>c(x) > -~, ~>0,  (1.5) 
5=~-~(1+3~)  >A>0,  for some ~>0and A, (1.6) 
D = (0, 1), Do = (0, 1],/)  = [0,1], and y E C(3)(D) f3 C(1)(D). It may not be difficult to extend 
the present method to solve the more general system of equations of the form 
y'=g(x,y,z),  y(0)=p,  Ez"=f(x,y,z,z ') ,  z(0)=q,  z (1 )=r .  
REMARK 1.1. For problem (1.1),(1.2) one boundary layer occurs at x = 0, which is less severe [4]. 
Condition (1.3) says that problem (1.1),(1.2) is a nonturning point problem. Condition (1.5) en- 
sures that the equivalent system (2.1),(2.2) of (1.1),(1.2) is a weakly coupled system of equations. 
The other two conditions help to establish the maximum principle for system (2.1),(2.2) and 
using this principle, we establish a uniform stability result. In the following, C is a constant 
independent of the nodes, mesh size, and the small parameter e.
2. SOME ANALYT ICAL  RESULTS 
This section presents the maximum principle and stability result on the solution for prob- 
lem (2.1),(2.2). A result on the asymptotic expansion approximation ofthe solution of (2.1),(2.2) 
is presented. Further, estimates for the derivatives of the solution are given. The maximum 
principle is stated in a form similar to that given in [24]. 
Problem (1.1),(1.2) can be transformed into an equivalent problem of the form 
Ay=F~ { Ply:=y~(x)-y2(x) =0,  P2y:= -ey~(x)+a(x)y~(x) +b(x)y2(x) +c(x)yl(x)=f(x), Rly :=yl(0) = p, 
R2y :=y2(0) = q, 
R3y :=y2(1) = r, 
x E Do, 
for x E D, (2.1) 
(2.2) 
where y=(y l ,y2) .  
2.1. Maximum Principle and Stability Result 
THEOREM 2.1. MAXIMUM PRINCIPLE. Consider the BVP (2.1),(2.2). I[ul(O) ~_ O, u2(0) ~ 0, 
u2(1) > 0, PlU > O, and P2u > 0, then u(x) > 0 in D. 
PROOF. Defining 
s(z) = (S l (Z) ,s2(x))  > o, as 
SI(X) = (1 + 2r/)x + 7/, 
s2(x) = 1 + 7}- x, 
~/as given in condition (1.6) and x E / ) ,  we can easily prove that Pls > 0 and P2s > 0. Assume 
that the theorem is not true, and define 
{ } 
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Then, ~ > 0. Further, ul + ¢Sl _> 0 and u2 + ¢s2 > O. Then, there exists a point xo E /7) such 
that (-ul/sl)(xo) = ¢ for zo E Do, or (-u2/s2)(Zo) = ¢ for xo E D. 
CASE 1. (--ul/sl)(xo) = ~, FOR X0 E Do. That is, (Ul + Csl)(Xo) --- 0. =v Ul + ~Sl attains its 
minimum at xo. Therefore, 0 < Pl(U + ~s)(xo) = (ul + CSl)'(xo) - (u2 + Cs2)(Xo) < 0. It is a 
contradiction. 
CASE 2. (--u2/S2)(Xo) = ~, FOR x0 E D. That is, (u2 + Cs2)(xo) = 0. ~ u2 + ¢s2 attains its 
minimum at xo. Therefore, 
0 ~P2(u+¢s)(xo) = -e(u2 +¢s2)"(xo) +a(x)(u2 +¢s2)'(zo) 
+ b(x)(u2 +¢s2)(xo)+c(x)(ul +¢Sl)(Xo) < 0. 
It is a contradiction. Hence, we conclude that u(x) _> 0 for all x E D. 
LEMMA 2.1. STABILITY. Consider the BVP (2.1),(2.2). I fyl  E C3(D) N C l (b ) ,  
Ily/~/ll ~_ ~m~ {l~/0/I ~0~1 I~l ,m~ I~lyl,mvl~yl } 
where Lly(x)ll = max{]yl(z)], ly2(z)]}, t'or all z E D. 
PROOF. Defining two functions W+(x)  as 
Wl~(X) =C((1  + 2~/)x + 7/)max { lyl(O)I'Iy2(O)I']y2(1)]'maxIPlyI'max]P2yi } x e D  ze  + yl(x), 
~/~ -- ~ ~ - ~/m~ {1~/0~, 0~l L~l, m~o I~lyl m~ ~y} ~ ~x~, 
with 7] as given in condition (1.6) and x E D, by a proper selection of the constant C, we can 
prove that WI~(0) > 0, Wff(0) > 0, Wff(1) > 0, P lW+(x)  > 0, for x E Do and P2W+(x)  >_ 0, 
for x E D. Then, the desired result follows from Theorem 2.1. 
2.2. Asymptot i c  Expans ion  Approx imat ion  
One can look for the asymptotic expansion solution of (2.1),(2.2) in the form 
y(x,¢) = (Uo + v0) + ¢(Ul + Vl) + O (c2). 
By the method of stretching variable [3] one can obtain the zero-order asymptotic expansion 
Yas = (uo + vo) where uo is solution of the reduced problem of (2.1),(2.2) given by 
! 
Uol - uo2 = O, a(x)ulo2 + b(x)uo2 + c(x)uol = f(x), (2.3) 
uo l (0)  = p, uo2(1) = r, (2.4) 
and vo is the layer correction given by, v0 = (vol,  vo2), with 
VOl0  
THEOREM 2.2. The zero-order asymptotic approximation Yas of the solution y of (2.1),(2.2) 
satisfies the inequality 
HY - Yasl] <- C~. 
PROOF. We have 
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We use the fact that 
texp(-t)  _< exp (~)  , Vt >_0, 
to obtain [ IP2Y-P2Yas[<Ce l+~- lexp  ~ . 
Now, defining barrier functions, 
¢1 = 71~ [(1 + 2~)z + ~] + 7~2exp ~ + (vl - vlo8), 
¢2 = Vie [1 + ~/- x] + 72eexp ~ + (Y2 - Y2as), 
~? as given in condition (1.6) and x e / ) ,  it is easy to verify that P10 >- 0, P20 > 0, (bl(0) = 0, 
(I)2(0) > 0, and 02(1) > 0, for a proper choice of 71 and 72. Then, by Lemma 2.1, we have 
IJY - y-lJ -< Ce. 
2.3. Es t imates  for Der ivat ives  
THEOREM 2.3. Ira(x), b(x), c(x), and f(x) belong to C(J)(b) then, y~k)(x) and y(k)(X) satisfy 
_< C I1+ 6-kexp ( -~) ]  , fo ra l l k< jandxED,  
where y = (Yl, Y2) is the solution of (2.1),(2.2). 
PROOF. The proof is by induction of k. The result is obvious for the case k = 0 (Lemma 2.1). 
Assume that 
ly~m)(') I _< C [1 + e- (m-"  exp ( -7 -~) ]  , 
ly(m)(x)l _< C [1 + e-mexp (Z -~x) J ,  for all m _<k. 
Consider the differential equation 
-~v~'(x) + a(x)v~(~) + b(~)W(~) + c(~)Vl(x) =/ (~) .  
Differentiating this k times, we are with the equation 
= 
where 
Then, following the method of proof given in [25] and using Lemma 2.1, we obtain 
y(2k+l)(x) <CI l+e- (k+l )exp( -~)  ] .  
Using y~l(X) = y2(x), 
 CEl+  ] 
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Hence, the proof of the theorem is complete. 
To prove the uniform convergence of the numerical solution, we need the following stronger 
result on the estimates of the derivatives of the components of the solution of (2.1),(2.2). 
THEOREM 2.4. I ra (x) ,  b(x), c(x), and f (x )  C C(J)(/)), then the solution y = u + v satisfies 
u(k) (x) _< C [1 -I- El-k exp (~-~)  ] , 
v(k)(x) _<C¢-kexp(~- -~) ,  
where u is the smooth component given by u = u0 + ¢Ul, u0 is the solution of the reduced 
problem (2.3),(2.4) and ul is the solution of the problem, 
' " + a(z)u~2 + b(x)u12 + c(x)u11 " (2.6) Ull - u12 ~ 0, -EUl2 = u02 ,
tLll(0 ) ---- 0 ,  U12(0) = 0, U12(1) = --S-Iv02(1), (2.7) 
and v is the singular component given by (2.5). 
PROOF. Following the method of proof adopted in [25] and using Lemma 2.1, we can get the 
desired estimates. 
3. SOME RESULTS ON NUMERICAL  SCHEMES 
In this section, we present a classical finite difference scheme and an exponentially fitted finite 
difference scheme to solve (2.1),(2.2) numerically. As in the case of continuous problem, the 
maximum principle theorem and the stability result for the discrete case are presented. Theorems 
giving the error estimates for the difference schemes are also presented. 
As presented earlier, the outer region problem is solved by a classical finite difference scheme 
(see [26]), whereas the inner region problem is solved by an EFD scheme [26]. These schemes for 
the problem (2.1),(2.2) are, respectively, as given below 
phy i  := D-y l , i  - Y2,i = O, 
phy i  := -- ¢D+ D-y2, i  + a(xi)D+y2,i + b(xi)y2,i + c(xi)yl, i  = f ( z i ) ,  
yl,0 = P, Y2,0 = q, Y2,n = r, 
and 
phy i :=D-Y l , i  - Y2,i = O, 
phy i :=  -- ~a(P)D+D - Y2,i +a(x i )D  + y2,i + b(zi)y2,i +c(xi)yl , i  = f ( z i ) ,  
Yl,0 = P, Y2,0 = q, Y2,n = r, 
where i E {0 ,1 , . . . ,n} ,  0 = x0 < xl < ""  < xn- ]  < xn = 1, 
i ---- 1(1)n, (3 .1)  
i = 1 (1)n -  1, 
(3 .2)  
i=1(1)n, 
(3.3) 
i=1(1)n-1, 
(3.4) 
xi = Xo + ih, Yi = (Yl,i, Y2,i), i = 0(1)n, 
D-y l , i  - Yl,i - Y],i-1 
h 
D+y2, i = Y2,i+l - Y2,i 
h ' 
D+D-y2 ,  i = Y2,i+1 - 2y2,i - Y2,i-1 
h 2 
h pa(0) and p = - .  
a(p) = (1 - exp( -pa(0) ) '  ¢ 
Analogues of the results for the continuous problem (2.1),(2.2) can be given for the discrete 
problems also. 
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3.1. Max imum Principle and Stability Result 
THEOREM 3.1. MAXIMUM PRINCIPLE. Consider the discrete problem (3.1),(3.2) or (3.3),(3.4). 
/ fY l ,0_>0,  y2,0_>0, y2,n_>0, Plhyi >0for0<i<n-1  andphy  i >0for0  < i<n,  then 
Yi -> 0 for i = 0(1)n. 
PROOF. Define si = (sl#, s2#) > 0 as sl,i = (1 + 2r})x~ + z}, s2# = 1 + r} - x~, i = 0(1)n, and r} is 
as in condition (1.6). Then, we can easily prove that 
phs,>O, i=l(1)n, phs,>O, i=l(1)n--1.  
Using the basic idea underlying in the method of proof adopted for the continuous problem, with 
the definition that 
~=max~ max --Yl,i, max --Y2,i} 
[O<~<n Sl, i 0<i<n 82, i
one can prove the present heorem. 
LEMMA 3.1. STABILITY. Consider problem (3.1),(3.2) or (3.3),(3.4). Hyi  is any mesh function, 
then 
[[Yi[] <-Cmax{lYl'°]'lY2'°l'lY2'nl'omia~n [P lhy i [ __ ' 0<i<nmaX [phyi[ } ,  i = 0(1)n, 
where ][Yi[] = max{lyl#l, [y2,~]} for 0 < i < n. 
PROOF. Define two mesh functions W~ by 
W~i = C((1 + 2~)xi + rl)max L~]Y"°]' [y2,oh [y~,nh o~<n [phy, I , max IPhyil'~ .4_ Yl,i, 
_ _ O<~_<n ) 
i=0(1)~, 
W'±9,i = C(1 + 7} - xi) max{[Yl,0], ly2,0h ]Y2,n],om~<n Iphyih max Iphyil} + Y2,,, 
- -  - -  O<i<n 
i =0(1)n.  
Following the method of proof of Lemma 2.1, for a proper choice of the constant C and using 
Theorem 3.1 we can obtain the desired bounds for Yi. 
3.2 .  E r ro r  Es t imates  
THEOREM 3.2. The error in using the classical scheme (3.1),(3.2) to solve problem (2.1),(2.2), 
at the inner grid points {xi, i = 1, 2, . . . ,  n - 1} satisfies 
{ y, , ,  ( 1) Ch + C exp , if h > 6. 
PROOF. The consistency errors due to ph and ph are given by 
lVl h (y(xi) - Y~)I = [ (P~ - PI) (Y(Xi))l <_ C y~2)(t) dt 
and 
- F +' 0 + IP2 (y(z,) - Y,)I = I(P2 - P~) (y(x,))[ < c,,,,_, 
Moreover, y(x~) and y~ agree at the end points. Following the method of proof given in [4] and 
Lemma 3.1, we can complete the proof of this theorem. 
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REMARK 3.1. The above theorem ensures the convergence of the numerical solutions in the 
outer region but not in the inner region, whereas the following theorem proves that the EFD 
scheme (3.3),(3.4) converges in the whole interval [0, 1]. 
THEOREM 3.3. The error in using the EFD scheme (3.3),(3.4) to solve (2.1),(2.2) satis/ies 
II(y(x~) - y~)ll - Ch2/3. 
PROOF. Define y(x) = u(x) + v0(x), where u is the smooth component, u = u0 + ¢ul and v0 is 
the singular component as given in Theorem 2.4. The local truncation errors for u(x) due to ph 
and ph  are given by 
IP h (u(z,)-  u,)l = I (P," - P,.)(u(~,))l 
IP~ (u (x , ) -  ,-,~)I = I(P~ - P,,.)(u(~,))l 
1 
+ -~h la(x~) - a(0)l 
u(xi) and us agree at the end points. By Lemma 
<_ Ch, 
< -~a(p) + ~-  1ha(O) u(2)(xi) 
3.1, we get 
I I (u (x , ) -u , ) l l _<C h+ ~-~ + ~ . 
Again, following the method of proof adopted in [26], we get 
I I (vo(x~) - vo,~)ll < Ch, where C is independent of i, h, and e. 
Combining (3.5) and (3.6), we get the classical estimate 
I I (y(x~)-y~)[ l_<C h+ ~ + ~-~ . 
On the other hand, one can check that 
(3.5) 
(3.6) 
II(uo(x~) ÷ v0(x~)) - y~ll ~ C(h ÷ ~). (3.7) 
But, from Theorem 2.2, 
IlY (x~) - (u0 (x i )+ v0 (xi))ll <- C~. (3.8) 
From (3.7) and (3.8), we conclude that 
II(Y (x~) - Yi)II < C(h + ~), 
which is a nonclassical estimate of the error. We make use of the classical estimate when h 2/s < c 
and the nonclassical estimate when h 2/3 >_ ~ to have the estimate that is claimed. 
4.  BOUNDARY VALUE TECHNIQUE 
In general, classical finite difference schemes fail to yield good approximation to singular per- 
turbation problems throughout he domain of definition of differential equation. Therefore, one 
has to look for new, efficient methods for solving these problems. The 'boundary value technique' 
is one such method. Consider the problem (2.1),(2.2). Let k > 0 be such that kc << 1. We divide 
the domain into two subintervals [0, k~] and [k~, 1]. From (2.1),(2.2), we derive two problems 
namely, the ' Inner region problem' in [0, ke], and the 'Outer region problem' in [kE, 1]. To obtain 
boundary conditions at the transition point x = k~, we use the zero-order asymptotic expansion 
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or a suitable a asymptotic expansion of the solution of (2.1),(2.2). In fact, we take the boundary 
values at x = ks as 
p l=uo l (ks )+Vo l (kS) ,  ql = uo2(ks)+vo2(ks) .  
The inner region problem is given by 
y~(~) -y~(~)  = o, 
- sy~(x)+a(x)y~(x)+b(x)y2(x )  +c(z )y l (x )  = f (x ) ,  
y l (0 )=p,  y2(0) =q,  y2(ks) =q l .  
To solve (4.1),(4.2) we use the following exponentially fitted difference scheme 
z • (o, ks], 
x • (0, ks), 
(4.1) 
(4.2) 
D-y l# - Y2 , i  = 0, 
- sa (p)D+ D-y2, i  + a(xi)D+y2# + b(xi)y2# + c(xi)yl# = f (x i ) ,  
with 
Yl,0 ---- P, Y2,0 = q, Y2,n = ql, 
pa(0) hi hi ks 
a(p) = 1 - exp( -pa(0) ) '  P = -~ '  n 
D-y l , i  = YI# - Yl,i-1 
hi 
D+y2# _ Y2,i+l - Y2,i 
hi 
D+D-y2# = Y2#+l - 2y2,i + Y2,i-z 
h~ , and xi = ihl .  
i ---- 1(1)n, 
i = l (1 )n -  1, 
x~ • (0, ke), 
The outer region problem is given by 
y~(x) - y2(z) = o, • • (ks, 1], 
-sy'~'(~) + a(~)y~(x) + b(x)y2(z) + c(~)y l (x)  = f ( z ) ,  • • (ks, 1), 
yl(kS) = Pl, y2(ks) = el, y2(1) = r. 
To solve (4.5),(4.6) numerically, we apply the following classical finite difference scheme 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
D-y1# - Y2 , i  = O, 
- sD+D-y2# + a(x~)D+y2,i + b(xi)y2# + c(xi)yl# = f (x i ) ,  
i = 1(1)n, 
i = 1(1)n -  1, 
zi  • (ks, 1), 
(4.7) 
Yl,O ----- Pl, Y2,0 ~-- ql, Y2,n -= r, (4.8) 
where 
D-y l , i  - Yl,i - Yl,i-1 
h2 
D+y2, ~ = Y2,i+l - Y2,i 
h2 
D+D-y2,  ~ -_ Y2#+1 - 2y2,~ + Y2#-1 h~ 
1 - ks 
h2 -= - -  and x~ = ks + ih~. 
n 
The algebraic systems (4.3),(4.4) and (4.7),(4.8) are linear and are solved by the self-correcting 
LU decomposit ion procedure [28]. 
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After solving the inner and outer region problems, we consider their solutions to obtain an 
approximate solution to problem (2.1),(2.2) in the whole interval [0,1]. We repeat this process 
by increasing the value of k (thus widening the inner region) until the solution profiles do not differ 
much from iteration to iteration. For computational purposes we use an absolute rror criterion, 
IlY(X) m+l --Y(X) m II <-- 5 where y(x) ra is the mth iterative value of y and 5 is a prescribed tolerance 
bound. 
REMARK 4.1. Since the inner and outer region problems are independent of each other the 
present method is suitable for parallel computing. 
REMARK 4.2. According to Farrell [27], the exponentially fitted difference scheme is more effec- 
tive inside the layer. Our numerical experiments show that, in general, the exponentially fitted 
schemes yield better results than the classical schemes inside the boundary layers. 
REMARK 4.3. This self-correcting LU decomposition algorithm has a special feature that it works 
even when the coefficient matrix is nearly singular, in which case, the usual LU decomposition 
scheme fails or unstable. Another interesting thing about this algorithm is that, while solving 
the system Ax -- b, inverse of the matrix A and the solution vector x are stored in A and the 
right-hand side column vector b, respectively. This saves the memory space of the computer. 
5. ERROR EST IMATES 
In this section, we derive error estimates for the numerical solutions obtained by the method 
described in the previous ection. The method of proof is the same as that adopted by [18]. The 
discussion is carried out in an arbitrary interval [A, B]. Consider the following BVPs: 
and 
y~(x) -y~(x)=0, 
-~y~(x) +a(z)y~(x) +b(~)y2(x) +c(~)yl(~)=y(x), 
yl(A) = #, y2(A) = u, y2(B) = A, 
x • (A, B], 
(5.1) 
z E (A, B), 
(5.2) 
y~(x) -y2(x )=O,  xe(A ,B] ,  
-eye'(x) + a(x)y~(x) + b(x)y2(x) + c(x)yl(x) = f(x),  x • (A, B), 
y1(A) = #, y2(A) = u, y2(B) = £ + O(e). 
Let y(x) and yl(x)  be the solutions of (5.1),(5.2) and (5.3),(5.4), respectively. 
w(x) = y(x) - yl(x).  Then, w satisfies 
(5.3) 
(5.4) 
Further, let 
w~ (x) - w2(x) = 0, x E (A, B], 
-ewt2t(x) + a(x)wt2(x) + b(x)w2(x) + c(x)wl(x) = O, x e (A, B), 
w,(A) = 0, w2(A) = 0, w2(B) = 0(6). 
Applying Lemma 2.1, we have [[w(x)[[ <_ Ce. That is, 
Ily(z) -y l (x )H  < co,  for x E [A,B]. (5.5) 
Discretizing (5.3),(5.4) using the exponentially fitted scheme described in the last section, we 
have 
D-y l , i  - Y2,i : 0, 
-eo'(p)D+ D-y2,~ + a(x~)D+y2,i + b(xi)y2,i + c(xi)yl,~ = f(xi) ,  
i ---- l(1)n, 
i = l (1 )n -  1, 
x~ E (A, B), 
(5.6) 
Yl,0 ---- #, Y2,0 ---- u, Y2,n ---- A -b O(E). (5.7) 
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Let y(zi) and Yi be the solutions of (5.1),(5.2) and (5.6),(5.7), respectively. Then, using Theo- 
rem 3.3 and the inequality (5.5), we see that 
II(Y(x0-Y*)II <-C(h2/3+E), forxi • [A,B], i=0(1)n.  
In particular, we have the following result. 
THEOREM 5.1. If y(xi) and Yi axe the solutions of (2.1),(2.2) and (4.3),(4.4), respectively, then 
[ ] (y(x0-y i ) [  ]<_C(h2/3+~),  rorx~•[O, ke], i=O(1)n. 
Consider the BVP 
t X Yl( ) - y2(x) = 0, x•(A ,B] ,  
--cyt2t(X) "4- a(x)y~(x) -4- b(x)y2(x) -4- e(x )y l  (x)  = f (x) ,  Z • (A, B), 
yl(A) = # + O(E), y2(A) = ~ + O(~), y2(B) -- )~. 
Discretize this using the classical scheme described in (4.7),(4.8), 
(s.s) 
(5.9) 
D-yl,i - Y2,i = O, 
-~D+D-y2# + a(xOD+y2,i + b(xi)y~# + c(xi)Yl,i = f(xi), 
Yl,0 = # + O(~), Y2,0 = u + O(~), 
Hence, the discretization error is given by (Theorem 3.2) 
{ Ch[ l+e- lexp( -~) ] ,  
Ily (x~) - y~[] <_ 
i = 1(1)n, 
i = l (1 )n -  1, 
z • (A, B), 
Y2,~ = A. 
i fh<e,  
i fh>e,  i = 1(1)n- 1, 
(5.1o) 
(5.11) 
x~ • (A, B). 
Let y(x) and y2(z) be the solutions of (5.1),(5.2) and (5.8),(5.9), respectively. Then, by following 
the earlier arguments, we get an inequality similar to (5.5), that is, 
I]Y(x) - Y2(x) I[ ~ C¢, for x E [A, BI. (5.12) 
These discussions lead to the following theorem. 
THEOREM 5.2. Let y(x) and y* be the solutions of (5.1),(5.2) and (5.10),(5.11), respectively. 
Then, 
Ily(x~)- YT[I-< { 
i fh <~, 
i f i  = l (1 )n -  1, xi E (A, B). 
PROOF.  
Ily (x~) - yTII <~ I[Y (x0  - y2 (xi)l] + ily2 (x~) - y*ll 
if h < E, 
if h > e, i = 1(1)n-  1. 
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That is, 
( C [ (h+e)÷he- lexp(~-~) ]  , i fh<e,  
[[y (xi) - y;[[ <_ 
C[ (h+e)+exp( -~- l ) ] ,  i fh>¢,  i= l (1 )n -1 ,  x~•(A ,B) .  
In particular, we have the following statement. 
THEOREM 5.3. If y(xi) and y* are the solutions of (2.1),(2.2) and (4.7),(4.8), respectively, then 
IIY (xi) - Y*I[ -< { 
C [(h2 -t- e) + exp (-axi-1)],  
if h2 ~_ ~, 
if h2 >_ ~, i= l (1 )n -1 ,  x• (k~, l ) ,  
at the inner grid points of [ke, 1]. 
6. A COMPUTATIONAL PROCEDURE 
In [29], the BVT discussed in the last section is applied to obtain numerical solution of the 
differential equation (1.1) subject o the boundary conditions (1.2) under assumptions (1.3)-(1.5). 
The same technique is applied to solve the following BVPs (convection-diffusion problems) [30]: 
-~y ' "  + b(x)y'(x) + c(x)y(z) =/ (x ) ,  z e D, 
y(0) = p, y'(0) = q, y'(1) = r, 
where ~ is a small positive parameter, b(x), c(x), and f(x) are sufficiently smooth functions, 
b(x) >~>0,0>c(x)_>-%V>0,~-3 , ( l+2~)  >~/>0,  D= (0,1), D0 -- (0,1], / )=  [0,1], 
and y E C (3) (D) A C(/)). In this section, a computational method which uses both BVT and an 
a priori information of the solution (zero-order asymptotic expansion of the solution is assumed 
to be known) is suggested to solve the BVP (1.1),(1.2). The method is described below. 
Consider the BVP (2.1),(2.2). Replacing Yl by Ylas (refer to Section 2 for Ylas) in the second 
differential equation, (2.1),(2.2) becomes a decoupled system as shown below: 
y~(x) - y2(z) = O, x e Do, 
(6.1) g IttX~ - Y2 ( ) + a(x)Y~2(z) + b(z)y2(x) = f(z) - c(x)ylas(z), z e D, 
yl(0) = p, y2(0) -- q, y2(1) -- r. (6.2) 
We now apply the BVT, described in the last section, to this decoupled system. That is, the 
domain is divided into two nonoverlapping intervals namely, [0, ke] and [ke, 1]. Then, the classical 
scheme of Section 4 is applied to the BVP (6.1),(6.2) on the interval [ke, 1]. On the interval [0, k¢] 
the EFD scheme of Section 4 is applied to the BVP (6.1),(6.2). Combining these solutions we 
get a numerical solution of (6.1),(6.2) on the whole interval [0, 1]. It may be noted that, on each 
interval, first a numerical solution for y2 is obtained by solving the second equation and then 
using this solution we solve the first equation for Yl. More precisely, to solve for yl on the interval 
[0, ke], we first solve for Y2 in [0, ke] and then use this solution and the initial value of Yl at x = 0. 
For the interval [ke, 1], we use the value of the zero-order asymptotic expansion approximation 
at the transition point x = ke (initial point for Yl) and the calculated value of Y2,i. 
If decoupling is not done, then the number of unknowns for the self-correcting LU decomposi- 
tion procedure would be 2n-2, and the size of the matrix to be inverted would be (2n-2) x (2n-2). 
But, after decoupling the LU decomposition procedure is applied to a system (corresponding to Y2 
alone) with only n - 1 unknowns. In this case, the size of the matrix is reduced to half. This 
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reduces the computation time very much (this was experienced by us when we performed numer- 
ical experiments). This is the main advantage of our new method. Also, the problem (6.1),(6.2) 
can be solved on the two subintervals aid above simultaneously. That  is, the method is well 
suited for parallel computing. The error estimates for the numerical solution of (6.1),(6.2) are 
discussed as follows. 
REMARK 6.1. The relation between the solutions of the BVP (2.1),(2.2) and (6.1),(6.2) is given 
in the following theorem. 
THEOREM 6.1. I / y (x )  and yl (x)  are the solutions of (2.1),(2.2) and (6.1),(6.2), then Ily(x) - 
y l (x) l  I _< C¢. 
PROOF. Subtracting (6.1),(6.2) from (2.1),(2.2), we have 
wi(x) -w2(x) = 0, 
-~w~(x)+a(x)w~(x)+b(x)w2(x) =c(x)[yl(x) --Ylas(X)], 
~1(0)=0, ~(0)=0,  ~2(1) =0, 
where w(x) = (wt(x),w2(x)) = y(x) -y l (x ) .  Applying Lemma 2.1 for the above system, we 
have, 
Iiw(x)II -< CIlY - yasiI _< C~. 
That  is, Iiy(x) - yi(x)I] _< Ce. 
REMARK 6.2. The error committed in decoupling (2.1),(2.2) is of order O(e). It may be noted 
that, the form of the error estimates presented in Theorems 5.1-5.3 remain the same for the 
BVP (2.1),(2.2), irrespective of the fact that system (2.1),(2.2) is weakly coupled (c(x) # 0 for 
some x E [0, 1]) or decoupled (c(x) = 0 for all x c [0, 1]). This follows from Theorems 5.1- 
5.3 and 6.1. Therefore, Theorems 5.2, 5.3, and 6.1 will yield the necessary error estimates for 
problem (6.1),(6.2). 
7. AUGMENTED SYSTEM [31-33]  
Consider the BVP (2.1),(2.2) and suppose that condition 
0 > c(x) > -7 ,  7 > 0, (7.1) 
is not satisfied, that is, system (2.1),(2.2) is not quasi-monotone [32, Definition 2.1]. Then, we 
augment system (2.1),(2.2) as the following system: 
AS '=F¢~'  
¢(z)-?)~(z)=o, 
- -~?)~(x)+a(x)?)~(x)+~x)?)2(x)  -- c+(x)? )3 (x )+c- (x )? ) l (x )=f (x ) ,  
?)~(z)-?)4(z)=0, 
-¢?)~(x)+a(x)?)~(x)+b(x)?)4(x) -c+( )?)l(X)+C-(X)?)3(x)=f(x), 
?)1(0) = -p ,  ?)2(0) = -q ,  ?)2(1) = - r ,  
?)3(0) = p, ?)4(0) = q, ?)4(1) = r, 
xC  Do ,}  
x E D, (7.2) 
x E Do, 
xED,  
(7.3) 
where c+(x) := c(x), if c(x) _> 0 and zero otherwise, c -  (x) := c(x) - c~-(x) and ~ = (?)1, ?)2, ?)3, ?)4). 
It is easy to verify that if y = (Yl, Y2) is a solution of (2.1),(2.2) then ~, = (-Yl ,  -Y2, Yl, Y2) 
is a solution of the above problem (7.2),(7.3). It may be proved that all the results derived 
earlier for the BVP (2.1),(2.2) are still valid even if the condition (7.1) is not met. For the sake 
of illustration, an example is provided in Section 9. We now conclude that the computational 
method can be applied to problems (2.1),(2.2) irrespective of the fact that whether condition (7.1) 
is met or not. 
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8. NONL INEAR PROBLEMS 
Consider the semilinear BVP 
ey(3)(z) = F (z, y, y', y") , 
y(O) = p, y'(O) = q, 
where F(x, y, y', y") is a smooth function such that 
Fu, (x,y,y' ,y")  >_ O, 
0 >_ Fv(x,y ,y ' ,y")  >_ -7 ,  
for some ~/and 3~. 
Assume that the reduced problem 
F (x, y, yt, y,) = O, 
x e D, (8.1) 
y' (1)=r,  (8.2) 
Fu,, (x, y, y', y") < -c~, a > 0, 
(8.3) 
3' > 0, 5 = a - 7(1 + 3~/) _ ~ > 0, 
y(o) =p, (8.4) 
has a solution Y0 E C(a)(/9). Then, (8.1),(8.2) has a unique solution and has boundary layer 
of width O(e) near x = 0 [5]. Analytical results such as existence, uniqueness, and asymptotic 
behaviour of the solution of (8.1),(8.2) can be found in [5,8,9]. In order to obtain numerical 
solution of (8.1),(8.2), the Newton's method of quasilinearization [26] is applied. Consequently, 
we get a sequence {y[m]}~ of successive approximations with a proper choice of initial guess 
y[0] (Y0, mentioned above, will be a proper initial guess). Then, define y[m+l], for each fixed 
nonnegative integer m, to be the solution of the following linear problem: 
where 
__~ (y(3))[m4-1] -[- am(x) (y,t)[m-~-l] .1_ bm(x ) (yt)[m+l] .~_ am(x)y[m4.1] .~. Fro(x), (8.5) 
y[m+l](0) = P, (y,)[m+l] (0) = q, (y,)[m+l] (1) = r, (8.6) 
an(x) = F~,, (x,y(~], (¢)[m), (¢,)[m]), 
b~(~) = F~, (~, y[m), (¢)(~), (¢,)[m]), 
cm(x) = F~ (x ,y  [m], (y,l(m], (y,l[ml), 
REMARK 8.1. If the initial guess y[0] is sufficiently close to the solution y(x) of (8.1),(8.2) then, 
following the method of proof given in [26], one can prove that the sequence {y[m]}~, converges 
to y(x). From (8.3), it follows that, for each fixed m, 
am(x) ---- Fu,, (x,y,y' ,y")  < -c~, a > O, 
bin(x) = f~, (x,~E~l, (¢)[~1, (¢,)[ml) _> 0, 
0 > cm(x) = F~(x,y,y ' ,y")  >_ -3,, 
REMARK 8.2. 
form (1.1),(1.2). Hence, it can be solved by the computational method given in Section 6. 
REMARK 8.3. The zero-order asymptotic approximation of the solution of (8.1),(8.2) is usually 
taken as the initial guess y[m] to generate the successive approximations {y[m] }. 
REMARK 8.4. For the above Newton's quasilinearization process, the following convergence ri- 
terion is used, 
y[m+ll(xj) -- y[ml(xj) ~_ r, Xj E D, m ~ O. 
(8.7) 
3,>0. 
Problem (8.5),(8.6) for each fixed m, is a linear BVP of third order and is of 
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9. I LLUSTRATIONS 
In this section, we present hree examples to illustrate the method described in this paper. 
EXAMPLE 1. Consider the BVP 
_ ~y<3)(x)  - 2y" (x )  + 4y ' (x )  - y (~)  = 4 1 + 2 (1 - e -~/~)  
e(i-e-2X/~) x2 ( 1 )  
+ 4(1-e-~/0  +T -~ 1+ 2(1-e-~/~) ' 
y(O) = 1, y'(O) = 1, y'(1) = 1. It can be reduced to a weakly coupled system of equations. Table 1 
gives the numerical results obtained for this BVP using the computational method presented in 
this paper. 
Table 1. 
Error 
Nodes 
Solution Derivative 
0 .0*eps  0.0000000E+00 . 000000E+00 
0 .2*eps  0.8214481E-08 0.2847837E-09 
0 .6*eps  0.1741147E-07 0.6506715E-08 
eps 0.2154467E-07 0.3274650E-08 
1 .5*eps  0.2367632E-07 0.1723959E-08 
2*eps  0.2446055E-07 0.7521687E-09 
2 .5*eps  0.2474910E-07 0.2445059E-09 
3*eps  0.2485529E-07 0.2840610E- 16 
0.1002700E+00 0.2473017E-03 0.5210325E-06 
0.3002100E+00 0.7468972E-03 0.4678244E-06 
0.5001500E+00 0.1246543E-02 0.4051283E-06 
0.7000900E+00 0.1746135E-02 0.2754090E-06 
0.9000300E+00 0.2245823E-02 0.1203818E-06 
0.1000000E+01 0.2495650E-02 0.0000000E+00 
eps = 1.0E-05. 
EXAMPLE 2. Consider the BVP 
I - ey(3l(x) - 2y"(x) + 4y'(x) + y(x) = 2 + 4 1 - ~ + 2 (1 - e-2/e) ]
e(1-e-2xl~) x2 ( 1 )  
4 (1 - ~-2/o)  4 + ~ 1 + 2 (1 - ~-~/~) ' 
y(0) = 1, y'(0) = 1, yt(1) = 1. Since this system does not satisfy the condition that 0 > c(x) >_ 
-% ~/ > 0, one has to go for an augmented system, as mentioned in Section 7. The numerical 
results are presented in Table 2. 
EXAMPLE 3. Consider the nonlinear BVP 
-ey(3l(x)-2y"(x)+4y'(x)- y~(x)=l+4 1-~+2(1_e_2 /e )  
1 e (i - e -2x/~) x 2 I 
-2 4(I-e-2/e) 4 +x i+2(i_e_2/e) ' 
y(0) = 1, y~(0) = 1, y~(1) = 1. Table 3 displays the numerical results. 
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Table 2. 
Nodes 
0.0*eps 
0.2*eps 
0.6*eps 
eps 
1.5*eps 
2*eps 
2.5*eps 
3*eps 
0.1027000E+00 
0.3021000E+00 
0.5015000E+00 
0.7009000E+00 
0.9003000E+00 
0.1000000E+01 
Error 
Solution 
0.0000000E+00 
0.8214084E-07 
0.1741061E-06 
0.2154241E-06 
0.2367132E-06 
0.2445603E-06 
0.2474073E-06 
0.2484524E-06 
0.2240321E-03 
0.7220219E-03 
0.1219895E-02 
0.1717578E-02 
0.2214982E-02 
0.2463509E-02 
Derivative 
0.0000000E+00 
0.2676216E-08 
0.3149732E-08 
0.1878541E-08 
0.4826287E-08 
0.1097761E-09 
0.1046684E-08 
0.1086371E-15 
0.5191472E-05 
0.4679598E-05 
0.3915986E-05 
0.2784361E-05 
0.1106437E-05 
0.0000000E+00 
eps=l.0E-04. 
Table 3. 
Nodes 
0.0*eps 
0.2*eps 
0.6*eps 
eps 
1.5*eps 
2*eps 
2.5*eps 
3*eps 
0.1002700ET00 
0.3000210E-4-00 
0.5000150E+00 
0.7000090E+00 
0.9000030E+00 
0,1000000E+01 
Error 
Solution 
0.0000000E+00 
0.8214480E-08 
0.1741147E-07 
0.2154467E-07 
0.2367632E-07 
0.2446055E-07 
0.2474909E-07 
0.2485528E-07 
0.2474219E-03 
0.7472498E-03 
0.1247143E-02 
0.1746990E-02 
0.2246945E-02 
0.2496907E-02 
Derivative 
0.0000000E+00 
0.5333495E- I0
0.6657950E-08 
0.3207388E-08 
0.1700008E-08 
0.7441514E-09 
0.2423499E-09 
0.2840610E- 16 
0.6657129E-06 
0.6115526E-06 
0.5141023E-06 
0.3308989E-06 
0.1292297E-06 
O.O000000E+O0 
eps = 1.0E-05; error tolerance = 1.0E-04; converges after two iterations. 
Tables 1-3 present numerical results in terms of errors for the solution and its derivative of the 
problems considered in Examples 1-3, respectively. 
REMARK 9.1. It may be noted, that the derivative rror (error in y2) is much smaller than the 
solution (Yl) error. The solution error is the sum of two errors. One is due to the derivative rror 
and the other is the local truncation error due to Euler scheme, which is of order O(h). This can 
be improved by using higher-order schemes. 
10. CONCLUSIONS 
As mentioned in the introduction of this paper, second-order singularly perturbed ifferential 
equations have been studied extensively from the computational point of view but only few results 
on the higher-order problems have been reported in the literature. In this paper, we presented 
a computational method, which made use of asymptotic expansion approximation and also the 
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boundary value technique. In turn, the BVT combined a classical finite difference scheme and 
an EFD scheme to obtain a numerical solution. The EFD scheme is used only in the boundary 
layer region to get better approximations. An important aspect of this computational method is 
that, because of the incorporation of the asymptotic expansion approximation of the solution in 
the second equation of the system, the given weakly coupled system gets reduced to a decoupled 
system. This has reduced the computational time because instead of finding the inverse of n x n 
matrix, it is enough to find the inverse of (n/2 x n/2) matrix. The idea of introducing the adjoint 
system presented in Section 7 is a new and novel approach. The problems discussed in this paper 
belong to the category known as nonturning point problems. In the future, we plan to extend 
our method to turning point problems, various boundary conditions and to systems of the form 
u'=9(x,y,z), u(o)=p, ez"=/(z,y,z,z'), z(O) =q, z(1)=r. 
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