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Abstract: The complexity function of an infinite word w on a finite alphabet A is
the sequence counting, for each non-negative n, the number of words of length n on the
alphabet A that are factors of the infinite word w. For any given function f with expo-
nential growth, we introduced in [MM17] the notion of word entropy EW (f) associated to
f and we described the combinatorial structure of sets of infinite words with a complexity
function bounded by f . The goal of this work is to give estimates on the word entropy
EW (f) in terms of the limiting lower exponential growth rate of f .
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1 Notations
We denote by q a fixed integer greater or equal to 2, by A the finite alphabet A =
{0, 1, . . . , q− 1}, by A∗ = ⋃
n≥0
An the set of finite words on the alphabet A and by AN the
set of infinite words (or infinite sequences of letters) on the alphabet A. More generally,
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if Σ ⊂ A∗, we denote by ΣN the set of infinite words obtained by concatenating elements
of Σ. If v ∈ An, n ∈ N we denote |v| = n the length of the word v and if S is a finite set,
we denote by |S| the number of elements of S. If w ∈ AN we denote by L(w) the set of
finite factors of w:
L(w) = {v ∈ A∗, ∃ (v′, v′′) ∈ A∗ × AN, w = v′vv′′}
and, for any non-negative integer n, we write Ln(w) = L(w) ∩ An. If x is a real number,
we denote ⌊x⌋ = max{n ∈ Z, n ≤ x}, ⌈x⌉ = min{n ∈ Z, x ≤ n} and {x} = x− ⌊x⌋.
Let us recall the following classical lemma concerning sub-additive sequences due to
Fekete [Fek23]:
Lemma 1.1. If (an)n≥1 is a sequence of real numbers such that an+n′ ≤ an + an′ for any
positive integers n and n′, then the sequence
(
an
n
)
n≥1
converges to infn≥1
an
n
.
Definition 1.2. The complexity function of w ∈ AN is defined for any non-negative
integer n by pw(n) = |Ln(w)|.
For any w ∈ AN and for any (n, n′) ∈ N2 we have Ln+n′(w) ⊂ Ln(w)Ln′(w) so that
pw(n+ n
′) ≤ pw(n)pw(n′)
and it follows then from Lemmas 1.1 applied to an = log pw(n) that for any w ∈ AN, the
sequence
(
1
n
log pw(n)
)
n≥1
converges to infn≥1
1
n
log pw(n).
We denote
E(w) = lim
n→∞
1
n
log pw(n) = htop(X(w), T )
the topological entropy of the symbolic dynamical system (X(w), T ) where T is the one-
sided shift on AN and X = orbT (w) is the closure of the orbit of w under the action of T
in AN (see for example [Fer99] or [PF02] for a detailed study of the notions of complexity
function and topological entropy).
If f is a function from N to R+, we consider the set
W (f) = {w ∈ AN, pw(n) ≤ f(n), ∀n ∈ N}
and we denote
Ln(f) =
⋃
w∈W (f)
Ln(w).
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For any (n, n′) ∈ N2 we have Ln+n′(f) ⊂ Ln(f)Ln′(f) so that we can deduce from
Lemma 1.1 applied to an = log |Ln(f)| that the sequence
(
1
n
log |Ln(f)|
)
n≥1
converges to
infn≥1
1
n
log |Ln(f)|, which is the topological entropy of the subshift (W (f), T ) :
htop(W (f), T ) = lim
n→+∞
1
n
log |Ln(f)| = inf
n≥1
1
n
log |Ln(f)|.
We denote by E0(f) the limiting lower exponential growth rate of f
E0(f) = lim
n→∞
inf
1
n
log f(n).
2 Presentation of the results
Our work concerns the study of infinite sequences w the complexity function of which is
bounded by a given function f from N to R+. We studied in [MM10] and [MM12] the case
E0(f) = 0 and we considered in [MM17] the case of positive entropy, for which few results
were known since the work of Grillenberger [Gri]. We defined in [MM17] the notion of
w-entropy (or word-entropy) of f as follow :
Definition 2.1. If f is a function from N to R+, the w-entropy (or word entropy) of f is
the quantity
EW (f) = sup
w∈W (f)
E(w).
We gave in [MM17] a combinatorial proof of the fact that EW (f) is equal to the
topological entropy of the subshift (W (f), T ) (notice that this can be also obtained as a
consequence of the variational principle) and that it allows to compute exactly the fractal
dimensions of the set of real numbers from the interval [0, 1] the q−adic expansion of
which has a complexity function bounded by f .
This paper is devoted to the study of the properties of the w-entropy EW and its rela-
tions with the limiting lower exponential growth rate E0. Infinite words whose complexity
function has an exponential growth but low initial values play a special role in this study
and we define the following important class of infinite words on the alphabet {0, 1} for
which we provide in Section 3 a useful renormalization theorem (Theorem 3.2):
Definition 2.2. We say that w ∈ {0, 1}N is a pre-sturmian infinite word of order k if w is
not ultimately periodic and if, for any non-negative integer n ≤ k, we have pw(n) = n+1.
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Remark 2.3. It follows from a classical result due to Coven and Hedlund ([CH73]) that
non ultimately periodic infinite words w with lowest possible complexity function pw are
the ones for which pw(n) = n + 1 for any non-negative integer n. Such infinite words,
called sturmian words, have been extensively studied since their introduction by Hedlund
and Morse in [HM38] and [HM40] (see [Lot02, chapter 2] and [PF02, Chapter 6] for very
good surveys on sturmian words). It follows from Definition 3 that a sturmian word is a
pre-sturmian word of any order.
Definition 2.4. If f is a function from N to R+, we call entropy ratio of f the quantity
ρ(f) =
EW (f)
E0(f)
.
It follows from the definitions of E0 and EW that we always have ρ(f) ≤ 1 and it
is easy to give examples of function f for which ρ(f) can be made arbitrarily small (see
beginning of Section 7 from [MM17]). On the other hand, if f is indeed a complexity
function (i.e. f = pw for some w ∈ AN), then we clearly have ρ(f) = 1. But it seems
difficult to find a set of simple conditions on f which hold for complexity functions and
implies ρ(f) = 1 (see Problem 2.5 from [MM17]).
We will suppose in this paper that functions f satisfy the following quite natural
conditions (C∗) which hold for all unbounded complexity functions:
Definition 2.5. We say that a function f from N to R+ satisfies the conditions (C∗) if
i) for any n ∈ N we have f(n+ 1) > f(n) ≥ n+ 1 ;
ii) for any (n, n′) ∈ N2 we have f(n+ n′) ≤ f(n)f(n′).
Remark 2.6. If there exists n ∈ N such that f(n) ≤ n, then any w ∈ AN such that
pw ≤ f is ultimately periodic, so that W (f) is finite.
Remark 2.7. Given any function f from N to R+ such that f(n) ≥ n+1 for any n ∈ N,
it is possible to construct recursively a non increasing integer valued function f˜ satisfying
the condition (C∗(ii)) and a real valued function ˜˜f satisfying the conditions (C∗) such that
W (f) = W (f˜) = W ( ˜˜f) and such that E0(f) > 0 implies E0(f˜) = E0(
˜˜f) > 0 (see Remark
7.3 from [MM17]).
Remark 2.8. If a function f from N to R+ satisfies the conditions (C∗) then, for any
n ∈ N, we have f(n) ≥ max{n+ 1, exp(E0(f)n)} (see Lemma 7.4 from [MM17]).
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In [MM17] we showed that, even when the function f satisfies the conditions (C∗), it
might happen that ρ(f) < 1. The main goal of this paper is to answer Problem 6.5 from
[MM17] by showing
Theorem 2.9. We have
inf{ρ(f), f satisfies (C∗)} = 1
2
.
The proof of Theorem 2.9 will follow from Section 4 where we prove that if f satisfies
the conditions (C∗), we always have ρ(f) > 1
2
(Theorem 4.2) and from Section 5 where
we prove that 1
2
is the best possible constant (Theorem 5.1). The proof of Theorem 5.1
is based on the renormalization theorem concerning pre-sturmian infinite words given in
Section 3 (Theorem 3.2).
3 Renormalization of pre-sturmian infinite words of
order k
Lemma 3.1. If a and b are words on the alphabet {0, 1} with distinct first letters and
|a| ≥ |b|, s is a positive integer and w is a non ultimately periodic word that belongs to
{a, bas}N such that pw(k) = k + 1 and (s + 1)|a| + |b| ≤ k then, if we consider w as
an infinite word on the two letters alphabet {A,B} with A = a and B = bas, the words
AA and BB cannot be both factors of w (except in the first positions). More precisely,
if w = γ1γ2 . . . with γk ∈ {A,B}, ∀k ≥ 1, then there are no indexes i, j with 1 < i < j,
γi = γi+1 = B and γj = γj+1 = A.
Proof. If we put r = (s + 1)|a|+ |b| ≤ k, we have pw(r) = r + 1, so that w has only one
special factor of length r − 1. Let us show that the words abas and baas = bas+1 (of size
r) cannot be both special factors of w. If the words abas and bas+1 were both special
factors, then (we denote by T the one-sided shift map which deletes the first letter of a
sequence) the words T (a)bas and T (b)as+1 (of size r − 1) would also be special factors of
w, and thus T (a)bas = T (b)as+1, which would imply T (ab) = T (a)b = T (b)a = T (ba).
This would be a contradiction, since the first letters of a and b are different, and the total
number of 0’s (and 1’s) in ab is equal to that in ba, so the total number of 0’s in T (ab) is
different from that in T (ba).
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Let us remark that a factor bas that is not in the beginning of w is necessarily preceded
by a factor a (since bas ends by a). Consider now the two possible cases:
1) if abas is not a special factor, then
- if abas cannot be followed by bas, the factor basbas cannot appear (except in the first
positions), which implies that BB is not a factor of w ∈ {A,B}N;
- if abas cannot be followed by a, it is necessarily followed by bas, so that w would end by
basbasbas . . . , which would contradict the non ultimate periodicity of w.
2) if abas is a special factor, then basa = bas+1 is not a special factor, and thus
- if basa = bas+1 cannot be followed by a, some iterate of w under the shift T (after the
first ba) cannot have two consecutive factors a, which implies that AA is not a factor of
w ∈ {A,B}N (except in the first positions);
- if basa = bas+1 cannot be followed by bas, it is necessarily followed by a. Let u be the
word formed by the |bas| = s|a|+ |b| last letters of as+1. If u 6= bas, since bas is a special
factor, u cannot be a special factor, so w would be necessarily followed by a, and thus w,
after the first occurrence of basa = bas+1, would end by aaaa . . . , which would contradict
the non ultimate periodicity of w. Therefore we should have u = bas, but this would
imply that bas+2 = bas+1a ends by ca = basa = bas+1, which is necessarily followed by
a, and thus, again, w would end by aaaa . . . after the first occurrence of basa = bas+1,
which would also contradict the non ultimate periodicity of w.
Theorem 3.2. Any pre-sturmian infinite word w ∈ {0, 1}N of order k is renormalizable
in the following way: there are two words a and b belonging to {0, 1}∗ with distinct first
letters and a positive integer s such that
|a| ≥ |b|, (s+ 1)|a|+ |b| > k
and some iterate of w under the one-sided shift T belongs to {a, bas}N.
Proof. We first notice that, since pw(2) = 3, the words 00 and 11 cannot be both factors
of w (otherwise w would be ultimately periodic). This implies that w is renormalizable
with words 0 and 10 (if w does not contain the factor 11) or with words 1 and 01 (if w
does not contain the factor 00).
Assume now that w is renormalizable with words a and bas with distinct first letters
and (s+1)|a|+ |b| maximal. If we had (s+1)|a|+ |b| ≤ k, it would follow from Lemma 3.1
that, as before, some iterate of w would be renormalizable with words a and basa = bas+1
or with words bas and abas = a(bas)1, which would contradict in both cases the maximality
of (s+ 1)|a|+ |b|.
4 The entropy ratio is always bigger than 1
2
We begin by proving the following elementary Lemma :
Lemma 4.1. If k is a fixed positive integer and β > 1 a solution of βk+1 = βk + 1, then
i) for any r ∈ N, we have βk+r > r + 1 ;
ii) for any r ∈ N, we have k + 1 + r(r + 3)/2 < β2(k+r).
Proof. We have βk > 1 and, if we suppose that βk+r > r + 1, it follows that βk+r+1 =
βk+r + βr > (r + 1) + 1, which proves i) by induction on r.
Then we can easily prove ii) by induction on r. When r = 0, the assertion follows
from i) applied to r = k and, if we suppose that k + 1 + r(r + 3)/2 < β2(k+r), it follows
that k + 1 + (r + 1)(r + 4)/2 = k + 1 + r(r + 3)/2 + r + 2 < β2(k+r) + r + 2. By i) we
have β2(k+r)+ r+2 < β2(k+r)+βk+r+1, so that it remains to show that β2(k+r)+βk+r+1 <
β2(k+r+1), i. e. that βk+r+β < βk+r+2 = βk+r+1+βr+1 = βk+r+βr+βr+1, which follows
from β < 1 + β if r = 0 and 1 < βr−1 + βr if r ≥ 1.
Theorem 4.2. If f is a function from N to R+ such that f(n) ≥ max{n+1, exp(E0(f)n)}
for any n ∈ N, then EW (f) > 12E0(f).
Remark 4.3. In particular, it follows from Remark 2.8 that Theorem 4.2 applies when
f satisfies the conditions (C∗).
Proof. We split the proof in three parts depending on the value of E0(f).
If E0(f) ≥ log 2 and m = ⌊exp(E0(f))⌋ ≥ 2, it follows from our hypothesis that
f(n) ≥ mn for any n ∈ N. If w is a normal sequence on the alphabet {1, 2, . . . , m}, we
have pw(n) = m
n for any n ∈ N, so that w ∈ W (f) and thus
EW (f) ≥ E(w) = lim
n→+∞
1
n
log pw(n) = logm >
log(m+ 1)
2
>
E0(f)
2
.
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If 1
2
log 3 ≤ E0(f) < log 2, it follows from our hypothesis that f(n) ≥ max{n +
1, 3n/2} ≥ Fn+2 for any n ∈ N, where (Fn)n∈N is the Fibonacci sequence, defined in
Section ??. For almost any infinite words w on the alphabet A = {0, 1} without the
factor 11 we have pw(n) = Fn+2 for any n ∈ N, so that we have
EW (f) ≥ E(w) = lim
n→+∞
1
n
log pw(n) = log(
1 +
√
5
2
) >
1
2
log 2 >
E0(f)
2
.
If E0(f) <
1
2
log 3, let us consider, for any positive integer k, the set Σk = {0, 10k}N
(i. e. the set of infinite words over the alphabet {0, 1} such that two occurrencies of the
letter 1 are always separated by at least k occurrencies of the letter 0).
For any n ∈ N, let Lk(n) be the set of the words of length n over the alphabet {0, 1}
such that two occurrencies of the letter 1 are always separated by at least k occurrencies
of the letter 0, and let qk(n) = |Lk(n)|. For almost any w ∈ Σk we have pw(n) = qk(n)
for any n ∈ N and it is not difficult to construct an infinite word w = w(k) ∈ Σk which
satisfy these equalities: if we enumerate, for each n ≥ 1, Lk(n) = {α(n)1 , α(n)2 , . . . , α(n)qk(n)},
and take
w(k) = α
(1)
1 0
kα
(1)
2 0
k . . . α
(1)
qk(1)
0kα
(2)
1 0
kα
(2)
2 0
k . . . 0kα
(2)
qk(2)
0k . . . α
(n)
1 0
kα
(n)
2 0
k . . . 0kα
(n)
qk(n)
0k . . . .
then we have p
(k)
w (n) = qk(n) for any n ∈ N.
For any n ∈ N we have
Lk(n+ k + 1) = Lk(n+ k)0 ∪ Lk(n+ k)1 = Lk(n + k)0 ∪ Lk(n)0k1,
which implies that, for any fixed positive integer k, the sequence (qk(n))n∈N satisfies the
following recurrence, valid for any n ∈ N:
qk(n+ k + 1) = qk(n + k) + qk(n).
Moreover the sequence (qk(n))n∈N satisfies qk(n) = n + 1 for 0 ≤ n ≤ k + 1 (a word in
Lk(n) for 0 ≤ n ≤ k + 1 has at most one letter equal to 1). This implies in particular
that, for 0 ≤ r ≤ k + 1, we have
qk(k + r + 1) = k + 2 + r(r + 3)/2.
8
This also implies that there are two positive constants ck and dk such that for any n ∈ N we
have ck.β
n
k < qk(n) = pw(k)(n) < dk.β
n
k , where βk is the largest real root of the polynomial
xk+1 − xk − 1.
Let us denote
γk = max
k+1≤n≤2(k+1)
log qk(n)
n
= max
0≤r≤k+1
log(k + 2 + r(r + 3)/2)
k + r + 1
and remark that γk = maxn≥k+1
log qk(n)
n
. Indeed, if we write any integer n ≥ k + 1 as
n = b(k+1)+k+r+1, with b ≥ 0 and 0 ≤ r ≤ k+1, we get qk(n) = qk(b(k+1)+k+r+1) ≤
(qk(k + 1))
bqk(k + r + 1) ≤ exp(b(k + 1)γk) exp((k + r + 1)γk) = exp(γkn).
It follows that for any integer k ≥ 1, we have log βk ≤ γk and it follows from Lemma
4.1 ii) applied to β = βk that, for any integer k ≥ 2, we have
γk−1 = max
0≤r≤k
log(k + 1 + r(r + 3)/2)
k + r
< 2 log βk.
This is enough to finish the proof. Indeed, for any integer n ≥ k + 1, we have
Lk(n) ⊂ Lk−1(n), so that qk(n) < qk−1(n) and
γk = max
n≥k+1
log qk(n)
n
< max
n≥k
log qk−1(n)
n
= γk−1.
Since
γk = max
0≤r≤k+1
log(k + 2 + r(r + 3)/2)
k + r + 1
<
log(k + 2 + (k + 1)(k + 4)/2)
k + 1
,
we have limn→+∞ γk = 0. Now, as E0(f) <
1
2
log 3 and γ1 =
1
2
log 3, let k0 ≥ 2 be such
that γk0 ≤ E0(f) < γk0−1. For any n ∈ N, we have
f(n) ≥ max{n+ 1, exp(E0(f)n)} ≥ max{n + 1, exp(γk0n)} ≥ qk0(n),
so that w(k0) ∈ W (f), which implies
EW (f) ≥ lim
n→+∞
log qk0(n)
n
= log βk0 >
1
2
γk0−1 > E0(f)/2.
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5 The constant 12 is optimal
The constant 1
2
in Theorem 4.2 cannot be improved, as shows the following theorem:
Theorem 5.1. For any c > 1
2
, there is a function f from N to R+ satisfying the conditions
(C∗) such that ρ(f) < c.
Remark 5.2. By the proof of Theorem 4.2 it follows that, if c is very close to 1
2
in
Theorem 5.1, then E0(f) is necessarily very close to 0.
Proof. Let k be a large positive integer, θ = exp( log k
k
) and define the function f by
f(n) = max{n + 1, θn}.
We have E0(f) = log θ =
log k
k
and our goal is to give, for any w ∈ W (f), an upper bound
for E(w) = lim
n→∞
1
n
log pw(n). As ultimately periodic infinite words have zero entropy, we
can restrict ourselves to non ultimately periodic infinite word w ∈ W (f). Such infinite
words are pre-sturmian of order k (we have pw(k) ≤ f(k) = k+1), so that if follows from
Theorem 3.2 that w is renormalizable with words A = a and B = bas with different first
letters, |a| ≥ |b| and (s + 1)|a| + |b| > k. Any factor of length n of w ∈ {0, 1}N can be
covered by a factor of length at most ⌈ n
|a|
⌉ + 1 in the representation of w as an infinite
word on the alphabet {A,B}. As there are at most 2|a|+|b|−1 possible choices for the words
A and B, it follows that pw(n) ≤ 2|a|+|b|+⌈
n
|a|
⌉ and
E(w) = lim
n→+∞
log pw(n)
n
≤ 1|a| log 2.
It follows in particular that, if E(w) ≥ 1
2
log θ = log k
2k
, then |a| < 2k log 2
log k
and, since
(s+ 2)|a| ≥ (s+ 1)|a|+ |b| > k, s should be large for k large.
The infinite word w can be written as
w = as0bas1 . . . basj . . . , (1)
with s0 ≥ 0 and sj ≥ s for any integer j ≥ 1. We will concentrate on the gaps of size
less than 2k between two consecutive occurrencies of the first letter of the word b in the
representation (1). Let ε be a small positive constant such that
2 log log k
log k
≤ ε ≤ 1
4
(2)
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to be chosen later and denote
{r1, r2, . . . , rp} = {sj|a|+ |b|, j ∈ N} ∩ {(1− ε)k, . . . , 2k − 1}.
For each 0 ≤ r ≤ ⌈1/ε⌉, let X(r) be the set of the indices j with
(1 + (r − 1)ε)k ≤ rj < (1 + rε)k.
If we consider h = ⌊ εk
|a|
⌋ ≤ ⌊ε(s + 2)⌋, it follows from (2) that h ≤ ⌊(s + 2)/4⌋ ≤ s/2 so
that, for any j ∈ X(r), the word
e
(j)
1 e
(j)
2 . . . e
(j)
q = a
2hba(rj−|b|)/|a|ba2h
is a factor of w. If tr = ⌊(1+ (r+2)ε)k⌋, we claim that the ⌈εk⌉|X(r)| ≤ |a|(h+1)|X(r)|
factors of size tr of w
e
(j)
i e
(j)
i+1 . . . e
(j)
tr+i−1, 1 ≤ i ≤ ⌈εk⌉, j ∈ X(r)
are distinct. Indeed
- if j1 < j2 and e
(j1)
i e
(j1)
i+1 . . . e
(j1)
tr+i−1
= e
(j2)
i e
(j2)
i+1 . . . e
(j2)
tr+i−1
, we would have e
(j1)
(2h−1)|a|+rj1+1
equal to the first letter of b, while e
(j2)
(2h−1)|a|+rj1+1
is equal to the first letter of a, which
would be a contradiction.
- if i < ℓ and e
(j1)
i e
(j1)
i+1 . . . e
(j1)
tr+i−1
= e
(j2)
ℓ e
(j2)
ℓ+1 . . . e
(j2)
tr+ℓ−1
, we would have e
(j1)
n−ℓ+i = e
(j2)
n for
ℓ ≤ n ≤ tr + ℓ− 1 and, since e(jl)m = e(jl)m+|a|, l = 1, 2 while m+ |a| < 2|a|h, we would have
e
(j2)
2|a|h+1 = e
(j1)
2|a|h+1−ℓ+i = e
(j1)
2|a|h+1−ℓ+i−|a| = e
(j2)
2|a|h+1−|a|, which would lead to a contradiction,
since e
(j2)
2|a|h+1 is the first letter of b, and e
(j2)
2|a|h+1−u is the first letter of a, and they are
distinct.
It follows that
εk|X(r)| ≤ ⌈εk⌉|X(r)| ≤ pw(tr) ≤ θtr ≤ k1+(r+2)ε,
so that |X(r)| ≤ 1
ε
k(r+2)ε.
For a and b fixed, let us consider now, for any n ∈ N, the number yn of factors of
length n of w of the form v1v2 . . . vm with, for any j ∈ {1, . . . , m}, vj ∈ {a, b} and such
that vm = b. For k large enough, it follows from (2) that ε ≥ 2 log log klog k ≥ 2 log 2log k , so that
(1− ε)k ≤ (1− 2 log 2
log k
)k ≤ k − |a| < s|a|+ |b|
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and
inf
j≥1
|basj | ≥ (1− ε)k.
It follows that for any integer n ≥ 2k, we have
yn ≤
p∑
j=1
yn−rj +
n∑
j=2k
yn−j,
so that
lim sup
n→+∞
1
n
log yn ≤ log λˆ,
where λˆ > 1 satisfies the equation
1 =
p∑
j=1
λˆ−rj +
∞∑
j=2k
λˆ−j =
p∑
j=1
λˆ−rj +
λˆ−2k
1− λˆ−1 ,
which implies
1 ≤
⌈1/ε⌉∑
r=1
|X(r)|λˆ−(1+(r−1)ε)k + λˆ
−2k
1− λˆ−1 ≤
⌈1/ε⌉∑
r=1
1
ε
k(r+2)ελˆ−(1+(r−1)ε)k +
λˆ−2k
1− λˆ−1 .
It follows from (2) that
1
ε
≤ log k
2 log log k
= e(log log k−log log log k−log 2) ≤ e(log log k) = k log log klog k ≤ kε/2
so that, writing λˆ = eσ log(k)/k with σ > 0, we have
1 ≤
⌈1/ε⌉∑
r=1
1
ε
k(r+2)εk−(1+(r−1)ε)σ +
k−2σ
1− e−σ log(k)/k = O(
1
ε
k−σ+ε(2+σ)kε⌈1/ε⌉(1−σ) +
k1−2σ
log(k)
)
= O(1
ε
k1−2σ+3ε) = O(k1−2σ+
5
2
ε), which implies that σ < 1/2 + 2ε, for k large.
If a factor of length n of w contains at least one occurrence of the word b, it is of the
form β1v1v2 . . . vmβ2 where β1 is a strict suffix of a or b, vj ∈ {a, b} for any j ∈ {1, . . . , m},
vm = b and β2 a prefix of a
i for some i ≥ 0. As there are n − |b| + 1 possible choices for
the emplacement of the first letter of the word vm, there are at most
2(n− |b|+ 1)
∑
n′≤n
yn′
12
such factors of length n. On the other hand, there are at most 2|a|2 factors of length n
of w without any occurrence of the word b (there are the words of the the kind β1a
mβ2,
where β1 is a strict suffix of a or b and β2 a strict prefix of a or b). Finally, as there are
at most 2|a|+|b|−1 possible words a and b, we have
pw(n) ≤ 2|a|+|b|((n− |b|+ 1)
∑
n′≤n
yn′ + |a|2)
and it follows that
E(w) = lim
n→+∞
1
n
log pn(w) = lim sup
n→+∞
1
n
log yn ≤ log λˆ = σ log k
k
< (1/2 + 2ε)
log k
k
.
If we choose now ε = 1
2
(c− 1/2), where c > 1/2 is given in the statement, we have
EW (f) = sup
w∈W (f)
E(w) < c
log k
k
,
which concludes the proof.
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