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I. INTRODUCTION
In a time-hopping multiple-access (THMA) communication system [8], [ 121, a message packet of length T i s encoded into n subpackets each of length 7 = T / k using an interleaved (n, k ) Reed-Solomon error correcting code such that all the symbols in the ith coordinate are in the same subpacket. Thus, the information in the message packet can be recovered from any k of the n subpackets. The channel time is slotted into time slots of duration equal to 7. The n subpackets are then transmitted in some n time slots with accordance to a timehopping pattern. If the system is slot-synchronous, then transmissions start only at the beginning of a time slot.
Suppose that T = (to, I,, t2, . . . , t, .I) is a strictly increasing sequence of nonnegative integers where 0 = to < t I < . . . < t,-I . This sequence T defines a time-hopping pattern in the obvious sense that when a terminal has a message packet to transmit starting in the ith time slot, then it transmits subpackets in the ith, ith + tlth, i + t2th, . . 0 , and i + t,-lth time slots. For system performance analysis purposes, we require that the n(n -1)/2 positive differences { t , -tJ:i > j } be distinct. The length of such a time-hopping pattern T of n terms, henceforth called a T ( n ) pattern, is defined to be I , = tn-I . A T(n) pattern is said to be optimum if it is of minimum length [9] . Let I,* denote the length of an optimum T(n) extended the search for n 5 100 by using both SDS's and BDS's. They also gave bounds to the length of optimum T ( n ) patterns. In this correspondence, we independently derive similar upper bounds to the length of optimum T(n) patterns.
Our bounds are tighter in some cases and our results provide a partial solution to the conjecture that the length of optimum T ( n ) patterns is less than n 2 for all n . By studying the systematic generation of T(n) patterns from SDS's we show that I,* < n 2 whenever n .-2, n -1 , n , or n + 1 is a prime power. Since 35 is the smallest 17 for which none of n -2, n -1 , n , or n + 1 is a prime power, it follows that 1: < n 2 for n 5 34. In fact, extensive computations using our generating technique show that I,* < n.' --r11.44 for n 5 150. Many of the patterns generated are optimum T(n) patterns. Finally, we
show that I,* I n 2 + O ( n ' s5) for all n , thus proving that I,*/n2 asymptotically approaches 1 .
DIFFERENCE SET TIME-HOPPING PATTERNS (1b)
Suppose n is a positive integer such that n -1 is a prime power. Let D = {bo, b,, . * ., b,. modulo u denote a ( u , n , 1) simple difference set (SDS) 121 where u = n 2 -n + 1, and without loss of generality, 0 = bo < bl < b2 < . . . < 6,-I . By definition of a ( u , ti, I ) :3DS, for every integer d , 0 < 
Note that all the d,'s are distinct, E : ; : positive integer relatively prime to u . Then, t -D is also an SDS this fashion. Clearly, this shifting and truncating method can be used to obtain time-hopping patterns with any desired number of terms. 
AN UPPER BOUND ON THE LENGTH OF OPTIMUM T(n)

PATTERNS
In this section, we obtain an upper bound on the length of a T(n -s) pattern generated by shifting and truncating a ( u , n, 1) SDS. Our result is an extension of Lemma 2 in [l] . In the simplest case, when n -1 is a prime power, the length I,, of a T(n) pattern obtained from a ( u , n, 1) SDS is obviously less than n 2 . By adjoining an extra term u to this T(n) pattern, we can obtain a T(n + 1) pattern of length In+ I = u = n 2 -n + Let the partial sum of I + 1 consecutive terms of d be Since D is an SDS, the set A@' = {dj'):O 5 i I n -1, 0 5 / 5 s} is a set of (s + 1)n distinct positive integers rn, < r n 2 < distinct differences, and
TABLE I1
PATTERNS FOR 101 5 n I 150.j'(n) = I n (n' -/,I)/ln n rn3 < . ' . < rn(S+ I ) n . = { l , 2, 3, e . . , n'-n}.
A(s) contains
Since the smallest integer which is the sum of s + 2 distinct
we have that A (s) necessarily contains the integers 1, 2, 3, . . . , 
which yields l n < n 2 -2.5n + 1.5 < n 2
for n > 3. Thus, if n -2, n -1, n, or n + 1 is a prime power, then T(n) patterns of length I, < n 2 must exist. Since 35 is the smallest n for which none of n -2, n -1, n, or n + 1 is a prime power, it follows that I,* < n 2 for n I 34. It is known that if p I and p 2 are two consecutive primes, then p2 -P I = O(p7.ss) [7] . Hence, by putting n = rn + s in ( 2 ) , we have that I , , , I rn2 + O(rn1.55). This shows that T(n) patterns exist with length I,, I n 2 + O(n'.55) for all n.
IV. NUMERICAL RESULTS
We have truncated all the ( m Z -rn + 1 , rn, 1) SDS's for m 5 32 to obtain the T(n) patterns with n 5 rn. In this case, we list the shortest length achievable for the SDS T(n) patterns in give the lengths I,, = n z -nfcn), the function f ( n ) , and the construction methods of the best known T(n) patterns in Table  11 . For comparison, we list the difference sequences of the optimum T(n) patterns and the best SDS T(n) patterns for n 5 15 in Table 111 . It is interesting to see that the optimum length Z,* = n 2 -n 1 . 6 for n 5 15, and that the SDS T(n) patterns are close to optimum in this range. Finally, our results indicate that Z,* < n 2 -n1.44 for all n s 150.
I. TNTROIXCTION The 32 kbit/s CCITT ADPC M algorithm [ I ] was standardized by CCITT knowing full well of its performance limitations for voiceband data (VBD) signals operating at rates above 4.8 kbits/s [2]. This is especially true for V.29 modems operating at 9.6 kbits/s. In order to accommodate 9.6 kbit/s VBD through 32 kbit/s ADPlCM links, the following approaches are considered; small changes in the standard ADPCM algorithm (Section 11) and coding with ADPCM incorporating a 5-bit quantizer at a sampling rate of 6.4 kHz (Section 111).
ADPCM ALGORITHM
Prior to investigating certain aspects of the ADPCM algorithm, the performance of Ihe CCITT 32 kbit/s ADPCM algorithm was measured with three different modems operating at 9.6 kbits/s. In this paper, a block error rate (BLER) of in the presence of added analog impairments, is assumed to be a reasonable acceptance criteria. A block contains loo0 bits. Table I shows BLER with one and two asynchronous (analog interconnection) ADPCM codings. Measurements were taken for the V.29 modem from two manufacturers (denoted #1 and #2), and for the AT&T 2096 modem. The performance of the two V.29 modems is similar while the performance with the 2096 modem is about one order of magnitude better than that of the V.29 modems. We should stress that these measurements were taken on a DSP implementation of the ADPCM algorithm under conditions of no added analog impairments. Thus, in a real network environment, poorer performance can be expected [2] .
A simplified block diagram of the ADPCM coder is shown in Fig. 1 . A more detailed description is given in [l]. Three main components form the algorithm: a quantizer, a predictor, and a bimodel mechanism to determine the quantizer scaling factor A. In the figure, the inpul signal x , sampled at an 8 lcHz rate, is transformed from p-law PCM to a uniform PCM format. This signal is processed through the ADPCM coder to produce a 4-bit codeword, ~( I z ) , which is sent over the 32 kbit/s transmission facility. At the receiving end, the signal r( n ) is reconstructed to represent x ( n): they are related by the simple equation r ( n ) = x ( n ) + e ( n ) 
