Introduction
One of the main theorem in [12] is the following
for any polarized metric on M with respect to L.
Using Tian's peak section method, Ruan [11] proved the C ∞ convergence and improve the bound to O( 1 m ). Recently, S. Zelditch [13] beautifully generalized the above theorem by using the Szegö kernel on the unit circle bundle of L * over M . His result gives the asymptotic expansion of the potential of the Bergmann metric:
Theorem (Zelditch) . Let M be a compact complex manifold of dimension n (over C In this paper, we give a method to compute the coefficients a 1 (z), a 2 (z), · · · (a 0 (z) = 1 was pointed out in [13] in a more general setting). Our result is Remark 1.1. At least a 3 has been written out in terms of the curvature and its derivatives explicitly by the authors. We are seeking the formulas which will give all the coefficients explicitly. The results will appear in a subsequent paper [10] .
In this paper, we use the peak section method initiated by Tian in [12] to compute the coefficients a i (i ∈ N). Consider H 0 (M, L m ) for m large enough. Fixing a point z ∈ M , by the standard ∂-estimate Tian observed that the sections which do not vanish at z at a very high order are known in the sense that one can completely control their behavior around the point z. These sections are called peak sections (in the terminology of [12] ). We proved that the coefficients a 1 , a 2 , · · · only depend on the inner products of the peak sections. Then various techniques, are used to give the asymptotic expansion of these inner products, including the combinatorial lemmas in section 2, to simplify the computation and thus make the computation feasible.
Zelditch's work is based on the analysis of the asymptotic expansion of the Szegö kernel on the unit circle bundle of the ample line bundle over a complex manifold. To be more precise, Let C be the unit circle bundle and let Π(x, y) be its Szegö kernel (with the natural measure). Since C is S 1 invariant, We have Fourier coefficients
where r θ is the circle action. The key observation by Zelditch is that
Thus the general theory of Szegö kernel can be applied.
There are a lot of works on the Bergmann and Szegö kernel on the pseudoconvex domain on C n ( [3] [4] , [1] , [5] , [7] and [8] , for example) following the program of Fefferman [6] . While our method is complete complex-geometric, it should also be possible to compute the coefficients from the general theory of Szegö kernel. In particular, we noticed the works in [1] and [7] , the coefficients are proved to be the Weyl functionals of the curvature tensor of the ambient metric defined by Fefferman. But I don't know how to relate it to the curvature of the base manifold.
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Some Combinatorial Identities
In this section, we prove some combinatorial lemmas which will be used later. Ruan observed that the factor e −m|z| 2 in the following lemmas can be used to simplify the computation greatly and improve Tian's estimate. 
Proof: A straightforward computation.
Lemma 2.2. With all the notations as in the previous lemma, we have
By using Lemma 2.1, the above is equal to
Suppose x is an arbitrary variable. Then we have
Comparing the terms of x q on both sides, we get
Thus by (2.1),
where I, J ∈ Z t and σ, η ∈ Σ, the transformation group of {1, · · · , t}.
The following lemma and its corollary greatly simplified our computation in this paper. In fact, it makes our computation feasible. Lemma 2.3. Let A be a symmetric function on {1, · · · , n} t × {1, · · · , n} t . Let r be the distance of a point in C n to the original point. Then for any p ′ > 0,
It is easy to see that if σ(J) = I for any σ ∈ Σ, then
On the other hand, if σ(I) = J for some σ ∈ Σ, then the number of J's such that σ(J) = I is t! p 1 !···pn! . Thus by using Lemma 2.2, we have
The lemma is proved by observing that
Our prototype of function A is the curvature tensor (R ijkl ), which is symmetric. However, in most cases, we are going to encounter functions which are not symmetric. Thus the following corollary is useful.
Using Lemma 2.3, we have
The corollary then follows from the elementary fact that
A(I, σ(I))
Peak Global Sections
Let M be an n-dimensional algebraic manifold with a positive Hermitian line bundle (L, h) → M . Suppose that the Kähler metric ω g is defined by the curvature Ric(h) of h. That is, fixing a point x 0 ∈ M , in local coordinate (z 1 , · · · , z n ),
where a is the local representation of the Hermitian metric h.
where < S A , S B > hm is the pointwise inner product with respect to h m . We assume that at the point x 0 ∈ M ,
Then (F AB ) is the metric matrix which is positive Hermitian. Let
and let (H AB ) be the inverse matrix of (G AB ).
Then it is easy to see that
where |S 0 | 2 =< S 0 , S 0 > hm is the pointwise norm with respect to h m . Suppose I AB is the inverse matrix of F AB . Then by the definition of (H AB ), we have
The main purpose of this paper is to estimate the quantity in (3.1). The idea is to use Tian's peak section method in [12] .
We construct peak sections of L m for m large. Choose a local normal coordinate (z 1 , · · · , z n ) centered at x 0 such that the Hermitian matrix (g αβ ) satisfies
for α, β = 1, · · · , n and any nonnegative integers i 1 , · · · , i n with i 1 +· · ·+i n = 0. Such a local coordinate system exists and is unique up to an affine transformation. This coordinate systems are known as the K-coordinates. I learned the K-coordinates from Ruan's paper [11] . See [2] or [11] for details.
Next we choose a local holomorphic frame e L of L at x 0 such that the local representation function a of the Hermitian metric h has the properties
Suppose that the local coordinate (
and
The following lemma is a slight modification of the lemma proved in [12] using the standard ∂-estimates (see e.g. [9] ).
and S P can be decomposed as
(S P and u P not necessarily continuous) such thatS
where ||·|| hm is the norm on L m given by h m , and O( 1 m 2p ′ ) denotes a quantity dominated by C/m 2p ′ with the constant C depending only on p ′ and the geometry of M , moreover
Because of the above lemma, in the rest of this paper, we will use S
to denote the peak sections defined above. Moreover, we always set 1. If z P is not in T 's Taylor expansion, then
Proof: We only prove 2, since 1 is similar and easier. By Lemma 3.1, we see that
by the Cauchy inequality. For theS P part, we have
Thus we just need to prove
we have
By the Taylor expansion of ξ, we have |ξ| = O(|z| 4 ). Thus for |z| ≤
. So we have
Thus in order to prove the lemma, we need only to prove that for any k ≤ σ + 4,
Let ξ = ξ 1 + ξ 2 be the decomposition of ξ such that ξ 1 contains those terms of order less than or equal to 4σ + 12 and ξ 2 contains those terms of order bigger than 4σ + 12. Using the similar method as above, we can proved that
Thus we only need to prove that
where η 1 contains of the terms of order less than or equal to 4σ + 12 and η 2 = e η − η 1 . Then as above
where dV 0 is the Euclidean volume form.
It remains to prove that
Note that ξ k 1η 1 is a polynomial of z and z whose number of terms is bounded by a constant only depending on σ and n. Let
if |I| − |J| < σ, then by the assumption on T ,
On the other hand, under the K-coordinates, in the expansion of ξ, there are no z P or z P z terms. Thus in (3.7), we must have |J| ≥ 2k and |J| ≥ 2. If |I| − |J| ≥ σ ≥ 1, we have
The lemma follows from Lemma 2.2.
In the above lemma, if T is also a peak section, then we have a more accurate result. Before going to the result, let's first define the weight and the index of a polynomial (resp. monomial, series). 
The polynomials (resp. series) of index 0 is called regular. The regular polynomials (resp. series) form a ring under the addition and multiplication.
When a polynomial (resp. monomial, series) contains no m or z's, the index is the same as the weight. The following two lemmas give the motivation of the above definitions.
Lemma 3.3. The Taylor expansion of the function
is a regular series.
Proof: Consider the Taylor expansion of ξ and η in (3.6) under the Kcoordinates. It is not hard to see that the Taylor expansion of ξ is of index (−1) and the Taylor expansion of η is regular. Thus the Taylor expansion of mξ + η is regular and so is the Taylor expansion of a m det g ij e m|z| 2 = e mξ+η Lemma 3.4. If
is a polynomial of index i, then there is a polynomial B of index i − n such that for any p ′ > 0,
Proof: Suppose that
for any p ′ > 0 where C is a constant. Since A k is of index i, we have
The lemma is proved.
Proposition 3.1. We have the following expansion for any
where all the a i 's are polynomials of the curvature and its derivatives such that ind(a i ) = i + 1 + ||P | − |Q|| 2 In particular, the series is regular.
Proof:
The expansion of the function z P z Q e mξ+η has index − |P |+|Q| 2 by Lemma 3.3. Thus by Lemma 3.4, there is a polynomial B P Q of index (− |P |+|Q| 2 − n) of the form
In particular, m n+|P | B P P will be regular. Furthermore,
is regular and
expands as a regular series. The lemma follows from Lemma 3.2 and the fact that
Corollary 3.1. With the notations as above, all a i , (1 ≤ i ≤ p − 1) can be found by finite steps of algebraic operations from the curvature and its derivatives.
The Iteration Process
The main result of this section is Theorem 4.1. In order to obtain the result, we basically use an iteration process in the numerical analysis for finding the inverse matrix of a given tri-diagonal matrix.
be the metric matrix. Let I AB be the inverse matrix of (F AB ). Then for any positive integer p > 0, we have the expansion
Furthermore, σ k (k = 3, 7/2, 4, · · · , (2p − 1)/2) are polynomials of weight k of the curvature and the derivatives of the curvature at x 0 .
Remark 4.1. Although not needed, a more careful analysis will show that σ k/2 = 0 for all the odd k's.
Before proving the theorem, we need some algebraic preparation. ). m p ) for |i − j| > 1, it can be treated as zero when we are only interested in the expansion of order up to p − 1. A matrix whose entries M ij = 0 for |i − j| > 1 is called a tri-diagonal matrix. For such a matrix, we have a simple iteration process for finding its inverse.
), then we have the Taylor expansion
s = 1 m δ (s 0 + s 1 m + · · · + s p−1 m p−1 + O( 1 m p ))
In addition, if i = t or j = t, then we have the Taylor expansion
The following proposition is a modification of the iteration process in the numerical analysis for finding the inverse matrix of a given tri-diagonal matrix. 
We need the following elementary lemma.
is an invertible block positive Hermitian matrix.
be the inverse matrix of M . Then
The proof of the lemma is elementary and is omitted.
Proof of the Proposition: Suppose p = 1. Then by Lemma 4.1, we have
, we see that
where E(σ (1)) is the σ(1) × σ(1) unit matrix. Thus the proposition is true in the case p = 1.
Assuming that when p = k, the proposition is true. Let p = k + 1. Using Lemma 4.1, we have
where by Lemma 4.1,
By the assumption, M = M (m) is a sequence of matrices with the block number k+2.
, it is easy to see thatM =M (m) is also a sequence of block matrix with the block number k + 1 and is of type A(k). Furthermore, we have
is the inverse matrix ofM . Then by the induction assumption, we havẽ Proof of Theorem 4.1: Suppose to be the matrix whose entries are (S P , T α ) for 2p(i − 2) ≤ |P | ≤ 2p(i − 1) and 1 ≤ α ≤ r. Define M (p+1)i to be the complex conjugate of M i(p+1) . Finally, define M (p+1)(p+1) to be the r × r unit matrix E(r). Then it is easy to check that M = (M ij ) is a sequence of block matrices of type A(p) with the block number p + 1 by using Lemma 3.2 and Proposition 3.1.
Compare the matrix M to the metric matrix F AB = (S A , S B )(A, B = 0, · · · , d − 1). By the choice of the basis, we see that
Thus if N = (N ij ) is the inverse matrix of M , then N 11 is an 1 × 1 matrix and
So Proposition 4.1 gives the desired asymptotic expansion It remains to show that
This can be seen using the following argument. Let S 0 be the peak section. In this section, we estimate
to the term 1 m n+2 , from which the first three coefficients a 0 , a 1 and a 2 can be calculated.
First we define our notations in the following equations (5.1)-(5.5).
The curvature tensor is defined as
and the scalar curvature is the trace of the Ricci curvature
The covariant derivative with respect to ∂ ∂zp of the curvature tensor is defined as
is the Christoffel symbol. Other derivatives are defined in a similar way. Finally, the Laplacian operator is denoted by ∆:
As will be made obvious, in order to estimate |λ (0,··· ,0) | −2 up to the term 1 m n+2 , we must use the Taylors expansion of log a up to degree 6 and the Taylors expansion of log det g ij up to degree 4. Suppose we have the following expansions at x 0 : log a = −|z| 2 + e 4 + e 5 + e 6 + O(|z| 7 ) log det(g ij ) = c 2 + c 3 + c 4 + O(|z| 5 ) (5.6) where e 4 , e 5 and e 6 are homogeneous polynomials of z and z of degree 4,5 and 6, respectively and c 2 , c 3 , and c 4 are homogeneous polynomials of degree 2,3 and 4, respectively. Then a straightforward computation gives
whereẽ 6 is the (3, 3) part of e 6 , i.e., e 6 = 1 36 
where O(· · · ) represents the sum of terms, each of which is less than a constant multiple of m µ |z| t for some µ and t such that t − 2µ > 4. Those terms will not affect the value of a i , i = 0, 1, 2 and can be omitted. Let ϕ be a function on a neighborhood of the original point of C n . For large m, define Similarly, we can prove the formulas for K(1), K(c 2 ), mK(e 6 ) and K(c 4 ). 
