ABSTRACT: In this article we consider the general problem of utilizing both labeled and unlabeled data to improve quantile regression accuracy, and derive a nonparametric algorithm to compute the entire regularization path of the quantile estimator. We transform the optimization problem of the proposed approach into the quadratic optimization with linear constraint conditions and dimensionality reduction, and illustrate the finite sample behavior of the new approach.
INTRODUCTION
In recent years semi-supervised learning has become increasingly important and popular in machine learning and has numerous practical applications in data analysis including dimensionality reduction, visualization, clustering and classification, which incorporates labeled and unlabeled data in a generalpurpose learner and exploits the underlying information of these data to improve efficiency in estimation and prediction for regression problems.
Compared with the mean regression method, quantile estimation is typically concerned with estimating the full family of conditional quantile functions. This method can give us more complete statistical information of response models. And it has been widely used in many real applications, including reference charts in medicine (Cole & Green 1992; Heagerty & Pepe 1999) , survival analysis (Yang 1999; Koenker & Geling 2001) , and economics (Hendricks & Koenker 1992 ; Koenker & Hallock 2001) . In this paper we focus on deriving an efficient algorithm with utilizing both labeled and unlabeled data to improve quantile regression accuracy, because it is different for the amounts of valid data to be obtained at different distribution level, and especially in some extreme situation, some valid data are scarce in the real world.
Denote the domains of x and y by X and , Y respectively. Suppose that there is a probability distribution P on XY  and the estimation function f is generated based on this distribution. Then for any 
is a scalar unregularized term. Using the representer theorem of Belkin et al. (2006) , the solution to (1) has a finite form
in terms of labeled and unlabeled samples.
DESCRIPTION OF THE ALGORITHM
The optimization problem (1) 
With respect to 0  , however, minimizing (3) amounts to finding the τ-quantile in terms of
. Application of quantile properties in Takeuchi 11 =g g is the penalty term that reflects the intrinsic geometric structure of the marginal distribution of the data set.
Using (2) and (4), criterion (1) can be rewritten in an equivalent way as 0 * 2 11 min
(1 ) 
Then we can get a reduced Lagrangian function: 
we get a new quadratic optimization with linear constraint conditions and dimensionality reduction
which can be solved by most commercially available packages.
As for 0  , we can substitute it by some points of
or any value in some interval. In fact, using the Karush-Kuhn-Tucker conditions, we can define the following three sets,
,  Later, we will use the middle point of the above interval as the substitution of 0  when we illustrate LapQR algorithm's efficiency in section4.
MODEL SELECTION CRITERION
In practice, one can first use the efficient algorithm in Section 2 to compute the entire solution path, then identify the appropriate value of model parameter that minimizes certain model selection criterion. This avoids the computationally more intensive cross-validation method. In the nonparametric setting, the Schwarz Information Criterion (SIC) is ad hoc and requires considerable further investigation. GACV is an approximation to leaveone-out quantile cross-validation (Yuan 2006) , which has the form as 1( ( )) . Step1: Construct data adjacency graph with n nodes using, for example, k nearest neighbors or a graph kernel. Choose edge weights Step6: Output function
EXPERIMENT
For illustrating the finite sample behavior of the proposed LapQR, we generate randomly sample set of size n with m labeled observations and (n-m) unlabeled observations from the following model Tables 1-3 show that there are several trends in the results: the performance of LapQR without randomly unlabeled data tends to yield better performance than that with randomly unlabeled data; the more data are used, the better performance will be; the closer τ gets to 0.5, the better performance will be, because there are more valid samples to be used. Figure 1 shows the fitting results by using sample size 400 without randomly unlabeled data at τ=0.5. Figure 1 Simulation with 400 observations, τ=0.5. The blue circles are 400 observations, the red curve is the fitted quantile function, the green curve is the true quantile function.
CONCLUSION
In this article we propose an efficient quantile regression algorithm that incorporates labeled and unlabeled data to compute the entire regularization path of the LapQR, we also provide convergence statements and bounds on the quantile estimator. And the experimental results show the feasibility of our new approach and the LapQR is a promising nonparametric method of quantile estimation.
