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Resumo
Neste trabalho foram investigados defeitos tipo vacância de carbono em folhas de
grafeno, utilizando cálculos de primeiros princípios baseados na teoria do funcional da
densidade (DFT). Foram estudadas as propriedades magnéticas, estruturais, eletrônicas
e hiperﬁnas considerando dois tipos diferentes de defeitos: (i) monovacâncias e (ii) di-
vacâncias. No intuito de gerar monovacância e divacância foram removidos um ou dois
átomos de carbono de uma folha de grafeno pura, respectivamente. Nossos resultados
evidenciaram uma distorção local em torno das vacâncias. Em particular, para divacân-
cia foi observada a formação de dois pentágonos e um octógono com todas as ligações
pendentes reconstruídas, resultando em um estado fundamental não magnético. Por ou-
tro lado, para uma monovacância isolada observou-se uma reconstrução da ligação entre
dois dos três átomos em torno da vacância. Entretanto, uma investigação sistemática
do possível deslocamento para fora do plano do átomo associado à ligação pendente foi
então considerada no intuito de determinar seus efeitos sobre as propriedades eletrônicas
e magnéticas do sistema. Foi assim encontrado que o estado fundamental é magnético e
planar, com o átomo que não participa da ligação reconstruída permanecendo no plano
e com as bandas 𝜎 e 𝜋 contribuindo para o momento magnético total. Além disso, ob-
servamos que soluções metaestáveis podem ser alcançadas a partir de um deslocamento
inicial deste terceiro átomo de 0,50 Å perpendicularmente ao plano da folha, o que leva
a uma geometria não planar e um estado não magnético. Por ﬁm, foram investigadas as
propriedades hiperﬁnas de folhas de grafeno com defeitos tipo vacância. Nossos resul-
tados mostraram que valores apreciáveis do campo magnético hiperﬁno são encontrados
nos núcleos de átomos com ligações pendentes e nas suas vizinhanças. Além disso, foi
observada uma correlação aproximadamente linear entre o campo magnético hiperﬁno e
o momento magnético (por átomo de carbono) para todos os tipos de defeitos estudados.
Por ﬁm, foram investigadas as propriedades hiperﬁnas de folhas de grafeno com defeitos
tipo vacância. Nossos resultados mostram que o valor do campo hiperﬁno está concen-
trado basicamente no átomo com a ligação pendente. Entretanto, esse campo variou
para o caso em que foi considerado duas vacâncias próximas, onde houve o aparecimento
de um outro pico. Além disso, mostramos que existe uma correlação linear entre o campo
hiperﬁno e o momento magnético (por átomo de carbono) para todos os tipos de defeitos
estudados.
Palavras-chave: Grafeno, momento magnético, vacância, DFT, campo hiperﬁno.
Abstract
In this work, we have investigated the electronic, magnetic and structural features of
graphene sheets containing atomic vacancies by using ﬁrst principle calculations based
on density functional theory (DFT). Two diﬀerent types of defects were considered: (i)
single vacancies and (ii) divacancies. To this end, we have created a single vacancy
and a divacancy by removing one or two carbon atoms from the pure graphene sheet,
respectively. From the structural point of view, our results showed that a local distortion
occurs around the vacancies. In particular, in the case of a divacancy the formation of
pentagon and octagon structures with reconstruction of all dangling bonds was observed,
resulting in a non-magnetic ground state. On the other hand, in the case of a single
vacancy the reconstruction of two dangling bonds was detected, with the third atom
with a dangling bond remaining in the plane. In order to verify the existence of possible
metastable solutions involving diﬀerent geometries of the graphene sheet containing a
single vacancy, we have investigated in detail the possible displacement of this third atom
perpendicularly to the sheet. In this case, the ground state was found to be magnetic
and planar, with both 𝜎 and 𝜋 bands contributing to the total magnetic moment of
the system, but metastable non-magnetic solutions could be achieved if an initial out-of-
plane displacement of the third atom above 0.5 Å is provided. Finally, we have examined
the hyperﬁne properties of graphene sheets with diﬀerent types of carbon vacancies. The
results showed that signiﬁcant values of the hyperﬁne magnetic ﬁeld are found at nuclei
of atoms with dangling bonds and in their neighborhood. Additionally, we have observed
that there exists a nearly linear correlation between magnetic moment (per carbon atom)
and hyperﬁne magnetic ﬁeld for all defects studied herein.
Key-words: Graphene, magnetic moment, vacancy, DFT, hyperﬁne ﬁeld.
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Capítulo 1
Introdução
Desde a descoberta dos Fulerenos em 1985 por Kroto et al . [1], e a dos nanotubos
de carbono em 1991 por S. Iijima [2], formas alotrópicas de carbono, de baixa dimen-
sionalidade, têm recebido uma crescente atenção por parte da comunidade cientíﬁca de
física da matéria condensada. Este interesse se justiﬁca devido à riqueza de novos fenô-
menos apresentados por estes sistemas [3] e ao grande potencial para aplicações nas mais
diversas áreas (micro e nanoeletrônica, sensores etc.)
A presença de desordem e defeitos em sólidos nanoestruturados normalmente é um
fenômeno indesejado. Porém, experimentos de irradiação em materiais nanoestruturados
demostram que tais defeitos ou desordem, podem ocasionar efeitos benéﬁcos [4]. Quando
sistemas como nanotubos de carbono, nanoﬁos, grafenos, nanoﬁtas entre outros, são
estudados utilizando irradiação por íons ou por elétrons, pode ocorrer que estas partículas
criem vários tipos de defeitos na rede de tais materiais, podendo, inclusive, deteriorar o
material. Tais defeitos que a irradiação provoca, como a desordem, já são bem conhecidos
e possuem aplicações interessantes em sistemas na sua forma macroscópica (bulk). Porém,
em sistemas nanoestrurados como o grafeno, diversas propriedades ainda são objetos de
estudo [4].
O grafeno, estrutura planar constituída por uma única camada de átomos de car-
bono, foi observado, por meio de microscopia óptica, em 2004 por Geim e Novoselov na
Universidade de Manchester [3], contrariando previsões teóricas [5]. A teoria previa que
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a estrutura planar de carbono seria instável e não poderia existir [5]. Esta estrutura é
um semicondutor de gap zero e os átomos de carbono ocupam vértices de hexágonos, se
ligando a três vizinhos mais próximos. No grafeno, os elétrons se comportam como partí-
culas relativísticas sem massa, obedecendo a equação de Dirac [3], movendo-se com alta
mobilidade, independente de sua energia, mesmo na presença de defeitos topológicos ou
impurezas [3]. Este fato, proporciona uma condução praticamente sem perdas de ener-
gia, devido ao pouco espalhamento, diferentemente do silício e de outros semicondutores,
o que caracteriza um transporte balístico [3].
Diante das propriedades únicas que o grafeno e os nanotubos de carbono têm revelado,
eles se tornaram possíveis candidatos a substituir o silício na nanoeletrônica [3]. Pesqui-
sadores da área biológica acreditam que estes compostos também poderão ser usados na
medicina [6, 7]. Como são estruturas muito pequenas (espessura da ordem de 10−9𝑚),
nanotubos ou moléculas de fulerenos poderão ser injetados no corpo humano, levando
substâncias para destruir tumores ou células maléﬁcas, proporcionando um tratamento
mais eﬁciente que os existentes atualmente. O momento atual é de especular as mais
diversas funcionalidades que estes materiais excepcionais podem apresentar.
O magnetismo em grafeno, nanoﬁtas, multicamadas de grafeno, graﬁte e outros
materiais relacionados, tem sido o foco de intensa pesquisa nos últimos anos tanto do
ponto de vista experimental quanto do ponto de vista teórico [4, 812]. O aparecimento
de propriedades magnéticas intrínsecas estão sempre ligadas a algum tipo de defeito
introduzido na rede bipartida (rede que pode ser dividida em duas subredes, A e B, com
cada sítio de uma subrede tendo como primeiros vizinhos apenas sítios da outra), tais
como vacâncias atômicas, átomos adsorvidos ou defeitos de borda [9, 13].
Monovacâncias provocam o aparecimento de ligações pendentes (dangling bonds) e,
dependendo da concentração do defeito e do grau de passivação associado aos átomos de
hidrogênio que possam estar presentes, o momento magnético varia de 1-2 𝜇𝐵 por va-
cância atômica [9, 10, 14]. Embora tenha havido alguns relatos experimentais sugerindo
a existência de ferromagnetismo à temperatura ambiente para a folha de grafeno com
defeitos [15, 16], trabalhos recentes usando medições de propriedades magnéticas [17] e
muon spin rotation (𝜇SR) [18], descartaram esta possibilidade. Em particular, Nair et
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al. demostraram que defeitos localizados induzem momentos magnéticos com spin 1
2
pro-
porcionando um intenso paramagnetismo, mas nenhuma ordem magnética foi detectada
até a temperatura do Hélio líquido [17].
Neste trabalho, descreveremos as propriedades estuturais, eletrônicas, magnéticas
e hiperﬁnas para a folha de grafeno contendo vacâncias, através de um formalismo de
primeiros princípios baseado na Teoria do Funcional da densidade (DFT). Antes de qual-
quer coisa, deﬁniremos o tamanho da supercélula que será utilizada em nossos cálculos.
Para isso, investigaremos a inﬂuência da densidade de vacâncias variando o tamanho da
folha de grafeno. Distorções estruturais provocadas pela remoção de 1 e 2 átomos de
carbono da folha, que constituem defeitos do tipo mono e divacâncias, também serão
discutidas. Em particular, para o defeito monovacância, estudaremos, além das dis-
torções estruturais dos átomos de carbono no plano da folha, o possível deslocamento
atômico peperdicular à folha de grafeno para sistemas sem e com polarização de spin.
Ivestigaremos, também, as propriedades hiperﬁnas de folhas de grafeno com defeitos tipo
vacância.
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Capítulo 2
Características gerais
2.1 Estrutura e Propriedades do Grafeno
Carbono é a matéria prima da vida no planeta e a base da química orgânica. Devido
à ﬂexibilidade de suas ligações, sitemas baseados em carbono apresentam um enorme
número de diferentes estruturas com uma grande variedade de propriedades físicas [19].
Estas propriedades físicas são, em grande parte, resultado da dimesionalidade destas es-
truturas. Entre os sistemas nanoestruturados com apenas átomos de carbono, o grafeno,
com uma estrutura planar (2D), desempenha um papel importante, uma vez que este
é a base do entendimento de propriedades eletrônicas de outras formas alotrópicas do
carbono.
2.1.1 O Carbono
Os materiais baseados no carbono são considerados únicos por algumas razões que são
principalmente atribuídas às diferentes possíveis conﬁgurações eletrônicas do carbono.
No estado fundamental a sua conﬁguração eletrônica têm dois elétrons fortemente ligados
no nível (1𝑠2) e quatro elétrons na camada de valência (2𝑠2 e 2𝑝2). O carbono pode se
combinar com até quatro átomos, enquanto que o hidrogênio geralmente pode ligar-se à
apenas um elemento e o oxigênio pode unir-se à um ou dois átomos. Este fato faz com
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que o carbono consiga formar uma grande variedade de moléculas complexas de vários
tamanhos e formas. A possibilidade de fazer ligações químicas distintas e de poder gerar
estruturas complexas está associada com as diferentes formas de hibridização que o átomo
de carbono pode assumir. Como podemos observar na Fig. (2.1) o carbono assume as
seguintes hibridizações: 𝑠𝑝, 𝑠𝑝2 e 𝑠𝑝3 [20]. A hibridização 𝑠𝑝 envolve a mistura do orbital
𝑠 com o orbital 𝑝, formando dois orbitais híbridos dispostos a formar um ângulo de 180o.
Quando o carbono se hibridiza na forma 𝑠𝑝2, um orbital 𝑠 se combina com outros dois
orbitais 𝑝, dando origem a três orbitais híbridos orientados de maneira trigonal, formando
um ângulo de 120o. Grafeno, nanotubos e fulerenos possuem esse tipo de orbital. O
terceiro tipo de hibridização do átomo de carbono é denominado 𝑠𝑝3, no qual um orbital
𝑠 se mistura com outros três orbitais 𝑝, formando quatro orbitais híbridos 𝑠𝑝3. Estes
orbitais estão orientados de forma tetragonal e com um ângulo de 109,5o.
Figura 2.1: Hibridizações para o átomo de carbono. A primeira possibilidade é mostrada em (a) 𝑠𝑝;
(b) o segundo tipo é conhecido como 𝑠𝑝2; e finalmente, o terceiro tipo de hibridização para o carbono
(c) 𝑠𝑝3 [21].
2.1.2 A hibridização 𝑠𝑝2 do carbono
A conﬁguração eletrônica do átomo de carbono é 1𝑠2 2𝑠2 2𝑝2. Em um sólido, no
entanto, os orbitais dos subníveis atômicos s e p se misturam, dando origem a orbitais
híbridos 𝑠𝑝, 𝑠𝑝2 e 𝑠𝑝3. Os elétrons 1𝑠 ﬁcam aprisionados próximos ao núcleo formando
uma banda de valência profunda que não contribui com as propriedades elétricas, ópticas
e de transporte. Essencialmente, a maioria das propriedades de materiais baseados em
carbono podem ser descritas em termos dos orbitais 2𝑠, 2𝑝𝑥, 2𝑝𝑦 e 2𝑝𝑧 que serão escritos
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como [22]:
⟨r|𝑠⟩ = 𝑅𝑠(𝑟)
⟨r|𝑝𝑥⟩ = 𝑅𝑝(𝑟)
√
3𝑠𝑒𝑛𝜃𝑐𝑜𝑠𝜑
⟨r|𝑝𝑦⟩ = 𝑅𝑝(𝑟)
√
3𝑠𝑒𝑛𝜃𝑠𝑒𝑛𝜑
⟨r|𝑝𝑧⟩ = 𝑅𝑝(𝑟)
√
3𝑐𝑜𝑠𝜃, (2.1)
onde 𝑅𝑠(𝑟) = (2−𝑟/𝑎0)𝑒−𝑟/(2𝑎0) e 𝑅𝑝(𝑟) = (𝑟/𝑎0)𝑒−𝑟/(2𝑎0) são as funções de onda radial. A
presença de um outro átomo de carbono induz a hibridização entre os orbitais diferentes.
Essa hibridização depende da distância entre os átomos e, também, da orientação de
cada orbital em relação ao outro. A dependência da distância é geralmente bem descrita
por um comportamento exponencial:
𝑉𝛼(𝑙) ≈ 𝑉 0𝛼 𝑒−𝑘𝛼𝑙, (2.2)
onde 𝑘𝛼 = 𝑑(ln𝑉𝛼)/𝑑𝑙 e 𝛼 indicam as diferentes orientações dos orbitais. Em termos de
orientação, existem quatro diferentes tipos de hibridização elementar entre os orbitais
que podem ser observados na Fig. (2.2): 𝑉𝑠𝑠𝜎 ≈ -5 eV para ℓ = 1,42 Å; 𝑉𝑠𝑝𝜎 ≈ +5,4 eV
para ℓ = 1,42 Å; 𝑉𝑝𝑝𝜎 ≈ +8,4 eV para ℓ = 1,42 Å e 𝑉𝑝𝑝𝜋 ≈ -2,4 eV para ℓ = 1,42 Å [23].
Figura 2.2: Conﬁgurações das hibridizações básicas para as ligações 𝑠− 𝑝: (a) 𝑉𝑠𝑠𝜎; (b)
𝑉𝑠𝑝𝜎; (c) 𝑉𝑝𝑝𝜎; (d) 𝑉𝑝𝑝𝜋.
A hibridização 𝑠𝑝2 permite uma superposição substancial com os outros orbitais [23].
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No grafeno, os orbitais 2𝑠, 2𝑝𝑥 e 2𝑝𝑦 estão em um plano e o terceiro orbital não híbrido
2𝑝𝑧 ﬁca na direção perpendicular a esse plano. A ligação química resultante é planar,
também chamada de ligação sigma (𝜎). A ligação 𝜎 é direcional, isto é, a carga eletrônica
está concentrada em regiões bem delimitadas ao longo das linhas imaginárias que unem
os dois átomos.
No grafeno cada átomo de carbono com hibridização 𝑠𝑝2 se combina com três outros
átomos para formar planos de estruturas hexagonais. Na Fig. (2.3) mostramos uma
secção de uma folha de grafeno, com as ligações 𝜎 e os orbitais 𝑝𝑧. Os elétrons dos
orbitais 𝑝𝑧 tendem a formar as chamadas ligações 𝜋, que são ligações muito mais fracas
quando comparadas às ligações 𝜎 características dos orbitais 𝑠𝑝2.
Figura 2.3: Secção de uma folha de grafeno mostrando as ligações 𝜎, a direção ao longo da qual a carga
eletrônica das ligações 𝜎 está concentrada e os orbitais 𝑝𝑧 com os elétrons deslocalizados no plano [8].
No decorrer desta dissertação, chamaremos os elétrons que ocupam os orbitais 𝑝𝑧
simplesmente de elétrons 𝜋. Estes elétrons são os principais responsáveis pelas propri-
edades de condução do grafeno, da mesma forma para o graﬁte, sendo, nesses materiais,
deslocalizados e fracamente ligados aos átomos de carbono.
2.2 Estrutura cristalina
No ﬁnal da década de 60, Mermim demostrou que cristais estritamente bidimensionais
não são estáveis termodinâmicamente [24], isto é, qualquer oscilação de energia colapsaria
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o cristal em uma outra estrutura. Porém, em 2004 Novoselov et al. observaram pela
primeira vez o grafeno, produzido através de uma esfoliação mecânica do graﬁte1 [3]. O
grafeno apresenta um comprimento médio de ligação de C-C 𝑎0 = 0,142 𝑛𝑚 e parâmetro
de rede 𝑎 =
√
3a0 = 2,46 Å [20].
Figura 2.4: (a) Rede hexagonal do grafeno. A célula unitária está definida pelos vetores a1 e a2. (b)
Rede recíproca com os vetores b1 e b2. A primeira zona de Brillouin se encontra (pontilhada) em cinza
escuro. O centro da ZB é o ponto Γ e um dos vértices da ZB é o ponto K [20].
A estrutura não é uma rede de Bravais2, mas pode ser vista como duas redes trian-
gulares (A e B) com uma base de dois átomos por célula unitária.
Na Fig. (2.4) são observadas as estruturas do grafeno no (a) espaço real e no (b) no
espaço recíproco. A célula unitária do grafeno é composta por dois átomos A e B, que
podem ser observados na Fig. (2.4(a)), formando duas subredes intercambiáveis pela
simetria de inversão espacial [19]. Os vetores a1 e a2 do grafeno podem ser usados para
construir a sua estrutura bidimensional a partir de quaisquer dois átomos A e B. A célula
unitária pode então ser deﬁnida pelo losango delimitado por esses dois vetores. Já os
vetores de rede do espaço recíproco b1 e b2 são deﬁnidos de modo que a𝑖 ·b𝑗 = 2𝜋𝛿𝑖𝑗 [25].
No grafeno, a ZB corresponde a um dos hexágonos da rede recíproca [3,19]. Essa deﬁnição
é importante por que essa ZB apresenta todas as operações de simetria da célula unitária
1Mais detalhes da síntese do grafeno serão descritos na próxima seção.
2(a) Uma rede de Bravais é um arranjo infinito de pontos discretos com arranjo e orientação que
parecem exatamente os mesmos, de qualquer um dos pontos do qual o arranjo é visualizado. (b) Uma
rede de Bravais (bidimensional) é constituída por todos os pontos com vetores de posição R da forma
R = 𝑛1a1 + 𝑛2a2, com 𝑛1 e 𝑛2 inteiros [25].
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do grafeno. Nos vértices do hexágono estão dois pontos não equivalentes, denominados
K e K'.
A primeira ZB do grafeno é um hexágono como se observa na Fig. (2.4)(b), onde b1
e b2 são os vetores da rede recíproca. Os três pontos de alta simetria na ZB do grafeno
são o centro Γ=(0,0), um vértice em K=(3𝜋
3𝑎
, 2𝜋
3
√
3𝑎
) e o centro da aresta M=( 4𝜋√
3𝑎
,0).
No sistema de coordenadas (𝑥,𝑦) os vetores no espaço real a1 e a2 da rede hexagonal
podem ser expressos assim:
a1 =
(︁√3𝑎
2
,
𝑎
2
)︁
a2 =
(︁√3𝑎
2
,
−𝑎
2
)︁
. (2.3)
Da mesma forma, os vetores base da rede recíproca são dados por:
b1 =
(︁ 2𝜋√
3𝑎
,
2𝜋
𝑎
)︁
b2 =
(︁ 2𝜋√
3𝑎
,
−2𝜋
𝑎
)︁
, (2.4)
que correspondem a uma constante de rede de 4𝜋/
√
3𝑎 no espaço recíproco. Os vetores
base b1 e b2 sofrem uma rotação de 30o em relação aos vetores da base a1 e a2 do espaço
real, como mostrado na Fig. (2.4)(b) [19].
Quando as folhas de grafeno estão ligadas por ligações fracas, do tipo Van der Walls,
sendo esse acoplamento fraco responsável pela sua característica lubriﬁcante, teremos o
grafite. Considerando que no graﬁte as distâncias entre os planos (3,35 Å [20]) são muito
maiores do que as distâncias entre os dois átomos de carbono vizinhos no plano (1,42 Å),
podemos considerar que a estrutura eletrônica do grafeno é uma boa aproximação para
o graﬁte. A forma natural na qual duas ou mais camadas de grafeno empilham-se na
estrutura do graﬁte é denominada empilhamento Bernal ou simplesmente AB [26]. Existe
também uma outra variante alotrópica, o graﬁte romboédrico, que é uma fase metaestável
na qual desaparece para temperaturas elevadas (T > 2000o C) [27]. No empilhamento
Bernal, as folhas de grafeno encontram-se sempre deslocadas uma em relação a outra, de
modo que três átomos de cada hexágono de uma camada encontram-se sempre no centro
dos hexágonos da camada adjacente conforme ilustrado na Fig. (2.5).
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Figura 2.5: Empilhamento Bernal de uma bicamada de grafeno [28]. Multicamadas de grafeno formam
o grafite.
2.3 Métodos de síntese
Em 2004, na Universidade de Manchester, Inglaterra, um grupo de físicos liderado
por Andre Geim [3] observaram uma folha de grafeno sobre uma superfície de silício
produzida por esfoliação mecânica do graﬁte. Na Fig. (2.6) pode-se observar as imagens
obtidas por Geim et al.. A observação do grafeno só foi possível graças à deposição do
grafeno em um substrato de silício com 300 nm de óxido de silício no topo. Devido
à diferença no caminho óptico da estrutura Si/SiO2/grafeno foi possível visualizar o
grafeno através do microscópio óptico convencional usando luz branca.
Existem, ainda, outras diferentes técnicas que possibilitam a obtenção de amostras
de grafeno. Por sua simplicidade, a mais utilizada é a esfoliação mecânica do graﬁte, que
é facilmente conseguida com o auxílio de uma ﬁta adesiva. A origem desta facilidade está
nas ligações fracas entre os planos compostos por átomos de carbono devido à interação
de Van der Walls, que são prontamente rompidas com um pequeno esforço mecânico.
Atualmente, além do método que Novoselov et al. utilizaram em [3], é possível
obter o grafeno por diversas maneiras, tais como: crescimento epitaxial, um processo
utilizado para o crescimento de cristais, em que uma camada de cristal cresce sobre uma
base de carbeto de silício, em cima da qual serão criadas as folhas de grafeno com um
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Figura 2.6: Filmes de grafeno (A) fotografia (em luz branca normal) de uma multicamada relativa-
mente grande de flocos de grafeno com 3nm de espessura em cima do óxido de sílicio (B) Imagem de
microscópio de força atômica (AFM) com área de 2𝜇m por 2𝜇m do floco perto de sua borda. Cores:
marrom escuro, superfície de 𝑆𝑖𝑂2; laranja, 3 nm de altura acima da superfície de 𝑆𝑖𝑂2. (C) Imagem de
AFM de uma única camada de grafeno. Cores: marrom escuro, superfície 𝑆𝑖𝑂2; marrom-vermelho (área
central), altura 0,8 nm ; amarelo-marron (canto inferior esquerdo) 1,2 nm; laranja (superior esquerdo),
2,5 nm. Observe a parte dobrada do filme perto do fundo, o qual exibe uma altura diferencial de ∼ 0,4
nm. (D) Imagem de microscopia eletrônica de varredura de um dispositivo experimental preparados a
partir da monocamada de grafeno. (E) Vista esquemática do dispositivo (D) [3].
átomo de espessura [29]; deposição química a vapor (CVD - chemical vapor deposition),
consiste em uma mistura gasosa de hidrocarbonetos que circula sobre folhas de níquel
aquecidas e se quebram em átomos de carbono. Ao esfriar rapidamente o substrato, são
formados ﬁlmes com apenas uma camada de espessura [30]. Filmes produzidos dessa
maneira possuem grande mobilidade dos portadores de carga, mas a sua qualidade e
continuidade cristalina ainda são materiais de estudo. Trabalhos recentes têm indicado
que o crescimento epitaxial talvez seja a técnica mais promissora para a produção de
grafeno em larga escala para indústria eletrônica [31].
2.4 Propriedades eletrônicas
Voltando aos elétrons 𝜋, há dois deles na célula unitária do grafeno. Os elétrons do
orbital 𝑝𝑧 estão mais fracamente ligados ao átomo podendo, assim, se locomoverem na
rede cristalina ou serem excitados para níveis mais altos de energia [19]. Por isso, em uma
primeira abordagem simpliﬁcada, pode-se construir a estrutura de bandas do grafeno
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considerando apenas os elétrons 𝜋, que são os mais importantes para a determinação das
propriedades ópticas e de transporte elétrico no grafeno [20].
Figura 2.7: (colorida) Esquerda: estrutura do grafeno, duas redes triangulares interpenetrantes (a1
e a2 são os vetores unitários da rede, e 𝛿𝑖, 𝑖=1,2,3 são os vetores dos primeiros vizinhos); Direita:
corresponde a primeira zona de Brillouin. Os cones de Dirac estão localizados nos pontos K e K’ [19].
Na Fig. (2.7) os primeiros vizinhos na rede direta são dados por
𝛿1 =
𝑎
2
(1,
√
3) 𝛿2 =
𝑎
2
(1,−
√
3) 𝛿3 = −𝑎(1,0) (2.5)
e, os pontos de alta simetria na rede recíproca, onde são formados os cones de Dirac,3 K
e K’, são dados por
K =
(︁2𝜋
3𝑎
,
2𝜋
3
√
3𝑎
)︁
, K′ =
(︁2𝜋
3𝑎
,− 2𝜋
3
√
3𝑎
)︁
. (2.6)
A estrutura de bandas para os elétrons 𝜋 é composta pelas bandas de valência e
de condução 𝜋 e 𝜋*. Uma expressão analítica para a dispersão dos elétrons 𝜋 pode ser
obtida pelo método de ligações fortes (tight-binding), incluindo apenas interações entre
primeiros vizinhos, e é dada por
𝐸(k) =
𝜖2𝑝 ± 𝑡𝑓(k)
1± 𝑡′𝑓(k) (2.7)
em que o sinal (+) no numerador e denominador fornece a banda de valência 𝜋, o sinal
3O termo Cone de Dirac é devido à dispersão linear a baixas energias, elétrons e buracos próximos
dos seis pontos de alta simetria na 1a ZB se comportam como partículas relativísticas descritas pela
equação de Dirac para partículas de spin 1/2 [19]
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(-) a banda de condução 𝜋* e 𝑓(k) pode ser expresso como [32]
𝑓(k) =
√︃
1 + 4 cos
√
3k𝑥𝑎
2
cos
k𝑦𝑎
2
+ 4 cos2
k𝑦𝑎
2
. (2.8)
𝜀2𝑝 corresponde a energia de Fermi e pode ser tomada como zero. Como a posição
do zero de energia é arbitrária, é coveniente escolher o ponto 𝐾 como o nível de energia
zero. O parâmetro 𝑡 é o termo que deﬁne a largura das bandas (conhecido como termo
de hopping) [32], é dado pela interação entre dois átomos mais próximos da rede. Já o
parâmetro 𝑡′ é deﬁnido como integral de sobreposição (overlap) [32].
Figura 2.8: Estrutura de bandas do grafeno para uma célula unitária contendo dois
átomos de carbono. Note o cruzamento aproximadamente linear nos vértices do hexágono
onde se encontra os pontos K e K'.
Na Fig. (2.8) apresentamos a estrutura de bandas para a banda 𝜋 do grafeno em
função do parâmetro 𝑡 e considerando 𝑡′ = 0. A relação de dispersão consiste em duas
bandas: a banda de valência 𝜋 e da banda condução 𝜋*. As duas bandas se tocam nos
seis pontos de alta simetria localizados nas extremidades da primeira zona de Brillouin,
as quais foram indicadas por K e K' na Fig. (2.7) e, portanto, não há gap. No entanto, a
densidade de estados desaparece nos pontos K e K' Fig. (2.9). A partir dessas considera-
ções, o grafeno , válido também para o graﬁte , é classiﬁcado como um semicondutor de
gap nulo ou semimetal. Perto dos seis pontos onde as duas bandas se tocam, a dispersão
é aproximadamente linear em K, esta é uma propriedade fundamental do grafeno.
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Figura 2.9: Densidade de estados por célula unitária em função da energia (em unidades de t) calculada
a partir da dispersão de energia com t’ = 0,2t (topo) e t’ = 0 (abaixo) [19].
2.5 Defeitos estruturais
Defeitos são geralmente vistos como imperfeições em materiais que poderiam de-
gradar signiﬁcativamente o seu desempenho. Mas também é devido à imperfeição dos
processos de produção dos materiais que as impurezas e defeitos estão sempre presen-
tes em cristais. Tais imperfeições na rede cristalina têm uma forte inﬂuência sobre a
eletrônica, óptica, propriedades térmicas e mecânicas do sólido. De fato, muitas das
características de materiais tecnologicamente importantes, tais como a condutância de
semicondutores ou a resistência mecânica e ductilidade de metais são regidas por de-
feitos [33]. As propriedades eletrônicas e mecânicas de amostras de grafeno com alta
perfeição da rede atômica são excelentes, mas defeitos estruturais, que podem aparecer
durante o crescimento ou tratamento, podem inﬂuenciar e até comprometer o desem-
penho de dispositivos baseados em grafeno. No entanto, defeitos controlados podem
ser úteis em algumas aplicações, uma vez que tornam possível adaptar as propriedades
intrínsecas do grafeno para alcançar novas funcionalidades. Defeitos estruturais está-
veis como pares pentágono-heptágono, previsto para os fulerenos [34] e que também são
observados no grafeno e nanotubos [35], átomos adicionados [36, 37], monovacâncias e
multivacâncias [3842] têm sido previstos e estudados em detalhes nos últimos anos.
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2.5.1 Monovacâncias
Defeitos pontuais, como monovacância atômica em uma camada de grafeno, estão
diretamente ligados às propriedades físicas, inclusive, magnéticas desse material [9]. Na
Fig. (2.10) pode-se observar uma imagem de microscopia de varredura por tunelamento
(Scanning Tunneling Microscopy - STM) de uma monovacância no graﬁte.
Figura 2.10: Imagem de STM de uma monovacância produzida no grafite pirolítico altamente orien-
tado (Highly Oriented Pyrolitic Graphite - HOPG) obtida experimentalmente [16].
A ausência de um único átomo na rede cristalina reduz drasticamente a mobilidade
dos elétrons e, mais importante, cria um momento magnético [9, 10]. A monovacân-
cia provoca uma distorção de Jahn-Teller4. Das três ligações pendentes, duas sofrem
saturação originando uma ligação covalente fraca, se levarmos em conta uma atmosfera
limpa. Se houver hidrogênio ou oxigênio presentes, pode ocorrer passivação das ligações
pendentes [14]. É intuitivamente claro que a energia de formação (𝐸𝑓 ) de tais defeitos
é elevada por causa da presença de um átomo de carbono com ligação pendente [4]. De
fato, cálculos teóricos indicam um valor de 𝐸𝑓 ≈ 7,5 eV [11,38,40,44] que é muito mais
elevada que as energias de formação, para defeitos do tipo monovacância, em muitos ou-
4O teorema de Jahn-Teller afirma que qualquer sistema não linear molecular num estado eletrônico
degenerado será instável e, irá passar por distorção formando um sistema de menor simetria e de energia
mais baixa, eliminando, assim, a degenerescência [43].
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tros materiais (por exemplo, 4,0 eV no Si [45] ou valores menores que 3,0 eV, na maioria
dos metais [46]).
2.5.2 Multivacâncias
Divacâncias podem ser criadas pela fusão de duas monovacâncias ou pela remoção
de dois átomos vizinhos. A partir do procedimento anterior, mas retirando um número
maior que 2 átomos de carbono, teremos as multivacâncias [47]. Na Fig. (2.11)(c),
pode-se observar que não há presença de ligação pendente e a divacância relaxada5 está
totalmente reconstruída de modo que aparecem dois pentágonos e um octógono ao invés
de quatro hexágonos do grafeno perfeito.
Figura 2.11: (a) monovacância não relaxada. (b) divacância não relaxada. (c) divacância relaxada;
A e B são as respectivas subredes [48].
A rede atômica permanece coerente com pertubações menores nos comprimentos
de ligação ao redor do defeito. Trabalhos teóricos indicam que a energia de forma-
ção de uma divacância é menor do que a obtida para monovacâncias 𝐸𝑓 = 7,2-7,9
eV [38, 40, 49]. Assim, divacâncias são energeticamente favorecidas em detrimento das
monovacâncias [4951]. A remoção de mais de dois átomos pode levar a conﬁguração de
defeitos maiores e mais complexos. Em geral, a retirada de um número par de átomos de
carbono permite uma reconstrução total (completa saturação das ligações pendentes).
Assim, tais vacâncias são favorecidas energeticamente. Retirando-se um número ímpar
de átomos de carbono haverá ligações pendentes que contribuirão para as propriedades
magnéticas de folhas de grafeno com defeitos do tipo vacância.
5As estruturas são consideradas “relaxadas” quando todas as forças atuantes nos átomos forem me-
nores do que um erro previamente fornecido. Mais detalhes dos parâmetros utilizados nos cálculos
realizados neste trabalho no Apêndice (A)
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2.5.3 Átomos adicionais
Átomos intersticiais, tal como aparecem em cristais tridimensionais, não existem no
grafeno [49]. Isto é, a colocação de um átomo em qualquer posição do plano, por exemplo,
no centro do hexágono, exigiria um esforço energético altíssimo [52]. Em vez de deformar
a estrutura local planar, átomos adicionais utilizam a terceira dimensão, ﬁcando acima
ou abaixo do plano e entre planos, no caso do graﬁte. Quando um átomo de carbono
interage com uma camada de grafeno perfeito, a hibridização dos átomos de carbono
deixa de ser estritamente 𝑠𝑝2. Localmente, pode aparecer algum grau de hibridização
𝑠𝑝3. A energia de ligação de carbono adsorvido é da ordem de 1,5 - 2,0 eV [37, 53, 54].
Se o átomo adsorvido não for o carbono, o efeito sobre as propriedades do grafeno vai
depender da ligação entre o átomo e o grafeno [55].
2.5.4 Efeitos de dopagem grafeno/superfície/grafeno
A elevada mobilidade eletrônica, 200 000 𝑐𝑚2/(V · s), faz com que o grafeno seja
um material adequado para o desenvolvimento de novos dispositivos nanoeletrônicos. Já
existem trabalhos experimentais de transistores de efeito de campo (FETs) com base em
folhas de grafeno [56,57].
Superfícies de 𝑆𝑖𝑂2 tem sido usado como o material dielétrico de porta. Lemme et
al. [56] veriﬁcaram uma redução da mobilidade dos elétrons mediante a interação da porta
𝑆𝑖𝑂2 com o grafeno, enquanto que Romero et al. [58] obtiveram uma dopagem do tipo-
n para o grafeno em contato com a porta de 𝑆𝑖𝑂2. Neste caso, há uma transferência
de carga eletrônica de 𝑆𝑖𝑂2 para a folha de grafeno na qual foi atribuída à presença
de estados na superfície de (𝑆𝑖𝑂2). Em contraste, existem resultados experimentais
indicando que, para o grafeno depositado em superfícies de 𝑆𝑖𝑂2, a dopagem do é tipo-
p [59].
Miwa et al. [60] constataram, a partir de cálculos de DFT, que as interações de
Van-der-Walls governam a adsorção de grafeno sobre a superfície do óxido de sílicio
amorfo (𝑎−𝑆𝑖𝑂2). Através de um mapa da densidade de carga sobre a folha de grafeno
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adsorvida, observaram que a topologia de superfície não homogênea de 𝑎−𝑆𝑖𝑂2 promove
um deslocamento da densidade eletrônica de carga sobre o grafeno, dando origem as,
veriﬁcadas experimentalmente, poças elétron-buraco. A carga eletrônica transferida
de 𝑆𝑖𝑂2 para a folha de grafeno vem da formação de um estado parcialmente ocupado
acima do ponto de Dirac, que é atribuído à formação átomos de oxigênio tricoordenados
na superfície de 𝑎− 𝑆𝑖𝑂2.
2.5.5 Impurezas substitucionais
Átomos de outras espécies químicas também podem ser incorporados no grafeno
como impurezas substitucionais. Neste caso, a impureza substitui um ou dois átomos
de carbono. Boro ou nitrogênio agem como dopantes naturais na estrutura de carbono,
uma vez que têm um elétron a menos ou a mais e praticamente o mesmo raio atômico.
Átomos muito maiores como os metais de transição, também chamados de impurezas
metálicas, recebem atenção especial devido à sua capacidade de injetar carga na folha
de grafeno [61]. A maioria dos átomos substitucionais estão localizados um pouco fora
do plano da folha [62], já que o comprimento de ligação entre o átomo substitucional e
o átomo de carbono, em geral, é menor do que uma ligação C-C. Substituir átomos de
carbono por boro ou nitrogênio é de considerável interesse, porque essas impurezas não
só mudam o nível de Fermi mas também mudam a estrutura eletrônica do grafeno [63].
2.5.6 Defeitos de bordas
Nanoﬁtas de grafeno (Graphene Nano-Ribbons - GNR) são formadas através do corte
da folha. Para cada direção preferencial do corte são obtidos diferentes tipos de borda
[64]. Na Fig. (2.12) podemos ver os dois tipos básicos de borda: amrchair e zigzag.
Misturas entre esses dois tipos de bordas também são possíveis [65,66].
As propriedades eletrônicas das nanoﬁtas são essencialmente determinadas pelo seu
tipo de borda. GNRs armachair são sempre semicondutoras [67]. Os estados mais
estáveis de GNRs zigzag, dependendo do alinhamento dos momentos magnéticos das
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Figura 2.12: Exemplos da estrutura de nanofitas do tipo amrchair (lados direito e esquerdo) e zigzag
(borda inferior e superior) [19].
bordas, apresentam magnetismo e podem ser condutoras ou semicondutoras [6769].
Além disso, nanoﬁtas zigzag apresentam estados localizados nas bordas com energias
próximas ao nível de Fermi [6769].
A Fig.(2.13) apresenta duas imagens de STM obtidas por Kobayashi et al. [70, 71],
mostrando a presença de estados localizados em superfícies de grafeno com bordas hi-
drogenadas em HOPG que aparecem como regiões mais brilhantes nas imagens.
Figura 2.13: Imagens de STM de superfícies de grafeno com bordas hidrogenadas em HOPG. As
regiões mais claras indicam uma maior densidade de estados [70,71].
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2.6 Magnetismo em grafeno e grafite
Magnetismo em sistemas puros de carbono tem sido objeto de intensa investigação
experimental e teórica [4,9,10,12]. A motivação desses trabalhos não têm sido apenas o
apelo tecnológico, mas também o entendimento de um problema fundamental: a origem
de magnetismo em um sistema que, tradicionalmente, foi pensado com um comporta-
mento apenas diamagnético. Enquanto que o graﬁte ideal, fulereno, grafeno e nanotubos
de carbono são, em si, não magnéticos, observações experimentais [72], nesses materiais,
de momento magnético local são frequentemente explicadas pela presença de impurezas,
tipo de borda ou defeitos [17,53,65].
Nos trabalhos experimentais de Esquinazi et al. [12], uma amostra de graﬁte HOPG
foi bombardeada por prótons com energia de energia 2,25 MeV. Posteriormente foi me-
dido um ordenamento magnético a temperatura ambiente com o SQUID (superconducting
quantum interferometer device) e com o microscópio de força magnética (MFM - mag-
netic force microscope), que identiﬁcaram o aparecimento do magnetismo na amostra.
Esse trabalho foi inspirado pelos resultados publicados por Makarova et al. sobre o
magnetismo em fulerenos 𝐶60 [73].
As amostras usadas por Esquinazi et al. tinham dimensões de aproximadamente 2 ×
2 × 0,1 mm3 e impurezas metálicas de 1 ppm. Antes do bombardeamento, o HOPG foi
preso a um substrato de silício de alta pureza. Para averiguar a contaminação de possí-
veis impurezas magnéticas e a inﬂuência de possíveis campos magnéticos na amostra em
todas as etapas de preparação da amostra magnética pelo bombardeamento de protóns,
foram adotadas as devidas medidas - veriﬁcação de impurezas com RBS (Rutherford
backscattering spectroscopy) e PIXE (particle induced x-ray emission). Na Fig (2.14)
observa-se a curva de histerese obtida a partir da amostra bombardeada, essa é uma
clara evidência do aparecimento de uma ordem ferromagnética a temperatura de 300
K. O momento magnético medido foi de 3,5×10−6 emu. Entretanto, não foi determi-
nada qual mudança na estrutura do HOPG que provoca o aparecimento do magnetismo
observado pelas técnicas mencionadas acima. Esquinazi et al. conjecturaram que o bom-
bardeamento provocaria defeitos estruturais tão grandes na amostras que o parecimento
do magnetismo seria decorrente da coexistência de carbonos com hibridizações 𝑠𝑝2 e
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𝑠𝑝3. Outra suposição proposta por Esquinazi seria o surgimento de bordas hidrogena-
das. O graﬁte com tais defeitos estruturais é conhecido como graﬁte nanoporoso (NPC
- nanoporous carbon).
Figura 2.14: Curva de histerese obtida nos trabalhos de Esquinazi após bombardeamento de prótons
[12].
Araújo-Moreira et al. [74] desenvolveram um método para a criação de defeitos
em nanograﬁtes. Trata-se de um método baseado num processo químico controlado
de oxidação-redução (redox) em fase vapor.
Figura 2.15: Esboço do reator experimental. (1) Atmosfera fechada, (2) cadinho com CuO, (3)
cadinho com grafite, (4) tubo do forno ,(5) entrada de gás e (6) vácuo [74].
Na Fig. (2.15) é mostrado um esboço de um forno com atmosfera controlada, equi-
pamento utilizado para a criação de defeitos em nanograﬁtes, onde são colocados dois
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cadinhos (recipientes cerâmicos que suportam altas temperaturas), um deles com graﬁte
comercial em pó (Fig. 2.15(3)) e outro com um óxido de um metal como, por exemplo, o
de cobre (CuO). O forno é mantido aquecido a 1200 ∘C durante um intervalo de 12 a 16
h. Sob esta temperatura, o óxido de cobre se decompõe e é reduzido a cobre metálico.
O oxigênio liberado por ele provoca a oxidação controlada do graﬁte e introduz em sua
estrutura pequenos defeitos, em forma de cavidades, que são os responsáveis por conferir
propriedade magnética ao graﬁte [74].
A amostra obtida após o processo foi testada com o intuito de comprovar a existência
de defeitos em sua estrutura e se o magnetismo estava presente. Na Fig. (2.16) pode-se
observar o espectro Raman do graﬁte puro e do graﬁte modiﬁcado. Observa-se que, de
fato, houve uma modiﬁcação em sua estrutura devido ao pico que surgiu em 1350 𝑐𝑚−1,
a qual foi atribuído aos defeitos gerados pelo oxigênio liberado pelo forno.
Figura 2.16: Espectro Raman para os grafites puro e modificado [75].
Além do espectro Raman, foi realizado o estudo do magnetismo na presença de
um campo magnético externo. Observou-se que, à temperatura de 2 K e a campos
magnéticos de até kOe, a amostra apresentou uma saturação de magnetização de 0,58
emu/g. A temperaturas de 300 K, a magnetização de saturação foi de 0,25 emu/g.
Esses resultados evidenciam que a amostra de graﬁte modiﬁcado por processo químico
apresenta um caráter ferromagnético [74].
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Defeitos em nanograﬁtes [76], também podem ser criados irradiando-se o material
com elétrons ou íons [77]. Ao manipular as condições de irradiação, é possível ajustar,
de maneira ﬂexível, as propriedades do material à base de carbono [4].
Whang et al. observaram ferromagnetismo em nanograﬁtes, preparados a partir
de folhas de grafeno funcionalizadas à temperatura ambiente [15].Trabalhos experimen-
tais recentes [17] indicam que defeitos provocados por irradiação apresentam momentos
magnéticos locais que, dependendo da concentração, giram em torno de 0,1 - 0,4 𝜇𝐵 por
vacância. Surpreendentemente, a magnetização de saturação não se correlacionou com
a temperatura de recozimento da amostra (maior valor para temperatura mais elevada).
Além disso, não foi encontrado ferromagnetismo a qualquer temperatura até 2 K [17].
Quanto ao ferromagnetismo intensamente debatido em compostos de graﬁte [12, 15,78],
nenhuma ordenação magnética foi detectada para o grafeno [17].
2.6.1 Magnetismo em grafeno
Monovacâcias dão origem a estados quase-localizados no nível de Fermi [77]. A
rede do grafeno é bipartida, ou seja, por ter dois átomos inequivalentes em sua rede,
o grafeno pode ser visto de maneira análoga como sendo formado por duas subredes
triângulares diferentes, uma contendo os átomos tipo A e outra contendo os átomos tipo
B. Apenas o orbital 𝑝𝑧 do átomo de carbono de cada subrede irá contribuir para o estado
quase-localizado. Cálculos de DFT, têm sido frequentemente usados para entender qual
a importância dos defeitos, seja do tipo vacância, borda, quimissorção ou impureza
substitucional, na indução de magnetismo em monocamadas de grafeno [9,10,61,67,68].
Um dos primeiros trabalhos teóricos sobre vacâncias em grafeno foi realizado por
Nieminem et al. [79], onde, utilizando cálculos de primeiros princípios e, a partir de uma
folha de grafeno com 128 átomos de carbono, simularam o comportamento da estrutura
após ter provocado uma monovacância, com a retirada de um átomo de carbono, como
pode ser observada na Fig. 2.17(a). Dois dos átomos que ﬁcaram com a ligação pen-
dente (átomos 1 e 2) formaram uma ligação entre si dando origem a um pentágono. O
átomo com a ligação pendente (átomo 3) fornece a maior contribuição para o momento
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magnético, cujo valor é 1,04 𝜇𝐵 para uma monocamada de grafeno com vacância. Na
Fig. (2.17)(b), pode-se observar que a densidade líquida de spin permanece em torno do
átomo 3.
Figura 2.17: (a) Densidade de carga e/Å3 em torno do defeito e (b) densidade de spin em torno de
uma vacância em grafeno [79].
O átomo 3 deslocou-se para fora do plano por uma distância de 0,18 Å. Surge então
a pergunta se o átomo 3 (ver Fig. 2.17(a)) vai permanecer ou não no plano da folha de
grafeno, um assunto que tem recebido uma série de respostas conﬂitantes nos últimos
anos.
Palacios & Ynduráin investigaram o comportamento do momento magnético em fun-
ção da concentração de defeitos do tipo monovacâncias em folhas de grafeno [14]. A Fig.
(2.18) mostra a variação do momento magnético para cada tamanho de supercélula.
A partir do gráﬁco os autores concluíram que variações no tamanho da supercélula
implicam em mudanças nos valores do momento magnético total da folha 𝜇 , ou seja, o
momento magnético induzido em folhas de grafeno com defeitos do tipo monovacância
depende do tamanho da supercélula. Os resultados ainda indicam que apenas uma con-
centração elevada de monovacâncias na mesma subrede pode sustentar valores ﬁnitos dos
momentos magnéticos e possivelmente levar a um estado ferromagneticamente ordenado.
A concentração abaixo da qual esses momentos magnéticos desaparecem dependem ou
não se a ligação pendente é passivada. Além disso, não se deve esquecer que, em mé-
dia, o mesmo número de monovacâncias são esperados em ambas subredes. Logo, uma
concentração excessiva de monovacâncias, torna, provavelmente, o grafeno instável [14].
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Figura 2.18: Cálculo do momento magnético induzido por uma monovacância em uma monocamada
de grafeno para várias concentrações (inverso do tamanho da supercélula). Os círculos em vermelho são
os valores calculados e a linha quebrada é um ajuste a partir de 1+𝑎𝑛+𝑏
√
𝑛 (a = -15,11, b = 7,64) [14].
Investigando a dependência da concentração e da geometria de defeitos na indução
de magnetismo em folhas de grafeno contendo monovacâncias, Singh & Kroll, a partir
de cálculos de DFT-GGA, não observaram a dependência da energia de formação com
a concentração de defeitos, já que o valor, 𝐸𝑓 = 7,80 eV, permanceu constante para os
tamanhos de supercélulas estudados (60, 80 e 100 átomos de carbono) [80]. Já Mombrú &
Faccio, estudando supercélulas contendo 32, 50 e 72 átomos de carbono, concluíram que
a energia de formação de defeitos do tipo monovacância em folhas de grafeno aumenta
com o crescimento da supercécula 7,37, 7,40 e 7,42 eV, respectivamente [47], resultado,
este, que concorda os encontrados por Palacios & Ynduráin [14].
Possível reconstrução não planar do grafeno com defeitos do tipo
monovacância
El-Barbary et al. usaram a aproximação de densidade local (LDA) num modelo de
cluster's atômico para simular uma nanoﬁta de grafeno com as bordas passivadas por
hidrogênio [40] e concluiram que a estrutura obtida após a completa relaxação do sistema
é distorcida, com o átomo 3 se movendo para fora do plano da folha por 0,47 Å. Ao utili-
zarem cálculos com polarização de spin, foi encontrado um estado magnético com energia
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total 0,5 eV maior do que a energia total encontrada para um cálculo sem polarização
de spin, levando os autores a concluirem que o estado fundamental, da estrutura de gra-
feno com defeitos do tipo monovacância, é não magnético [40]. Um método semelhante
foi seguido por Dharma-wardana & Zgierski, que usaram cálculos DFT para estudar as
propriedades estruturais, eletrônicas e magnéticas de uma monovacância em um único
fragmento de grafeno com bordas zig-zag passivadas com átomos de hidrogênio [81]. O
estado fundamental encontrado é magnético e planar, com a energia total 0,2 eV abaixo
da energia total encontrada para os cálculos sem polarização de spin, cuja estrutura é
não planar [81]. Em contraste, ao utilizarem as condições periódicas de contorno para
estudar uma folha de grafeno inﬁnita, contendo uma monovacância, não foram encontra-
das distorções para fora do plano da folha, após a reconstrução completa da estrutura,
independente do uso ou não de polarização de spin no cálculos [81]. Em um trabalho
relacionado, Ma et al., trabalhando com cálculos de DFT e utilizando a aproximação do
gradiente generalizado (GGA), encontraram o estado fundamental, do grafeno contendo
uma monovacância, magnético com o átomo 3 deslocado por 0,18 Å para fora do plano
da folha [82]. Ao forçar a solução não magnética foi encontrada uma energia total 0,1
eV maior, em comparação com o estado fundamental. Além disso, veriﬁcaram que o
deslocamento perpendicular ao plano da folha de grafeno aumentou para 0,46 Å, concor-
dando com os resultados encontrados por El-Barbary et al. [40]. Por conseguinte, Dai et
al. encontraram, a partir de cálculos de DFT-GGA, um momento magnético de 1,33 𝜇𝐵
para uma monovacância em grafeno e relataram um deslocamento não planar do átomo
3 de 0,184 Å [44]. Estes resultados estão em contraste com recentes cálculos DFT-GGA
relatados por Nanda et al., na qual não foi encontrado nenhum deslocamento de qualquer
átomo para fora do plano do grafeno com defeitos do tipo monovacância [83].
Uma investigação mais detalhada desse problema foi realizada por Faccio et al., que
utilizaram cálculos de DFT-GGA para comparar os efeitos causados por monovacâncias
e dopagem de boro em sistemas de grafeno [84]. Ao estudar monovacâncias em folhas
de grafeno de diferentes tamanhos (e, portanto, variando o grau de interação entre as
monovacâncias), esses autores veriﬁcaram que a solução não magnética foi maior em
energia por 0,4 eV, em comparação com o estrutura magnética para toda a gama de
concentrações de defeitos. Além disso, o estabelecimento da solução não magnética foi
acompanhado por um deslocamento para fora do plano do átomo 3 de 0,3 Å. Curiosa-
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mente, foi relatado que quando esta solução não magnética foi utilizada como ponto de
partida para um novo cálculo considerando a polarização de spin, permitindo a com-
pleta relaxação estrutural, em seguida, a estrutura volta a ser planar, com o valor do
momento magnético líquido no intervalo de 1,0-1,3 𝜇𝐵, dependendo da concentração de
defeitos [84].
Resultados relatados recentemente por Ugeda et al. em uma investigação sobre os
efeitos das monovacâncias em monocamadas grafeno depositadas na superfície de Pt [85],
também ajudou a lançar alguma luz sobre este assunto. A ﬁm de compreender a ausência
de magnetismo no sistema grafeno/Pt, os autores estudaram primeiro as características
de uma folha de grafeno contendo uma monovacância. Novamente, cálculos considerando
a polarização de spin mostraram que o estado fundamental é magnético (com um mo-
mento magnético de 1,5 𝜇𝐵) e planar, com uma solução não magnética encontrada 0,1 eV
acima do estado fundamental. No entanto, após forçar sistematicamente o deslocamento
do átomo com a ligação pendente para fora do plano, é observado uma diminuição do
momento magnético como uma função do deslocamento, sendo encontrado um estado
não magnético para um deslocamento de 0,5 Å. A diminuição do momento magnético
foi atribuída à mistura dos estados 𝜎 e 𝜋, considerando a polarização de spin, que foi
observada na densidade de estados (DOS), causando uma compensação parcial ou total
dos momentos magnéticos associados com os orbitais 𝜎 e 𝜋 [85]. Esta conclusão está
de acordo com o trabalho de Dharma-wardana & Zgierski, que relataram que a distor-
ção causada na estrutura não polarizada de um fragmento de grafeno ﬁnito com uma
monovacância, acarretou na desconexão dos elétrons associados à monovacância com os
outros elétrons da rede 2D, levando à formação de dois pares de singleto - um associado
com os dois elétrons no átomo 3 e o outro associado com a de ligação reconstruída entre
os átomos de 1 e 2 (ver Fig.2.17), fazendo com que o sistema não apresente momento
magnético [81].
Considerando este cenário com algumas conclusões aparentemente discrepantes, bem
como um número esparso de resultados complementares, decidimos realizar uma sistemá-
tica investigação, utilizando cálculos de DFT, dos efeitos dos deslocamentos do átomo
3, perpendicular à folha de grafeno, sobre as características estruturais, eletrônicas e
magnéticas de um folha de grafeno contendo uma monovacância. Além disso, estuda-
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mos as propriedades estruturais, eletrônicas, magnéticas e hiperﬁnas, considerando dois
tamanhos de supercélulas e diferentes conﬁgurações de defeitos que serão apresentados
no Capítulo (5).
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Capítulo 3
Fundamentação teórica
3.1 Introdução
Para tratar um sistema físico de muitos elétrons e íons interagindo é necessário recor-
rer à mecânica quântica. Nesse sentido, o problema de moléculas, agregados e superfícies
pode ser tratado resolvendo-se a equação de Schrödinger. Essa equação permite obter as
funções de estado, que fornecem as propriedades físicas de um dado sistema. Entretanto,
não é possível obter a solução exata do problema para sistemas de muitos corpos. Para
contextualizar este problema tomemos como base o hamiltoniano de uma molécula, ou
sólido cristalino descrito pela equação de Schrödinger indepedente do tempo:
ℋˆΨ𝑗 = 𝐸𝑗Ψ𝑗 (3.1)
Nesta equação ℋˆ é o operador hamiltoniano e Ψ𝑗 é um conjunto de soluções, ou
autoestados, do hamiltoniano. Para cada uma destas soluções, Ψ𝑗, existe um autovalor
associado, 𝐸𝑗, um número real que satisfaz a equação de autovalores.
No intuito de descrever as propriedades dos cristais, utilizando métodos de primeiros
princípios, precisamos conhecer o hamiltoniano do sistema. Para um sistema constiuído
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de N elétrons e M núcleos, o hamiltoniano é dado por:
ℋˆ = 𝑇𝑒 + 𝑇𝑛 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛 + 𝑉𝑛𝑛, (3.2)
onde
𝑇𝑒 = ~2
∑︁
𝑖
∇2𝑖
2𝑚
(3.3)
é o operador energia cinética dos elétrons;
𝑇𝑛 = ~2
∑︁
𝐼
∇2𝐼
2𝑀𝐼
(3.4)
é o operador energia cinética dos núcleos;
𝑇𝑒𝑒 =
1
2
∑︁
𝑖 ̸=𝑗
𝑒2
| ri − rj | (3.5)
é o operador de energia repulsão elétron-elétron;
𝑇𝑒𝑛 =
∑︁
𝑖,𝐼
𝑍𝐼𝑒
2
| ri −RI | (3.6)
é o operador de energia de atração elétron-núcleo e
𝑇𝑛𝑛 =
1
2
∑︁
𝐼 ̸=𝐽
𝑍𝐼𝑍𝐽𝑒
2
| RI −RJ | (3.7)
é o operador de energia de repulsão núcleo-núcleo. Onde ri denota a posição do i-ésimo
elétron, RI denota a posição do I-ésimo núcleo e 𝑍𝐼 é o número atômico do núcleo. 𝑚 é
a massa do i-ésimo elétron e, 𝑀𝐼 é a massa do I-ésimo núcleo, respectivamente. A ﬁm de
descrever de forma precisa a inﬂuência de todas as interações no sistema, todos os termos
são considerados, incluindo as interações mais complexas, elétron-elétron e núcleo-núcleo.
Uma vez que a maoria dos sistemas são constituidos de um grande número de átomos,
é impossível resolver a equação de Schrödinger estacionária para o hamiltoniano (3.2),
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mesmo usando diretamente computadores mais rápidos. Isto requer simpliﬁcações ao
hamiltoniano (3.2) que envolve aproximações.
3.2 A aproximação de Born-Oppenheimer
A simpliﬁcação da equação de Schrödinger é fundamental para a teoria de estrutura
eletrônica. A primeira aproximação leva em consideração o desacoplamento de elétrons
e núcleos. A separação dos movimentos nuclear e eletrônico é quase invariavelmente o
primeiro passo em qualquer aplicação da mecânica quântica a moléculas e cristais [32]. A
aproximação de Born-Oppenheimer leva em consideração que a massa do núcleo atômico
é muito maior que a massa de um elétron, desta forma, a velocidade do movimento
nuclear é pelo menos mil vezes menor que a velocidade eletrônica para uma mesma
energia [86]. Essa aproximação ainda pode ser enunciada da seguinte forma: qualquer
movimento nuclear tem uma resposta instantânea da distribuição dos elétrons do sistema.
Portanto, do ponto de vista dos elétrons é uma boa aproximação considerá-los sob um
campo de núcleos ﬁxos e suas posições dependerem das diferentes conﬁgurações desses
núcleos. Do exposto acima, pode-se separarar os dois movimentos (eletrônico e nuclear)
e considerar a auto-função de onda total como um produto da autofunção de onda
eletrônica e de uma nuclear. Para obter a autofunção de onda eletrônica utilizar-se-á do
operador ℋˆ𝑒𝑙𝑒𝑐, que descreve o movimento de N elétrons no campo de M núcleos ﬁxos.
Uma vez que o operador energia cinética dos núcleos 𝑇𝑛 pode ser desprezado e a interação
repulsiva entre os núcleos ﬁxos é constante, obtêm-se ℋˆ𝑒𝑙𝑒𝑐 através da equação (3.2) :
ℋˆ𝑒𝑙𝑒𝑐 = 𝑇𝑒 + 𝑉𝑒𝑛 + 𝑉𝑒𝑒, (3.8)
Sendo que o potencial 𝑉𝑒𝑛 e consequentemente 𝑉𝑒𝑒 dependem das posições nucleares,
a autofunção eletrônica |Ψ𝑒𝑙𝑒𝑐⟩ dependerá parametricamente das coordenadas nucleares e
explicitamente das coordenadas eletrônicas, |Ψ𝑒𝑙𝑒𝑐⟩ = |Ψ({ri}, {RA})⟩. Essa autofunção
obedece à seguinte equação:
ℋˆ𝑒𝑙𝑒𝑐|Ψ𝑒𝑙𝑒𝑐⟩ = 𝜀𝑒𝑙𝑒𝑐|Ψ𝑒𝑙𝑒𝑐⟩. (3.9)
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A energia total, 𝜀𝑡𝑜𝑡𝑎𝑙, para uma conﬁguração nuclear {RA} é dada por:
𝜀𝑡𝑜𝑡𝑎𝑙({RA}) = 𝜀𝑒𝑙𝑒𝑐({ri}, {RA}) + 𝑉𝑛𝑛({RA}). (3.10)
Para o movimento dos núcleos, mostra-se [32] que 𝜀𝑡𝑜𝑡𝑎𝑙({RA}) é a energia efetiva
para a hamiltoniana nuclear, logo:
ℋ𝑛𝑢𝑐𝑙𝑒𝑎𝑟 = 𝑇𝑛({RA}) + 𝑉𝑛𝑛({RA}). (3.11)
A partir de agora somente o problema eletrônico será considerado e os subescritos 𝑒𝑙𝑒𝑐
serão omitidos. Antes de discutirmos as demais aproximações em detalhes, revisaremos
um importante método de cálculo em mecânica quântica, o método variacional.
3.3 O Método Variacional
Com o método variacional é possível encontrar a energia aproximada para o estado
fundamental de um sistema quântico que se deseja estudar com a hamiltoniana ℋˆ, desde
que uma função de onda qualquer, que obedeça as condições de contorno desse sistema
quântico, seja dada. Isso pode ser feito através do princípio de que o valor esperado da
hamiltoniana ℋˆ, em qualquer estado |Φ⟩, é um limite superior para a energia exata do
estado fundamental 𝜖0, ou seja:
⟨ℋˆ⟩ = 𝐸[Φ] = ⟨Φ|?ˆ?|Φ⟩⟨Φ|Φ⟩ ≥ 𝜖0 (3.12)
Se o estado |Φ⟩ é normalizado, ⟨Φ|Φ⟩ = 1 e obtemos ⟨Φ|ℋˆ|Φ⟩ ≥ 𝜖0. A igualdade é válida
para a função de onda no estado fundamental.
Na prática escolhe-se uma função de onda tentativa aceitável, dependente de certos
parâmetros ajustáveis, e calcula-se o funcional 𝐸[Φ]. Assim, quando encontrarmos os
parâmetros que minimizam (3.12), teremos a função de onda e a energia do estado fun-
damental aproximadas do sistema. O valor aproximado de ⟨ℋˆ⟩ será tanto mais próximo
de 𝜖0 quanto mais próximo |Φ⟩ for do estado fundamental exato, ou seja, o valor da
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energia indica a qualidade da função de onda tentativa.
3.4 Teoria do Funcional da Densidade (DFT)
Para encontrar as soluções das equações acopladas de todos os elétrons do sistema,
diversas aproximações devem ser feitas. A primeira delas é a aproximação de Born-
Oppenheimer, já descrita na seção (3.2), a qual permite o desacoplamento dos movimen-
tos de núcleos e elétrons. Entretanto, mesmo com esta aproximação, a solução exata
do problema do sistema eletrônico ainda é intratável, sendo necessário, portanto, fazer
novas aproximações, como por exemplo, a aproximação de Hartree-Fock (HF) [89], na
qual os elétrons são tratados como se fossem independentes, e como resultado o termo
de correlação eletrônico não é incluido, o que transforma o problema de uma equação
acoplada de N elétrons em N equações desacopladas de um elétron. Entretanto, o termo
de correlação eletrônica é geralmente de grande importância na solução do problema,
sendo importante nos cálculos para se obter resultados mais precisos.
Em 1964, Hohenberg e Kohn mostraram que, para um sistema quântico de muitos
corpos interagentes, a densidade eletrônica 𝜌(r) pode ser considerada a variável funda-
mental. Nesse contexto, a função de onda de um sistema físico com N elétrons, que é uma
função de 3N coordenadas espaciais mais a coordenada de spin, pode ser substituída pela
densidade eletrônica, que possui apenas 3 coordenadas espaciais, mas que ainda contém
todas as informações relevantes do sistema. Além disso, minimizando-se a energia total
em relação à densidade eletrônica, determina-se a energia do estado fundamental.
Em 1965, Kohn e Sham propuseram um procedimento baseado em um sistema de
referências de partículas não interagentes que permite resolver o problema de muitas
partículas interagentes de forma exata.
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3.4.1 Teoremas de Hohenberg e Kohn
De acordo com a DFT, se a densidade eletrônica 𝜌(r) em cada posição do espaço for
conhecida (densidade eletrônica conforme deﬁnida a seguir), a energia total desse sistema
eletrônico em seu estado fundamental, assim como as demais propriedades estruturais
desse sistema, pode ser determinada univocamente.
Diferente da função de onda eletrônica, que, para os N elétrons do sistema, é uma
função de 4N coordenadas (3N espaciais e N de spin), a densidade eletrônica 𝜌(r) é igual
a probalidade de encontrar um elétron num elemento de volume 𝑑r, sendo portanto, uma
função das três coordenadas espaciais somente.
Sabe-se que, em um sistema de N elétrons sujeitos a um potencial externo 𝑣𝑒𝑥𝑡(r),
a função de onda Ψ, a densidade eletrônica e todas as demais propriedades do estado
fundamental desse sistema são obtidas através da resolução da equação de Schrödinger
de muitas partículas. Uma vez que 𝑣𝑒𝑥𝑡(r) deﬁne a hamiltoniana desse sistema, todas
as propriedades anteriores são funcionais de 𝑣𝑒𝑥𝑡(r). Pierre Hohenberg e Walter Kohn
demonstraram que o contrário também é verdade, ou seja, 𝑣𝑒𝑥𝑡(r) é funcional único
de 𝜌(r) [90]. Portanto, todas as propriedades do sistema no estado fundamental são
funcionais 𝜌(r).
Teorema 1. O potencial externo 𝑣𝑒𝑥𝑡(r) sentido pelos elétrons é univocamente deter-
minado, a menos de uma constante aditiva, pela densidade eletrônica do estado funda-
mental.
Esquematicamente, podemos representá-lo como segue.
𝑛0(r) 𝐻𝐾−−→ {𝑁,𝑣(r)} −→ ?ˆ? −→ 𝜓 −→ todos os observáveis do sistema.
A partir do primeiro teorema da DFT, descrito acima, deﬁnimos um funcional energia
𝐸[𝜌(r)] (funcional único de 𝜌(r)) como:
𝐸[𝜌(r)] ≡ 𝐸𝑒𝑥𝑡[𝜌(r)] + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(r)] + 𝐺[𝜌(r)], (3.13)
onde:
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∙ o primeiro termo é a energia 𝐸𝑒𝑥𝑡𝜌(r), devido ao potencial externo 𝑣𝑒𝑥𝑡(r), dado
por 𝐸𝑒𝑥𝑡[𝜌] ≡
∫︀
𝑣(r)𝜌(r)dr;
∙ o segundo termo é a energia clássica de Coulomb (termo de Hartree), dado por
𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌] =
1
2
∫︀∫︀ 𝜌(r)𝜌(r′)
|r−r′| drdr
′
∙ o terceiro termo 𝐺[𝜌(r)] é um funcional único de 𝜌(r) que inclui o termo da energia
cinética do sistema não interagente 𝑇 [𝜌(r)] e o termo de desconhecido de troca e
correlção 𝐸𝑥𝑐[𝜌(r)].
Como foi visto no método variacional, o funcional de energia de um sistema de N
elétrons 𝐸[Φ] possui um valor mínimo, igual a 𝜖0, para a função de onda do estado funda-
mental exata. De modo semelhante, existe um segundo teorema na DFT, estabelecendo
que 𝐸[𝜌(r)] possui um valor mínimo, energia do estado fundamental para a densidade
eletrônica 𝜌(r) correta.
Teorema 2. a energia do estado fundamental é o mínimo global do funcional da
energia 𝐸[𝜌(r)] e a densidade que minimiza esse funcional é a densidade exata do estado
fundamental 𝜌0(r).
O segundo teorema estabelece que dada uma função densidade eletrônica tenta-
tica 𝜌(r), tal que 𝜌(r) ≥ 0 e ∫︀ 𝜌(r)dr = 𝑁 , temos que 𝐸[𝜌(r)] ≥ 𝐸[𝜌0(r)] = 𝐸0. A
prova desse teorema será restrita às densidades tentativas que são N-representáveis e
v-representáveis1
O segundo teorema nos diz que, para qualquer densidade tentativa 𝜌(r) ̸= 𝜌0(r), a
energia total obtida é sempre superior à energia total correspondente à densidade exata
do estado fundamental. Portanto, 𝜌0(r) é a densidade que minimiza o funcional (3.13).
Embora os teoremas de Hohenberg e Kohn garantam que o conhecimento de 𝜌0(r)
é suﬁciente para determinar todas as propriedades do estado fundamental do sistema,
1Diz-se que uma densidade eletrônica tentativa, 𝜌(r), é N-representável se ela representa o número
total de elétrons N. Isso pode ser assegurado automaticamente se 𝜌(r) estiver associada a uma função
de onda antissimétrica. A v-representatividade significa que 𝜌(r) deve corresponder a algum potencial
externo 𝑣(r)
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eles não fornecem um procedimento prático para obtê-la. Isso só foi resolvido com o
surgimento das equações de Kohn-Sham.
3.4.2 Equações de Kohn-Sham
Para a determinação de 𝐺[𝜌], utiliza-se da particular deﬁnição de Walter Kohn e Lu
J. Sham [91]:
𝐺[𝜌(r)] ≡ 𝑇 [𝜌(r)] + 𝐸𝑥𝑐[𝜌(r)] (3.14)
onde:
∙ 𝑇 [𝜌] = −1
2
𝑁∑︁
𝑖
∫︁
𝜓*𝑖 (r)∇2𝜓𝑖(r)d(r) é a energia cinética de um sistema hipotético de
N elétrons não interagentes, com a mesma densidade eletrônica do sistema original.
∙ 𝐸𝑥𝑐[𝜌(r)] é a energia restante para completar 𝐸[𝜌(r)], deﬁnida nesse formalismo
como a energia de exchange-correlação do sistema original.
Deﬁniremos ainda 𝜌(r) como:
𝜌(r) =
∑︁
𝜓*𝑖 (r)𝜓𝑖(r) (3.15)
onde a somatória é feita sobre todos os estados ocupados desse sistema hipotético de N
elétrons não interagentes.
Agora, com 𝐺[𝜌(r)] deﬁnido, o problema para encontrar a energia do estado funda-
mental é semelhante ao de se encontrar as equações de Hartree pelo método variacional,
assim 𝛿𝐸[𝜌(r)] = 0 quando são feitas pequenas variações arbitrárias em 𝜌(r), sujeita
à restrição de ortogonalidade
∫︀
𝜓*𝑖 (r)𝜓𝑗(r)dr = 𝛿𝑖𝑗. Utilizando-se do método dos mul-
tiplicadores de Lagrange e da equação (3.15), o problema resume-se em encontrar os
extremos de ℒ[𝜌] = 𝐸[𝜌]−
∑︁
𝑖
𝜖𝑖
∫︁
𝜓*𝑖 (r)𝜓𝑗(r)dr.
Para issso, fazemos 𝛿ℒ
𝛿𝜓*𝑖 (r)
= 0, utilizamos da regra da cadeia2 e obtemos a seguinte
2Para obter o último termo à esquerda da igualdade da equação (3.16) deve-se utilizar da definição
da derivada funcional
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equação:
𝛿ℒ
𝛿𝜓*𝑖 (r)
=
𝛿𝑇
𝛿𝜓*𝑖 (r)
+
[︂
𝛿𝐸𝑒𝑥𝑡
𝛿𝜌(r)
+
𝛿𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒
𝛿𝜌(r)
+
𝛿𝐸𝑥𝑐
𝛿𝜌(r)
]︂
𝛿𝜌(r)
𝛿𝜓*𝑖 (r)
− 𝜖𝑖𝜓𝑖(r) = 0. (3.16)
A deﬁnição de uma derivada funcional é dada por [92]:
𝛿ℱ [𝑓 ] = 𝛿ℱ [𝑓 + 𝛿𝑓 ]−ℱ [𝑓 ] =
∫︁ r𝑚𝑎𝑥
r𝑚𝑖𝑛
𝛿ℱ
𝛿𝑓(r)
𝛿𝑓(r)dr, (3.17)
onde ℱ é qualquer funcional de 𝑓 e 𝛿ℱ
𝛿𝑓(r)
é a derivada funcional de ℱ em relação à variação
de 𝑓(r) no ponto r.
Dessa forma, pode-se mostrar que:
𝛿𝑇
𝛿𝜓*𝑖 (r)
= −1
2
∇2𝜓𝑖, 𝛿𝐸𝑒𝑥𝑡
𝛿𝜌(r)
= 𝑣(r),
𝛿𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒
𝛿𝜌(r)
=
∫︁
𝜌(r)
|r− r′|dr e
𝛿𝜌(r)
𝛿𝜓*𝑖 (r)
= 𝜓𝑖(r),
e obter as equações de Kohn-Sham:
[︂
−1
2
∇2 + 𝑣𝑒𝑥𝑡(r) +
∫︁
𝜌(r)
|r− r′|dr
′ +
𝛿𝐸𝑥𝑐
𝛿𝜌(r)
]︂
𝜓𝐾𝑆𝑖 = 𝜖𝑖𝜓
𝐾𝑆
𝑖 e 𝑖 = 1, 2, 3, · · · , 𝑁.
(3.18)
A equação acima foi obtida de maneira exata. Note-se que essa é análoga à equação
de Schrödinger de uma partícula, sob um potencial efetivo dado por:
𝑣𝑘𝑠(r) = 𝑣𝑒𝑥𝑡(r) +
∫︁
𝜌(r)
|r− r′|dr
′ +
𝛿𝐸𝑒𝑥𝑡
𝛿𝜌(r)
. (3.19)
Para que a equação de Kohn-Sham possa ser resolvida é necessário fazer aproxi-
mações em 𝐸𝑥𝑐[𝜌(r)]. A partir disso, a equação é resolvida autoconsistentemente, ou
seja, assume-se uma densidade eletrônica inicial, calcula-se 𝑣𝑘𝑠(r) e resolve-se a equação
(3.18); desse modo uma nova densidade é obtida através de (3.15) e o processo continua
até que a autoconsistência seja alcançada. A Fig. (3.1) mostra o ciclo autoconsistente
de Kohn-Sham (KS-SCF).
Esse ciclo funciona da seguinte forma: primeiro, propõe-se um valor inicial para a
densidade eletrônica, que aqui chamaremos de 𝜌𝑗(r). A partir de 𝜌𝑗(r) constrói-se o
potencial efetivo 𝑣𝑘𝑠(r). O próximo passo é resolver a equação de Kohn-Sham, determi-
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Figura 3.1: Ciclo de autoconsistência da solução da equação de Kohn-Sham.
nando as funções 𝜓(𝑗)𝑖 (r). Das funções 𝜓
(𝑗)
𝑖 (r), determina-se uma nova densidade com a
densidade anterior. Se 𝜌𝑗(r) = 𝜌𝑗+1(r), então 𝜌𝑗+1(r) é a densidade procurada; se não, o
ciclo recomeça utilizando 𝜌𝑗+1(r) como densidade inicial. O processo é repetido até que
o critério de convergência seja satisfeito.
A energia total eletrônica obtida através das equações (3.13), (3.14) e (3.18) é:
𝐸 =
𝑁∑︁
𝑖
𝜖𝑖 − 1
2
∫︁∫︁
𝜌(r)𝜌(r′)
|r− r′| drdr
′ + 𝐸𝑥𝑐[𝜌(r)]−
∫︁
𝛿𝐸𝑥𝑐
𝛿𝜌(r)
𝜌(r)dr, (3.20)
onde 𝐸𝑥𝑐[𝜌(r)] é a energia de troca e correlação por partícula de um gás de elétrons
homogêneo com densidade 𝜌(r) [32]. A energia obtida de (3.20) é exata, pois nenhuma
aproximação foi realizada até o momento. Entretanto, para utilizarmos esse formalismo
na investigação de propriedades físicas de materiais, é fundamental conhecer o termo de
troca e correlação 𝐸𝑥𝑐. Como a sua forma funcional exata não é conhecida, é necessário
fazer aproximações para esse termo.
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3.4.3 Equações de Kohn-Sham para sistemas polarizados
A formalução de DFT proposta e discutida até aqui levou em consideração apenas
a densidade eletrônica não polarizada, logo ela não descreve bem, sistemas nas quais a
polarização é uma grandeza fundamental [32]. Por isso, para investigar sistemas em que a
polarização de spin é uma grandeza fundamental, foi desenvolvida a teoria do funcional
da densidade com polarização de spin (SDFT - Spin Density Funcional Theory). Na
SDFT, as variáveis fundamentais são as densidades de carga eletrônica de spin up e
down, os quais denotaremos por 𝛼 e 𝛽, respectivamente. Nesse caso, a densidade total e
a magnetização do sistema são descritas como segue
𝜌(r) = 𝜌𝛼(r) + 𝜌𝛽(r) (3.21)
𝑚(r) = 𝜌𝛼(r)− 𝜌𝛽(r). (3.22)
Assim, temos duas equações de Kohn-Sham, uma para cada componente de spin, ou
seja, (︂
−1
2
∇2 + 𝑣𝜎𝑘𝑠(r)
)︂
𝜓𝜎𝑖 = 𝜖
𝜎
𝑖 𝜓
𝜎
𝑖 , (3.23)
com o 𝜎 representando as componentes de spin 𝛼 ou 𝛽.
O potencial efetivo é deﬁnido da seguinte forma
𝑣𝜎𝑘𝑠(r) = 𝑣
𝜎
𝑒𝑥𝑡(r) +
∫︁
𝜌(r)
|r− r′|dr
′ +
𝛿𝐸𝑒𝑥𝑡[𝜌
𝛼(r),𝜌𝛽(r)]
𝛿𝜌𝜎(r)
. (3.24)
Todos os teoremas e procedimentos apresentados anteriormente continuam válidos
na SDFT [32].
3.4.4 Aproximação da Densidade Local (LDA)
A estratégia para resolver o problema de muitos corpos na DFT consiste em dividir a
energia total de um sistema eletrônico em um número de diferentes contribuições, cada
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uma das quais pode ser tratada separadamente.
𝐸[𝜌(r)] = 𝑇𝑅 + 𝑉𝑒𝑥𝑡 + 𝐸𝐻 + 𝐸𝑥 + 𝐸𝑐, (3.25)
onde, 𝑇𝑅 é o funcional energia cinética não interagente com a densidade eletrônica 𝜌(r).
𝑉𝑒𝑥𝑡 é a interação dos elétrons com os campos externos, em particular dos núcleos atô-
micos, 𝐸𝐻 é o termo de Hartree ou interação elétron-elétron clássica, 𝐸𝐻 é a energia de
exchange(troca) e 𝐸𝑐 o termo de correlação. Os termos 𝑉𝑒𝑥𝑡 e 𝐸𝐻 são conhecidos como
funcionais explícitos da densidade eletrônica. Os termos 𝑇𝑅 e 𝐸𝑥 são conhecidos como
funcionais de orbitais não interagentes que por sua vez são funcionais (desconhecidos) da
densidade. O termo de energia de correlação 𝐸𝑐, é o grande desconhecido, por isso certas
aproximações devem ser usadas para calcular as contribuições do termo troca-correlação.
A aproximação da densidade local (Local Density Approximation) foi proposta em
1965 por Kohn e Sham [93], mas a ﬁlosoﬁa já estava presente na teoria de Thomas-Fermi-
Dirac, desenvolvida muito antes em 1927. A ideia principal é considerar um sistema
eletrônico não homogêneo como localmente homogêneo, em outras palavras, o sistema
homogêneo é dividido em pequenos volumes, que podem ser chamadas de células, e
dentro destas células a densidade de energia é calculada considerando um gás de elétrons
homogêneo.
Desta maneira, pode-se obter uma aproximação para o termo exchange-correlação
ao calcular os valores que a densidade eletrônica assume em cada ponto r no volume e
depois integrar sobre o volume do sistema a densidade de energia correspondente, como
representado na ﬁgura (3.2).
Sendo assim, o funcional da energia de exchange-correlação pode ser escrito por:
𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] =
∫︁
𝜌(r)𝜖𝐿𝐷𝐴𝑥𝑐 [𝜌(r)]dr, (3.26)
onde o termo 𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] corresponde a energia de correlação por partícula, de um gás
de elétrons homogêneo, em um ponto r, considerando que a densidade local 𝜌(r) é igual
a densidade local do sistema não homogêneo.
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Figura 3.2: Os termos da equação são obtidos através da integração da densidade de energia calculado
pelos valores de energia da densidade eletrônica 𝜌(r) [94].
A energia de correlação, utilizando a aproximação LDA, é calculada através da equa-
ção (3.26) decompondo o termo 𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] da seguinte maneira:
𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] = 𝐸
𝐿𝐷𝐴
𝑥 [𝜌(r)] + 𝐸
𝐿𝐷𝐴
𝑐 [𝜌(r)] (3.27)
onde 𝐸𝐿𝐷𝐴𝑥 [𝜌(r)] é a densidade de energia de exchange e 𝐸
𝐿𝐷𝐴
𝑐 [𝜌(r)] é a densidade de
energia de correlação. Considerando a decomposição da densidade de energia de troca e
correlação, a equação (3.26) pode ser escrita da seguinte maneira:
𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] =
∫︁
[(𝜌(r))𝜖𝐿𝐷𝐴𝑥 + (𝜌(r))𝜖
𝐿𝐷𝐴
𝑐 ]𝜌(r)dr (3.28)
O primeiro é obtido exatamente para o gás de elétrons homogêneo (𝐸ℎ𝑜𝑚𝑥 [𝜌] ∝ 𝜌
1
3 )
[25]. O outro foi parametrizado por Perdew e Zunger [95] com base nos resultados
de Ceperley e Alder [96], que realizaram simulação de Monte Carlo quântico para um
sistema homogêneo de elétrons interagentes para vários valores de densidade eletrônica.
Nesta aproximação 𝐸𝐿𝐷𝐴𝑥 [𝜌(r)] é dada por:
𝐸𝐿𝐷𝐴𝑥 [𝜌(r)] = −
0,4582
𝑟𝑠
(3.29)
Por outro lado, a densidade de energia de correlação 𝐸𝐿𝐷𝐴𝑐 [𝜌(r)] obedece às seguintes
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condições:
𝐸𝐿𝐷𝐴𝑐 [𝜌(r)] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−0,1423
(1 + 1,9529
√
𝑟𝑠 + 0,3334𝑟𝑠)
𝑟𝑠 ≥ 1
(−0,0480 + 0,0311 ln 𝑟𝑠 − 0,0116𝑟𝑠 + 0,0020𝑟𝑠 ln 𝑟𝑠) 𝑟𝑠 < 1
(3.30)
Uma vez que a aproximação LDA é baseada na aproximação de um gás de elétrons ho-
mogêneo, é esperado que apresente melhores resultados para sistemas homogêneos, como
por exemplo, os metais, nos quais a densidade eletrônica varia espacialmente muito len-
tamente. Entretanto, apesar de haver grande variação espacial da densidade eletrônica
para sistemas atômicos, moleculares e cristalinos, é possivel descrevê-los satisfatoria-
mente através da LDA, uma vez que a região de interesse nos cálculos não é a região
nuclear, a qual é suavizada nos cálculos com LDA.
Ceperley e Alder [96] desenvolveram uma amostragem estocástica da solução exata
da equação de Schrödinger para um gás de elétrons, chamada de parametrização LDA-
CA, que tem se mostrado eﬁciente em cálculos de energia de correlação. Existe ainda a
LSDA(Local Spin Density Approximation), que é uma aproximação que inclui a depen-
dência da densidade com o spin, geralmente usada em sistemas cuja a polarização de
spin é considerada, tornando, assim, a energia total do sistema um funcional das duas
densidades de spin. Sendo a equação (3.26) reescrita da seguinte forma:
𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌𝛼(r), 𝜌𝛽(r)] =
∫︁
[𝜌𝛼(r) + 𝜌𝛽(r)]𝜖
𝐿𝐷𝐴
𝑥𝑐 [𝜌𝛼(r), 𝜌𝛽(r)]dr (3.31)
Onde, 𝜌𝛼 representa à densidade eletrônica para spin up e 𝜌𝛽 à densidade eletrônica para
spin down.
3.4.5 Aproximação do Gradiente Generalizado (GGA)
Sabe-se que em sistemas reais a densidade de carga não é homogênea e a aproximação
LDA não é uma boa aproximação para sistemas em que 𝜌(r) varia fortemente. Desse
modo, um avanço na descrição do problema é também levar em consideração o gradi-
ente da densidade de carga (∇𝜌(r)). Isto é feito na aproximação GGA com o seguinte
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funcional [97]:
𝐸𝑥𝑐[𝜌] = 𝐸
𝐺𝐺𝐴
𝑥𝑐 [𝜌(r)] =
∫︁
𝜌(r)𝜖ℎ𝑜𝑚𝑥 𝜌(r)𝐹𝑥𝑐(𝜌(r),∇𝜌(r))dr, (3.32)
onde: 𝐹𝑥𝑐(𝜌(r),∇𝜌(r)) é um fator de correção sobre o exchange local.
Ao comparar as aproximações LDA e GGA, não é possível estabelecer univocamente
qual delas propicia uma melhor descrição das propriedades dos materiais, uma vez que
cada uma apresenta particularidades que terão melhores aplicações dependendo do sis-
tema a ser estudado. Por exemplo, a LDA se mostra melhor na descrição de sistemas
cristalinos ou sistemas que tem a variação da densidade mais uniforme, enquanto que o
GGA se mostra mais eﬁciente na descrição de sistemas moleculares, onde podem ocorrer
grandes variações espaciais da densidade eletrônica.
Os funcionais GGA têm diﬁculdade em descrever interações do tipo Van Der Waals e
outros tipos de forças dispersivas. A diﬁculdade de descrever interações do tipo Van Der
Waals se deve a não localidade desse tipo de interação. Por outro lado, a LDA subestima
a energia total de superfícies metálicas quando comparada com valores experimentais.
Além disso, as energias de troca da aproximação LDA são subestimadas em 15% a 20%
e as energias de correlação são superestimadas em até 100%. Nestes casos, o GGA se
mostra mais eﬁciente. Enquanto o funcional LDA subestima as distâncias atômicas o
GGA, ao contrário, superestima. A LDA também subestima o valor da constante de
rede em sólidos entre 1 a 3%, os módulos de compressibilidade (bulk modulus) entre 8
a 18% e o valor da faixa proibida de energia (gap) nos semicondutores e isolantes em
média 30%.
Na próxima seção estudaremos a aproximação de pseudopotenciais, onde a densidade
de carga total é dividida em duas contribuições: uma de caroço e outro de valência.
Nessa aproximação a energia total é obtida substituindo-se em (3.13) a densidade de
carga total pela carga de valência e 𝑣𝑒𝑥𝑡(r) pelo pseudopotencial.
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3.5 Aproximação para a interação elétron-núcleo
Inicialmente, consideremos que os estados eletrônicos presentes em moléculas e sólidos
dividem-se em dois tipos: os de caroço e os de valência. Os primeiros estão fortemente
ligados e mais próximos aos núcleos, e permanecem quase inalterados quando o átomo é
colocado em diferentes ambientes químicos. Já os últimos são responsáveis pelas ligações
químicas. Assim, é uma aproximação razoável considerar somente os graus de liberdade
dos elétrons de valência em cálculos de propriedades eletrônicas de moléculas e sólidos.
No entanto, é necessário levar em conta a ortogonalidade entre os estados de caroço e os
estados de valência. Isso pode ser feito com a utilização de Pseudopotenciais.
3.5.1 Pseudopotenciais
Antes de falar de pseudopotenciais, analisaremos a conﬁguração de um átomo carbono
como mostrado na ﬁgura (3.3). No centro tem-se o núcleo atômico, circundado por uma
nuvem de elétrons de caroço que são fortemente ligados ao núcleo, e mais externamente,
tem-se dois elétrons de valência, todos representados pelos círculos em vermelho e azul,
respectivamente. Como os elétrons de valência estão menos fortemente ligados ao núcleo,
as propriedades dos sólidos dependem mais desses elétrons do que daqueles situados na
região de caroço.
Figura 3.3: Átomo de carbono hipotético.
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Desta forma, serão utilizadas pseudofunções de onda correspondentes apenas aos
elétrons de valência, pois é sabido que, geralmente, elétrons de caroço não participam
das ligações químicas e essencialmente não se alteram em diferentes ambientes químicos.
Originalmente os pseudopotenciais foram introduzidos para simpliﬁcar o cálculo de
estrutura eletrônica, substituindo os elétrons de caroço e o forte potencial Coulombiano
por um pseudopotencial atuando em pseudofunções de onda de valência. Entretanto,
os orbitais de de Kohn-Sham, 𝜓𝐾𝑆𝑖 , devem ser expandidos em uma base de funções.
Historicamente, as primeiras bases utilizadas foram as bases de ondas planas, pois essas
já são bases naturais para o teorema de Bloch [25]. Além disso, podemos expandir
qualquer função como combinação linear de ondas planas.
Figura 3.4: Esquema do método dos pseudopotenciais e pseudofunções de onda. Temos uma função
de onda oscilando na região de caroço e um potencial divergente em 𝑟 = 0. Esta função de onda é
substituida por uma suave na região de caroço e, com isso, o potencial se torna suave nesta região.
Como é sabido, as funções de onda dos elétrons de valência devem oscilar fortemente
na região de caroço, para manter a ortogonalidade com as funções de onda dos elétrons
desta região. Sendo assim, torna-se impraticável representar essas funções de onda com
ondas planas, pois seria necessário um número muito grande de ondas planas para repre-
sentar a forte oscilação das funções de onda na região de caroço. O uso de ondas planas
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tornou-se possível, na prática, com a teoria dos pseudopotenciais.
Tudo isso justiﬁca a remoção dos elétrons de caroço e a substituição do forte potencial
coulombiano por um potencial mais suave, o pseudopotencial, e a substituição das fun-
ções de onda de valência, que oscilam muito na região de caroço, por uma pseudofunção
de onda de valência sem nós, suave na região de caroço e idêntica à função de onda de
todos os elétrons na região de valência.
Com esta substituição, o número de ondas planas necessárias para a representação da
pseudofunção de onda é menor do que a necessária para representar a função de onda de
valência resultante de um cálculo de todos os elétrons all electron e, como consequência
direta, há uma diminuição no tamanho da matriz hamiltoniana, isto é, há um ganho no
esforço computacional.
Na literatura pode-se destacar duas linhas distintas no que diz respeito aos pseudo-
potenciais. A primeira corresponde aos pseudopotenciais empíricos, que envolvem algum
conjunto de parâmetros ajustáveis de forma a reproduzir algum conjunto de dados ex-
perimentais para algum material especíﬁco. A segunda consiste nos pseudopotenciais ab
initio obtidos através da resolução da equação de Schrödinger, relativística, ou não, para
o caso atômico.
3.5.2 Pseudopotenciais de Phillips e Kleinman
A ideia de Pseudopotencial, em sua formulação primordial, foi obtida através de
um cálculo simples, com o auxílio de ondas planas ortogonalizadas (OPW - Orthogo-
nalized Plane Waves) [25] de Herring. Baseado nesse método, Phillips e Kleinman [98]
propuseram o seguinte estado de valência |Ψ𝑣𝑘⟩:
|Ψ𝑣𝑘⟩ = |Φ𝑣𝑘⟩ −
∑︁
𝑐
|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|Φ𝑐𝑘⟩, (3.33)
onde: |Φ𝑣𝑘⟩ é a parte suave de |Ψ𝑣𝑘⟩ e pode ser descrita como uma expansão com poucas
ondas planas, e
∑︁
𝑐
|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|Φ𝑐𝑘⟩ é a parte de caroço de |Ψ𝑣𝑘⟩, sendo escrita como uma
combinação de estados de caroço |Ψ𝑣𝑐⟩.
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Deﬁnido |Ψ𝑣𝑘⟩, o problema é encontrar a equação de onda satisfeita por |Φ𝑣𝑘⟩. Para isso,
supõe-se que |Ψ𝑣𝑘⟩ e |Ψ𝑐𝑘⟩ são autofunções do hamiltoniano ℋ a ser estudado, obedecendo
à equação de Schrödinger de uma partícula:
ℋ|Φ𝑣𝑘⟩ = 𝐸𝑣𝑘 |Φ𝑣𝑘⟩, (3.34)
ℋ|Φ𝑐𝑘⟩ = 𝐸𝑐𝑘|Φ𝑐𝑘⟩. (3.35)
substituindo-se (3.33) em (3.34) , obtemos:
ℋ
(︃
|Φ𝑣𝑘⟩ −
∑︁
𝑐
|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|Φ𝑐𝑘⟩
)︃
= 𝐸𝑣𝑘
(︃
|Φ𝑣𝑘⟩ −
∑︁
𝑐
|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|Φ𝑐𝑘⟩
)︃
(3.36)
e utilizando-se de (3.35), temos:
(︃
ℋ +
∑︁
𝑐
(𝐸𝑣𝑘 − 𝐸𝑐𝑘)|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|
)︃
|Φ𝑣𝑘⟩ = ℋ′|Φ𝑣𝑘⟩ = 𝐸𝑣𝑘 |Φ𝑣𝑘⟩. (3.37)
Escrevendo
ℋ = −1
2
∇2 + 𝑉𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(r), (3.38)
obtemos
ℋ′ = −1
2
∇2 +
(︃
𝑉𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(r) +
∑︁
𝑐
(𝐸𝑣𝑘 − 𝐸𝑐𝑘)|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|
)︃
= −1
2
∇2 + 𝑉 𝑝𝑠, (3.39)
onde 𝑉𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(r) é o potencial original, 𝑉 𝑝𝑠 é o pseudopotencial e |Φ𝑣𝑘⟩ é a pseudofunção
de onda de valência.
Pode-se notar que:
⟨Φ𝑣𝑘|𝑉𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(r)|Φ𝑣𝑘⟩ < 0 (3.40)
e
⟨Φ𝑣𝑘|
∑︁
𝑐
(𝐸𝑣𝑘 − 𝐸𝑐𝑘)|Ψ𝑐𝑘⟩⟨Ψ𝑐𝑘|Φ𝑣𝑘⟩ =
∑︁
𝑐
(𝐸𝑣𝑘 − 𝐸𝑐𝑘)|⟨Ψ𝑐𝑘|Ψ𝑐𝑘⟩|2 > 0, (3.41)
pois 𝑉𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(r) tem caráter atrativo e os autovalores de energia dos elétrons de valência
ﬁcam acima dos de caroço. Assim, o potencial repulsivo cancela parcialmente o potencial
atrativo, levando a um pseudopotencial fraco. Desse modo, obtêm-se um autovalor
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exato 𝐸𝑣𝑘 de forma mais simples, através de uma hamiltoniana modiﬁcada ℋ′, uma
pseudofunção de onda suave e um pseudopotencial fraco.
Muitas outras abordagens surgiram a partir dos trabalhos de Phillips e Kleinman
através do reﬁnamento como, por exemplo, os pseudopotenciais com conservação de
norma. Tal reﬁnamento consiste em impor:
1. As pseudofunções de onda de valência obtidas através do pseudopotencial não deve
conter nodos;
2. Os autovalores de energia 𝜖𝑖 obtidos para os estados de valência devem ser idênticos
aos autovalores 𝜖𝑝𝑠𝑖 obtidos com o pseudopotencial;
3. A pseudofunção de onda radial e a função de onda radial obtida com todos os
elétrons devem ser idênticas a partir de um dado raio de corte 𝑟𝑐,
𝑅𝑃𝑆𝑙 (r) = 𝑅
𝐴𝐸
𝑙 (r), 𝑟 > 𝑟𝑐. (3.42)
4. A carga eletônica dentro da região delimitada pelo raio de corte 𝑟𝑐 deve ser o igual
para a pseudofunção 𝑅𝑃𝑆𝑙 e para a função all electron 𝑅
𝐴𝐸
𝑙 (conservação de norma),∫︁ rc
0
|𝑅𝑃𝑆𝑙 (r)|2𝑟2dr =
∫︁ rc
0
|𝑅𝐴𝐸𝑙 (r)|2𝑟2dr. (3.43)
5. A derivada logarítmica da pseudofunção de onda e da função all electron devem
ser iguais para 𝑟 = 𝑟𝑐.
Pseudopotenciais Ultrasuaves
Embora os pseudopotenciais de norma conservada tenham promovido um grande
avanço na investigação teórica das propriedades físicas de materiais, sistemas contendo
metais de transição ou elementos da segunda coluna da tabela periódica, requerem uma
grande expansão em ondas planas, exigindo, portanto, um enorme esforço computacio-
nal [32]. Este problema foi resolvido com o desenvolvimento dos pseudopotenciais ultra-
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suaves propostos por Vanderbilt [99]. Nessa proposta, não há conservação de norma, o
que permite o aumento do raio de corte, mantendo, entretanto, a transferibilidade.
3.5.3 Métodos all electron (AE)
Nos métodos AE leva-se em conta o fato da função, que descreve o potencial, ser
do tipo atômica nas regiões esféricas que envolvem os íons e praticamente constante na
região intersticial. Este esquema foi proposto por Slater em 1937, mas somente mais tarde
é que se encontrou uma técnica matemática que o tornasse rapidamente convergente. A
célula primitiva, utilizada nesta aproximação, é constituida por duas regiões distintas. A
primeira delas, conhecida como região atômica, consiste de esferas, centradas nas posições
atômicas, onde o potencial é essencialmente atômico e, portanto, esférico, onde as funções
de base são desenvolvidas em harmônicos esféricos. Na outra região, designada como
região intersticial, onde o potencial varia lentamente, as funções de base são desenvolvidas
em ondas planas. A exigência de continuidade e diferenciabilidade das funções nas regiões
de fronteira (superfície das esferas atômicas) dá origem as bases APW augmented plane
waves [100,101].
3.6 O método L(APW)
3.6.1 A base APW
Para executar o procedimento autoconsistente da DFT, a questão mais importante
é a escolha do conjunto das funções de base que descreverá apropriadamente o compor-
tamento da função de onda eletrônica no cristal.
A ideia básica que motivou a construção da base APW3 é muito semelhante à que
levou ao desenvolvimento do método pseudopotencial apresentado na seção (3.5.1). Na
3Os métodos APW e LAPW foram escritos nesta dissertação de acordo com os trabalhos de Cottenier
[102].
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região distante do núcleo os elétrons são mais ou menos livres. Elétrons livres são des-
critos por ondas planas4, e por conta disso a solução da equação de Schrödinger pode
ser expressa como combinação linear de um número razoável de ondas planas. Por outro
lado, nas regiões próximas aos núcleos, o potencial sofre grandes oscilações, e a solução
exige a combinação de um número muito grande de ondas planas. Portanto, as funções
de onda eletrônicas são melhores representadas pelo produto de dois fatores: uma fun-
ção radial, 𝑢𝛼𝑙 (𝑟,𝐸) equivalente à solução da equação radial de Schrödinger com a parte
esférica do potencial cristalino,
[︂
− 𝑑
2
𝑑𝑟2
+
𝑙(𝑙 + 1)
𝑟2
+ 𝑉 (𝑟)− 𝐸
]︂
𝑟𝑢𝑙(𝑟), (3.44)
e, um outro, que descreve a dependência dos ângulos através dos harmônicos esféricos,
𝑌𝑙𝑚(𝜃,𝜙).
Como consequência disso, o espaço cristalino ﬁca dividido em duas regiões distintas,
nas quais os diferentes conjuntos de base são usados. A função de onda do elétron em
um cristal, portanto, pode ser expandida da seguinte maneira:
𝜑Kk (r,𝐸) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(𝑉 )−1/2
∑︁
𝑘
𝑐k𝑒
𝑖(k+K)·r r ∈ 𝐼
∑︁
𝑙,𝑚
𝐴𝛼,k+K𝑙𝑚 𝑢
𝛼
𝑙 (r
′, 𝐸)𝑌𝑙𝑚(𝜃′, 𝜙′) r ∈ 𝑆𝛼
, (3.45)
onde 𝑆𝛼 corresponde à região chamada de esfera muffin-tin, envolvendo cada átomo do
tipo 𝛼, e I corresponde ao espaço fora dessas esferas, denominada de região intersticial.
O termo K é um vetor de translação da rede recíproca, k um vetor de onda dentro da
primeira zona de Brillouin e V o volume da célula unitária. Na ﬁgura 3.5, é feita a
ilustração do espaço cristalino.
Note que o vetor posição dentro da esfera é dado em relação ao centro de cada esfera,
isto é, r′ = r− r𝛼. Os ângulos 𝜃' e 𝜙' que surgem na equação 3.45 especiﬁcam a direção
de r′ em coordenadas esféricas.
4Ondas planas são autofunções de um hamiltoniano com potencial nulo.
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Figura 3.5: Divisão do espaço cristalino em esferas muffin-tin e região intersticial, para um caso
particular de uma célula unitária com dois átomos situados nos centros das esferas.
Essa representação dual da base APW não garante a continuidade da função de
onda na superfície da esfera. Para contornar esse problema, os coeﬁcientes 𝐴𝑙𝑚 da
expansão 3.45 devem ser deﬁnidos em termos dos coeﬁcientes 𝑐k. Isso pode ser feito
através da expansão de ondas planas em harmônicos esféricos, onde os coeﬁcientes de
cada componente lm são casados na superfície da esfera r′ = R𝛼. Esse procedimento
leva à expressão:
𝐴𝑙𝑚 =
4𝜋𝑖√
𝑉 𝑢𝛼𝑙 (R𝛼, 𝐸)
∑︁
𝑘
𝑐k𝑗𝑙(|k+K|𝑅𝛼)𝑌 *𝑙𝑚(k+K), (3.46)
onde o termo 𝑗𝑙(|k+K|𝑅𝛼) é a função de Bessel de ordem l. Desse modo, os coeﬁcientes
𝐴𝑙𝑚 são determinados pelos coeﬁcientes 𝑐k, mas o parâmetro de energia, E, que deﬁne
a parte radial da solução, ainda, é desconhecido. Para determinar esse parâmetro, um
procedimento autoconsistente deve ser aplicado para cada função 𝑢𝛼𝑙 pois ele é igual
ao próprio autovalor desconhecido, 𝐸 = 𝜖𝑛k, na equação radial de Schrödinger. Isso se
torna um problema bastante caro do ponto de vista computacional. Esse é o maior
ponto negativo do método APW que motivou a construção do formalismo Linearized
Augmented Plane Wave (LAPW), o qual usa uma base mais aprimorada em relação à
primeira.
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3.6.2 A base LAPW
Para resolver o problema da base APW mencionado anteriormente constrói-se uma
função radial sem a dependência da energia E. Isso é possível expandindo a função radial
em uma série de Taylor em torno de uma energia ﬁxa 𝐸0 [102]. Escrevendo apenas até
o termo de ordem linear, ﬁca-se com a seguinte expressão, para a expansão da energia,
em torno de 𝐸 = 𝐸0 :
𝑢𝛼𝑙 (𝑟
′, 𝐸) = 𝑢𝛼𝑙 (𝑟
′, 𝐸0) + (𝐸0 − 𝐸)𝑢′𝑙𝛼(𝑟′, 𝐸0) (3.47)
Nessa expressão surge um termo desconhecido, (𝐸0 − 𝐸), o qual será tratado como
um coeﬁciente, 𝐵𝑙𝑚, a ser determinado, juntamente com o coeﬁciente 𝐴𝑙𝑚 a partir das
condições de contorno do problema. Substituindo a equação (3.47) na (3.45) obtém-se a
seguinte expansão da função de onda:
𝜑(r) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(𝑉 )−1/2
∑︁
𝑘
𝑐k𝑒
𝑖(k+K)·r r ∈ 𝐼
∑︁
𝑙𝑚
[𝐴𝑙𝑚𝑢
𝛼
𝑙 (r
′, 𝐸0) + 𝐵𝑙𝑚𝑢𝛼𝑙 (r
′, 𝐸0)]𝑌𝑙𝑚(𝜃′, 𝜙′) r ∈ 𝑆𝛼
(3.48)
A equação acima não corresponde ainda à deﬁnição ﬁnal da base LAPW, pois se
precisa saber como escolher o valor de 𝐸0. Se, por exemplo, alguém pretender descrever
um autoestado que tenha caráter predominantemente p, l = 1, para um dado átomo 𝛼,
é extremamente vantajoso escolher uma energia 𝐸0 próxima ao centro da banda p, pois
o erro da linearização da energia é menor. Esses argumentos podem ser repetidos para
os estados s, d e f e para todos os átomos da célula unitária. Diante disso, certamente,
não se pode optar por uma energia 𝐸0 universal, mas um conjunto bem particular, 𝐸𝛼𝑙
e daí pode-se deﬁnir, ﬁnalmente, a base LAPW da seguinte forma:
𝜑(r) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(𝑉 )−1/2
∑︁
𝑘
𝑐k𝑒
𝑖(k+K)·r r ∈ 𝐼
∑︁
𝑙𝑚
[𝐴𝑙𝑚𝑢
𝛼
𝑙 (r
′, 𝐸𝛼𝑙 ) + 𝐵𝑙𝑚𝑢
𝛼
𝑙 (r
′, 𝐸𝛼𝑙 )]𝑌𝑙𝑚(𝜃
′, 𝜙′) r ∈ 𝑆𝛼
(3.49)
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Aqui, novamente, será preciso usar a expansão de ondas planas em harmônicos es-
féricos para fazer o casamento das duas funções nas bordas das diferentes regiões (nas
superfícies das esferas atômicas) e, assim, obter os coeﬁcientes 𝐴𝑙𝑚 e 𝐵𝑙𝑚 como funções
de 𝑐k.
3.7 Esquema de supercélula
A presença de impurezas ou defeitos em cristais quebra a simetria translacional,
tornando-o um sistema aperiódico. Em sistemas aperiódicos não podemos deﬁnir uma
célula unitária periódica. No entanto, podemos ainda usar o tratamento de supercélulas,
selecionando uma região de interesse que é repetida periodicamente no espaço recíproco.
No esquema de supercélula [103, 104] considera-se um número inteiro N de células
primitivas e é este conjunto que é repetido periodicamente no espaço, criando o sólido
cristalino. A ZB da supercélula é, consequentemente, menor que a da célula primitiva.
Na supercélula o número de estados do cristal será mantido. Assim, para diferentes
tipos de supercélula, os estados do cristal estarão diretamente relacionados com aqueles
da célula primitiva, pois um único ponto k na ZB da supercélula deve ser equivalente a
N pontos k na ZB da célula primitiva.
Neste trabalho utilizamos supercélulas contento 72 e 162 átomos de carbono, ou seja,
supercélulas com 36 e 81 células primitivas de 2 átomos, respectivamente. As estruturas
planares foram contruidas usando condições periódicas de contorno (CPC).
3.8 Interações hiperfinas
As interações hiperﬁnas elétricas e magnéticas ocorrem entre os momentos de multi-
polos nucleares elétricos (excluindo-se o primeiro termo, que já é a própria carga nuclear)
e magnéticos com campos elétricos e magnéticos internos à matéria, ou ainda originados
por fontes externas. O termo Coulombiano é o termo principal na interação entre os
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núcleos e elétrons na descrição teórica da estrutura eletônica de um material. Qualquer
outra interação entre elétrons e núcleos, que não seja a interação coulombiana, é deno-
minada interação hiperﬁna [105]. As interações hiperﬁnas são descritas considerando-se
o núcleo, ao invés de uma carga pontual, como sendo uma distribuição espacial de densi-
dade 𝜌𝑁(r) e, ainda, podendo possuir um momento de dipolo magnético nuclear diferente
de zero. A interação hiperﬁna elétrica ocorre especialmente entre o momento de quadru-
polo elétrico do núcleo com o gradiente de campo elétrico das cargas eletrônicas próximas
desse núcleo. Não discutiremos sobre a interação elétrica porque não é de interesse para
este trabalho, já que os núcleos 13𝐶 não possuem momento quadrupolar elétrico5. Vale
ressaltar que, em decorrência da interação de emparelhamento, dentro de cada nível tere-
mos os núcleons arranjados com pares de momento angular total nulo. Este é o chamado
limite de extrema validade do modelo de camadas: qualquer nível que possua um número
par de núcleons idênticos não produz contribuição para o spin nuclear. Assim o spin I
será dado, nos nuclídeos com A ímpar, pelo valor de j correspondente ao nível onde se
encontra o núcleon desemparelhado. Para os nuclídeos com N e Z pares teremos sempre I
= 0. Para N e Z ímpares, o valor de I será determinado pelo acoplamento dos momentos
angulares totais individuais do nêutron e do próton desemparelhados [106].
Interações hiperﬁnas magnéticas (IHM) ocorrem quando o momento de dipolo mag-
nético de um núcleo está submetido à indução magnética no sítio do mesmo núcleo.
Esta indução magnética é gerada pelas contribuições orbitais e de spin dos elétrons do
próprio núcleo e também da estrutura eletrônica do sólido onde ele está inserido [107].
Esse campo bem localizado, sentido pelo núcleo, é chamado de campo magnético hiper-
ﬁno (𝐵ℎ𝑓 ). Logo, o campo hiperﬁno se apresenta como um bom instrumento para se
obter informações sobre as características locais envolvendo a distribuição de elétrons
numa certa região do sólido. Na Fig. (3.6) é mostrada a representação esquemática
das contribuições do momento magnético orbital eletrônico e nuclear para o átomo de
hidrogênio.
5Mais detalhes sobre a interação quadrupolar elétrica podem ser encontrados em [105]
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Figura 3.6: Representação esquemática das contribuições do momento magnético orbital eletrônico e
nuclear para o átomo de hidrogênio.
3.8.1 Interação magnética - contribuição orbital
Examinando o efeito do campo de indução magnética criado pelo momento de dipolo
magnético do núcleo 𝜇𝑁 = 𝑔𝑁𝛽𝑁I decorrente de seu spin ~I, onde 𝛾 = 𝑔𝑁𝛽𝑁 é o fator
giromagnético nuclear e 𝛽𝑁 = 𝑒~/2𝑚𝑝 é o magneton nuclear. Esse momento de dipolo
nuclear cria, em uma posição r, um campo de indução magnética que deriva do potencial
vetor A(r) (Sistema SI),
A(r) =
𝜇0
4𝜋
𝜇𝑁 × r
𝑟3
. (3.50)
A interação desse potencial vetor com a densidade de corrente eletrônica [33,105]
J(r) = −𝑒𝜌(r)p
𝑚𝑒
, (3.51)
onde 𝜌(r) é a densidade de probabilidade eletrônica e p é o momento linear , dá origem
a uma energia de interação descrita por [33,105]
𝑊𝐿 =
∫︁
A(r) · J(r)𝑑3r = 𝜇0
4𝜋
𝑒
𝑚𝑒
𝜇𝑁 ·
∫︁
r× p
𝑟3
𝑑3r. (3.52)
Por se tratar de um problema com simetria esférica, cada orbital eletrônico possui
momento angular constante, r× p = ~l, o que permite escrever
𝑊𝐿 =
𝜇0
4𝜋
𝑔𝑒𝛽𝑒
𝜇𝑁 · l
⟨𝑟3⟩ , (3.53)
71
onde 1⟨𝑟3⟩ é o valor médio de 1/𝑟
3 no orbital eletrônico e 𝛽𝑒 = −𝑒~/2𝑚𝑒 é o magneton
de Bohr. Elétrons de um mesmo orbital possuem o mesmo valor para 1⟨𝑟3⟩ [33, 105].
Se o sistema apresentar conﬁguração de camada fechada, seu momento angular total é
zero [108]. Com isto, contribuem para a energia de interação 𝑊𝐿 somente os elétrons
que estão em camadas parcialmente ocupadas. Então
𝑊𝐿 =
𝜇0
4𝜋
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁
I · L
⟨𝑟3⟩ , (3.54)
onde L é o momento angular orbital total dos elétrons. Esta energia 𝑊𝐿 é equivalente
à energia de interação entre o momento magnético nuclear 𝜇𝑁 e o campo hiperﬁno B𝑜𝑟𝑏ℎ𝑓
criado pelo movimento orbital dos elétrons [33]
B𝑜𝑟𝑏ℎ𝑓 = −
𝜇0
4𝜋
𝑔𝑒𝛽𝑒L
⟨𝑟3⟩ (3.55)
e a energia de interação ﬁca escrita da seguinte forma [33]:
𝑊𝐿 = −𝜇𝑁 ·B𝑜𝑟𝑏ℎ𝑓 . (3.56)
Além da interação entre o momento magnético nuclear e o momento angular orbital
do elétron, existe outro tipo de interação magnética devida ao momento angular de spin
do elétron, dando origem à interação dipolar direta entre o momento magnético nuclear
e o momento magnético de spin do elétron e a uma outra interação chamada de contato
de Fermi [33,105,109].
3.8.2 Interação magnética - contribuição de spin
O campo de indução magnético dipolar, em um ponto r, criado pelo momento de
dipolo magnético nuclear pontual 𝜇𝑁 é dado por
B𝑑𝑖𝑝ℎ𝑓 (r) = −
𝜇0
4𝜋
𝑔𝑁𝛽𝑁
𝑟3
[︂
I− 3r(r · I)
𝑟2
]︂
(3.57)
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e sua interação com o momento magnético 𝜇𝑠 = 𝑔𝑒𝛽𝑒s, decorrente do spin eletrônico ~s,
é obtida a partir da expressão clássica. Portanto, a energia de interação dipolar ﬁca dada
por
𝑊𝑑𝑖𝑝 = −𝜇𝑠 ·B𝑑𝑖𝑝ℎ𝑓 =
𝜇0
4𝜋
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁
𝑟3
[︂
s · I− 3
(︁s · r
𝑟
)︁(︂r · I
𝑟
)︂]︂
. (3.58)
Essa interação é anisotrópica e, no caso da simetria esférica ou cúbica, ela é nula.
A ela devemos adicionar o termo de contato de Fermi, que leva em conta o fato que
para pequenas distâncias do núcleo, a expressão (3.57) para o campo dipolar, criado pelo
núcleo, não é mais válida.
3.8.3 Interação de contato de Fermi
A interação entre o núcleo e um elétron que se aproxima muito deste, estando,
efetivamente, em contato com ele, é chamada de interação de contato de Fermi [33].
Para o caso não relativístico, somente os elétrons 𝑠 possuem probabilidade não nula
de serem encontrados na origem do núcleo e, portanto, somente os elétrons 𝑠 seriam
responsáveis pela interação de contato de Fermi [105]:
B𝑐ℎ𝑓 =
2𝜇0
3
𝜇𝑁𝛿(r). (3.59)
Assim, para incluir a energia de interação entre elétrons e o núcleo através do meca-
nismo de contato, devemos adicionar à energia do sistema a parcela
𝑊𝑐 =
2𝜇0
3
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁
∑︁
𝑖,𝑛
∫︁
𝜑*𝑛,𝑖𝛿(r)𝜑𝑛,𝑖s · Idr
=
2𝜇0
3
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁
∑︁
𝑖,𝑛
|𝜑𝑛,𝑖(0)|2𝑚𝑠,𝑖𝑚𝐼 , (3.60)
onde |𝜑𝑛,𝑖(0)|2 é a densidade de probabilidade de encontrar o elétron n no núcleo, 𝑚𝐼
é o valor esperado do spin nuclear e 𝑚𝑠,𝑖 o valor esperado do spin eletrônico. Como
𝑚𝑠,𝑖 = ±1/2 na direção do spin total S do íon, podemos escrever, para sistemas com
73
polarização de spin,
𝑊𝑐 =
2𝜇0
3
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁S · I
∑︁
𝑛
{|𝜑𝑛𝑠↑(0)|2 − |𝜑𝑛𝑠↓(0)|2}. (3.61)
3.8.4 Tensor hiperfino e parâmetros hiperfinos
Reunindo as contribuições para o campo hiperﬁno descritas anteriormente chegamos
ao operador hamiltoniano (em unidades SI)
ℋℎ𝑓 = 2𝜇0
3
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁
{︂
L
𝑟3
−
[︂
s
𝑟3
− 3r(s · r)
𝑟5
]︂
+
8𝜋
3
𝛿(r)s
}︂
· I, (3.62)
onde 𝜇0 é a permeabilidade magnética do vácuo, 𝑔𝑒 e 𝑔𝑁 são os fatores 𝑔 para o elétron
e o núcleo do átomo, 𝛽𝑒 e 𝛽𝑁 os magnetons de Bohr e nuclear, respectivamente, r é
a coordenada com relação ao núcleo do átomo em questão, s e I os spin's eletrônico e
nuclear e L o momento angular orbital eletrônico (s, I e L são dados em unidades de ~).
O primeiro termo da equação (3.62) descreve a interação entre o momento magnético
nuclear 𝜇𝑁 = 𝑔𝑁𝛽𝑁I e o momento angular orbital do elétron L; o segundo é a interação
de 𝜇𝐼 com o momento magnético de spin eletrônico S e o último se refere ao termo de
contato de Fermi.
No pacote WIEN2k [110] os campos magnéticos hiperﬁnos orbital, dipolar e de con-
tato são calculados seguindo o tratamento de Blügel et al. [109]. Nesta abordagen as
expressões para estes campos são determinadas utilizando-se uma aproximação relati-
vística. Neste caso, para contornar o problema da divergência para as funções de onda
de 𝑠1/2 e 𝑝1/2, a função 𝛿, no termo de contato de Fermi, é substituida por uma função
𝛿𝑇 (r) mais suave, dada por
𝛿𝑇 (r) =
1
4𝜋𝑟2
𝑟𝑇
[2𝑟(1 + 𝜖/2𝑚𝑒 + 𝑟𝑇 ]
, (3.63)
onde 𝑟𝑇 = 𝑍𝑒2/𝑚3𝑐2, é o raio de Thomas e 𝜖 é a energia cinética do elétron.
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Desse modo, os campos hiperﬁnos magnéticos ﬁcam dados por:
B𝑐ℎ𝑓 =
8𝜋
3
𝜇0
4𝜋
m𝑚𝑒𝑑, (3.64)
B𝑑𝑖𝑝ℎ𝑓 = 𝑔𝑒
𝜇0
4𝜋
𝛽𝑒⟨Φ|𝑆(𝑟)
𝑟3
[︂
3(s · r)
𝑟2
− s
]︂
|Φ⟩, (3.65)
B𝑜𝑟𝑏ℎ𝑓 = 𝑔𝑒
𝜇0
4𝜋
𝛽𝑒⟨Φ|𝑆(𝑟)
𝑟3
L|Φ⟩, (3.66)
onde Φ é a grande componente da função de onda relativística, 𝑆(𝑟) é o recíproco do
reforço para a massa relativística (reciprocal relativistic mass enhancement),
𝑆(𝑟) =
[︂
1 +
𝜖− 𝑉 (𝑟)
2𝑚𝑒𝑐2
]︂−1
, (3.67)
e m𝑚𝑒𝑑 é a média da magnetização eletrônica, dentro da esfera de raio 𝑟𝑇 centrada no
núcleo, e é dada por
m𝑚𝑒𝑑 =
∫︁
𝛿𝑇 (r
′
)m(r
′
)dr
′
=
∫︁
𝛿𝑇 (r
′
)⟨Φ|𝜎𝛿(r− r′)|Φ⟩dr′ , (3.68)
sendo 𝜎 as matrizes de Pauli.
A contribuição ao campo magnético hiperﬁno em um dado sítio nuclear em um sólido
é dado é proporcional a < 𝜇 >, com
< 𝜇 >= 𝑔𝐽𝜇𝐵
∑︀
𝑚𝑚𝑒
−𝐸𝑚/𝐾𝐵𝑇
𝑍
(3.69)
onde 𝑔𝐽 é o fator de Landé, 𝑍 é a função de partição e 𝐸𝑚 representa as autoenergias
magnéticas do íon no sólido. A contribuição ao campo magnético hiperﬁno em um dado
sítio do sólido será proporcional a < 𝜇 > [111]. O campo hiperﬁno magnético Bℎ𝑓
terá uma contribuição devido ao campo aplicado B𝑎𝑝 e outra devido a magnetização do
material < 𝜇 > [111]:
Bℎ𝑓 = B𝑎𝑝 + 𝐴 < 𝜇 > (3.70)
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onde 𝐴 é uma constante.
Se, por outro lado, o material apresentar ordem magnética espôntanea, torna-se
desnecessária a aplicação de um campo magnético externo, e o campo hiperﬁno será
descrito como [111]:
Bℎ𝑓 = 𝐴
′ < 𝜇 > (3.71)
Em RMN de materiais magneticamente ordenados, o campo hiperﬁno 𝐵ℎ𝑓 determina
o valor da frequência de ressonância (𝜔 = 𝛾𝐵ℎ𝑓 ), sendo 𝛾 o fator giromagnético do
núcleo.
Os desdobramentos energéticos hiperﬁnos estão relacionados com a separação entre
as linhas de absorção do espectro magnético de medidas de ressonância paramagnética
eletrônica (EPR) e são resultantes das interações entre os campos magnéticos hiperﬁnos
(Bℎ𝑓 ) e o momento magnético nuclear 𝜇𝑁 e são escritos, de forma geral,
𝐸 = −𝜇𝑁 ·Bℎ𝑓 . (3.72)
Estes desdobramentos podem ser descritos em termos de um hamiltoniano de spin,
cujos autovalores são desdobramentos energéticos, usualmente escrito na forma
𝐻 = J · ←→𝐴 · I (3.73)
onde6 J = L + S e o
←→
𝐴 é o tensor (3 x 3) da interação hiperﬁna [107]. Em geral, estes
desdobramentos são reportados em unidades de frequência (MHz). O tensor da interação
hiperﬁna tem as seguintes componentes 𝐴𝑖𝑗:
𝐴𝑖𝑗 = 𝑎
𝑐
𝑖𝑗𝛿𝑖𝑗 + 𝑎
𝑑𝑖𝑝
𝑖𝑗 + 𝑎
𝑜𝑟𝑏
𝑖𝑗 , com
∑︁
𝑖
𝑎𝑑𝑖𝑝𝑖𝑖 = 0 e
∑︁
𝑖
𝑎𝑜𝑟𝑏𝑖𝑖 ̸= 0 (3.74)
onde (i,j) = 1,2,3.
6O momento angular orbital L e de spin S do elétron acoplam-se através da interação spin-órbita
para formar um resultante J [33].
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Geralmente o tensor hiperﬁno é dado em termos de
←→
𝐴 = 𝑎1+
←→
𝐵 , (3.75)
onde 1 é o tensor unitário, tal que 𝑎 = 1
3
Tr
←→
𝐴 , ou seja, 𝑎 = 1
3
(𝐴1 + 𝐴2 + 𝐴3) e está
relacionado com a interação de contato e com a parte isotrópica da interação orbital e
←→
𝐵 é um tensor anisotrópico de traço nulo e está relacionado com a interação dipolar e
com a parte anisotrópica da interação orbital [33, 105].
A metodologia desenvolvida, no presente Capítulo, será utilizada no estudo das pro-
priedades estruturais, eletrônicas, magnéticas e hiperﬁnas de supercélulas de grafeno
com defeitos do tipo vacância. Os cálculos foram realizados nos pacotes computacionais
VASP [113116] e WIEN2k [110]. Em todos os cálculos, utilizamos a aproximação do
gradiente generalizado na paramentrização de Perdew-Burke-Ernzerhof (GGA-PBE) [97]
para o termo de troca e correlação. A interação entre o caroço e os elétrons de valência é
descrita por pseudopotenciais ultrasuaves de Vanderbilt [99]. Para os cálculos de campo
hiperﬁno magnético que foram realizados no pacote computacional WIEN2k o método
utilizado foi o LAPW [102], método este que leva em consideração todos os elétrons do
sistema em estudo. A amostragem de pontos k, para a integração na zona de Brillouin
(ZB), foi feita segundo o esquema de Monkhorst e Pack [117] com 5 × 5 × 1. Em to-
dos os cálculos o critério de convergência para a força é 0,025 eV/Å. Mais detalhes do
protocolo de simulação e os testes de convergência estão descritos no Apêndice (A).
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Capítulo 4
Objetivos
O objetivo deste trabalho é estudar as propriedades estruturais, eletrônicas, magné-
ticas e hiperﬁnas de defeitos tipo vacância em folhas de grafeno, utilizando cálculos de
primeiros princípios baseados na Teoria do Funcional da Densidade (DFT).
Como objetivos especíﬁcos podemos citar:
∙ Investigar o aparecimento de magnetização local para os defeitos: monovacância,
divacância e multivacâncias.
∙ Descrever as distorções estruturais dos átomos de carbono no plano da folha para
todos os tipos de defeitos citados acima.
∙ Em particular, para monovacância, estudaremos o deslocamento atômico perpen-
dicular à folha de grafeno, considerando sistemas sem e com polarização de spin.
∙ Estudar a correlação entre as propriedades estruturais e magnéticas.
∙ Calcular o campo hiperﬁno para diferentes conﬁgurações de estrutura e defeitos.
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Capítulo 5
Resultados e discussões
5.1 Monovacâncias em grafeno
No intuito de investigar defeitos do tipo vacância em grafeno construímos supercé-
lulas, com os tamanhos 6 × 6 e 9 × 9, a partir de uma célula unitária contendo dois
átomos de carbono. Inicialmente, estamos interessados em estudar monovacâncias isola-
das. Rigorosamente, isto é impossível, com a metodologia aqui empregada, uma vez que
a utilização das condições periódicas de contorno (CPC), implica na repetição das ima-
gens da supercélula periodicamente. No entanto, deve haver um tamanho de supercélula
para o qual a interação entre as vacâncias possa ser considerada mínima. O cálculo da
energia de formação 𝐸𝑓 auxilia a encontrar esta condição de energia estável. A ﬁm de
investigar esta estabilidade, usamos supercélulas com um número razoável de átomos
de carbono (72 e 162). O problema de fazermos uma supercélula grande está no custo
computacional, já que existe uma relação inversa entre o desempenho computacional e
o número de átomos do sistema estudado. As energias de formação de duas supercélulas
serão iguais quando o tamanho for grande o suﬁciente para tornar a interação entre as
vacâncias mínima [11].
O cálculo da energia de formação é realizado com a seguinte equação [44](modiﬁcado):
𝐸𝑓𝑓𝑜𝑙ℎ𝑎 = 𝐸𝑉 𝑓𝑜𝑙ℎ𝑎 − 𝐸𝑔𝑟𝑎𝑓 + 𝜇[𝐶], (5.1)
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onde 𝐸𝑉 𝑓𝑜𝑙ℎ𝑎 é a energia de uma supercélula com a monovacância, 𝐸𝑔𝑟𝑎𝑓 é a energia
da supercélula sem o defeito, 𝜇[𝐶] é o potencial químico do carbono na estrutura do
grafeno e 𝐸𝑓𝑓𝑜𝑙ℎ𝑎 é a energia de formação para cada conﬁguração de defeito utilizada
neste trabalho.
A energia de formação do defeito para a folha de grafeno com 71 átomos é 𝐸𝑓71 =
7,6 eV e para a folha maior, com 161 átomos, é 𝐸𝑓161 = 7,7 eV, concordando com o valor
experimental de 7,0 ± 0,5 eV [119] e também com outros resultados teóricos de DFT: 7,4
eV [47], 7,5 eV [39,84] e 7,7 eV [44,79]. Note que 𝐸𝑓71 é muito próxima de 𝐸𝑓161, indicando
que o efeito da interação entre a vacância e suas imagens periódicas é praticamente
o mesmo para estes tamanhos de supercélulas, mas isso não signiﬁca que não exista
interação. É importante frisar que, ao contrário dos valores muito próximos encontrados
para a energia de formação o mesmo não ocorre para a concentração de defeitos, já que
é uma grandeza inversamente proporcional ao tamanho da folha, e depende apenas da
quantidade de átomos do sistema. A concentração de defeitos tem sido uma variável
importante no cálculo de momento magnético (𝜇) em folhas de grafeno com defeitos
do tipo vacância [14, 17]. Palacios & Ynduráin mostraram que os valores de 𝜇 variam
para diferentes tamanhos de supercéculas, ou seja, o valor do momento magnético em
folhas de grafeno com defeitos do tipo monovacância vai depender da concentração de
defeitos [14].
5.1.1 Momento magnético induzido por defeitos (𝑉1−71 e 𝑉1−161)
Na ﬁgura (5.1) mostramos uma monovacância na supercélula 9×9 e a diferença entre
a densidade de spin up e down (densidade líquida de spin), distribuída sobre a rede de
grafeno.
Da Fig. (5.1), podemos observar que, após a reconstrução do defeito, é sobre o átomo
com a ligação pendente que está concentrada a maior diferença entre as densidades de
spin up e down (os outros átomos darão contribuições menores), fornecendo, assim, uma
contribuição maior para o momento magnético total da folha.
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Figura 5.1: Densidade líquida de spin no sistema 𝑉1−161 com uma isosuperfície de 0,013
V/Å3.
Na Tabela (5.1) mostramos os valores dos momentos magnéticos, energia de formação
e a concentração de defeitos para as monovacâncias 𝑉1−71 e 𝑉1−161, provocadas a partir da
retirada de um átomo de carbono das supercélulas 6× 6 e 9× 9, respectivamente. O valor
do momento magnético mudou conforme variamos do tamanho da supercécula, passando
de 1,21 𝜇𝐵 na supercélula 𝑉1−71 para 1,16 𝜇𝐵 em 𝑉1−161. Quando aumentamos o tamanho
da supercélula (diminuimos a concentração de defeitos) o valor de 𝜇 também diminui,
comportamento que também foi observado por Palacios & Ynduráin [14], descrito na
seção (2.6.1). Este resultado indica que o valor de 𝜇 depende da concentração de defeitos,
ou seja, do tamanho da supercélula em estudo.
Tabela 5.1: Valores dos momentos magnéticos, energia de formação e concentração de
defeitos para as folhas 𝑉1−71 e 𝑉1−161.
Tipo de estrutura 𝑉1−71 𝑉1−161
Momento magnético (𝜇𝐵) 1,21 1,16
Energia de formação (eV) 7,6 7,7
Concentração de defeitos (1021 × 𝑔−1) 0,71 0,31
Houve um ligeiro aumento no valor da energia de formação 𝐸𝑓𝑓𝑜𝑙ℎ𝑎 quando aumenta-
mos o tamanho da supercélula, como pode ser observado na Tabela (5.1). Este resultado
corrobora com o comportamento da energia de formação em função da concentração de
defeitos observado por Mombrú & Faccio [47].
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5.1.2 Distorções estruturais provocadas por monovacâncias nos
sistemas 𝑉1−71 e 𝑉1−161
A Fig. (5.2) mostra o defeito 𝑉1−71, após a relaxação estrutural. Note a quebra
de simetria local devido à distorção de Jahn-Teller [43] induzida pela reconstrução de
duas das três ligações pendentes, resultantes da remoção de um átomo de carbono.
Observa-se que, para os átomos de carbono próximos à vacância, houve alterações das
distâncias interatômicas comparadas com as distâncias do sistema puro (sem vacância),
como mostrado na Tabela (5.2). No átomo que ﬁcou com a ligação pendente, indicado
pela seta (átomo 3), o ângulo entre as outras duas ligações é 127,4o. Já para os átomos
1 e 2 o ângulo é de 115,0o. O desvio do ângulo de ligação do valor ideal de 120o indica
que a hibridização deixa de ser puramente 𝑠𝑝2.
Figura 5.2: Supercélula de grafeno 𝑉1−71. Os números 1-12 indicam átomos de C pró-
ximos a vacância a, b, e c átomos mais distantes e as esferas representam átomos de
carbono. A seta indica o átomo 3
A Tabela 5.2 mostra que existe uma variação nas distâncias interatômicas corres-
pondentes aos segundos vizinhos, variando de 2,07 Å até 2,59 Å. A maior alteração das
distâncias interatômicas na folha é observada para os átomos 1 e 2 (𝑑1−2 = 2,07 Å) e está
associada com a reconstrução mencionada acima. Pode-se observar, que as distâncias
interatômicas entre os primeiros vizinhos variam de 1,37 Å até 1,47 Å, em comparação
com 1,42 Å para o grafeno puro. Estes resultados estão em boa concordância com outros
trabalhos reportados na literatura [14,44].
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Tabela 5.2: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e 𝑉1−71, onde 𝑑𝑖−𝑗 denotam as distâncias interatômicas.
𝑉1−71 (Å) Grafeno (Å)
Primeiros vizinhos
𝑑3−4=𝑑3−12 =1,37 𝑑0=1,42
𝑑2−7=𝑑1−9 =1,40
𝑑8−7=𝑑8−9 =1,41
𝑑5−4=𝑑11−12=𝑑𝑎−𝑏=1,42
𝑑6−5=𝑑10−11=𝑑𝑏−𝑐=1,43
𝑑2−6=𝑑1−9=𝑑10−1 =1,47
Segundos vizinhos
𝑑1−2=2,07 𝑑0=2,46
𝑑7−9=2,37
𝑑2−8=𝑑8−1=2,39
𝑑5−3=𝑑11−3=2,43
𝑑6−4=𝑑10−12=2,44
𝑑1−3=𝑑2−3=2,56
𝑑2−5=2,58
𝑑11−1=2,59
𝑑𝑎−𝑐=2,47
Na Fig. (5.3) temos o sistema 𝑉1−161 com sua estrutura relaxada após a retirada de
um átomo de carbono.
Figura 5.3: Folha de grafeno (𝑉1−161) relaxada, esferas representam átomos de C. Os
números de 1 a 12 indicam átomos próximos ao defeito e a, b, c átomos mais distantes.
As distorções estruturais, nas posições atômicas na rede, dos átomos próximos à
vacância são mostradas na Tabela (5.3).
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Tabela 5.3: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e 𝑉1−161, onde 𝑑𝑖−𝑗 denotam as distâncias interatômicas.
𝑉1−161 (Å) Grafeno (Å)
Primeiros vizinhos
𝑑3−4=𝑑3−12 =1,36 𝑑0=1,42
𝑑2−9=𝑑1−9 =1,40
𝑑8−7=𝑑8−9 =1,41
𝑑5−4=𝑑11−12=𝑑𝑎−𝑏=1,42
𝑑6−5=𝑑10−11=𝑑𝑏−𝑐=1,43
𝑑2−6=𝑑10−1 =1,48
Segundos vizinhos
𝑑1−2=2,00 𝑑0=2,46
𝑑7−9=2,36
𝑑2−8=𝑑1−8=2,37
𝑑5−3=𝑑11−3=2,41
𝑑6−4=𝑑10−12=2,43
𝑑1−3=𝑑2−3=2,55
𝑑2−11=𝑑1−5=2,60
𝑑𝑎−𝑐=2,45
Comparando os resultados das distorções dos átomos próximos aos defeitos, para as
estruturas 𝑉1−71 e 𝑉1−161, descritas nas Tabelas (5.2) e (5.3), respectivamente, pode-se
notar que a maior mudança ocorre para a distância de segundos vizinhos entre os átomos
1 e 2 (𝑑1−2), que são os dois átomos que participam da ligação resconstruída observada
na Fig. (5.1). Os valores de 𝑑1−2 são: 2,07 Å e 2,00 Å para os sistemas 𝑉1−71 e 𝑉1−161,
respectivamente.
Na seção seguinte mostraremos, em detalhes, o comportamento do átomo 3 a partir
de deslocamentos perpendiculares à folha de grafeno e a inﬂuência sobre as características
estruturais, eletrônicas e magnéticas na supercélula 𝑉1−71.
5.2 Estudo sobre a possível distorção não planar do
sistema 𝑉1−71
A ﬁm de veriﬁcar a existência de possíveis soluções metaestáveis envolvendo diferen-
tes geometrias do defeito 𝑉1−71, além de tentar esclarecer as conclusões aparentemente
discrepantes relatadas em outros trabalhos [40, 44, 81, 8385] e que foram discutidas na
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seção (2.6.1), investigamos em detalhe o possível deslocamento do átomo 3 (que é o
átomo que não forma uma ligação após a reconstrução do sistema relaxado, indicado
pela seta na Fig. (5.2)) perpendicularmente à folha. Uma série de cálculos foram reali-
zados, variando a posição do átomo 3 perpendicularmente ao plano da folha (as posições
iniciais do átomo 3 são indicadas por 𝑍𝑖). Estes cálculos foram feitos tanto para sistemas
sem polarização de spin como para os com polarização de spin, com a estrutura sendo
permitida relaxar completamente. As posições iniciais (𝑍𝑖) e ﬁnais (indicadas por 𝑍 ′𝑓
e 𝑍𝑓 para os cálculos sem polarização e com polarização, respectivamente) do átomo 3
com os correspondentes momento magnéticos estão resumidos na Tabela (5.4).
A Fig. 5.4 mostra o comportamento da energia total de 𝑉1−71 em função do des-
locamento perpendicular do átomo 3 em relação à estrutura relaxada. Foi feito um
reposicionamento do átomo 3, variando apenas a sua coordenada Z como mostrado na
Tabela 5.4 e, a partir dai efetuamos cálculos sem (5.4 (a)) e com (5.4 (b)) polarização de
spin, permitindo a relaxação de toda a estrutura. Estes resultados mostram que o estado
fundamental corresponde a uma estrutura planar com momento magnético diferente de
zero, com uma energia total de aproximadamente 0,1 eV abaixo daquela encontrada para
o sistema sem polarização de spin.
Figura 5.4: Comportamento da energia total do sistema 𝑉1−71 para cálculos de relaxação
estrutural sem (a) e com (b) polarização de spin.
Na Tabela 5.4 mostramos o comportamento da posição ﬁnal alcançada pelo átomo 3,
em função de sua posição inicial. Considerando o sistema sem polarização de spin pode-
se observar que a partir de um deslocamento inicial do átomo 3 de 0,06 Å sua posição
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ﬁnal ﬁca em torno de 0,40 Å. Encontramos o estado fundamental para esse sistema com
𝑍 ′𝑓 = 0,43 Å que pode ser observado na Fig. 5.4 (a). No entanto, para o sistema com
polarização de spin encontramos soluções metaestáveis em 𝑍𝑓 ∼ 0,41 Å. Em particular,
para 𝑍𝑖 ≤ 0,40 Å a posição ﬁnal, 𝑍𝑓 , do átomo 3 varia de 0,00 Å até 0,201 Å, equanto
que para 𝑍𝑖 > 0,40 Å, a posição ﬁnal ﬁca em torno de 0,41 Å.
Tabela 5.4: Distâncias ﬁnais (𝑍 ′𝑓 e 𝑍𝑓 ) do átomo 3 medidas a partir da relaxação estrutu-
ral de 𝑉1−71 para cálculos sem e com polarização de spin, respectivamente. 𝑍𝑖 representa
a posição inicial do átomo 3 em relação ao plano da folha para o sistema 𝑉1−71 e 𝜇 é o
momento magnético total da folha correspondente para a estrutura relaxada.
Z𝑖 (Å) Z’𝑓 (Å) Z𝑓 (Å) 𝜇 (𝜇𝐵)
0,00 0,00 0,00 1,21
0,06 0,40 0,02 1,21
0,08 0,40 0,05 1,20
0,10 0,41 0,06 1,19
0,20 0,41 0,11 1,16
0,30 0,41 0,13 1,12
0,40 0,41 0,20 1,04
0,50 0,42 0,41 0.00
0,60 0,42 0,41 0.00
0,70 0,43 0,42 0,00
Como já foi dito anteriormente na seção (2.6.1), as conﬁgurações da estrutura relaxada
reportadas na literatura para a folha de grafeno contendo uma monovacância variam
amplamente. Enquanto que alguns autores relatam uma estrutura planar [11,83,85], há
também muitos resultados de estruturas não planares, com o deslocamento do átomo
3 variando de 0,18 Å até 0,47 Å [40, 44, 79, 82]. Deve-se notar que, para os cálculos
sem polarização de spin (Fig. 5.4 (a)) o átomo 3 tende a ser deslocado de 0,43 Å para
fora do plano, enquanto que para os cálculos em que consideramos a polarização de spin
(Fig. 5.4 (b)), a estrutura ﬁnal alcançada foi planar com momento magnético de 1,21
𝜇𝐵. No entanto, é interessante notar que, mesmo para cálculos em que consideramos a
polarização de spin, existe uma gama de pontos próximos a 𝑍𝑓 = 0,43 Å, indicando que
ocorre um mínimo local de energia nessa região. Isto signiﬁca que, se o deslocamento
do átomo 3 for acima de 0,20 Å, a relaxação estrutural do sistema conduz a estados
metaestáveis com 𝑍𝑓 ∼ 0,42 Å e com a mesma energia total comparada aos cálculos em
que não consideramos a polarização de spin (0,1 eV acima do estado fundamental que
1Vale ressaltar que deslocamos o átomo 3 no sistema 𝑉1−161 para 𝑍𝑖 = 0,40 Å, cuja posição final,
após a relaxação completa do sistema, foi 𝑍𝑓 = 0,18 Å.
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corresponde a uma estrutura planar), o que pode ajudar a compreender os deslocamentos
com essa magnetude reportados na literatura [40, 82]. Além disso, pode ser observado
na Fig. 5.4(b) que, para 𝑍𝑖 variando de 0,00 Å a 0,20 Å há uma variação sutil da
energia total e uma pequena diferença entre 𝑍𝑖 e 𝑍𝑓 para as diversas estruturas ﬁnais
obtidas, isso nos indica que os resultados encontrados por Nieminem et al. [79] e Dai
et al. [44] de 𝑍𝑓 = 0,18 Å, estão dentro das tendências mostradas na Fig. 5.4(b).
Estes resultados mostram, ainda, que as estruturas ﬁnais alcançadas são fortemente
dependentes do uso ou não de polarização de spin nos cálculos [11, 85] e que, mesmo
quando se usa polarização de spin, a conﬁguração das condições iniciais do sistema
podem alterar signiﬁcativamente as propriedades da estrutura relaxada. É provável que
a maioria das discrepâncias encontradas na literatura sobre o deslocamento para fora do
plano do átomo 3 possam estar associadas às tendências ilustradas na Fig. (5.4).
Na Fig. 5.5 mostramos o comportamento do momento magnético, para o defeito
𝑉1−71, como uma função de 𝑍𝑓 .
Figura 5.5: Momento magnético do sistema 𝑉1−71 calculado como uma função do des-
locamento do átomo 3 perpendicular à folha, considerando a relaxação estrutural do
sistema.
Podemos observar, claramente, que o estado fundamental planar (𝑍𝑓 = 0,00 Å)
é magnético, com um momento magnético de 1,21 𝜇𝐵. Por outro lado, para 𝑍𝑖 >
0,20 Å o sistema evolui para um estado não magnético com 𝑍𝑓 em torno de 0,42 Å.
Assim, as estruturas metaestáveis são não magnéticas, com energia total ∼ -650,16 eV,
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independente do uso ou não de polarização de spin nos cálculos. O momento magnético
vai diminuindo progressivamente, como função de 𝑍𝑓 (até∼ 0,20 Å). Isso está relacionado
às alterações na estrutura eletrônica, a serem discutidas na próxima seção.
5.2.1 Estrutura eletrônica
As mudanças na estrutura eletrônica e nas propriedades magnéticas relacionadas à
diferentes conﬁgurações atômicas do átomo 3 são mostradas na Fig. (5.6), onde podemos
observar a estrutura de bandas do sistema 𝑉1−71 para diferentes valores de 𝑍𝑓 , após a
relaxação completa do sistema.
Figura 5.6: Estruturas de bandas, considerando a polarização de spin, calculadas após a
relaxação completa do sistema 𝑉1−71 para três valores diferentes do deslocamento ﬁnal,
perpendicular à folha, do átomo 3: (a) 𝑍𝑓 = 0,00 Å, (b) 𝑍𝑓 = 0,20 Å e (c) 𝑍𝑓 = 0,42 Å. O
zero de energia corresponde ao nível de Fermi. Linhas sólidas e pontilhadas representam
bandas com spin up e down , respectivamente
A existência de separação das bandas de spin up e down é evidente2 na Fig. (5.6)(a)
e, em menor medida, na Fig. (5.6)(b), considerando valores de 𝑍𝑓 = 0,00 Å e 𝑍𝑓 = 0,20
Å, respectivamente. Aumentando o valor de 𝑍𝑓 , pode-se observar também um aumento
da largura da banda 𝜎, ou seja a faixa de energia que ela cobre. Isso está relacionado à
localização dos estados: bandas estreitas normalmente correspondem a estados localiza-
dos, bandas largas (com grande dispersão em energia) a estados deslocalizados. A banda
2Vale ressaltar que a banda 𝜎 down se encontra acima do nível de Fermi.
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𝜎 up está localizada perto de -0,5 eV para 𝑍𝑓 = 0,00 Å e está associada a um estado
fortemente localizado ao redor do átomo 3 para uma estrutura planar [9,85]. Ao mesmo
tempo, a banda 𝜋 de spin down é empurrada para baixo e as contribuições, up e down,
para a banda 𝜋, estão completamente abaixo do nível de Fermi para 𝑍𝑓 = 0,20 Å, o
que leva a uma redução do momento magnético em comparação com a geometria planar,
como mostrado na Fig. (5.5). Além disso, a Fig. (5.6)(c) mostra que existe uma sobre-
posição entre as contribuições de spin up e down, correspondente a 𝑍𝑓 = 0,42 Å. Então,
pode-se notar que os estados 𝜎 e 𝜋 obtidos para 𝑍𝑓 < 0,20 Å evoluiram para estados 𝜎* e
𝜋* que é a combinação dos orbitais ligante e antiligante, conduzindo a uma conﬁguração
eletrônica estável correspondente a uma dupla ocupação dos estados 𝜎* e 𝜋*, com os
estados 𝜋* cortando o nível de Fermi. Este resultado indica a desconexão dos elétrons 𝜋,
associados ao átomo 3, com os elétrons da rede 2D levando a um estado não magnético,
estando de acordo com trabalhos anteriores de Ugeda et al. [85] e Dharma-wardana &
Zgierski [81], discutidos na seção (2.6.1). A mudança do momento magnético da folha
associada ao deslocamento do átomo 3 para fora do plano já foi previamente discutida
por Ugeda et al. ao investigarem os efeitos das monovacâncias em monocamadas grafeno
depositadas na superfície de Pt [85]. No entanto, não está claro se houve uma relaxação
completa da estrutura em [85], de modo que é diﬁcil comparar quantitativamente esses
resultados com os aqui apresentados. Mas o mecanismo qualitativo que descreve o desa-
parecimento do momento magnético é claramente consistente com as Figuras (5.4), (5.5)
e (5.6).
5.3 Estudo de vacâncias para supercélulas com tama-
nhos 9 × 9
5.3.1 Divacâncias em grafeno
Divacâncias são defeitos formados após a retirada de dois átomos de carbono vizinhos
ou pela fusão de duas monovacâncias. Neste trabalho, estudamos a divacância conhecida
na literatura como 585 [49, 50], que foi denominada em nosso trabalho de 𝑉2−160𝐴, e
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divacâncias formadas após a retirada de dois átomos de carbono não vizinhos: 𝑉2−160𝐵
e 𝑉2−160𝐶 . Vale ressaltar que estudamos as divacâncias apenas nos sistemas com 160
átomos (redes 9 × 9), para possibilitar comparações entre os sistemas com defeitos
próximos 𝑉2−160𝐶 e mais afastados 𝑉2−160𝐵. A Fig. (5.7) mostra o sistema 𝑉2−160𝐴,
note que são formados dois pentágonos e um octógono, em comparação com os quatro
hexágonos do grafeno puro. As distorções estruturais para este defeito são descritas na
Tabela (5.5).
Figura 5.7: Divacância em grafeno (𝑉2−160𝐴). Os números de 1 a 14 representam átomos
próximos ao defeito e a, b, e c átomos mais distantes.
Tabela 5.5: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e para o sistema 𝑉2−160𝐴, onde 𝑑𝑖−𝑗 denotam as distâncias interatômicas.
Divacância 𝑉2−160𝐴 (Å) Grafeno (Å)
Primeiros vizinhos
𝑑3−4=𝑑4−5=𝑑10−11=𝑑11−12 =1,39 𝑑0=1,42
𝑑2−3=𝑑5−6=𝑑9−10=𝑑12−13=𝑑𝑎−𝑏=1,42
𝑑𝑏−𝑐 =1,43
𝑑7−8 =1,46
𝑑6−7=𝑑8−9=𝑑13−14=𝑑1−2=𝑑14−1=1,47
Segundos vizinhos
𝑑2−6=𝑑9−13 =1,73 𝑑0=2,46
𝑑3−5=𝑑10−12 =2,30
𝑑9−11=𝑑11−13=𝑑2−4=𝑑4−6=2,33
𝑑1−3=𝑑5−7=𝑑8−10=𝑑12−14=2,38
𝑑𝑎−𝑐 =2,46
𝑑7−9=𝑑13−1=𝑑6−8 =2,57
As distâncias interatômicas entre os pares de átomos (2,6) e (9,13), átomos respon-
sáveis pelo fechamento dos pentágonos, são iguais, 𝑑2−6=𝑑9−13=1,73 Å que é diferente
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do valor 𝑑1−2 = 2,00 Å encontrado para a monovacância no sistema 𝑉1−161 e do valor de
2,46 Å que é a distância de segundos para o grafeno puro. As distâncias interatômicas
para os primeiros vizinhos variam de 1,39 Å até 1,47 Å, e para segundos vizinhos de 1,73
Å até 2,57 Å.
A partir da estrutra 𝑉1−161, foi gerado uma outra vacância como mostrado na Fig.
(5.8). A distância entre essas duas vacâncias é de 11,00 Å e esse sistema é denominado
𝑉2−160𝐵. Na Fig. (5.8), pode-se observar que houve uma distorção estrutural próximos
aos defeitos após a relaxação da estrutura.
Para o defeito 𝑉2−160𝐵, provocamos a vacância B de duas formas: retirando um átomo
de carbono da mesma sub-rede ou da sub-rede diferente. Nossos resultados mostram que
o valor da energia total do sistema em que são retirados átomos da mesma sub-rede é
-1467,58 eV e para o caso em que o átomo é retirado da outra sub-rede é -1467,55, ou
seja, é energeticamente mais favorável provocar uma outra vacância na mesma sub-rede
do defeito já existente.
Figura 5.8: Sistema 𝑉2−160𝐵. Folha de grafeno com duas monovacâncias separadas por um
distância de 11,00 Å. Denominamos os dois defeitos de vacâncias A e B, respectivamente.
Os números de 1 a 12 indicam átomos próximos aos defeitos e a, b, e c apresentam átomos
mais distantes.
Na Tabela (5.6), descrevemos o comportamento das distâncias de primeiros e segundos
vizinhos, dos átomos próximos à vacância A, para o sistema 𝑉2−160𝐵.
O sistema 𝑉2−160𝐵 é o sistema 𝑉1−161 mais a vacância B, provocada posteriormente.
Quando comparamos as Tabelas (5.3) e (5.6), percebemos que a maior diferença entre as
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Tabela 5.6: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e para o sistema 𝑉2−160𝐵 com duas monovacâncias separadas (vacância
A), onde 𝑑𝑖−𝑗 denotam as distâncias interatômicas.
𝑉2−160𝐵 (vacância A) (Å) Grafeno (Å)
Primeiros vizinhos
𝑑4−3=𝑑3−12 =1,36 𝑑0=1,42
𝑑9−8 =1,40
𝑑1−9=𝑑7−2=𝑑5−4 =1,41
𝑑𝑏−𝑐=𝑑8−7=𝑑12−11 =1,43
𝑑6−5=𝑑11−10 =1,45
𝑑10−1 =1,47
Segundos vizinhos
𝑑1−2 =1,96 𝑑0=2,46
𝑑9−7 =2,38
𝑑1−8 =2,39
𝑑5−3 =2,40
𝑑8−2 =2,41
𝑑3−11=𝑑10−9 =2,42
𝑑7−6=𝑑4−12 =2,44
𝑑6−4 =2,45
𝑑12−10=𝑑𝑎−𝑐 =2,47
𝑑2−3 =2,57
𝑑11−1 =2,60
𝑑2−5=𝑑1−3 =2,64
distâncias interatômicas de primeiros e segundos vizinhos ocorre para 𝑑1−2. As distâncias
interatômicas para os outros átomos de carbono próximos ao defeito ﬁcaram praticamente
inalteradas. A redução de 𝑑1−2 em torno da vacância A após a criação da vacância B
pode ser um indicativo de que as vacâncias A e B estão interagindo.
Na Tabela (5.7), temos as distâncias de primeiros e segundos vizinhos, dos átomos
próximos à vacância B, para o sistema 𝑉2−160𝐵.
Para a vacância B, as distâncias de primeiros e segundos vizinhos, descritas na Ta-
bela (5.7) são ligeiramente diferentes das encontradas em torno da vacância A. A maior
diferença ocorre nos valores encontrados para a distância interatômica entre os átomos
1 e 2, que deixa de ser 1,96 Å para a vacância A, passando a ser 1,89 Å em torno va-
cância B, isto é, uma redução de 20 % e 23 % quando comparados com o grafeno puro,
respectivamente. É esta redução que indica a reconstrução da ligação 𝜎. Este resultado
está em concordância com os valores encontrados por Dai et al 𝑑1−2 = 1,95 Å, para su-
percélulas de grafeno com tamanho 6 × 6 [44] e por Palacios & Ynduráin 𝑑1−2 = 1,93 Å,
considerando um tamanho de 15 × 15 [14]. No átomo 3, o ângulo entre as outras duas
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Tabela 5.7: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e para o sistema 𝑉2−160𝐵 com duas monovacâncias separadas (vacância
B), onde 𝑑𝑖−𝑗 denotam as distâncias interatômicas.
𝑉2−160𝐵 (vacância B) (Å) Grafeno (Å)
Primeiros vizinhos
𝑑4−3=𝑑3−12 =1,36 𝑑0=1,42
𝑑9−8=𝑑8−7=𝑑7−2 =1,41
𝑑1−9=𝑑12−11=𝑑5−4 =1,42
𝑑𝑏−𝑐=𝑑𝑎−𝑏 =1,43
𝑑6−5=𝑑11−10 =1,46
𝑑10−1 =1,48
𝑑2−6 =1,49
Segundos vizinhos
𝑑1−2 =1,89 𝑑0=2,46
𝑑9−7 =2,35
𝑑2−8 =2,37
𝑑8−1 =2,38
𝑑3−11=𝑑3−5=𝑑6−7 =2,41
𝑑10−9 =2,42
𝑑10−12=𝑑4−12 =2,43
𝑑6−4 =2,45
𝑑𝑎−𝑐 =2,47
𝑑2−3 =2,55
𝑑1−3 =2,57
𝑑5−2 =2,61
𝑑11−1 =2,63
ligações é de 127,1o para a vacância A e 127,8o para a vacância B. Nos outros átomos as
distâncias interatômicas mudam muito pouco.
Na tentativa de entendermos o efeito da interação entre duas monovacâncias nas
propriedades estruturais da folha de grafeno, provocamos um outro tipo de defeito. Este
novo defeito, que pode ser visto na Fig. (5.9), é resultado da retirada de um átomo de
carbono próximo à monovacância já existente na folha, sistema 𝑉1−161. Chamaremos a
folha com este novo defeito, duas monovacâncias próximas, de 𝑉2−160𝐶 . A distância entre
essas duas vacâncias próximas é de 4,5 Å.
Analisando os resultados mostrados na Tabela (5.8) percebemos que a distância
interatômica entre os átomos 1 e 2 diminuiu 𝑑1−2 = 1,93 Å quando comparamos com
a Tabela (5.6), indicando uma maior interação entre os defeitos. Não houve mudanças
signiﬁcativas nos comprimentos de ligação para os outros átomos próximos à vacância.
Finalmente, para os átomos 1' e 2', átomos que resconstroem duas das três ligações
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Figura 5.9: Sistem 𝑉2−160𝐶 . Folha de grafeno com duas monovacâncias próximas. Os
números de 1 até 12 e 1' até 10' indicam átomos próximos ao defeito e a, b, e c indicam
átomos mais distantes.
pendentes originadas pela criação da nova vacância, a distância interatômica é 𝑑1′−2′
= 1,91 Å. Para os outros átomos próximos ao defeito, o comportamento das distorções
estruturais é semelhante aos estudados até aqui, as quais podem ser conferidas na Tabela
(5.9). Nos átomo 3 e 3',o ângulo entre as outras duas ligações é de 130,2o. Nossos
resultados sugerem que a redução de 𝑑1−2 e 𝑑1′−2′ pode ser devido à maior interação entre
as duas vacâncias, faltando ainda deﬁnir a partir de qual distância esta interação ocorre.
A investigação detalhada do efeito da distância entre as vacâncias sobre a interação
entre elas e consequentemente sobre as distorções estruturais está fora do escopo deste
trabalho, isso será tema para prosseguimento do trabalho.
5.3.2 Momento magnético induzido por defeitos
Determinadas as distorções estruturais para os sistemas 𝑉2−160𝐴, 𝑉2−160𝐵 e 𝑉2−160𝐶 ,
prosseguiremos com a análise da indução de momento magnético, provacado por defeitos
do tipo vacância, em folhas de grafeno. O sistema 𝑉2−160𝐴, que é construído a partir da
retirada de dois átomos de carbono vizinhos, apresenta momento magnético nulo, já que
todas as ligações pendentes são reconstruídas [44,49].
A Fig. (5.10), mostra a estrutura 𝑉2−160𝐵 e a densidade líquida de spin distribuída
sobre a rede de grafeno.
Da Fig. (5.10), podemos observar que, similar ao que ocorreu com o defeito 𝑉1−161,
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Tabela 5.8: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e para o sistema 𝑉2−160𝐶 com duas monovacâncias próximas, onde 𝑑𝑖−𝑗
indica a distância entre os átomos 𝑖 e 𝑗.
𝑉2−160𝐶 (Å) Grafeno (Å)
Primeiros vizinhos
𝑑4−3=𝑑3−12 =1,36 𝑑0=1,42
𝑑9−8=𝑑8−7=𝑑1−9 =1,40
𝑑7−2=𝑑12−11=𝑑5−4 =1,41
𝑑𝑏−𝑐=𝑑𝑎−𝑏 =1,42
𝑑6−5=𝑑11−10 =1,44
𝑑10−1 =1,46
𝑑2−6 =1,48
Segundos vizinhos
𝑑1−2 =1,93 𝑑0=2,46
𝑑9−7 =2,34
𝑑3−11 =2,35
𝑑8−1 =2,36
𝑑2−8=𝑑10−9 =2,37
𝑑6−7 =2,41
𝑑5−3 =2,43
𝑑6−4=𝑑4−12=𝑑𝑎−𝑐 =2,46
𝑑12−10 =2,48
𝑑11−1 =2,59
𝑑1−3=𝑑5−2 =2,62
𝑑2−3 =2,64
Tabela 5.9: Distâncias interatômicas entre os primeiros e segundos vizinhos para a folha
de grafeno puro e com duas monovacâncias próximas, onde 𝑑𝑖′−𝑗′ indica a distância entre
os átomos 𝑖′ e 𝑗′
(Å) Grafeno (Å)
Primeiros vizinhos
𝑑4′−3′=𝑑3′−5 =1,36 𝑑0=1,42
𝑑9′−8′=𝑑8′−7′=𝑑1′−9′ =1,40
𝑑7′−2′=𝑑5−4 =1,41
𝑑𝑏−𝑐=𝑑𝑎−𝑏=𝑑5′−4′ =1,42
𝑑10′−4 =1,43
𝑑6′−5′ =1,45
𝑑10′−1′ =1,47
Segundos vizinhos
𝑑1′−2′ =1,91 𝑑0=2,46
𝑑9′−7′ =2,34
𝑑5′−4=𝑑8′−1′ =2,35
𝑑2′−8′=𝑑10′−9′ =2,37
𝑑6′−7′ =2,41
𝑑5′−3′ =2,43
𝑑6′−4′=𝑑4′−5=𝑑𝑎−𝑐 =2,46
𝑑5−10′ =2,48
𝑑4−1′ =2,59
𝑑1′−3′=𝑑5′−2′ =2,62
𝑑2′−3′ =2,64
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Figura 5.10: Densidade líquida de spin na estrutura 𝑉2−160𝐵 com uma isosuperfície de
0,013 V/Å3.
houve uma aproximação dos átomos 1 e 2 tanto da vacância A quanto da vacância B. O
tamanho da ligação reconstruída é de 1,96 Å para a Vacância A e 1,89 Å para a vacância
B. Observa-se que o momento magnético está localizado em torno do átomo 3, como era
de se esperar. Pode-se notar claramente que a densidade líquida de spin está localizada
apenas nas imediações dos defeitos, não se distribuindo pela rede de grafeno.
Se analisarmos com cuidado, perceberemos que a densidade líquida de spin é apreciá-
vel apenas para os átomos da mesma subrede, como se cada subrede fosse independente
uma da outra. Este resultado concorda com o que foi observado por Yazyev em [9].
A Fig. (5.11) mostra a estrutura 𝑉2−160𝐶 e a densidade líquida de spin, distribuída
sobre a rede de grafeno.
O sitema 𝑉2−160𝐶 é composto de duas monovacâncias geradas em sub-redes diferentes,
tomando como referência os átomos 3 e 3'. Neste sistema, a densidade líquida de spin
é apreciável também para primeiros vizinhos, o que não é observado para o sistema
𝑉2−160𝐶 na Fig. (5.10). Isto se deve ao fato de que para os átomos 4, 5, 6 e 10', que
podem ser observados na Fig. (5.9), próximos a 3 e 3', os primeiros vizinhos do átomo
3 são também segundos vizinhos do átomo 3' e vice-versa, com isso há uma mistura da
densidade líquida de spin na região próxima a estes átomos.
96
Figura 5.11: Densidade líquida de spin na estrutura 𝑉2−160𝐶 com uma isosuperfície de
0,013 V/Å3.
Na Tabela (5.10) mostramos os valores do momento magnético, as energias totais e
as energias de formação para as estruturas 𝑉2−160𝐴, 𝑉2−160𝐵 e 𝑉2−160𝐶 .
Tabela 5.10: Valores do momento magnético, energias de formação e as energias totais
das estruturas 𝑉2−160𝐴, 𝑉2−160𝐵 e 𝑉2−160𝐶 .
Tipo de estrutura 𝑉2−160𝐴 𝑉2−160𝐵 𝑉2−160𝐶
Momento magnético (𝜇𝐵) 0,00 2,40 2,06
Energia de formação (eV) 7,5 7,53 7,23
Energia total (eV) -1475,25 -1467,58 -1467,99
Analisando os resultados mostrados na Tabela (5.10), observamos que o defeito mais
estável energeticamente é o 𝑉2−160𝐴, tendo, inclusive, energia de formação mais baixa do
que a encontrada para o sistema 𝑉1−161 na Tabela (5.1). Estes resultados concordam
com os valores encontrados por El Barbary et al. e Malola et al: 7,2 eV e 8,0 eV,
respectivamente [39, 51]. As energias de formação calculadas para os sistemas 𝑉2−160𝐵 e
𝑉2−160𝐶 , 𝐸𝑓 = 7,5 eV e 𝐸𝑓 = 7,2 eV3, respectivamente, tem como referência o sistema
𝑉1−161, ou seja, os valores na Tabela acima mostram o custo energético para provocar
uma outra vacância no 𝑉1−161, que é a supercélula de grafeno já com uma monovacância.
Vale ressaltar que o defeito 𝑉2−160𝐴 é o mais estável entre os descritos na Tabela acima.
3Energia de formação para provocar uma outra monovacância no sistema 𝑉1−161.
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Quando provocamos uma vacância próxima a uma outra já existente, como no defeito
𝑉2−160𝐶 , o gasto energético para provocar esse novo defeito é menor quando comparado
ao defeito com duas vacâncias mais distantes, como é o caso do sistema 𝑉2−160𝐵. Po-
demos observar também que o momento magnético diminui à medida que a interação
entre os defeitos aumenta. Este resultado nos indica que, em experimentos com tempe-
raturas diferentes de 0 K, monovacâncias próximas umas das outras poderiam colapsar
em divacâncias, formando sistemas similares ao 𝑉2−160𝐴 e gerando, assim, contribuições
nulas para o momento magnético total do sistema estudado. Este fato foi observado ex-
perimentalmente por Nair et al. ao medirem o momento magnético em folhas de grafeno
com defeitos do tipo vacância produzidos a partir de processos de irradiação [17]. Nesse
trabalho, Nair et al. encontraram valores de 0,2-0,4 𝜇𝐵 para o momento magnético total
da folha que indicou uma ausência de ordenamento magnético em grafeno com defeitos.
Nair et al. atribuiram os baixos valores de 𝜇 encontrados à perda de estabilidade estrutu-
ral do grafeno, ou seja, ao surgimento de outros defeitos, como as divacâncias mostradas
na Tabela (5.10) que são energéticamente mais favoráveis do que as monovacâncias.
Para tentarmos compreender quais são as maiores contribuições para o magnetismo
emergente nos sistemas 𝑉2−160𝐵 e 𝑉2−160𝐶 , levando em conta a interação entre as vacân-
cias, analisaremos a densidade de estados (DOS) que pode ser observada na Fig. (5.12).
Figura 5.12: DOS para os sistemas 𝑉2−160𝐵 (a) e 𝑉2−160𝐶 (b). Azul: spin up, vermelho:
spin down. O zero de energia corresponde ao nível de Fermi.
As maiores contribuições do magnetismo emergente nos defeitos 𝑉2−160𝐵 e 𝑉2−160𝐶
provêm da banda 𝜎, análogamente ao que foi discutido na seção (5.2.1) para o estado
98
fundamental do sistema 𝑉1−71. Analisando a Fig. (5.12)(a) observamos que há um pico
descompensado da banda 𝜎, dos estados up, em 0,6 eV abaixo do nível de Fermi. Este
pico está associado à superposição de dois estados fortemente localizados ao redor do
átomo 3, nas vacâncias A e B. Já na Fig. (5.12)(b), observamos o aparecimento de
um outro pico descompensado em -1,1 eV que também é proveniente dos estados 𝜎,
acarretando, assim, num alargamento da banda 𝜎. Há, ainda, uma ligeira diferença
entre as contribuições da banda 𝜋 para o sistema 𝑉2−160𝐵, maior descompensação (up -
down), comparadas com as contribuições do sistema 𝑉2−160𝐶 . Este resultado sugere que a
proximidade das vacâncias, como as observadas no sistema 𝑉2−160𝐶 , reduz a contribuição
dos estados 𝜋 para o momento magnético total da folha. Nossos resultados estão em
excelente acordo com os resultados encontrados por Mombrú & Faccio que ao estudarem a
emergência do magnetismo em sistemas de grafeno contendo multivacâncias, observaram
que a banda 𝜎 que se encontra abaixo do nível de Fermi e está associada aos átomos
com a ligação pendente, considerando um sistema com 6 vacâncias fundidas, é alargada
devido à proximidade dos outros átomos com ligação pendente [47].
Na próxima seção mostraremos os resultados dos cálculos de campo hiperﬁno 𝐵ℎ𝑓 ,
para todos os sistemas estudados até aqui.
5.4 Cálculo do campo hiperfino (𝐵ℎ𝑓) para folhas de
grafeno com vacâncias
A partir das estruturas relaxadas 𝑉1−71, 𝑉1−161, 𝑉2−160𝐴, 𝑉2−160𝐵 e 𝑉2−160𝐶 , calculamos
os valores de 𝐵ℎ𝑓 para esses sistemas. Nossos cálculos foram realizados no WIEN2k [110],
utilizando os parâmetros descritos no capítulo (A).
Na Fig. (5.13) são mostrados os mapas de 𝐵ℎ𝑓 para as estruturas 𝑉1−71 e 𝑉1−161.
Os mapas de campo hiperﬁno mostram as intensidades de 𝐵ℎ𝑓 por átomo de carbono,
a partir da identiﬁcação já utilizada anteriormente nas Figuras (5.2, 5.3, 5.7, 5.8 e 5.9),
em torno das vacâncias e para átomos de carbono mais distantes (a, b e c).
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Figura 5.13: Mapas de 𝐵ℎ𝑓 para as estruturas 𝑉1−71 (a) e 𝑉1−161 (b).
Os maiores valores de 𝐵ℎ𝑓 ocorrem para o átomo 3, o átomo que permanece com
a ligação pendente, e para os pares (1,2) de suas respectivas estruturas. Na estrutura
𝑉1−71 o valor de 𝐵ℎ𝑓 para o átomo 3 é de 194,0 kG e, para o par (1,2) é ≈ 30,0 kG.
Para a estrutura 𝑉1−161, os valores de 𝐵ℎ𝑓 para o átomo 3 e o par (1,2) são 190,0 e
30,0 kG, respectivamente. Na Fig. (5.13) pode-se observar ainda outros dois picos,
com valores apreciáveis de 𝐵ℎ𝑓 , que não são enumerados. Esses picos correspondem a
segundos vizinhos do átomo 3 que estão "fora"do defeito.
A Fig. (5.14) mostra os valores de 𝐵ℎ𝑓 para cada átomo de carbono próximo ao
defeito da estrutura 𝑉2−160𝐴.
O sistema 𝑉2−160𝐴 apresenta momento magnético nulo devido à reconstrução de todas
as ligações pendentes. Nesse sentido, não encontramos valores de campo hiperﬁno mag-
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Figura 5.14: Mapa de 𝐵ℎ𝑓 para a estrutura 𝑉2−160𝐴.
nético apreciáveis para este sistema. No entanto, são encontrados valores resíduais para
𝐵ℎ𝑓 . Os pares de átomos (2,6) e (13,9), responsáveis pelo fechamento dos pentágonos
observados na Fig. (5.7), apresentam 𝐵ℎ𝑓 ≈ 2,0 kG.
As Figuras (5.15) e (5.16) mostram os valores de 𝐵ℎ𝑓 para os átomos de carbono
próximos aos defeitos nos sistemas 𝑉2−160𝐵 e 𝑉2−160𝐶 .
Figura 5.15: Mapa de 𝐵ℎ𝑓 para a estrutura 𝑉2−160𝐵.
Podemos observar a partir da Fig. (5.15) que mesmo com a criação da outra monova-
cância, a vacância B, o comportamento de 𝐵ℎ𝑓 para os átomos próximos aos defeitos A
e B não muda muito, se compararmos com os valores obtidos para o caso de uma mono-
vacância, que pode ser observado na Fig. (5.13). Os maiores valores de 𝐵ℎ𝑓 continuam
ocorrendo para o átomo 3 e para os pares (1,2) das vacâncias A e B, respectivamente.
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Figura 5.16: Mapa de 𝐵ℎ𝑓 para a estrutura 𝑉2−160𝐶 .
O comportamento de 𝐵ℎ𝑓 no sistema 𝑉2−160𝐶 muda. O par de átomos de carbono
(1',2') e o átomo 3', próximos à segunda monovacância criada, tem valores de 𝐵ℎ𝑓 comple-
tamente diferentes dos outros valores encontrados para os defeitos 𝑉1−71, 𝑉1−161, 𝑉2−160𝐴
e 𝑉2−160𝐵, até aqui discutidos. O valor de 𝐵ℎ𝑓 para o átomo 1' é ≈ -14,0 kG4, 210,0 kG
para o átomo 2' e 220,0 kG para o átomo 3'. O valor de 𝐵ℎ𝑓 para o par de átomos (1,2)
é ≈ 30,0 kG e para o átomo 3 é ≈ 180,0 kG, que é aproximadamente o mesmo valor
encontrado para os sistemas anteriores.
Para interpretar as variações de 𝐵ℎ𝑓 ao longo dos diversos sistemas, investigaremos se
há alguma correlação entre 𝐵ℎ𝑓 e o momento magnético local. Trabalhos experimentais e
teóricos [120,121] têm mostrado que o campo magnético hiperﬁno tende a se correlacionar
com o momento magnético local. Para ligas metálicas e alguns compostos de ferro,
não existe uma única relação entre 𝐵ℎ𝑓 e o momento magnético (𝜇) por átomo [121].
A constante de proporcionalidade 𝛼 depende do tipo liga metálica e do sítio atômico
estudado e em geral a correlação é não linear.
Para investigar as possíveis correlações entre os valores de 𝐵ℎ𝑓 e os momentos mag-
néticos locais, construímos gráﬁcos 𝐵ℎ𝑓 × 𝜇 na tentativa de entender qual o comporta-
mento do campo magnético hiperﬁno em função do momento magnético (por átomo de
carbono). Na Fig. (5.17) temos os gráﬁcos de 𝐵ℎ𝑓 × 𝜇 para os defeitos 𝑉1−71, 𝑉1−161,
4O sinal do campo hiperfino é dado pela seguinte convenção: positivo quando ele é paralelo ao
momento magnético atômico e negativo quando é antiparalelo [105].
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𝑉2−160𝐵, 𝑉2−160𝐶 e na Fig. (5.17)(e) reunimos todos os valores de 𝐵ℎ𝑓 e momento mag-
nético (por átomo de carbono) dos diversos sistemas em um mesmo gráﬁco.
Figura 5.17: Valores de 𝐵ℎ𝑓 em função do momento magnético local para os sistemas
(a) 𝑉1−71,(b) 𝑉1−161,(c) 𝑉2−160𝐵,(d) 𝑉2−160𝐶 e (e) considerando todos os defeitos, respec-
tivamente.
A partir dos gráﬁcos observamos que existe uma relação aproximadamente linear entre
𝐵ℎ𝑓 e o momento magnético local. Para a construção desses gráﬁcos, foram considerados
apenas valores de 𝐵ℎ𝑓 acima de 10,0 kG. Dados os pontos do gráﬁco, ﬁzemos uma
regressão linear para cada caso, a ﬁm de obter o coeﬁciente angular das regressões lineares
obtidas a partir dos valores de 𝐵ℎ𝑓 e 𝜇. Chamaremos de 𝛼71, 𝛼161, 𝛼160𝐵, 𝛼160𝐶 e 𝛼𝑡𝑜𝑡 os
coeﬁcientes angulares que correlacionam 𝐵ℎ𝑓 com o 𝜇.
103
Na tabela (5.11) mostramos os valores dos coeﬁcientes angulares e os valores do
coeﬁciente de determinação (𝑅2), para os sistemas 𝑉1−71, 𝑉1−161, 𝑉2−160𝐵, 𝑉2−160𝐶 , obtidos
pelo método de regressão linear5.
Tabela 5.11: Valores dos coeﬁcientes angulares e de determinação obtidos pelo método
de regressão linear, para os sistemas 𝑉1−71, 𝑉1−161, 𝑉2−160𝐵, 𝑉2−160𝐶 e considerando todos
os sistemas em um mesmo gráﬁco.
Tipo de estrutura 𝑉1−71 𝑉1−161 𝑉2−160𝐵 𝑉2−160𝐶 todos os defeitos
Coeficiente angular 𝛼 (kG/𝜇𝐵) 527(19) 604(21) 594(15) 787(60) 607(30)
𝑅2 0,9968 0,9970 0,9974 0,9671 0,9582
Para as estruturas de grafeno com defeitos estudadas neste trabalho, exceto 𝑉2−160𝐴
que apresentou momento magnético nulo, a relação entre 𝐵ℎ𝑓 e 𝜇 é aproximadamente
linear. No entanto, analisando os resultados mostrados na Tabela (5.11) observamos
que 𝛼 variou com o tamanho da supercélula, 𝛼71 = 527(19) kG/𝜇𝐵 e 𝛼161 = 604(21)
kG/𝜇𝐵. Já os sistemas 𝑉1−161 e 𝑉2−160𝐵 apresentam 𝛼's iguais, considerando as incer-
tezas de ajuste, 𝛼161 = 𝛼160𝐵. O sistema 𝑉2−160𝐶 , em que duas monovacâncias estão
próximas e interagindo entre si, tem o maior valor de 𝛼. Os dois pontos que mais saem
da correlação linear no sistema 𝑉2−160𝐶 são os pontos correspondentes aos átomos 2' e
3', esses pontos contribuem para a diminuição de 𝑅2 e, consequentemente, com o au-
mento da incerteza em 𝛼 para este sistema. Ou seja, havendo uma interação mais forte
entre os defeitos, o sistema foge um pouco do comportamento observado para os outros
sistemas, com monovacâncias interagindo menos. Este resultado sugere a relação entre
𝐵ℎ𝑓 e momento magnético depende fundamentalmente dos detalhes da interação entre
os momentos magnéticos localizados (ou não) existentes em cada sistema, indicando que
não existe um único valor de 𝛼, comportamento que também é encontrado para as ligas
metálicas e outros compostos [121]. No entanto, vale ressaltar que em todos os casos
foram obtidos valores de 𝛼 com a mesma ordem de grandeza (entre 500 e 800 kG/𝜇𝐵), o
que permite obter uma estimativa para a constante de interação hiperﬁna esperada em
sistemas magnéticos obtidos a partir de grafeno pela criação de vacâncias.
5O valor entre parênteses corresponde ao desvio padrão.
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Trabalhos experimentais de irradiação de íons ou prótons, uma das técnicas utilizadas
para produzir defeitos do tipo vacâncias em folhas de grafeno, reportam a coexistência de
monovacâncias e divacâncias [17]. Nesse sentido, 𝛼𝑡𝑜𝑡 ≈ 610 kG/𝜇𝐵, que leva em conta
todos os defeitos estudados neste trabalho, poderia ser um valor mais apropriado para
comparação com resultados experimentais obtidos em sistemas contendo combinações de
vários tipos de vacâncias. Até o presente momento, não foram encontrados na literatura
resultados teóricos ou experimentais reportando valores de campo magnético hiperﬁno e
a respeito da relação entre 𝐵ℎ𝑓 e 𝜇 para folhas de grafeno com defeitos do tipo vacância.
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Capítulo 6
Conclusões e Perspectivas
Neste trabalho investigamos as propriedades estruturais, eletrônicas, magnéticas e
hiperﬁnas em folhas de grafeno com defeitos do tipo vacância via cálculos de primeiros
princípios, baseados na DFT. Não só foram reproduzidos com sucesso alguns dos resul-
tados teóricos disponíveis na literatura, mas também apresentamos novas informações a
respeito das propriedades físicas do grafeno contendo vacâncias atômicas. Veriﬁcamos,
a partir dos dois tamanhos de supercélulas investigados, qual a inﬂuência do tamanaho
da supercélula nas propriedades estruturais, magnéticas e hiperﬁnas. Houve uma li-
geira mudança nas propriedades estruturais do tamanho 9 × 9 comparado com 6 × 6,
principalmente na reconstrução da ligação entre os átomos 1 e 2. O momento magné-
tico correspondente aos sistemas relaxados, após a reconstrução estrutural em torno dos
defeitos, diminuiu quando aumentamos o tamanho da folha. Estes resultados estão em
bom acordo com os encontrados na literatura. O campo magnético hiperﬁno permaneceu
praticamente o mesmo para os dois tamanhos de supercélulas estudados.
Investigamos de forma sistemática os efeitos de deslocamentos atômicos peperdicular-
mente ao plano da folha, nas propriedades estruturais, eletrônicas e magnéticas de uma
folha de grafeno contendo uma monovacância. Os resultados demonstraram a ocorrência
de uma distorção local em torno da vacância na estrutura relaxada, com a reconstru-
ção de ligações atómicas entre dois átomos perto da vacância e com o terceiro átomo
localizado no plano da folha de grafeno. Foram calculadas as energias totais, momentos
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magnéticos e a estrutura de bandas para todas as conﬁgurações das estruturas ﬁnais
alcançadas após a relaxação completa da estrutura, considerando sistemas com e sem
polarização de spin. Os resultados deste estudo mostraram que o estado fundamental
deste sistema é, de fato, planar e magnético, com as bandas 𝜎 e 𝜋 contribuindo para
o momento magnético total da folha de grafeno com uma monovacância. No entanto,
encontramos a presença de outros mínimos locais de energia, o que pode levar a soluções
metaestáveis com propriedades estruturais, eletrônicas e magnéticas diferentes, que são
fortemente dependentes da magnetude do deslocamento atômico perpendicular ao plano.
Com relação à estabilidade dos sistemas com divacâncias, foi possível constatar que
o mais estável, dentre os estudados neste trabalho, foi o sistema 𝑉2−160𝐴, que apresentou
a menor energia total.
De uma forma geral, os resultados indicaram que que os defeitos estruturais intrín-
secos quebram a simetria da rede do grafeno, produzindo anéis não-hexagonais. Estas
mudanças estruturais tiveram grande inﬂuência sobre a estrutura eletrônica do grafeno,
uma vez que deram origem a estados localizados próximos ao nível de Fermi.
Uma contribuição inovadora deste trabalho foram os cálculos de campo magnético
hiperﬁno, assunto pouco tratado na literatura envolvendo grafeno e materiais relaciona-
dos. Foram realizados cálculos de campo magnético hiperﬁno em folhas de grafeno com
defeitos tipo vacância. Observamos que para os sistemas 𝑉1−71, 𝑉1−161 e 𝑉2−160𝐵 o valor
do campo magnético hiperﬁno, que está concentrado basicamente no átomo 3, pratica-
mente não variou. Já para o defeito 𝑉2−160𝐶 , que leva em conta duas monovacâncias
próximas, houve um ligeiro aumento no campo hiperﬁno e o aparecimento de um outro
pico no átomo 2'. Além disso, veriﬁcamos que a correlação entre o campo hiperﬁno e
o momento magnético (por átomo de carbono) é aproximadamente linear para todos os
tipos de defeitos estudados e, inclusive, quando consideramos todos os defeitos numa
só curva. Nese sentido, acreditamos que este trabalho seja o ponto de partida para en-
ventuais trabalhos futuros que envolvam cálculos de parâmetros hiperﬁnos em folhas de
grafeno com defeitos do tipo vacância ou outros tipos de defeitos, servindo, inclusive,
como base para comparação.
As perspectivas futuras para o trabalho englobam:
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∙ A necessidade de um estudo mais detalhado da interação entre as vacâncias;
∙ Investigar quais as alterações nos valores de campo magnético hiperﬁno e do co-
eﬁciente linear 𝛼 produzidas pela presença de dopantes (em especial, o oxigênio),
por outras conﬁgurações de defeitos e considerando defeitos gerados numa segunda
camada (bilayer).
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Apêndice A
Métodos computacionais
Este apêndice é dedicado a apresentação da metologia utilizada para determinar os
parâmetros ideais dos cálculos realizados nesta dissertação. Este é um passo fundamental
no início de cada trabalho, uma vez que esperamos que nossos cálculos deêm resultados
conﬁáveis, sem que sejam gastos, desnecessariamente, recursos computacionais. Para a
determinação destes parâmetros, efetuamos cálculos de convergência que são testes para
a veriﬁcação de como a energia total do sistema se comporta em relação à alguns dos
parâmetros essenciais que irão descrever o sistema em estudo.
As funções de base mais comuns para se determinar a função de onda periódica de
um elétron num sólido são as ondas planas. No entanto, essa base não é conveniente
para descrever variações rápidas das funções de onda dos elétrons em regiões próximas
aos núcleos atômicos. A ﬁm de superar esta diﬁculdade, pode-se eliminar a presença
destas oscilações através do método de pseudopotenciais ou tomando um conjunto misto
de funções de base, chamados métodos all electron (AE). Estes dois métodos são duas
importantes ferramentas utilizadas para a solução do problema de muitos corpos [112].
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A.1 Simulação computacional (VASP)
Todos os cálculos apresentados neste trabalho, exceto os de campo hiperﬁno 𝐵ℎ𝑓 ,
foram feitos utilizando o código VASP (Vienna Ab-initio Simulation Package) [113
116]. O VASP é um programa que realiza cálculos de estrutura eletrônica e dinâmica
molecular baseados na teoria do funcional da densidade (DFT), onde a resolução da
equação de Khon-Sham é feita no espaço recíproco. Utilizamos uma base de ondas
planas para expandir as funções de onda, pseudopotenciais para tratar os elétrons de
caroço e condições periódicas de contorno (CPC). Os núcleos são tratados classicamente
pela aproximação de Born-Oppenheimer descrita em (3.2).
O funcional escolhido como padrão para todos os cálculos realizados neste trabalho
foi o funcional densidade do gradiente generalizado (GGA) no formalismo de Perdew-
Burke-Ernzerhof (PBE) [97].
O programa VASP foi escolhido por ser altamente conﬁável e por usar ondas planas
como base. Este último fato elimina problemas como a superposição de base ao se
calcular a energia de formação, embora, por outro lado, eleve o custo computacional
para descrever regiões de vácuo.
A.2 Testes de convergência
No intuito de escolher o conjunto de aproximações metodológicas que permitisse
fazer uma modelagem satisfatória das propriedades físicas para os sistemas de grafeno,
foi necessário, primeiramente, executar testes de convergência. A estrutura utilizada nos
testes foi o grafeno puro, que é constituido apenas por átomos de carbono e possui uma
base de dois átomos. Nestes testes, deﬁninos a energia de corte 𝐸𝑐𝑢𝑡, a amostragem de
pontos k e, por último, o parêmetro de rede a.
Para a escolha da energia de corte 𝐸𝑐𝑢𝑡, ou seja, a determinação do número de ondas
planas necessárias para expandir as funções de onda eletrônicas, o teste realizado foi a
variação da energia total do sistema 𝐸𝑡𝑜𝑡 em função de 𝐸𝑐𝑢𝑡.
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A energia de corte é deﬁnida como sendo a maior energia cinética determinada pelos
vetores G usados:
𝐸𝑐𝑢𝑡 =
~2
2𝑚
(k+G𝑐𝑢𝑡)
2, (A.1)
onde G𝑐𝑢𝑡 é o vetor de corte no espaço recíproco correspondente à energia de corte.
É importante ressaltar que para obter a energia de corte, foi necessário estabelecer
um valor inicial para o parâmetro de rede a do sistema , onde foi utilizado o valor do
parâmetro de rede experimental do grafeno a = 2,46 Å e uma base de dois átomos.
Através da Fig. (A.1), observou-se que para 𝐸𝑐𝑢𝑡 na faixa de 300 eV a 500 eV, a
energia total (𝐸𝑡𝑜𝑡) sofreu variações da ordem de apenas 10 meV. Desta forma, a energia
de corte padrão escolhida para os nossos cálculos, considerado o funcional previamente
adotado (GGA-PBE), foi de 400 eV, uma vez que este valor é suﬁciente para obter
resultados precisos utilizando um tempo computacional satisfatório.
Figura A.1: Energia total do sistema em função da energia de corte.
Além disso, foi necessário deﬁnir a amostragem de pontos k, para a integração na
zona de Brillouin (ZB).
A amostragem de pontos na zona de Brillouin (ZB) consiste em especiﬁcar quantos
pontos k são necessários para obter uma boa descrição de alguma função de onda ou
observável de interesse. Num material, para cada ponto k temos um valor para a energia
de bandas. Construindo um gráﬁco E(k) × k se obtêm a estrutura de bandas do sistema
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periódico. Uma parcela da energia total é devida à ocupação dos elétrons na estrutura de
bandas. Quando um elétron ocupa uma certa energia, em um certo ponto k′ na estrutura
de bandas, somamos a energia correspondente a esse ponto k′ à energia total do sistema.
Vemos, em princípio, que deveríamos calcular E(k) para inﬁnitos valores diferente
de k, o que é inviável na prática. Entretanto, Monkhorst e Pack [117] mostraram que
é possível obter um bom resultado para a energia devida à ocupação dos elétrons nas
bandas considerando alguns poucos pontos k na primeira zona de Brillouin. Estes pontos
são obtidos dividindo-se a zona de Brillouin em volumes iguais com pontos k situados
dentro deste volume. Assim, temos que calcular E(k) em apenas alguns pontos k de um
destes volumes da zona de Brillouin. A ideia, então, é achar o menor número de pontos k
que descreva satisfatóriamente a integral da estrutura de bandas do nosso sistema sobre
os k e E(k) ocupados. Em termos computacionais, isso é importante, uma vez que com
um número reduzido de pontos k são calculados poucos valores para E(k), ou seja, há
um decréscimo considerável no número de diagonalizações da matriz hamiltoniana.
De posse do valor de 𝐸𝑐𝑢𝑡 ideal, passamos à determinação da amostragem de pontos
k para o grafeno. Foram realizados uma série de cálculos com supercélula ﬁxa, mas
considerando a relaxação da geometria. Da Fig. (A.2), nota-se que a energia total se
encontra convergida para uma grade de Monkhorst e Pack de 5 × 5 × 1.
Figura A.2: Energia total do sistema em função da grade de Monkhorst e Pack
(𝑁𝑘𝑥=𝑁𝑘𝑦, 𝑁𝑘𝑧 = 1)
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Para 𝐸𝑐𝑢𝑡 = 400 eV e a amostragem de pontos k sendo 5 × 5 × 1, determinamos
o valor teórico do parâmetro de rede a do grafeno. O valor teórico de a foi obtido
calculando as energias totais para valores próximos do valor experimental (𝑎 = 2,46Å)
e, a partir dos valores obtidos, construímos o gráﬁco da energia total em função dos
valores do parâmetro de rede. O parâmetro de rede teórico que minimizou a energia
total do grafeno, que pode ser observado na (Fig. A.3), foi 𝑎 = 2,48 Å, correspondente
a uma distância carbono-carbono 𝑎0 = 1,42 Å. O erro cometido foi menor do que 1%,
comparado com o valor experimental de 2,46 Å [20].
Figura A.3: Teste de convergência para o parâmetro de rede 𝑎 da folha de grafeno.
Com estes cálculos, evitaremos o uso de recursos computacionais de forma desnecessá-
ria, e garantiremos que nossos parâmetros descreverão bem cada sistema estudado. Com
a energia de corte, a amostragem de pontos k e o parâmetro de rede deﬁnidos, usare-
mos estes parâmetros para calcular as propriedades estruturais, eletrônicas e magnéticas
induzidas por vacâncias em folhas de grafeno.
A.3 Implementação da base LAPW no códigoWIEN2k
O método LAPW, descrito na seção (3.6), é implementado em vários pacotes com-
putacionais. Um dos mais elaborados e usados é o WIEN2k [110].
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Esse pacote é constituído de vários programas independentes que são interligados. A
seguir são dadas as principais tarefas de cada um dos programas que o constitui, desde os
que fazem parte da inicialização de um cálculo (NN, SGROUP, SYMMETRY, LSTART,
KGEN e DSTART) aos que correspondem à parte do ciclo autoconsistente (LAPW0,
LAPW1, LAPW2, LCORE e MIXER) [118].
No início do cálculo é necessário um arquivo de entrada contendo as informações
sobre os parâmetros de rede, as posições e espécie atômica que compõem o sólido. Nesse
método, nenhuma informação a respeito das propriedades já conhecidas do material é in-
troduzida nos cálculos. Métodos com essas características são denominados de primeiros
princípios ou ab-initio.
Assim, após preparar o arquivo de entrada, cuidadosamente, o processo inicial é
rodar, na seqüência:
∙ NN - Esse programa calcula a distância dos vizinhos de todos os átomos e veriﬁca se
houve superposição das esferas atômicas. O programa, além disso, permite veriﬁcar
se os átomos de um mesmo tipo foram especiﬁcados corretamente no arquivo de
entrada.
∙ SGROUP - Determina o grupo espacial da estrutura deﬁnida no arquivo de entrada
e todos os elementos de simetria dos grupos pontuais dos sítios não equivalentes.
∙ SYMMETRY - Gera as operações de simetria do grupo espacial e calcula valores
de l e m para expansão da densidade eletrônica.
∙ LSTART - Calcula a densidade eletrônica dos átomos livres (constituintes do com-
posto estudado) que será usada no programa DSTART, e determina como os dife-
rentes orbitais serão tratados. Para isso, o programa interage pedindo para espe-
ciﬁcar uma energia de corte, isto é, um valor de energia que separará os elétrons
que serão tratados como sendo da valência, e os que serão tratados como de ca-
roço (elétrons em orbitais cujas energias são inferiores ao valor de corte e estão
completamente dentro da esfera atômica).
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Os dados de entrada que são gerados a partir da execução desses programas, surgem
como valores padrões, os quais devem ser analisados cuidadosamente para cada sistema
estudado. O LSTART, por exemplo, cria um arquivo que contém vários parâmetros, os
quais dizem respeito à convergência do cálculo e devem, portanto, ser veriﬁcados.
Um dos parâmetros mais importantes é o 𝑅𝑚𝑡 ×𝐾𝑚𝑎𝑥, pois é ele que deﬁne o tamanho
da base e, portanto, a precisão dos cálculos. Esse parâmetro corresponde a valores entre
5 e 9 (quando se usa a base APW+lo) ou entre 6 e 10 (para a base LAPW). O termo
𝑅𝑚𝑡 corresponde ao raio da menor esfera muffin-tin da célula cristalina e o 𝐾𝑚𝑎𝑥 é o raio
de corte no espaço recíproco. Todos os vetores da rede recíproca que estiverem contidos
na esfera com raio 𝐾𝑚𝑎𝑥 serão contados no conjunto de base.
Outro parâmetro que deve ser conferido é o 𝑙𝑚𝑎𝑥, isto é, o máximo valor de l que
determina a quantidade de harmônicos esféricos permitidos para as funções atômicas
dentro das esferas muffin-tin.
∙ KGEN - Gera a rede de vetores de onda k na parte irredutível da zona de Brillouin.
Ao executar esse programa ele, interativamente, pedirá o número de pontos k que
serão usados no cálculo. Esse número é particular para cada sistema.
∙ DSTART - Esse programa gera uma densidade eletrônica cristalina inicial por
superposição das densidades eletrônicas dos átomos constituintes, calculadas no
LSTART.
Após executados esses programas é feita a analise dos dados gerados, o ciclo
autoconsistente para a solução das equações de Kohn e Sham, pode ser, ﬁnalmente,
rodado. O ciclo é repetido até atingir o critério de convergência especiﬁcado pelo
usuário.
O ciclo autoconsistente executa os seguintes programas:
∙ LAPW0 - E sse programa usa a densidade calculada pelo DSTART como densidade
inicial para construir o potencial efetivo e calcula o potencial total como soma do
potencial coulombiano e o potencial de troca e correlação.
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∙ LAPW1 - Monta o hamiltoniano e as matrizes de overlap e encontra por dia-
gonalização dessas os autovalores e autovetores. O processo de diagonalização
corresponde à parte do cálculo que consome maior tempo.
∙ LAPW2 - Calcula a energia de Fermi e determina a nova densidade de carga
eletrônica no cristal, fazendo integração para todos os estados ocupados e para
todos os pontos k na primeira zona de Brillouin.
∙ LCORE - Determina os autovalores da parte esférica do potencial e as correspon-
dentes densidades de cargas dos elétrons de caroço, bem como ajusta os níveis
energéticos dos elétrons no caroço.
∙ MIXER - Esse programa mistura as densidades eletrônicas de caroço e valência para
produzirem uma nova densidade eletrônica do cristal a ser utilizada na próxima
interação, até que o critério de convergência não seja alcançado.
A relaxação estrutural de todos os sistemas de grafeno aqui estudados foram
feitas no VASP. Tomamos essas posições, as dos átomos de carbono na folha de
grafeno já relaxadas, e utilizamos como input no WIEN2k para calcular o campo
hiperﬁno 𝐵ℎ𝑓 .
Para calcular o campo hiperﬁno no WIEN2k, mesmo utilizando a estrutura
relaxada no VASP, é preciso, ainda, determinar alguns parâmetros como 𝑅𝑚𝑡 ×
𝐾𝑚𝑎𝑥, 𝑅𝑚𝑡, a energia de corte e os pontos k.
O raio da esfera de muffin-tin do carbono utilizado nos cálculos foi de 0,71 Å.
A amostragem de pontos k foi de 7 × 7 × 1 no esquema de Monkhorst e Pack e
o parâmetro 𝑅𝑚𝑡 × 𝐾𝑚𝑎𝑥 foi equivalente a 7. O potencial de troca e correlação
utilizado foi o GGA-PBE. A energia de corte para separar os estados de valência
e caroço foi de -6,0 Ry. O cálculo foi considerado convergido quando a diferença
na densidade de carga dentro das esferas muffin-tin entre dois ciclos consecutivos
fosse ≤ 10−4.
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