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1. Introduction:  
Let  na be an infinite series and  ns the sequence of partial sums. Let np be a sequence of non-negative numbers 
with 


n
n pP
0
 for all Nn .The sequence –to-sequence transformation  
(1.1)   0,
1
0
 

n
n
n
n Psp
P
t

   
defines
npN , -mean of the sequence ns generated by the sequence of coefficients  np .The series  na is said to 
be summable 
k
npN , , ,1k [4] if  
(1.2)   










1
1
1
n
k
nn
k
n
n tt
p
P
 , 
The sequence –to-sequence transformation  
(1.3)   0,
1
0
 

 n
n
n
n
n Psp
P 
  , 
defines
npN , -mean of the sequence ns .The series  na  is said to be summable 1,, kpN kn , if 
(1.4)                                  










k
nn
n
k
n
n
p
P
1
1
1
 . 
The series  na  is said to be summable 1,,  kpNX
k
n
, if 
(1.5)                                   



k
nn
n
k
n ttX 1
1
1
 
where  nX is a sequence of positive real constants. Similarly,   na  is said to be summable 1,,  kpNX kn , 
if 
(1.6)                                   



k
nn
n
k
nX 1
1
1  . 
Let )( nkaA  be a   matrix. The series  na  is said to be summable 1,  kAX k , if 
(1.7)                                   



k
nn
n
k
n TTX 1
1
1
, 
   na  is said to be summable 0,1,,   kAX k , if 
(1.8)    



k
nn
n
kk
n TTX 1
1
1
 
and na  is said to be summable  , , 1, 0kX A f k    , if 
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(1.9)                                      1 1
1
k kk
n n n
n
f X T T




   , 
where the sequence –to-sequence transformation  nT is given by   
(1.10)   



1k
knkn saT  . 
Clearly   , , 1, 0
k
X A f k     reduces to , , 1, 0
k
X A k    if   nf X
  . 
2. Known Theorems: 
Dealing with the index summability method Bor has established the following theorems: 
Theorem-A[1]: 
 Let  np be a sequence of positive real constants such that as n  
 i) )( nn POnp       ii) )( nn npOP  . 
If  na  is summable kC 1, then it is summable 1,, kpN kn . 
Theorem-B[2]: 
Let  np be a sequence of positive real constants such that as n  
  i) )( nn POnp      ii) )( nn npOP  . 
If  na  is summable 
k
npN , then it is summable 1,1, kC k . 
Subsequently Bor and Thorpe established the following result. 
Theorem-C[3]: 
Let  np and  nq  be the sequence of positive real constants such that  
 i) )( nnnn qPOQp       ii) )( nnnn QpOqP  . 
then the series  na  is summable 
k
nqN , whenever it is summable 1,, kpN
k
n . 
Further, Tripathi established  
Theorem-D[6]: 
Suppose  np ,  nq ,  nX and  nY are sequences of positive real constants such that  
 i) )( nnnn qpOpq    ii) )( nnn XqOQ   iii) )( nnn pOpY  . 
If na  is summable 
k
npNX , , then it is summable 1,,  kqNY
k
n . 
 Extending the above result , Misra, Misra and Routa established the following theorem replacing 
1,,  kqNY
k
n  by 1,,  kqNY kn , in Theorem-D. 
 Theorem-E[7]: 
Suppose np ,  nq ,  nX and  nY are sequences of positive real constants such that  
 i) )( nnnn qpOpq    ii) )( nnn XqOQ     iii) )( nnn pOpY   
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 iv) 










  Q
O
Q
n
n n
111
1
 v)   1,1
1
1
1 


 kOa
n
k
k

 . 
If na  is summable 
k
npNX , , then it is summable 1,,  kqNY kn . 
Further, generalizing the above theorem to matrix summability Padhy, panda, Misra and Misra established the following 
theorem: 
Theorem-F[5]: 
Suppose  np ,  nq ,  nX and  nY are sequences of positive real constants such that  
 i)  nnnn pOPa  ,    ii)  n
nn
XO
a

1
,  iii)  nnn POpY  , 
   iv) )(
1
1
rrnr
m
rn
kk
n
n aOA
p
P










 , where 


n
k
nnk aA

  
and,  for the infinite triangular matrix    xnkaA , 
   v) )1(
1
OA
n
r
nr 

. 
Then  na  is kAY , 0,1,  k  summable whenever  na  is summable knpNX , 1, k . 
In what follows, in the present paper, further generalizing the above theorem we establish 
3. Main Theorem: 
Suppose  np ,  nq ,  nX and  nY are sequences of positive real constants such that  
 (3.1)   i)  nnnn pOPa  ,  
(3.2)              ii)  n
nn
XO
a

1
,  
(3.3)    iii)  nnn POpY  , 
(3.4)                                     iv)   
1
1
( )
k
m
k
n
nr rr
n r n
P
f A O a
p




 
 
 
  , where 


n
k
nnk aA

  
and, for the infinite triangular matrix    xnkaA , 
(3.5)     v) )1(
1
OA
n
r
nr 

. 
Then  na  is  , kY A f  0,1,  k  summable, whenever  na  is summable knpNX , 1, k . 
4. Proof of The Theorem: 
    If   nt  is the nth npN , -mean of  na ,then  
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   


n
n
n sp
P
t
0
1


 
    )()(
1
1010100 nn
n
aaapaapap
P
   
    nnnnn
n
apPapPaP
P
)()(
1
1100    
    


n
n
n
aPP
P 0
1
1

  
Then 
    1 nnn ttt  
        


n
n
n
aPP
P 0
1
1

  -  





1
0
11
1
1 n
n
n
aPP
P 
  
        


n
n
n
aPP
P 1
1
1

  -  





1
0
11
1
1 n
n
n
aPP
P 
  
      










n
nn
aP
PP 1
1
1
11

  
      




n
nn
n aP
PP
p
1
1
1 
  
Hence, 
         


 
n
n
n
nn aPt
p
PP
1
1
1

  
and 
                  




 
1
1
11
1
11
n
n
n
nn aPt
p
PP

  
Thus, 
          1
1
2


  n
n
n
n
n
n
n t
p
P
t
p
P
a  
Further,if  nT  is the nth A -mean of  na , where    xnkaA  triangular matrix, 
     


n
k
knkn saT
0
 
          


n
k
nnk
n
k
knk aAaA

,
0
 
Then, 
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        1nn TT 





1
0
,1
0
n
k
kkn
n
k
knk aAaA  
          


n
k
kknnk aAA
1
,1 )(  
          




 






n
k
k
k
k
k
k
k
knnk t
p
P
t
p
P
AA
1
1
1
2
,1 )(  
  













n
k
n
k
k
k
k
n
k
knk
k
k
knk
k
k
n
k
nkk
k
k
nk t
p
P
At
p
P
At
p
P
At
p
P
A
1
1
1
1
1
2
1
1
,1,11
1
2
1
 
                      4321 SSSS  (say). 
Now, 
                                     
     
1 1 4 1
1 1 1
1 1 2 3 4
1 1 1 1
m m m
k kk k kk k k k
n n n n n i
n n i n
f Y T T f Y S S S S Y S 
  
   

   
         
       (By Minokowski’s inequality) 
Our Theorem will be established if we show that .4,3,2,1,
1
1
11 


 iSY
k
i
m
n
kk
n

                                                            
                   
1 1
1 1
1
1 1 1
k
m m n
k kkk k r
n n nr r
n n r r
P
f Y S f Y A t
p
 
 
 
  
     
    
1
1
1
1 1 1
k k
m n n
k kk r
n r nr nr
n r rr
P
f Y t A A
p




  
   
    
  
    
       (Using Holder’s inequality) 
    
1 1
1
1
(1) ,
k
m m
kk kr
r n nr
r n rr
P
O t f Y A
p

 

 
 
  
 
   by (3.5) 
    
1
1 1
1
(1)
kk
m m
kk nr
r nr
r n rr n
PP
O t f A
p p


 
 
  
    
   
  , by (3.3) 
  rr
m
r
k
r
k
rr
at
a
O 









1
1
1
)1(  , (using 3.4) 
  


 
1
1
1)1(
m
r
k
r
k
r tXO , (using 3.2) 
            )1(O . 
Next 
                  
1 1
1 1 2
2 1
1 1 1 1
k
m m n
k kkk k r
n n nr r
n n r r
P
f Y S f Y A t
p
 
 
  

   
     
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    
1
1
1 1
1
1 1 11
k k
m n n
k kk r
n r nr nr
n r rr
P
f Y t A A
p



 

  
   
    
  
    
    
1 1
11
1
1 1
(1)
k
m m
kk kr
r n nr
r n rr
P
O t f Y A
p

 


 
 
  
 
  , by (3.5) 
    
1
1 1
1
1
1 1
(1)
kk
m m
kk nr
r nr
r n rr n
PP
O t f A
p p


 


 
  
    
   
  , by (3.3) 
  
rr
m
r
k
r
k
r
r at
p
P
O 









1
2
)1(  , (using 3.4) 
  rr
m
r
k
r
k
rr
at
a
O 









1
2
1
)1(  
  


 
1
2
1)1(
m
r
k
r
k
r tXO , (using 3.2) 
  )1(O . 
Also, 
     
1 1 1
1 1
3 1,
1 1 1
k
m m n
k kkk k r
n n n r r
n n r r
P
f Y S f Y A t
p
 
  
 

  
     
   
1
1 1
1
1, 1,
1 1 1
k k
m n n
k kk r
n r n r n r
n r rr
P
f Y t A A
p


 

 
  
   
    
  
    
   
1
1 1
1,
1 1
(1)
kk
m m
kk nr
r n r
r n rr n
PP
O t f A
p p


 

  
  
    
   
  , using (3.5) 
 rr
m
r
k
r
k
rr
at
a
O 









1
1
1
)1( , (using 3.4) 
 


 
1
1
1)1(
m
r
k
r
k
r tXO , (using 3.2) 
 )1(O . 
Finally, 
               
1 1 1
1 1 2
4 1, 1
1 1 1 2
k
m m n
k kkk k r
n n n r r
n n r r
P
f Y S f Y A t
p
 
  
  
 
   
     
    
1
1 1
1 2
1 1, 1,
1 1 12
k k
m n n
k kk r
n r n r n r
n r rr
P
f Y t A A
p


 
 
  
  
   
    
  
    
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    
1 1
1 1
1 1,
1 1 1
(1)
k
m n
k kk r
n r n r
n r r
P
O f Y t A
p

 
 
 
  
 
  
 
   
    
1
11
1 1,
1 11
(1)
k
m m
kk kr
r n r n
r n rr
P
O t A f Y
p



 
  
 
  
 
   
  1,1
1
1
1,1
1
)1( 



 






 rr
m
r
k
r
k
rr
at
a
O , (using 3.4) 
  



 
m
r
k
r
k
r tXO
1
1
1
1)1( , (using 3.2) 
  )1(O . 
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