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Introduction
Parikh's theorem [9] says that every context-free language is "letter-equivalent" to a regular set; formally, the commutative image of any context-free language is also the commutative image of some regular set, where the commutative image of a set A of strings over the finite alphabet fa 1 ; : : : ; a k g is the set of k-tuples fa 1 x; : : : ; a k x 2 N k j x 2 Ag N k ;
where a i x is the number of occurrences of a i in x. The k-tuples in N k are often called Parikh vectors. For example, the context-free language fa n b n j n 0g is letterequivalent to the regular set ab ; these two sets have a common commutative image fn; n j n 0g.
The usual combinatorial proofs of Parikh's theorem involve an induction on parse trees of context-free grammars. In this paper we prove the following general theorem of commutative Kleene algebra, of which Parikh's theorem is a special case: Theorem 1.1 Every system of inequalities f i x 1 ; : : : ; x n x i ; 1 i n; (1) where the f i are polynomials in K x 1 ; : : : ; x n over a commutative Kleene algebra K, has a unique least solution in K n ; moreover, the components of the solution are given by polynomials in the coefficients of the f i .
We might take the statement of Theorem 1.1 as a definition of algebraic closure in Kleene algebra, in which case the theorem says that any commutative Kleene algebra is algebraically closed.
Pilling [10] proves Theorem 1.1 in the special case of the commutative Kleene algebra RegN k , the algebra of regular sets of Parikh vectors, and argues that this is the essential content of Parikh's theorem. Indeed, context-free grammars are just systems of set inequalities, and the context-free languages they generate are the minimal solutions. For example, the context-free grammar S ! aSb j is essentially the system consisting of the single inequality axb + 1 x whose least solution in 2 fa;bg is the context-free language fa n b n j n 0g. Under the assumption of commutativity, the inequality can be rewritten abx + 1 x, whose least solution is the regular set ab . For a somewhat more difficult example, the context-free grammar S ! [S] j S Sj generating the set of balanced strings of parentheses is essentially the system consisting of the single inequality proof to any *-continuous Kleene algebra. However, the proof makes essential use of various infinitary properties such as the continuity of regular operators and the fact that a is the supremum of the a n , n 0. Kuich [8] also gives a generalization of Parikh's theorem that holds for any commutative idempotent !-continuous semiring. Kuich's result implies Pilling's, since RegN k is embedded in the commutative idempotent !-continuous semiring 2 N k . Conversely, since every commutative idempotent !-continuous semiring is a commutative Kleene algebra under the usual definition of the * operator a = X n0 a n ;
Pilling's result, suitably generalized to *-continuous Kleene algebras, would imply Kuich's. But again, these proofs depend on the strong infinitary properties of *-continuous algebras.
Our result is a generalization of these results in that it holds in all commutative Kleene algebras. The main difference here is that Kleene algebra as defined in [5] has a finitary algebraic axiomatization consisting of finitely many equations and equational implications. Thus one might say that we are replacing the analytic arguments of Pilling and Kuich with algebraic arguments. The fact that we cannot argue combinatorially in the model RegN k or use the infinitary properties of *-continuous algebras makes the proof more difficult, but also makes the result considerably stronger.
The situation is analogous to the fundamental theorem of algebra, which states that the complex numbers C are algebraically closed. The most common proof of this theorem, originally due to Gauss, depends on the analytic structure of C and uses second-order arguments (see e.g. [12] ). However, one can give a first-order, purely algebraic proof of the more general result that if R is any real closed field (such as R or A , the real algebraic numbers), then R i is algebraically closed (see e.g. [11] ). Like the fundamental theorem of algebra, our result also deals with solutions of polynomial systems, and our proof replaces arguments referring to the analytic or second-order structure of RegN k , embodied in the *-continuity axiom, with first-order equational arguments referring only to the finitary algebraic structure of commutative Kleene algebras.
Our development involves the definition of differential operators @ @x on commutative Kleene algebras of polynomials and a version of Taylor's theorem:
Differential operators allow us to define the Jacobian matrix of a system of inequalities, which we use to give a closed form solution.
In Section 2 we review the definitions of Kleene algebra and commutative Kleene algebra. In Section 3 we discuss polynomials over a commutative Kleene algebra, define differential operators on a commutative Kleene algebra of polynomials, and develop some basic properties, culminating in a version of Taylor's theorem. In Section 4 we prove Theorem 1.1. In Section 5 we give a closed form solution in terms of the Jacobian matrix of a system of inequalities.
Commutative Kleene Algebra
Kleene algebra is the algebra of regular expressions [3, 1] . The axiomatization we adopt here is from [5] . A Kleene algebra is an algebraic structure K; +; ; ; 0; 1 that is an idempotent semiring under +; ; 0; 1 satisfying 1 + pp = p (2) 1 + p p = p (3) q + pr r ! p q r (4) q + rp r ! qp r (5) where refers to the natural partial order on K: p q def p + q = q :
The operation + gives the supremum with respect to the natural order . Instead of (4) and (5), we might take the equivalent axioms pr r ! p r r (6) rp r ! rp r : Kleene algebras play a prominent role in dynamic logic and other program logics. Standard models include the family of regular sets over a finite alphabet; the family of binary relations on a set; and the family of n n matrices over another Kleene algebra. Other more unusual interpretations include the min,+ algebra used in shortest path algorithms and models consisting of convex polyhedra used in computational geometry [2] . All naturally occurring models are *-continuous. Commutativity assumptions also arise in practice [6] .
The following are some typical identities of Kleene algebra:
p q p = p + q (8) pqp = pq p (9) p = pp 1 + p : (10) All the operators are monotone with respect to . In other words, if p q, then pr qr, rp rq, p + r q + r, and p q for any r.
The following is a theorem of commutative Kleene algebra that does not hold in Kleene algebra in general:
p + q = p q : (11) Using this, one can prove a normal form theorem that says that every expression is equivalent to a sum y 1 This normal form was observed by Pilling [10] in the context of RegN k , but using (11) it is easily shown to hold in all commutative Kleene algebras.
The equational theory of Kleene algebras and *-continuous Kleene algebras coincide [5] , but their Horn theories do not; indeed, the Horn theory of *-continuous Kleene algebras is 1 1 -complete [7] . See [5] for a more thorough introduction to Kleene algebra.
Polynomials and Differential Operators

Polynomials over a commutative Kleene algebra
If K is a commutative Kleene algebra, we denote by K x the commutative Kleene algebra of polynomials in indeterminates x over K. These are very much like polynomials over a ring or field. We can think of a polynomial as a regular expression over K and x reduced modulo the axioms of commutative Kleene algebra and the diagram of K (the set of ground identities that hold in K). Formally, K x is defined to be the direct sum (coproduct) of K with the free commutative Kleene algebra on generators x in the category of commutative Kleene algebras.
The most significant property of polynomials is that any pair of maps h; h 0 , where h : K ! L is a Kleene algebra homomorphism and h 0 : x ! L is a set function, extend simultaneously and uniquely to a Kleene algebra homomorphism
When h is the identity on K, the map b h is just polynomial evaluation; intuitively, applying b h can be regarded as substituting the values h 0 x for the indeterminates x 2 x and then evaluating the resulting expression.
If x = x 1 ; : : : ; x n and a = a 1 ; : : : ; a n , we write fa or fx j x=a for the value of f evaluated at x i 7 ! a i , 1 i n. 
Differential Operators
Proof. This is a straightforward induction on the structure of f. We argue the cases f = ghand f = g explicitly. We also have the following version of Taylor's theorem in commutative Kleene algebra. We often wish to differentiate simultaneously with respect to a sequence of indeterminates y = y 1 ; : : : ; y k .
We define an operator @ @y that when applied to an element f 2 K x produces a row vector of length k whose i th The proof of these propositions is a straightforward generalization of the proof of Theorem 3.2.
A Generalization of Parikh's Theorem
In this section we prove Theorem 1.1. We first prove the result for n = 1, then extend it to arbitrary n. Many arguments in this section are inspired by those of Pilling [10] (see also [1] ) but generalized to apply to arbitrary commutative Kleene algebras. 
Moreover, this holds uniformly over all homomorphic images of K.
For example, the context-free language A = fa n b n j n 0g is generated by the grammar S ! aSb j , which translates to the one-dimensional system axb + 1 x. Letting fx = axb+ 1 , we get f 0 x = ab and f 0 = 1 , thus (14) gives ab . This is a regular expression describing a regular set letter-equivalent to A.
Proof. First we argue that (14) is a solution to fx x.
It follows by a straightforward inductive argument that for any polynomial hx, ac bc ! hac hbc: 
= a:
Now we show that (14) is the least solution. Suppose y is any solution; thus fy y. We wish to show that f 0 f0 f0 y:
By (4), it suffices to show f0 + f 0 f0 y y:
But by monotonicity, f0 fy y, and f0 + f 0 f0 y f0 + f 0 y y by monotonicity = fy by Theorem 3.3
y:
The expression (14) gives the least solution of fx x uniformly over all homomorphic images of K because the axioms of Kleene algebra used in the proof hold universally under any interpretation.
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The uniformity condition of Theorem 4.1 may seem obvious, but it is actually a rather subtle point. The issue is that equations are preserved under homomorphisms, but in general Horn formulas (equational implications) are not. The homomorphic image he of a solution e of an inequality fx x is a solution of the homomorphic image of the inequality, because the inequality is equivalent to an equation fx + x = x; but that he is the least solution does not follow from the fact that e is least, since this property requires a Horn formula.
Proof of Theorem 1.1. We iterate the one-dimensional solution as follows. Consider the two-dimensional system fx; y x gx; y y:
We claim that a; ha is the desired least solution to (16) in K 2 . Surely fa; ha a by the one-dimensional argument. Moreover, by the uniformity observation, we also have ga; ha ha, since it is the image of gx; hx hx under the evaluation homomorphism x 7 ! a.
To show a; ha is the least solution, suppose b; c is any other solution. Then fb; c b and gb; c c.
Using the uniformity observation with the evaluation morphism x 7 ! b, we have that hb is the least solution of gb; y y. Then hb c. But by monotonicity, fb; hb fb; c b. Since a is the least solution to fx; hx x, we have that a b. Again by monotonicity, ha hb c. Thus a; ha b; c.
By iterating this process inductively, we can obtain the existence of a solution to any n n system. 2
A Closed Form Solution
The iterated construction of the previous section does not give a symmetric closed-form expression for any dimension greater than one. In this section we provide a symmetric closed-form solution.
Let K be a commutative Kleene algebra and consider an n n system fx x Below we will derive an explicit single-exponential bound on N as a function of n.
Proof. We will prove the first statement of the theorem; the uniformity property will follow by the same considerations as in the proof of Theorem 4. 
The inequalities follow from the fact that if u is any solution to 17, then a k u for all k. The second inequality of (20) follows from a similar argument. Now we show by induction on j that c j a k a j+k+1 :
For the basis, c 0 a k = ha k ; 0 ha k a k+1 :
For the induction step, c j+1 a k = @h @z a k ; c j a k c j a k @h @z a k ; a j+k+1 a j+k+1 @h @z a j+k+1 a j+k+1 = @f @x a j+k+1 a j+k+1 @f @x a j+k+1 a j+k+1 @f @x a j+k+1 a j+k+1 = a j+k+2 :
Now we show by induction on k that when m = n , 1, that is, for jzj = 1 , @c k+1 @y y @h @z y; c k y @h @y y; c k y: (22) The corresponding result for m n ,1 would require some specialized notation even to state. The proof for m = n , 1 is considerably simpler, so we henceforth restrict ourselves to that case.
First we note that @c0 @y y = @ @y hy; 0 = @h @y y; 0: 
