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Razvoj TK-operaterjev se preveša iz okolja s strogo namensko arhitekturo v navidezna 
okolja s skupno platformo za vse storitve in tehnologije. Obstoječa namenska arhitektura je v 
današnjem hitrorastočem in prometno nepredvidljivem okolju vse bolj nefleksibilna in 
prepočasi razširljiva. 
Prehod v virtualna okolja dodaja zmogljivosti računalništva v oblaku obstoječim TK-
omrežjem. Portfelj ponujanih storitev TK-operaterja v virtualnem okolju po novem tako obsega 
TK-storitve v oblaku na podlagi navidezne omrežne funkcije oz. VNF in na podlagi programsko 
določenega omrežja oz. SDN, podprtem z zalednimi sistemi, kot npr. OSS/BSS v IT-oblaku. 
Prav tako se operaterji odločajo za uvedbo ali najem komercialnih oblakov, kjer svojim 
strankam nudijo vse storitve, ki olajšajo in optimizirajo vsakdanje delo v poslovnem okolju.  
Noben prehod v novo okolje ni sam po sebi povsem samoumeven in premočrten, pač pa 
splet trenutnih zmogljivosti zagotavljanja storitev, načrtovanja podpore bodočim storitvam, ki 
temeljijo na novih, hitro razvijajočih se tehnologijah in specifičnih značilnostih posameznega 
trga. Uvajanje naprednih rešitev mora iti skozi sito ustrezne varnostne politike nasproti 
uporabniku in izvajalcu storitve ob podpori izbire primerne rešitve selitve v virtualno okolje.  
V diplomskem delu je poseben poudarek na virtualizaciji omrežne opreme v smislu 
nadomeščanja obstoječe omrežne opreme s programsko modularno opremo na zmogljivi 
komercialni strojni opremi, tj. s ciljem zagotavljanja visoke odzivnosti, neodvisnosti med 
strojno/programsko opremo in finančne optimalnosti. Izvedba ločitve programske/strojne 
opreme in upravljanja omrežnih storitev na podlagi ločevanja kontrolne ravnine od podatkovne 
sloni na vpeljavi NFV- in SDN-funkcij. Kombinacija obeh funkcij bo pripomogla k večji 
enostavnosti in prožnosti omrežne arhitekture, blaženju omrežnih obremenitev in 
kombiniranemu izvajanju storitev. 
xviii   Povzetek 
 
Postopek prehoda v novo okolje se izvaja s procesom migracije. Migracija inicialno obsega 
podrobno analizo storitev omrežnega elementa, ki ga nameravamo migrirati na primerno 
platformo, ki bo lahko podprla trenutne, ter razvoj in integracijo novih storitev. Konkreten 
primer migracije, opisane v tem diplomskem delu, je migracija uporabniških baz – vUSPP 
»HLR/HSS/MNP/AAA« na namensko virtualno platformo. USPP-platforma ponudnika ZTE 
je v tem primeru najbolj ustrezala vsem arhitekturnim kriterijem po visoki zanesljivosti. Po 
izbrani platformi sledi oblikovanje na visoki in nizki stopnji, ki določa na eni strani neposredno 
vpetost v celostno omrežno arhitekturo operaterja (povezljivost, soodvisnost, podatkovna 
analiza obstoječe baze), na drugi strani pa natančno določanje sistemskih in opcijskih 
parametrov aplikacij. Po oblikovni sledi neposredna migracijska faza na novo platformo, ki 
vključuje prenos baz podatkov, spremembo usmerjanja, Roll Back-mehanizma ter končni 
nadzor in opazovanje na podlagi spremljanja ključnih KPI. 
 





Development of Telecommunication operaters is shifting from the environment with 
strictly dedicated architecture in virtual environments with a common platform for all services 
and technologies. Existing dedicated architecture in today's fast growing and traffic 
unpredictable environment is increasingly inflexible and slow expandable. 
The transition to a virtual environment adds capabilities of cloud computing to existing 
telecommunication networks. Portfolio of ofered services of the Telecommunication operaters 
in a virtual envirnoment, now also comprises telecommunication services in the cloud based on 
the virtual network functions or VNF and software-defined network or SDN, supported by 
back-end systems such as OSS / BSS in the IT cloud. Operators can also decide to introduce or 
rent commercial cloud where users are offered all the services, to facilitate and optimize every 
day work in a business environment. 
No transition to a new environment is quite straight forward and obvious, but the mix of 
current capacity to deliver services, planning support future services that are based on new and 
rapidly evolving technologies and specific market features. The introduction of advanced 
solutions pass through a sieve adequate security policies across the user and the service provider 
with the support of the selection of appropriate solutions for moving to a virtual environment. 
The thesis is a special focus on virtualization of network equipment in terms of the 
replacement of existing network equipment with modular software programs on a powerful 
commercial hardware with the goal of providing high responsiveness, independence between 
hardware / software and financial optimality. Implementation of separation software / hardware 
management and network services based on the separation of the control plane and user plan is 
based on the introduction of NFV and SDN features. The combination of these features will 
contribute to greater simplicity and flexibility of the network architecture, mitigating network 
load and combined delivery of services. 
xx   Abstract 
 
The process of transition to a new environment is carried out with the migration process. 
Migration will initially comprises a detailed analysis of the services network element that we 
plan to migrate to a suitable platform that can support current and the development and 
integration of new services. A concrete example of the migration described in this thesis, is the 
migration of customer databases - vUSPP HLR / HSS / MNP / AAA on a dedicated virtual 
platform. ZTE USPP platform provider, in this case most suit all architectural criteria for high 
reliability. Once platform is chosen, it's followed by high and low level design, which provide 
on  the one hand, direct integration into the overall network architecture operator (connectivity, 
correlation, analysis of existing data bases), on the other hand, precise determination of system 
parameters and optional applications. After the design, migration phase is followed by direct 
migration to the new platform, which includes the transfer of the database, change routing, Roll 
Back mechanism and finally control and surveillance on the basis of monitoring key KPIs. 
 





Današnje storitve in aplikacije neposredno krojijo način našega življenja, način dela, 
izobraževanja in preživljanja prostega časa. Uporabniki pričakujemo in smo navajeni dostopati 
do informacij povsod in v vsakem trenutku. Izpolnjevanje teh zahtev in pričakovanj je za 
ponudnike informacijsko-komunikacijsko tehnoloških (IKT) storitev lahko zelo zahtevno in 
časovno potratno nasproti uporabniku. 
IKT-tehnologije združujejo v svojem bistvu prvotno ločeni tehnologiji – 
telekomunikacijsko (angl. Telecommunication – TK) in informacijsko (angl. Information – IT). 
Telekomunikacijska tehnologija se neposredno navezuje na jedrne omrežne elemente (mobilne 
in fiksne) in dostopovne omrežne elemente (brezžične in ožičene), medtem ko se internetna 
tehnologija navezuje na upravljanje s strojno in programsko infrastrukturo, npr. poslovni in 
operacijski podporni sistem (angl. Bussisnes and Operations support system – BSS/OSS). Meja 
med obema tehnologijama je vedno bolj zabrisana in bo s prehajanjem IKT-storitev v oblak na 
podlagi treh primarnih tipov, platforme kot storitve (angl. Platform as a Service – PaaS), 
programske opreme kot storitve (angl. Software as a Service – SaaS) in infrastrukture kot 
storitve (angl. Infrastructure as a Service – IaaS), počasi zbledela. Za storitve v oblaku se 
odločajo tako mobilni operaterji, telekomunikacijski in drugi operaterji, ki sledijo trendu 
razvoja IKT-tehnologij in optimizaciji nudenja lastnih storitev in poslovnih procesov. 
Ohranjanje odlične uporabniške izkušnje je za operaterja naloga z najvišjo prioriteto. Ob 
nepredvidljivih vzorcih prometa postaja glavno gonilo za ohranjanje in rast prihodkov. 
Pomembno vlogo igrajo agilne inovacije in sposobnost nudenja novih storitev. Razvoj novih 
telekomunikacijskih storitev je v preteklosti terjal nekaj mesecev, medtem ko operaterji danes 
tekmujejo z velikimi spletnimi igralci, ki lahko ponudijo svoje storitve od ideje do zasnove v 
samo nekaj dneh.  
2   Uvod 
 
Da bi lahko zadostili tem hitro naraščajočim spremembam, telekomunikacijski operaterji 
po svetu vse hitreje uvajajo svojo storitveno telekomunikacijsko infrastrukturo v oblak s 
ključnimi karakteristikami oblaka, kot so elastičnost, fleksibilnost in prilagodljiva razširljivost. 
Nepredvidljivi vzorci prometa, rastoče zahteve, ki neposredno vplivajo na kapaciteto omrežja, 
in hitra implementacija novih storitev so neposredni izzivi za ponudnike storitev v oblaku pri 
zagotavljanju odlične uporabniške izkušnje. Telekomunikacijski sektor je v zadnjih letih utrpel 
velik izpad čistega dobička. Ravno prehod na storitve v oblaku jim lahko zagotovi pridobitev 
dobršnega dela tržnega dela v smislu kredibilnih ponudnikov IKT-storitev v segmentih, kot so 
podatkovni centri, klicni centri, prostrana omrežja (angl. Wide Area Network – WAN) in 
lokalna omrežja (angl. Local Area Network – LAN). Ključen je prehod z namenske strojne 
opreme, ki služi posamezni omrežni funkciji, na arhitekturo, ki lahko dinamično spreminja 
namen na podlagi zahtev različnih aplikacij oz. funkcij. Namesto podvajanja elementov na 
točkah omrežja z neustrezno kapaciteto lahko ponudniki implementirajo platforme z 
orkestracijo potrebnih virov. 
»Srce« vsakega oblaka je podatkovni center. Tj. skupaj s programsko določenim omrežjem 
(angl. Software Defined Network – SDN), ki prinaša oblaku enostavnost in dostopnost do 
storitev neodvisno od podložne kompleksnosti, in virtualizacijo omrežnih funkcij (angl. 
Network Function Virtualization – NFV), ki pripomore k agilnosti omrežnih elementov. 
To diplomsko delo se osredotoča na koncept prehoda omrežnih elementov ponudnika 
mobilnih telekomunikacijskih storitev v oblak. Predstavljeni so razlogi in načini prehajanja v 
oblak ter potrebni premisleki pri načrtovanju, ki se dotikajo predvsem varnosti in pravnega 
vidika posredovanja uporabniško občutljivih podatkov.  
V drugem delu diplomskega dela so opisani neposredni postopki in koraki migracije v 
oblak, dimenzioniranje in zasnova podatkovnega centra na primeru registra domačih 
naročnikov/strežnika za domače naročnike (angl. Home Local Register/Home Subscriber 




2 Storitve v oblaku za telekomunikacijskega 
mobilnega operaterja 
Ponudnik mobilnih telekomunikacijskih storitev v oblaku je telekomunikacijsko podjetje. 
Slednje v skladu z razvojem mobilnih tehnologij (predvsem na področju konvergenčnih 
storitev) in zlivanjem storitev z IT-tehnologijami postopoma preusmerja svojo namensko 
infrastrukturo v infrastrukturo v oblaku, in sicer z namenom zagotavljanja sredstev za storitve 
računalništva v oblaku. 
2.1 Kaj so telekomunikacijske storitve v oblaku 
Računalništvo v oblaku [1] vse bolj izrazito spreminja IKT-industrijo, še posebej na 
področju shranjevanja in obdelave podatkov. Zanimivo je dejstvo, da nobena od tehnik oblaka 
(navideznost, obdelava podatkov, vzporedno računalništvo, upravljanje grozda, več-jedrno 
procesiranje) ni nova, skupaj pa spreminjajo svet okoli nas. 
Pojem računalništva v oblaku se neposredno navezuje na dostopnost do navideznih 
računalniških sredstev oz. virov (omrežja, strežniki, pomnilniki, diski, aplikacije in storitve). Ti 
viri so lahko med sabo povezani z namenom podpore pri izvajanju posamezne aplikacije oz. 
storitve. Temelj računalništva v oblaku je zastopan s tremi bistvenimi dejavniki [24]: 
 Virtualizacija. Fizične komponente (strežnik, pomnilnik, požarni zid, usmerjevalnik ...) 
se prestavijo v navidezne oblike na skupen medij. 
 Storitveno orientirana arhitektura (angl. Service Oriented Architecture – SOA). Temelji 
na povezovanju različnih v osnovi ločenih storitev. 
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 Najem storitev. Najemamo le tisto, kar dejansko potrebujemo, z možnostjo 
razširjanja/krčenja najetih virov. 
Računalništvo v oblaku daje pojmu »storitev na zahtevo« povsem novo razsežnost, 
orientirano na končnega uporabnika. Storitve so dostopne v vsakem trenutku brez dolgih zamud 
iz praktično vseh standardiziranih platform (prenosnik, namizje, mobilni telefon itd.). 
Do storitev v oblaku je možen dostop na treh različnih nivojih [25]: 
 SaaS se namenja končnim uporabnikom. Ponudnik programsko opremo licencira za 
uporabnika kot storitev na zahtevo, z uporabo naročnine, ali model, plačljiv glede na 
dejansko uporabo. 
 PaaS se opredeli kot računalniška platforma za razvoj programske opreme brez 
kompleksnega in pogosto nadležnega vzdrževanja programske opreme in infrastrukture. 
Zelo primeren je za uvajanje, testiranje in razvijanje programske opreme v istem 
integriranem razvojnem okolju. Uporabna je njegova večnajemna arhitektura, ki 
omogoča več razvijalcem hkraten dostop do razvojne platforme. Vgrajeno ima funkcijo 
za avtomatično razširljivost skupaj z obravnavo obremenitve in avtomatičnega 
preklopa. Podprta je integracija s spletnimi storitvami in bazami podatkov prek skupnih 
standardov.     
 IaaS je način zagotavljanja infrastrukture računalništva v oblaku – strežnikov, sistemov 
za shranjevanje, operacijskih sistemov – in omrežja kot storitve na zahtevo. Glavne 
značilnosti so distribuirani viri kot storitev. Omogočena sta dinamično razširjanje in 
cenovna dostopnost ter vključuje več uporabnikov na posamezni opremi.  
Telekomunikacijski operaterji so pod vse večjim pritiskom, ki omejujejo njihove naložbe 
v osnovna sredstva. Hkrati pa je oteženo razširjanje obstoječe strojne opreme v podporo hitri 
rasti prometa na posameznih segmentih povezave od naprave do naprave (angl. Machine to 
Machine – M2M), tj. ob zagotavljanju visoke dosegljivosti ponujanih storitev. Odgovor na 
naraščajoče izzive za telekomunikacijske operaterje je izbira primerne rešitve oz. arhitekture (z 
uporabo ustreznih nivojev) glede na potrebe, marketinško strategijo. Vpliva na obstoječe OSS- 
oz. BSS-sisteme in medsebojno delovanje z obstoječimi virtualnimi omrežnimi elementi.  
Ustrezna izbira za prehod telekomunikacijskega operaterja v oblak je kombinacija IaaS- in 
PaaS-nivoja zaradi svoje stroškovne učinkovitosti pri dostopanju do računalniških virov v 
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oblaku ter uporabe naprednih orodij za spremljanje in upravljanje storitev. IaaS-nivo je v 
svojem bistvu virtualni stroj (angl. Virtual Machine – VM), ki gosti storitev. V VM je naložena 
vsa programska oprema (operacijski sistem, posredniška oprema in aplikacije). PaaS-nivo 
predstavlja platformo za razvoj ključnih aplikacij omrežnih elementov.  
Prihodki operaterja z naslova tradicionalnih govornih storitev in kratkih sporočil (angl. 
Short Message Service – SMS) so v stagnaciji oz. v upadanju, predvsem na račun OTT-
konkurence (angl. Over The Top – OTT). Poleg tega se vrši še dodaten pritisk na 
telekomunikacijske operaterje s hitrim razvojem širokopasovnih storitev. Na drugi strani 
naraščajo pričakovanja potrošnikov, kjer pa operaterji zaostajajo za ponudniki internetnih 
storitev v smislu inovacij.  
Točka preobrata v smislu dobitka za telekomunikacijske storitve v oblaku je v ločitvi 
aplikacij, ki slonijo na programski opremi, od osnovne strojne opreme s pomočjo virtualnosti 




Slika 2.1: Z virtualizacijo do podatkovnih centrov v oblaku [1]  
 
Načela upravljanja v oblaku so prenesena na področje telekomunikacijskih omrežij in 
aplikacij, ki so zgrajena v skladu s tradicionalnim pristopom do infrastrukture. Na tak način so 
postavljeni temelji za telekomunikacijski oblak z uporabo standardiziranih namenskih funkcij, 
kot so NFV, SDN in robno mobilno računalništvo (angl. Mobile Edge Computing – MEC). 
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Telekomunikacijske aplikacije niso zgolj spletno zasnovane internetne aplikacije, pač pa je 
treba upoštevati specifične zahteve strank, kar lahko terja nove zahteve na platformah in 
trenutno uporabljenih orodjih. 
 
 
2.2 Razlogi in strategija prehoda telekomunikacijskih 
storitev v oblak 
Telekomunikacijski operaterji se soočajo [1] z vedno večjo in hitrejšo rastjo podatkovnega 
prometa. Rast podatkovnega prometa je zelo hitra, še posebej na področju nudenja 
visokoločljivostnega videa, neprestanega dotoka aplikacij in vsebin ter prihoda novih naprav in 
storitev. Rast prometa zahteva naložbe v novo omrežje (širjenje kapacitet in licenc), kar pa za 
operaterje predstavlja velik izziv zaradi vse bolj nepredvidljivih vzorcev prometa. Nazoren 
primer take rasti je bil začetek promocije novega Applovega operacijskega sistema iOS8, kjer 
je posodobitev, velika 1,3 GB, generirala 50 % večji enkratni promet, kot je običajen promet v 
mobilnih omrežjih Združenih držav Amerike. 
Vzporedno s hitro naraščajočimi zahtevami po vse večji zmogljivosti in prilagodljivosti 
operaterji iščejo načine za izboljšanje dobičkonosnosti tudi na račun izrazitega zmanjševanja 
stroškov. 
Ključni igralec za soočanje s temi izzivi je TK-oblak. TK-oblak si obeta podobne koristi 
kot računalništvo v oblaku v IT-okolju, in sicer zlasti z nižjimi obratovalnimi stroški in 
prožnostjo delovanja. 
Meja med TK- in IT-storitvami se vse bolj vztrajno tanjša s čedalje naprednejšimi 
pametnimi telefoni in inovativnimi aplikacijami, kot so Skype, Twitter, Facebook idr. Čisti 
prihodek od gole povezljivosti mobilnih operaterjev se vztrajno manjša. Eden od glavnih 
razlogov je vrzel med ponudniki OTT-storitev z uporabo najnovejših IT-tehnologij 
(računalništvo v oblaku, skladiščenje) in TK-operaterji s svojo tradicionalno omrežno opremo 
in storitveno platformo. Navideznost in načela oblaka ponudnikom OTT-storitev omogočajo 
bistveno večjo učinkovitost in fleksibilnost pri upravljanju s storitvami, tj. omogočeno s strani 
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standardnih oz. avtomatiziranih podatkovnih centrov. Krasita jih bistveno večja agilnost in 





Slika 2.2: Vrzel v učinkovitosti med TK-operaterji in operaterji v oblaku [1]  
 
Povprečen čas za dostavo nove storitve na trg TK-operaterja je od 6 do 7 mesecev, medtem 
ko je za operaterja v oblaku to le nekaj sekund. TK-operater razpolaga z nekaj deset 
specifičnimi strežniškimi sistemi, in sicer nasproti stotinam avtomatiziranih navideznih 
strežnikov, ki so na razpolago operaterju v oblaku. TK-operater operira z namensko in zaprto 





2.3 Ključni dejavniki za prehod obstoječih aplikacij v 
oblak 
Računalništvo v oblaku ponuja telekomunikacijskim operaterjem priložnost, da okrepijo in 
razširijo svoj portfelj storitev onstran gole povezljivosti. Študija je pokazala [2], da bi morala 
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biti TK-strategija v oblaku osredotočena na končne uporabnike na lokalnem nivoju. Medtem 
ko TK-operaterji investirajo v vsako naslednjo napredno omrežno tehnologijo, trenutno 
evolucijo na daljši rok (angl. Long Term Evolution – LTE), bi prav tako morali nameniti več 
časa in denarja v omogočanje boljše uporabniške izkušnje. Področja, na katerih bi združevanje 
klasičnih TK-storitev in storitev v oblaku prišlo do izraza, so:  
 rešitve, ki zahtevajo odziv v realnem času s čim krajšo zakasnitvijo; 
 nemoteno sodelovanje med multimedijo in mobilno napravo; 
 izboljšane aplikacijske funkcije glede na zmogljivost omrežja; 
 izkoriščanje lokalnih sredstev s pametnimi tržnimi modeli (angl. »Go-to-Market«) in 
spletno avtomatizacijo. 
Storitve v oblaku omogočajo konfiguriranje navideznega zasebnega podatkovnega centra 
tako enostavno, kot je enostaven prenos aplikacije na mobilen telefon. 
Uporabna funkcija za kupca, ki prednostno opozarja stranko na želeno storitev v oblaku, 
se imenuje sidro, ki se je izkazalo za najboljše mesto za zagon storitev v oblaku. Izbira sidra se 
razlikuje med različnimi segmenti, tj. od zasebnih do malih podjetij in od večjih podjetij do 
korporacij. Pomembne funkcije sidra so prijavno področje, profil in raven osebnosti. Uspešna 
sidra vzpostavijo in ponudijo zelo oseben kanal med ponudnikom storitve in stranko. 
TK-ponudniki morajo ustvariti tako sidro kakor vstopno točko za te storitve v oblaku. Pri 
izbiri in oblikovanju storitev v oblaku se mora TK-operater odločiti za pridobitev ali razvoj 
lastne vsebine. Z ustreznim sidrom dostopamo do ustreznega nabora storitev v oblaku, ki so 
lahko najkoristneje ponujene kot blagovne znamke, poleg dodatno ponujanih samopostrežnih 
storitev.  
TK-ponudniki se pri začetku vpeljave storitev v oblaku odločajo za vlaganje v aplikacije 
in storitve, povezane z infrastrukturo, kot so pisarniške aplikacije, skladiščenje in poenotene 
komunikacijske storitve. Za primer lahko navedemo Si.Mobilove poslovne rešitve v oblaku, ki 
strankam ponujajo napredno poslovno programsko opremo (Microsoft Office 365), 
računovodske programe (MiniMAX), gostovanje strežnikov, spletno domeno itd. [3]. 
Te storitve so običajno povezane z zaledno integracijo obračunskih sistemov kot dodana 
vrednost in predstavljena oz. uporabljena na aplikaciji spletne trgovine. 





Slika 2.3: Arhitektura storitev v oblaku [2]  
 
Arhitektura storitev v oblaku je sestavljena iz zelo zmogljivih računalnikov z nizko latenco 
in hitrim IP-dostopom ter zmogljivo terminalno opremo [2]. 
 
 
2.3.1 Premisleki pri načrtovanju 
Prednosti računalništva v oblaku oz. TK-storitev v oblaku, kot so shranjevanje podatkov, 
upravljanje s človeškimi viri, e-pošta, izmenjava datotek itd., so pod velikim vprašajem s 
stališča varnosti. Uporabniki storitev v oblaku se na eni strani sicer izognejo velikim začetnim 
vlaganjem in obratovalnim oz. vzdrževalnim stroškom, na drugi strani pa se močno poveča 
varnostna izpostavljenost. Zato je treba pri storitvah v oblaku prednostno obravnavati naslednje 
varnostne faktorje [4]: 
 Urejen, kontroliran dostop (angl. Multy - Tenancy) do skupne porazdeljene baze 
podatkov. Ponudniki storitev v oblaku praviloma ponujajo skupno infrastrukturo z 
ločeno bazo po uporabniku/področju/državi. Obstaja potencialna nevarnost uhajanja 
podatkov, kar lahko povzroči ena stranka oz. najemnik, ki ima dostop do podatkov druge 
stranke oz. najemnika  
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 Zaupnost zaradi skupne rabe infrastrukture, kjer je izvzeto tradicionalno varovanje 
(lokalni požarni zid). TK-operaterji so dolžni varovati svoje uporabnike na najvišji 
možni ravni ne glede na to, ali so uporabniški podatki v tranzitu ali mirovanju. 
 Dostopnost. Raba storitev v oblaku je v veliki meri odvisna od delovanja omrežja 
ponudnika storitev. Zlonamerni akterji lahko izkoristijo strežniško strukturo oblaka in 
širijo zlonamerno programsko opremo ali zlomijo šifrirni ključ in prodrejo do 
računalniške moči ponudnika oblaka. Z vdorom do virov lahko vplivajo na latenco in 
samo oblikovanje aplikacij. Ta ogroženost je eden od vzgibov, da se ponudniki TK-
storitev odločajo za zaseben oblak. 
 Izguba podatkov. Podatki so lahko izgubljeni zaradi namernega ali nenamernega izbrisa 
ponudnika storitev v oblaku, zlonamernega skrbnika ali naravne nesreče. Ponudnik 
storitev mora poskrbeti za ustrezno proaktivno varnostno kopiranje in varovanje 
podatkov na ustrezni lokaciji oz. mediju. Varnostno kopiranje podatkov se mora izvajati 
periodično z ustreznim mehanizmom restavriranja teh podatkov v primeru ogrožanja. 
 Dobava opreme. Oprema ponudnika v oblaku je lahko ranljiva za nedovoljeno 
spreminjanje ali prikrojevanje, zato je treba poskrbeti za ustrezno integriteto dobavne 
verige. 
 Nezanesljiv vmesnik za aplikacijsko programiranje (angl. Application Programing 
Interface – API). API omogoča dvema aplikacijama medsebojno komunikacijo, ki je 
zasnovana za upravljanje in spremljanje osnovnih storitev v oblaku. Zasnovana mora 
biti z ustreznimi varnostnimi mehanizmi, ki preprečujejo zlonamerne vdore. 
 Pravno izvajanje storitev je možno na različnih (nelokalnih) lokacijah (georedundanca, 
ki lahko sega onkraj meja matične države). Upoštevati je treba lokalno in tujo 
zakonodajo, ki bi lahko prišla navzkriž s pravno-formalno pristojnostjo. Tako se morajo 
v Sloveniji vsi jedrni elementi omrežja posameznega operaterja nahajati lokalno v 
skladu z zakonodajo. Sporen je lahko primer, kjer je zasežena oprema ponudnika 
storitev v oblaku skupaj z uporabniškimi podatki, ki v so v tem primeru obravnavani 
kot sredstva ponudnika. 
Informacijska varnost je izrednega pomena za podjetje, saj je edino s pomočjo doslednega  
upoštevanja pravil mogoče zagotoviti zasebnost in varstvo osebnih podatkov. 
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2.3.2 Načini selitev v oblak 
Telekomunikacijski operaterji nabor svojih storitev [5], omrežnih elementov in 
podpornih/nadzornih sistemov postopoma selijo v oblak s sledenjem infrastrukturi oz. platformi 
oz. programski opremi kot storitvi, tj. kot delu svojih prihodkov od TK-storitev. 
TK-operaterji imajo možnost, da se pridružijo že uveljavljenim ekosistemom v oblaku v 
več najemnih podatkovnih centrih. To jim nudi takojšen dostop do različnih ponudnikov v 




Slika 2.4 Realizacija dohodkov od storitev v oblaku [5] 
 
Slika kaže, da so TK-operaterji, udeleženi v raziskavi iz leta 2014 [5], realizirali le 10 % 
prihodkov storitev v oblaku od celotnih prihodkov TK-storitev iz svoje ponudbe. Vodilna 
storitev v oblaku je bila IaaS, ki ji sledita PaaS in Saas. Združeni odstotki, ki se gibljejo od 25 
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2.3.3 Javni in zasebni tip oblaka 
Pri integraciji storitev v oblak so TK-operaterjem na voljo različni tipi oblakov; zasebni, 
javni ali hibridni.  
Zasebni oblak se nahaja v prostorih podjetja, kjer so podatki zaščiteni za požarnim zidom. 
Taka rešitev je najprimernejša za podjetja, ki imajo na voljo lastno infrastrukturo, v okviru 
katere že lahko gostijo podatkovni center. Pomanjkljivost slednjega je, da je vse upravljanje in 
vzdrževanje odgovornost družbe. Nedvomno pa zasebni oblak nudi najvišjo stopnjo varnosti in 
zelo malo, če sploh, stika z drugimi organizacijami. Ponudniki TK-storitev v oblaku so dolžni 
zagotoviti najvišjo možno stopnjo varnosti za svoje stranke, še posebej pri varovanju osebnih 
in prometnih podatkov uporabnikov. Tako morajo preprečiti kakršno koli možno odtujitev 
podatkov na prenosni poti, in sicer pri upravljanju z njimi, kar pa je najlažje zagotoviti z 
zasebnim oblakom. 
 
Slika 2.5: Javni oblak proti zasebnemu oblaku [6] 
 
Zasebni oblaki so cenejši kot obstoječa računalniška infrastruktura, razporejena preko 
različnih podatkovnih centrov. Zasebni oblaki ponujajo enako hitrost in fleksibilnost kot javni 
oblaki, poleg tega združujejo visoko raven varnosti ohranjanja virov lokalno.  




2.4 Razvoj arhitekture mobilnih omrežij 
Mobilno omrežje GSM, ki je doživelo svoj začetek leta 1988, pripada 2G-generaciji 
mobilne tehnologije. Sestavljeno je iz treh bistvenih podsistemov:  
 podsistem baznih postaj (angl. Base Station Subsystem – BSS); 
 omrežni preklopni podsistem (angl. Network and switching subsystem – NSS), ki 
vključuje mobilni komutacijski center (angl. Mobile switching center – MSC), HLR- 
register gostujočih naročnikov (angl. Visitor location register – VLR), MSC-prehod 
(angl. Gateway MSC – GMSC), avtentikacijski center (angl. Authentication Center – 
AuC), register za identiteto opreme (angl. Equipment identifier – EIR); 
 podsistem upravljanja (angl. Operation and Support subsystem – OSS).  
V GSM se prvič pojavi digitalna modulacija, poleg tega pa ponudi dodatne storitve, kot so 
SMS, glasovna sporočila, pozivnik in faks. 
V tem času močno narašča uporaba internetnega protokola, zato je uvedena GPRS-storitev 
kot strojna in programska nadgradnja GSM-sistema. Sestavljena je iz dveh bistvenih 
elementov: 
 strežno podporno vozlišče GPRS (angl. Serving GPRS Support node – SGSN); 
 prehodno podporno vozlišče GPRS GGSN (angl. Gateway GPRS Support node – 
GGSN). 
SGSN je odgovoren za dostavo paketov od/do mobilnega uporabnika, medtem ko se GGSN 
vede kot prehod med paketnim omrežjem GPRS in zunanjimi paketno orientiranimi omrežji, 
kot je internet. 
Radijsko dostopno omrežje UMTS pripada 3G-generaciji. Pojavi se kot odgovor na potrebo 
po vse večjih kapacitetah, hitrejšem prenosu podatkov in boljši kvaliteti storitev (angl. Quality 
of Service – QoS), kjer je osnovna arhitektura razdeljena na: 
 domeno uporabniške opreme;  
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 infrastrukturno domeno, členjeno na dostopovno in jedrno omrežje, ki skrbita za 
upravljanje z radioviri, klici in mobilnostjo. 
Osnovna omrežna UMTS-arhitektura temelji na omrežju GSM in GPRS, kjer pa mora biti 
vsa oprema modificirana na UMTS UTRAN-operacije in storitve. Radijski vmesnik UTRAN 
zagotovi dostop do uporabniške opreme (angl. User uquipment – UE). UTRAN predstavi 
podsistem radijskega omrežja (angl. Radio Network system – RNS). To je omrežni sistem, ki 
ustreza BSS-sistemu, ki pa je bistveno drugačen od GSM-dostopa. Sestavljen je iz omrežnega 
radijskega kontrolnika RNC (angl. Radio Network controler – RNC), ki kontrolira bazno 
postajo, imenovano »nodeB«, ta pa kot dostopovna omrežna komponenta služi eni celici. 
UMTS podpira prenosne hitrosti do 2 Mbit/s in je pozneje nadgrajen s paketnim sistemom  
visoke hitrosti (angl. High Speed Packet Access – HSPA) zaradi izboljšanja zmogljivosti. 
 
Slika 2.6: 2G- + 3G-mobilna generacija [27] 
 
Mobilno omrežje 4G-generacije kot prvo ponudi širokopasovni dostop do spleta, tj. kot 
podlago za LTE in napredni LTE (angl. LTE Advanced), ter svetovno združljivo delovanje pri 
mikrovalovnem dostopu (angl. Wireless Interoperability for Mmicrowave Access – WiMAX). 
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Omrežna LTE-arhitektura je sestavljena iz treh bistvenih elementov: 
 uporabniške opreme UE, 
 evolucije UTRAN (angl. Evolved UMTS terrestrial radio acces – E-UTRAN), 
 evolucije paketnega omrežja (angl. Evolved Packet core – EPC). 
E-UTRAN rokuje z radiokomunikacijami med mobilno opremo in EPC ter ima eno samo 
komponento – EnodeB. EnodeB je bazna postaja, ki kontrolira eno ali več celic. 
EPC oz. evolucijo paketnega omrežja sestavljajo naslednji bistveni elementi: 
 HSS kot strežnik domačih naročnikov skrbi za številčenje uporabniških identitet,  
avtentikacijo in avtorizacijo, uporabniške lokacijske informacije (na katerem MME 
gostuje), uporabniške profilne informacije za storitve, do katerih uporabnik dostopa. 
 Prehod paketnega podatkovnega omrežja (angl. Packet Data Network Gateway – PDN 
Gateway) komunicira z zunanjim svetom preko vmesnika strežniškega prehoda (angl. 
Serwing Gateway interface – Sgi), vmesnika, kjer je vsak PDN identificiran preko 
dostopne točke (angl. Acces point name – APN). PDN Gateway ima podobno vlogo kot 
GGSN in SGSN v omrežju UMTS/GSM. 
 Strežniški prehod (angl. Serving gateway – S-GW) se obnaša kot usmerjevalnik in 
posreduje podatke med bazno postajo in PDN-prehodom. 
 MME (angl. Mobility management entity) kontrolira signalizacijo med UE in HSS. 
 PCRF (angl. Policy and charging rules function oz. funkcija odločanja o politiki in 
pravilih zaračunavanja) je zadolžena za odločanje o pravilih zaračunavanja in 
kontroliranje zaračunavanja na podlagi pretoka podatkov. 
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Slika 2.7: 4G-mobilna generacija [28] 
 
 
Slika 2.8: Premik iz EPC v vEPC [28] 
 
Naslednji korak v evoluciji EPC je prehod iz EPC v virtualni EPC (angl. Virtualized EPC 
– vEPC) na podlagi NFV-funkcije z namenom ločevanja uporabniške od kontrolne ravnine. 
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Ključne akcije virtualiziranja omrežnih elementov in storitev v oblaku so premik virov v 
oblak, sprejemanje centralizirane in standardizirane infrastrukture, izrazito zmanjševanje 




Slika 2.9: Prehod v TK-oblak [1]  
 
Upravljanje s TK-viri [1] v oblaku olajša morebitno nepredvidljivo rast podatkov z 
ustvarjanjem velikih bazenov virov, ki se lahko uporabijo v podporo distribuciji omrežja. 
Standardizirana/centralizirana infrastruktura omogoča visoko stopnjo avtomatizacije delovanja 
omrežje ter lažji pristop za razvijalce aplikacij in storitev. Opisan pristop radikalno zmanjša 
stroške in pripomore k poslovni agilnosti, uvajanju novih poslovnih modelov. 
 
 
2.4.1 Virtualizacija omrežnih funkcij 
NFV je koncept nadomeščanja obstoječe omrežne opreme – kot so usmerjevalniki, požarni 
zidovi, mobilni telekomunikacijski omrežni elementi (MSC, MGW, HLR/HSS, IMS, GGSN 
...) – s programsko opremo, ki se izvaja na komercialnih (angl. Comercial off-the-shelf – COTS) 
x86-strežnikih [7]. 
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Termin »off-the-shelf« se nanaša na komercialen produkt, ki je standardiziran in splošno 
dostopen. Na voljo je takoj in ne rabi biti prilagojen določenemu namenu z visoko stopnjo 
prilagodljivosti, da zadosti specifičnim potrebam. 
Za ponudnike storitev je zaželeno, da so VNF-instance [25] omogočene znotraj NFV-
infrastrukture (angl. Network Function Virtualization Infrastructure), ki je potem obravnavana 
kot storitev za različne ponudnike storitev. NFVI zagotavlja okolje, v katerem so NFV lahko 
izvajane, hkrati pa zagotavlja računalniške zmogljivosti, primerljive z IaaS-izvedbenim 
okoljem. Tak način uporabe zagotovi pristop preslikavanja IaaS-modela kot elementa v NFVI, 
kjer je predstavljen kot storitev (programske entitete). Sredstva, ki jih je treba dodeliti tem 
storitvam oz. programskim entitetam, so računalniški viri, pomnilnik in fizično omrežje. V 
NFV-modelu so ti obravnavani kot računalniška, programska oprema za virtualizacijo strojne 
opreme (angl. Hypervisor) in omrežna domena NFVI.  
Vse naprave, ki služijo točno določenemu namenu v obstoječih telekomunikacijskih 
sistemih, so razporejene na namenskih zasebnih platformah. Elementi omrežja so zaprte 
»škatle«, ki jih ni mogoče deliti z drugimi sistemi. Tako za povečanje kapacitete vsaka naprava 
oz. sistem potrebuje dodatno strojno opremo skupaj s pripadajočo programsko opremo in 
licencami. Tak način razširjanja kapacitet je brez dvoma časovno potraten, nefleksibilen in 
drag. Na drugi strani pa so omrežni elementi na podlagi NFV samostojne aplikacije, ki gostujejo 
na enotni platformi v obsegu standardnih strežnikov, naprav za shranjevanje in stikal. Na ta 
način sta programska in strojna oprema ločeni, kapaciteta za posamezno aplikacijo pa se 
poljubno poveča/zmanjša z dodajanjem/zmanjševanjem virtualnih virov. 
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Slika 2.10: Način navideznosti omrežnih funkcij [8] 
 
Virtualizacija omrežnih funkcij [8] je dosežena z ločevanjem namenske 
strojne/programske opreme z uvedbo skupne platforme.  
NFV temelji na računalništvu v oblaku in virtualnih tehnologijah, ki so v svojem bistvu 
COTS-računalništvo, enote za shranjevanje in omrežna stojna oprema, in so razdeljeni v 
virtualne vire, kjer so aplikacije ločene od strojne opreme. Na ta način zgornji sloj aplikacij v 
celoti izkorišča ponujane virtualne vire. Ločevanje občutno zmanjša čas, ki je potreben za 
dodelitev potrebnih virov, tj. od nekaj dni do nekaj minut. S tem se močno izboljšata 
učinkovitost uporabe virov in odzivnost sistema. 
V NFV-beli knjigi [8] so navedene naslednje prednosti: 
 zmanjševanja obsega nakupa, razvoja in operativno-vzdrževalnih stroškov; 
 zmanjševanja porabe energije; 
 hitra uvedba novih storitev in inovacij; 
 omogočena sta učinkovitejše testiranje in integracija; 
 omogočene so različne aplikacije, kjer si uporabniki in najemniki delijo isto platformo; 
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 olajšano je storitveno prilagajanje za različna fizična področja in uporabniške skupine; 
 omogočene so storitve, ki se jih lahko hitro spreminja oz. prilagaja; 





Slika 2.11: Virtualni 4G EPC-sistem [7] 
 
Virtualni 4G EPC-sistem je sestavljen iz štirih virtualnih omrežnih elementov: dveh PGW, 
entitete za upravljanje mobilnosti (angl. Mobility Management Entity – MME) in HSS. Vsak 
od naštetih omrežnih elementov je razporejen v podatkovnem centru, kjer zagotavlja specifične 
funkcije EPC-omrežja.  
S trenutno obstoječo EPC-arhitekturo sta nivoja omrežnih storitev in OSS ločena. Z NFV-
arhitekturo omrežja je omrežje mogoče dekonstruirati tako vertikalno kakor horizontalno. 
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Vertikalno NFV-omrežje obsega infrastrukturo, virtualno omrežno plast in plast v podporo 
delovanju. 
Virtualizirani omrežni sloj ustreza obstoječim telekomunikacijskim storitvenim omrežjem, 
pri čemer je vsak omrežni element preslikan kot virtualna omrežna funkcija (VNF). Za VNF so 
dodeljeni potrebni viri (procesorska moč, pomnilnik, stikalni viri). Za povezovanje OSS z VNF 
so uporabljeni tradicionalni 3GPP- in ITU-T-vmesniki, kjer mora biti obstoječi operativno 




Slika 2.12: Vertikalna in horizontalna NFV-arhitektura [7] 
 
Horizontalna NFV obsega omrežno storitveno in upravljalno in domeno orkestracije (angl. 
Manegement & Orchestration – MANO). Omrežna storitvena domena se vede kot obstoječe 
telekomunikacijsko storitveno omrežje, medtem ko MANO-domena razlikuje NFV od 
tradicionalnih omrežij. MANO upravlja in orkestrira NFVI-vire ter izvaja postopke OSS. 
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2.4.2 Programsko definirano omrežje 
Programsko definirano omrežje [23] oz. SDN je pristop k računalniškemu omrežju, ki 
omogoča skrbnikom omrežij upravljanje omrežnih storitev z abstrakcijo funkcionalnosti na 
višji ravni. To se izvede z ločevanjem sistema, ki omogoča odločitev o tem, kam se pošilja 
promet (kontrolna ravnina) osnovnih sistemov, ki posredujejo promet do izbranega cilja (v 
ravnino podatkov). 
SDN centralizira nadzor, ima zmožnost programiranja obnašanja omrežja preko znanih 





Slika 2.13: Programsko definirano omrežje [22] 
Abstraktna/navidezna IT-infrastruktura je programsko upravljana po internetnem 
protokolu (angl. Internet Protocol – IP). Aplikacije avtomatično določajo infrastrukturne 
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zahteve, konfiguracijo in širitve na storitvenem nivoju. Programsko definirano okolje je 
dostopno razvijalcu, ponudniku in organizatorju. Slednje pomeni, da je infrastruktura povsem 
programabilna, da zadosti poslovnim potrebam. 
 
2.4.3 Kombinacija virtualizirane omrežne funkcije in programsko 
definiranega omrežja 
Vzrok kompleksnosti [9] TK-omrežij je v velikem številu zelo preciznih konfiguracij v 
omrežju na različnih nivojih protokolov. Dodajanje novih funkcij pogosto pomeni nove 
ponudnike TK-opreme in dodajanje novih namenskih naprav. Ponudniki imajo različne poglede 
in ideje na upravljanje, redundanco, kapaciteto itd. 
Razvijajoče se generacije TK-tehnologij se pogosto prekrivajo in vzporedno združujejo, 
kar predstavlja nemalo težav pri določanju neposrednih in jasnih vmesnikov. 
 
Slika 2.14: Kombinacija SDN in NFV [9] 
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Obe funkciji vključujeta koncept oblaka in podatkovnega centra. Obe odpirata trg strojne 
opreme za nove vlagatelje oz. stranke. SDN avtomatizira kompleksno virtualno okolje. 
 
 
2.4.4 Dodana vrednost 
Današnja omrežna arhitektura je kompleksna tako na nivoju omrežnih kakor tudi na nivoju 
protokolnih plasti. Uvajanje novih storitev pomeni nameščanje nove namenske opreme, izbiro 
ustreznega ponudnika opreme, kjer se ponudniki med sabo razlikujejo po načinu upravljanja, 
po načinu izvajanja redundance, kapacitet ponujene opreme. Nova namenska oprema povečuje 
kompleksnost v smislu prekrivanja različnih generacij tehnologij, paralelnega obratovanja, 
definiranja vmesnikov ter z njimi povezanih procesov in odgovornosti. Kombinirana rešitev 
SDN in NFV je zasnovana s ciljem strukturnega poenostavljanja in večje prožnosti, kot je 
razvidno iz spodnje slike [9]. 
 
 
TCO (skupni lastniški strošek)strojna oprema
Cenovno ugodna strojna oprema
Na splošno manj strojne oprema
Manj tipov stojne opreme







Novi viri za omrežne aplikacije
Novi modeli in procesi za testiranja
Nove funkcije so hitro na voljo
Napreden razvoj storitev
Robustnost in efektivnost





Slika 2.15: Dodana vrednost [9] 




2.4.5 Nove možnosti  
Kombinacija SDN in NFV bo igrala vodilno vlogo v smislu izravnave obremenitev v 
celotni omrežni strukturi, veriženju storitev in uravnavanju pasovne širine upravljanih omrežij. 
Preglednost, preprostost in učinkovit nadzor nad storitvami in omrežjem so trije stebri novih 





Definicija in potrditev visoko nivojske globalne 
politike za stvari kot so: varnost, porazdelitev 
obremenitve, razporejanje virov in dodeljevanje 
virov celotnemu omrežju hitro, konsistentno brez 
ubadanja z detajli implementacije
Omrežje kot storitev
Izpostavljanje osnovnih sredstev in zmožnosti 
„end-tp-end“ omrežja neposredni in dinamični 
kontroli „tretjim“ strankam, znotraj dogovorjene 
varnostne politike.
Učinkovit nadzor
Zajemanje vsega prometa ali le individualnega toka 
od kjerkoli v omrežju na zahtevo.
Shranjevanje zajetega prometa za „Big Data“ 
aplikacije ali za forenzično analizo omrežnih 
dogodkov
Novi poslovni modeli
Na SDN/NFV osnovana Infrastruktura/Omrežje/
Platforma kot storitev je osnova za odgovornosti in 
procese med vsemi entitetami „end-to-end“ 
omrežja. 
 






3 Postopki pri izvedbi migracije sistema 
HLR/HSS 
Migracija je postopek premika iz enega delovnega okolja v drugo, iz ene operativne 
platforme v drugo iz poslovnih ali drugih razlogov. Običajni razlogi so, kot denimo:  
 Življenjski cikel obstoječe platforme je dosegel konec amortizacijskega cikla in mora 
biti nadomeščena z novo platformo. 
 Vpeljava novih funkcij in storitev, ki niso podprte s staro platformo. 
Migracije omrežnih TK-elementov spadajo med najkompleksnejše in finančne izzive 
organizacije. Migracija se mora izvajati v skladu z dobro premišljenim načrtom in minimalnimi 
motnjami v poslovanju s strankami. Cilj organizacije je izvedba t. i. gladke migracije (angl. 
Smooth Migration), ki je lahko možna le z ustreznim planiranjem procesov in upravljanjem z 
viri. V nasprotnem primeru lahko pride do zamud ali izgub pri zagotavljanju storitev končnim 
strankam in posledično izgubljenim prihodkom. 
 
 
3.1 Primer trenutne produkcijske entitete za upravljanje 
z uporabniškimi podatki  
Posamezen TK-ponudnik se lahko na podlagi poslovnih potreb, prihodnjih smernic in 
stopnje zaupanja v tehnologijo opredeli za obseg storitev, ki jih želi premestiti v oblak. 
Enakovredno kosanje s konkurenco in izraba polne zmogljivosti nove rešitve sta pogosto temelj 
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za obsežnejše zastavljen plan morebitne migracije. Tako je npr. cilj skupine Telekom Avstrija 
(angl. Telecom Austria Group – TAG) uvedba »mobile/fixed/Wifi« zmožnega virtualnega in 
konvergenčnega enotnega jedrnega omrežja. Tako mora imeti bodoče enotno komutacijsko 
omrežje (angl. Single Voice Core Network) polno interoperabilnost z obstoječo brezžično 
omrežno tehnologijo (angl. Wireless LAN – WlAN) 2G/3G/4G in fiksnim omrežjem. Podpirati 
mora vse obstoječe storitve in imeti mora razvojno zmožnost za podporo razvoja nasproti 5G-
generaciji. 
Na drugi strani se nujno poraja vprašanje, ali so trenutne rešitve, ki so na voljo, zmožne 
podpreti zahteve. Zato je nastop proti popolno navideznemu okolju pogosto le delen, podprt s 
hibridnimi oblačnimi storitvami. Hibridna rešitev pride v poštev v primeru, ko želimo 
souporabiti obstoječo opremo (npr. medijski prehod komutacijskega sistema, ki za medsebojno 
komunikacijo z drugimi operaterji na lokalnem nivoju še vedno uporablja TDM-tehnologijo), 




Slika 3.1: Trenutna produkcijska SDM-entiteta operaterja A1 in Si.Mobil [10] 
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Upravljanje uporabniških podatkov (angl. Subscriber Data Management – SDM) se nanaša 
na uporabniške profile, shranjene v skupni uporabniški bazi, do katere preko vmesnika 
enostavnega protokola za dostop imenika (angl. Ligth Weight Directory Acces Protocol – 
LDAP) dostopata HLR in HSS čelnih sistemov. 
SDM-omrežje je pojem, ki se nanaša neposredno na upravljanje naročniške baze (tip 
profilov 2G/3G/4G). Nadzira entitete, kot npr. sistem HLR/HSS, lahko je tudi entiteta za 
prenosljivost mobilnih številk (angl. Mobile Number Portability – MNP) ali entiteta za 
avtentikacijo/avtorizacijo in zaračunavanje (angl. Authentication/Authorization & Accounting 
– AAA). Sistem HLR/HSS je razdeljen na tri ključne entitete: 
 omrežni imeniški strežnik (angl. One Network Directoy Server – OneNDS) oz. 
centralno LDAP-bazo, 
 aplikacijske čelne sisteme (HLR za 2/3G-uporabnike, HSS za internetni multimedijski 
podsistem (angl. IP Multimedia Subsystem – IMS) in LTE-uporabnike), 




Slika 3.2: Integracijske točke sistema HLR/HSS na osnovi skupne uporabniške baze [10] 
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OneNDS je baza podatkov, ki hrani vse naročniške podatke v skupni podatkovni model, z 
namenom podpore specifične poslovne logike čelnih sistemov, kjer HLR pokriva področja 
komutacijske/paketne in HSS EPS- oz. IMS-domene. OneNDS zagotavlja neomejeno 
razširljivost, geografsko redundanco in odpornost. Baza podatkov, shranjena v centralnem 
registru, omogoča enotno točko dostopa do uporabniškega profila preko standardnega 
preprostega razširljivega označevalnega jezika (angl. Simple Extensible Markup Language – 
SPML), vmesnika ali drugih mehanizmov dostopanja – npr. LDAP. 
 
3.2 Ciljno omrežje za upravljanje z uporabniškimi 
podatki 
Ciljno omrežje je med možnimi ponudniki povezano s ponudnikom ZTE. Njegova rešitev 
ponuja virtualizirano univerzalno uporabniško platformo (angl. Virtualized Universal 
Subscriber Profile Platform – vUSPP), ki  združuje omrežne elemente HLR/HSS/MNP/AAA. 
 
 
Slika 3.3: Ciljno omrežje [11] 
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Po migraciji na USPP-sistem [11] bodo na voljo tri (ali dve) geografsko ločene lokacije. 
Na vsakem od čelnih sistemov v USPP-sistemu bo potekal HLR ali EPC HSS ali IMS HSS. 
Vsak čelni sistem bo povezan s točko za posredovanje storitev (angl. Signal Transfer Point – 




3.2.1 vUSPP-platforma za upravljanje z uporabniškimi podatki 
Platforma je locirana v NFV-plasti NFV-referenčne arhitekture. Virtualiziran USPP  
podpira naslednje NFV-funkcije: 
 ločevanje programske in strojne opreme, 
 prilagodljiv »scale-in/out« oz. razširjanje ali krčenje, 
 podpira VM-migracije in njihovo samostojno popravljanje, 
 upravljanje celotnega življenjskega cikla in nemoten razvoj. 
 
Rešitev sloni na polno porazdeljeni in večplastni sistemski arhitekturi. Tako čelni kot 
zaledni sistemi izkoriščajo distribuirano procesorsko in pomnilno arhitekturo, kar jim 
zagotavlja veliko pomnilnega prostora in sposobnost vodenja ter skoraj linearno procesorsko 
zmogljivost. Plastna in modularna arhitektura omogočata prilagodljivo uvajanje in nemoteno 
širitev. Podprta je nemotena širitev čelnih in zalednih kapacitet z dodajanjem plošč, IT-omar in 
šasij brez vpliva na obstoječe storitve. USPP-univerzalni imeniški strežnik (angl. Universal 
Directory Server – UDS) je zgrajen na distribuirani in centralizirani naročniški bazi. UDS 
združuje omrežne elemente uporabniških profilov HLR/HSS/MNP/AAA in podatke aplikacij 
tretjih oseb v TK-omrežjih. 
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Slika 3.4: Centralna baza [13] 
 
Centralna baza [13] zagotavlja enotno in konvergentno upravljanje podatkovne strukture. 
Zagotovljena je enostavnejša omrežna struktura z manj vmesniki, veliko kapacitet, 
georedundanco za varnost podatkov. 
3.2.2 Tehnične in stroškovne prednosti USPP-platforme 
 
 
Slika 3.5: USPP [12] 
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USPP omogoča [12] večdimenzionalno, večplastno redundanco in varnostni mehanizem 
za zagotovitev visoke zanesljivosti in varnosti do 99,9999 % sistemske razpoložljivosti. 
Distribuirana arhitektura omogoča, da vsi čelni in zaledni sistemi delujejo v uravnoteženem 
načinu N + K v popolnoma georedundančnem načinu. Trinivojsko varnostno kopiranje in 
obnovitveni mehanizem omogočata uporabniškim podatkom, da so shranjeni v pomnilniku, 
diskovnem polju ali lokalnem trdem disku. Večnivojska nadzorna funkcija ščiti sistem pred 




Slika 3.6: Več-državna rešitev [12] 
 
Večdržavna rešitev USPP [12] omogoča večdržavno rešitev, kjer je se niz več USPP nahaja 
v različnih državah in regijah. Pri tem so čelni in zaledni sistemi locirani prav tako v različnih 
državah, tj. s ciljem vzpostavitve združenega upravljanja in delovanja.  
Stroškovne prednosti delovanja omrežja OPEX (angl. Operational Expenditure – OPEX): 
vUSPP zmanjšuje tipičen uvajalni čas z 91 dni na 19 dni. 
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Slika 3.7: Uvajalni čas proti tipičnemu razvojnemu času [12] 
Viri zmogljive strojne opreme so porazdeljeni med različnimi komponentami, zato lahko 
navideznost zahteva manj strojne opreme, kot so št. centralnih procesnih enot (angl. Central 
Process Uint – CPU) ali strežniških rezin, tj. pod enakimi pogoji omrežnega prometa.  
 
 
Slika 3.8: CAPEX [12] 
Naložbe v osnovna sredstva (angl. Capital Expenditure – CAPEX) so znatno nižje glede 
na trenutne sisteme [12]. Virtualna arhitektura razporedi CPU-jedra, fizične stroje (angl. 
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Physical Machine – PM) in upravlja s strežniško rezino. Efektivnost rezine se lahko poveča do 




Slika 3.9: Prometna konica [12]  
 
V prometni konici se avtomatično proži »scale in« čelnih in zalednih sistemov. S tem se 
zagotovi maksimalno procesiranje in izrabo vseh potrebnih virov. 
Med upadom prometa pa se nasprotno proži »scale –out« čelnih/zalednih sistemov. S tem 
se zmanjšata poraba sistemskih virov in poraba energije. V primerjavi s klasičnimi USPP se 
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3.2.3 Funkcije USPP-platforme 
Zagotovljena je podatkovna in storitvena konvergenca (GSM/CDMS/UMTS/LTE) za 
zagotavljanje integriranih storitev, kot so samodejno prehajanje med UMTS- in CDMA-
omrežji, delitev statusa naročnika med HLR in HSS, poenostavitev MNP-tipa itd. USPP 
shranjuje informacije o naročnikih s pomočjo informacijskega podatkovnega drevesa (DIT). 
Različne storitve istega naročnika so shranjene v podmenijih, ki so lahko na voljo preko 




Slika 3.10: DB DIT-shema [12] 
 
Omogočena je večprotokolna konvergenca, ki vključuje signalizacijo 
TDM/SIGTRAN/Diameter/Radius/ itd. E1- in IP-vmesniki so procesirani na različnih ploščah, 
kar zagotavlja nadzor obremenitve in redundanco. 
Plasti USPP zagotavljajo funkcijo podatkovnega portala, ki združuje naročniške podatke 
iz različnih baz v virtualno bazo brez migracije fizičnih podatkov. Virtualna baza omogoča 
enoten dostop do podatkov in aplikacij. S funkcijo podatkovnega portala so podatki različnih 
proizvajalcev združeni. 
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Slika 3.11: Virtualna baza [12] 
 
Zaradi medsebojnega delovanja različnih proizvajalcev mora biti virtualna baza 
prilagojena. 
Naročniška baza je upravljana preko PGW-bazena. PGW-bazen podpira uravnoteženi 
mehanizem N + K, kjer N-vozlišča prevzamejo pobudo, kadar so K-vozlišča v izpadu. 
 
Tip vmesnika Protokol 
Čelni proti zalednemu LDAP 
Zaledni proti eksternemu 
omrežju LDPA/MML/SOAP itd. 
Zaledni proti eksterni bazi LDAP/SOAP/MML 
Vmesnik za spreminjanje 
uporabniškega profila MML/SOAP/XML 
OMC proti NMS MML/CORBA/SNMP/DB/FTP 
Tabela 3.1: USPP-vmesniki in protokoli med različnimi entitetami [12] 
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USPP podpira geografsko redundanco N + K, ki omogoča namestitev čelnih in zalednih 
sistemov na različnih lokacijah. Ko je zaznana omrežna okvara, USPP sproži avtomatični 
preklop. Vsi čelni in zaledni sistemi so aktivni.  
Usmerjevalni podatki so hranjeni v DSA-pregradni plasti, naročniški pa v DSA-
shranjevalni plasti. DSA deluje kot grozd in je sestavljen iz več elementov, ki so lahko 
razporejeni po različnih lokacijah. USPP podpira replikacijo podatkov, da se zagotovi skladnost 
podatkov. Postopek v zvezi s sinhronizacijo podatkov vključuje sinhrono replikacijo in 




Slika 3.12: Sinhronizacija in replikacija [12] 
 
Postopek replikacije in sinhronizacije: (1) čelna sistemska aplikacija pošlje zahtevo za vpis 
statičnih naročniških podatkov na primarno vozlišče, (2) primarno vozlišče vpiše podatke v 
bazo. Baza označi posodobljene podatke in sinhronizira podatke na sekundarno vozlišče. 
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USPP omogoča tri-nivojsko shranjevanje podatkov: 
 replikacija podatkov s primarnega na sekundarno vozlišče DSA, 
 pomnilna varnostna kopija na diskovno polje, 
 kopija na trdi disk, 
 za varnost je poskrbljeno na storitvenem nivoju (kontrola dostopa, kriptirni modul), 
omrežnem nivoju (požarni zid) in nivoju opreme (antivirusni mehanizem). 
 
 
3.2.4 Arhitektura sistema 
USPP-sistem je razdeljen na ne-virtualno USPP in virtualno USPP arhitekturo. Ne-
virtualna sistemska arhitektura se prilagaja nosilni platformi napredne telekomunikacijske 
računalniške arhitekture (angl. Advance Telecommunications Computing Architecture – 
ATCA). USPP-sistem na ne-virtualno osnovani arhitekturi se imenuje fizična omrežna funkcija 
(angl. Physical Network function – PNF) v TK-omrežju, medtem ko je navidezna sistemska 
arhitektura osnovana na komercialni virtualni platformi in je vUSPP imenovana VNF. 
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Slika 3.13: USPP NFV-arhitektura [12] 
 
V primerjavi z nevirtualno USPP-sistemsko arhitekturo ima vUSPP naslednje prednosti: 
navidezni nivo, izvorno upravljalno funkcijsko entiteto, VNF-virtualno izvorno funkcijsko 
entiteto, urejevalnik virtualnih virov omrežnega nivoja. 
 
 
3.2.5 Arhitektura strojne opreme 
USPP se lahko izvaja tako na platformi ZTE ETCA/E9000 kakor tudi na strojni opremi 
ponudnika, kot npr. strežnik HP/DELL. V našem primeru je izbran ponudnik HP, zato se bomo 
osredotočili na njihovo rešitev HP BladeSystem C7000. 
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Slika 3.14: HP BladeSystem C7000 [14] 
 
HP BladeSystem je strežnik, namenjen večjim podjetjem. 10U-šasija podpira do 8 
strežniških rezin polne višine in 16 polovične višine, ki vsebujejo dvojne Intel Xeon-procesorje 
kot enoprocesorsko enoto z 8 do 12 jeder in do 64 GB-pomnilnikom. Procesorska enota ponuja 
100 MB velika omrežna vrata in dva GE-vmesnika, ki se lahko posodobita na šest 10 GE-
vmesnikov s pomočjo PCIE-kartic. Podpira konfiguriranje trdega diska SATA/SAS in 
povezovanje zunanjega diska. Šasija ima na zadnji strani zunanja vrata, ki gredo skozi zadnjo 
kartico. Ta podpira tri dvojne HP-virtualne priključne module (VC).  
 
 
3.2.6 Razporeditvena arhitektura 
Princip razporeditve obsega dva ključna načina PNF- in VNF-razporeditev. PNF-
razporeditev obsega dva različna principa: 
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 v smislu lokacije, nevirtualni USPP podpira enotočkovno razporejanje in večlokacijsko 
geografsko razporejanje s ciljem zmanjševanja/odpravljanja vpliva napak; 
 v smislu hierarhije zalednih in čelnih sistemov, nevirtualni USPP podpira kombinirano 








Slika 3.16: Ločena in večtočkovna redundanca razporeditev [12] 
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VNF-razporeditev obsega naslednje razporeditvene principe: 
 v smislu podatkovnega centra, virtualni USPP podpira uvajanje enotnega podatkovnega 
centra in več podatkovnih centrov; 
 v smislu hierarhije zalednih in čelnih sistemov, virtualni USPP podpira kombinirano in 
ločeno VNF-razporeditev zalednih in čelnih sistemov; 
 v zvezi z virtualizacijo je podprta hibridna razporeditev virtualne USPP-čelnih sistemov 




Slika 3.17: Navidezni zaledni in čelni sistemi [12] 
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3.3 Analiza omrežnih elementov HLR/HSS in oblikovanje 
(dimenzioniranje) 
Analiza omrežnih elementov HLR/HSS se izvaja v dveh namenskih fazah, ki se imenujeta 
HLD (angl. High Level Design oz. oblikovanje na visoki ravni) in LLD (angl. Low Level desidn 
oz. oblikovanje na nizki ravni). Obe fazi lahko uvrstimo v t. i. konceptualni projekt, v okviru 
katerega poteka ocenjevanje ponudbe ter povpraševanje med različnimi ponudniki in stranko. 
 
 
3.3.1 Oblikovanje na visoki stopnji 
Med HLD-fazo tehnični strokovnjaki ponudnika opreme s stranko (ponudnik TK-storitev) 
analizirajo trenutno omrežje, tj. vključno s strukturo omrežja, količino naročnikov in 
distribucijo, migracijskimi koraki itn.  
Zasnova omrežja vključuje vidike, kot so: 
 splošna zasnova omrežja, razporeditev lokacije, lokacijska redundanca, integracija IP-
omrežja itd.; 
 distribucija naročniških podatkov, obseg (IMSI in MSISDN, IMPI in IMPU) in tip 
naročniških podatkov, zasnova zalednih vozlišč itd.; 
 zasnova signalizacijskega dostopa, npr. SS7 in diameter za usmerjanje, rezervno 
usmerjanje itd.; 
 zasnova dostopa za oblikovanje uporabniškega profila, vmesnik za oblikovanje 
uporabniškega profila itd.; 
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HLR/HSS/MNP/AAA TRAFFIC SUBSCRIBER FORECAST 












HLR Request per second 440 460 270 280 300 









HSS for LTE Requests per second 270 330 350 380 410 
HSS for IMS Subscribers –mobile 1.300 15.000 43.000 95.000 120.000 
HSS for IMS Transactions per second – mobile 4 16 70 150 200 
HSS for IMS Subscribers –fixednet Scenario1 n/a n/a n/a n/a n/a 
HSS for IMS Transactions per second – fixednet – 
Scenario1 n/a n/a n/a n/a n/a 
HSS for IMS Subscribers –fixednet Scenario2 n/a n/a n/a n/a n/a 
HSS for IMS Transactions per second – fixednet – 












MNP Requests per second n/a n/a n/a n/a n/a 
AAA Subscribers n/a n/a n/a n/a n/a 
AAA Requests per second n/a n/a n/a n/a n/a 
*Podatki v tabeli, ki se nanašajo na kapaciteto, so zgolj informativni oz. primerjalni. 
Tabela 3.2: Primer napovedi naročnikov in prometa za dimenzioniranje omrežnih elementov [19] 
 
Kapaciteta vsakega sistema ustreza modelu klicev, napovedi naročnikov in prometa, 
uporabljenih funkcij.  
Pri modelu klica za signalizacijo je treba upoštevati skupne vrednosti, zato izračun ne more 
temeljiti le na omejenem nizu signalizacijskih parametrov, npr.: 
 
 CPP  ∗  A +  CPP  ∗  B +  CPP  ∗  C +  … . + CPPX ∗  X  (0.1) 
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Kjer so: CPP1, CPP2 ..., CPPX, Call Profil Parameters – klicni parametri (posredovani od 
naročnika). A, B, C ..., X – so utežni dejavniki, ki opisujejo prispevek »Call Profil Parameter -
a« k celotni zmogljivosti sistema. 
Ta model se uporablja, da bi se izognili položaju, v katerem eden od parametrov modela 
za signalizacijo klica presega določen prag, vendar pa ima sistem še vedno več kot dovolj 
zmogljivosti za obravnavo celotnega prometa (in še vedno ni potrebe za razširitev 
zmogljivosti). 
Obseg HW-konfiguracije v smislu števila šasij, rezin in virtualnih strojev izračuna izvajalec 
na podlagi profila klicev in napovedi prometa. 
Splošna pravila za načrtovanje med različnimi podatkovnimi centri in v skladu s pravili: 
 aktivna in redundančna VNF si ne delita iste kartice; 
 signalizacija in medijski viri so ločeni; 
 redundanca (npr. HLR, HSS itd.) elementa je n + 1; 
 inženirska meja je 80 % izkoriščenosti zmogljivosti tako za fizična (strojno opremo) kot 
virtualna (npr. VM) sredstva. 
 
 
3.3.2 Oblikovanje na nizki stopnji 
Po končani HLD-zasnovi sledi LLD-faza, kjer se določi natančno lokacijo opreme (tloris, 
postavitev IT-omar), potrebno distribucijo električne energije (enosmerno/dvosmerno 
napajanje). 
Za element HLR sledi natančna definicija mobilnih aplikacijskih (angl. Mobile Application 
Part – MAP) parametrov/verzij, prenosnih kontrolnih protokolnih (angl. Stream Control 
Transmission Protocol – SCTP) časovnikov na čelnih sistemih HLR in STP ter IP-asociacij 
glede na IP čelne- in STP-kartice. Določijo se uporabniški parametri MTP 3. nivoja (angl. 
MTP3 User Adapatation Layer – M3UA), npr. način izvajanja (IPSP), ter parametri krmilnega 
dela signalizacijske zveze (angl. Signalling Conection Control part SCCP), kot denimo 
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namenska naslovna koda (angl. Destination Point Code – DPC) in globalni naslov (angl. Global 
Title address – GT).  
Za HSS-element se vzpostavi IP-povezava z MME preko IP-hrbteničnega omrežja. 
Naslednji korak je konfiguracija vmesnika za SCTP in diameter nivo, kjer se za S6a-vmesnik 
določi: 
 Host name, 
 Realm name, 
 Diameter application name, 
 Port number, 
 Remote host name, 
 Remote realm name, 
 Peer IP addresses. 
 
Primer konfiguracije S6a-vmesnika: 
    Connections[2].ConnectionID=MMEx 
    Connections[2].LogicalName= 
    Connections[2].SourceAddress=x.x.x.x        
Connections[2].SourceHostna«e="hostn«me"imscorehip.epc.mnc0XX.mcc293.3gppnetwork.
org 
    Connections[2].SourceRealm=epcXY.mnc0XX.mcc293.3gppnetwork.org 
    Connections[2].PreferredAddressType=IPv4 
    Connections[2].DestinationAddress= 
    Connections[2].Port=3868 
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Čelni sistemi so signalno neposredno povezani v IP-hrbtenično omrežje. 
 
 
Slika 3.18: IP-plan [15] 
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Zgornja slika je primer »IP port«-načrtovanja, ki zajema dva različna ponudnika TK-
storitev. 
Za HLR je zelo pomemben del upravljanje gostovanj, ki omogoča TK-operaterju kontrolo 
naročnika v gostovanju. V splošnem to pomeni, da lahko operater določi področja VLR/SGSN, 
kjer lahko naročnik gostuje in uporablja dodeljene storitve.  
Specifika gostovanj vključuje naslednje lastnosti: 
 načrt gostovanja (na podlagi pogodb o gostovanju mobilnih uporabnikov), 
 omejitve gostovanja s kodo dežele oz. nacionalno smerno kodo CC-NDC (angl. Country 
Code – National Destination Code – CC-NDC),  
 omejitev gostovanja na podlagi storitev (npr. preprečevanje uporabe preusmeritve 
klicev v nekaterih omrežjih s ciljem preprečevanja morebitnih zlorab). 
Glavna lastnost upravljanja gostovanja v sistemu HLR je kontrola nadzora prijavljanja v 
posamezen VLR, medtem ko prijavo v druge VLR dopuščamo (s tistimi, s katerimi imamo 
sklenjen dogovore oz. medoperatersko pogodbo o gostovanju). 
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Slika 3.19: Informacijski tok za posodobitev lokacije [16] 
 
 
3.4 Podatkovna analiza 
Podatkovna analiza obsega izvoz obstoječe baze naročnikov, analizo in pretvorbo v 
standardni format ponudnika opreme (npr. SPML), uvoz pretvorjene baze naročnikov v ciljno 
bazo podatkov in izvajanje statistične analize na novem formatu. Pretvorba obsega zelo 
natančno kontekstno preslikanje vseh storitev v rabi na trenutnih uporabniških profilih (npr. 
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osnovne, podporne, podatkovne storitve v primeru HLR- in EPS-profila pri HSS LTE ...). 
Preslikanje je za vsako storitev izvajano po sistemu eden na enega, saj se kontekst posameznih 
storitev lahko razlikuje od ponudnika do ponudnika oz. kaka storitev je lahko prilagojena 




Slika 3.20: Migracijsko orodje [20] 
 
Ilustracija postopka analize za naročniško migracijsko orodje. 
 
 
3.5 Soodvisnost od CRM-sistema 
Sistem za upravljanje odnosov s stranko (angl. Customer Relationship Management – 
CRM) je sistem z uporabniškim vmesnikom, ki prikazuje vse informacije, povezane z 
uporabniki in njihovimi nastavitvami. Povezan je neposredno s sistemom za zaračunavanje, ki 
izvaja potrebne spremembe uporabniškega profila posredno ali neposredno.  
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CRM-sistem razpolaga [21] s podatki o naročniškem paketu, datumu sklenitve 
naročniškega razmerja, zgodovini klicev, polnitvah računa (»Prepaid« oz. Predplačnik), statusu 
računa (aktiven, suspendiran, preklican) in veliko drugimi informacijami, ki nam pomagajo pri 
reševanju težav. 
Eden najobsežnejših delov integracije nove naročniške baze je implementacija vmesnika 
za spreminjanje uporabniškega profila. Omenjeni vmesnik je pogosto Proxy (npr. TIBCO-
sistem), ki prejema zahteve za modifikacijo uporabniškega profila iz različnih sistemov (sistem 
za zaračunavanje, OPSC itd.). Spremembe profila se nanašajo na uporabniške osnovne in 
dopolnilne storitve, sprožene npr. zaradi zamenjave paketa, nezakonite odtujitve (kraje), 
neplačanih računov (blokade) itd. Implementacija terja vpeljavo oz. preslikavo celotne 
poslovne logike (običajno v XML-formatu) v novo poslovno logiko na podlagi specifikacij 
vmesnika. Dokler integracija novega vmesnika ni končana, ni mogoče preusmeriti prometa na 
nove čelne sisteme. V primeru migracije se operaterji običajno odločijo za aktivacijo dvojnega 
vmesnika za spreminjanje uporabniškega profila (na stari in novi sistem), ki ščiti operaterja 






4 Koraki migracije 
Migracija sistema HLR/HSS generalno vključuje pet delov: 
 pripravo na migracijo, 
 izvajanje migracije, 
 spremembo usmerjanja signalnega prometa, 
 »Roll Back« oz. proceduro za vzpostavitev prvotnega stanja, 
 opazovanje in odpravljanje morebitnih napak. 
 
 
4.1.1 Priprava na migracijo 
Da bi zmanjšali tveganja pri migraciji in zagotovili nemoteno tranzicijo storitev, morajo 
biti vnaprej pripravljene naslednje točke: 
 končana je konfiguracija novega čelnih sistemov HLR/HSS; 
 SS7 in diameter signalne relacije z drugimi omrežnimi elementi so dokončane in 
testiranja so zaključena; 
 OMM-integracija je končana in testiranja so zaključena; 
 končana je preslikava storitev in funkcij ter testiranja so zaključena; 
 orodje za uvoz podatkov je pripravljeno; 
 avtentikacijski podatki so pripravljeni za uvoz (KI, transportni ključ integriran itd.); 
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 sistem za upravljanje z uporabniškimi podatki je pripravljen na način, da lahko sprejeme 
povečano število transakcij/inštrukcij v časovnem obdobju od izvoza podatkov od 
trenutnega HLR/HSS do trenutka, ko se začne migracija; 
 pripravljene so migracijske skripte za usmerjevalne spremembe na STP/MSC/SGSN; 
 »Roll Back«-skripta na STP/MSC/SGSN (MME/CSCF) je pripravljena; 




4.1.2 Časovni potek migracijskih korakov 
Ponudnik TK-storitev izvaja vse pomembne spremembe na svojih omrežnih elementih v 
točno določenih časovnih okvirjih, ko je lahko morebiten vpliv na uporabnika najmanjši. 
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Tabela 4.1: Primer glavnih migracijskih korakov za sistem domače naročniške baze 
 
 
4.1.3 Sprememba usmerjanja 
Ko je naročniška baza uvožena, mora biti spremenjeno usmerjanje na ključnih omrežnih 
točkah. Pri HLR-migraciji se usmerjanje spremeni na STP/MSC/SGSN. 
      Čas Delovne postavke Odgovornosti 
18:00–18:10 Zaustavitev sistema za spreminjanje 
uporabniškega profila 
Stranka/Ponudnik 
18:10–20:10 Izvoz »avtentikacijskih« in uporabniških 
podatkov iz trenutnega sistema HLR 
Stranka/Ponudnik 
20:10–20:30 Preverjanje izvoženih podatkov iz HLR Stranka/Ponudnik 
20:30–21:00 Posredovanje izvoženih podatkov ponudniku Stranka/Ponudnik 
21:00–21:20 Pretvarjanje avtentikacijskih podatkov v format 
ponudnika 
Ponudnik 
21:20–22:00 Pretvarjanje uporabniških podatkov v format 
ponudnika 
Ponudnik 
22:00–22:20 Uvoz avtentikacijskih podatkov v HLR Ponudnik 
22:20–23:40 Uvoz uporabniških podatkov v HLR Ponudnik 
23:40–24:00 Preverjanje uporabniških podatkov in testiranje 
storitev posameznega uporabniškega profila 
Ponudnik 
00:00–00:20 Spreminjanje usmerjanja signalnega prometa za 
novi HLR na STP/MSC/SGSN 
Stranka/Ponudnik 
00:20–03:00 Testiranje storitev, kot so: prijava v omrežje, 
odhodni/dohodni klic, SMS, USSD itd. 
Stranka/Ponudnik 
03:00–03:10 Spreminjanja usmerjanja vmesnika za 
spreminjanje uporabniškega profila s starega na 
novi HLR 
Stranka/Ponudnik 
03:00–04:00 Izvajanje testov spreminjanja uporabniškega 
profila, kot so: kreiranje novega uporabnika, 
brisanje uporabnika, spreminjanje storitev 
uporabniškega profila itd. 
Stranka/Ponudnik 
04:00– Opazovanje sistema Stranka/Ponudnik 
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Po spremembi usmerjanja trenutni HLR pošlje HLR-ukaz za ponovno prijavo v omrežje 
na vse VLR/SGSN, kjer trenutno gostujejo naročniki. Tako se morajo naročniki ob 




Slika 4.1: Sprememba usmerjanje s trenutnega HLR na novi sistem [20] 
 
 
4.1.4 Roll Back 
Če se po selitvi pojavi kritična težava, ki ne more biti odpravljena v zastavljenem časovnem 
okviru, predvidenem za migracijo, je treba izvesti »Roll Back«-proceduro. 
Koraki migracije  57 
 
 
Slika 4.2: Roll Back [20]  
 
Kot je razvidno iz slike, je SS7-usmerjanje na STP/MSC/SGSN preklopljeno nazaj na 
trenutni HLR, medtem ko USPP pošlje ukaz za ponovno prijavo v omrežje v VLR/SGSN. Po tej 
akciji bodo naročniki registrirani na trenutnem HLR. 
V primeru HSS se diameter usmerjanje na elementih DRF/MME/CSCF ponovno preklopi 
nazaj na trenutni EPC/IMS HSS. USPP-sistem pošlje ukaza za ponovno prijavo v omrežje na 




4.1.5 Nadzor in opazovanje 
Po migraciji je potrebno stalno vsaj 24-urno spremljanje ključnih indikatorjev zmogljivosti 
(angl. Key Performance Indicator – KPI) obremenitve signalnih linkov in stanje sistema.  
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Slika 4.3: Potek in analiza KPI [26] 
 
Spremljanje ključnih KPI obsega za čelne sisteme HLR tri ključne KPI: 
 KPI-oddajna usmerjevalna informacija (angl. Send Routing Info – SRI) je ključna za 
pridobivanje lokacije uporabnika in izvajanje dohodnih storitev ter posredovanje 
uporabniških podatkov. 
 KPI »GPRSLUP_HPLMN_VPLMN« posreduje informacije o uspešnih oz. neuspešnih 
prijavah v domača oz. tuja omrežja. 
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 Authentication_failure_report KPI je ključen KPI uspešnosti avtenticiranja 
uporabnikov v omrežja. 
Spremljanje ključnih KPI obsega za HSS-čelne sisteme se deli na KPI za HSS EPS in HSS 
IMS KPI: 
 S6a_ULR_ULA_error KPI posreduje informacije o neuspešnih prijavah v omrežje, 
 S6a_ULR_ratio KPI posreduje informacije o uspešnih prijavah v omrežje, 
 Cx_LIR_succes_ratio KPI posreduje informacije o uspešnih prijavah v IMS-domeno. 
V zalednih sistemih se preverjata integriteta uporabniških podatkov in procesorska 






Telekomunikacijski operaterji so se znašli na razvojni prelomnici pri nudenju svojih 
storitev uporabnikom ob boku z vedno večjimi pritiski konkurence – ponudnikov OTT-storitev 
in velikih internetnih »igralcev«. Povpraševanje za vodilnima storitvama TK-ponudnikov – glas 
in sms – je vse manjše, v ospredje pa vse bolj agresivno stopajo podatkovne storitve.  
TK-ponudniki pri nudenju novih storitev in produktov, upravljanju svojega poslovanja  
– procesov in avtomatizacije učinkovitega upravljanja z viri zaostajajo za ponudniki 
storitev v oblaku. To vrzel prehoda iz trenutnega načina v način storitev v oblaku jim pomagata 
premostiti NFV- in SDN-funkciji, zlasti v smislu učinkovitega upravljanja in delovanja z 
velikim poudarkom na zmanjševanju stroškov. Pričakovano je, da bosta ravno tehnologija 
navideznosti in vpeljava poslovanja v oblaku pripomogli k rasti prihodkov predvsem skozi 
boljšo odzivnost na potrebe trga, in s tem boljšo uporabniško izkušnjo. 
Uvajanje tehnologije oblaka v TK-okolje je prav gotovo prvovrstna izkušnja. Potrebna je 
sprememba miselnosti, zlasti pri uvajanju navideznih okolij in vpeljavi skupne platforme, s tem 
pa omogočanje zlivanja tehnologij in omrežij. Trenutna namenska omrežja so preveč 
kompleksna in avtonomna s stališča standardizacije in integracije vmesnikov. Skupna platforma 
naj bi premostila vrzel vzajemnosti in težav pri združevanju tehnologij ter s tem povečala 
odzivnost in izkoriščenost omrežij. Kljub trenutni razvojni strategiji pa obstaja dvom o 
smiselnosti vpeljave strogo navideznega okolja s sicer zelo uporabnima funkcijama 
navideznega okolja, kot sta elastičnost in avtomatična prilagodljivost. Določene trenutne rešitve 
ne morejo biti v celoti migrirane v navidezno okolje, kar narekuje vpeljavo hibridnih rešitev, in 
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