Abstract. For a supersonic Euler flow past a straight wedge whose vertex angle is less than the extreme angle, there exists a shock-front emanating from the wedge vertex, and the shock-front is usually strong especially when the vertex angle of the wedge is large. In this paper, we establish the L 1 wellposedness for two-dimensional steady supersonic Euler flows past a Lipschitz wedge whose boundary slope function has small total variation, when the total variation of the incoming flow is sufficiently small. In this case, the Lipschitz wedge perturbs the flow and the waves reflect after interacting with the strong shock-front or the wedge boundary. We first obtain the existence of solutions in BV when the incoming flow has small total variation by the wave front tracking method and then study the L 1 stability of the solutions. In particular, we incorporate the nonlinear waves generated from the wedge boundary to develop a Lyapunov functional between two solutions, which is equivalent to the L 1 norm, and prove that the functional decreases in the flow direction. Then the L 1 stability is established, so is the uniqueness of the solutions by the wave front tracking method. Finally, we show the uniqueness of solutions in a broader class, i.e. the class of viscosity solutions.
Introduction
For the Cauchy problem of a strictly hyperbolic system of conservation laws:
whose each characteristic field is either linearly degenerate or genuinely nonlinear, the existence of weak solutions to (1.1)-(1.2) with small total variation was first proved by Glimm [19] by a probabilistic algorithm, the Glimm scheme; and a deterministic version of the Glimm scheme was developed by Liu [28] . Alternative methods for constructing solutions of the Cauchy problem were first introduced in [16, 18] , based on wave front tracking. For the scaler equation, F is approximated by piecewise linear functions F ν in Dafermos [16] so that the approximate solutions are piecewise constants and all the interactions are determined by solving the Riemann problem. The method was generalized to the 2 × 2 case in DiPerna [18] in which piecewise constant approximate solutions are constructed so that the wave interactions can be determined by only solving the Riemann problem. Bressan [3] developed the wave front tracking method for n×n systems by overcoming the difficulty that the procedure used in [18] may yield an infinite number of discontinuities in finite time when n > 2; and the wave front tracking method was further simplified later in Baiti-Jenssen [1] . Also see Bressan [5] , Dafermos [17] , Holden-Risebro [21] , and LeFloch [22] for further references.
Within the class of initial data U ∈ L 1 ∩ BV (R; R n ) with suitably small total variation, it was established that problem (1.1)-(1.2) is well-posed in L 1 (R; R n ) for the solutions generated by the wave front tracking algorithm. In particular, in Bressan-Colombo [6] , Bressan-Crasta-Piccoli [8] , and Bressan-Liu-Yang [9] , it was proved that the entropy solutions of (1.1)-(1.2) constitute a semigroup which is Lipschitz continuous with respect to time and initial data. Lewicka-Trivisa [26] obtained the L 1 well-posedness of solutions generated by the wave front tracking method for the Cauchy problem (1.1)-(1.2) with the initial data U being a small perturbation of a fixed Riemann problem (U − , U + ) containing two large shocks, under the necessary stability condition (cf. [7, 26, 24] ; also see [23, 25] ). The L For polytropic isentropic gases, by scaling, the pressure-density relationship can be expressed as (1.7) p(ρ) = ρ γ /γ, γ > 1.
For the isothermal flow, γ = 1. The quantity
is defined as the sonic speed and, for polytropic gases, c = γp/ρ. System (1.3) or (1.6) governing a supersonic flow (i.e., u 2 + v 2 > c 2 ) has all real eigenvalues and is hyperbolic, while system (1.3) or (1.6) governing a subsonic flow (i.e., u 2 + v 2 < c 2 ) has complex eigenvalues and is elliptic-hyperbolic mixed and composite.
The study of two-dimensional steady supersonic flows past a wedge can date back to the 1940s (cf. Courant-Friedrichs [15] ). Local solutions around the wedge vertex were first constructed in Gu [20] , Li [27] , Schaeffer [29] , and the references cited therein. Global potential solutions were constructed in various different setups in [11, 12, 13, 31] when the wedge vertex angle is less than the critical angle.
For the full Euler equations, when a wedge is straight and the wedge vertex angle is less than the critical angle, there exists a supersonic shock-front emanating from the wedge vertex so that the constant states on both sides of the shockfront are supersonic; the critical angle condition is necessary and sufficient for the existence of the supersonic shock (cf. Courant-Friedrichs [15] ). When the incoming flow is uniform, Chen-Zhang-Zhu [10] first established the existence of global supersonic Euler flows, especially the nonlinear structural stability of the strong shock-front emanating from the wedge vertex under the BV perturbation of the wedge boundary. In this paper, we first show the existence of solutions to the above problem when the incoming flow is a BV perturbation of the uniform flow by the wave front tracking method, and then we establish the L 1 -stability of entropy solutions generated by this method. Based on these, we establish estimates on the uniformly Lipschitz semigroup P generated by the wave front tracking limit and prove the uniqueness of solutions by means of local integral estimates within a broader class of solutions, i.e. the class of viscosity solutions.
One of the main new ingredients in our approach here is to develop techniques to handle the boundary difficulty, in comparison with the earlier works on the Cauchy problem. For the L 1 stability of solutions of the Cauchy problem, the decrease of the Lyapunov functional was achieved by essentially using the cancellation of the distances on both sides of waves. However, for our wedge problem that is the problem of initial-boundary value type, there is no such cancellation near the boundary, since only one-side is possible near the wedge boundary. In order to overcome this difficulty, we employ the exact feature of the boundary condition to obtain an estimate and refine the functional based on this estimate. In particular, since the flow of two solutions near the boundary must be parallel, we identify the relation between these two states, which is desirable for redesigning the functional to ensure the decreasing of the functional in the flow direction. For concreteness, as in Chen-Zhang-Zhu [10] , we will analyze the problem in the region below the lower side Γ of the wedge for the Euler flows for U = (u, v, p, ρ) governed by system (1.3) and U = (u, v, ρ) by (1.6); the case above the wedge can be handled in the same fashion. Then we have (i) There exists a Lipschitz function g ∈ Lip(R + ) with g ′ ∈ BV (R + ), g ′ (0+) = 0, and g(0) = 0 such that
and n(x±) =
is the outer normal vector to Γ at the point x± (see Fig. 1 ); U U Figure 1 . Supersonic flow past a curved wedge
where ω crit is the critical vertex angle so that there is a supersonic shockfront emanating from the wedge vertex.
With this setup, the wedge problem can be formulated into the following problem of initial-boundary value type for system (1.3) or (1.6):
Cauchy Condition:
Boundary Condition:
This paper is organized as follows. In Section 2, we discuss the basic properties for the adiabatic Euler equations and related nonlinear waves. In Section 3, we discuss the wave front tracking method and define the interaction potential Q, and then we prove the existence of entropy solutions to the initial-boundary value problem. In Section 4, we construct the Lyapunov functional Φ between two solutions to incorporate the nonlinear waves generated by the wedge boundary vertices, which is equivalent to the L 1 distance between these two solutions. In Section 5,
we prove the decrease of Φ in the flow direction, which implies the L 1 stability of the solutions. In Section 6, we prove the existence of the semigroup generated by the wave front tracking method and establish some estimates on the uniformly Lipschitz semigroup S generated by the wave front tracking limit. In Section 7, we prove the uniqueness of solutions by means of local integral estimates within a broader class of solutions.
Euler Equations and Nonlinear Waves
In this section, we review some basic properties of the adiabatic Euler equations (1.3) and related nonlinear waves, which will be used in the subsequent sections. The Euler equations for steady supersonic flows can be written in the following conservation form:
and h = γp (γ−1)ρ . The eigenvalues of system (2.1) are
where c 2 = γp/ρ. If the flow is supersonic (i.e. u 2 + v 2 > c 2 ), system (2.1) is hyperbolic; and, in particular, when u > c, system (2.1) has the four corresponding linearly independent eigenvectors:
where κ j are chosen so that r j · ∇l j = 1 since the jth-characteristic fields are genuinely nonlinear, j = 1, 4. Note that the second and third characteristic fields are always linearly degenerate: r j · ∇λ j = 0, j = 2, 3. 
(ii) U satisfies the entropy inequality, i.e. the steady Clausius inequality:
in the sense of distributions in Ω including the wedge boundary.
We now discuss the wave curves in the phase space. The contact Hugoniot curves
which describe compressible vortex sheets. We remark that, although the two contact discontinuities coincide as a single vortex sheet in the physical xy-plane, it requires two independent parameters to describe them in the phase space U = (u, v, p, ρ) since there are two linearly independent eigenvectors corresponding to the repeated eigenvalues λ 2 = λ 3 = v/u of the two linearly degenerate fields. Moreover, the rarefaction wave curves R j (U 0 ) in the phase space through U 0 are (2.6)
The Rankine-Hugoniot conditions for (2.1) are
where s is the propagation speed of the discontinuity. Then
where c . Plugging s i , i = 2, 3, into (2.7), we obtain the i th -contact Hugoniot curves
, as defined in (2.5); while plugging s j , j = 1, 4, into (2.7), we obtain the j th -Hugoniot curve S j (U 0 ) through U 0 :
The half curves of S j (U 0 ) for ρ > ρ 0 , denoted by S + j (U 0 ), j = 1, 4, in the phase space are called the shock curves on which any state with U 0 forms a shock in the x − y plane satisfying the entropy condition as explain in Lemma 2.1 below. 
(ii) The Lax entropy condition: on the j th -shock with the shock speed σ j ,
The following properties and related estimates of wave interactions in Lemmas 2.2-2.8 have been obtained in Chen-Zhang-Zhu [10] . We list them below for subsequent use in this paper.
2.1. Riemann problems and Riemann solutions. We start with Riemann problems and their solutions.
Lateral Riemann problem. The simplest case of problem (2.1) and (1.8)-(1.9) is g ≡ 0. It can be shown that, if g ≡ 0, then problem (2.1) admits an entropy solution that consists of a constant state U − and a constant state U + , with U + = (u + , 0, p + , ρ + ) and u + > c + > 0 in the subdomain of Ω separated by a straight shock emanating from the vertex. That is to say that the state ahead of the shockfront is U − , while the state behind the shock-front is U + . When the angle between the flow direction of the front state and the wedge boundary at a boundary vertex is larger than π, then an entropy solution contains a rarefaction wave that separates the front state from the back state.
Riemann problem involving only weak waves. Consider the following initial value problem:
where U b and U a are constant states.
Lemma 2.2. There exists ε > 0 such that, for any states
11) admits a unique admissible solution consisting of four elementary waves.
Riemann problem involving a strong 1-shock. For simplicity, we use notation {U b , U a } = (α 1 , α 2 , α 3 , α 4 ) to denote the solution to the Riemann problem, where α i is the strength of the ith elementary wave. For any U ∈ S 1 (U − ), we also use {U − , U } = (σ, 0, 0, 0) to denote the 1-shock that connects U − and U with speed σ.
Then we have
Lemma 2.3. Let {U − , U + } = (σ 0 , 0, 0, 0), ρ + > ρ − , and γ > 1. Then σ 0 < 0, u + < u − < (1 + 1/γ)u + , and det(∇ U H(U + ) − σ 0 ∇ U W (U + )) > 0.
Furthermore, there exists a neighborhood
O ε (U + ) of U + and a neighborhood O ε (U − ) of U − such that U 0 ∈ O ε (U − ) and the shock polar S 1 (U 0 ) ∩ O ε (U + ) can be param- eterized by the shock speed σ as σ → G(U 0 , σ) with G ∈ C 2 near (U − , σ 0 ) andG(U − , σ 0 ) = U + .
Estimates on wave interactions and reflections. We have

Lemma 2.4 (Estimates on weak wave interactions). Suppose that
where
and the outer normal vector to Γ k :
Then we consider the initial-boundary value problem with U a constant state:
Lemma 2.5 (Estimate on the boundary perturbation of the strong shock). For ε > 0 sufficiently small, there existsε =ε(ε) < ε so that G(Oε(σ 0 )) ⊂ O ε (U + ) and, when |ø k | < ε, the equation G(σ) · (n k , 0, 0) = 0 admits a unique solution σ k ∈ Oε(σ 0 ). Moreover, we have (2.14)
where |K bs | is bounded.
Lemma 2.6 (Estimate on the boundary perturbation of weak waves). Let
where K b0 is bounded.
Lemma 2.7 (Estimates on the reflection of weak waves on the boundary). Let
where K b4 , K b3 , K b2 , and
Lemma 2.8 (Estimates on the interaction between the strong shock and weak waves from above).
of a strong 1-shock, two contact discontinuities of strengths δ 2 and δ 3 , and a weak 4-wave of strength δ 4 :
Moreover,
where |K s4 | < 1, and
Lemma 2.9 (Estimates on the interaction between the strong shock and weak waves from below). 
where |K ji |, i, j = 1, .., 4, are bounded and ∆ = i=1,2,3,4,j=2,3,4 |α i β j |. Furthermore, we can write the estimates in a more precise fashion:
Proof. We first consider the interaction between (U b , U m ) = (α 1 , α 2 , α 3 , α 4 ) and (U m , G(U m , σ)) = (σ, 0, 0, 0) to find that the solution is the perturbation of the unperturbed states of the strong shock. From Lemma 2.3, we know that σ) ) and (G(U m , σ), U a ) follows from Lemma 2.4.
Wave front tracking method and existence of entropy solutions
The basic idea of the wave front tracking method is to construct approximate solutions within a class of piecewise constant functions: First, approximate the initial data by a piecewise constant function and solve the resulting Riemann problems and replace the rarefaction waves by step functions with many small discontinuities; then track the outgoing fronts until the first time when two waves interact which are determined by a new Riemann problem; and finally design a simplified Riemann solver so that the number of wave fronts is finite for all x ≥ 0 in the flow direction.
3.1. The Riemann solvers. As mentioned in Section 2, the solution to the Riemann problem (U b , U a ) is a self-similar solution given by at most five states separated by shocks or rarefaction waves. More precisely, there exists C 2 curves α → ψ(α)(u) parameterized by arc length such that
for some α = (α 1 , . . . , α 4 ) and
(negative), states U i−1 and U i are separated by an i-rarefaction (i-shock) wave, so we call α i the strength of the i-wave.
For given initial data U, let U ε , ε > 0, be a sequence of piecewise constant functions approximating U in the L 1 norm, and the wedge boundary is also approximated as in Section 2. Let N ε be the total number of discontinuities in the function U ε and the tangential angle functions of the wedge boundary. Choose a parameter δ ε > 0 controlling the maximum strength of rarefaction fronts, andλ (strictly larger than all the characteristic speeds of (2.1)) that is the speed of nonphysical waves generated whenever the simplified method is used. The strength of the non-physical waves is the error due to the simplified Riemann solver.
A. Accurate Riemann solver: The accurate Riemann solver is just the solution to the Riemann problem (as in Section 2), except every rarefaction wave (w, R i (w)(α)) is approximated by a piecewise constant rarefaction fan.
B. Simplified Riemann solver: For the weak waves, it is exactly the same as in [1] . When a weak wave interacts with the large shock, the simplified Riemann solver is that we ignore the strength of the weak wave, keep the strength of the strong shock, and put the error in the non-physical wave as follows:
Case 1 (A weak wave (U − , U 1 ) hits the large shock (U 1 , U + ) from below): We solve the Riemann problem (U − , U + ) in the following way:
where Λ(U 1 , U + ) is the speed of the strong shock; Case 2 (A weak wave (U 2 , U + ) hits the large shock (U − , U 2 ) from above): We solve the Riemann problem (U − , U + ) in the following way:
where Λ(U − , U 2 ) is the speed of the strong shock.
3.2. The algorithm to construct the approximate solutions. Given ε, we construct the approximate solution U ε (x, y) as follows. When x = 0, all the Riemann problems in U ε are solved by the accurate Riemann solver. By slightly perturbing the speed of a wave, we can assume that, at any time, we have at most one collision involving only two incoming fronts. Let µ ε be a fixed small parameter with µ ε → 0, as ε → 0, which will be specified later. For simplicity of notation, we will drop the index i in α i and do not distinguish between α i and α when there is no ambiguity from now on; the same for β; also we use the same notation α as a wave and its strength as before.
Case 1 (There is a collision between two weak waves with strengths α and β at some x > 0, respectively): The Riemann problem generated by this interaction is solved as follows:
• If |αβ| > µ ε and the two waves are physical, then we use the accurate solver; • If |αβ| < µ ε and the two waves are physical, or one wave is non-physical, then we use the simplified Riemann solver.
Case 2 (There is a collision between the large shock and one weak wave α at some x > 0): The Reimann problem generated by this interaction is solved as follows:
• If |α| > µ ε and the weak wave is physical, then we use the accurate solver;
• If |α| < µ ε and the weak wave is physical, or this wave is non-physical, then we use the simplified Riemann solver.
Case 3 (The wave hits the boundary or the boundary perturbs the flow): We use the accurate Riemann solver to solve the lateral Riemann problem.
3.3.
Glimm's functional and interaction potential. We now develop the Glimmtype functional and interaction potential for the initial-boundary value problem by carefully incorporating additional nonlinear waves generated from the wedge boundary vortices. In this case we write (α, β) ∈ A.
(ii) We say that a weak wave α of the characteristic family i α is approaching the large 1-shock if either α ∈ Ω − and i α ∈ {1, 2, 3, 4}, or α ∈ Ω + and i α = 1. We then write α ∈ A 1 .
(iii) We say that a weak wave α of the characteristic family i α is approaching the boundary if α ∈ Ω + and i α = 4. We then write α ∈ A b .
For a weak wave α of i-family, we define its weighted strength as
{K ij } for coefficients K ij in Lemma 2.9.
Definition 3.2. The wave interaction potential Q(x) is
where K * ∈ (K s4 , 1) and K b0 > K b0 .
Definition 3.3. The total (weighted) strength of weak waves in
The Glimm-type functional is defined by
where κ > 0 is a constant to be specified later, the vectors U * (x) and U * (x) are the above and below states of the large shock respectively at "time" x, and U Note that V , Q, and F are constant between any pair of subsequent interaction times. On the other hand, we can show that, across an interaction "time" x, both Q and F decrease. Proof. Define
where x + and x − are the "times" right after and right before the interaction "time", respectively.
Case 1 (Weak waves α and β interact): Then U * (x) and U * (x) do not change across this interaction time. Thus,
for some constants M 0 and M 1 independent of ε. Case 2 (Weak wave α of 4-family interacts with the boundary):
Case 3 (New 1-wave α produced by the boundary):
The next two cases when U * (x) and U * (x) change across this interaction "time".
Then Case 4 (Weak wave α of i-family interacts with the strong shock from below):
Case 5 (Weak wave α of 1-family interacts with the strong shock from above):
∆F (x) = j=1,2,3,4
In these cases, K s4 < K * < 1, b α ≥ 2 max{K ji }|α| due to the choice of the weight k − , and C * > M 0 > 0 is a constant that is not small.
We now prove
Case 1 (x > 0 is the first interaction "time"
) ≪ 1 for all Cases 1-5, we find that, when κ is larger enough and µ ε is sufficiently small,
Then, for the next interaction "time" x n , similarly to Case 1, we also have
Therefore, V (x) ≪ 1 is proved for all x, since C is independent of x. Then
Lemma 3.2. For any sufficiently small fixed ε > 0, the number of wave fronts in U ε (x, y) is finite so that the approximate solutions U ε (x, y) are defined for all x.
Proof. Recall that the total interaction potential Q(x) is constant except decreasing when it crosses an interaction time. From Cases 1-5 in Proposition 3.1, we have known that V (t) ≪ 1. Therefore, we can find some c ∈ (0, 1) so that The following argument is similar to that in [1] : Q decreases for each case and Q(0) is bounded; When the interaction potential between the incoming waves is greater than µ ε , Q decreases by at least cµ ε in these interactions, by the bound in (3.5); Following the wave front tracking, new physical waves can be only generated by this kind of interactions, which implies that the number of the waves is finite; Since non-physical waves are produced only when physical waves interact, the number of non-physical waves is also finite; and, since two waves can interact only once, the number of interactions is also finite. Therefore, the approximate solutions are defined for all x > 0.
Similar to [1] , we have following lemma.
Lemma 3.3. The total strength of all non-physical waves at any x is of the order
Following the framework of the wave front tracking in [3, 1] and Lemmas 3.1-3.2, we obtain the existence of global entropy solutions to (1.3) and (1.8)-(1.9). 
The Lyapunov functional
We now follow the approach of [9, 26, 30] to construct the Lyapunov functional Φ(U, V ) by incorporating additional new waves generated from the wedge boundary vortices, which is equivalent to the L 1 -distance:
for some constants C i , i = 1, 2, 3, where U and V are two approximate solutions obtained by the wave front tracking, and the small parameter ε controls the following three types of errors:
• Errors in the approximation of initial data and boundary;
• Errors in the speeds of shock and rarefaction fronts;
• The maximum strength of rarefaction fronts;
• The total strength of all non-physical waves.
When x is fixed, for each y, the connection U (y) with V (y) always moves along
Hugoniot curves S 1 , C 2 , C 3 , and S 4 in the phase space. We call p i (y) the strength of the i-th discontinuity wave, which is determined by U (y) and V (y) as follows:
• If U (y) and V (y) are both in Ω − or in Ω + , then start from U (y) moving along Hugoniot curves and end at V (y); 
Here κ 1 and κ 2 are two constants to be defined later, Q is the total wave interaction potential defined in Definition 3.2, A i (y) is the total strength of waves in U and V which approach the i-wave q i (y) defined by
where the "small" or "large" describes the waves that connect the states in the same or in the distinct domains Ω − and Ω + , respectively, and
both states joined by α
both states joined by α are located in Ω + |α|.
For fixed x, J = J (U ) ∪ J (V ) is the set of all weak waves in U and V , α is the strength of wave α ∈ J , located at point y α and belonging to the characteristic family k α .
sufficiently small, we have
for some constant C 0 independent of x and ε. Therefore, for any x ≥ 0,
where C 1 and C 2 depend only on T V (Ū (·) + T V (V (·) + T V (g ′ (·)) and the strength of the strong shock, which are independent of x.
Now we examine how the Lyapunov functional Φ evolves in the flow direction x > 0. Denote λ i the speed of the i−wave q i (x) (along the Hugoniot curve in the phase space). At a time x which is not the interaction time of the waves either in
whereẏ α is the speed of the discontinuity at wave α ∈ J , b = g(x)− stands for the points on the boundary, andẏ b is the slope of the boundary. Define
Our main goal is to establish the following bounds:
when α is a strong shock wave in J , (4.10)
when α is a non-physical wave in J , (4.11)
when α is a weak wave in J . (4.12) From (4.9)-(4.12), we have
If the constant κ 2 in the Lyapunov functional is chosen large enough, by the Glimm interaction estimates, all weight functions W i (y) decrease at each time where two fronts of U or two fronts of V interact. By the self-similar property of the Riemann solutions, Φ decreases at this time. Integrating (4.13) over interval [0, x], we obtain (4.14)
In Section 5, we prove (4.9)-(4.12).
Estimates for the L 1 Stability
For the case that the weak wave α ∈ J := J (U ) ∪ J (V ) appears when U and V both in Ω − or Ω + and for the case of the non-physical waves in J , estimates (4.11)-(4.12) can be obtained if |B/σ 0 | is small enough and κ 1 is large enough, by following [9] .
Therefore, in this section, we focus the other cases. Cases 1-3 below are all related to the strong shock and depend on the wave jump α in U or V ; and, by carefully adjusting the coefficients c i and especially relying on estimate (2.15), we can obtain desirable results, which is similar to the Cauchy problem discussed in [26] . Case 4 is the case near the boundary, which is different from those for the Cauchy problem.
Case 1 (Cross the first strong shock α in U or V ): For this case,
Therefore, when κ 1 is large enough, we have
In Lemma 2.9, let α i = p − i and β i = 0, which implies δ i = p For this case,
Then we have
Since ||q
Since we have (2.15), the following lemma can be easily obtained. With Lemma 5.1, then we estimate E i :
and, for i = 2, 3,
By (5.1) and (5.3), 
Case 4 (near the boundary): For the previous cases, all the desire results depend on the cancellation between the two sides of a wave in J . However, it is not the case near the boundary since there is only one side near the boundary. Then we exploit the exclusive property of the boundary condition (1.9): the flows of U and V are tangent to the boundary, which implies that they must be parallel to each other. Then we solve the Riemann problem determined by U (b) and V (b). 
Proof. We divide the proof into two cases. 
The first observation is p 4 (b) = 0. Since r 1 | (u,v) = k 1 (−λ 1 , 1) ⊤ , the characteristic speed is finite andẏ b ≈ 0, so we always have
λ1 >ẏ b near U + , i.e. the derivative dv/du along the 1st curve is always larger thanẏ b in the u − v plane.
To reach V b , there must be some distance along the 4th Hugoniot curve. Thus, p 4 = 0.
On the u−v plane, we define the signed length of (U 1 −U b )| (u,v) and (V b −U 3 )| (u,v) by l 1 and l 4 as follows:
and
The third observation is
where l cosθ 1 = l 1 cosθ 2 , θ 1 is the angle between (1,ẏ b ) and r 4 | (u,v) , θ 2 is the angle between r 1 | (u,v) and (1,ẏ b ), θ 1 = θ 2 + 2β for β = arctanẏ b , and
Therefore, we have
Then we obtain
Therefore, from (5.7), we obtain
By Proposition 5.2, . Then, when κ 1 is large enough, we conclude
Semigroup
We now prove the existence of the semigroup generated by the wave front tracking method. The semigroup defined by the wave front tracking method is set up in the following theorem. To prove Theorem 6.1, we need the following lemma which can be found in [6] . 
Proof of Theorem 6.1. It is quite similar to the proof in [6] . The difference is that the front tracking method in [6] is to use the cut-off function in the order of √ ε, while the front tracking method here is to employ the simplified Riemann solver rather than the accurate Riemann solver when the interaction term is less than ε. By Lemma 6.2, Let α be large. Then
Therefore, S εn xV n is a Cauchy sequence, which converges in the L 1 sense. Hence, the map S : [0, ∞) × D → D as the limit of the approximate solutions produced by the wave front tracking method is well-defined.
Next, we prove (i) to (iv). Facts (i), (ii), and (iv) are obvious since S is the limit of S ε produced by the wave front tracking method. It is similar to prove (iii) as [6] , the only difference is that the wave front tracking method we employ here is slightly different. Finally, we can see that the entropy solution satisfies the boundary condition due to the construction of our approximate solutions. This completes the proof of Theorem 6.1.
Uniqueness of Entropy solutions in a broader class
In this section, we first prove the semigroup S defined by the wave front tracking method is the only standard Riemann semigroup (SRS) which is defined as Definition 7.1. That is, the semigroup defined by the wave front tracking method is the canonical trajectory of the standard Riemann semigroup (SRS). Then we prove that the uniqueness of entropy solutions in a broader class, i.e. the class of viscosity solutions as defined in [4] . The main point is to prove that, in the class of viscosity solutions, the entropy solution is unique, which coincides with the trajectory produced by the wave front tracking method. (i) R 0Ū =Ū , R x1 R x2Ū = R x1+x2Ū ; The proof of the theorem is similar to the proof in [4] by using Lemma 6.2 and the fact that, locally in x direction, the wave front tracking method and the standard Riemann semigroup (SRS) both have the structure of the Riemann solutions.
As in [4] , there are two types of local approximate parametrices for (1. Denote by ω = ω(x, y) the corresponding solution of the Riemann problem with U − and U + and byλ a upper bound for all characteristic speeds, i.e., if |y − ξ| >λ(x − τ ).
SetÃ=DW (U (τ, ξ)) andB=DH(U (τ, ξ)) the Jacobian matrices computed at the point U (τ, ξ). Proof. If two initial data functionsŪ andÛ ∈ D coincide on (a, b), due to the finite speed of propagation, then the semigroup generated by the wave front tracking method has S xŪ (y) = S xÛ (y) for y ∈ (a +λx, b −λx). By Theorem 7.1, R xŪ (y) = S xŪ (y) = S xÛ (y) = R xÛ (y) for all y ∈ (a +λx, b −λx). U (x, ·) = R xŪ for any x ∈ [0, X]. 
