System identification of linear multivariable dynamic models based on discrete-time data can be performed using a algorithm combining linear regression and LQGbalanced model reduction. The approach is applicable also to unstable system dynamics and it provides balanced models for optimal linear prediction and control.
Introduction
Among many approaches to system identification, least-squares methods, maximum-likelihood methods, realization-based methods and subspace-based methods stand out as methods of choice in various contexts. However, certain weaknesses can be noticed in the capacity of algorithms to produce minimal model representation and to handle correlated noise or multi-input multi-output data. For example, a drawback with many implementations of (approximate) maximum-likelihood (ML) methods is that they rely on numerical optimization. Related problems appear in applications of these methods to multi-input multi-output systems where properties of uniqueness of parametrization become important. Another weak point in many system identification approaches to multivariable linear systems is how to find appropriate models for colored noise. The combination of these issues have inspired new efforts to improve pseudolinear regression and subspace-based models using singular value decomposition. Pseudolinear regression is often organized as a two-step method where the first step involves linear regression to find a high-order model and a second step in which the model order is reduced and where the disturbance model is found&e.g., as an iterated Markov estimate. One alternative is to apply balanced model reduction in the second step. As balanced model reduction only can he applied to stable models, there This important observation can also be exploited in the context of system identification. In the context of pseudolinear regression, the benefit is two-fold. Firstly, it permits the application of pseudolinear regression to unstable systems which, in, turn permits derivation of disturbance models. Secondly, by virtue of the LQG properties it permits the formulation of optimal linear model approximation to reduced-order models for application in LQG control and Kalman filtering. Important application is to he found in identification for control, Kalman filter design and spectrum analysis.
Preliminaries Balanced Model Reduction
Given is a linear time-invariant rn-inputs p outputs transfer matrix G ( s ) with a realization given by 
with input U) E R"' , output y~ E P p , state vector X ) E P" and zero-mean disturbance stochastic processes (Fig. 1) . The pole-zero map with many poles and zeros within the unit circle as well as outside the unit circle is difficult to handle using standard balanced model reduction as the solutions for controllability and observability Gramians fail.
LQG-Balanced System Identification
Because W ( z ) is not available to measurement, linear regression cannot be applied. As a substitute, As a result of the non-uniqueness of parameters, the normal equations of the associated least-squares estimation of 0 will exhibit rank deficit in general. It is therefore natural to apply the least-squares solution
where ( @ ; @ N ) + denotes the matrix pseudo-inverse of @ ; @ N . The associated least-squares estimate then obtained has the smallest 2-norm of all possible minimizers of the least-squares criterion.
Step 2-LQG-balanced Model Reduction:
The regression models MI, M 2 suggest nonminimal multivariable state-space models which may be objects for model reduction.
A nonminimal state-space model may be suggested as -Ai -A2 -As ... 
LQG-balancing in Spectrum Analysis
Based on N samples of input-output data, a transfer function estimate can be obtained as the spectral ratio
E?(z) = S,u(z)S;:(z)
where (25)
.s&) where LQG-balanced model approximation serves to reduce the rational function to a coprime factorization.
Example ZSpectrum Analysis
Step-response data (N = 50) obtained from the sys- were used for transfer function estimation (Figs. 2-3) . Singular values are shown in Fig. 4 estimates, LQG-balanced spectral estimate and spectral estimate of the reduced-order model are shown in Fig. 3 .
LQG-balancing for Frequency-domain Methods
Frequency response fitting based on least-squares identification in the complex frequency domain is a natural idea which also benefits from LQG balancing. Let the polynomial ratio has a n asymptotic covariance function from Q? and its convergence rate described by Thus, the cost of optimal approximation can be quantified by RQ in the context of optimal prediction [SI.
6(i0) = A-'(io)B(io)
Another interesting application which is opened up by the LQG-balanced model reduction is statespace model identification based on empirical transfer function estimates+.g., input-output spectrum ratios or cross-spectrum ratios. Previously, such approaches were hampered by the presence of unstable pole-zero cancellation in the rational functions obtained. A remaining problem, though, is how to treat cases with eigenvalues of A on the imaginary axis. Unlike regular balancing, LQG-balancing requires the solution of two Riccati equations and the computational cost for solving Riccati equations may be high. Hence, a serious concern is the order of the system to which LQG-balancing be applied. An interesting question for further investigation is how to exploit relationships to subspace-based identification and to the Krylov-Amoldi methods--see 151, 111.
