Multiple periodic solutions of Hamiltonian systems with prescribed energy  by An, Tianqing
J. Differential Equations 236 (2007) 116–132
www.elsevier.com/locate/jde
Multiple periodic solutions of Hamiltonian systems
with prescribed energy ✩
Tianqing An
Department of Applied Mathematics, Hohai University, Nanjing 210098, PR China
Received 28 March 2006; revised 26 December 2006
Available online 27 January 2007
Abstract
Consider the periodic solutions of autonomous Hamiltonian systems x˙ = J∇H(x) on the given compact
energy hypersurface Σ = H−1(1). If Σ is convex or star-shaped, there have been many remarkable contri-
butions for existence and multiplicity of periodic solutions. It is a hard problem to discuss the multiplicity
on general hypersurfaces of contact type. In this paper we prove a multiplicity result for periodic solutions
on a special class of hypersurfaces of contact type more general than star-shaped ones.
© 2007 Elsevier Inc. All rights reserved.
MSC: 58E05; 58F05; 34C25
Keywords: Critical point; Hamiltonian system; Hypersurfaces of contact type; Periodic solution; Positive-type
hypersurface
1. Introduction and main result
This paper considers the periodic solutions of autonomous Hamiltonian system
x˙ = J∇H(x) (1.1)
on the given compact energy hypersurface Σ = H−1(1) ⊂ R2n. Where H ∈ C1(R2n,R1) and
J = ( 0 −In
In 0
)
is the standard symplectic matrix. In 1978, P.H. Rabinowitz [18] and Weinstein [22]
proved the existence of at least one periodic solution on Σ provided Σ is star-shaped (or con-
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have been contributed. See for example [7–9,13,16,17] for multiplicity on convex hypersurfaces,
[6,12,15] for multiplicity on star-shaped hypersurfaces and [14,20] for existence on hypersur-
faces of contact type. There are also some nonexistence and almost existence results (for a family
of hypersurfaces), please consult [11] and [19] respectively.
The first multiplicity result for hypersurfaces more general than star-shaped ones was given
by the author in [1]. In the sequel, [2] proved some new conclusions. The purpose of this paper
is to consider the multiplicity of periodic solutions of (1.1) on a class of hypersurfaces of contact
type which are different from that of [1,2].
Denote the inner product and norm of R2n by 〈·,·〉 and | · | respectively. A vector field V
defined on R2n is called positive if 〈V (x), x〉 > 0 for x ∈ R2n \ {0}.
Definition 1.1. (See [1].) Let Σ be a Cr(r  1) compact connected hypersurface in R2n. We call
Σ a positive-type hypersurface if there is a continuous positive vector field V transverse to Σ .
In [1,2] we obtained the multiplicity results on positive-type hypersurfaces under the addi-
tional assumptions that V is linear and satisfies:
(V1) JV = V J ,
(V2) 〈V (x), x〉 = C0〈x, x〉 for some constant C0 > 0 and for ∀x ∈ R2n.
The conditions (V1) and (V2) imply that Σ is of contact type, but not necessarily star-shaped.
A natural new problem is to consider the case that the positive linear vector field V does not
satisfy (V1) and (V2).
Motivated by the work of Felmer [10], we discuss the positive-type hypersurfaces transverse
to the vector fields of the following form:
V (x) =
(
aIn 0
0 bIn
)
x, (1.2)
where a, b are positive constants. It is clear that V does not satisfy (V1) and (V2) unless a = b.
Such a class of hypersurfaces is more general than star-shaped ones and is different from the
normalized positive-type hypersurfaces of [1,2], see Examples 1.7 and 1.8 below. Without loss
of generality, we suppose a  b. It is clear that the vector field V defined by (1.2) satisfies
a|x| ∣∣V (x)∣∣ b|x|. (1.3)
The flow {ϕs} of the vector field V is
ϕs =
(
easIn 0
0 ebsIn
)
. (1.4)
Proposition 1.2. Suppose Σ ⊂ R2n is a positive-type hypersurface transverse to a positive vector
field V defined by (1.2). Then Σ is of contact type and, consequently, carries a closed charac-
teristic.
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a+bV , then V¯ is also transverse to Σ . The flow {ϕ¯s} of V¯ is
ϕ¯s =
(
e
a
a+b sIn 0
0 e
b
a+b sIn
)
.
Direct computation shows
〈J ϕ¯sx, ϕ¯sy〉 = es〈Jx, y〉.
Thus V¯ is a symplectic dilation (see [21] for definition) and Σ is of contact type. By [14,20],
Σ must carry a closed characteristic. 
To consider the multiplicity of closed characteristics on a hypersurface, the key step is to
construct its Hamiltonian function. By [1], if Σ is a Cr positive-type hypersurface, for every
x ∈ R2n \ {0}, there exists a unique ψ(x) ∈ R1 such that ϕψ(x)(x) ∈ Σ . Define the projection P
from R2n \ {0} to Σ by
P(x) = ϕψ(x)x, x ∈ R2n \ {0}. (1.5)
Then P is a Cr -mapping and P |S :S → Σ is a Cr -diffeomorphism, where S is the unit sphere
in R2n.
Definition 1.3. (See [1].) Define a function H : R2n → R1 by
H(x) =
{
|x|2/|P(x)|2 if x 	= 0,
0 if x = 0. (1.6)
We call it the Hamiltonian function of Σ .
Lemma 1.4. If Σ ⊂ R2n is of C2, then H satisfies the following properties:
(i) H ∈ C2(R2n \ {0},R1)∩C1,lip(R2n,R1).
(ii) For ∀x ∈ R2n, there hold
e2asH(x)H(ϕsx) e2bsH(x), s  0, (1.7)
2aH(x)
〈∇H(x),V (x)〉 2bH(x), (1.8)
∇H(ϕsx) = ϕs∇H(x), (1.9)
H ′′(ϕsx) = ϕsH ′′(x)ϕ−1s , x 	= 0. (1.10)
(iii) Let R = supx∈Σ |x|, r = infx∈Σ |x|, then
|x|2/R2 H(x) |x|2/r2. (1.11)
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mal vector to Σ at x. Then
M  2b
ar0
. (1.12)
Proof. (i) Since the mapping P of (1.5) is of C2, H ∈ C2(R2n \ {0},R1). The conclusion H ∈
C1,lip(R2n,R1) will be proved below.
(ii) For x = (p, q) ∈ R2n \ {0},
H(ϕsx) = H
(
easp, ebsq
)=
{
e2as |p|2+e2bs |q|2
|P(x)|2 if x 	= 0,
0 if x = 0.
Then (1.7)–(1.9) come from the direct computations. By (1.9) and the fact that ϕs is linear for
fixed s, one has
〈
H ′′(ϕsx)ϕsξ, η
〉= 〈ϕsH ′′(x)ξ, η〉, ∀ξ, η ∈ R2n.
Hence, (1.10) follows.
Since Σ is compact, there exists a constant C > 0 such that
∥∥H ′′(x)∥∥ C, |∇H(x)||x| C, ∀x ∈ Σ.
Where ‖H ′′(x)‖ is the operator norm of H ′′(x) : R2n → R2n.
For any x ∈ R2n \ {0}, ϕψ(x)x ∈ Σ . By (1.10),
∥∥H ′′(x)∥∥= ∥∥ϕ−1ψ(x)H ′′(ϕψ(x)x)ϕψ(x)∥∥= ∥∥H ′′(ϕψ(x)x)∥∥ C.
So H ∈ C1,lip(R2n \ {0},R1). On the other hand, if ψ(x) 0,
eaψ(x)|x| |ϕψ(x)x| ebψ(x)|x|.
Then for x 	= 0,
|∇H(x)|
|x| 
eaψ(x)|∇H(x)|
ebψ(x)|x| 
|∇H(ϕψ(x)x)|
|ϕψ(x)x| =
|∇H(P (x))|
|P(x)| C.
If ψ(x) < 0, exchange the positions of a and b, the inequality still holds. Thus,
∣∣∇H(x)− ∇H(0)∣∣C|x − 0|, ∀x 	= 0.
This proves H ∈ C1,lip(R2n,R1).
(iii) (1.11) comes from (1.6) immediately.
(iv) By (1.2) and (1.8),
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x∈Σ
〈V (x),N(x)〉|x|
|V (x)| = infx∈Σ
〈V (x),∇H(x)〉|x|
|V (x)||∇H(x)|
 inf
x∈Σ
2b|x|
|V (x)||∇H(x)| 
2b
a
inf
x∈Σ
1
|∇H(x)| =
2b
aM
.
Then (1.12) holds. 
The following lower bound estimate for the periods of periodic solutions of (1.1) on Σ was
proved in [4]. Note that the conditions (V1) and (V2) are not necessary in this result.
Lemma 1.5. (See [1,4].) Suppose Σ is a C1 positive-type hypersurface transverse to a linear
positive vector field V satisfying (1.3), H is defined by (1.6). Then any nontrivial T -periodic
solution of (1.1) on Σ satisfies T  πr20a2/b2.
The main result of this paper is as follows
Theorem 1.6. Suppose Σ is a C2 positive-type hypersurface transverse to a vector field V de-
fined by (1.2), then Σ carries at least n periodic solutions of (1.1) provided one of the following
conditions holds:
(i) a+b
a
(R
2
2 )
a+b
2a < 2r20a
2/b2.
(ii) R2 < 2(
√
6a2r0
(a+b)b )
2a
a+b ( r
2
2 )
a
2b
.
Remark. If Σ is convex or star-shaped, set V (x) = x. The conditions (i) and (ii) of Theorem 1.6
become R <
√
2 r0 and R2 <
√
3 rr0 respectively. Therefore, Theorem 1.6 concludes the main
result of [9] (Theorem 2 of Section IV) and Theorem 3 of [12]. The following examples show
that our result is more general essentially.
Example 1.7. We construct an example of hypersurface on R2. Denote the coordinate of R2 by
(p, q). Define four smooth arcs σi , i = 1,2,3,4, as follows:
σ1 =
{
(p, q)
∣∣ (p − √7 )2 + q2 = 4, p ∈ [√7/3,√7 + 2]},
σ2 =
{
(p, q)
∣∣ q = √2 −√1 − p2, p ∈ [−√7/3,√7/3]},
σ3 =
{
(p, q)
∣∣ (p + √7 )2 + q2 = 4, x ∈ [−√7 + 2,−√7/3]},
σ4 =
{
(p, q)
∣∣ q = −√2 +√1 − p2, p ∈ [−√7/3,√7/3]}.
Then {σi}4i=1 form a C1 closed curve Σ on R2. Define the positive vector field V on R2 by
V (x) = ( 1 00 2)x. It can be proved that V is transverse to Σ and Σ is not star-shaped with respect
to any point. Moreover, Σ is not a normalized positive-type hypersurface defined in [2]. We omit
the elementary and trivial details. In Fig. 1 we draw the graph of Σ , four orbits of V and a ray
starting from origin, crossing the connecting point (
√
7/3,2
√
2/3) of σ1 and σ2, and intersecting
Σ three times.
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Example 1.8. (An example of positive-type hypersurface in R4.) Suppose the parametric equa-
tion of the planar closed curve defined in Example 1.7 is
{
p = ρ(θ),
q = σ(θ), θ ∈ [0,2π]. (1.13)
Denote the coordinate of R4 by (p1,p2, q1, q2). Define a hypersurface Σ in R4 as follows:
Σ :
⎧⎪⎪⎨
⎪⎪⎩
p1 =
√
1 − (r2 + s2) ρ(θ),
p2 = r,
q1 =
√
1 − (r2 + s2) σ (θ), θ ∈ [0,2π],
q2 = s, r2 + s2  1.
(1.14)
It is easy to see that the intersection of Σ and the (p1, q1)-subspace {x = (p1,0, q1,0) | p1, q1 ∈
R1} is just the planar closed curve of Example 1.7, the intersection of Σ and the other (pi, qj )-
subspaces are ellipses (or circles). Σ is symmetric with respect to (p1, q1)-subspace. By using
the method in Example 3.1 of [3], it can be proved that Σ is not star-shaped with respect to any
point in R4. Define a vector V on R4 with form (1.2) by
V (x) =
⎛
⎜⎝
1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2
⎞
⎟⎠x, x ∈ R4. (1.15)
Then V is transverse to Σ , which implies that Σ satisfies the condition of Theorem 1.6.
2. Proof of Theorem 1.6
We use critical point theory to prove Theorem 1.6. As in [1,6], identify R2n with Cn through
the isomorphism (p, q) → p + iq . Cn has the Hermitian inner product 〈ξ, η〉Cn =∑nj=1 ξj η¯j
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ien+j , j = 1, . . . , n. Then {φ1, . . . , φn} is the standard basis of Cn. A function G ∈ C1(R2n,R1)
induces a function G : Cn → R1 defined by G(u) = G(p,q), where u = p + iq . Denote
∇G(p,q) = (Gp(p,q),Gq(p,q)),
∇G(u) = Gp(p,q)+ iGq(p, q).
The Hamiltonian system
x˙ = J∇H(x), x = (p, q),
can be rewritten in complex form as follows
−iz˙ = ∇H(z), z = p + iq. (2.1)
Denote S1 = R1/2πZ. Let L = L2(S1,Cn) with the usual inner product
〈
z(t),w(t)
〉
L =
1
2π
2π∫
0
〈
z(t), w¯(t)
〉
Cn dt
and the norm ‖z‖L. Every z ∈ L has Fourier expansion z(t) = ∑k∈Z eikt zk , where zk =∑n
j=1〈ukj , z〉Lφj ∈ Cn and
{
ukj (t) = eiktφj
∣∣ k ∈ Z, j = 1, . . . , n}.
Let E = W1/2,2(S1,Cn) be the Sobolev space with the inner product
〈z,w〉E =
∑
k∈Z
(
1 + |k|)〈zk,wk〉Cn
and corresponding norm ‖z‖E = 〈z, z〉1/2E . Let
Ek = span
{
eiktφj
∣∣ j = 1, . . . , n}
for every k ∈ Z, E+ =⊕k>0 Ek , E− =⊕k<0 Ek and E0 = E0. Then E = E+⊕E0 ⊕E−. Denote
by P+, P 0 and P− the orthogonal projections on E+, E0 and E−, respectively.
Define the operator A = −i d
dt
: dom(A) ⊂ L → L with dom(A) = W = W1,2(S1,Cn). It is
well known that σ(A) = Z, that Ek is the eigenspace of A with eigenvalue k and that kerA = Cn.
The self-adjoint extension A˜ of A on E is defined by
〈A˜z,w〉E =
∑
k∈Z
k〈zk,wk〉Cn , ∀z,w ∈ E. (2.2)
Then A˜ is a bounded linear operator and σ(A˜) = {k/(1 + |k|) | k ∈ Z}.
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I (z) = 1
2
〈A˜z, z〉E. (2.3)
Let Lr = (L, 〈·,·〉Lr ) and Er = (E, 〈·,·〉Er ), with inner products 〈·,·〉Lr = Re〈·,·〉L and 〈·,·〉Er =
Re〈·,·〉E, respectively.
Define f : Lr → R1 by
f (z) = 1
2π
2π∫
0
H
(
z(t)
)
dt. (2.4)
By Lemma 1.4, f ∈ C1,lip(Lr ,R1) and
〈∇f (z),w〉Lr = 12π
2π∫
0
Re
〈∇H(z),w〉Cn dt.
Define the operator F on E by
〈
F(z),w
〉
Er =
〈∇f (z),w〉Lr . (2.5)
Let V be the linear positive vector field of (1.2). The complexification Vˆ of V is
Vˆ (p + iq) = ap + ibq. (2.6)
Define an isomorphism V˜ on E by (V˜ z)(t) = Vˆ z(t). Denoted by {ϕ˜s} the flow of V˜ , then
ϕ˜s(p + iq) = easp + ebsiq. (2.7)
Lemma 2.1. For every z ∈ Er , there hold
〈A˜V˜ z, V˜ z〉Er = ab〈A˜z, z〉Er , (2.8)
〈A˜z, V˜ z〉Er =
a + b
2
〈A˜z, z〉Er , (2.9)
〈A˜ϕ˜sz, ϕ˜sz〉Er = e(a+b)s〈A˜z, z〉Er , (2.10)
2af (z)
〈
F(z), V˜ z
〉
Er  2bf (z). (2.11)
Proof. Let z = p + iq ∈ dom(A) = W. Then
V˜ z = ap + ibq, A˜V˜ z = bq˙ − iap˙.
Hence,
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(
1
2π
2π∫
0
〈
bq˙(t)− iap˙(t), ap(t)+ ibq(t) 〉Cn dt
)
= 1
2π
2π∫
0
(
ab
〈
p(t), q˙(t)
〉
Rn − ab
〈
p˙(t), q(t)
〉
Rn
)
dt
= ab〈A˜z, z〉Er .
By the fact that W is dense in E, (2.8) holds. All of other equalities and inequalities come from
the direct computations, we omit the details. 
By (2.8) we have the following important corollary:
Corollary 2.2. E+, E− and E0 are invariant subspaces of V˜ .
Let Σ˜ = {z ∈ Er | f (z) = 1}. We use the relative index theory introduced in [6] to find the
critical points of I |Σ˜ with positive critical values. The complex Hilbert space E has a natural
S1-action T = {Tθ | θ ∈ S1} defined by Tθ z(t) = z(t + θ). The space of fixed points of T is E0.
E+ is a closed linear subspace invariant under T , E0 ⊂ X⊥. Under this S1-action, I and f are
invariant functionals, Σ˜ is an invariant set and the linear operators A˜ and V˜ are equivariant. Let
G = {B ⊂ E ∣∣ B ∩ E0 = ∅, is closed and invariant under T },
F = {B ⊂ E ∣∣ B ⊂ E \ {0},B is closed and invariant under T }.
For B ∈ G (respectively B ∈F ), denote by γ (B) and γr(B) the index and the relative index of B
with respect to E+ defined in Section 2 of [6] respectively.
Lemma 2.3. The functional I |Σ˜ satisfies the (PS) condition.
Proof. Suppose {un} ⊂ Σ˜ is a sequence such that {I (un)} is bounded and ∇I |Σ˜ (un) → 0. Then
there exist λn ∈ R1 such that
zn := A˜un − λnF (un) → 0 in Er . (2.12)
Decompose un as
un = u+n + u−n + u0n ∈ E+ ⊕ E− ⊕ E0. (2.13)
Since {I (un)} is a bounded sequence, there exist constants α, β and d such that
−d + α∥∥u+n ∥∥Er  ∥∥u−n ∥∥Er  β∥∥u+n ∥∥Er + d. (2.14)
Multiplying (2.12) by V˜ un,
〈zn, V˜ un〉Er = 〈A˜un, V˜ un〉Er − λn
〈
F(un), V˜ un
〉
. (2.15)Er
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stants d1 and d2 such that
|λn| 12a
(∣∣〈A˜un, V˜ un〉Er ∣∣+ ‖zn‖Er · ‖V˜ un‖Er ) d1 + d2‖un‖Er .
Note that 12‖u‖2Er  〈A˜u,u〉Er for every u ∈ E+, {‖un‖Lr } is bounded, then one has
∥∥u+n ∥∥2Er  2〈A˜u+n ,u+n 〉Er = 2〈A˜un,u+n 〉Er
= 2〈zn + λnF (un),u+n 〉Er
 2‖zn‖Er · ‖un‖Er + 2|λn| ·
∣∣〈∇f (un),u+n 〉Lr ∣∣
 2‖zn‖Er · ‖un‖Er + 2|λn| ·
∥∥∇f (un)∥∥Lr‖un‖Lr
 d3 + d4‖un‖Er ,
where di , i = 3,4, are constants. In view of (2.12), ‖un‖Er is bounded and so is {λn}. Since A˜ is a
compact perturbation of P+ −P− and F is compact, by standard method, {un} has a convergent
subsequence in E. 
Define Λ = {z ∈ E | 12‖z‖2L = 1}. Repeat the proof of Lemma 3.6 of [1], it is easy to see that
for every z ∈ Σ˜ , there exists a unique ψ(z) ∈ R1 such that ϕ˜ψ(z)z ∈ Λ, and ψ(z) is C1 invariant
function. Define P˜ : Σ˜ → Λ along V˜ by
P˜ (z) = ϕ˜ψ(z)z. (2.16)
Then P˜ is an equivariant C1 diffeomorphism.
For any z ∈ Σ˜ ,
1
2
‖ϕ˜ψ(z)z‖2Lr = 1 = f (z).
By (1.4), (1.11) and (2.4), for any z ∈ E,
e2aψ(z)‖z‖2Lr  ‖ϕ˜ψ(z)z‖2Lr  e2bψ(z)‖z‖2Lr ,
‖z‖2Lr /R2  f (z) ‖z‖2Lr /r2.
Hence,
e2bψ(z)  2/R2, e2aψ(z)  2/r2, ∀z ∈ Σ˜.
Consequently,
(
2/R2
) 1
2b  eψ(z) 
(
2/r2
) 1
2a . (2.17)
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γr
(
P˜ (B)
)= γr(B).
Proof. For every z ∈ E \ {0}, Σ˜ ∩ {ϕ˜sz}+∞s=−∞ has exactly one element, denote it by σ(z). Ex-
tend P˜ to E \ {0} by
P˜ (z) = ϕ˜ψ(σ (z))z, z ∈ E \ {0}.
Then P˜ : E \ {0} → E \ {0} is invertible. By (2.17) and Proposition 3.2 of [1], the conclusion
holds. 
Denote by {μk}k∈Z the set of eigenvalues of A = −i ddt , and by {ϑk}k∈Z the set of correspond-
ing eigenfunctions satisfying
〈Aϑj ,ϑk〉L = δjk, j, k ∈ Z,
where δjk is equal to 1 if j = k and 0 otherwise. It is well known that
μ1 = · · · = μn = 1. (2.18)
We give a minimax-type description for {μk}k>0 that will be used to estimate the critical values
of I |Σ˜ . There are many ways to give such description, see for example [1,6].
Lemma 2.5. The positive eigenvalues μk of problem Az = μz are given by
μk = inf
B∈Γk(Λ)
sup
B
I (z), (2.19)
where Γk(Λ) = {B ∈F | B ⊂ Λ,γr(B) k}.
Proof. The minimax-type description (2.19) and the descriptions given in [1,6] are equivalent
essentially. We give the proof briefly for completeness. Note that z =∑j∈Z ξjϑj ∈ Λ if and only
if 12
∑
j∈Z ξ2j = 1. Let
Bk = Λ∩ span{ϑj | j  k}.
Then γr(Bk) = k and
1
2
〈Az, z〉L = 12
∑
jk
ξ2j μj  μk, z ∈ Bk.
Hence,
inf
B∈Γk(Λ)
sup I (z) sup I (z) μk.
B Bk
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B ∩ span{ϑj | j  k} 	= ∅.
Let v =∑jk vjϑj ∈ B ∩ span{ϑj | j  k}. Then
sup
B
I (z) I (v) = 1
2
∑
jk
|vj |2μj  μk,
which implies
inf
B∈Γk(Λ)
sup
B
I (z) μk.
Therefore, (2.19) holds. 
We construct the critical values of I |Σ˜ . Denote
Γk(Σ˜) =
{
B ∈F ∣∣ B ⊂ Σ˜, γr (B) k},
Kc =
{
z ∈ Σ˜ |∇I |Σ˜ (z) = 0, I (z) = c
}
.
Lemma 2.6. Let
ck = inf
B∈Γk(Σ˜)
sup
z∈B
I (z), k ∈ N. (2.20)
Then Kck 	= ∅. Moreover, if there exist k,p ∈ N such that
ck = ck+1 = · · · = ck+p−1 := c,
then γ (Kc) p.
Proof. Step 1. We construct a mapping η : E → E with the following properties:
(i) η(z) = Lz + Kz, where K is compact, L is an equivariant isomorphism and L((E+)⊥) =
(E+)⊥.
(ii) η : E → E is an equivariant homeomorphism.
(iii) There exists a δ > 0, such that
η
({I  c + } \Nδ(Kc))⊂ {I  c − },
where Nδ(Kc) = {z ∈ Σ˜ | dist(z,Kc) δ}, {I  a} = {z ∈ Σ˜ | I (z) a}.
(iv) For B ∈ Γk(Σ˜), η(B) ∈ Γk(Σ˜).
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{
dξ
dt
= −A˜ξ(t)+ 〈A˜ξ(t),F (ξ(t))〉Er‖F(ξ(t))‖2E F(ξ(t)),
ξ(0) = u ∈ E \ {0}
on E. The flow ξ(t, z) of this problem is globally defined and leaves invariant the set Σ˜ . By
Lemma 3.3 of [5], ξ(t, z) is of the form
ξ(t, z) = e−tA˜z +K(t, z)
with K(t, ·) compact. By Theorem 3.4 of [5], there exists a t0 > 0 such that
η(z) = ξ(t0, z) = e−t0A˜z +K(t0, z) = Lz +Kz,
with L = e−t0A˜, K = K(t0, ·), satisfies (i)–(iii).
By Propositions 2.11, 2.12 of [6], for B ∈ Γk(Σ˜),
γr
(
η(B)
)= γr((L+K)(B))= γr(L(I +L−1K)(B))
 γr
((
I +L−1K)(B)) γr(B).
Then (iv) holds.
Step 2. By Lemma 2.3, Kc is compact. Suppose γ (Kc) p − 1. By the definition of c, there
exists A ∈ Γk+p−1(Σ˜) such that
sup
A
I (z) c + .
Let B = η(A \Nδ(Kc)) and let Nδ(Kc) satisfy γ (Nδ(Kc)) = γ (Kc). By (iv) of step 1 and Corol-
lary 2.15 of [6], we have
γr(B) = γr
(
η
(A \Nδ(Kc) )) γr(A \Nδ(Kc) )
 γr(A)− γ
(
Nδ(Kc)
)
 k.
Hence, B ∈ Γk(Σ˜) and consequently, supB I (z)  c. By property (iii) of η, B ⊂ {I  c − },
which is a contradiction. 
Lemma 2.7. The critical values defined by (2.20) satisfy
0 <
(
r2
2
) a+b
2b
 c1  c2  · · · cn 
(
R2
2
) a+b
2a
. (2.21)
Proof. For any z ∈ Σ˜ , P˜ (z) = ϕ˜ψ(z)z ∈ Λ. By (2.10),
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(
P˜ (z)
)= 1
2
〈
A˜(ϕ˜ψ(z)z), ϕ˜ψ(z)z
〉
E
= 1
2
e(a+b)ψ(z)〈A˜z, z〉E = e(a+b)ψ(z)I (z).
Then by (2.17),
(
r2
2
) a+b
2b
I
(
P˜ (z)
)
 I (z)
(
R2
2
) a+b
2a
I
(
P˜ (z)
)
.
Thus, by Lemma 2.4, (2.19) and (2.20),
(
r2
2
) a+b
2b
μk  ck 
(
R2
2
) a+b
2a
μk.
Since μk = 1 for k = 1, . . . , n, (2.21) holds. 
Lemma 2.8. Suppose z ∈ Σ˜ is a critical point of I |Σ˜ with critical value c = I (z) > 0, λ is the
Lagrange multiplier of z. Then u(t) = z( t
λ
) is a periodic solution of (1.1) on Σ with period in
[ a+b
b
πc, a+b
a
πc].
Proof. Since A˜z = λFz, it is easy to see that u(t) = z( t
λ
) satisfies (2.1). Denote u = p+ iq . The
corresponding real form u = (p, q) is a 2πλ-periodic solution of (1.1) on Σ .
By (2.9) and (2.11),
〈A˜z, V˜ z〉Er =
a + b
2
〈A˜z, z〉Er = (a + b)c,
2a 
〈
F(z), V˜ z
〉
Er  2b.
Hence, by the equality
〈A˜z, V˜ z〉Er = λ
〈
F(z), V˜ z
〉
Er ,
one has
a + b
2b
I (z) λ a + b
2a
I (z). (2.22)
Then the conclusion holds. 
Now we give the proof of Theorem 1.6.
Proof of Theorem 1.6. I |Σ˜ has n positive critical values c1, . . . , cn satisfying (2.21). No loss of
generality, we suppose they are distinct mutually. Otherwise, if two (or more) of them coincide,
then the corresponding critical set has index greater than or equal to 2, so that (1.1) has infinitely
many periodic solutions on Σ .
Case 1. a+b (R2 ) a+b2a < 2r2a2/b2.
a 2 0
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by λ1, λ2, . . . , λn the corresponding Lagrange multipliers. Let uk(t) = zk(t/λk), i = 1, . . . , n.
By Lemma 2.8, uk is a periodic solution of (1.1) on Σ with periods Tk ∈ [ a+bb πck, a+ba πck] for
every k. Thus,
Tk 
a + b
a
π
(
R2
2
) a+b
2a
< 2πr20a
2/b2, k = 1, . . . , n. (2.23)
The inequality (2.23) and Lemma 1.5 imply that Tk is the minimal period of uk . Hence uk and
uj are geometrically distinct if k 	= j .
Case 2. R2 < 2(
√
6a2r0
(a+b)b )
2a
a+b ( r
2
2 )
a
2b
.
Use the same notations as above. Let z∗k be the primitive of zk defined by z∗k(t) = zk(t/mk),
where mk is the positive integer such that 2π/mk is the minimal period of zk . It suffices to prove
that z∗k 	= z∗j for k 	= j . At first we prove mk  2 for k = 1, . . . , n.
Define z¯k = 12π
∫ 2π
0 zk(t) dt , z˜k = zk − z¯k . By Wirtinger inequality of [12],
‖z˜k‖L  1
mk
‖˙˜zk‖L. (2.24)
The Lagrange multiplier λk of zk satisfies iz˙k = λk∇H(zk). Then by (2.21),
(
r2
2
) a+b
2b
 I (zk) = 12 〈A˜zk, zk〉E =
1
2
〈Azk, zk〉L
= 1
4π
2π∫
0
〈
iz˙k(t), zk(t)
〉
Cn dt
= 1
4π
2π∫
0
〈
i ˙˜zk(t), z˜k(t)
〉
Cn dt
 1
2
‖z˜k‖L‖˙˜zk‖L  12mk ‖z˙k‖
2
L
= 1
2mk
1
2π
2π∫
0
∥∥λk∇H(zk)∥∥2  12mk λ2kM2.
By (1.12), 1
M
 ar02b , one has
λ2k 
a2r20mk
2b2
(
r2
2
) a+b
2b
, k = 1, . . . , n. (2.25)
If mk > 2, then (2.22) and (2.25) imply
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2a
a + bλk 
√
2mka2r0
(a + b)b
(
r2
2
) a+b
4b

√
6a2r0
(a + b)b
(
r2
2
) a+b
4b
>
(
R2
2
) a+b
2a
,
which contradicts (2.21).
Suppose zk and zj have the same primitive z∗k for some k, j , then z∗k(t) = zk(t/mk) =
zj (t/mj ). Since mk  2, mj  2 and mk 	= mj , there at most one of them, say mk , is 2. Hence,
by (2.25) with mk = 2,
I (zj ) = 2I (zk) 4a
a + bλk
 4a
2r0
(a + b)b
(
r2
2
) a+b
4b
>
(
R2
2
) a+b
2a
.
It contradicts to (2.21) again. 
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