visible from the origin; cf. [2, page 29]) arises when one plants a tree at each point with relatively prime coordinates. The rays issuing from these visible points and pointing away from the origin cover all the hidden points of Z 2 (i.e., the points that are not visible from the origin because they lie behind a visible one). We complete these hidden rays to an infinite graph, which we dub the hidden graph, by linking each visible point to the lower and upper neighboring rays with vertical line segments (and of course declaring the intersection points to be vertices).
In Figure 1 the origin is represented by the blue dot, and we have sketched a sector of the hidden graph. The complete graph is obtained as the union of images of this sector under the transformations (x, y) (±x, y +nx), n ∈ Z, plus eventually the two isolated half-lines {0}×[1, +∞[ and {0}×]−∞, −1]. We will call any vertex coinciding with a visible point an extremal vertex of the hidden graph. These are the main vertices from which all the rays (slanted edges) of the graph stem.
For a better view it is adequate to straighten the hidden graph through the map [ Let's recall that for n ∈ N * the n-th Farey sequence, denoted F n , is the sequence, in increasing order, of rational numbers between 0 and 1, the denominators of which are at most n: [4] the n-th Farey sequence, n ∈ N, is extended to all rational numbers with denominator and absolute value of numerator at most n, furthermore including both "infinities" Finally, the Farey eye is obtained from the previous graph as an image under the exponential map (s, t) → se 2iπ t in the unit disc D(0, 1) of the complex plane. This transformation takes care of the periodicity of the Farey comb through entire vertical translations. In Figure 4 the Farey eye as just introduced is on the left; the right picture is its symmetric reflection (either through the origin or the vertical axis, since the eye is itself symmetric with respect to the horizontal axis).
To sum up, here are the transformations between the different representations of the Farey graph: The first three systems of coordinates are Cartesian, and the last one is polar. as subsets of R 2 (that is, of the image graphs in the square or in the unit disc) is equal to 3/2, a true fraction. 3 
Paths and Best Approximations
Let's orient the edges of the Farey graph so that in the Farey tail, for example, one can move along the horizontal edges from the left to the right and on the vertical edges toward the vertex (dubbed extremal vertex in the previous section) of the unique horizontal edge stemming from this vertical edge and running to the right.
A path in the Farey tail can therefore be described by a sequence of fractions p0 q0 , p1 q1 , . . . corresponding to the different horizontal edges it takes. We note that, in fact, one can enter such a horizontal edge only from its extremal vertex, where the only two vertical edges oriented toward this horizontal edge end.
One-Sided Approximations
We introduce the following area form, expressed in the different representations of the Farey graph described in the previous section:
We associate to a real number ξ ∈ [0, 1[ the ray in the Farey eye, the angle of which is 2π ξ, and we consider the path in the Farey graph minimizing the area between this ray and the path, computed with the area form above. Alternatively, it is the path in the Farey eye for which the radial edges 
Therefore, it is minimal when each irreducible fraction
represents the rational number of denominator ≤ q k closest to ξ. Thus, the path under consideration is described by the sequence of fractions giving the best approximations of type 1 of ξ, that is, satisfying for all k ∈ N:
We remark that since two consecutive elements in the Farey sequence F n , n ∈ N, n > with q k > 1. Furthermore, when q k = 1 there is ambiguity determining the best integral approximation only for the half integers ξ ∈ 1 2 + N. Therefore, to each real number ξ (not a half integer) is associated a definite path in the Farey eye which then becomes an "approximoscope"; see Figure 5 , where, following the white lightning, one reads the sequence of best approximations of type 1 of (green ray).
We note that the convergents of the regular continued fraction of ξ are some best approximations of type 1, in the sense of (2) 
The quantity |qξ − p| can be visualized in the Farey comb as the absolute value of the slope of the line linking the point (1, ξ) to the point 1 − This leads to Klein's geometric interpretation, according to which these best approximations of type 0 can be detected as follows. From the left split the horizontal line of ordinate ξ in two and pull the extremity of each resulting string downwards for the lower string and diagonally left upwards for the upper string (see Figure 6 , where ξ = 9 38 is the ordinate of the green horizontal line). Suppose these rubber strings cannot cross the horizontal edges of the graph; then they shape polygonal lines spanned on the vertices of some horizontal edges of the graph. (In Figure 6 these two polygonal lines are drawn in black, while the white line is the lightning of best approximations of type 1 discussed previously, the image of which in the Farey eye has already been shown in Figure 5 .) The corners of these polygonal lines correspond alternatively to the upper and lower best approximations of type 0 of ξ. Furthermore, between two corners, the number of horizontal edges touched at their vertices by the polygonal line is the corresponding partial quotient of the expansion in regular continued fraction 4 of ξ minus 1. 
Two-Sided Approximations
In the same notation as above, starting from the pair of integers
framing the real number ξ, one may consider the Hurwitz chain associated to ξ (see [4] ), consisting of pairs 
Deduce that the sequence of best approximations of type 0 of ξ alternates under and above ξ. rational numbers beyond the mediant it coincides with. Therefore, rational numbers are the numbers with a finite Hurwitz chain (the last pair reducing to the given rational). Remark 1. When ξ does not belong to the interval [0, 1], our definition of the Hurwitz chain differs from that described in [1] ; see also [4] . In these references, supposing ξ > 0, one starts from the pair The Hurwitz chain of ξ produces both sequences of lower and upper rational approximations of ξ. One deduces also the Hurwitz sequence built from the components of the pairs in the Hurwitz chain, not repeated and ordered by increasing denominators (this is the sequence of mediants appearing successively in the Farey process). The Hurwitz sequence
. . . . It contains all the "rational approximations" of ξ (in any reasonable sense) 6 and in particular the best approximations of type 0 and 1 already discussed. However, one still has to learn how to sort these best approximations out of the complete Hurwitz sequence. of ξ is characterized by the sequence of signs encoding whether the corresponding approximation of ξ is below or above ξ. More precisely, one reconstructs step by step the Hurwitz sequence of ξ from the integer part of ξ and its characteristic sequence of signs deduced from the signs ε , ε k , and ε k+1 . Whenever ξ is a rational number and k is the first index such that p k − q k ξ = 0, one may set by convention ε k+1 = ε k , and the characteristic sequence stops with k + 1 terms. Remarkably, one can also recover straightforwardly the expansion of ξ as a regular continued fraction from its characteristic sequence. Putting aside the first sign and, with our convention above, on the last sign in case ξ is a rational number, one checks that the length of the blocks of identical signs in the characteristic sequence are the partial quotients in the expansion of ξ as a regular continued fraction, except for the integer part of ξ, which starts equally the continued fraction and the Hurwitz sequence in our description. The approximations of type 0, that is, the convergents (also known as approximants) of this regular continued fraction, are the elements The Hurwitz sequence of ξ is represented on the Farey graph by both paths minimizing the surface that each of them cuts with the ray determined by ξ, but with the constraint that these paths never cross the ray. Therefore, there are two paths approaching the ray determined by ξ from one or the other side. The radial edges of each of these paths enumerate the sequences of best approximations of ξ from below and from above respectively. In Klein's interpretation, the vertices crossed by these two paths are all the vertices touched (corners and intermediate ones) by the two black strings in Figure 6 .
Continued Fraction Expansions
A very good reference for this section is O. Perron [6] ; we refer the reader to this monograph for most of the definitions and statements. We start with a quick tour of the zoo of continued fraction expansions of real numbers. We introduce the classical terminology for continued fractions, along with practical algorithms computing the complete quotients and partial fractions for several continued fraction expansions, selecting some remarkable sequences of approximations of a given real number. 
The Zoo of Continued Fraction Expansions
The "ordinary" expansion in continued fractions is well known; its convergents give the sequence of best approximations of type 0 of a real number. Continued fractions of the form (4) a 0 + 1
theorem).
Here is the well-known algorithm computing the expansion in regular continued fractions of the real number ξ in the form (4), namely,
Algorithm
8 RCF :
the convergents of which are all the approximations of ξ of type 0 ordered by strictly increasing denominators; see also [2, Chap. X] for example.
More generally, semi-regular continued fractions are those of the form
where ε i ∈ {±1} for i ≥ 1, a 1 , a 2 , … are positive integers satisfying a i + ε i+1 ≥ 1 for i ≥ 1 and, if the continued fraction is infinite, a i + ε i+1 ≥ 2 for an infinity of i; whereas if the continued fraction is finite, one requires that its last partial quotient be > 1 (except when it coincides with the initial term). Semi-regular continued fractions are also 8 This algorithm and the others described in the sequel stop as soon as v k+1 = ∞ (see the definition of this parameter in each case); otherwise they continue indefinitely. They work on the principle of a "while" loop that must be repeated from k = 0 on indefinitely, unless one gets v k+1 = ∞ for some k. 9 Observe that with the notation in (4) and (5) one has   [a 0 , a 1 , a 2 , . . . ] = a 0 + 1 a 1 + 1 a 2 + . . . . convergent, and to each irrational real number ξ and sequence of signs (ε i ) i∈N * corresponds an expansion in semi-regular continued fractions having ε i as partial numerators and ξ as limit. A rational number of denominator q has exactly q expansions in semi-regular continued fractions. Periodic semi-regular continued fractions are in bijection with the expansions of quadratic real numbers for prescribed periodic sequences of signs. Here is an algorithm computing the semiregular expansion in continued fractions of a real number ξ with a given prescribed sequence of signs ε 1 , ε 2 , . . . : Algorithm 10 SRCF :
In general, the sequence of convergents of a semi-regular continued fraction is not produced with increasing denominators; some sparse partial fractions −1 1 may alter this natural order.
Of course, prescribing the sequence of all positive signs, one recovers the expansion in regular continued fractions as one of the expansions in semi-regular continued fractions. On the opposite side, one may prescribe the sequence of all negative signs, possibly allowing a plus sign for the first one. The convergents of these continued fractions are all the approximations of the real numbers ξ from above when ε 1 = −1 and from below when ε 1 = +1, ordered by strictly increasing denominators.
11
Here are the algorithms specialized from SRCF computing these "negative" continued fractions:
Algorithm NCF-:
the convergents of which are the approximations of ξ from above.
Algorithm NCF+:
the convergents of which are the approximations of ξ from below. 10 
Here we denote by the smallest integer larger than and by the usual integer part (also denoted by [ ] elsewhere in this text, for example, in algorithm RCF).
11 The reader can check that the daunting partial fraction −1 1 never occurs in these two "negative" continued fractions.
Continued fractions of the form (5) Algorithm CCF :
and ε k+1 is the sign of v k − a k ; the convergents of which form the complete Hurwitz sequence of ξ, ordered by strictly increasing denominators.
On another hand, given a sequence of rational numbers A semi-regular continued fraction is said to be singular if one has a i ≥ 2 and a i + ε i ≥ 2 for all i ∈ N * . Every real number has an expansion in singular continued fractions, unique if it is not equivalent to
(under the action of Sl 2 (Z)). Again, the expansions of real quadratic numbers in singular continued fractions are those which are periodic; cf. [3, §4] . The following algorithm computes the expansion of the real number ξ in a singular continued fraction.
Algorithm SGCF : 
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and ε k+1 is the sign of v k −a k ; the convergents of which, 2 is a half integer. One may also expand a real number in a continued fraction along the lines of the usual algorithm RCF, but selecting the closest integer (rather than taking the integer part) at each step. One then obtains a semi-regular continued fraction satisfying, furthermore, a i ≥ 2 and a i + ε i+1 ≥ 2 for all i ∈ N * . For rational numbers this expansion is the shortest, while for an irrational, quadratic real number it is periodic; cf. [3, §2] . Here is the corresponding algorithm that computes the closest integer continued fraction expansion of ξ: and are ordered by strictly increasing denominators.
In algorithm CICF the partial quotient a k is the integer closest to v k , with the choice of the smallest one when v k is a half integer.
13
More generally, McKinney [5] has studied the expansions in continued fractions along the closest integer after shifting by a fixed real number λ, which he calls λ-development.
Any convergent p q of the expansions in singular continued fractions and along the closest integer continued fraction of a real number are best approximations of type 0 satisfying
The lists of convergents of these two continued fractions overlap, but also contain distinct approximations. However, the union of the two lists does not contain all the best approximations of type 0 satisfying (6) . Furthermore, the rational numbers satisfying (6) are not necessarily best approximations of type 0 or even 1. It is trickier to devise an algorithm selecting precisely all the rational approximations of ξ satisfying (6) the following algorithm DCF( ) produces the continued fraction that has the sequence of all rational approximations of ξ satisfying (7) as sequence of convergents. It does not seem to appear in the literature. Thus, checking that it indeed selects the asserted sequence of approximations is a real challenge proposed to the reader.
Algorithm DCF( ):
|v0−a0| , ε 1 is the sign of v 0 − a 0 , r 1 := 0 and e 1 := |v 0 − a 0 |; The reader may like to check that the quantities e k introduced in the algorithm DCF( ) satisfy e k (v k + ε k r k ) = 1. Thus, eliminating e k , the definition of a k in the second case of the general step can be rewritten accordingly as
and the condition in the first case reads
Furthermore, if the condition in the first case is not satisfied, then v k + ε k r k ≥ 4 and the square root in the definition of a k in the second case is a definite nonnegative real number. [6] . Finally, we want to introduce a last algorithm, the convergents of which form the remarkable sequence of best approximations of type 1 of a given real number ξ, ordered by increasing denominators. The corresponding continued fraction is unitary of the form (5). Here is this algorithm. 15 As before, if ξ is a rational number, we stop the algorithm as soon as
Algorithm BACF : This expansion in unitary continued fractions of the real number ξ is ultimately periodic if and only if ξ is a quadratic number. 16 Note that the quantity r k+1 introduced above is just the ratio of the denominators of the (k − 1)-th and k-th convergents of the continued fractions a 0 + ε 1 a 1 + ε 2 a 2 + . . . ; that is, r k+1 = need to be computed exactly. It suffices to compute it as a real number with the same precision as the parameter v k .
Sequences of Approximations
We explain in this subsection how the complete continued fraction expansion (algorithm CCF in the previous subsection) of a real number ξ is simply related to its expansion in regular continued fractions (algorithm RCF in the previous subsection).
Recall that the sequence of convergents of a continued fraction of the form (5) is given by p 0 = a 0 q 0 = 1 and, with the convention
Approximations of type 0 are the convergents of the expansion in regular continued fractions of a real number ξ. On another hand, the Hurwitz sequence of ξ is made of all the convergents 
The One has the following correspondence between the complete continued fraction expansion, Hurwitz sequence, and the characteristic sequence of ξ:
. . .
Beware that, in the above picture, when c i = 1 or c i = 2 the partial fractions corresponding to , i ≥ 1.
Complete Quotients
The quantities v k introduced in the descriptions of the algorithms in "The zoo of continued fraction expansions" are related to the complete quotients of the continued fraction of the form (5); that is, for k ∈ N,
Supposing that the fraction (5) converges towards a real number ξ and denoting by v k the k-th complete quotient as written above and by p k q k the k-th convergents, one then checks:
The complete quotients of a regular continued fraction satisfy v k > 1 for any k ∈ N. Therefore one can isolate the best approximations of type 0 among the convergents of the expansion in continued fractions along the closest integer or the complete expansion in unitary continued fractions, for example (or of any other expansion the sequence of convergents of which contains the sequence of best approximations of type 0 ordered by increasing denominators). Practically, one considers for these fractions the first product, v 2 . . . v k1+1 of modulus > 1, then the following products, v ki−1+2 . . . v ki +1 , again of modulus > 1, which give (with k 0 = 0) the indices k i corresponding to the best approximations of type 0. Then, the complete and partial quotients of the expansion in regular continued fractions
Remark 2. If ξ is the limit of the continued fraction (5), its complete quotients are given by the action of the following elements of Gl 2 (Z) on ξ (k ∈ N): Compare this approach with the algorithm BACF presented at the end of "The zoo of continued fraction expansions".
Some Expansion in Continued Fractions, the Convergents of Which Are Best Approximations of Types 0 0 0 and 1 1 1
The algorithms described above are efficient and easy to program (with PARI, for example). We give here the expansion in continued fractions of type 0 (ordinary) and of type 1 for some particular numbers. An overline indicates a sequence that must be repeated indefinitely with the possible increment of the parameter shown in subscript. Small points indicate that the expansion continues without any apparent motif. Finally, we describe precisely the structure of the expansion in continued fractions of best approximations of type 1.
Remark 3. We have marked in red the partial fractions corresponding to convergents giving the best approximations of type 0. The first formulas, giving the expansions in regular continued fractions, are known; see [6] for example. Proving the equalities with the expansions in unitary continued fractions giving the best approximations of type 1 can be done as follows. One converts the latter expansion in the former with the help of the transformation (elimination of superfluous convergents, here 
