Abstract. We introduce the class of rings satisfying (m, 1)-stable range and investigate equivalent characterizations of such rings. These give generalizations of the corresponding results by Badawi (1994) , Ehrlich (1976), and Fisher and Snider (1976) .
Proof. (1)⇒(2). Givenāx +b =1 in R/J(R), then ax + (b + r ) = 1 for some r ∈ J(R). Since R satisfies (m, 1)-stable range, we have y ∈ U m (R) such that a+(b+r )y ∈ U(R). Thereforeā +bȳ ∈ U(R/J(R)) withȳ ∈ U m (R/J(R)), hence R/J(R) satisfies
(m, 1)-stable range by Proposition 2.
(2)⇒(1). Given ax +b = 1 in R, thenāx +b =1 in R/J(R). So there isȳ ∈ U m (R/J(R)) such thatā +bȳ =ū ∈ U(R/J(R)). Assume that y = w 1 + w 2 + ··· + w m with all w i ∈ U(R/J(R)). Since units lift modulo J(R), we may assume that all w i ∈ U(R) and u ∈ U(R), and that a + b(w 1 + w 2 + ··· + w m ) = u + r for some r ∈ J(R). Obviously, u + r ∈ U(R) and w 1 + w 2 + ··· + w m ∈ U m (R). Hence R satisfies (m, 1)-stable range, as asserted. (1) Whenever ax + b = 1, there exists y ∈ K such that a + by ∈ U(R).
(2) Whenever ax + b = 1, there exists z ∈ K such that x + zb ∈ U(R).
Proof. (1)⇒(2).
Since ax + b = 1, we see that
∈ GL 2 (R).
Clearly, xa + (1 − xa) = 1. So there exists z ∈ K such that x + (1 − xa)z = u ∈ U(R). 
(2)⇒(1). Applying (1)⇒(2) to the opposite ring R op , we complete the proof.
Theorem 4 is a general result for symmetry of stable range conditions. As applications, we see that stable range one conditions, unit 1-stable range conditions and rings having many unit-regular elements are symmetric. The following result shows that (m, 1)-stable range condition is right-left symmetric.
Corollary 5. The following are equivalent: (R) . Then the equivalence follows by Theorem 4. (R) . Consequently, a + by ∈ U(R) with y ∈ U m (R), as desired.
(1) (3). Applying (1) (2) to the opposite ring R op , we complete the proof by the symmetry of (m, 1)-stable range conditions.
Let R be generated by m units. If R has stable range one, then it satisfies (m, 1)-stable range. Conversely, we easily check that every ring satisfying (m, 1)-stable range is generated by m + 1 units. Now we show that (m, 1)-stable range condition is inherited by matrix rings.
Lemma 7.
The following are equivalent: (2)⇒(1). Given ax +b = 1 in R, then there exists some y ∈ R such that a+by = u ∈ U(R) and 1 − xy = v ∈ U m (R). So we know that
Proof. (1)⇒(2). Given ax
. Consequently, we show that x + zb ∈ U(R) for some z ∈ U m (R). Therefore R satisfies (m, 1)-stable range by Corollary 5.
(1) (3). Applying (1) (2) to the opposite ring R op , we complete the proof.
In [6] , the author shows that every matrix ring over a ring satisfying unit 1-stable range also satisfies unit 1-stable range. Now we extend [6, Theorem 2.2] to (m, 1)-stable range conditions by a similar route. 
Likewise, we have u 2 ,u 3 ,...,u n ∈ U(R) and 
Similar to the consideration in [ 
(M n (R)). So there is W ∈ U m (M n (R)) such that
It follows from Corollary 5 that M n (R) satisfies (m, 1)-stable range.
Corollary 9. Let R satisfy (m, 1)-stable range, then every n × n matrix over R is the sum of m + 1 invertible matrices.

Proof. Let A ∈ M n (R). Since R satisfies (m, 1)-stable range, so does M n (R) from Theorem 8. As AM n (R) + I n M n (R) = M n (R), we can find some U ∈ U m (M n (R)) such that A + I n × U = V ∈ GL n (R). Thus A = (−U)+ V , as desired.
Recall that a ring R is said to be an exchange ring if for every right R-module A and any two decompositions A = M ⊕ N = i∈I A i , where M R R R and the index set I is finite, then there exist submodules A i ⊆ A i such that A = M ⊕ ( i∈I A i ). A ring R is said to be strongly π -regular provided that for any x ∈ R, there exists a positive integer n such that x n = x n+1 y for some y ∈ R.
We note that R satisfies (m, 1)-stable range if and only if it has stable range one and for any x, y ∈ R, there exists w ∈ U m (R) such that xy+xw+1 ∈ U(R). By an argument of M. Henriksen [11] , we claim that the ring R has stable range one if and only if the ring M 2 (R) satisfies (3, 1)-stable range. For exchange rings, we now derive the following. 2). Given ax +b = 1 in R, then a+by ∈ U(R) for y ∈ R. Since R is an exchange ring, there exists an idempotent e ∈ R such that e = ys and 1−e = (1−y)t. Obviously, ey and (1 − e)(1 − y) are both regular.
and
Theorem 11. Let R be a strongly π -regular ring. If 2 is a nonnilpotent of R, then there exists some nonzero idempotent e ∈ R such that M n (eRe) satisfies (7, 1)-stable range.
Proof. Since R is a strongly π -regular ring, there exists n ≥ 1 such that 2 n = eu for some e = e 2 , u ∈ U(R). Since 2 is a nonnilpotent of R, we see that e ≠ 0. Assume
we have (eve)(eue) = e. Thus 2e ∈ U(eRe). On the other hand, we know that eRe is a strongly π -regular ring. By virtue of [1, Theorem 4] , R has stable range one. Thus we complete the proof by Theorem 8 and Lemma 10.
Proposition 12.
The following are equivalent:
(2)⇒(1). The proof is trivial.
(1) (3). Applying (1) (2) to the opposite ring R op , we complete the proof by the (1 − uv) )u = 1. Hence t is a unit of R. Therefore a + zb = u is a unit of R, as desired.
(1) (2) . By the symmetry of (m, 1)-stable range condition, we complete the proof.
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