ABSTRACT Device-free localization (DFL) plays an increasingly important role in many security and military applications. It can realize localization without the requirement of equipping targets with any devices for signal transmitting or receiving. To reduce the number of measurements in DFL, compressive sensing (CS) theory has been applied. By exploiting the sparse nature of location finding problem, the target location vector can be estimated from a few measurements. However, in changing environments, measurements may diverge from those in a fixed dictionary (sensing matrix), and the mismatches between the dictionary and runtime measurements can significantly deteriorate the localization performance of CS-based DFL methods. To address this, we propose a novel dictionary refinement-based DFL method. It adopts the saddle surface model to characterize the shadowing effects caused by targets and parameterizes the dictionary with the shadowing rate of each link as the underlying parameters. Then, the variational expectationmaximization algorithm is adopted to realize joint localization and dictionary refinement. Simulation results show that the proposed approach achieves higher accuracy and robustness compared with the state-of-the-art fixed dictionary DFL methods.
I. INTRODUCTION

W
ITH advances in wireless communications and mobile computing, numerous applications based on mobile devices are emerging. Location-based services (LBSs) [1] are crucial components of many of these applications. The location information provided by LBSs can help the users to aid decision making or to enable context-aware activities. Potential application areas of LBSs include intelligent transportation, smart homes, healthcare, etc. To meet the increasing demand of LBSs, a lot of localization techniques have been proposed. Most of the existing localization techniques are ''active'' [2] , as they have the requirement of equipping target with electronic devices for signal transmitting or receiving. However, in some special application scenarios, such as intrusion detection, border protection and emergency rescue, it is difficult to equip targets with any transceiver devices. Therefore, in these cases, the active localization techniques are invalid.
To address the aforementioned problem, device-free (or passive) localization (DFL) technique has been proposed. It is a newly emerging and promising technique and can realize localization without the requirement of equipping the target with any transceiver devices. The targets are noncooperative or cannot participate actively in DFL applications. Target localization is realized by analyzing the shadowing effects caused by the transceiver-free targets in the monitoring area. Within the monitoring area, a wireless network (WN) is deployed and with the wireless links of the WN traveling through it. If a target moves into this area, it may inevitably shadow some radio signals of the wireless links and cause some attenuation on these links. These signal attenuation represent the shadowing effects caused by the target, and it will be different when the target lies in different places. Thus, based on this characteristic, the target locations can be estimated by processing the measurements of shadowing effects on the shadowed links.
DFL has become an active research field since the initial paper in 2007 [3] , [4] . In the past decade, a lot of DFL solutions have been proposed. They measure the variations of received signal strength (RSS) [5] or channel state information (CSI) [6] on the shadowed links to quantify the shadowing effects caused by targets. CSI is a fine-grained PHY layer information and it can be obtained from the wireless links which adopt the orthogonal frequency division multiplexing (OFDM) as PHY layer transmission technique. Unlike CSI, RSS can be easily obtained and available from almost all kinds of standard transceivers. Therefore, the method of using RSS variations to estimate the shadowing effects is more suitable for DFL systems which require minimal changes to the existing infrastructures.
A key issue of DFL is to build the mapping relationship between the shadowing effects on wireless links and the target locations. Fingerprinting-based method has been widely used in DFL to achieve this [7] . Just as the fingerprinting-based active localization method, the localization process of the fingerprinting-based DFL approach consists of two stages: the offline stage and the online stage. At the offline stage, fingerprints are collected when a target is located at certain locations. Notice that the ways of collecting fingerprints are different between the fingerprinting-based active and passive localization methods. In the active one, the targets stand in the monitoring area with a transceiver device in hand, and it collects samples from all the wireless nodes in range. But in the passive one, the targets carry no wireless device, and the samples are recorded by the radio signal receivers of all the wireless links. When the fingerprints gathering works of all locations in the monitoring area are accomplished, a radio map (a.k.a. dictionary) is built. After that, at the online stage, location estimation is realized by matching the online measurements with the offline training data. It should be noted that the fingerprint gathering work is time-consuming and labor-intensive. If applying the fingerprinting-based localization method in a large scale area, the labor cost for building the dictionary would be enormous and unacceptable. Model-based approaches can also be used to build the mapping relationship between the shadowing effects and the target locations in DFL. They adopt theoretical or empirical shadowing models of radio signals to calculate the shadowing effects. By this way, the dictionary can be built and few human efforts are needed.
As a new sensing/sampling paradigm [8] , compressive sensing (CS) theory has gained extensive studies and rapid progress in recent decade. It provides an alternative to traditional Shannon/Nyquist sampling mechanism for recovering sparse or compressible signals. In active localization solutions, the CS theory has been widely used [9] . Compared with the K-nearest neighbor (KNN), support vector machine (SVM), or other deterministic/probabilistic matching algorithms, CS-based active localization methods advocate far fewer noisy measurements for recovering the location vector. As the similarity of DFL and active localization, the CS theory also can be applied in DFL to reduce the number of measurements and the deployment density of WN nodes [10] . In DFL applications, target number is usually far less than the number of grids which are used to represent the locations of target. That means, the location vector is a spare signal, and it can be correctly recovered with a high probability by using the CS theory. By taking the advantage of CS theory, we can reduce the requirements of data volume and energy consumption while maintaining high accuracy in DFL. Motivated by the fact that the location information of the target is not only sparse but also changes slowly and continuously over time, Wang et al. [11] propose a recursive compressive sensing algorithm to reconstruct the location vector.
Although positioning technology has undergone a rapid development and has been widely used in many applications, precise DFL is still a critical missing component and gains growing academic interests. Traditional DFL solutions assume that the targets are located in the ideal environment, in which shadowing effects only relate to the target locations. In fact, the localization process is usually conducted in changing environments. There are many other factors, such as the movements of surrounding objects, the gestures or shadowing angle of targets, or even the temperature, humidity, etc, which can invalidate the mapping relations between shadowing effects and the target locations stored in a fixed dictionary. If there is no countermeasure for this, the accuracy of the DFL will degrade. It is very easy to come up with that, a re-training of the dictionary will rebuild the mapping relations. But, obviously, it is not a good solution, for it may result in the human-effort exhausting and energy wasting issues.
In this paper, we focus on the dictionary mismatch problem of CS-based DFL in changing environments and develop a dictionary refinement based device-free localization (DR-DFL) method to address it. The key idea behind the method is to reduce or even eliminate the dictionary mismatches by adapting the dictionary dynamically when the localization environment changes. To accomplish this, we first adopt a shadowing model to characterize the shadowing effects of targets on shadowed links and parameterize the dictionary with the shadowing rate of each link treated as the underlying parameters. By this way, the dictionary is parameterized and refinable. Then, the refinement of the dictionary is accomplished by adaptively adjusting the underlying parameters.
The main contributions of this paper can be summarized as follows:
• We study the effects of environmental changes on DFL.
It can make a degradation on localization performance of DFL methods which do not take the mismatches between the dictionary and the online measurements into consideration.
• To cope with the dictionary mismatch problem, we propose a novel DR-DFL method. It parameterizes the dictionary with the shadowing rate of each link as the adjustable parameter and adopts the 9744 VOLUME 4, 2016
variational EM algorithm to adjust the parameters adaptively.
• We propose a transferring scheme to reduce the computational complexity when building the dictionary as well as calculating the gradient and Hessian matrix of the parameterized dictionary.
• We validate the effectiveness and robustness of the joint localization and dictionary refinement algorithm of our proposed DR-DFL method by extensive simulation results. The remainder of this paper is organized as follows. Section II summarizes a brief review of the related works on shadowing model and the dictionary mismatch problem in DFL. Section III formulates the problem of DFL and presents the saddle surface model which is adopted in our method. Section IV proposes the joint localization and dictionary refinement algorithm. Section V validates the performance of our proposed method by extensive numerical experiments. Finally, the conclusions and future works are discussed in Section VI.
II. RELATED WORK
In order to meet the accuracy and robustness requirements of DFL applications, a lot of studies are carried out in this field. In this section, we summarize the most relevant researches on the shadowing model and describe the state-of-the-art methods adopted in DFL for solving the dictionary mismatch problem.
A. THE SHADOWING MODEL
Youssef et al. and Zhang et al. are the first ones to study on DFL problem. Youssef et al. [3] propose a moving average/variance based detection method to realize the single target detection and tracking. And they also summarize the challenges and some future research directions of DFL. Zhang et al. [4] propose a rectangle model based DFL method. It is the first to use a shadowing model to characterize the spatial impact area of transceiver-free target on the wireless link. The rectangle model assumes that only targets inside the rectangle area around the wireless link will induce a nonnegligible shadowing effect on this link. Based on the concept of the rectangle model, Wilson et al. [12] , [13] propose an elliptical model to characterize the shadowing effect. Unlike the rectangle model assumes the target lies in any cell inside the spatial impact area cause an equal shadowing effect, the elliptical model defines a ''fade level'' to quantify the shadowing effect. That is to say, inside the elliptical area around the wireless link, the RSS variations are different in different places. To define the ''fade level'' more precisely, Guo et al. [14] propose an exponential-Rayleigh (ER) model. It adopts the exponential component to characterize the largescale shadowing effect and adopts the Rayleigh model to depict the small-scale target-induced multi-path components. By using this model, the unpredictable problem caused by multi-path interference in realistic environments can be alleviated. Wang et al. [15] propose a saddle surface (SaS) model which not only considers the distance from target to LOS path but also takes the distances from target to transceivers into consideration when calculating the shadowing effects. In this model, the maximum shadowing effects and the shadowing rates of the wireless links are treated as parameters.
If assigning values to these parameters, the shadowing effects caused by the target lies in any cell can be estimated. The SaS model is derived from real experimental data, and it can better characterize the shadowing effect than other existing shadowing models.
B. DICTIONARY MISMATCH PROBLEM
Due to the dynamic and vulnerable nature of the radio signals, a slight variation of the environment will cause the variation of RSS measurements, which incurs the misjudgment of shadowed links and degradation of localization performance. To alleviate this problem, Wang et al. [16] , [17] propose the robust DFL schemes based on differential RSS and Bayesian theory. Mager et al. [18] elaborate the dictionary mismatch problem in changing environments and quantify the degradation of localization accuracy caused by environmental changes based on extensive experimental data. Moreover, the stability and robustness of the current machine learning classifiers are also verified in presence of the dictionary mismatches. Based on the fact that a target shadows only a small subset of wireless links, which traveling through its spatial impact area, Wang et al. [19] incorporate link state estimation function into particle filter (PF) framework to predict shadowed links and design a parallel scanning scheme to scan multiple shadowed links simultaneously. It makes the DFL more robust to the environments changes. In fingerprintingbased DFL approaches, the fingerprints in a particular monitoring area cannot be directly applied to another area. This is because the difference between monitoring areas can also lead to dictionary mismatches. To cope with this problem, Chang et al. [20] propose a transferring matrix to transfer the fingerprints into a projected space, and then reusing it across different monitoring areas. However, such a method only takes the length of the wireless link into consideration. In fact, among different monitoring area, there are many other factors can result in the difference of fingerprints. In this paper, we study on the dictionary mismatch problem in changing environments, and assume the shadowing rates of wireless links changes over time.
III. PRELIMINARIES
In this section, the preliminaries of our proposed DR-DFL method are illustrated. We start with introducing the signal attenuation model which is adopted in our method. Then, the dictionary mismatch problem in changing environments is stated. Next, an overview of the DR-DFL is proposed. Finally, we introduce the saddle surface model which is adopted as the shadowing model in the DR-DFL.
A. SIGNAL ATTENUATION MODEL
Consider a wireless network consisting of M wireless links. Each link of the WN is bidirectional and has two end nodes. As shown in Fig. 1 , The wireless nodes of the network are deployed around the perimeter of the monitoring area, and these nodes can be divided into two groups: NR-node group and NL-node group. In these two groups, only when i = j, the pair of nodes NR i and NL j belongs to the same link. For simplicity, we suppose the monitoring area is a square (l × l), and its side length is l. The monitoring area is divided into N cells with equal size, and the center of each cell is the location of the grid point. In each side of the monitoring area, there are M 2 wireless nodes. The radio signals of the WN propagate through the monitoring area with a specific frequency and transmission power. When a target moves into the monitoring area, it may inevitably shadow some radio signals and results in the variations of RSS. These variations are the evidences that can be utilized by DFL methods to estimate the target locations.
In wireless environments, the propagations of radio signals are regulated by certain models. The most widely adopted model that can approximate signal propagation character is proposed by [21] and [22] . In this paper, we adopt this model to characterize the attenuation of the wireless signals. According to this model, the RSS measurement of link m at time t can be written as where Var (·) denotes the variance of the input variable. As illustrated in the previous section, the monitoring area is divided into N cells. When a target lies in one of these cells, we assume the location of the target equals to the coordinate of the grid point of this cell. If there are K targets in the monitoring area, the shadowing loss S t m can be approximated as the sum of attenuation that caused by multiple targets. Therefore, S t m can be rewritten as
where θ t n is the n-th element of the location vector θ t ∈ R N ; θ t is a binary vector, if a target is located at cell n, we have θ t n = 1, otherwise, we have θ t n = 0; φ m,n represents the shadowing effect on link m which is contributed by cell n when there is a target in it. Note that K N , therefore θ t only has K nonzero elements. This means that θ t is a K -sparse vector.
B. PROBLEM STATEMENT
The purpose of DFL is to estimate the location vector θ t . For its sparsity, we adopt the CS theory to estimate it while reducing the required number of measurements. The RSS variations can be expressed as
where y t ∈ R M represents the measurements of the RSS variations on M wireless links at time t, and the m-th element 9746 VOLUME 4, 2016 FIGURE 2. An overview of the proposed DR-DFL method, where y t denotes the current RSS variation measurements, 0 denotes the initial parameters of dictionary, µ and denote the mean vector and covariance matrix of the location vector θ respectively. of y t is y t m which equals R t m ; ε represents the measurement noise vector, as illustrated earlier, whose m-th element v t m is an additive white Gaussian noise (AWGN); ∈ R M ×N is the dictionary which maps target locations and RSS variations.
is defined as follows:
The row vector φ m is called the m-th atom of . In CS-based DFL, the estimation of the location vector is transferred to a selection problem of dictionary atoms. Moreover, due to the sparsity of θ t , selected atoms should be as few as possible. This can be accomplished by the following l 1 -minimization with relaxed constraints.
where bounds the energy of the measurement noise. If holds the restricted isometry property (RIP) [8] , θ t can be recovered from (7) with bounded error. Although the l 1 -minimization is theoretically solvable in polynomial time, when θ t has a high dimension, the computational cost of it will become extremely high. To address such a problem, some greedy algorithms and Bayesian algorithms have been proposed. Such as matching pursuit (MP) [23] , orthogonal matching pursuit (OMP) [24] , greedy matching pursuit (GMP) [25] , [26] and sparse Bayesian learning (SBL) [27] , [28] , etc.
For dictionary establishment, fingerprinting-based DFL approaches introduce a site survey to record the link measurements at every possible location. After that, at the online stage, DFL can be realized by a fingerprint matching method. Although this approach can achieve good performance in static environments, but in changing environments, as some factors related to RSS variations change over time, the measurements may diverge from those in a fixed dictionary (i.e. dictionary mismatches). This divergence may degrade the localization accuracy significantly, if there is no re-calibration. Due to the dictionary establishment and re-training are time-consuming and labor-intensive, the fingerprinting-based method can not be utilized in large-scale applications or changing environments.
To address such problem, we propose a novel dictionary refinement based DFL (DR-DFL) method which can realize joint localization and dictionary refinement. The overview of the proposed DR-DFL method is shown in Fig. 2 . In order to relieve the workload of establishing dictionary, we adopt the model-based approach. In the shadowing effect calculation block, the SaS model is adopted to calculate the shadowing effects with the shadowing rate of each link as the underlying parameters. The parameters vector is
where t m is the shadowing rate of link m at time t. Based on the results of the shadowing effect calculation, in the parameterized dictionary establishment block, the parameterized dictionary can be built by using a transferring matrix. And, the values of the dictionary parameters can be obtained by updating or initialization process. To cope with the dictionary mismatch problem, we adopt the variational EM algorithm for joint localization and dictionary refinement. It is an iterative method. In the location vector updating block, θ is regarded as the hidden variables, and its posterior distribution is updated in the variational E-step. In the dictionary parameters updating block, is regarded as deterministic parameters, and it can be updated by the variational M-step.
C. SADDLE SURFACE MODEL
DR-DFL adopts the saddle surface (SaS) model proposed by Wang et al. [15] to calculate the shadowing effects on wireless links. In this subsection, we focus on the basic concept of the SaS model and describe it in detail. For radio signals of a wireless link, there are lots of propagation paths between the transmitter and receiver. Generally, the RSS of a link is mostly contributed by its line-of-sight (LOS) path. That is to say, the power of signals transmitted through the LOS path is far more than other paths. Therefore, the shadowing effect contributed by a target at LOS path is much stronger than VOLUME 4, 2016 other cells of the monitoring area. Furthermore, for cell n, the farther it from LOS path in the perpendicular direction of link m, the smaller the φ m,n . When the cell is far enough from the LOS path, φ m,n can be neglected. Wilson and Patwari [12] proposed an elliptical model to characterize the spatial impact area of a target. This model assumes that φ m,n will have a significant nonzero value only when the grid point of cell n inside the elliptical area around the LOS path. The SaS model also assumes the spatial impact area is an ellipse. Fig. 3 shows the elliptical spatial impact area of link m, in which M = 26 and N = 169. To take the midpoint of LOS path as the origin; the LOS path as the horizontal axis and the mid-perpendicular line of the LOS path as the vertical axis, we create a two-dimension coordinates for link m. Based on this coordinates, the elliptical spatial impact area shown in Fig. 3 can be defined as
where λ 1 is the semi-major axis of the ellipse, and λ 2 is the corresponding semi-minor axis. We denote (H , V ) as the coordinate of an arbitrary grid point inside the ellipse. From  Fig. 3 , we can find there are S = 49 grid points inside the ellipse. According to the SaS model, only targets lie in these cells may cause a non-negligible shadowing effect on link m. In the elliptical spatial impact area, a target lies in different cell may cause a different level of shadowing effect. The shadowing effect caused by the target which is located at cell n in the ellipse is given by (10) where (H n , V n ) is the coordinate of the grid point in cell n. A m and t m are the maximum shadowing effect and the shadowing rate of link m respectively. The shadowing rate is defined as the normalized shadowing effect in the midpoint of the LOS path [15] . We assume that A m is time-invariant and can be obtained by training. t m is vulnerable to environmental changes and time-variant. To alleviate the dictionary mismatch problem caused by the variations of , we propose a joint localization and dictionary refinement method.
IV. JOINT LOCALIZATION AND DICTIONARY REFINEMENT VIA THE VARIATIONAL EM ALGORITHM
In this section, we describe the joint localization and dictionary refinement algorithm in detail. First, in order to reduce the computational complexity of the establishment of dictionary, we propose a transferring scheme. Then, the principle of the variational EM algorithm is introduced. Finally, we illustrate the methods of location estimation and parameter optimization.
A. TRANSFERRING SCHEME As stated earlier, the wireless links are bidirectional and can realize full-duplex communication. That is to say, both ends of the link can receive radio signals. In order to reduce the noise interference and enhance the accuracy of measurements, at each time, we record the RSS readings at both ends of the link, and then combine them into a single measurement. Thus, the shadowing effects are symmetric with respect to the H -axis and V -axis in Fig. 3 . Due to the symmetry, we only need to calculate the shadowing effects correspond to P = 17 different grid cells. The shadowing effects correspond to other cells can be derived by mapping. Based on the idea illustrated above, a transferring scheme is designed, which can build the parameterized dictionary efficiently. We use a 3-dimension array T ∈ R P×N ×M to transfer the φ m,n of P cells to N cells for M links. Fig. 4 shows an overview of the transferring scheme. For each link, there are only P different value of shadowing effects. Let these P different values of the shadowing effects are
where is the undetermined shadowing rate; n p represents the cell number, and n p = 1, 2, ..., N . When the coordinate of cell n p is explicitly known, ϕ n p ( t m ) can be obtained
by (10) . The shadowing effects correspond to other cells can be derived from ϕ t m by using the transferring matrix m = T (:, :, m) ∈ R P×N . Thus, the m-th atom of ( t ) can be obtained by
By this way, a parameterized dictionary is established. Note that, the transferring matrix m can also be used to reduce the computational complexity, when calculating the gradient or Hessian matrix of ( t ). This will be illustrated in the following subsections.
B. THE VARIATIONAL EM ALGORITHM
As a well-known and effective method for maximum likelihood (ML) estimation, EM algorithm has been widely used in the area of statistical signal processing [29] , [30] . By using the EM algorithm, we do not need to explicitly known the expression of the likelihood function. The maximizing of the likelihood function can be achieved by executing the E-step and M-step repeatedly. But, we must have the knowledge of the posterior distributions of the hidden variables. This is a shortcoming of the EM algorithm. Because, in many complicated applications, the posterior distributions of the hidden variables are difficult to obtain. To cope with this problem, Tzikas et al. [31] propose the variational EM algorithm which can bypass this difficulty by finding an approximate posterior distributions of the hidden variables based on the Bayesian inference.
Firstly, we illustrate the basic idea of the EM algorithm. Assume are unknown parameters, and z are hidden variables of a data model that generates the observations x. We denote p (x; ) as the likelihood function and q (z) as an arbitrary density function. Based on the exposition in [32] and [33] , the log-likelihood can be written as
with
where KL (q p ) is the Kullback-Leibler divergence between p (z |x ; ) and q (z). For the non-negativity of KL (q p ), we have ln p (x; ) ≥ F (q, ). Thus, F (q, ) represents a lower bound of ln p (x; ).
To maximize the log-likelihood ln p (x; ), the EM algorithm adopts two steps: the E-step and the M-step. These two steps are executed iteratively. The density q (z) and the unknown parameters are optimized alternately. In the E-step, is held fixed, and F (q, ) is maximized with respect to q (z). We assume the estimated parameters in the τ -th iteration is [τ ] . From (13) , it is easy to find that only when KL (q p ) = 0, F q, [τ ] can achieve the maximum value. In this case, the estimated value of q (z) in the τ -th iteration is q [τ ] (z) = p z |x ; [τ ] , and the lower bound raises up to ln p x; [τ ] . In the M-step, q (z) is held fixed to q [τ ] (z), and F (q, ) is maximized with respect to . F (q, ) can be rewritten as
where Q ,
Q , [τ ] is the objective function of the M-step, and it represents the expectation of ln p (x, z; ) with respect to p z |x ; [τ ] . Maximizing Q , [τ ] with as the optimization variables, we can update and get the new parameter vector [τ +1] . It should be pointed out that, with the increasing of the lower bound F (q, ), the log-likelihood ln p (x; ) also increased due to the updating of the parameters . Moreover, the increment of ln p (x; ) is greater than the increment of F (q, ). This is because, with the adjustment of , the KL divergence also increased and can reach to a nonzero value. Thus, ln p x;
and the E-step in the next iteration can be carried out. The iterative algorithm described above assumes that the conditional probability density function p (z |x ; ) is explicitly known in advance. But in many applications, this requirement is very difficult to fulfill. The variational EM algorithm can bypass this difficulty by assuming a specific form on the density q (z) and find an approximation for it. We assume q (z) has the factorized form in our proposed DR-DFL method. The factorized form has been widely used and achieves great success [34] . It factorizes q (z) as
When q (z) has the form of (18), the lower bound F (q, ) can be given as (detail derivation is found in [31] )
where lnp x, z j ; = ln p (x, z; )
q j represents q j z j . Since KL q j p ≥ 0, the lower bound F (q, ) achieves its maximum value when KL q j p = 0. Then, the distribution q
[τ ] j z j can be given as ln q
where the first term is the expectation of ln p (x, z; ) with respect to q i (i = j), and the last term is a normalizing constant which can make q
[τ ] j z j to be a true PDF. Specifically, the variational EM algorithm is given by the following two steps:
Variational E-Step: Maximize the lower bound F(q, [τ ] ) by optimizing the distribution q [τ ] (z) according to (21) .
Variational M-Step: Find the [τ +1] by solving a maximization problem
objective function is formulated as Q ,
C. UPDATE OF THE LOCATION VECTOR
The data model of the DFL is given by (5), where the dictionary parameters (i.e. ) are unknown variables and the RSS variation measurements y are observed data. To induce the sparsity of θ and also allow for a convenient conjugateexponential analysis, we consider a hierarchical Gaussian prior for θ [27] , [35] . The prior distribution of θ is defined by
where
T , and α n represents the inverse variance of the n-th element of θ ; A is an N × N diagonal matrix, and A = diag (α). By imposing the hyperparameter α n a Gamma prior distribution, we achieve its conjugation with the Gaussian. The prior distribution of α is defined by
where the Gamma distribution is defined as
with (a) = ∞ 0 w a−1 e −w dw denoting Gamma function. In addition, to allow conjugate-exponential analysis, the measurement noise vector ε is assumed to be independent Gaussian with zero-mean and inverse variance equals β, that is with
The graphical model of the DR-DFL is shown in Fig. 5 , where α, β and θ are hidden variables. In the variational E-step, we fix the parameters [τ ] and estimate the densities of the hidden variables. Based on (5) and (26), the likelihood function can be given as
By utilizing the conclusion of the variational EM algorithm in (21), the posterior distributions of α, β and θ can be given as
Note that, the posterior density of θ is multivariate Gaussian. By substituting (23) and (28) into (31) and after some arrangements, we have
where · represents the posterior expectation of the input variable. The posterior density of α is multivariate Gamma. Substituting (23) and (24) into (29), we have
where Var (·) denotes the variance of the input variable. The posterior density of β is Gamma. Substituting (27) and (28) into (30), we have (32)- (34) . For the sake of simplicity, we assume uninformative prior distributions to α and β, which can be obtained by setting a, b, c and d to very small values [31] , [36] .
D. UPDATE OF THE DICTIONARY PARAMETERS
According to the framework of DR-DFL method, after the location estimation in the variational E-step, the dictionary refinement is realized in the variational M-step. Assuming the input unknown parameters in the τ -th iteration is [τ ] , the update of the parameters can be achieved by solving the following maximization problem.
Note that, the likelihood function is
Hence, the maximization problem in (41) can be transferred to minimize the following objective function
By integrating θ , H ( ) can be rewritten as
Minimizing H ( ) with respect to is a penalized nonlinear least-squares problem. To solve this problem, we adopt the pure Newton method [37] . The dictionary parameters is updated as follows:
where ω is the iteration number; ∇H (ω) and
represent the gradient and Hessian matrix of H ( ) evaluated at (ω) respectively. For convenience, we donate
Then, we have
Firstly, we derive the gradient and Hessian of f ( ). Let
where U m = y m − φ m ( m ) µ is the m-th element of U, and φ m ( m ) is the m-th row of ( ). The m-th element of ∇f ( ) can be obtain by
Letφ m denote the derivative of φ m ( m ) with respect to m . By utilizing (12) ,φ m can be written as
This means that we only need to take the derivative of P terms in (11) respect to .
∇f ( ) can be given as
where denotes the Hadamard (element-wise) product. (54)-(56), shown at the bottom of the next page, where SUM (·) denotes the sum of all elements of the input matrix; when n = m, for [∇f ( )] m have no term related to n , we have ∇ 2 f ( ) m,n = 0. In other words, the nonzero elements of ∇ 2 f ( ) only occur in the principal diagonal.
Next, we derive the gradient and Hessian of g ( ). Let C i denotes the i-th column of dictionary ( ), that is
Then, the (i, i)-th element of T ( ) ( ) can be written as
Thus, g ( ) can be rewritten as
The terms of g ( ) which relate to m are
The m-th element of ∇g ( ) can be given by (55). Let
When n = m, ∇ 2 g ( ) m,m can be computed as (56); when n = m, for [∇g ( )] m have no term related to n , we have
The nonzero elements of ∇ 2 g ( ) also only occur in the principal diagonal.
As pointed out earlier, the utilization of the transferring scheme can dramatically reduce the computational complexity when calculating the gradient or Hessian matrix of the dictionary. In (52), (54), (55) and (56), we only need to take the derivatives for low dimension matrices. By using the transferring matrix m , plenty of derivative works can be avoided. The transferring matrix of each link can be obtained according to the deployment of the WN, and we store it in database on the server.
E. JOINT LOCALIZATION AND DICTIONARY REFINEMENT PROCEDURE
Base on the concept of the variational EM algorithm, the proposed DR-DFL method maximizes the likelihood function given in (28) to realize location estimation and parameter optimization. The joint localization and dictionary refinement procedure of the proposed DR-DFL method is shown in Algorithm 1.
Remark 1: To initialize the joint localization and dictionary refinement procedure, we first adopt the transferring scheme to build a parameterized dictionary based on the SaS model. Then, the initialization of the posterior of θ is achieved by treating the prior distributions of α and β as their posterior densities. After that, we initial the parameters t with the training data. Set t = 1 and let t = 0 . 6: while (true) do 7:
Input current RSS variation measurements y t . 8:
Set τ = 1 and let
while (τ ≤ τ max or measurement residual δ τ ≤ δ th ) do 10:
Calculate q [τ ] α;
[τ ] and q [τ ] β;
[τ ] using (35)-(40). 11:
Calculate q [τ ] θ ;
[τ ] using (32)-(34). 12:
Obtain µ and of θ based on q [τ ] θ ;
[τ ] . 13:
Set ω = 1 and let
. 14: while (ω ≤ ω max or Newton decrement ζ ω ≤ ζ th ) do 15:
Obtain (ω+1) by utilizing (45).
16:
ω ← ω + 1. 17:
end while 19:
Let
, and let θ
23: Remark 2: Algorithm 1 is a three-layer iteration procedure. The initial dictionary parameters of the outer iteration are given by training. And the initial dictionary parameters of the middle iteration are given by the current parameters of
the outer iteration, that is, [1] = t . This is because the difference between the parameter vectors at adjoining times are relatively small. With the increasing of the time interval, the difference between the parameter vectors will increase.
Remark 3: In the Newton method, the initial value of equals to the current parameter vector of the middle iteration, that is,
. When the iteration number ω reaches to a specified maximum iteration number ω max or the Newton decrement ζ ω falls below a specified threshold ζ th , the iteration will terminate and output the updated dictionary parameters
(ω) . Remark 4: In the variational E-step, the computational cost is dominated by the evaluation of the covariance matrix of θ . The complexity of the matrix inversion in (34) is O N 3 . This may incur a high computational cost when the grid number N has a large value. To alleviate this problem, the matrix inversion lemma can be used to reduce the the matrix inversion computation to O M 3 [38] . In the variational M-step, the computational cost can be controlled by restricting the maximum iteration number ω max in the Newton optimization. Additionally, the localization process is conducted on the server. It has much stronger computing capability than sensor nodes.
Remark 5: At each time t, we estimate the location vector θ t according to θ [τ −1] . Due to the influences of noises, the estimated mean vector of θ may have many nonzero but negligible components. We adopt the following method to filter out these small components of θ [τ −1] .
where η th is a sparsity threshold, andθ t n is the n-th element ofθ 
V. SIMULATION RESULTS
In this section, we validate the effectiveness and robustness of the proposed DR-DFL method by a series of numerical experiments. First, to highlight the ability of the DR-DFL method for handling the dictionary mismatches in changing environments [18] , a simulated changing environment is built. And we evaluate the performances of DR-DFL method as well as some other DFL methods which adopt the well-known CS recovery methods to recover the location vector in this simulated changing environment. After that, we also quantify the localization performance of different DFL methods in a static environment. At last, the influence of the target number to the localization performance in presence of the dictionary mismatches is evaluated.
In the first experiment, in order to verify the robustness of the proposed DR-DFL method in changing environments, we set up a simulated changing environment with the shadowing rate of each link changes over time. We divide the simulation time into 10 time slots with equal interval. At each time slot, an AWGN ν is added to the shadowing rates (dictionary parameter vector) to simulate the environmental changes. Note that, the noises added to the shadowing rates are cumulative. At time t, we assume the current AWGN added to the dictionary parameters is ν t , and the true value of the dictionary parameter vector can be written as
The variance of ν i is 3.6 × 10 −3 . And, the measurements are obtained by
where the measurement noise ε is also an AWGN and the signal-to-noise ratio (SNR) is 20dB. As the time goes by, due to the accumulation of ν, the variance of the difference between the noisy dictionary and the initial dictionary will increase. By this way, the dictionary mismatches in changing environments can be simulated. In our experiments, we introduce a performance metric: Average error (AvgErr), and we use it to evaluate the localization accuracy of DFL methods. It is defined as
whereW t k represents the true location of the k-th target, andŴ t k represents its corresponding estimated location. To determine an estimated location belongs to which target, we calculate the AvgErr of all possible pairs of the estimated and true location, and we choose the pair as the matching result when AvgErr reaches its lowest value.
FIGURE 7.
The AvgErr of multiple CS-based DFL methods as a function of the environmental change times. The VEM is adopted by our proposed DR-DFL method and can realize joint localization and dictionary refinement. BP, GMP, OMP and SBL are adopted to estimate the target location with a fixed dictionary.
We investigate the effects of dictionary mismatches on the AvgErr for multiple DFL methods. Fig. 7 reports the performance of different methods in the simulated changing environment. Each curve of the figure is the average of 100 Monte-Carlo runs. As can be seen from this figure, the AvgErr of the proposed DR-DFL method which adopts the variational EM algorithm (VEM) to estimate the location vector and dictionary parameters is insensitive with the simulated environmental changes. For comparison, we also test the performances of the DFL methods which adopt the well-known CS recovery methods (i.e. OMP, BP, SBL and GMP) to estimate the location vector with a fixed dictionary. For there is no countermeasure for the dictionary mismatch in these methods, as the accumulation of the environmental changes, the AvgErr increases fast. The above results highlight the necessity of considering the dictionary mismatch problem in changing environments. Otherwise, the localization accuracy will degrade dramatically.
It should be pointed out that, in our experiments, the maximum iteration number of the variational M-step is set to 1 (i.e., ω max = 1). Theoretically, when using the pure Newton method to minimize H ( ) in the variational M-step, the algorithm can terminate when the Newton decrement ζ ω falls below a specified threshold ζ th . In fact, the Newton residual falls quickly, and the decrement ζ ω can fall below a small value within very few iterations. Moreover, we found if iterating more than once in the variational M-step, the improvement in localization accuracy is negligible while the increment in computational burden is considerable. Thus, in the variational M-step, the pure Newton method iterates only once. This is for the equilibrium of the computational complexity and the localization accuracy. The first experiment reveals the influence of the accumulative environmental changes to DFL performance in changing environments. In the second experiment, we compare the AvgErr between multiple localization methods in a static environment with no accumulative dictionary mismatches. The variance of the AWGN ν added to the dictionary parameters is 3.6 × 10 −3 , and the measurement noise is the same with the first experiment. Fig. 8 illustrates the cumulative distribution function (CDF) curves of the AvgErr of different the DFL methods. The results are obtained by 100 simulations. In this figure, it is clear that the VEM and BP based DFL methods result in lower AvgErr when compared with other methods. We observed that the DR-DFL (VEM based method) performs the best with 90 th percentile errors of 0.8m, while the OMP, BP, SBL and GMP based methods yield a large error with values of 2m (90 th percentile), 1m (90 th percentile), 1.5m (90 th percentile) and 1.7m (90 th percentile), respectively. Furthermore, the DR-DFL method also achieves the highest probability for localization with no error.
To evaluate the recovery performance of the different methods, we compare the results of the recovered location vector between multiple DFL methods. The simulation environment is the same as the aforementioned static environment. The original location vector and the recovered location vectors of different DFL methods are given in Fig. 9 . There are 4 targets in the monitoring area, and Fig. 9(a) shows the original location vector of the targets. In Fig. 9(a) , we can see that the indices of the nonzero elements of the original location vector are 29, 51, 93 and 133, and the values of these nonzero elements are 1. In contrast, the numbers of the nonzero elements of the recovered location vectors of all DFL methods except the GMP based method are more than 4. There are many small components in these recovered location vectors. We can use the filtering method proposed in (61) to filter out most of these small components and obtain the estimated locations of the targets. Although the GMP can correctly estimate the number of nonzero elements, from Fig. 9 (e), we find some indices of the recovered location vector of the GMP are incorrect. This may result in a large AvgErr.
We adopt the sum of the squared errors (SSE) and the AvgErr to quantify the recovery performance of different methods. The SSE of the recovered location vector is defined as SSE = θ r − θ o 2 2 (66) where θ r represents the recovered location vector, and θ o represents the original location vector. The SSE is the quadratic sum of the difference between these two vectors. In Fig. 10(a) , the horizontal axis shows five different DFL methods, and the vertical axis represents the value of SSE and AvgErr. It is apparent that compared with the VEM based method, the SSE of the other methods are extremely high, and only the VEM based method can estimate the location vector with no error. It should be pointed out that, in order to avoid the influence of the difference of different filter methods, we adopt the same filter method in all DFL methods.
As illustrated in the previous section, VEM is an iterative algorithm, and the convergence of VEM is of great concern in real applications. In Algorithm 1, δ τ is defined as the measurement residual after τ -th iteration. When the iteration number τ reaches to a specified maximum number τ max or the measurement residual falls below a specified threshold δ th , the iteration will terminate. In our simulation, the maximum iteration number is set to τ max = 200 and the threshold of the measurement residual is set to δ th = 10 −5 . Fig. 10(b) shows that, with the increasing of the number of iterations, the measurement residual of the proposed method first increases and then decreases. After the 132-th iteration, the measurement residual falls below 10 −5 , and the stopping criterion is met. In the last experiment, we turn our attention to the influence of the target number on localization performance and discuss which method performs best as the target number increasing. When K (target number) increases from 1 to 8, Fig. 11 shows VOLUME 4, 2016 the curves of AvgErr as a function of K , and it illustrates the impact of target number on the localization performance. As the increasing of the target number, the AvgErr of all localization methods increase. In this experiment, we find that the VEM based method can localize 5 targets with the AvgErr of 0.33m, while the AvgErr of other CS-based DFL methods are much higher.
To sum up, we conclude that the proposed DR-DFL method is superior to other four DFL methods in the effectiveness and robustness of localization in presence of the dictionary mismatches.
VI. CONCLUSION AND FUTURE WORK
The device-free localization is an exciting and promising research field for a number of applications. It can realize localization without the requirement of equipping targets with any transceiver devices. Fingerprinting-based methods are widely used in DFL and can offer high localization accuracy. However, the fingerprints gathering works are timeconsuming and labor-intensive, which might restrict their application in large-scale areas. To overcome the shortcoming of the fingerprinting-based methods, model-based approaches are proposed. But in changing environments, where the shadowing effect can be affected by multiple factors besides the target location, the measurements may diverge from those calculated from a constant shadowing model. It may result in the dictionary mismatch problem and degrades the localization accuracy.
In this paper, we propose a novel dictionary refinement based DFL (DR-DFL) method to mitigate the dictionary mismatch problem. It can adaptively update the dictionary without any manual re-calibration. We first parameterize the dictionary with the shadowing rate of each link as the adjustable parameters based on the SaS model and then adopt the variational EM algorithm to realize joint location estimation and dictionary parameters optimization. In addition, the transferring scheme using in the DR-DFL method can significantly reduce the computational complexity. This paper assumes the measurement noise is the AWGN. However, the PDF of the noise in practice often exhibits heavy-tailed properties [39] . In future work, we will adapt the proposed DR-DFL method to a more realistic and complex environments, where the measurement noise is the impulsive noise and the transmission power, link length or even the maximum shadowing effect of each link are also time-variant. Another direction of the future work is to design a dictionary refinement scheme for the dictionary mismatches caused by moving objects in a non-line-of-sight environment. To do that, we need a more complex shadowing model that can well fits the experimental data, and the derivation of the gradient and Hessian of the objective function in the variational M-step will be more complicated.
