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On a cellular level various biological processes are continually taking place. They
involve the interaction of different molecules and this interaction exhibits various kinds
of dynamics. The key words here are interaction and dynamics. These can be modelled
using the mathematical notions of graph and ordinary differential equation. The topic
of this thesis is the statistical treatment of these mathematical concepts.
Graphs or networks are used to model interactions; an example is gene regulatory
networks (GRNs), which are complex systems made up of genes, proteins and other
molecules. It is of great interest to biologists to discover the structure of the graph
that represents a particular GRN. The problem is that there are thousands of genes
and data are sparse; i.e. we are dealing with huge networks but with few data to
provide us with information about them. Fortunately, like the data, GRNs are also
sparse in the sense that only a few elements interact with each other. The sparsity
assumption can be incorporated into statistical methods. One statistical approach that
incorporates sparsity into the classical statistical methodology is penalized Gaussian
graphical models (GGMs). This is the first topic to be treated in this thesis. To be
more specific, we treat the topic of model selection, i.e. how to select an appropriate
GGM.
Once the graph structure of a GRN is found, it is of interest to understand the
dynamics of this network. The dynamics are usually modelled by ordinary differential
equations (ODEs). The equations used for modelling, generally, contain parameters
that are unknown, since they depend on the network. These parameters can only be
estimated from the data. This is the second topic that we treat in this thesis. More
2 Introduction
specifically, the main problem here is computational since using classical statistical
methodology requires repeated solving of ODEs. In this thesis, however, we present
estimation methods that do not require using numerical solvers.
1.2 Estimating Gaussian graphical models
1.2.1 Introduction
A graphical model is composed of nodes that represent random variables and edges that
represent conditional dependencies between variables. The Gaussian graphical model
(GGM) is a graphical model in which the nodes are jointly normally distributed. In
GGMs conditional dependencies are summarized in the inverse covariance matrix,
called the precision matrix. Non-zero elements in the precision matrix correspond to
conditionally dependent variables. Therefore the main goal in GGM is to estimate the
precision matrix.
The maximum likelihood estimator (MLE): The saturated model
Maximum likelihood estimation is a general method for estimating the parameters
of the statistical model by maximizing the log-likelihood of the data. In the case of
a GGM with p nodes and a data set D = {y1, . . . ,yn} of p-dimensional observations,
the scaled log-likelihood up to an additive constant is equal to
2
n
l(Θ) = log |Θ| − tr(ΘS), (1.1)
where Θ is the p × p precision matrix and S = ∑nk=1 yky⊤k /n is the p × p empirical
covariance matrix. The maximizer of (1.1), which almost surely exists when n > p,
is called the maximum likelihood estimator (MLE) and has the form Θ̂ = S−1. The
graph that corresponds to the MLE is the full graph. This is because the maximum
likelihood estimator of any entry of the precision matrix, as a continuous random
variable, takes a zero value with probability zero. This model does not assume any
conditional independence relations between variables and is called the saturated model.
The maximum likelihood estimator under a given graphical model
Since the MLE does not yield any zeros in the precision matrix, sparsity can
be achieved by setting some of the elements of the precision matrix to zero while
estimating the rest with the maximum likelihood method (Dempster, 1972). This
means that we assume certain conditional independence relations, i.e. a certain graph
1.2 Estimating Gaussian graphical models 3
structure. Since there are many possible graphs, we deal with the problem of model
selection: i.e. from the family of estimated precision matrices, how do we choose
the precision matrix with ”the right” pattern of zeros? This approach is problematic
since parameter estimation and model selection are done separately, which leads to
instability of the estimator (Breiman, 1996). Furthermore, when p > n there is the
fundamental problem of the existence of MLE (Lauritzen, 1996, p.148) and when p is
large there are computational problems.
Maximum penalized likelihood estimation (MPLE)
Setting zeros in the precision matrix can be done automatically by penalizing the
coefficients of the precision matrix (Yuan and Lin, 2007). This idea was first used
in regression (Tibshirani, 1996). This is achieved by maximizing the penalized log-
likelihood function c.f. (1.1)






where λ = (λ11, . . . , λpp)⊤ are the regularization parameters (tuning or penalization
parameters) and typically λ11 = . . . = λpp = λ. The penalty function is chosen in a
way that enforces sparsity in the estimator of the precision matrix. This approach
has the advantage that estimation and model selection are done simultaneously. It
can be used when n ≤ p, because the maximizer of (1.2) exists for a particular choice
of penalty. An important issue is determining the amount of penalization, which is
controlled by λ. We treat this problem in Chapter 3 after a more in depth review of
GGMs in Chapter 2. The list of existing methods is given in Table 1.1.
1.2.2 References
Dempster (1972), Lauritzen (1996), Edwards (2000), Rue and Held (2005), Mein-
shausen and Bühlmann (2006), Yuan and Lin (2007), Rothman et al. (2008), Fried-
man et al. (2008), Banerjee et al. (2008), Whittaker (2009), Fried and Vogel (2010),
Lam and Fan (2009), Fan et al. (2009), Liu et al. (2010), Foygel and Drton (2010),
Menéndez et al. (2010), Bühlmann and Van De Geer (2011), Schmidt (2010), Raviku-
mar et al. (2011), Cai et al. (2011), Lian (2011), Gao et al. (2012), Fitch (2012), Chen



























































































































































































































































































































































1.3 Estimating parameters in ordinary differential equations 5
1.3 Estimating parameters in ordinary differential
equations
1.3.1 Introduction
A system of ordinary differential equations is the set of equations that relate the values
of the unknown functions of one variable and their derivatives of various orders. In
this thesis we consider the systems of the form
{
x′(t) = f(x(t),u(t), t;θ), t ∈ [0, T ],
x(0) = ξ,
(1.3)
where x(t) takes values in Rd, ξ in Ξ ⊂ Rd, and θ in Θ ⊂ Rp and f and u are known
functions. Function x(t) is called the state and f is called the vector field. If the
function f on the right hand side of (1.3) depends only on x(t) and θ, then the system
is called autonomous. Given the values of ξ and θ, we denote the solution of (1.3) by
x(t;θ, ξ). Let us assume that a process is modelled by ODEs (1.3). The parameters
ξ and θ are not known and the aim is to estimate them from noisy observations y(ti),
i = 1, . . . , n of the true state x(t;θ, ξ) at certain time points ti ∈ [0, T ], i = 1, . . . , n:
y(ti) = x(ti;θ, ξ) + ε(ti), i = 1, . . . , n.
This problem is called the inverse problem of ordinary differential equations.
Although ordinary differential equations are ubiquitous in science and engineering,
the inverse problem of ODEs is challenging. The principal notion in statistics is that
of the log-likelihood function, and the main problem in estimation of ODEs lies in the
fact that evaluation of the log-likelihood function requires knowledge of the solution
of the ODEs. Since, in general, ODEs do not have a closed-form solution it follows
that the log-likelihood cannot be obtained explicitly. Indeed, for the sake of simplicity
let us assume that we have only one equation and that the noise is Gaussian with zero
mean and variance σ2. Then the log-likelihood function is up to an additive constant
l(θ, ξ) = − 12σ2
n∑
i=1
{y(ti)− x(ti;θ, ξ)}2, (1.4)
which involves the solution x(t;θ, ξ) of the ODEs (1.3).
Classical methods coupled with numerical solvers
6 Introduction
An obvious approach to circumvent this problem is to use a numerical solver to
evaluate the log-likelihood values. In both, the frequentist and Bayesian paradigms,
classical methods coupled with ODEs solvers were used to solve the problem. These
are:
1. Non-linear least squares (NLS).
2. Markov chain monte carlo (MCMC).
NLS is a frequentist method in which the estimate of the parameter is obtained by
maximizing (1.4); this is done numerically. The optimization algorithm, which begins
from some initial value, updates the parameter at each step. The log-likelihood l(θ, ξ)
needs to be evaluated at some particular parameter at every step. MCMC is a Bayesian
method that provides an approximation of the posterior distribution of the unknown
parameter by constructing a Markov chain. The chain is initialized to some value of
the parameter and then on every step a new value (θnew, ξnew) is proposed according
to a proposal distribution. That value is added to the chain or the old value (θold, ξold)
is replicated, depending on the certain probability that depends on l(θnew, ξnew) and
l(θold, ξold). Thus in both approaches at every step in the procedures the log-likelihood
needs to be evaluated, which involves solving the ODEs and hence the computational
burden.
Classical methods coupled with data smoothing
Another approach is to construct an approximation of the solution based on the
data, by using a smoothing method. This approach has turned out to be fruitful. The
idea is old (see e.g. Bellman and Roth (1971); Varah (1982)), but considerable time
passed before it was refined. The seminal paper by Ramsay et al. (2007) solved many
issues and attracted the interest of researchers. The proposed approach has many
strong points and it has also been explored from a Bayesian viewpoint (Campbell,
2007).
Purely Bayesian approach: Gaussian processes
In Bayesian statistics parameters are considered as random variables. A novel idea
proposed by Calderhead et al. (2008) involves considering state variables as random
with a prior distribution; the theory of Gaussian processes makes this possible. The
inference involves MCMC methodology which yields a posterior distribution over the
parameter and the states. This idea has been substantially improved in recent work
by Chkrebtii et al. (2013).
The most important contributions in the field are given in Table 1.2. Our treatment



























































































































































































































































































































































































































































































































Bellman and Roth (1971), Hemker (1972), Bard (1974), Varah (1982), Voit and Sav-
ageau (1982), Bock (1983), Biegler et al. (1986), Vajda et al. (1986), Bates and Watts
(1988), Wild and Seber (1989), Tjoa and Biegler (1991), Ogunnaike and Ray (1994),
Gelman et al. (1996), Stortelder (1996), Ramsay (1996), Jost and Ellner (2000), Pas-
cual and Ellner (2000), Ellner et al. (2002), Putter et al. (2002), Li et al. (2002),
Madár et al. (2003), Li et al. (2005), Ramsay and B.W. (2006), Barenco et al. (2006),
Lawrence et al. (2006), Lalam and Klaassen (2006), Huang et al. (2006), Huang and
Wu (2006), Poyton et al. (2006), Ramsay et al. (2007), Cao and Ramsay (2007), Hooker
and Biegler (2007), Campbell (2007), Khanin et al. (2007), Rogers et al. (2007), Don-
net and Samson (2007), Hooker (2007), Brunel (2008), Calderhead et al. (2008), Liang
and Wu (2008), Chen and Wu (2008b), Varziri et al. (2008), Cao et al. (2008), Girolami
(2008), Miao et al. (2008), Chen and Wu (2008a), Cao and Zhao (2008), Steinke and
Schölkopf (2008), Hooker (2009), Äijö and Lähdesmäki (2009), Secrier et al. (2009),
Qi and Zhao (2010), Lillacci and Khammash (2010), Lu et al. (2011), Lawrence et al.
(2011), Gugushvili and Klaassen (2012), Chkrebtii et al. (2013), Dattner and Klaassen
(2013), González et al. (2013), González et al. (2014), Hall and Ma (2014).
1.4 Our work and contribution
In this section we outline the contributions made by this thesis. The results presented
are based on the following articles and manuscripts: Vujačić et al. (2014a), Abbruzzo
et al. (2014), Vujačić et al. (2014b), González et al. (2014) and González et al. (2013).
1. Estimating Kullback-Leibler information in Gaussian graphical mod-
els
Motivation. A special feature of the Gaussian graphical model is that the
estimation of its parameters, i.e. the precision matrix, can have two goals. One
is prediction accuracy, which is usually measured in terms of Kullback-Leibler
distance. The other is graph identification.
Results. The scaled log-likelihood is a biased KL estimator and estimating the
bias yields an improved estimator of KL. We propose two criteria, both hav-
ing the same structure: the sum of the log-likelihood term and an estimated
bias term. The first criterion, which we call Kullback-Leibler cross-validation
(KLCV), is an approximation of leave-one-out cross-validation. The second cri-
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terion is based on the generalized information criterion (GIC), which is a gener-
alization of the AIC for a wider class of models. This is the content of Chapter
3, which is based on Vujačić et al. (2014a) and Abbruzzo et al. (2014).
2. Estimating graph structure in Gaussian graphical models
Motivation. In gene regulatory networks we are usually interested in relation-
ships between different elements. It is of interest to infer these relationships as
represented by a graph. In a Gaussian graphical model framework this means
that we are more interested in the graph induced by the precision matrix than
in the precision matrix itself.
Results. The only existing closed-form model selection consistent criteria are
BIC and EBIC. They use degrees of freedom that are unstable when the sample
size is small. We use the derived criteria KLCV and GIC to define alternative
degrees of freedom for Gaussian graphical models. These alternative definitions
can be used with BIC or EBIC when the sample size is small. We do not advocate
their usage for larger sample sizes. We discuss this in Chapter 3.
3. Estimating parameters in general ordinary differential equations
Motivation. In many sciences, dynamic processes are modelled by ordinary
differential equations. These equations contain parameters that need to be esti-
mated based on the data.
Results. A widely used approach to estimating parameters in ODEs involves
replacing the solution of the ODEs by its estimate obtained from the data. In
Chapter 5 we use this idea but we formulate it in a framework of reproducing
kernel Hilbert spaces. We consider smoothing the state as a problem of estimat-
ing a regression function that is also close to the solution of the ODEs. To make
the idea possible we discretize the problem. The proposed estimator avoids the
usage of numerical solvers of ODEs. The material in this chapter is based on
González et al. (2014) and González et al. (2013).
4. Estimating parameters in autonomous ordinary differential equations
linear in the parameters
Motivation. In many applications the system of ordinary differential equations,
which is a model of some dynamic process, is autonomous and linear in the
parameters.
Results. The special structure of the autonomous systems that are linear in
the parameters allows one to obtain explicit estimators of the parameters and
initial values. This idea has been explored in the case of repeated measurements.
10 Introduction
For time course data we introduce a window estimator that yields
√
n-consistent
estimators of the parameters. The explicit form of the estimators are also avail-
able in this case. Because of this, no optimization is needed and estimation is
computationally fast. Due to its computational efficiency, the estimator can be
combined with more efficient procedures. This is the topic of Chapter 4, which
is based on Vujačić et al. (2014b).
5. Inferring latent gene regulatory network kinetics
Motivation. Transcription factors (TFs) are proteins that activate or repress
genes. Regulatory networks consist of genes and TFs and their dynamics can
be modelled by ODEs. It is of interest to infer the activity profile of TFs that
are unobserved, and to estimate the kinetic parameters of the ODEs using level
expression measurements of the genes regulated by the TFs.
Results. We model the regulatory network in Escherichia coli. By using the
theory developed in Chapter 5, we reconstruct the unobserved LexA transcrip-
tion factor and estimate the kinetic parameters of the ODEs. We also use an
EM algorithm to improve the precision of the derivative approximation. This is
the topic of Chapter 6, which is based on González et al. (2013).
1.5 Outline of the thesis
The remainder of this thesis is divided into five chapters. Chapter 2 includes back-
ground material for Chapter 3; more specifically, in Chapter 2 we give an overview
of Gaussian graphical models and penalized maximum likelihood estimation as well
as model selection for these models. In Chapter 3 we describe two new estimates of
Kullback-Leibler information for Gaussian graphical models and we show how they
can also be used for graph estimation. Chapter 4 deals with the estimation of param-
eters of autonomous differential equations linear in the parameters. In Chapter 5 we
describe a method for estimating parameters of general differential equations which
uses the theory of reproducing kernel Hilbert (RKHS) spaces. In Chapter 6 we apply
the methodology developed in Chapter 5 to infer gene regulatory kinetics in the case
of the SOS repair system in Escherichia coli.
Chapter 2
Model selection in Gaussian
graphical models
A graphical model is a statistical model that uses a graph to represent conditional
dependencies between random variables. Having a graphical representation of the de-
pendencies enables one to have better understanding of the relations between random
variables. To undertake a formal definition of a graphical model we first introduce
a notion of conditional independence. Our exposition is based mainly on Lauritzen
(1996). Other useful references are Whittaker (2009), Rue and Held (2005), Edwards
(2000) and Fried and Vogel (2010). Hereafter we focus on continuous random vectors,
although the theory is more general (Lauritzen, 1996). Therefore, throughout this
chapter we consider the Lebesgue measure on the product space.
Definition 2.1. Let X, Y, Z be real random variables with a joint distribution P
that has a continuous density f with respect to the product measure. We say that
the random variable X is conditionally independent of Y given Z under P , and write
X ⊥ Y |Z[P ], if
fXY |Z(x, y|z) = fX|Z(x|z)fY |Z(y|z),
for all z with fZ(z) > 0. If Z is trivial we say that X is independent of Y , and write
X Y [P ].
The simpler notation X Y |Z and X Y is usually used. Consider a random
vector Y = (Y1, . . . , Yp)⊤ : Ω → Rp, where Ω is the sample space. We are interested
in relations of the type
YA YB|YC ,
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where YA stands for (Yi)i∈A and A,B,C are subsets of the set V = {1, 2, ..., p}. The
aim is to have a graph that describes the probability distribution of the vector Y . In
this thesis, a graph is a pair G = (V,E), where V = {1, 2, ..., p} is a finite set whose
elements are called nodes or vertices and E is a subset of unordered pairs of distinct
values from V , whose elements are called edges or lines. Thus our graphs are finite –
have a finite set of nodes, undirected – the edges are undirected and simple – there are
no multiple edges and no edges that connect a node to itself (loops).
In order to bring together random vector Y and graph G we assign to every random
variable Yi a node i ∈ V and to any unordered pair {Yi, Yj} of random variables an
edge {i, j} ∈ E. In this context, instead of YA YB|YC we write
A B|C.
2.1 Undirected graphical models
From the definition of conditional independence it follows that the condition A B|C,
can only be satisfied when the sets A,B,C are disjoint. Depending on the nature of
the sets A,B,C we have the following so-called Markov properties. A probability
measure P on Rp is said to obey:
(P) the pairwise Markov property, relative to G, if for any pair (i, j) of non-adjacent
nodes
i j|V \ {i, j} .
(L) the local Markov property, relative to G, if for node i ∈ V
i V \ cl(i)|ne(i),
where ne(i) = {j ∈ V : {i, j} ∈ E} is the set of neighbours of a node i and cl(i) =
ne(i) ∪ {i} is the closure of the set {i}.
(G) the global Markov property, relative to G if, for any triple (A,B,C) of disjoint
subsets of V such that C separates A from B in G
A B|C.
The subset C is said to separate A from B if all paths in G from any a ∈ A to
any b ∈ B intersect C. A path in G is a sequence of distinct nodes such that two
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consecutive nodes form an edge in G.
The properties implicitly describe the distribution P ; they do not define the form
of the density of P , in case it exists. The next property does exactly that.
(F) A probability measure P on Rp is said to factorize according to G, if for all
cliques c ⊂ V there exist non-negative functions ψc that depend on y = (y1, ..., yp)





where C is a set of cliques. A clique is a maximal subset of nodes (with respect to ⊆)
that has the property that each two nodes in the subset are joined by a line.
For any undirected graph G and any probability distribution on Rp it holds that
(F )⇒ (G)⇒ (L)⇒ (P ). More can be said for the distributions that have continuous
positive density; that is the content of the following theorem.
Theorem 2.1 (Hammersley and Clifford). A probability distribution with positive
and continuous density function with respect to the product measure satisfies the pair-
wise Markov property with respect to an undirected graph G if and only if it factorizes
according to G.
The theorem implies that in the case of a probability distribution with positive
and continuous density with respect to a product measure it holds that:
(F )⇔ (G)⇔ (L)⇔ (P ).
Finally, we give the definition of an undirected graphical model (Wainwright and
Jordan, 2008).
Definition 2.2. An undirected graphical model - also known as a Markov random field
(MRF) – associated with graph G is a family of probability distributions that factorizes
according to G.
The definition assumes the strongest F property, although some authors assume
the weakest, pairwise Markov property (Whittaker, 2009).
Definition 2.3. An undirected graphical model associated with graph G is a family of
probability distributions that satisfies the pairwise conditional independence restrictions
inherent in G.
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In the case of probability distributions that have positive and continuous den-
sity, the case considered in this thesis, theorem 2.1 implies that both definitions are
equivalent.
2.2 Gaussian graphical models
If in the definition of the graphical model we restrict the family of distributions to be
Gaussian we obtain a Gaussian graphical model (GGM). In the case of a GGM the
conditional dependencies can be read off from the inverse covariance matrix which is
called the precision matrix or concentration matrix.
The density of the normal distribution with mean µ and precision matrixΘ = (θij)
has the form
f(y) = (2π)−p/2|Θ|1/2 exp
{
−(y − µ)⊤Θ(y − µ)/2
}
.
The following result is of fundamental importance.
Proposition 2.1. For a Gaussian graphical model it holds
i j|V \ {i, j} ⇐⇒ θij = 0.
The consequence of the proposition is that the precision matrix contains all the
information about conditional independence relations between the variables. The edge
between two nodes in the conditional independence graph is present if and only if the
element in the precision matrix determined by the two nodes is not equal to zero. For
example, the following precision matrix and graph correspond to each other, where ∗
represents a non-zero element.
Θ =

∗ ∗ 0 ∗
∗ ∗ ∗ 0
0 ∗ ∗ ∗




Now we formulate some basic results in regard to the GGM.
Assume that the data y1, . . . ,yn are i.i.d. sample from Np(0,Θ−1); for simplicity
we assume that the mean is zero. Using the notation Sk = yky⊤k for the empirical
covariance matrix of a single observation, we have that the empirical covariance matrix
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log |Θ| − tr(ΘSk)} ,






2{log |Θ| − tr(ΘS)}. (2.1)
For the result that follows we introduce some notation. The commutation matrix Kp
is defined as a matrix that has the property KpvecA = vecA⊤ for any p × p matrix
A. Here, vec is the vectorization operator which transforms a matrix into a column
vector obtained by stacking the columns of the matrix on top of one another. Define
Mp = (Ip2 +Kp)/2, where Ip2 is identity matrix of order p2.
Proposition 2.2. If n > p the maximum likelihood estimator (MLE) almost surely
exists and is given by Θ̂ = S−1. Furthermore, Θ̂ is a strongly consistent estimator of







For details see Fried and Vogel (2010).
2.3 Kullback-Leibler information
In this section we review the Kullback-Leibler information which is used as a crite-
rion for evaluating statistical models. Assume that the data D = {y1, . . . ,yn} are
i.i.d. sample generated from some p-dimensional distribution q that we refer to as
the true distribution. Let Θ ⊂ Rp and consider a parametric family of distributions
{p(y|θ);θ ∈ Θ} that we use to approximate the true distribution.
The goodness of the model p(y) can be assessed in terms of its closeness to the true
distribution q(y). Akaike (1973) proposed to measure this closeness by using Kullback-
Leibler information [or Kullback-Leibler divergence, Kullback and Leibler (1951), here-
inafter abbreviated as “KL”]:















Here, Y stands for the random variable distributed according to p(y). The basic
properties of KL are given in the following proposition (Konishi and Kitagawa, 2008).
Proposition 2.3 (Properties of KL.). The KL has the following properties:
1. KL(q; p) ≥ 0,
2. KL(q; p) = 0⇔ q(y) = p(y).
KL is not a metric on the space of probability distributions since it is not symmetric
and does not satisfy the triangle inequality. KL is, up to a constant, equal to the minus
expected log-likelihood since





= Eq{log q(Y )} − Eq{log p(Y )} = C − Eq{log p(Y )},
where C = Eq{log q(Y )} does not depend on p. Assume that p is chosen from a
parametric family of distributions, i.e. p(·) = p(·|θ̂), where θ̂ is an estimator of
θ. Denote by l(θ|DS) the log-likelihood function based on the data set DS ⊂ D
and let lk(θ) = l(θ|yk) and l(θ) = l(θ|D) denote the log-likelihood based on the
kth observation and the entire data set, respectively. Estimating Eq{log p(y|θ̂)} by
replacing the density q(y) by its empirical counterpart we obtain that








lk(θ̂) = − 1
n
l(θ̂).
Thus the scaled log-likelihood is an estimator of KL. However, it is a biased esti-
mator since the data have been used twice – once to obtain the estimator θ̂ and once
to obtain the empirical density of the true distribution. We list some of the estimators
of KL that reduce this bias.
Akaike’s Information Criterion (AIC) Akaike’s Information Criterion, intro-
duced by Akaike (1973), is an estimator of KL in the case of the models estimated
by maximum likelihood. It reduces the bias by adding the penalty to the likelihood,
where the penalty is given in terms of the number of the parameters of the model.
AIC has the form:
AIC = −2l(θ̂) + 2df,
where df = dim(Θ). Similarly, in case of penalized maximum likelihood estimators
we can define the AIC selector (Zhang et al., 2010), which is a special case of Nishii’s
generalized information criterion (GIC) (Nishii, 1984). The AIC selector has the form:
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AIC = −2l(θ̂λ) + 2df(λ), (2.2)
where θ̂λ is the penalized maximum likelihood estimator and df(λ) is the degrees of
freedom of the corresponding model. We refer to these criteria simply as AIC.
Generalized Information Criterion (GIC) Generalized Information Criterion,
introduced by (Konishi and Kitagawa, 1996), is an estimator of KL which is applicable
to a wide class of models and not only for models estimated by maximum likelihood.
This is different from the GIC proposed by (Nishii, 1984). Here we present the GIC




where ψ is a column vector of dimension d and 0d is the zero vector of the same
dimension. The GIC for an M -estimator (Konishi and Kitagawa, 2008) is given by:
GIC = −2l(θ̂) + 2tr(R−1Q), (2.3)
where R and Q are square matrices of order p given by










Here, Dψ(yk, θ̂) and Dlk(θ̂) are Jacobian matrices of corresponding functions at θ̂.
We use the definition of the derivative given in Magnus and Neudecker (2007) (see ap-
pendix 3.B on matrix calculus). The maximum likelihood estimator is anM -estimator,
corresponding to ψ(yk,θ) = vecDlk(θ).
Cross-validation (CV) Cross-validation (Stone, 1974) is an estimator of KL that
involves reusing the data. We split the data D into K, roughly equal-sized parts, that
we denote by D1, . . . ,DK . For the kth part of the data Dk, we estimate the parameter
θ by using the data from the other K − 1 parts. Denote this estimator by θ̂−(k).
Then we calculate the minus log-likelihood based on Dk at the estimate θ̂−(k); this
is an estimator of KL. This procedure is repeated for k = 1, 2, . . . , K and then the
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estimators are averaged. In other words, the cross-validation estimator of KL is





Usual choices of K are 5 or 10. When K = N we obtain leave-one-out cross-validation
(LOOCV)









We finish the section by presenting the KL between two normal distributions and
writing the explicit form of the bias.
KL for normal models. Let q(y) = Nd(y; 0,Θ−1q ) and p(y) = Nd(y; 0,Θ−1p ) be
the multivariate normal densities. Then (Penny, 2001):
KL(q; p) = 12{− log |Θ
−1
q Θp|+ tr(Θ−1q Θp)− d}. (2.6)
Having in mind expression for the log-likelihood in Gaussian models (see 2.1) and that
it is a biased estimator of KL we can write
KL(q; p) = − 1
n
l(Θp) + bias, (2.7)
where bias = tr{Θp(Θ−1q − S)}/2.
2.4 Penalized likelihood estimation in Gaussian Graph-
ical Models
2.4.1 Estimation
Suppose we have n i.i.d. multivariate observations y1, . . . ,yn from distributionNp(0,Θ−1).
When n > p the precision matrix Θ can be estimated by maximizing the scaled log-
likelihood function (see 2.1)
2
n
l(Θ) = log |Θ| − tr(ΘS),
over positive definitive matrices Θ. The global maximizer, called the maximum likeli-
hood estimator, almost surely exists and is given by Θ̂ = S−1 (Proposition 2.2). When
n ≤ p a maximum likelihood estimator does not exist. Moreover, in the case when
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n > p and the true precision matrix is known to be sparse, the MLE has a non-desirable
property: with probability one all elements of the precision matrix are nonzero. A
sparse estimator can be obtained by maximizing the penalized log-likelihood:






where the maximization is over positive definitive matrices Θ. Here, pλij is a sparsity
inducing penalty function, θij is the (i, j)th entry of matrix Θ and λij > 0 is the corre-
sponding regularization parameter. We refer to λ = (λ11, . . . , λpp) as a regularization
parameter and typically λ11 = . . . = λpp = λ.
The LASSO penalty uses the L1 penalty function pλ(|θ|) = λ|θ|. Friedman et al.
(2008) propose the graphical lasso algorithm for the optimization in (2.8) in the case
of the LASSO penalty. The algorithm uses a coordinate descent procedure and is
extremely fast. However, it is known that the LASSO penalty produces substantial
biased estimates in a regression setting (Fan and Li, 2001). To address this issue
Lam and Fan (2009) have studied the theoretical properties of sparse precision matrix
estimation via a general penalty function satisfying the properties in Fan and Li (2001).
This general penalty function includes LASSO and also SCAD and adaptive LASSO
penalties, originally introduced in a linear regression setting (Fan and Li, 2001; Zou,
2006). They also show that the LASSO penalty produces bias in the case of sparse
precision matrix estimation. The SCAD penalty has a derivative of the form
p′λ,a(|θ|) = λI(|θ| ≤ λ) +
(aλ− |θ|)+
a− 1 I(|θ| > λ),
where a is a constant usually set to 3.7 (Fan and Li, 2001). Another penalty, called
the adaptive LASSO, which is proposed in Zou (2006), uses the L1 penalty function
pλ(|θ|) = λ|θ| and
λij = λ/|θ˜ij|γ,
where γ > 0 is a constant and θ˜ij is any consistent estimator of θij. The constant γ is
usually chosen to be 0.5. Implementing the optimization with the SCAD and adaptive
LASSO penalties can be done efficiently by using the graphical lasso algorithm (Fan
et al., 2009).
These penalties are important because under certain conditions the estimated pre-
cision matrix tends to the true one when sample size tends to infinity. Also, the
estimator has the sparsistency property, which means that when sample size tends to
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infinity all the parameters that are zero are actually estimated as zero with probability
tending to one (Lam and Fan, 2009). Also Fan et al. (2009) show that using the SCAD
penalty in a GGM setting produces estimators that are not just sparsistent but also√
n-consistent, asymptotically normal, and have the oracle property. They also prove
that oracle property holds for the adaptive LASSO penalty. Oracle property of the
estimator means that the estimator performs as if the correct submodel is known in
advance. More specifically, when there are zeros in the true precision matrix, they are
estimated as zero with probability tending to one, and the nonzero components are
estimated as if the correct submodel is known.
We refer to a Gaussian graphical model estimated by penalized maximum likelihood
as a penalized Gaussian graphical model.
2.4.2 Model selection
Model selection in penalized graphical models is essentially a matter of choosing the
regularization parameter. It has been shown that certain asymptotic rates of λ result
in consistent or sparsistent estimators (Ravikumar et al., 2011; Lam and Fan, 2009).
However, for finite n and p the choices are less clear. In this section we review existing
methods for selection of λ.
In what follows, we use the notion of degrees of freedom in Gaussian graphical





where θ̂ij,λ is (i, j)th entry of the estimated precision matrix Θ̂λ and I is the indicator
function.
1. Bayesian Information Criterion (BIC) (Yuan and Lin, 2007; Schmidt, 2010;
Menéndez et al., 2010; Lian, 2011; Gao et al., 2012) has the form
BIC(λ) = −2l(Θ̂λ) + log ndf(λ).
Roughly speaking, the criterion provides an approximation of the natural log-
arithm of the posterior probability of the model defined by Θ̂λ scaled with -2.
Approximation is based on the assumption that when n tends to infinity p is
fixed.
2. Extended Bayesian Information Criterion (EBIC) (Foygel and Drton,
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2010; Gao et al., 2012) is an extension of BIC and is introduced to deal with
cases when also p tends to infinity together with n. It has the form
EBIC(λ) = −2l(Θ̂λ) + (log n+ 4γ log p)df(λ),
where γ ∈ [0, 1] is the parameter that penalizes the number of models, which
increases when p increases. In case of γ = 0 the classical BIC is obtained.
Typical values for γ are 1/2 and 1.
3. Aikaike’s Information Criterion (AIC) (Menéndez et al., 2010; Liu et al.,
2010; Lian, 2011) has the form c.f. (2.2)
AIC(λ) = −2l(Θ̂λ) + 2df(λ).
4. Cross-validation (CV) (Rothman et al., 2008; Fan et al., 2009; Schmidt, 2010;
Ravikumar et al., 2011; Fitch, 2012) has the form c.f. (2.4)











where nk is the sample size of the kth partition, Θ̂(−k)λ is the estimator of the
precision matrix, with λ as regularization parameter, based on the data with
kth partition excluded and S(k) is the empirical covariance matrix based on the
kth partition of the data. The formula presented here differs from the one given,
for example, in (Fan et al., 2009; Lian, 2011) in that we have the term −1/n in
front of the sum. This term is usually omitted for the sake of simplicity.
5. Generalized Approximate Cross Validation (GACV) (Lian, 2011) is in-
troduced as an approximation of leave-one-out cross validation (LOOCV) and
has the form
GACV(λ) = −2l(Θ̂λ) + 2
n∑
k=1
vec(Θ̂−1λ − Sk)⊤vec{Θ̂λ(S(−k) − S)Θ̂λ},
where S(−k) is the empirical covariance matrix based on the data with kth obser-
vation excluded. The formula presented here differs from the one given in Lian
(2011) in that we have scaled it with −2. We introduce this scaling to make the
connection with KL.
For any criterion mentioned above, denoted by CRITERION, the best regular-
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ization parameter is chosen as
λ∗ = argminλCRITERION(λ).
6. Stability Approach to Regularization Selection (StARS) (Liu et al.,
2010) is based on the idea of subsampling. First, define Λ = 1/λ so that small
Λ corresponds to a more sparse graph. Let Gn = {Λ1, . . . ,ΛK} be a grid of
regularization parameters. Let b = b(n) be such that 1 < b(n) < n. We draw N
random subsamples D1, . . . ,DN from y1, . . . ,yn each of size b. The estimation
of a graph for each Λ ∈ Gn yields N estimated edge matrices Êb1(Λ), . . . , ÊbN(Λ).
Let ψΛ(·) denote the graph estimation algorithm with the regularization param-
eter Λ and for any subsample Dj let ψΛst(·) be equal to one if the estimation
algorithm puts an edge {s, t}, and otherwise let it be equal to zero. Define the
parameters θbst(Λ) = P (ψΛst(Y1, . . . ,Yb) = 1) and ξbst(Λ) = 2θbst(Λ){1 − θbst(Λ)}




st(Dj) and ξ̂bst(Λ) = 2θ̂bst(Λ){1 − θ̂bst(Λ)},
respectively. Then ξbst(Λ) is the variance of the Bernoulli indicator of the edge
{s, t} as well as the fraction of times each pair of graphs disagree on the pres-
ence of the edge. For Λ ∈ Gn, the quantity ξbst(Λ) measures instability of the
edge across subsamples, with 0 ≤ ξbst(Λ) ≤ 1/2. Total instability is defined by





. Let Db(Λ) = sup0≤t≤Λ D̂b(t), then
the StARS approach chooses Λ by defining
Λ̂s = sup{Λ : Db(Λ) ≤ β}
for specified cut point value β, usually taken to be equal to 0.05.
2.4.3 Measuring the goodness of a model
The goodness of the estimated precision matrix can be evaluated in terms of: (i) graph
accuracy, i.e. how close its corresponding graph is to the true graph or (ii) prediction
accuracy. BIC, EBIC and StARS are designed for the former and CV, GACV and
AIC for the latter.
To measure graph accuracy we use F1 measure
F1 =
2TP
2TP + FN + FP ,
2.4 Penalized likelihood estimation in Gaussian graphical model 23
where True and False Positives (TP/FP) refer to the estimated edges that are cor-
rect/incorrect; True and False Negatives (TN/FN) are defined in a similar way (Baldi
et al., 2000; Powers, 2011). The F1 score measures the quality of a binary classifier by
taking into account both true positives and negatives and takes values in the interval
[0, 1]. The larger the value of this measure, the better the classifier. The prediction
accuracy is measured by KL-information.
Depending on whether we are interested in graph identification or prediction we
should use different methods for choosing the regularization parameter (see Section
3.1).
If the aim is graph estimation then the criteria BIC, EBIC and StARS are appropriate.
Most of them are graph selection consistent, which means that when the sample size
goes to infinity they identify the true graph. The BIC is shown to be consistent for pe-
nalized graphical models with adaptive LASSO and SCAD penalties for fixed p (Lian,
2011; Gao et al., 2012). Numerical results suggest that the BIC is not consistent with
the LASSO penalty (Foygel and Drton, 2010; Gao et al., 2012). When also p tends
to infinity EBIC is shown to be consistent for the graphical LASSO, though only for
decomposable graphical models (Foygel and Drton, 2010). The disadvantage of EBIC
is that it includes an additional parameter γ that needs to be tuned. Gao et al. (2012)
set γ to one and show that in this case the EBIC is consistent with the SCAD penalty.
StARS has the property of partial sparsistency which means that when the sample
size goes to infinity all the true edges are included in the selected model (Liu et al.,
2010).
On the other hand, Cross-validation (CV), Generalized Approximate Cross Validation
(GACV) and AIC are methods for evaluating prediction accuracy. Cross-validation
and AIC are both estimators of Kullback-Leibler (KL) loss (Yanagihara et al., 2006),
which under some assumptions are asymptotically equivalent (Stone, 1977). General-
ized Approximate Cross Validation is also an estimator of KL loss since it is derived
as an approximation to leave-one-out cross-validation (Lian, 2011). The advantage of
AIC and GACV is that they are less computationally expensive than CV. In the next
chapter we propose two new estimators of Kullback-Leibler loss. We also show how
they can be used for graph estimation.
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2.5 Summary
In this chapter we have reviewed undirected graphical models which are widely used
to model conditional independence relationships. We focused on a special class, Gaus-
sian graphical models (GGMs), for which the pattern of zeros in the precision matrix
determines the conditional independence relationships. When the number of variables
is large as compared to the sample size, we have introduced the penalized likelihood
estimation of GGMs. The Kullback-Leibler (KL) information was introduced as a cri-
terion to evaluate statistical models. Various estimators of KL, such as the Akaike’s
Information Criterion (AIC), Cross Validation (CV) and Generalized Approximate
Cross Validation (GACV) for Gaussian graphical models were presented. These cri-
teria yield an estimator of a precision matrix which has good predictive power. For
graph estimation we presented the Bayesian Information Criterion (BIC), Extended
Bayesian Information Criterion (EBIC) and Stability Approach to Regularization Se-
lection (StARS).
Chapter 3
Estimating the KL loss in Gaussian
graphical models
In this chapter, we propose two estimators of the Kullback-Leibler loss in Gaussian
graphical models. One approach uses the Generalized Information Criterion (GIC)
and the other, which we call Kullback Leibler cross-validation (KLCV), is based on
deriving a closed form approximation of leave-one-out cross validation. We first derive
the formulae for the maximum likelihood estimator (MLE) for both GIC and KLCV.
For the maximum penalized likelihood estimator (MPLE) we use a unifying framework
which allows us to modify the formulae derived for the MLE so as to incorporate the
assumption of sparsity. As pointed out in the previous chapter, in GGM a distinction
should be made between estimating the KL and estimating the graph. Consequently,
we treat the graph estimation problem separately. We explore the use of the pro-
posed criteria in the graph estimation problem by combining it with consistent graph
selection criteria such as BIC and EBIC.
The remainder of this chapter is divided into seven sections. In Section 3.1 we
clarify the aim of different model selection methods. In Section 3.2 we introduce two
new estimators of KL loss for which the derivation is given in Section 3.3. Section
3.4 deals with the computational aspect of the proposed methods, while Section 3.5
shows their performance on simulated data. Finally, the use of the proposed criteria
for graph estimation is explored in Section 3.6. The last section contains the summary.
All proofs and auxiliary results are given in the Appendix.
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3.1 Prediction VS graph structure
Let Θ be a precision matrix that corresponds to the true non-complete graph G and
let Θϵ be the matrix obtained by adding ϵ > 0 to every entry of matrix Θ. The matrix
Θϵ is positive definite since it is a sum of one positive definite matrix and one positive
semi-definite matrix. Indeed, Θϵ = Θ+xϵx⊤ϵ , where xϵ = (
√
ϵ, . . . ,
√
ϵ)⊤ is a vector of
dimension p. Hence, Θϵ belongs to the class of precision matrices and it corresponds to
a graph Gϵ. The Kullback-Leibler divergence of N (0,Θ−1ϵ ) from N (0,Θ−1), denoted




−1Θϵ)− log |Θ−1Θϵ| − p}





However, for every 0 < ϵ < mini,j |θij| the matrix Θϵ is a matrix without zero entries
and consequently the graph Gϵ is the full graph. Thus, even though a matrix can
be close to the precision matrix of the true distribution with respect to KL loss, the
corresponding graph can be completely different from the true one.
Since K-CV, AIC and GACV are estimators of KL, their use is appropriate for
obtaining a model with good predictive power. On the other hand, the previous
example indicates that they should not be used for graph identification. The following
theorem confirms this claim in the case of the AIC when p is fixed as n → ∞. To
formulate the theorem we introduce some notation and assumptions. Each precision
matrix induces a set of labels corresponding to its nonzero entries. The full model
α¯ = {(i, j) : i, j = 1, . . . , p; i < j} is the set of labels of all entries in the upper
diagonal of the corresponding precision matrix; it corresponds to precision matrices
without nonzero elements. A candidate model is a set α ⊂ α¯ that consists of labels of
nonzero elements of the corresponding precision matrix. We denote by A the collection
of all candidate models and assume that there is a unique true model α0 in A. Let
Ω− = {λ : αλ ̸⊃ α0}, Ω0 = {λ : αλ = α0} and Ω+ = {λ : αλ ⊃ α0 and αλ ̸= α0}
denote the sets of regularization parameters that induce, respectively, underfitted,
true, and overfitted model. We assume technical conditions as in Zhang et al. (2010),
from which the proof is adapted. These conditions are satisfied by SCAD and L1
penalties.
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Theorem 3.1. Assume that p is fixed as n → ∞ and denote the optimal tuning
parameter selected by minimizing AIC(λ) by λ̂AIC. Then the penalized likelihood esti-
mator defined in 2.8 cannot correctly identify all the zero elements in the true precision
matrix. That is,
P (λ̂AIC ∈ Ω−)→ 0 and P (λ̂AIC ∈ Ω+)→ π,
where π is a nonzero probability.
The proof of the theorem is given in the Appendix 3.A. We conjecture that the
theorem also holds in the case when p → ∞ as n → ∞. Moreover, we hypothesize
that GACV and K-CV, where K is fixed as n→∞ are not graph selection consistent.
For graph identification, BIC, EBIC and StARS are appropriate because of their
graph selection consistency. Consequently, we treat these two problems separately.
We devote the next section to two new estimators of KL and in Section 3.6 we show
how they can be used to improve the performance of E(BIC).
3.2 The GIC and the KLCV as estimators of the
KL loss
In this section, we propose two new estimators of the KL in GGMs. Let Θ̂λ be the
maximum penalized likelihood estimator defined by (2.8). The Kullback-Leibler di-
vergence of the model N (0, Θ̂−1λ ) from the true distribution N (0,Θ−10 ) can be written
up to an additive constant as (see 2.7)
KL(Θ0; Θ̂λ) = − 1
n
l(Θ̂λ) + bias,
where l(Θ) = n{log |Θ| − tr(ΘS)}/2 and bias = tr{Θ̂λ(Θ−10 − S)}/2. By estimating
the bias term we obtain an estimate of the KL. The first estimator we propose, the
so-called Generalized Information Criterion (GIC), has the form
GIC(λ) = −2l(Θ̂λ) + 2d̂fGIC,







vec(Sk ◦ Iλ)⊤vec{Θ̂λ(Sk ◦ Iλ)Θ̂λ} − 12vec(S ◦ Iλ)
⊤vec{Θ̂λ(S ◦ Iλ)Θ̂λ},
(3.1)
where Iλ is the indicator matrix, whose entry is 1 if the corresponding entry in the
precision matrix Θ̂λ is nonzero and zero if the corresponding entry in the precision
matrix is zero. Here ◦ is the Schur or Hadamard product of matrices. In fact, GIC is
an estimator of KL scaled by 2n, which means that the estimator of the bias provided
by GIC is d̂fGIC/n. We keep the scale in order to be consistent with the original
definition of GIC (see 2.3).
Another estimator which we propose, referred to as the Kullback-Leibler cross-
validation (KLCV), has the form
KLCV(λ) = − 1
n







vec{(Θ̂−1λ − Sk) ◦ Iλ}⊤vec[Θ̂λ{(S− Sk) ◦ Iλ}Θ̂λ]. (3.3)
To obtain the model N (0, Θ̂λ∗), which is good in terms of prediction, we pick λ∗ that
minimizes GIC(λ) or KLCV(λ) over λ > 0.
3.3 Derivation of the GIC and the KLCV
In this section we derive the GIC and the KLCV, in two steps. First, we derive
the criteria for the maximum likelihood estimator. In the second step we use the
derived formula and the assumption of sparsity to propose a formula for the maximum
penalized likelihood estimator. The obtained formula is an extension of that for MLE,
since both formulae are equivalent in the case of the maximum likelihood estimator.
3.3.1 Derivation of the GIC for the maximum likelihood es-
timator
The log-likelihood of one observation yk for a Gaussian model Np(0,Θ−1) is, up to
an additive constant, lk(Θ) = 12
{
log |Θ| − tr(ΘSk)}, where Sk = yky⊤k . The maxi-
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ψ(yk,Θ) = 0p2 , (3.4)
where ψ(yk,Θ) = vecDlk(Θ) and 0p2 is the p2-dimensional zero vector. Consequently,
the GIC for Θ̂ (see 2.3) is given by:
GIC = −2l(Θ̂) + 2tr(R−1Q),
where R and Q are square matrices of order p2










We are interested in deriving the term tr(R−1Q). Using matrix differential calculus
(see Appendix 3.B) we obtain














Expression for R−1 we obtain from (3.5) and (3.7)
R−1 = 2Θ̂⊗ Θ̂.








This formula is equivalent to (3.1) without the Schur product. This is shown in the
Section 3.3.3.
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3.3.2 Derivation of the KLCV for the maximum likelihood
estimator
We follow the idea of Xiang and Wahba (1996), i.e. we introduce an approximation
for LOOCV via several first order Taylor expansions. Lian (2011) uses this idea to
derive the GACV for the MPLE in GGM, where in deriving the formula, the partial
derivatives corresponding to the zero elements of the precision matrix are ignored.
Here, unlike in Lian (2011), we apply the idea only for the MLE and therefore we
avoid all technical difficulties entailed in ignoring the derivatives. We deal with the
MPLE separately in the next section.
Consider the following function of two variables
f(S,Θ) = 2
n
l(Θ) = log |Θ| − tr(SΘ).
With this notation we have the identity
n∑
k=1
f(Sk,Θ) = nf(S,Θ). (3.8)
Let Θ̂(−k) be the MLE estimator of the precision matrix defined based on the data
excluding the kth data point. The leave-one-out cross validation score (see 2.5 ) is
defined by

























⊤ vec(Θ̂(−k) − Θ̂).
Using matrix differential calculus (see Appendix 3.B) we deduce that df(Sk, Θ̂)/dΘ =






around (S, Θ̂). We expand the transposed
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From here it follows that






We have df(S, Θ̂)/dΘ = vec(Θ̂−1−S)⊤, so d2f(S, Θ̂)/dΘdS = −Ip2 , d2f(S, Θ̂)/dΘ2 =
−Θ̂−1 ⊗ Θ̂−1 and consequently
vec(Θ̂(−k) − Θ̂) ≈ −(Θ̂⊗ Θ̂)vec(S(−k) − S).
Therefore, the approximation of LOOCV, denoted by KLCV, has the form





vec(Θ̂−1 − Sk)⊤(Θ̂⊗ Θ̂)vec(S(−k) − S).
After simplifying the term in the sum we finally obtain
KLCV = − 1
n
l(Θ̂) + 12n(n− 1)
n∑
k=1
vec(Θ̂−1 − Sk)⊤(Θ̂⊗ Θ̂)vec(S− Sk).
This formula is equivalent to (3.2) without the Schur product. This is shown in the
next section.
3.3.3 Extension of the GIC and the KLCV for the maximum
penalized likelihood estimator
Before proposing the formulae for the penalized case we formulate two auxiliary results.
Lemma 3.1. Let A and Θ be symmetric matrices of order p. Then the following
identity holds
(Θ⊗Θ)vecA =Mp(Θ⊗Θ)vecA. (3.9)
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Lemma 3.2. Let A be a symmetric matrix of order p and x,y any vectors of dimen-
sion p. Then the value of the bilinear form
B(x,y) = x⊤Ay,
when ith row (respectively column) of the matrix A is set to zero is the same as the
value of B(x,y) when ith entry of the vector x (respectively y) is set to zero.
The proof of Lemma 3.1 is given in the Appendix 3.E; Lemma 3.2 is obtained by
straightforward calculation. The penalty terms added to the log-likelihood in the GIC
and the KLCV can be written in terms of the expression
T (A,B) = (vecA)⊤(Θ̂⊗ Θ̂)vecB, (3.10)












T (Sk,Sk)− 12T (S,S). (3.12)
According to Lemma 3.1 it follows that
T (A,B) = (vecA)⊤Mp(Θ̂⊗ Θ̂)vecB.
The fact that 2Mp(Θ̂⊗ Θ̂) is an estimator of the asymptotic covariance matrix of Θ̂
(Proposition 2.2) suggests an asymptotic argument for treating the case of a penalized
estimator. Essentially, we only need to define the term T (A,B) for the MPLE.
To obtain the formula for the MPLE we assume standard conditions, as in Lam and Fan
(2009), that guarantee a sparsistent MPLE. These conditions imply that λ→ 0 when
n → ∞, so we use formula (3.10), derived for the MLE, as an approximation in the
penalized case. By sparsistency it follows that with probability one the zero coefficients
are estimated as zero when n tends to infinity. This implies that, asymptotically, the
covariances between the zero elements and the nonzero elements in the estimated
precision matrix are equal to zero. Thus, to obtain the term Tλ(A,B) for the MPLE
we not only plug the expression Θ̂λ into the formula for the term T (A,B), but we also
set the elements of the matrix Mp(Θ̂λ ⊗ Θ̂λ) that correspond to covariances between
the zero and nonzero elements of the precision matrix to zero. According to Lemma
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3.2 this is equivalent to setting the corresponding entries of vectors vecA and vecB to
zero, i.e.
Tλ(A,B) def= vec(A ◦ Iλ)⊤Mp(Θ̂λ ⊗ Θ̂λ)vec(B ◦ Iλ)
= vec(A ◦ Iλ)⊤(Θ̂λ ⊗ Θ̂λ)vec(B ◦ Iλ), (3.13)
where the second equality follows from Lemma 3.1. The obtained formula involves ma-
trices of order p2, which entails high cost in terms of memory usage and floating-point
operations. For this reason, we rewrite the formula in a way that it is computationally
feasible. Following Lian (2011) we apply identity vec(ABC) = (C⊤ ⊗ A)vecB to
(3.13) and obtain
Tλ(A,B) = vec(A ◦ Iλ)⊤vec{Θ̂λ(B ◦ Iλ)Θ̂λ}. (3.14)
For details on the implementation of this formula, see the next section. Finally, it
follows that bias and degrees of freedom terms for the GIC and the KLCV in the case














which are formulae presented in (3.3) and (3.1).
To conclude this section, we show that the derived formulae for the MPLE are
extensions of the corresponding formulae for the MLE, meaning that applying the
MPLE formulae to the maximum likelihood estimator yields the same result as the
corresponding MLE formulae. To this aim, let Θ̂ be the maximum likelihood estimator
of the precision matrix, which is the MPLE for λ = 0, i.e. Θ̂ = Θ̂λ, for λ = 0. Since
with probability one all the elements of Θ̂ are nonzero it follows that Iλ is the matrix
with all entries equal to one. This implies that in the formula (3.13) we haveA◦Iλ = A
and B ◦ Iλ = B, which in turn implies Tλ(A,B) = T (A,B).
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3.4 Implementation
In this section, we give more details as to why formula (3.14) is computationally much
more efficient than (3.13). Also, we show how to implement (3.14) efficiently. First, the
computational complexity of (3.14) is O(p3) while for (3.13) it is O(p4) (see Appendix
3.F for details). Furthermore, (3.13) requires storing matrices of order p2, which is p4
elements per matrix. Even for moderate p, allocation of that amount of memory on
a standard desktop computer is not possible. On the other hand, the formula (3.14)
is written in terms of vectors of dimension p2, which implies storing of p2 elements
per vector. To further simplify, we demonstrate that we can avoid the usage of the
transpose and vectorization operators. For any matrices X = (xij) and Y = (yij) it
holds that (vecX)⊤vecY = ∑i,j xijyij so it follows that (vecX)⊤vecY is just the sum
of the elements of the matrix X◦Y, i.e. (vecX)⊤vecY = ∑i,j(X◦Y)ij. Applying this




(A ◦ Iλ ◦ {Θ̂λ(B ◦ Iλ)Θ̂λ})ij.
In the statistical programming language R, expression ∑i,j(X ◦Y)ij can be efficiently
implemented as sum(X*Y). This can be used in expressions (3.1) and (3.3).
3.5 Simulation study
In this section, we test the performance of the proposed formulas in terms of Kullback-
Leibler loss. We do this in the case of the LASSO penalty for two sparse hub graphs.
The graphs have p = 40 nodes and 38 edges and p = 100 nodes and 95 edges. The
sparsity values of these graphs are 0.049 and 0.019 respectively. The graphs are shown
in Figure 3.1. We omit the results for other type of graphs having the same combi-
nations of n and p. These methods were tested for a band graph, a random graph, a
cluster graph and a scale-free graph. Our estimators exhibits similar performance in
all these cases. All the simulations are done on a grid of two hundred regularization
parameters.
We compare the following estimators: the KL oracle estimator, the proposed KLCV
estimator, and the AIC and the GACV estimators. The KL oracle estimator is that
Θλ in the LASSO solution path that minimizes the KL loss if we know the true
matrix. Under each model we have generated 100 simulated data sets with different
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Fig. 3.1 Hub graphs with p = 40 and p = 100 nodes used in the simulation study.
combinations of p and n. We focus on cases where n ≤ p, which are more common
in the applications. For the simulations we use the huge package in R (Zhao et al.,
2014). The results are given in Tables 3.1 and 3.2. The KLCV outperforms the AIC
and the GACV for all sample sizes when p = 40 and for p = 100. For n = 400 the
KLCV is slightly worse than the AIC. The KLCV method is close to the KL oracle
score, even for very small n. Overall, the KLCV exhibits performance similar to that
of AIC and the GACV in large sample size scenarios, but it clearly outperforms both
when the sample size is small. The GIC also outperforms the AIC and the GACV,
except that it underperforms in comparison to the AIC when the sample size is very
small; these results are seen in cases n = 8, 12 for p = 40 and n = 20, 30 for p = 100.
As for the KLCV and the GIC, results show that the KLCV is overall better and more
stable. The KLCV performs well for any sample size whereas the GIC is less adequate
for very small sample sizes.
Computationally, our formulae are slightly slower than that of the GACV since we
have an additional Schur product in the calculation.
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p=40 KL ORACLE KLCV GIC AIC GACV
n=8 3.68 3.71 24.11 6.46 26.80
(0.27) (0.28) (2.92) (2.12) (1.66)
n=12 3.29 3.36 9.28 6.58 18.34
(0.26) (0.28) (2.28) (3.54) (1.61)
n=16 2.93 3.01 5.11 6.62 13.07
(0.26) (0.26) (1.09) (3.07) (1.36)
n=20 2.67 2.76 3.74 6.48 10.08
(0.23) (0.25) (0.62) (2.50) (1.20)
n=30 2.18 2.27 2.5 4.59 5.81
(0.23) (0.25) (0.37) (1.11) (0.66)
n=40 1.91 2.00 2.05 3.18 4.13
(0.19) (0.21) (0.21) (0.66) (0.43)
n=100 1.00 1.04 1.02 1.17 1.32
(0.10) (0.11) (0.11) (0.11) (0.14)
Table 3.1 Simulation results for hub graph with p = 40 nodes. Performance in terms of
Kullback-Leibler loss of different estimators for different sample size n is shown. The
results are based on 100 simulated data sets. Standard errors are shown in brackets.
The best result is boldfaced and the second best is underlined.
3.6 Using the KLCV and the GIC for graph esti-
mation
Information criteria, such as AIC, (E)BIC, for model selection in Gaussian graphical
models are based on penalizing the log-likelihood with a term that involves the degrees




I(θ̂ij,λ ̸= 0), (3.15)
where (θ̂ij,λ)1≤i<j≤p are the estimated parameters (Yuan and Lin, 2007). As we pointed
out in Section 3.1 not the AIC should be used for graph estimation but (E)BIC. How-
ever, even though BIC and EBIC have the consistency property, in a sparse data
setting they can perform poorly because of the instability of the degrees of freedom
defined in (3.15). As Li and Gui (2006) point out, in high-dimensional cases there
is often considerable uncertainty in the number of non-zero elements in the preci-
sion matrix. To overcome this uncertainty, the authors propose to use the bootstrap
method to determine the statistical accuracy and the importance of each non-zero el-
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p=100 KL ORACLE KLCV GIC AIC GACV
n=20 8.06 8.60 29.7 12.24 28.59
(0.37) (0.45) (4.56) (0.28) (19.94)
n=30 6.87 7.29 11.5 10.59 32.07
(0.34) (0.39) (1.82) (0.41) (2.77)
n=40 5.92 6.34 7.5 9.15 22.48
(0.30) (0.38) (0.84) (0.59) (1.88)
n=50 5.24 5.63 5.99 7.33 16.93
(0.27) (0.33) (0.59) (0.81) (1.40)
n=75 4.08 4.36 4.26 4.76 9.80
(0.27) (0.31) (0.31) (0.71) (0.71)
n=100 3.34 3.57 3.4 3.63 6.81
(0.19) (0.23) (0.19) (0.48) (0.52)
n=400 1.13 1.20 1.17 1.17 1.24
(0.07) (0.08) (0.08) (0.08) (0.07 )
Table 3.2 Simulation results for hub graph with p = 40 nodes. Performance in terms of
Kullback-Leibler loss of different estimators for different sample size n is showed. The
results are based on 100 simulated data sets. Standard errors are shown in brackets.
The best result is boldfaced and the second best is underlined.
ement identified by the proposed procedure. One can then choose only those elements
with high probability of being non-zero in the precision matrix across the bootstrap
samples. Here we propose an alternative, faster, approach.
Recall that AIC has the form
AIC(λ) = −2l(Θ̂λ) + 2df(λ),
where df(λ) is defined in (3.15). The AIC is an estimator of KL loss scaled by 2n. It
follows that the degrees of freedom in the AIC provide an estimator of the bias of the





where b̂iasKLCV is defined in (3.3). For the GIC no scaling is needed, since the degrees
of freedom are already defined in (3.1). Since the (E)BIC has better graph selection
properties than the AIC, we can use dfKLCV(λ) and dfGIC(λ) with the (E)BIC. In
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other words, we define
BICKLCV(λ) = −2l(Θ̂λ) + log ndfKLCV(λ),
BICGIC(λ) = −2l(Θ̂λ) + log ndfGIC(λ).
We can also do the same for EBIC. We compare the BICGIC(λ) and BICKLCV(λ) to
BIC and StARS in terms of the F1 score. The largest possible value of the F1 score
is given by the F1 oracle and is evaluated by using the true matrix. We have done
simulations for the graph with p = 100 nodes from the previous section and a grid
of two hundred regularization parameters. Average results over 100 simulations are
given in Figure 3.2. The results suggest that BICGIC(λ) and BICKLCV(λ) can improve
BIC for small sample sizes and can be competitive with the computationally much
more involved StARS. In the case of the adaptive LASSO penalty the improvement is
evident. Theoretical properties of BICKLCV(λ) and BICGIC(λ) are unclear, due to the
complicated form of the bias terms. In any case, we propose the method only when
the sample size is small since for larger n the degrees of freedom defined in 3.15 are
more stable, which can be also seen from the performance of AIC in Tables 3.1 and
3.2.
3.7 Summary
In this chapter, we have discussed model selection in Gaussian graphical models. We
argued that minimizing KL divergence performs well in obtaining a model with good
predicting power, but poorly in retrieving the graph structure. For obtaining a model
with a good predictive power we have proposed two new, closed-form estimators of the
Kullback-Leibler loss. After an extensive literature review, we have found that these
estimators are the best closed-form estimators available for selecting a predictively
accurate model in sparse data settings for sparse Gaussian graphical models. We have
demonstrated that the estimators can be implemented relatively efficiently. We have
concluded the chapter by illustrating that the proposed estimators of KL can be useful
for the graph selection problem when the sample size is small.
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Fig. 3.2 Simulations results for hub graph with p = 100 nodes. Average performance
in terms of F1 score of different estimators for different sample size n is shown. The
results are based on 100 simulated data sets.
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3.A Proof of Theorem 3.1
The proof follows the line of reasoning in the proof of Theorem 1 given in (Zhang
et al., 2010). First we list the necessary notation:
- α¯ = {(i, j) : i, j = 1, . . . , p; i < j} is the full model (labels of all entries in the
upper diagonal of the precision matrix ).
- α ⊂ α¯ is the candidate model which is defined by the set of labels of nonzero
entries of the precision matrix α.
- A is the collection of all candidate models.
- Θ̂∗α is the nonpenalized MLE computed via the model α.
- Θ̂λ is the MPLE that corresponds to tuning parameter λ.
- αλ is the model associated with Θ̂λ.
- dα is the size of the model α, i.e. the number of nonzero elements in the upper
diagonal of the precision matrix Θ̂∗α.
- dfλ is the size of the model αλ, i.e. the number of nonzero elements in the upper
diagonal of the precision matrix Θ̂λ.
- Ω− = {λ : αλ ̸⊃ α0} is the set of λs that induce an underfitted model.
- Ω0 = {λ : αλ = α0} is the set of λs that induce the true model.
- Ω+ = {λ : αλ ⊃ α0 and αλ ̸= α0} is the set of λs that induce an overfitted
model.
- l(Θ) = n2{log |Θ| − tr(ΘS)} is the log-likelihood.
- D(λ) = −2l(Θ̂λ) is the deviance evaluated in the MPLE Θ̂λ.
- D∗(α) = −2l(Θ̂∗α) is the deviance evaluated in the MLE Θ̂∗α that corresponds to
model α.
- AIC(λ) = D(λ)/n+ 2dfλ/n is the AIC for the MPLE Θ̂λ.
- AIC∗(α) = D∗(α)/n + 2dα/n is the AIC for the MLE Θ̂∗α that corresponds to
model α.
There are two results needed to prove the statement of the theorem; these are given
in lemmas 3.3 and 3.4. Then, application of the apparatus of (Zhang et al., 2010)
to our framework yields lemmas 3.5 and 3.6 from which follows the statement of the
theorem.
Lemma 3.3. For any candidate model α ∈ A, there exists cα such that
D∗(α)
n
= cα + oP (1).
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In addition, for any underfitted model α ̸⊃ α0, it holds
cα > cα0 ,
where Θ̂∗α0 is the precision matrix of the true model α0.
Proof. From the definition of D∗(α) it follows that
D∗(α)
n
= tr(Θ̂∗αS)− log |Θ̂∗α|.
Fix any candidate model α ∈ A. Since Θ̂∗α is the MLE under the model α the limit
limn→∞ Θ̂∗α exists in probability; we denote it by Θα. By consistency of the estimator
S (MLE under the full model) it follows that S P−→ Θ−1α0 , whereΘα0 is the true precision






= tr(ΘαΘ−1α0 )− log |Θα| := cα, (3.16)
which establishes the existence of cα. Let α ̸⊃ α0 be any underfitted model. According
to (3.16)
cα − cα0 = tr(ΘαΘ−1α0 )− log |Θα| − tr(Θα0Θ−1α0 ) + log |Θα0|
= tr(ΘαΘ−1α0 )− log |ΘαΘ−1α0 | − p
= 2KL(Θα0 ;Θα) > 0,
where we have used the formula for KL (2.6), the proposition 2.3 and the fact that
the densities Np(y; 0,Θ−1α ) are not equal Np(y; 0,Θ−1α0 ).
Lemma 3.4. Let α0 denote the true model and α¯ the full model. With the notation
of the previous lemma we have cα0 = cα¯.
Proof. Let Θα0 be the true precision matrix. According to (3.16)
cα = tr(ΘαΘ−1α0 )− log |Θα|,
where Θα = limn→∞ Θ̂∗α, in probability. It follows that
cα0 = tr(Θα0Θ−1α0 )− log |Θα0| = p− log |Θα0|.
From Θ̂∗α¯ = S it follows that Θα¯ = Θα0 , because S is a consistent estimator.
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Finally we obtain
cα¯ = tr(Θα¯Θ−1α0 )− log |Θα¯| = tr(Θα0Θ−1α0 )− log |Θα0| = p− log |Θα0 | = cα0 .
Lemma 3.5. P
{
infλ∈Ω− AIC(λ) > AIC∗(α¯)
}
→ 1, as n→∞.
Proof. For a given λ > 0, the nonpenalized MLE Θ̂∗αλ maximizes log-likelihood func-
tion under the model αλ. Therefore, l(Θ̂∗αλ) ≥ l(Θ̂λ) which is equivalent to
D(λ) ≥ D∗(αλ).














since 2dfλ/n > 0. Hence








, for every λ > 0. (3.17)























Since the subset of all underfitted models contains the subset of underfitted models

































we obtain that 2dα¯
n
= oP (1). Lemma


















cα − cα¯ + oP (1) > 0
}
. (3.20)
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cα − cα¯ + oP (1) > 0
}
. (3.21)
According to Lemma 3.4 cα¯ = cα0 . From this equality, the sequence of inequalities







→ 1 as n→∞.
Lemma 3.6. lim infn→∞ P
{
infλ∈Ω0 AIC(λ) > AIC∗(α¯)
} ≥ π > 0.
Proof. Let λ ∈ Ω0 be arbitrary. Applying (3.17) to αλ = α0 and taking infimum over
λ ∈ Ω0 yields
inf
λ∈Ω0














According to (Lauritzen, 1996, p.142)
D∗(α0)−D∗(α¯) = −2{l(Θ̂∗α0)− l(Θ̂∗α¯)}
d−→ χ2dα¯−dα0 , (3.23)



















−2{l(Θ̂∗α0)− l(Θ̂∗α¯)} > 2dα¯
}
→ P{χ2dα¯−dα0 > 2dα¯} = π,
where 0 < π < 1.
3.B Matrix differential calculus
If F is a differentiable m × p matrix function of an n × q matrix X of variables then
the natural question is how to define the Jacobian matrix of F. The literature gives
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different definitions, since it is possible to construct the matrix containing the mnpq
partial derivatives of F in many ways. In this thesis we opt for the definition proposed
in Magnus and Neudecker (1985), where the authors point out the following issues
with other definitions of the derivative.
1. The definition does not give the Jacobian matrix, it just displays the partial
derivatives.
2. The determinant of the matrix that contains partial derivatives has no interpre-
tation.
3. The definition is such that the chain rule does not exist.
The authors show that the only natural and viable generalization of the notion of a
Jacobian matrix of a vector function to a Jacobian matrix of a matrix function is the
one that we present here.
Definition 3.1. Let ϕ be a scalar function of an n × 1 vector x = (x1, . . . , xn)⊤, f
be an m× 1 vector function of x and F be a differentiable m× p real matrix function
























. . . ∂fm(x)
∂xn
 = ∂f(x)∂x⊤ ,
and the derivative (or Jacobian matrix) of F at X is the mp× nq matrix
DF(X) = ∂vecF(X)
∂(vecX)⊤ .
We also use the following notation for the matrix derivatives of scalar function ϕ
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where DX and DY stress that the derivatives are with respect toX andY, respectively.
The transpose sign of a row vector DYϕ(X,Y) in the second formula is necessary since,
in this framework, the calculus is developed for column vector valued functions.
Regarding the previous comment, in matrix calculus attention should be paid to
the dimension of the matrix. Taking the derivative of the matrix is not the same as
taking the derivative of the transpose matrix. Indeed, for the matrix X the derivative
of the transpose function F(X) = X⊤ is not an identity matrix, but it is given by
DF(X) = Kp. For more on this subject see Magnus and Neudecker (2007), on which
our discussion is based on and which also contains the following results that we use.
Lemma 3.7. Let X be a square matrix of order p, A be a constant matrix of order
p and Ip2 and Op2 the identity and the zero matrix of order p2, respectively. The
following identities hold:
D|X| = |X|{vec(X−1)⊤}⊤, (3.24)
Dtr(AX) = (vecA⊤)⊤, (3.25)
Dvec(X) = Ip2 , (3.26)
DX−1 = −(X⊤)−1 ⊗X−1, (3.27)
DA = Op2 . (3.28)
As a final remark, we note that a good reference on an alternative approach to
matrix derivatives, which is frequently used, is given in (Turkington, 2005). Another
useful reference is Harville (2008).
3.C Calculation of the derivatives
Recall that lk(Θ) = 12
{
log |Θ| − tr(ΘSk)} and f(S,Θ) = log |Θ| − tr(SΘ). Through-
out the section we use the fact that the matrices Θ and Sk are symmetric.
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Finally, d2f(S,Θ)/dΘdS = −Ip2 follows from (3.26) and (3.28).






























































3.E Proof of Lemma 3.1
Substituting Mp = (Ip2 +Kp)/2 in the equality (3.9) we obtain that it is equivalent
to
(Θ⊗Θ)vecA = Kp(Θ⊗Θ)vec(A).
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To show this, we use identities vec(ABC) = (C⊤ ⊗A)vecB, KpvecA = vecA⊤ and
symmetry of A and Θ
KpΘ⊗ΘvecA = Kpvec(ΘAΘ) = vec(ΘAΘ)⊤ = vec(ΘAΘ) = Θ⊗ΘvecA.
2
3.F Calculation of the algorithmic complexity
Throughout this section we use Lemma 4.5 from Section 4.C. We also use the result
which follows from the definition of the Kronecker product.
Lemma 3.8. If Θ is a matrix of dimension p×p then the computational cost of Θ⊗Θ
is O(p4) flops.
The matrices that appear in the calculations have the following dimensions:
• Θ̂λ,A,B, Iλ are of dimension p× p.
• Θ̂λ ⊗ Θ̂λ is of dimension p2 × p2.
• vec(A ◦ Iλ)⊤ is of dimension 1× p2.
• vec(B ◦ Iλ) and vec{Θ̂λ(B ◦ Iλ)Θ̂λ} are of dimension p2 × 1.
We do not take into account vectorization and transpose operator since they are
connected with memory allocation and also because in 3.4 we show that these can be
avoided.
The cost for the term vec(A ◦ Iλ)⊤(Θ̂λ ⊗ Θ̂λ)vec(B ◦ Iλ)
We have that:
• Θ̂λ 7→ Θ̂λ ⊗ Θ̂λ costs p4 flops.
• (A, Iλ) 7→ vec(A ◦ Iλ) costs p2 flops.
• (B, Iλ) 7→ vec(B ◦ Iλ) costs p2 flops.
• (Θ̂λ ⊗ Θ̂λ, vec(B ◦ Iλ)) 7→ (Θ̂λ ⊗ Θ̂λ)vec(B ◦ Iλ) costs O(p4) flops.
• (vec(A ◦ Iλ)⊤, (Θ̂λ⊗ Θ̂λ)vec(B ◦ Iλ)) 7→ vec(A ◦ Iλ)⊤(Θ̂λ⊗ Θ̂λ)vec(B ◦ Iλ) costs
p2 flops.
Thus, the total computational cost is O(2p4 + 3p2), which is equal to O(p4) flops.
The cost for the term vec(A ◦ Iλ)⊤vec{Θ̂λ(B ◦ Iλ)Θ̂λ}
It has already been shown that calculation of vec(A ◦ Iλ) and vec(B ◦ Iλ) costs a
total of 2p2 flops. Furthermore, it holds:
• (B ◦ Iλ, Θ̂λ) 7→ (B ◦ Iλ)Θ̂λ costs p3 flops.
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• (Θ̂λ, (B ◦ Iλ)Θ̂λ) 7→ Θ̂λ(B ◦ Iλ)Θ̂λ costs p3 flops.
• (vec(A◦Iλ)⊤, vec{Θ̂λ(B◦Iλ)Θ̂λ}) 7→ vec(A◦Iλ)⊤vec{Θ̂λ(B◦Iλ)Θ̂λ} costs O(p2)
flops.
Thus, the total computational cost is O(2p3 + 3p2), which is equal to O(p3) flops.
Chapter 4
Time course window estimator for
ordinary differential equations
linear in the parameters
The subject of this chapter is the estimation of parameters in autonomous systems
of ordinary differential equations. We consider systems that have a special structure,
those for which the vector field is linear in the parameters. The structure of these
systems allows construction of an estimator that has an explicit form. By using this
estimator we not only avoid the usage of numerical ODEs solvers but optimization
methods as well. As a result the estimator that we present is extremely fast. This is
very important, since in Bayesian and likelihood approaches for estimating parameters
of ODEs, the speed and convergence of the procedure may crucially depend on good
initial values of the parameters, which this method can provide. Moreover, we prove
that the proposed estimator is
√
n-consistent. The estimator does not require an
initial guess for the parameters and is computationally fast, and therefore can serve
as a good initial estimate for more efficient estimators. We illustrate our results in
simulation studies .
The remainder of this chapter is divided into six sections. The problem is intro-
duced in Section 4.1. In Section 4.2 we define the time course window estimator and
present the formulae for the estimators of the parameters. In Section 4.3 we show
results for different examples. Section 4.4 deals with the computational speed and
complexity of the estimation procedure. In Section 4.5 we illustrate our method on a
real data set. We conclude with a discussion in section 4.6. The last section contains
the summary. All proofs and auxiliary results are given in the Appendix.
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4.1 Introduction
Consider the system of differential equations of the form
{
x′(t) = f(x(t);θ), t ∈ [0, T ],
x(0) = ξ,
(4.1)
where x(t) takes values in Rd, ξ in Ξ ⊂ Rd, and θ in Θ ⊂ Rp. From (4.1) we obtain
the system of integral equations
x(t) = ξ +
∫ t
0
f(x(s);θ) ds, t ∈ [0, T ]. (4.2)
Given the values of ξ and θ, we denote the solution of (4.1)-(4.2) by x(t;θ, ξ). In many
practical applications, the values of ξ and θ are unknown and need to be estimated
from the data, which consist of noisy observations of x(t;θ, ξ) at certain time points
in [0, T ]. We denote the observations by
y(ti) = x(ti;θ, ξ) + ε(ti), i = 1, . . . , n, (4.3)
where for simplicity ti = iT/n, i = 1, . . . , n and ε(ti), are the d-dimensional column
vectors of measurement errors at time ti. We focus on the special class of nonlinear
systems that are linear in the parameter θ
f(x(t);θ) = g(x(t))θ, (4.4)
where the measurable function g : Rd → Rd×p maps the d-dimensional column vector
x into a d×p matrix. In this chapter, we consider estimators of the parameters θ and




∥∥∥∥x̂n(t)− ξ − ∫ t0 g(x̂n(s)) dsθ
∥∥∥∥2 dt, (4.5)
with respect to ξ and θ, where x̂n(t), t ∈ [0, T ], is a particular estimator of x(t;θ, ξ).
Here, ∥ · ∥ denotes the Euclidean norm ∥z∥ = {∑dj=1 z2j }1/2. Minimization of (4.5)
results in an explicit form for the estimators θ̂n and ξ̂n, which is not the case with
classical approaches, such as non-linear least squares (NLS) or maximum likelihood
estimator (MLE). Indeed, NLS and MLE require the solution of the system of differ-
ential equations, which generally does not have a closed form. This remains true even
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when the dependence on the model parameters is linear.
In case of repeated measures, using a step function estimator for x̂n(t) yields a
very simple and computationally fast estimator. The estimators of the parameters are√
n-consistent if, roughly speaking, the number of time points is of order
√
n and for
most time points the number of replicates is of the same order (Dattner and Klaassen,
2013). In case of time course data without repeated measurements, as introduced
above, the aforementioned consistency result does not hold unless some smoothing is
applied. In this chapter we examine this case. We show that by defining a suitable
step-function estimator of the solution of the system x, we obtain explicit estimators of
the parameters that are
√
n-consistent. This parametric convergence rate is obtained
by using only weak assumptions on the measurement error.
The idea of smoothing as a way to avoid numerical integration of the system of
differential equations has been used before and is referred to as the collocation esti-
mation method; for example, there are two-step methods (Bellman and Roth, 1971;
Varah, 1982; Brunel, 2008; Liang and Wu, 2008; Fang et al., 2011; Gugushvili and
Klaassen, 2012; Gugushvili and Spreij, 2012; Dattner and Klaassen, 2013) and gener-
alized profiling methods (Ramsay et al., 2007; Qi and Zhao, 2010; Hooker et al., 2011;
Xun et al., 2013). Also, other regularization based approaches, which make use of
properties of differential operators, have been proposed to avoid numerical integration
of the system of differential equations (Steinke and Schölkopf, 2008). In most cases,
the main computational bottleneck lies in the optimization of a non-linear objective
function. Indeed, standard problems connected with optimization also appear here.
For example, a poor initial guess may lead to considerably slower convergence to the
global optimum or even to some local optimum. For systems that are linear in the
parameters this optimization can be avoided, since the estimator can be obtained
explicitly (Himmelblau et al., 1967; Dattner and Klaassen, 2013). Moreover, follow-
ing Khanin et al. (2006, 2007) further simplifications can be obtained by assuming
piecewise constant solutions of the differential equations.
4.2 Time-course window estimator
Let t1, . . . , tn be equidistant time points of the observations. We divide the interval
[0, T ] into I = ⌊√n⌋ subintervals of the length ∆ = T/I so that in every interval we
have at least ⌊√n⌋ and at most ⌊√n⌋+2 time points, i.e. I, I+1 or I+2 points. Let
Si = [ai−1, ai) be the ith subinterval i = 1, . . . , I−1 and SI = [aI−1, aI ]. The boundary
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points of the subintervals are ai = i∆, i = 0, . . . , I and endpoints of [0, T ] are a0 = 0
and aI = T . For t ∈ [0, T ], let S(t) denote the subinterval to which t belongs. In other






y(tj), t ∈ S(t). (4.6)
This estimator is a stepwise function that estimates x(t) in each interval as the mean
of the observations that belong to that interval. On each interval Si, the window
estimator x̂n takes a constant value that we denote by x̂n(Si). In other words it holds
x̂n(t) = x̂n(Si), t ∈ Si. (4.7)





This is just a finite sum as it is the integral of a piecewise constant function. Indeed,




g(x̂n(Sm))∆ + g(x̂n(Si))(t− ai−1), t ∈ Si.
Throughout the chapter, we adhere to the convention that the sums of the form∑i−1
m=1 fm are equal to zero for i = 1. Minimizing the criterion function (4.5) with
respect to ξ and θ yields explicit formulae for the estimators of the parameters. Indeed,






















−1 ∫ T0 x̂n(t)dt∫ T
0 Ĝn(t)⊤x̂n(t)dt
 ,










By using the matrix block inversion (Bernstein, 2009, Chapter 2) we obtain
ξ̂n =
(











Plugging (4.7) into (4.8) we obtain
ξ̂n =
(

















Ĝn(t)dt. The integrals Ân, B̂n, Ân(i) have explicit forms in terms
of Ĝn(ai) and g(x̂n(Si)):




























(2i− 1)R⊤i g(x̂n(Si)), (4.10)
whereRi =
∑I
m=i+1 g(x̂n(Sm)). See appendix 4.D for the derivations of these formulas.
Next, we formulate the
√
n-consistency of ξ̂n and θ̂n in the following theorem. A
prerequisite for consistent estimation is the identifiability of the parameters. There are
several concepts of identifiability. Here we are concerned with structural identifiability,
a property that depends on the structure of the model and is not affected by the
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experimental set-up. This means that knowledge of the solution {x(t), t ∈ [0, T ]}
yields the unique values of the parameters ξ and θ. For ξ = x(0) this is true, while
identifiability for θ means that θ′ ̸= θ ⇒ x(·;θ′, ξ) ̸= x(·;θ, ξ); see Dattner and
Klaassen (2013) for a necessary and sufficient condition for identifiability in the case
of systems linear in the parameters.
Theorem 4.1. Let an ODE model be defined by (4.1), (4.2) and (4.4) with the twice
continuously differentiable map g : Rd → Rd × Rp. Let ξ ∈ Ξ and θ ∈ Θ and
let x(·) = x(·;θ, ξ) exist and be bounded on [0, T ]. Assume that θ is identifiable.
Let the observations be given by (4.3) with ti = iT/n, i = 1, ..., n. Assume that
εk(ti), k = 1, . . . , d, i = 1, . . . , n, are i.i.d. random variables with zero expectation
and finite variance σ2. Let x̂n(·) be given by (4.6) and let θ̂n, ξ̂n be defined as in (4.8).
Then
(θ̂n − θ, ξ̂n − ξ) = Op(n−1/2), n→∞,
holds.
Below we sketch the proof of this theorem. The full proof is deferred to the
appendix. The main idea is that if x̂n(·) is a consistent estimator of x(·) in the
sup norm, then the estimators θ̂n and ξ̂n are also consistent. If, in fact, the estimator
x̂n(·) satisfies some stronger conditions, then it even implies √n-consistency of θ̂n and
ξ̂n.
The proof can be divided into two parts. In the first part we analyze the behaviour
of the expected value of the window estimator and in the second we analyze its vari-
ance. In order to obtain the consistency of x̂n we first need to show that the sup norm
of x̂n is bounded in probability, i.e.
∥x̂n∥∞ = Op(1),
and that the expected value of x̂n converges to x(·) in the sup norm. If g(·) is bounded,
then this condition is not needed. However, to obtain
√
n-consistency, convergence
needs to be at least at
√
n rate, i.e.
∥Ex̂n − x∥∞ = O(cn),
where cn = n−1/2. The previous two equalities can be proven by using the boundedness
of the parameter space, the linearity of the system in the parameters and Chebyshev’s
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inequality. Furthermore, we can show that
∫ T
0
∥x̂n(t)− Ex̂n(t)∥2dt = Op(dn),
where the convergence is again at rate dn = n−1/2. This can be shown by using the
independence of the observations and the specific form of the window estimator.
To prove the conditions related to the variance of the window estimator, let ϕ :
[0, T ] → R be any bounded measurable function and denote the kth component of
x̂n(·) by x̂n,k(·), for k = 1, . . . , d. Using the independence of the observations and the























where vn = n−1/2. These conditions ensure that our estimator satisfies the “plug-in”
properties studied in Goldstein and Messer (1992) and Bickel and Ritov (2003). By
Theorem 2 (Dattner and Klaassen, 2013) it follows that
(θ̂n − θ, ξ̂n − ξ) = Op (cn + dn + vn) = Op(n−1/2), n→∞.
4.3 Simulation examples
In this section we illustrate the performance of the estimators ξ̂n and θ̂n and indicate
how the method can be useful in combination with other methods. First, we show
empirically the
√
n-consistency of the estimates θ̂n and ξ̂n when the sample size in-
creases. Secondly, we demonstrate the robustness of the estimator with respect to
different measurement errors. Also, although primitive, the window-based estimator
provides reasonably good estimates. Finally, we show how the window-based estima-
tor can provide useful starting values for other methods, which typically require a
sensible initial value.
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Gaussian error, σ1 = 43, σ2 = 12.5, σ3 = 2446
Value n = 100 n = 3000 n = 10000
θ1 36.000 35.467 (7.602) 35.987 (1.538) 36.025 (0.841)
θ2 9.42e-06 9.42e-06 (0.182e-06) 9.50e-06(0.032e-06) 9.50e-06 ( 0.017e-06)
θ3 1000.000 958.006 (41.728) 1000.358 (7.562) 999.535 (4.107)
θ4 3.000 2.928 (0.058) 3.000 (0.010) 2.999 (0.006)
Table 4.1 The empirical mean and standard deviation (in parentheses) of the window
estimator of the parameters of the HIV dynamics model with Gaussian error. Results
are based on 500 simulations.
4.3.1 Empirical validation of √n-consistency
In this subsection we consider a model for HIV viral fitness (Bonhoeffer et al., 1997).
The basic model considers three types of agents: the uninfected cells x1, the infected
cells x2 and the virus particles x3. Uninfected cells are produced at constant rate θ1,
and die at rate 0.108x1. Free virus infects uninfected cells to produce infected cells at
rate θ2x1x3. Infected cells die at rate 0.5x2. New virus is produced from infected cells
at rate 0.5θ3x2 and dies at rate θ4x3. These assumptions lead to the following set of
differential equations:
x′1(t) = θ1 − 0.108x1(t)− θ2x1(t)x3(t),
x′2(t) = θ2x1(t)x3(t)− 0.5x2(t),
x′3(t) = 0.5θ3x2(t)− θ4x3(t).
Xue et al. (2010) consider the case where x1 and x2 cannot be measured separately
while Miao et al. (2008) study a similar model in which all states are measured.
Here we assume that all concentrations are measured, and following Xue et al. (2010)
our goal is to estimate the parameter vector θ = (θ1, θ2, θ3, θ4)⊤. The window-based
method is applied for different sample sizes n, to data as in (4.3). Each simulation is
repeated 500 times and the results shown are empirical means and standard deviations
across those runs.
We first generate the solutions of x1, x2, x3 over the time interval [0, 1] based on
ξ1 = 600, ξ2 = 30, ξ3 = 105 and θ1 = 36, θ2 = 9.5 · 10−6, θ3 = 1000, θ4 = 3. We
add noise to each solution with σ1 = 43, σ2 = 12.5, σ3 = 2446. These noise levels
correspond to approximately 20% of the average value (over the time interval) of x1,
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x2 and x3 respectively. Sample sizes are varied according to n = 100, 3000, 10000.
The initial values ξ are considered known. The results are presented in Table 4.1.
As Theorem 1 suggests, we see that as the sample size increases the accuracy of the
estimates improves. The standard deviation of the estimators seems to follow a 1/
√
n
behaviour. For example, scaling the empirical standard deviations of the parameter
θ3 that correspond to sample sizes n = 100, 3000, 10000 with
√
n yields values 417.280
414.188 and 410.700, respectively.
We also compare the results with those obtained in Xue et al. (2010), in terms of







where θ̂(j)k is the estimate of the parameter θk, k = 1, . . . , 4, from the jth simulation
data set and M is the total number of simulation runs. Since the results in Xue et al.
(2010) are obtained with sample size n = 40 over the time interval [0, 19.9] we also did
a simulation with 500 random data sets for the same sample size and time interval.
We found the ARE for the parameters θ1, θ3, θ4 to be equal to 3.86, 54.98, 53.02
percent while the results in Xue et al. (2010) are 3.19, 17.7, 17.4 percent (ARE for θ2
is not given in Xue et al. (2010)).
4.3.2 Comparing different error distributions
Theorem 4.1 asserts that the
√
n-consistency holds for any error distribution with
finite variance. Simulations presented in this section suggest that the convergence
depends merely on the variance of the error distribution. In this section we compare
the behaviour of the window-based estimator under Gaussian and Laplace noise. We
consider the Lotka-Volterra system of differential equations, which is frequently used
to describe the dynamics of biological systems in which two species, predators and
their preys, interact (see Edelstein-Keshet (2005) for details on this system). The
Lotka-Volterra system consists of two equations depending on the parameter vector
θ = (θ1, θ2, θ3, θ4)⊤. The system has the form
x′1(t) = θ1x1(t)− θ2x1(t)x2(t),
x′2(t) = −θ3x2(t) + θ4x1(t)x2(t).
(4.11)
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We select the parameter (θ1, θ2, θ3, θ4)⊤ = (0.1, 0.9, 0.9, 0.5)⊤, the initial condition
(ξ1, ξ2)⊤ = (1, 0.5)⊤ and consider three sample size scenarios n = 100, 3000, 10000.
The data sets are generated with i.i.d. Gaussian and Laplace noise with zero mean and
standard deviation equal to 0.5 for both states. The results for both measurements
errors and different sample sizes are shown in Table 4.2. The empirical means are
similar in the case of both error distributions. In Figure 4.1, the window smoothers
of x1 and x2 are presented for one realization of 100 equidistant observations on the
interval [0, 49.9] in the case of Gaussian noise. As can been seen from the figure,
the window smoother is rather primitive, a fact which explains why the estimator is
inferior in performance in small sample sizes. Still, it can be used as an initial value


















































































































































































Fig. 4.1 The Lotka-Volterra system. The solid lines correspond to the states x1 and x2
as given by the model (4.11) with θ1 = 0.1, θ2 = 0.9, θ3 = 0.9, θ4 = 0.5. The bold step
functions correspond to the window smoothers of x1 and x2. The data, represented by
the circles in the figure, consist of 100 equidistant observations on the interval [0, 49.9].





















































































































































































































































































































































































































































































































































































































































































































































4.3.3 Window-based estimator as initial estimate
To conclude the simulation section, we illustrate how the proposed method can be
used to provide an initial value of the parameters for a more sophisticated procedure.
In particular, here we use the window estimator as an initial value for the generalized
profiling procedure (Ramsay et al., 2007), which is implemented in the R package
CollocInfer (Hooker et al., 2012). We consider the FhNdata from this package, which
is generated from the FitzHugh-Nagumo system given by the equations
x′1(t) = c{x1(t)− x1(t)3/3 + x2(t)},
x′2(t) = −1c{x1(t)− a+ bx2(t)}.
(4.12)
This system is used to model electrical activity in a neuron (FitzHugh, 1961; Nagumo
et al., 1962). FhNdata consist of 41 equally spaced observations on the interval [0,20]
obtained from the model (4.12) with noise levels σ1 = σ2 = 0.5 and parameters a = 0.2,
b = 0.2 and c = 3. First, we run the generalized profiling procedure with different
initial guesses. The procedure is tuned according to the CollocInfer manual. More
specifically, we smooth the data with a roughness penalty approach by using B-splines
of order 3. The knots of the spline are equally spaced with step size equal to 0.2, and
the number of basis functions is one more than the number of knots. The B-spline
tuning parameter is set to 0.5. Smoothing the data yields the initial values for the
B-spline basis coefficients, which can be supplied to the generalized profiling method.
Then the procedure is applied with a tuning parameter λ = 104 and initial guesses
10i−1u, i = 0, . . . , 5, where u = (1, 1, 1)⊤. The FitzHugh-Nagumo system is not linear
in the parameters so we cannot directly use the window estimator. However, following
Dattner and Klaassen (2013), we define
θ = (θ1, θ2, θ3, θ4)⊤ = (c, 1/c, a/c, b/c)⊤,
making the system linear in θ. The obtained window estimates are θ̂1 = 0.160, θ̂2 =
0.333, θ̂3 = 0.106 and θ̂4 = −0.047. Therefore, we obtain two estimates of c, namely,
θ̂1 = 0.160 and 1/θ̂2 = 3.003. This is not surprising since in the same experimental
setup, but with 400 data points, Campbell and Steele (2012) showed, using MCMC
techniques, that the posterior for c has three modes around 0.5, 3 and 9. The estimates
of c which we have obtained are close to the first and second modes, respectively.
We numerically solve the system of ODEs for these two estimates. As an initial
condition we use its window estimate, which is (ξ̂1, ξ̂2)⊤ = (0.051, 0.569)⊤. Visual
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inspection of obtained solutions shows that the second parameter agrees better with
the data (see Figure 4.2). Thus, for the window estimate we choose (â2, b̂2, ĉ2)⊤ =
(0.318,−0.140, 3.003)⊤. The results for the generalized profiling procedure for seven
different initial guesses are presented in Table 4.3, showing that the window estimator
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Fig. 4.2 FhNdata. The data are represented by the circles. The curves are ob-
tained by solving the FitzHugh-Nagumo system for the parameter (â1, b̂1, ĉ1)⊤ =
(0.017,−0.007, 0.160)⊤ (dashed lines) and (â2, b̂2, ĉ2)⊤ = (0.318,−0.140, 3.003)⊤ (solid
lines) and initial condition (ξ̂1, ξ̂2)⊤ = (0.051, 0.569)⊤.
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Estimation of parameters in Fitz-Hugh Nagumo system
Method Initial value a = 0.2 b = 0.2 c = 3 Relative error Time(secs)
Window NO 0.318 -0.140 3.003 2.291 0.011
Generalized
profiling
Window 0.237 0.144 3.050 0.483 25.466
0.1u 0.239 0.009 0.069 2.130 8.687
1u 0.144 0.567 3.461 2.266 55.725
10u 1.797 3.082 3.295 22.493 123.914
100u 1.829 3.142 3.251 22.935 151.203
1000u 0.237 0.144 3.050 0.483 380.798
10000u 6e+99 6e+99 1e+56 6e+100 681.449
Table 4.3 Fitz-Hugh Nagumo system. The data are obtained from the R package
CollocInfer and comprise 41 equally spaced observations on the interval [0, 20]. The
window estimator does not require an initial guess (first row) and as such it can be used
as initial guess for the generalized profiling method (second row). Estimates obtained
by the generalized profiling method with initial guesses 10i−1u, i = 1, . . . , 5, where
u = (1, 1, 1)⊤, are shown in other rows. The best results are boldfaced. Comparison
in terms of running time is only between the two best, boldfaced estimates.
4.4 Computational complexity
Computing the window smoother costs O(n) flops. The main bottleneck in computing
the proposed estimator is the inversion of the matrices B̂n and In− ÂnB̂−1n Â⊤n , which
are of order p and d, respectively. The algorithmic complexity of the window estimator
is
O(p3 + d3 +
√
ndp2)
flops; thus cubic in p and d, and square root in n. The derivation is given in the
appendix.
4.5 Real data example
In this section we apply our method to infectious disease data from England and Wales
taken from the web page http://ms.mcmaster.ca/∼bolker/measdata.html (consulted
on 13/4/2014). The data contain weekly case reports of measles in England and Wales
from 1948 to 1963. Modelling dynamics of measles over time has been much studied
(e.g Finkenstädt and Grenfell (2000); Earn et al. (2000); Stone et al. (2007); Olinky
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et al. (2008); He et al. (2010); Hooker et al. (2011)). Here, our goal is just to show
the applicability of our method. We consider the SIR model for the epidemic process
without a seasonality component (see, e.g.,Huppert et al. (2012)),
S ′(t) = −βS(t)I(t),
I ′(t) = βS(t)I(t)− γI(t), (4.13)
where S stands for the number of susceptible individuals and I stands for the infectious
compartment. An individual is transferred into infectious compartment I at rate
β and, when recovered, leaves I at rate γ. For measles modelling, an individual
experiences one recovery in about 5 days, so we set γ = 1.4. The SIR model considered
here is the Lotka-Volterra system studied in the previous section, where now two
parameters are constrained to be equal and one of the parameters is set to zero.
However, in this case we only have observations from state I(·), while the proposed
method can be applied only if all the states are observed. Although handling of
unobserved states will be part of our future work, this particular case is not difficult
to handle by using the proposed method. Indeed, from (4.13) it follows that S(t) =
−I(t) + I(0)− γ ∫ t0 I(s)ds+ S(0), which means that S can be obtained from I(·) and
S(0). Here we assume that I(0) is known, which is common practice in the literature on
infectious disease. Hence the statistical problem is reduced to estimating β and S(0).
In this case, we need to optimize with respect to S(0); we started the optimization
with an initial guess for S(0) generated from a uniform distribution over [0, 1× 107].
As measles is a childhood disease, we let time start in September when school begins.
The results are shown in Figure 4.3. In the upper panel, the estimated S(·) (dashed
line) and the solution based on the parameter estimate for β (solid line) are plotted.
In the lower panel the observations are displayed with circles while the solution based
on the window-based estimate for β is plotted with a solid smooth line; the window
estimator itself is given by the stepwise solid line. The β estimate is 3.30× 10−7 while
the S(0) estimate is 4.59× 106; these estimates are similar to those obtained in Fine
and Clarkson (1982).
4.6 Discussion
The window estimator is similar to those proposed by Brunel (2008) and Gugushvili
and Klaassen (2012). The main difference is that by considering the system of inte-
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Fig. 4.3 England Wales measles data. Upper panel: The solid line is the solution S(·)
based on the parameter estimate β and the dashed line is the estimated S(·). Lower
panel: The data are given by the circles, the solid line is the solution based on the
parameter estimate β and the stepwise solid line is the window estimator.
assumption is that we observe only the noisy version of x(·). It is well known that
estimating a derivative is less accurate than estimating the curve itself (Loader, 1999,
Section 6.1). On the other hand, avoiding the estimation of the derivative induces
a new parameter ξ. If ξ is identifiable, this poses no problem since we also have an
explicit form of its estimator.
The window estimator works by dividing the time interval into several subintervals,
over each of which we estimate x(·) by a constant function. This makes our method
similar to the multiple shooting method (Bock, 1983), which involves solving the system
(4.1) over the subintervals with the constraint that the obtained solutions match at the
break points. Whereas in multiple shooting the function pieced together by solutions
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obtained over each subinterval is continuous, the window smoother is not. Also, in
multiple shooting the interval is divided to improve the convergence and numerical
stability of the ODEs solver, but here the window smoothing is introduced as a means
to obtain fast but
√
n-consistent estimates of the underlying parameters — we are not
directly interested in the solution of the ODEs. In order to improve the estimation
accuracy, other non-parametric curve estimators could be used. For example, Dattner
and Klaassen (2013) use a local polynomial type of estimator. The trade-off is that
using more complicated estimators usually involves choosing tuning parameters. Also,
the algorithmic complexity would be affected due to the calculation of integrals and
repeated integrals in Ĝn(t), Ân and B̂n.
4.7 Summary
In this chapter, we have presented an extension of a method for parameter estimation
in systems of ODEs that are linear in their parameters when the data contain no
replicates. Our method is completely automatic; it requires no tuning whatsoever.
It is computationally inexpensive and also does not need any initial values of the
parameters. This is very appealing, since in Bayesian and likelihood-based methods
a good initial estimate is essential. Thus, the method can be used as a fast way to
obtain an initial value for the MCMC in the case of Bayesian methods or an initial
guess for optimization in the case of likelihood-based methods.
4.A Proof of Theorem 1
Denote the number of time points in subinterval Si by Ii. The length of each subin-
















With the following notation
ε(ti) = (ε1(ti), . . . , εd(ti))⊤,
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ε(ti) = y(ti)− x(ti),
we have






x(tj), t ∈ S(t),












= 0, k = 1, . . . , d,
E{εk(ti)εk(tj)} = 0, i ̸= j, (4.17)

















We use these results throughout the proof. The proof is based on verifying the following
conditions as stated in Theorem 2 in (Dattner and Klaassen, 2013).
1. ∥Ex̂n − x∥2∞ = O( 1n)









The inequality is the consequence of the inequality between arithmetic and quadratic
mean. Applying the triangle inequality and (4.18) yields

















































































Here we used boundedness of parameter space Θ. Also, since g(·) is continuous and
x(·) is bounded, then g(x(·)) is bounded.
2. ∥x̂n∥∞ = Op(1)
P (∥x̂n − Ex̂n∥∞ ≥M) = P ( sup
t∈[0,T ]
∥x̂n(t)− Ex̂n(t)∥ ≥M)











































































The first inequality above follows from Chebyshev’s inequality and the second from
Lemma 4.1, which is given in the Appendix 4.B. We conclude that x̂n−Ex̂n is bounded
in probability. Since we have
x̂n = x̂n − Ex̂n︸ ︷︷ ︸
Op(1)







it follows that x̂n(·) is bounded in probability, i.e. ∥x̂n∥∞ = Op(1).























































































4. ∫ T0 var{∫ t0 ϕ(s)x̂n,k(s)ds}dt = O( 1n)

























































where the last equality is due to (4.14) and (4.15).
5. var{∫ T0 ϕ(t)x̂n,k(t)dt} = O( 1n)
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Lemma 4.1. For any 0 ≤ a1, . . . , an ≤ 1 the following inequality holds
n∏
i=1





















Proof. Let Ci denote x̂n,k(Si). Since, [0, T ] = ∪Ii=1Si then for any t ∈ [0, T ] we have







































ϕ(s)ds · cov(Cm, Cl),
where in the second equality we have used the fact that x̂n,k is constant on Si and


























cov(yk(ti), yk(tj)) = 0.
Plugging the variance and covariance terms into the original expression we obtain the
formula.
4.C Calculation of the algorithmic complexity
The following results are taken from Wood and Lindgren (2013) and are used in the
sequel.
Lemma 4.3. If A and B are matrices of dimension n × m then the computational
cost of addition and subtraction i.e., A+B, A−B, is O(mn) flops.
Lemma 4.4. If A is a matrix of dimension n×m and B is a matrix of m× p then
the computational cost of the matrix multiplication AB is O(nmp) flops.
Lemma 4.5. If a matrix A is of order n then the computational cost of the matrix
inversion A−1 is O(n3) flops.
The matrices that appear in the form for the estimators have the following dimen-
sions:
• Id and ÂnB̂−1n Â⊤n are of dimension d× d.
• Ân, Ĝn(ti), ÂnB̂−1n and g(x̂n(t)) are of dimension d× p.
• Â⊤n and Ĝ⊤n (ti) are of dimension p× d.
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• B̂n is of dimension p× p.
• x̂n(ti), y(ti) and ξ̂n are of dimension d× 1.
1. The cost for x̂n(Si) and Ĝn(ai)
We calculate x̂n(Si), for i = 1, . . . , I. The cost for x̂n(Si) is O((I − 1)d) so the
total cost is O(I(I − 1)d) = O(I2d) = O(nd). The calculation of Ĝn(ai) involves the
calculation of g(x̂n(Si)) and since the construction of matrix g depends on the form of
the ODEs we assume that every entry of the matrix is obtained by at most a constant
number of flops C that does not depend on n, p and d. Then the cost of obtaining
matrix g(x̂n(Si)), for any i = 1, . . . , I, is O(Cdp) = O(dp) flops . The estimator Ĝn(t)
can be calculated recursively by
Ĝn(a1) = g(x̂n(S1))a1,
Ĝn(ai) = Ĝn(ai−1) + g(x̂n(Si))∆, i = 2, . . . , I. (4.19)
Since the cost for computing g(x̂n(Si)), for i = 1, . . . , I is O(dp) flops, from (4.19)
it follows that Ĝn(ai), i = 1, . . . , I can be computed in O(dp) flops and therefore
summing across i = 1, . . . , I we obtain that the total cost is O(Idp) = O(
√
ndp) flops.
2. The cost for Ân, Ân(i) and B̂n
Since the cost for computing g(x̂n(Si)) and Ĝn(ai), for each i is O(dp) flops, from
(4.9) it follows that the cost for Ân(i) is O(dp) flops. The equality Ân =
∑n
i=1 Ân(i)
implies that the total cost for computing Ân and Ân(i), i = 1, . . . , n is O(Idp) flops.
For the cost of B̂n we analyze each term in (4.10).











• (R⊤i ,g(x̂n(Si))(2i− 1)) 7→ R⊤i g(x̂n(Si))(2i− 1) costs O(p2d) flops.
• (g(x̂n(Si))⊤,g(x̂n(Si))(3i2 − 1)) 7→ g(x̂n(Si))⊤g(x̂n(Si))(3i2 − 1) costs O(p2d)
flops.
Each term above has complexity O(p2d) and summing over i we get that the cost
for B̂n is O(Ip2d). Finally, the total cost for Ân, Ân(i), i = 1, . . . , I, and B̂n is
O(Idp) +O(Ip2d) = O(Ip2d), which is equal to O(
√
np2d) flops.
3. The cost for ξ̂n
The term
(
T Id − ÂnB̂−1n Â⊤n
)−1
• B̂n 7→ B̂−1n costs O(p3) flops.
• (Ân, B̂−1n ) 7→ ÂnB̂−1n costs O(p2d) flops.
• (ÂnB̂−1n , Â⊤n ) 7→ ÂnB̂−1n Â⊤n costs O(d2p) flops.
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• (Id, ÂnB̂−1n Â⊤n ) 7→ T Id − ÂnB̂−1n Â⊤n costs O(d2) flops.
• Id − ÂnB̂−1n Â⊤n 7→ (Id − ÂnB̂−1n Â⊤n )−1 costs O(d3) flops.
Thus, the computational cost of
(
Id − ÂnB̂−1n Â⊤n
)−1
is O(p3 + p2d + d2p + d2 + d3)
which is equal to O(p3 + d3) flops.
The term T ∑Ii=1 x̂n(Si)/I − ÂnB̂−1n ∑Ii=1 Ân(i)⊤x̂n(Si)
• x̂n(Si) 7→ T ∑Ii=1 x̂n(Si)/I costs O(Id) flops.
• (Ân(i)⊤, x̂n(Si)) 7→ ∑Ii=1 Ân(i)⊤x̂n(Si) costs O(Ipd) flops.
• (ÂnB̂−1n ,
∑I
i=1 Ân(i)⊤x̂n(Si)) 7→ ÂnB̂−1n
∑I
i=1 Ân(i)⊤x̂n(Si) costs O(dp) flops.
In total, the cost for T ∑Ii=1 x̂n(Si)/I−ÂnB̂−1n ∑Ii=1 Ân(i)⊤x̂n(Si) isO(Idp) = O(√ndp)
flops. Finally we have the following:
•
(
Id − ÂnB̂−1n Â⊤n
)−1
costs O(p3 + d3) flops.
• T ∑Ii=1 x̂n(Si)/I − ÂnB̂−1n ∑Ii=1 Ân(i)⊤x̂n(Si) costs O(√ndp) flops.
• Multiplication of two aforementioned terms costs O(d2) flops.
In total, calculation of ξ̂n costs O(p3+ d3+
√
ndp+ d2), which is equal to O(p3+ d3+√
ndp) flops.
4. The cost for θ̂n
The term ∑Ii=1 Ân(i)⊤x̂n(Si)− Â⊤n ξ̂n
• (Ân(i)⊤, x̂n(Si)) 7→ ∑Ii=1 Ân(i)⊤x̂n(Si) costs O(Ipd) flops.
• (Â⊤n , ξ̂n) 7→ Â⊤n ξ̂n costs O(pd) flops.
• Addition of two aforementioned terms costs O(p) flops.
In total, the cost for calculating ∑Ii=1 Ân(i)⊤x̂n(Si) − Â⊤n ξ̂n is O(Ipd) = O(√npd)
flops. The multiplication of B̂−1n with the last mentioned term costs O(p2) flops so the
total cost for θ̂n is O(p2 +
√
npd) flops.









npd) flops which is equal to O(p3 + d3 +
√
ndp2) flops.
4.D Calculation of the integrals
Let us first recall that Si = [ai−1, ai], for i = 1, . . . , I − 1 and SI = [aI−1, T ]. The
length of each subinterval Si is ∆ = T/I and the boundary points of the subintervals
are ai = i∆, for i = 0, . . . , I. To shorten notation, we let G1(t) stand for an arbitrary
entry of the matrix Ĝn(t). Similarly, let g1(x̂n(t)) denote the entry of the matrix
g(x̂n(t)) that corresponds to G1(t), i.e G1(t) =
∫ t
0 g1(x̂n(s))ds. Let Ci = g1(x̂n(Si)),
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where we have used the identity a2i − a2i−1 = (2i − 1)∆2. In the same manner, we
obtain that for t ∈ Si it holds that∫ t
0































Recall the convention that ∑i−1m=1(2m − 1)g1(Cm) is equal to zero for i = 1. Setting
t = T in (4.21) we obtain
∫ T
0





























To obtain B̂n, we need integrals of the form
∫ T
0 G1(t)G2(t)dt where, to simplify
notation, entries of the matrix Ĝn(t) are denoted by G1(t) and G2(t). Similarly






































According to (4.21), for any t ∈ Si
∫ t
0


























i − a3i−1)− a2i−1(ai − ai−1)
}
.





















Since ai = i∆, for i = 0, . . . I it follows that




i − a3i−1)− a2i−1(ai − ai−1) = ∆3(3i− 2)/3.












m=i+1 g1(Cm). By using previous identities, we finally obtain
∫ T
0






















Since (r, k)th entry, Ĝn(t)[r, k], of the matrix
∫ T
0 Ĝn(t)⊤Ĝn(t)dt is the sum of expres-
sions
∫ T































RKHS approach to estimating
parameters in ordinary differential
equations
In this chapter, we discuss the problem of estimating parameters in ODEs which have
a general form. In our approach we combine the frequentist set-up, such as in Ramsay
et al. (2007), with the kernel approach of Steinke and Schölkopf (2008). In this way
we define the estimation problem explicitly as a maximum likelihood problem, where
the differential equation is interpreted as a constraint. By introducing a reproducing
kernel Hilbert space (RKHS), we transform the constrained maximization problem
into an unconstrained one. We detail this idea in Section 5.3 after a review of RKHS
and Green’s functions given in Section 5.1, and the classical MLE approach reviewed
in Section 5.2. In Section 5.4 we focus on the implementation of our methodology.
Sections 5.5 and 5.6 illustrate the behaviour of the technique in simulated and real
data scenarios, respectively. The last section contains the summary and the appendix
contains proofs.
5.1 Preliminaries
5.1.1 Reproducing kernel Hilbert spaces
In this section we give an introduction to the theory of reproducing kernel Hilbert
spaces. Our exposition is based on Steinwart and Christmann (2008). We restrict
ourselves to real Hilbert spaces although the theory holds for complex Hilbert spaces
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as well.
Definition 5.1. Let X be a nonempty set. A function k : X × X → R is called a
kernel on X if it is symmetric and positive definite, i.e. for all n ∈ N , α1, . . . , αn ∈ R





αiαjk(xi, xj) ≥ 0. (5.1)
Condition (5.1) is equivalent to the positive definiteness of the kernel matrix (or
Gram matrix)
K = (k(xi, xj))i,j. (5.2)
Kernels are intimately connected to Hilbert spaces since it can be shown that k is a
kernel on X if and only if there exists a Hilbert space H called a feature space and a
map Φ : X → H called a feature map such that for all x, x′ ∈ X we have
k(x, x′) = ⟨Φ(x),Φ(x′)⟩H,
where ⟨·, ·⟩H is an inner product on H. For a kernel neither the feature map nor the
feature space are uniquely determined. Although not unique, it can be shown that the
feature space H has to be a Hilbert function space over X, i.e., a Hilbert space that
consists of functions mapping X into R. Related to this, we can consider an opposite
situation: for a given Hilbert function space H over X does there exist a kernel k that
can reproduce the functions of the space H? In this regard, we have the following
definition.
Definition 5.2. Let X be a nonempty set and H be a Hilbert function space over X.
A function k : X ×X → R is called a reproducing kernel of H if we have k(·, x) ∈ H
for all x ∈ X and the reproducing property
f(x) = ⟨f, k(·, x)⟩
holds for all f ∈ H and all x ∈ X.
In definition 5.2 it is not assumed that k is a kernel, since it can be shown that
every reproducing kernel is a kernel in the sense of definition 5.1 with the feature map
Φ(x) = k(·, x), x ∈ X.
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Furthermore, it can be shown that every Hilbert function space with a reproducing
kernel is a reproducing kernel Hilbert space in the sense of the following definition.
Definition 5.3. Let X be a nonempty set. A Hilbert function space H over X is a
reproducing kernel Hilbert space (RKHS) over X if for all x ∈ X the Dirac functional
δx : H → R defined by
δx(f) = f(x), f ∈ H,
is continuous.
There is a one-to-one relation between kernels and RKHSs; that is the content of
the following theorem.
Theorem 5.1. 1. (Every RKHS has a unique reproducing kernel) Let H be an RKHS
over X. Then k : X ×X → R defined by
k(x, x′) = ⟨δx, δx′⟩, x ∈ X,
is the only reproducing kernel of H.
2. (Every kernel has a unique RKHS) Let X be a nonempty set and k be a kernel





αik(·, xi) : n ∈ N,α1, . . . , αn ∈ R, x1, . . . , xn ∈ X
}







αiαjk(xi, xj) = α⊤Kα,
where K is the kernel matrix defined in (5.2) and α = (α1, . . . , αn)⊤.
Consider the problem of estimating a function f : X → R from the data D =
{(x1, y1), . . . , (xn, yn) |xi ∈ X , yi ∈ R}. We focus here on the quadratic loss but






where a is some positive constant, is an ill-posed problem (Chen and Haykin, 2002)
unless we restrict the class of functions f . One approach is to restrict the class of
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functions f to a compact set of an RKHS over X. This can be done by regularizing
the empirical loss L with a strictly monotone function of ∥f∥2H. In our work, we




{yi − f(xi)}2 + λ2∥f∥
2
H. (5.3)
The existence of the minimizer of the penalized loss and its representation in terms
of kernels is guaranteed by the representer theorem in the case of an arbitrary loss
function and a penalty which is a strictly monotonic function of the RKHS norm
(Smola et al., 2002). In the case of the penalized loss (5.3) the solution is also unique.
Theorem 5.2 (Representer theorem). Let a and λ be positive constants and let H
be an RKHS over X associated to a kernel k. Then for all x1, . . . , xn ∈ X and all




{yi − f(xi)}2 + λ2∥f∥
2
H












and y = (y1, . . . , yn)⊤.
As a consequence of this theorem we have that f̂ = (f̂(x1), . . . , f̂(xn))⊤ = Kα.
5.1.2 Green’s function and reproducing kernel Hilbert spaces
In this section we cover the concept of Green’s function and its relation to RKHS. In
our exposition we define Green’s function as a function of two variables, though it can
be defined as a distribution, i.e. generalized function. The terminology varies (Griffel,
1985; Nikol’skij, 1992; Kelley and Peterson, 2010; Folland, 1992; Duffy, 2001; Stakgold
and Holst, 1979; Barton, 1989; Roach, 1982; Fasshauer, 2012), but roughly speaking,
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the main idea is that Green’s function is the kernel of the integral operator, which is
the inverse of a linear differential operator.
Definition 5.4. Let P = dm/dtm +∑m−1k=1 θkdk/dtk be a linear differential operator,
where θ1, . . . , θm−1 ∈ R. Any function G(t, s) satisfying
Pt{G(t, s)} = δ(t− s), (5.4)
where δ is the Dirac delta function, is called a fundamental solution or Green’s function
of the operator P.
The subscript t in P is to stress that the differentiation is with respect to the vari-
able t. The Dirac δ function is defined as a ”function” such that
∫+∞
−∞ δ(t− s)f(s)ds =
f(t) and
δ(t) =
 +∞ if t = 00 if t ̸= 0 .
As we use the delta function for notational simplicity, equality (5.4) should not be
understood in a distributional sense (Folland, 1992) but as follows:
• G(t, s) belongs to the class Cm−2[a, b] and its (m− 1)st and mth derivative exist
and are continuous for t ̸= s.
• Pt{G(t, s)} = 0, for t ̸= s.
• (m− 1)st derivative has a unit jump for t = s.
Green’s function is important because it is used to solve linear differential equations.
If we have the differential equation
Pg(t) = f(t), t ∈ [0, T ],
and certain conditions the solution g needs to satisfy, like boundary conditions, initial
value conditions or more generally distributed conditions, then the solution can be
written as




Besides (5.4), G also needs to satisfy the conditions that arise from those conditions
imposed on the solution g. In other words, the inverse operator P−1 of the differential
operator P is an integral operator with the kernel G. For more details see Nikol’skij
(1992).
In this thesis we use only differential operators of first order, which we discretize.
In other words, we use a difference operator and consequently we are interested in its
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Green’s function. Thus, we consider a Hilbert space of functions over a finite set X =
{x1, . . . , xn}, i.e. H = {f : f : X → R}. Here the situation is much simpler, because
every function f ∈ H is fully described by the vector f = (f(x1), . . . , f(xn))⊤ ∈ Rn,
linear operators P : H → H are isomorphic to matrices and any function G : X×X →
R uniquely determines a linear operator G : H → H through its matrix G, where
(G)ij = G(xi, xj). Also, for every invertible operator on a finite dimensional space we
have the form of the matrix of its inverse. The role of the delta function is taken by
the Kronecker delta. For more details see Steinke and Schölkopf (2008). Hence, the
definition (5.4) for the difference operator with a matrix P translates into
(PG)(t, s) = δ(t, s),
where δ(t, s) is the Kronecker delta. In other words, G is the inverse matrix of the
matrix P of a difference operator, i.e. G = P−1.
In the following theorem we connect Green’s function with RKHS.
Theorem 5.3. Let P be the standard matrix of an invertible linear operator on Rn.
Define an inner product on H with
⟨f ,f ′⟩H = ⟨Pf ,Pf ′⟩Rn ,
where ⟨·, ·⟩Rn is the standard Euclidean inner product in Rn. Then H is an RKHS
over X that admits as a reproducing kernel Green’s function of P⊤P, i.e. the function
G : X ×X → R determined by the Green’s matrix
G = (P⊤P)−1.
Proof. Green’s function G : X ×X → R determined by the matrix G = (P⊤P)−1 is
the reproducing kernel of H since for any function f ∈ H we have
⟨f,G(·, x)⟩H = ⟨f ,G(·, x)⟩H = ⟨Pf ,PG(·, x)⟩Rn = ⟨f ,P⊤PG(·, x)⟩Rn
= ⟨f , δ(·, x)⟩ = f(x),
whereG(·, x) is the column ofG. Every linear functional on a finite dimensional vector
space is continuous, and so is the Dirac’s. Therefore, H is an RKHS determined by
the kernel G.
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5.2 Explicit ODEs
We consider dynamical systems with d interacting elements evolving in some closed
time interval [0, T ]. We denote by xk : [0, T ] → IR for k = 1, . . . , d, the functions
describing the evolution of the elements of the system and by uk : [0, T ] → IR for
k = 1, . . . ,m, the action of m external forces. In compact notation, we denote by
x(t) = (x1(t), . . . , xd(t))⊤, u(t) = (u1(t), . . . , um(t))⊤ the vectors of state variables
and external forces respectively. We assume that each state variable xk satisfies
Pθkxk(t) = fk(x(t),u(t),β), k = 1, . . . , d, t ∈ [0, T ],
where Pθk = d/dt + θkI is the linear differential operator associated with the kth
equation of the system. Here, fk is a known function depending on t through x(t) and
u(t), and β is a vector of parameters. We use notation I for the identity operator.
For differential operators of a higher order see González et al. (2014).
In the sequel, we refer to the whole set of the parameters of the system by {θ,β},
where θ = (θ1, . . . , θd)⊤. Typically, a noisy sample of x is observed at a grid of time
points t = (t1, . . . , tn)⊤. Let yk indicate the available data for state k and let xk(t)
indicate the vector of values corresponding to the evaluated kth state at time points
t, i.e.
yk = yk(t) = (yk(t1), . . . , yk(tn))⊤, (5.5)
xk = xk(t) = (xk(t1), . . . , xk(tn))⊤, (5.6)
fk = (fk(x(t1),u(t1),β), . . . , fk(x(tn),u(tn),β))⊤. (5.7)
We consider a model with additive noise
yk(t) = xk(t) + εk(t),
where ϵk represents a noise process for the kth state. We assume that εk(t) is an
independent multivariate zero-mean Gaussian noise with variance σ2k for each kth
state. Let y(t) and x(t) denote the matrices that comprise all the rows yk, xk, for






∥yk − xk∥2 where Pθkxk(t) = fk(x(t),u(t),β). (5.8)
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Here, x depends on {θ,β} although for the sake of simplicity it is not explicitly spec-
ified. Since ODEs generally do not have a closed-form solution, evaluating the log-
likelihood at a specific value of the parameters θ,β requires solving numerically the
system for those parameters. Thus, the numerical maximization of the log-likelihood
function involves repeatedly solving the system for every new iteration in the opti-
mization algorithm. This approach is thus computationally costly, especially for large
systems.
5.3 RKHS based penalized log-likelihood
In this section, our goal is to reformulate (5.8) in terms of a penalized loss so as to
obtain a computationally tractable solution that does not require an explicit solution of
the system of ODEs. To this aim, we discretize the system and consider the difference
equation
Pθkxk = fk,
where xk and fk are defined in (5.6) and (5.7) and Pθk is the operator defined by
Pθk = Dn + θkIn. (5.9)











where ∆ = diag(t2− t1, 2(t3− t1), . . . , 2(tn−1− tn−2), tn− tn−1). The difference in finite
approximations used for t1 and tn is due to the fact that they are boundary points.










where Ω defines a norm of xk in an RKHS.
First consider the homogeneous system, i.e. fk = 0n. In this case, according to
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theorem 5.3 defining the penalty as Ω(xk) = ∥Pθkxk∥2 implies that
Ω(xk) = ∥xk∥2Hθk ,
where Hθk is the RKHS defined by the kernel matrix
Kθk = (P⊤θkPθk)
−1. (5.12)
Consequently, according to the representer theorem 5.2 the penalized loss has the
minimizer x̂k of the form
x̂k = Kθkα̂k,
where αk = (Kθk + λσ2kIn)−1yk.
In general, the interest in inferring parameters of ODEs is for nonhomogeneous
systems. In the same spirit as above, one might consider
Ω(xk) = ∥Pθkxk − fk∥2, (5.13)
as a penalty. However, (5.13) cannot be used directly as a penalty for two reasons.
Expression (5.13) cannot be reformulated as a norm of xk in an RKHS; when xk = 0n
then ∥Pθkxk − fk∥2 is not necessarily zero. Also, in this case the equations of the
system are not independent. In a general setting, each xk is affected by x1, . . . ,xn.
To circumvent the previous problem we consider that each fk is a function of β
that depends on t through u(t) and some fixed surrogate of x, denoted by x⋆(t),
independent of θ and β. This step represents a linearization of the system and makes
the equations independent of each other. In subsection 4 we elaborate on the definition
of an appropriate x⋆(t).
In order to find an RKHS representation of the system in a general case, as before,
we assume that Pθk is invertible for each k . Denote by
f ⋆k = (fk(x⋆(t1),u(t1),β), . . . , fk(x⋆(tn),u(tn),β))⊤, (5.14)
x˜k = xk −P−1θk f ⋆k .
Since Pθk is a linear operator we obtain that for all k = 1, . . . , d
∥Pθkxk − f ⋆k∥2 = ∥Pθkx˜k∥2,
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which according to theorem 5.3 is a norm of x˜k in an RKHS defined by the kernel
(5.12). Hence, we write
Ω(x˜k) = ∥Pθkx˜k∥2 = ∥x˜k∥2Hθk .
In practice, noise samples are obtained for xk and not for x˜k. Therefore, the inference
problem on x˜k requires the following transformation of the original data
y˜k = yk −P−1θk f ⋆k .
It is straightforward to check that y˜k ∼ N (x˜k(t), σ2kIn) and therefore the variance of
the ykj’s is the same as the variance of the y˜kj’s.
5.4 Approximate ODEs inference
The goal of this section is to provide computational details to infer the set of param-
eters {θ,β} by using the approximate ODEs representation described in Section 5.3.
As detailed there, a definition of each x⋆k, a surrogate of xk is required. In this thesis,





where q is the number of basis functions ϕi and cki, i = 1, . . . , 1 are coefficients of
the expansion. The number of basis functions should be large enough to capture the
variation in the solutions of the system of ODEs .
Definition 5.5. Let yk, xk, Pθk , f ⋆k and x⋆k be defined by (5.5), (5.6), (5.9), (5.14)
and (5.15) for k = 1, . . . , d. We define the approximated penalized pseudo log-likelihood






∥yk − xk∥2 − λ2
d∑
k=1
∥Pθkxk − f ⋆k∥2,
where λ > 0 and x⋆(t) = (x⋆1(t), . . . , x⋆d(t))⊤.
Since for all k = 1, . . . , d it holds
∥yk − xk∥2 = ∥yk −P−1θk f ⋆k − (xk −P−1θk f ⋆k )∥2 = ∥y˜k − x˜k∥2,
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This form allows us to use the representer theorem according to which the minimizer
of (5.16) is given by ̂˜xk = Kθkα̂k, where α̂k = (Kθk + λσ2kIn)−1y˜k. It follows that
̂˜x = Sλ,ky˜k, (5.17)
where
Sλ,k = Kθk(Kθk + λσ2kIn)−1y˜k. (5.18)
Hence, the minimizer written in terms of xk is given by
x̂k = Kθkα̂k +P−1θk f
⋆
k .
Next, we show how to compute lλ in practice.
Proposition 5.1. Assume that P−1θk exists. Then it holds













In − (In + σ2kλK−1θk )−1
}
y˜k. (5.19)
Optimization of (5.19) with a conjugate gradient method produces estimates of {θ,β}.
If the set of parameters of the system is separable by equations, independent opti-
mization for those can be done, thus helping to avoid local maxima and speed up the
procedure. Finally, estimates for each x̂k are available by means of









In our penalized approach, the value of the nuisance parameter λ has to be fixed.
For this purpose, we derive the AIC using results from Hastie et al. (2009). For
the linear smoother (5.17) of the kth state the influence matrix is given by (5.18).





+ λσ2kIn)}−1. Then the AIC is defined in our context as




5.5 Examples using synthetically generated data
5.5.1 Explicit ODEs versus regularization approach
In this section we use a toy example to illustrate the advantages of using a regular-
ization approach to estimate the parameters of a dynamical system. We consider the
differential equation
x′(t) = θx(t).
For fixed θ and initial condition x(0), the solution of the differential equation is given
by x(t) = x(0) exp(θt). We fix θ = −2, x(0) = −1 and we generate 500 samples of
10 equally spaced points in the interval [0, 2] using Gaussian noise with σ = 0.25.
For each sample we calculate the maximum likelihood estimator (MLE) of θ and our
RKHS based estimator for λ selected by means of the AIC. The average absolute
deviance to the true parameter of the MLE is 0.73 with a standard deviation of 1.03
whereas the average error for the penalized approach is 0.53 with a standard deviation
of 0.38. In Figure 5.1 we show the results for one run of the experiment. Figure 5.1
a) shows the negative log-likelihood and the penalized log-likelihood of the model for
one of the generated data sets. The penalized approach results in an ”improvement”
of the original log-likelihood for the parameter estimation with the minimum closer
to the true value of the parameter. Also, the original negative log-likelihood becomes
extremely flat for small values of the parameters, which can produce computational
problems in the optimization step. Figure 5.1 b) shows the MLE and RKHS solutions
together with the true function x(t) = − exp(−2t) for t ∈ [0, 2]. In this example,
penalizing the log-likelihood improves the estimator. The true function x is better
approximated using the penalized approach due to the finite sample bias of the MLE.
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(a) Negative log-likelihood and the penalized






























(b) Simulated data, true solution, and the
two estimated solutions using the MLE and
RKHS approaches.
Fig. 5.1 The results obtained for the differential equation x′(t) = θx(t).
Also, the estimate of the parameter is closer to the true value of θ in this particular
realization (θ̂MLE = −2.55 vs. θ̂RKHS = −2.05).
5.5.2 Comparison with the MLE
In this section, we work with the Lotka-Volterra system of differential equations orig-
inally proposed in the theory of auto-catalytic chemical reaction (Lotka, 1910). The
system is
x′1(t) = x1(t){θ1 − β1x2(t)},
x′2(t) = −x2(t){θ1 − β2x2(t)},
where θ = (θ1, θ2)⊤ and β = (β1, β2)⊤ are the parameters.
Our aim is to evaluate the accuracy and speed of our RKHS penalized approach
in comparison with the classical MLE approach. To do so, we run a simulation study
for fixed θ1 = 0.2, β1 = 0.35, θ2 = 0.7, β2 = 0.40 and initial conditions x1(0) = 1 and
x2(0) = 2. We generate samples made up of n equally spaced independent observations
of the state variables x1 and x2 in the interval [0, 30] that we perturb with zero mean
Gaussian noise with standard deviation σ. We generate data for the sample sizes
n = 35, 70, 100 and two noise scenarios σ = 0.1, 0.25. In Figure 5.2 a) we show the
true solutions of the model for the above mentioned parameters together with the data
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(a) True solutions and the data in the Lotka-
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(b) Time comparison between the explicit
MLE approach and the proposed penalized
RKHS based approach.
Fig. 5.2 The results obtained for the Lotka-Volterra equations.
of one of the simulations.
In order to apply the proposed approach we obtain the functions x⋆1 and x⋆2 using
penalized splines and λ = 100. To perform the MLE estimation we use 10 different
initial values of the parameters, randomly generated in the interval [0, 1], and we use
the log-likelihood value to select the best candidate.
In Figure 5.2 b) we show a comparison of average running times. The RKHS-based
estimator is 120.08, 24.06 and 14.41 times faster than the explicit ODE approach for
n = 35, 70 and 100, respectively. In Table 5.1, we show the mean square errors of
the estimates with respect to the true parameters for 100 runs of the experiment.
For n = 35 the penalized RKHS approach performs significantly better than the
explicit ODE estimates, which is explained by the empirical bias suffered by the MLE
approach illustrated in Section 5.5.1. For n = 75, 100 both methods are similar in
terms of precision. The noise in the data is reflected in the precision of the estimates
for both techniques; in all cases the errors are larger for σ = 0.25.
5.5.3 Influence of the sample size on the estimation
Since we were not able to prove consistency of the proposed estimator, in this section
we test the proposed methodology in order to see the influence of the sample size on
the estimation of the parameters. We consider the FitzHugh-Nagumo model (FHN)
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Lotka-Volterra ODE model
σ n Method |θ1 − θ̂1| |β1 − β̂1| |θ2 − θ̂2| |β2 − β̂2|
0.1
35 RKHS 0.0002 (0.0003) 0.0007 (0.0007) 0.0031 (0.0036) 0.0014 (0.0014)MLE 0.0016 (0.0088) 0.0063 (0.0425) 0.0422 (0.1809) 0.0227 (0.1064)
70 RKHS 0.0001 (0.0001) 0.0002 (0.0002) 0.0009 (0.0011) 0.0003 (0.0004)MLE 0.0000 (0.0001) 0.0001 (0.0006) 0.0017 (0.0034) 0.0005 (0.0010)
100 RKHS 0.0001 (0.0001) 0.0001 (0.0002) 0.0005 (0.0006) 0.0002 (0.0002)MLE 0.0000 (0.0001) 0.0002 (0.0010) 0.0013 (0.0023) 0.0004 (0.0008)
0.25
35 RKHS 0.0010 (0.0013) 0.0017 (0.0024) 0.0111 (0.0205) 0.0038 (0.0059)MLE 0.0029 (0.0180) 0.0081 (0.0392) 0.0173 (0.0487) 0.0078 (0.0359)
70 RKHS 0.0004 (0.0006) 0.0008 (0.0009) 0.0042 (0.0047) 0.0015 (0.0019)MLE 0.0007 (0.0025) 0.0030 (0.0115) 0.0151 (0.0474) 0.0062 (0.0301)
100 RKHS 0.0003 (0.0004) 0.0005 (0.0006) 0.0034 (0.0043) 0.0011 (0.0016)MLE 0.0008 (0.0032) 0.0028 (0.0116) 0.0174 (0.0603) 0.0083 (0.0387)
Table 5.1 Mean square error for the inferred parameters in the Lotka-Volterra model.
Standard deviations shown in parenthesis. The true value of the parameters are fixed
to θ1 = 0.2, β1 = 0.35 θ2 = 0.7, β2 = 0.40. The best result for each comparison is
boldfaced.
(FitzHugh, 1955) which is described by the equations
x′1(t) = c{x1(t)− x1(t)
3
3 + x2(t)},
x′2(t) = 1c{x1(t)− a+ bx2(t)},
(5.20)
where a, b and c are the parameters of the system and x1 and x2 are the state variables.
In our experiment, we fix the parameters a, b = 0.2 and c = 3 and initial conditions
x1,0 = −1 and x2,0 = −1. We generate samples D = {(yki, ti) ∈ IR × [0, 20]}ni=1 for
i = 1, 2 made up of independent noisy observations of the state variables x1 and x2
at n fixed (and equally spaced) time points t1, . . . , tn in the interval [0, 20]. We use
a normal scheme yki ∼ N (xk(ti), σ2), where the variance σ2 is assumed equal for x1
and x2 with a value of 0.1. Within this framework, we estimate the parameters of the
FHN model for sample sizes n ranging between 30 and 200. In Figure 5.3, we show
the true functions x1 and x2 and the data generated for n = 100.
In order to apply the proposed methodology we need to make the system homo-
geneous as detailed in Section 5.3. Since x1 is non-linearly included in (5.20) we fit
spline functions to the data. Then we replace x1 and x2 by their spline estimates x⋆1
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Fig. 5.3 Solution of the FHN model and generated data points in one run of the
experiment (n = 100).
and x⋆2 which yields:







x′2(t)− bcx2(t) ≈ 1c{x⋆1(t)− a}.
Under the previous transformation, the right part of the system does not depend on
x1 and x2 and we can proceed as explained in Section 5.3. Consider Dn, the difference
matrix defined in (5.10) for a particular sample size n. Then the difference matrix of
the system is given by
Pb,c =
 Dn − cIn On
On Dn − bcIn
 ,
where In andOn are, respectively, the n-dimensional identity matrix and n-dimensional
zero matrix. Under the previous formulation, the kernel matrix used to penalize the
log-likelihood can be explicitly written as Kb,c = (P⊤b,cPb,c)−1, which connects the
system of differential equations with the RKHS framework.
We apply the proposed methodology to estimate the parameters of the FHN sys-
tem. For each sample size we generate 100 independent samples and we estimate the
parameters a, b, c and σ2. Following the discussion in Section 5.4.1 the regulariza-
tion parameter λ was fixed to 10000. In this case, the variance σ2 is estimated as
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Fig. 5.4 95% confidence intervals for the parameters a, b, c and σ2 of the FHN equa-
tions for different sample sizes. Horizontal grey lines represent the true values of the
parameters. The results are obtained using 50 runs of the experiment.
a parameter of the model. In Figure 5.4 we show the 95% confidence intervals for
the four parameters across different sample sizes. When n increases the estimation of
the parameters is more precise, but the trend indicates that the method is either not
consistent or requires a lot of data.
5.5.4 Comparison with generalized profiling procedure
To conclude this section we compare the results obtained in the FHN system with those
obtained by the generalized profiling approach proposed in Ramsay et al. (2007). In
particular, we compare the estimates for two scenarios with sample sizes n = 50 and
n = 300. We run 50 replicates of the experiment and show the results in Table 5.2.






































































Fig. 5.5 Box-plots for the absolute errors |âi−a|, |b̂i−b| and |ĉi−c| in the estimation of
the parameters of the FHN equations. The results are obtained using the generalized
profiling and the maximum penalized likelihood approach (MPLE-rkhs) proposed in
this work for n = 50.
FHN Av. error Max. error Min. error
params. MPLE Ramsay MPLE Ramsay MPLE Ramsay
n = 50 a 0.0780 0.2892 0.1829 0.5130 0.0000 0.0019
b 0.0485 0.7023 0.1737 1.2936 0.0012 0.0619
c 0.0983 0.2503 0.3028 0.6253 0.0006 0.0488
n = 300 a 0.0058 0.0032 0.0150 0.0126 0.0000 0.0000
b 0.0175 0.0101 0.0609 0.0318 0.0005 0.0002
c 0.0348 0.0134 0.1133 0.0476 0.0008 0.0010
Table 5.2 Average, maximum and minimum errors for the estimation of the parameters
of the FHN system achieved by the generalized profiling and the maximum penalized
likelihood approach (MPLE-RKHS) proposed in this work. Two different sample sizes
(50, 300) are used for the comparison. The best result for each comparison is boldfaced.
parameters and their true values. The average, maximum and minimum errors across
the 50 replicates are used to compare both approaches. For n = 50 the proposed
methodology improves the Ramsay et al. (2007) method for the three parameters
irrespective of the criteria. Box-plots of the error distributions are shown in Figure
5.5. For n = 300 only minor differences have been found.
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(a) Gene SCO3235, reconstructed profile.
Circles and crosses represent the observed
data and lines the obtained profiles. The
estimated variance is σ̂2 = 0.014. The es-
timated parameters for this gene are β1 =
0.65 (stdev= 0.57), β2 = 1.07(0.51), β3 =
2.09 (0.26) and θ=1.06 (0.21).




































(b) Reconstructed activity of the master ac-
tivator cdaR scaled between 0 and 1. Cir-
cles and crosses represent the data obtained
in two independent experiments not used in
the estimation process.
Fig. 5.6 Reconstructed genes profiles and master activator cdaR.
5.6 Real example: Reconstruction of Transcription
Factor activities in Streptomyces coelicolor
A gene regulatory network consists of a gene encoding a transcription factor (TF);
together with the genes it regulates. In the absence of reliable technology to measure
the activity of the TF (number of TF-protein molecules in the cell), the problem is to
reconstruct it from the gene expression data of its target genes.
In this section, we work with a data set of gene expression levels in the Streptomyces
coelicolor bacterium. The goal is to reconstruct the activity of the transcription factor
(TF) CdaR using 10-point time-series gene expression data of 17 genes. For each gene,
two different series corresponding to a wild type and a mutant type bacterium (for
which a transcriptional regulator cdaR has been knocked out) are available. Measure-
ments are available at time points (in mins.) t = {16, 18, 20, 21, 22, 23, 24, 25, 39, 67}.
The importance of understanding the behaviour of the cdaR is that it is partially
responsible for the production of a particular type of antibiotic.
Following Khanin et al. (2007) we assume that changes in the expression levels of
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the genes are caused by changes in the cdaR protein and the mRNA degradation. We
denote by η(t) the activity profile of the regulator cdaR at time t, and by xk(t) the
expression level of each gene k at time t. This regulatory system is modelled by




where θk is the rate of mRNA degradation, β2i and β3i are gene-specific kinetic param-
eters for the gene k, and β1i is an additive constant that accounts for the basal level
of transcription and the nuisance effects from micro-arrays. The goal is to use the
available sample to reconstruct the levels of the activator η(t), which is unobserved,
and the gene profiles via the estimation of the parameters in (5.21). We assume an
equal variance for all the genes. For each gene, we work with the average of the two
available time series. We model the activator η using a basis of cubic splines with
equally spaced nodes, that is η(t) = ∑15k=1 aiϕi(t) where the ϕi’s are elements of the
basis and a1, . . . , a15 are parameters to estimate. We apply the methodology described
in 5.3 and 5.4. We select the optimal regularization parameter λ by using the AIC as
model selection criterion.
Figure 5.6 a) shows the estimated profile for the gene SCO3235, which well fits the
observed data. The reconstructed gene profiles exhibit a similar fit for the remaining
genes. The reconstructed cdaR activator is shown in Figure 5.6 b) together with two
independent replicate profiles obtained from a different experiment and not used in
the estimation process. The values are normalized between 0 and 1 since the activity
of the cdaR protein is expressed in arbitrary units and can be interpreted as relative
levels. The estimated profile fits the observed data showing two hills around time
points 4 and 9, similarly to the genes profiles. This agrees with the fact that cdaR
is an activator of the genes activity. These results show the ability of the proposed
approach to identify unknown elements in the ODEs systems by estimation of the
parameters of the model.
5.7 Summary
We have proposed a new method to estimate general systems of ordinary differential
equations measured with noise. Our proposal is based on penalization of the log-
likelihood of the problem by means of the ODEs. A reproducing kernel Hilbert space
approach has provided the theoretical framework to make this idea feasible. The
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concept of Green’s function and the connection between linear differential operators
and kernels have been used to rewrite the penalized log-likelihood of the problem in a
more practical manner.
The main merit of the method is its ability to perform in a single step the estimation
problem without solving the system of differential equations. An actual example from
system biology has been used to illustrate the utility of this method in scenarios with
hidden components.
5.A Proof of Proposition 1
We prove the proposition by showing that lλ(θ,β|y(t),x⋆(t)) and gλ(θ,β|y(t),x⋆(t))






∥yk − xk∥2 − λ2
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.
For fixed {θ,β} and σ2k the maximum of lλ(θ,β|y(t),x⋆(t)) is given for the vectors
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as we aimed to prove.
5.B Derivation of the AIC for the maximum pe-
nalized likelihood estimator
To simplify the derivation, we first prove a general result and then we apply it to our
case. Assume that we have an observation y = (y1, . . . , yn)⊤ from N (µ, σ2In), with
the density fµ(y), where µ = (µ1, . . . , µn)⊤. Let fµi(yi) be the density function of the





Let the estimator of µ have the form µ̂ = Sy, i.e. µ̂ is a linear smoother. The aim
is to find an estimate of the prediction error, the so called in-sample error denoted












(Hastie et al., 2009, chapter 7). Up to an additive constant we have −2σ2 log fµ̂i(yi) =












Because µ̂ is a linear smoother it holds that ∑ni=1 cov(µ̂i, yi) = tr(S)σ2 (Hastie et al.,
2009). After substituting the previous equality in (5.23), using equality (5.22) and
scaling with n/σ2 we obtain that up to a constant
Êrrinn = −2 log fµ(y) + 2tr(S).
Substituting l(µ̂) = log fµ̂(y) into the previous equality we obtain the expression
denoted by AIC
AIC = −2l(µ̂) + 2df, (5.24)
where df = tr(S).
Now we apply the derived result to our case. We have that y˜k ∼ N (x˜k, σ2kIn) and
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̂˜xk = Ŝλ,ky˜k, where Ŝλ,k = Kθ̂k(Kθ̂k + λσ̂2kIn)−1y˜k. According to (5.24), the AIC score
for the estimate of the kth state is
AICk(λ) = −2lk(θ,β|y(t),x⋆(t)) + 2tr(Ŝλ,k),
where lk(θ,β|y(t),x⋆(t)) = 12σ2
k
∥yk − xk∥2. Summing expressions AICk, for k =
1, . . . , d, we obtain




The derivation presented here is simpler than the one suggested in González et al.
(2013), which assumes the measure of prediction error to be the deviance and uses the
theory of general covariance penalties (Efron, 2004, 1986).

Chapter 6
Inferring latent gene regulatory
network kinetics
Regulatory networks consist of gene encoding transcription factors (TFs) and the genes
they activate or repress. Various types of systems of ordinary differential equations
have been proposed to model these networks, ranging from linear to Michaelis-Menten
approaches. In practice, a serious drawback to estimating these models is that the TFs
are generally unobserved because of a lack of high-throughput techniques to measure
the abundance of proteins in the cell. The challenge is to infer their activity profile
together with the kinetic parameters of the ODEs using level expression measurements
of the genes they regulate. In this chapter we show how the framework presented in
the previous chapter can be used to infer the kinetic parameters of regulatory networks
with one or more TFs using time course gene expression data. Our approach is also
able to predict the activity levels of the TF. We illustrate this using the example of
an SOS repair system in Escherichia coli. The reconstructed TF exhibits a behaviour
similar to experimentally measured profiles and the genetic expression data are fitted
well.
The remainder of this chapter is divided into four sections. In Section 6.1, we
introduce a model for observed gene data expression with one transcription factor.
In Section 6.2, we detail the estimation procedure, which for this specific example
is complemented by an EM algorithm. In Section 6.3, our statistical framework is
applied to 6 time-course gene expression data in the SOS system in Escherichia coli
with one TF. We show some results regarding the reconstruction of the TF and the





Fig. 6.1 Single Input Motif (SIM) of a gene regulatory network with one transcription
factor.
6.1 System and methods
6.1.1 Modelling transcriptional GRN with ODE models
In gene regulatory networks, the variables of interest are the concentrations of mRNA
molecules and the abundance of proteins produced by a set of d genes. To simplify,
in the sequel we assume that one gene contains the information to produce only one
protein. We denote by η(t) = (η1(t), . . . , ηd(t))⊤ the abundance of the proteins (TFs)
and by x(t) = (x1(t), . . . , xd(t))⊤ the concentrations of the mRNA molecules at time
t. We consider that t varies in some time interval [0, T ], in which the GRN is studied.
Following mass-action kinetics we assume that the expressions of the genes of the
network on average satisfy the ODEs
x′k(t) = p(t;θk,η)− δkxk(t), (6.1)
for k = 1, . . . , d, where δks are the degradation rates of mRNAs and p(t;θk,η) is a
function that describes how the TFs regulate the gene k for some parameter vector




where δηk is the protein degradation rate and β
η
k is the translational rate for gene k.
In the literature several models have been considered to define p(t;θk,η) in (6.1)
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ranging from linear approaches (Chen et al., 1999) to non-parametric methods (Äijö
and Lähdesmäki, 2009). In practice, experimental work suggests that the response of
the mRNA abundance to the concentration of a TF follows a Hill curve (De Jong,
2002). This response can be well described by the Michaelis-Menten (MM) formula-
tion. In case of activation of gene k by the transcription factor s, the transcription
function is assumed to satisfy




for θk = (φk, βk, γk)⊤. Similarly, in cases of repression, the response can be modelled
by




If a gene is regulated by several TFs, a product of type-p+ and type-p− functions can
be used to model the regulatory component of expression (6.1). The only non-standard
part in this model is the presence of φk, which is added to detect possible non-specific
activation.
6.1.2 GRN with one TF: single input motif
In expression (6.1) several genes encoding TFs are involved in the model. Nevertheless,
these types of regulatory networks are difficult to identify given the actual lack of
reliable methods for measuring TF activities. For this reason, networks involving only
one TF and the genes it regulates as in Figure 6.1 are the most studied in the literature
and are the primary focus of our following analysis.
These one-to-many patterns of interaction between one TF and several genes are
called single input motifs (SIM), a term first introduced in Milo et al. (2002). Within
a SIM, the expression of gene k depends on the decay constant δk and on the tran-
scription function p(t;θk, η) where η is the unique transcription factor of the network.
The profile η is unobserved and has to be reconstructed from the expression of the
genes. In this work we assume that η is a function which can be written in terms of





where µj ∈ IR and {ϕ1, . . . , ϕm} is a truncated-power basis set.
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Although the transcription factor η is common to all target genes in the network,
the kinetic parameters of each gene are expected to be target-dependent. That is,
xk(t) = xk(t; δk,θk,µ),
where µ = (µ1, . . . , µm)⊤ is the vector of weights of the TF in the spline representation
(6.3). Biologically, it is reasonable to assume that the gene-specific parameters θk and
δk are the same across different biological conditions. However, this is not the case
with the initial amount of gene expression xk(0) since the gene transcription can be
affected by an uncontrolled number of external conditions.
6.1.3 Noise model
Let yki denote the measured expression of gene k at a time-point ti. We assume
that the observed gene expression measurements of the target genes are conditionally
independent given the transcription factor activity, and that each target gene k is
normally distributed with location parameter xk(t) and scale parameter σ2k(t). That
is, we assume that
yki ∼ N (xk(ti), σ2k(ti)). (6.4)
In our context, the log-likelihood contribution of a single observation is, up to an
additive constant, given by










Let Dk = {(yki, ti) ∈ IR× [0, T ]}ni=1 denote the set of gene expression measurements
of gene k across the time points t1, . . . , tn. Then the contribution of each gene k to





for Σk = diag(σ2k1, . . . , σ2kn) and where it is assumed that each function xk satisfies
(6.1).
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6.1.4 Penalized log-likelihood of a GRN with one TF
The system of differential equations (6.1) describes the dynamics of the gene regulatory
system in interval [0, T ]. However, in practical scenarios, we have access to only a finite
number of measurements of the gene expression levels. Following the approach from
the previous chapter we approximate the rate of gene expression by the first order
difference.
Let t = (t1, . . . , tn)⊤ denote the vector whose elements represent the time points in
which gene expression measurements are available and define xk(t) = (xk(t1), . . . , xk(tn))⊤
and p(t;θk, η) = (p(t1;θk, η), . . . , p(tn;θk, η))⊤. Then one can rewrite the discrete ver-
sion of dynamics of the gene k in (6.1) as
Dnxk(t) = p(t;θk, η)− δkxk(t),
where the matrix Dn is the difference operator defined in (5.10).
Let In be the identity matrix and denote by Pδk = Dn+δkIn the difference operator
associated with gene k. To define penalized loss, we assume that Pδk is invertible and
introduce
x˜k(t) = xk(t)−P−1δk p(t;θk,µ), (6.5)




where Kδk = (P⊤δkPδk)
−1 and αk is the vector in IRn characterizing x˜k(t).
Denote by D˜k the transformed set of expression measurements associated with the
gene k. Using the framework from the previous chapter, for a GRN where a single TF








where D˜ = {D˜1, . . . , D˜d} represents the whole sample available for the network; Θ
represents the set of kinetic parameters θk, ∆ = {δ1, . . . , δd}, Σ stands for all scale
parameters of the normal distribution, and µ is the set of weights corresponding to
the representation of the TF activity in a spline basis.
In the RKHS framework, the (transformed) expression level of each gene k and its
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influence matrix are
x˜k(t) = Kδkαk = Sλ,ky˜k, (6.7)
Sλ,k = Kδk(Kδk + λΣk)−1. (6.8)
Estimates of the gene expression profiles x1, . . . , xd can be recovered using (6.5) and
(6.7).
6.1.5 Parameter estimation
Denote by A = {α1, . . . ,αd} the set of parameters characterizing the gene profiles x˜.
Then the maximum penalized log-likelihood estimators of ∆,Θ,Σ,µ and A are given
by
(∆̂λ, Θ̂λ, Σ̂λ, µ̂λ, Âλ) = arg max∆,Θ,Σ,µ,A lλ(∆,Θ,Σ,µ, A|D˜). (6.9)
6.1.6 Model selection
For selecting λ we use the AIC, which we have derived in the previous chapter. For the
linear smoother (6.7) the influence matrix for gene k is given by (6.8). The effective
number of parameters is defined as dfk = tr(Ŝλ,k). Then the AIC is defined in our
context as
AICk(λ) = −2lk(δ̂k, θ̂k, Σ̂k, µ̂|Dk) + 2dfk.






In the literature, λ and Σk are normally not allowed to change simultaneously. As
detailed in Rasmussen (2006), λ is sometimes fixed to 1/2 or to 1/n if the variance
parameters are allowed to vary. In this work the variance parameters are estimated
off-line and the matrices Σk are fixed in the estimation process. Then the parameter λ
is obtained using the above mentioned AIC or other sensible model selection criteria.
6.1.7 Confidence intervals
In maximum likelihood estimation approaches the most standard way of obtaining the
variance of a parameter estimate θ̂ is by means of the negative Hessian evaluated at
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θ̂. In our context, however, the parameter estimates of the gene regulatory network
are obtained by a penalized likelihood approach and the aforementioned approach is
not directly applicable.
To circumvent this issue we propose a parametric bootstrap (Efron, 1979) to obtain
confidence intervals in our setting. To this aim and by virtue of (6.4) we consider the
fitted model N (x̂k(ti), σ̂k2(ti)), where the hat-expressions are estimated values. Then
from this model we generate B bootstrap data sets for which we use the proposed
method to obtain new estimates of the parameters. The quantiles of the empirical
distribution of the bootstrap estimates are then used to estimate the confidence inter-
vals.
6.2 Algorithm
In this section we detail the steps to obtain the estimators ∆̂λ, Θ̂λ, Σ̂λ and µ̂λ in
(6.9). Also, estimators for the gene profiles x̂k are provided. To this aim, we propose
an augmented formulation of the problem in order to provide a way to deal with the
common lack of observations in real applications. Since the derivative approximation
is better for smaller discretization steps, increasing the number of data points results
in a better derivative approximation. To use this idea we propose an EM algorithm
to accommodate hidden observations.
6.2.1 Augmented data formulation
Denote by DOk = {(yOki, tOi ) ∈ IR× [0, T ]}ni=1 the set of expression measurements of the
gene k across the observed time points tO1 , . . . , tOn . Consider a refinement of hidden
observations, all different from those in DOk , given by DH = {(yHki , tHki) ∈ IR× [0, T ]}ri=1.
Denote by
tO = (tO1 , . . . , tOn )⊤, tH = (tH1 , . . . , tHr )⊤,
yOk = (yOk1, . . . , yOkn)⊤, yHk = (yHk1, . . . , yHkr)⊤,
the vectors of times and data of both samples for gene k. Define t to be the vector
resulting from the ordered concatenation of tO and tH , and let yk be the concatenation
of the vectors yOk and yHk ordered according to the ordering in t. Then the log-
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likelihood for the augmented data formulation is
lλ(·|D˜O, D˜H) = −12
d∑
k=1














In the expectation (E) step, we need to calculate the expectation of lλ(·|D˜O, D˜H) in
terms of the hidden observations. For simplicity of notation, define





Consider the matrix CH ∈ IRr×(n+r) defined by
(CH)ij =
 1 if tHi = tj0 otherwise .
Then it can be proven that






for D˜H∗ = {D˜H∗1 , . . . , D˜H∗d }, where the augmented vector y˜∗k of observations associated
with each gene k is given by the ordered concatenation of the vectors y˜Ok andCHKδ∗kα
∗
k
according to the ordering in t. See appendix for details.
6.2.3 M-step
In the maximization (M) step, we maximize the augmented log-likelihood over the
parameters of interest. Assume that some values for ∆∗,Θ∗,Σ∗,µ∗ and A∗ are given
and consider the augmented vectors of observations y˜∗k. Then in this step we search
for the values of the parameters such that
(∆̂, Θ̂, Σ̂, µ̂, Â) = arg max
∆,Θ,Σ,µ
Qλ(∆,Θ,Σ,µ, A).
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In practice, the problem can be split into two different maximization problems. Pa-
rameters ∆,Θ,Σ and µ can be calculated independently of A by taking



















where Sλ,k is the influence matrix associated with each gene defined in (6.8). Regarding
the set of parameters A, made up of the vectors α1, . . . .αd, it can be shown using
standard methods of differential calculus that they can be calculated by
α̂k = (Kδ̂k + λΣ̂k)
−1y˜∗k. (6.12)
See appendix for details.
6.2.4 EM algorithm
In order to apply the EM algorithm we need to consider some initial values of the
parameters. If no other information about the system is provided, a reasonable way
to proceed is to smooth each y˜Ok with some standard smoothing technique. In this
way for each individual gene we obtain a reasonable initial set of hidden observations
y˜Hk . Then we can define y˜k as the ordered concatenation of the vectors y˜Ok and y˜Hk
according to the ordering in t. Assuming some values for ∆∗,Θ∗,Σ∗ and µ∗ we can
now calculate each α∗k = (K˜δ∗k + λΣ
∗
k)−1y˜k to obtain reasonable initial value for A∗.
The steps of the EM algorithm are detailed next.
1. Start: Consider some initial values ∆∗,Θ∗,Σ∗,µ∗ and A∗.
2. E-step: Compute each Kδ∗
k
and obtain y˜∗k.
3. M-step: Obtain (∆̂, Θ̂, Σ̂, µ̂) as in (6.11) using a conjugate gradient algorithm
and each α̂k using (6.12). Go to step 2.
4. End: Upon convergence, take (∆̂λ, Θ̂λ, Σ̂λ, µ̂λ) = (∆̂, Θ̂, Σ̂, µ̂) and α̂λ,k = α̂k
for k = 1 . . . , d.
6.3 SOS repair system in Escherichia coli
Changes in the expression levels of genes in Escherichia coli as a result of DNA damage
(SOS response) have been extensively studied in the last few years. However their
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behaviour has not been completely understood (Khanin et al., 2006). The SOS system
includes more than 30 genes controlled by a (transcriptional repressor) protein called
LexA. Under normal conditions the levels of LexA are high and the expression of the
gene is repressed. With DNA damage the LexA protein is inactivated, causing the
up-regulation of genes suppressed by the LexA under normal conditions. The aim of
this analysis is twofold: first, to reconstruct the activity level of the repressor LexA
by using the expression profiles of its target genes, and second, to identify the system
and to order the genes of the SOS system in terms of the speed with which they are
repressed by the LexA protein. To this aim we use the proposed penalized likelihood
approach.
6.3.1 The data set and the goal
The data set used for this experiment is made up of 14 expression genes (dinF, dinI,
lexA, recA, recN, ruvA, ruvB, sbmC, sulA, umuC, umuD, uvrB, yegG and ijW) of the
Escherichia coli SOS system. These 14 genes are targets of the master repressor LexA
and their expression is studied under UV exposure (40 J/m2) in both wild-type cells
and lexA1 mutants. (Khanin et al., 2006). The abundance of the mRNA molecules
associated with the genes was measured at six time points: 0, 5, 10, 20, 40 and 60
minutes. Raw data are normalized as detailed in (Khanin et al., 2006). The master
repressor is unobserved. Following expression (6.3) we assume that its activity can
be described by a cubic spline function with d = 5 basis functions. In this example
we assume a Michaelis-Menten formulation (see 6.2). The goal of this experiment is
to use this gene expression sample to reconstruct the activity of the repressor η(t)
and to estimate the kinetic parameters in (6.1). In addition, the gene profiles will be
inferred by means of (6.5) and (6.7). The parameters to be estimated are the kinetic
parameters of the 14 genes together with the TF weights and the vectors α1, . . . ,α14
characterizing the gene profiles.
6.3.2 Estimation process
Only six data points are available per gene. This lack of observations could cause
instabilities in the estimation process which we deal with as follows. First, the variance
parameters are assumed to be constant for the data within the same gene. We estimate
σ21, . . . , σ
2
14 off-line by fitting smoothing splines to the data and estimating the residual
variance in each case. The TF factor is assumed to be normalized between zero and
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one, which robustifies the estimation of the parameters of the system. In practice this
is not a problem since the repression or activation of the LexA protein is expressed in
arbitrary units, which can be interpreted as relative levels.
Reconstruction of the TF and estimation of the gene-specific kinetic parameters are
done in two steps. In both, maximization of the penalized log-likelihood is achieved by
means of the conjugate gradient method. First we estimate the TF profile. To do so
we estimate the system without intermediate points. The penalization parameter λ is
calculated by using the AIC as detailed in Section 6.1.6. We consider the estimates of
the weights of the spline basis µ̂1, . . . , µ̂5 and we reconstruct the TF profile. We observe
that the values of the φ̂i are zero for most of the genes. Given the lack of data, in order
to gain more precision in the estimation of the remaining kinetic parameters we assume
all the φ̂i to be zero and we re-estimate each gene independently considering the TF
profile obtained above to be fixed. A different penalization term is now recalculated
for each gene using the AIC. Four intermediate points are considered in order to
improve the estimation. Confidence intervals for the parameters were obtained using
a parametric bootstrap as detailed in Section 6.1.7.
6.3.3 Reconstruction of the LexA activity
The reconstructed LexA repressor is shown in Figure 6.2. The smoothed LexA profile,
obtained using a cubic spline, is shown. The crucial aspect of the obtained profile is
that it agrees with the behaviour of experimentally observed profiles in Ronen et al.
(2002) and Sassanfar and Roberts (1990). It has been observed that after irradiation
the amount of LexA decreases, and after a recovery phase it increases again. This is
the behaviour shown in Figure 6.2 where the level of the LexA decreases to zero within
the first 20 minutes to completely recover by 60 minutes.
6.3.4 Inferred kinetics profiles
The reconstructed gene profiles show a good fit with the data in the 14 cases. In Figure
6.3 we show the data and the estimated profiles for the genes dinI and recN. These two
genes were selected because they exhibit different types of profiles. Gene dinI shows
a fast increase in regulation up until min 20-30, and later descends gradually. This
coincides with the time point in which the master repressor starts to recover. On the
other hand gene recN is stable in time after minute 20. The introduced intermediate
points help to recover a smooth version of the gene profiles.
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Fig. 6.2 Reconstruction of the activity of the master repressor LexA scaled between 0
and 1. The smoothed LexA profile is obtained using a cubic spline. Time is given in
minutes.
6.3.5 Estimated kinetic parameters and interpretation
The values of the estimated gene-dependent kinetic parameters and their correspond-
ing 95% confidence intervals are shown in Table 6.1. Two genes recN and umuC, show
significant differences in parameters when compared to the rest. These two genes are
the only ones in the database that do not show a decrease in expression pattern after
minute 20. This seems to indicate a misspecification in the model for these two genes.
Particularly, as also suggested in (Khanin et al., 2006), this type of behaviour can be
modelled by a linear degradation ODE x˙ = φ+ δx.






where η¯ is the average TF level. Genes ijW ruvA and lexA are the quickest to be
regulated. Genes sbmC dinF are the slowest. Regarding the precision of the estimates
we observe that confidence intervals for the parameters in genes ijW and dinF are
larger than for the rest of the genes, which indicates that for these genes the data are
probably too noisy.
































































































































































































































































































































































































































































































































































































































































































(a) Estimated profile of the gene dinI. This
gene exhibits an up-regulation after UV radia-
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(b) Estimated profile of the gene recN. This
gene exhibits an up-regulation after UV radi-
ation. Its expression levels remain stable after
minute 20.
Fig. 6.3 Data and reconstructed profiles of two genes which represent the two expres-
sion patterns found in the database. Raw data are represented by empty points. Dense
points represent the values of the estimated profiles in the 6 observed and 20 hidden
points of each gene.
6.4 Summary
In this chapter we have presented an application of the RKHS method from the pre-
vious chapter in order to infer GRN with one hidden TF from time-course expression
measurements. The proposed approach does not require the transcription factor activ-
ity to have a predefined shape, and a general spline representation allows it to capture
the dynamics of the TF. The EM algorithm has been proposed to estimate the model
due to the lack of observed data points.
The proposed method was applied in the reconstruction of the SOS repair system
in Escherichia Coli. In this example, the reconstructed TF exhibits a behaviour similar
to that seen in (independent) experimentally measured profiles. In addition the gene
expression data are fitted and the results are coherent with those obtained in previous
works (Khanin et al., 2006).
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6.A Notation
For the proofs below we introduce some notation. We define a matrix CO ∈ IRn×(n+r)
such that
(CO)ij =
 1 if tOi = tj0 otherwise ,
vectors Φk = (δk,θk,Σk,µ,αk), Φ∗k = (δ∗k,θ∗k,Σ∗k,µ∗,α∗k) and functions


















6.B Proof of the expectation step of the EM algo-
rithm





. Denote with ΣH,k and
ΣO,k diagonal matrices whose diagonals are vectors of variances of observed and hidden
observations of the kth equation respectively. Splitting the log-likelihood into two


















































































Define y∗k = (yOk ,CHKδ∗kα
∗























The proof is completed by summing over k’s and taking into account (6.10).
6.C Proof of the maximization step of the EM al-
gorithm
Proof. Denote by y∗k = (yOk ,CHKδ∗kα
∗






is given for the vector αk = (Kδk +λΣk)−1y∗k. By substitut-



















where Sλ,k = Kδk(Kδk + λΣ2k)−1. By taking sum over k’s we obtain



















as we aimed to prove.
Conclusion
In Chapter 1, we have displayed Table 1.1 and Table 1.2. The former lists existing
methods for choosing the regularization parameter in Gaussian graphical models; the
latter contains those for estimating parameters in ordinary differential equations. The
results presented in this thesis complement both tables.
We have complemented Table 1.1 with two new methods, the generalized infor-
mation criterion and the Kullback-Leibler cross-validation. These methods improve
the Akaike’s information criterion and generalized approximate cross-validation. The
purpose of Table 1.1 is not only to give a summary of the methods and show our
contribution, but more importantly, to make a clear distinction between different
methods. This distinction with respect to prediction and model selection does not
seem to be stressed enough in the literature. For example, usage of cross-validation
(CV) for model selection is not uncommon (Wang and Pillai, 2013; Gao et al., 2012)
even though it was pointed out that this method is not appropriate for that purpose
(Liu et al., 2010; Lian, 2011). However, to our best knowledge, so far it has not been
actually proved that cross-validation is not model selection consistent. Therefore, as
a step in that direction, we have proved that this claim is true for the Akaike’s infor-
mation criterion (AIC). Since AIC and CV share similar asymptotic properties (Shao,
1997; Yang, 2005) in the regression setting, it is plausible that the same holds for
Gaussian graphical models. Moreover, we expect the same result to hold for other
methods whose aim is prediction. Thus we conclude and conjecture the following:
• AIC, K-CV, GACV, GIC and KLCV are appropriate for prediction but not for
model selection.
• BIC, EBIC, StARS are appropriate for model selection.
Another important issue is the generality of the methods. Although the methods we
propose have advantages, they rely on the assumption of Gaussianity. In regard to
this, computational methods K-CV and StARS are expected to be the most robust
with respect to the departure from Gaussianity.
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As for Table 1.2, we have both proposed a new method and extended an existing
one. The one that we propose, the RKHS approach, can deal with systems of differen-
tial equations of a general form. The method is relatively simple to use and produces
estimates of the parameters in one step. It has been tested on real and simulated data
and it exhibits reasonable performance. However, the drawback is that it relies on the
assumption of Gaussianity and its asymptotic properties are unclear. It seems likely
that the method is not asymptotically consistent, due to the various approximations
we employ.
On the other hand, although the second method, the window-based estimator,
can be applied only to autonomous systems of differential equations linear in the
parameters, it does provide an asymptotically consistent estimator. Although we
restrict the class of systems we consider, many applied problems are defined by the
systems that belong to this class. The window-based estimator has an explicit form, it
is computationally fast and it does not require strong assumptions on the distribution
of the data.
Finally, both methods discussed can be applied only if all states of the system
are observed. Estimation of the parameters in the partially observed systems has not
been covered in this thesis. In the literature two ways are used to deal with partially
observed systems. One way is to use a Bayesian approach which relies on Gaussian
processes (Chkrebtii et al., 2013). The other involves writing the unobserved states as
a linear combination of certain basis functions and optimizing with respect to both the
parameters of the system and the coefficients of the basis expansion (Ramsay et al.,
2007). In the case of the window estimator both approaches can be used; this will be
the topic of our further research.
Summary
In this thesis we treat the problem of inference of two types of models: Gaussian
graphical models and ordinary differential equation models.
After presenting the background material in Chapter 2, we address the problem of
estimating the precision matrix in Gaussian graphical models. Every precision matrix
corresponds to a certain conditional independence graph. The main idea which we
we stress is that one can obtain an estimate of a precision matrix that yields a good
model in terms of prediction but whose corresponding conditional independence graph
is poor. We prove that Akaike’s information criterion is not model selection consistent
in a fixed p setting. We propose two criteria that yield predictively accurate models
and we show how these criteria can be used to obtain models with a good conditional
independence graph; this is the content of Chapter 3.
In Chapter 4, we extend to the time course data the existing method for estimat-
ing autonomous systems of differential equations linear in the parameters, developed
for repeated measurements. The linearity of the system in parameters allows one
to explicitly obtain the estimators of the parameters without solving the differential
equation. This is of great importance since no optimization is needed. The method
does not require any initial values and is extremely fast. Furthermore, the obtained
estimator is asymptotically consistent.
In Chapter 5, we develop a method for estimating parameters in general systems
of differential equations. We dicretize the system of differential equations and use
the reproducing kernel Hilbert space to define an approximation of the log-likelihood
and its corresponding regularizer. By optimizing the obtained approximated penalized
log-likelihood we estimate the parameters without solving the differential equation.
Finally, in the last chapter we apply the method developed in Chapter 5 to inference
of gene regulatory kinetics. One ingredient present here and not in Chapter 5 is the
use of the EM algorithm which we employed to deal with the lack of observations.

Samenvatting
In dit proefschrift bestuderen we het probleem van inferentie voor twee typen statis-
tische modellen, te weten Gaussische grafische modellen, en modellen die op gewone
differentiaalvergelijkingen zijn gebaseerd.
Na een beschrijving van de achtergrond in hoofdstuk 2, bekijken we in hoofdstuk
3 het probleem van het schatten van de concentratiematrix van Gaussische grafische
modellen. Elke concentratiematrix correspondeert met een bepaalde voorwaardelijke
onafhankelijkheidsgraaf. We benadrukken het feit dat het mogelijk is om een be-
nadering van de concentratiematrix te verkrijgen die een model met een goede voor-
spellende waarde oplevert, maar waarvan de voorwaardelijke onafhankelijkheidsgraaf
erg onnauwkeurig is. We bewijzen bovendien dat Akaikes informatiecriterium voor
constante p niet leidt tot consistente modelselectie. Er worden twee nieuwe crite-
ria voorgesteld die leiden tot modellen die nauwkeurige voorspellingen opleveren en
we laten ook zien hoe deze criteria gebruikt kunnen worden om modellen met goede
voorwaardelijke onafhankelijkheidsgrafen te verkrijgen.
In hoofdstuk 4 breiden we de bestaande methode voor het schatten van autonome
stelsels differentiaalvergelijkingen met lineaire parameters uit naar het geval waarin
er herhaalde metingen in de tijd worden uitgevoerd. Doordat de parameters van het
stelsel lineair zijn, is het mogelijk om een expliciete uitdrukking te vinden voor de
schatters van de parameters, zonder dat het stelsel differentiaalvergelijkingen opgelost
hoeft te worden. Dit is van groot belang, omdat hiervoor geen optimalisatieproces
nodig is. De zo gevonden methode heeft geen beginvoorwaarden nodig en is zeer
efficient. Bovendien is de verkregen schatter asymptotisch consistent.
In hoofdstuk 5 ontwikkelen we een methode voor het schatten van parameters van
algemene stelsels differentiaalvergelijkingen. We discretizeren het stelsel en gebruiken
een Hilbertruimte met reproducerende kern om een benadering van de waarschijnli-
jkheidsfunctie en de bijbehorende regularisator te definiëren. Door het optimaliseren
van de verkregen benadering van de waarschijnlijkheidsfunctie waarbij een boeteterm
inbegrepen is, schatten we de parameters van het stelsel differentiaalvergelijkingen,
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zonder dit stelsel op te hoeven lossen.
In het laatste hoofdstuk passen we de in hoofdstuk 5 ontwikkelde methode toe op
inferentie van de reactiekinetiek van genregulatienetwerken. Een nieuw onderdeel in
dit hoofdstuk is het gebruik van het EM-algoritme, toegepast om om te gaan met een
beperkte aantal waarnemingen in de tijd .
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