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Figure 1: Sample images generated using our synthetic eye image generation platform. RGB images (top). Corresponding
simulated infrared images (bottom). Pixels assigned a label through the process of semantic segmentation are shown on the
bottom rightmost images with and without skin (to illustrate placement of the eyeball). Red = pupil, green = iris, blue = sclera.
ABSTRACT
Deep neural networks for video-based eye tracking have demon-
strated resilience to noisy environments, stray reections, and low
resolution. However, to train these networks, a large number of
manually annotated images are required. To alleviate the cumber-
some process of manual labeling, computer graphics rendering is
employed to automatically generate a large corpus of annotated
eye images under various conditions. In this work, we introduce
a synthetic eye image generation platform that improves upon
previous work by adding features such as an active deformable
iris, an aspherical cornea, retinal retro-reection, gaze-coordinated
eye-lid deformations, and blinks. To demonstrate the utility of our
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platform, we render images reecting the represented gaze distri-
butions inherent in two publicly available datasets, NVGaze and
OpenEDS. We also report on the performance of two semantic seg-
mentation architectures (SegNet and RITnet) trained on rendered
images and tested on the original datasets.
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1 INTRODUCTION AND RELATEDWORK
Modern video-based eye-trackers use infrared cameras to monitor
movements of the eyes in order to gather information about the
visual behavior and perceptual strategies of individuals engaged in
various tasks. Eye-trackers have traditionally been mounted to com-
puter screens or worn directly on the head for mobile applications
and are increasingly being embedded in head-mounted-displays
to support rendering and interaction in virtual and augmented re-
ality applications. Contemporary algorithms for estimating gaze
direction rely heavily on the segmentation of specic regions of
interest in the eye images, such as the pupil (see Figure 1 boom
right). ese features are then used to estimate the causal 3D ge-
ometry, in the form of a 3D model of the spherical eye in camera
space [32]. Segmentation is complicated by the presence of cor-
rective lenses or by reections of the surrounding environment
upon intervening physiology, such as the cornea and the tear layer.
Convolutional neural networks (CNNs) have presented a promis-
ing new approach for the annotation of eye images even in these
challenging conditions [14, 18, 21, 33, 36, 37]. However promising,
the use of CNNs trained through supervised learning requires a
large corpus of annotated eye images. Manual annotation is time-
intensive and, although these datasets exist, they are susceptible to
errors introduced during human annotation, and only a few exist
that include manually segmented image features other than the
pupil center which are necessary for building an accurate 3D model
of the eye. For a comprehensive list of existing datasets, please
refer to Garbin et al. [15]. Although existing dataset images may
include reections of the surrounding environment, their inclusion
has been unsystematic, and their contributions to the robustness
of segmentation remain unclear.
To alleviate these limitations, solutions proposed by Bohme et
al. [8], Swirski et al. [31], Wood et al. [34, 35], and Kim et al. [18]
involve rendering near-eye images in which the location of image
features is known, circumventing the need for manual annotation.
In this work, we present a new dataset (see example images in
Figure 1), which builds on the success of our predecessors. Similar
to previous eorts, we use a 3D model of the human eye to render 2D
imagery similar to what is captured by an eye-tracker. Our synthetic
eye image generation platform introduces several improvements
including an accurate aspherical corneal model, a deformable iris,
the lacrimal caruncle (the small pink nodule located at the inner
corner of the eye), gaze-coordinated blinks, and a retina with retro-
reective properties which can aid in developing ‘bright pupil’
solutions [22] for head-mounted or remote eye trackers (see section
3 and Table 1 for a comprehensive list of improvements).
e real evaluation of the eectiveness of any synthetic dataset
lies in its ability to be leveraged in real-world problems. Although
initial eorts demonstrate that CNNs trained on articial stimuli for
semantic segmentation can generalize to true imagery [18, 26, 27],
these initial tests are limited to specic applications. Kim et al. [18]
showed that despite their best eorts to model realistic distribu-
tions of natural eye imagery in a virtual reality headset, training
on synthetic eye images while testing on real data resulted in a
3.1◦ accuracy error on average, which is ∼ 1◦ higher than training
on real imagery. Park et al. utilized the UnityEyes dataset [34] to
train a stacked hourglass architecture [23] to detect landmarks in
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Aspherical cornea × × × × X
Retroreection × × × × X
Segmentation mask × × X × X
Infrared rendering × × X X X
RGB rendering X X × × X
Reective eye-wear × × X × X
Lacrimal caruncle × × × × X
Variable eyelid position × × X X X
Real-time rendering X × × × ×
Table 1: Comparison between existing synthetic rendering
pipelines and datasets.
real-world eye imagery. By augmenting the synthetic data with
a few real-world images, they observed an improvement in per-
formance [25]. Together these studies suggest that the underlying
distribution within existing synthetic datasets cannot capture the
variability observed in real world eye imagery. While techniques
such as few shot learning [25] and joint learning/un-learning [2]
may help combat these issues, an inherently beer training set dis-
tribution should aid in improving the performance of convolutional
networks.
Here, we present a novel synthetic eye image generation platform
and test its utility in the development of CNNs for semantic seg-
mentation. is test involves using our framework to render three
synthetic datasets: two that approximate the eye/camera/emier
position properties of publicly available datasets, one synthetic -
NVGaze [18], and one of real eye imagery - OpenEDS [15]. e
third dataset approximates the eye/camera/emier properties of
the Pupil Labs Core wearable eye tracker [16] and is referred to as S-
General. Renderings which mimic NVGaze-synthetic and OpenEDS
will be referred to as S-NVGaze and S-OpenEDS respectively. ese
datasets enable us to test the generalizability of our rendering
pipeline. For example, if two CNNs trained on S-NVGaze and S-
OpenEDS respectively exhibit lile or no dierence in performance
when tested on an external image, we can conclude that properties
dierentiating S-NVgaze and S-OpenEDS (namely the camera orien-
tation, and placement and number of emiers) do not contribute to
the semantic understanding of dierent eye regions in the external
image.
is work records the performance of two semantic segmenta-
tion models with varying complexity (SegNet [4] and RITnet [9])
trained on S-OpenEDS and S-NVgaze followed by testing on all
available datasets (S-NVGaze, S-OpenEDS, S-General, NVGaze and
OpenEDS). Network performance is used to identify the factors
which limit our pipeline from generalizing across varying eye ap-
pearances and camera positions.
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2 HEAD MODELS
Our rendering platform currently incorporates 24 head models with
varying skin color, gender, and eye shape. Figure 1 provides several
example near-eye renderings. Head models were purchased from
an online repository1. e associated textures contain 8K color
maps captured using high-quality cameras. Eighteen models were
selected to capture diversity (9 male, 9 female) in generating a
training set, while the remaining 6 models (3 male and 3 female)
were used to generate a testing set. To approximate the properties
of human skin in the infrared domain, the red channel from the
original diuse texture map is incorporated for rendering purposes.
To overcome the challenge of controlling the placement of eye-
lashes relative to the eye-lid position, we replaced each of the
model’s original eyelashes with Blender’s built-in hair particle edi-
tor which provides a plausible physical simulation of hair behavior.
is is similar to the approach used by Swirski et al. [31]. We also
replaced the basic 3D eyeball included with the 3D head models
with our own customized 3D eyeball that provides greater control
and more faithfully simulates the structure of real eyes.
3 EYE MODEL
Reconstructing all parameters that inuence the imaging of a per-
son’s eye is a dicult task, and it is common to make simplifying
assumptions regarding its structure. We used a modied Emsley-
reduced optical model of the human eye [3, 11]. Table 2 summarizes
the various basic physical properties. Modeling and rendering were
accomplished using Blender-2.8.
Feature Radius (mm) Refractive index (n)
Cornea 7.8 mm 1.3375
Pupil 1-4 mm ×
Iris disc 6 mm ×
Eyeball sphere 12 mm ×
Table 2: Basic physical properties of our eye model. Radius
and refractive index values courtesy of Dierkes et al. [11]
Furthermore, our eye model incorporates the following features:
Tear lm: Similar to previous work [35], we designed a tear lm
on the outermost surface of the eyeball with glossy and transparent
properties to produce plausible environmental reections on the
surface of the eye (see Figure 2).
Aspherical cornea: In contrast to previous work, we chose to
render a physiologically accurate corneal bulge (see Figure 3). e
corneal topography is modeled as a spheroid, x2 +y2 + (1 +Q)z2 −
2Rz = 0 [12], where Q is the asphericity and R is the corneal radius
of curvature. Research has shown that the human eye exhibits Q
value of µ = −0.250, σ = 0.12 [12]. Our corneal models incorpo-
rate three asphericity values, -0.130, -0.250 and -0.370, which were
represented uniformly during rendering.
1hps://www.3dscanstore.com/
Figure 2: Comparison renderings to illustrate improve-
ments oered by our model. With tear lm (le). Without
(right).
Figure 3: Comparison renderings to illustrate improve-
ments oered by our model. With aspherical cornea (le).
With no cornea (right).
Deformable eyelids: In order to avoid any visible gaps between
the eyelids and the eyeball, the original 3D vertices in each eye
socket were morphed to a snug t around our custom eyeball.
Using Blender’s inbuilt wrapping function, we deformed the eyelid
mesh to conform to the corneal contour below it. To mimic human
behavior, the amount of eyelid closure was approximated by a linear
function of eye rotation in the vertical axis (see Figure 4).
Figure 4: Renderings to illustrate improvements oered by
our model. Eye lid deformation (shown at extreme gaze an-
gles).
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Pupil aperture: Previous datasets have modeled the pupil as
an opaque black disc. e pupil in our eye model was accurately
modeled as an aperture such that constriction or dilation of the
pupil was accompanied by appropriate deformation of surrounding
iris texture (see Figure 5). e pupil aperture opening was uniformly
distributed between 1 mm to 4 mm in radius [11].
Figure 5: Renderings to illustrate improvements oered by
our model. Variable size pupil aperture. 1 mm radius(le)
to 3 mm radius(right).
Lacrimal caruncle: In contrast to previous works, we included
the lacrimal caruncle, a small pink nodule positioned at the inner
corner of the eye (see Figure 6). e lacrimal caruncle consists
of skin, sebaceous glands, sweat glands, and hair follicles. Hence
when generating the segmentation mask of the respective synthetic
eye image, the lacrimal caruncle was considered to be part of the
skin (see Figure) 9) as opposed to OpenEDS [15], which segmented
lacrimal caruncle as a part of sclera.
Bright pupil response: e bright pupil response occurs when
a light source is within ∼2.25◦ of separation from the imaging opti-
cal axis [24]. To simulate eye physiology, we added retroreectivity
to the retinal wall.Reectivity increases as the angle of separation
decreases following a Beckmann distribution (see Figure 7).
Environment mapping and reflective eye-wear: Following
Wood et al. [35], we used 360◦ HDR images to simulate the reec-
tions from the external environment. e environment texture
is mapped onto a sphere with the eye model at its center. Each
pixel intensity on the texture acts as a separate light source that
illuminates the model. We used 25 HDR images obtained from an
Figure 6: Comparison renderings to illustrate improve-
ments oered by our model. With lacrimal caruncle (le).
Without (right).
Figure 7: Renderings to illustrate improvements oered by
our model. Bright pupil eect at varying degrees of angular
separation between the imaging optical axis and the light
source. From le to right: 0◦, 1.16◦, 1.51◦, 2.25◦.
Figure 8: Renderingswith (le) andwithout (middle) glasses.
Corresponding HDR environment map (right).
online repository.2 Of these, nine were indoor, and 16 were outdoor
scenes (see Supplementary Material). e pixel intensity of the
environment texture was varied between ±50% of its original value.
Textures were chosen at random, and their global intensity scaled
to ensure equal proportions of dark, well lit, and saturated imagery.
e environment map was rotated up to 360◦ along the y-axis and
up to ±60◦ on the x and z-axis to induce a unique reection paern
on the model for every rendered image. Figure 8 shows examples
of environment mapping with and without reective eye-wear.
Iris and sclera textures. Our rendering platform currently in-
corporates 9 infrared (IR) textures of the iris 7 obtained using IR
photography of the human eye (courtesy of John Daugman [10])
and 2 articial renderings previously used by Swirksi et al. [30].
Note that among the 7 photographed textures of the iris, parts may
be occluded due to eye lashes, eye lid position, or by reections. In
order to remove these artifacts, the images were manually edited
using Photoshop. e texture for the sclera was purchased from an
online repository 3. Since, we only had access to one sclera texture
and 9 iris textures, a random rotation between 0◦ and 360◦ was
applied to the sclera and iris textures to increase variability in the
rendered eye images.
4 RENDERED DATASETS
ree new datasets were rendered for use in the training of multiple
independent (CNNs) for the semantic segmentation of eye features,
and to test the ability for these CNNs to generalize across datasets
collected using dierent congurations of the eye, camera, and in-
frared emier(s). Two of the new datasets, S-NVGaze (see Figure 11)
and S-OpenEDS (see Figure 10), are synthetic renderings intended to
mimic the synthetic NVGaze [18] and real OpenEDS [15] datasets.
2hps://hdrihaven.com/
3hps://www.cgtrader.com/
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Figure 9: Sample synthetic image along with ground truth
mask of pupil (red), iris (green), and sclera (blue) with and
without skin.
e third dataset, S-General (see Figure 12) reects a wide distribu-
tion of possible camera positions and orientations in the Pupil Labs
Core mobile eye tracker. Each new dataset includes 51,600 path-
traced images rendered using Blender’s Cycles rendering engine
for a total of 154,800 images.
Eivazi et al. [13] augmented a dataset of real eye images by
recording scene reections o the anterior side of black coated
glasses and superimposing them on the real eye imagery. To achieve
similar reections, we incorporate a 3 mm thick eyeglasses with
black frames. Half the images in each dataset were rendered with
eyeglasses.
Eye pose was uniformly distributed within ± 30◦ in both azimuth
and elevation. For each rendered image in the dataset, we generated
ground truth masks of the sclera, iris, and pupil with and without
the skin (see Figure 9) to facilitate evaluation of new and existing
eye-tracking algorithms. We record additional metadata, including
the 2D and 3D center of various eye features relative to the camera,
as well as eye pose in degrees and the eye camera intrinsic matrix.
A comprehensive list of the properties of the various datasets is
provided in Table 3.
4.1 S-OpenEDS
OpenEDS is a dataset containing 12,759 o-axis images of real eyes
that were captured with IR eye cameras positioned within a head
mounted display [15]. To mimic the appearance of this dataset,
we approximate eye camera orientation by overlaying and com-
paring segmentation masks. In order to approximate the lighting
conditions of the OpenEDS dataset, 16 point-sources were arranged
near the virtual eye camera in a circular paern. Blender’s native
compositor was used to imitate the resulting reection paern. e
camera position is uniformly shied ±5 mm in the horizontal axis
and vertical axis (see Figure 13) to simulate slippage of the HMD.
e camera was rotated -10◦ along the elevation and the distance
was uniformly varied from 3.5 cm to 4.5 cm from the tip of the
eye based on empirical observations. Figure 10 shows side-by-side
comparisons of images from OpenEDS and S-OpenEDS.
4.2 S-NVGaze
e NVGaze dataset contains 2M synthetic eye images generated
using an on-axis camera conguration. For S-NVGaze, we rendered
images at a resolution of 640 x 480 pixels with 200 rays per pixel.
Similar to S-OpenEDS, we placed the camera in front of the eyes
within an empirically derived distance of 3.5 cm to 4.5 cm from
the tip of the eye. Eye camera position was varied ±5 mm along
Figure 10: Comparison of images from S-OpenEDS (odd
columns) with corresponding images from OpenEDS (even
columns).
Figure 11: Comparison of image from S-NVGaze (le) with
corresponding image from NVGaze (right).
the vertical and horizontal axes (see Figure 13) to match the simu-
lated headgear slippage conditions observed in the NVGaze dataset.
One point light source was placed near to the camera. Figure 11
shows a side-by-side comparison of an image from NVGaze with
the corresponding image from S-NVGaze.
4.3 S-General
is dataset approximates the conditions imposed by the Pupil
Labs Core mobile eye tracker. e camera position was uniformly
distributed within an eye-centered spherical manifold subtending
-20◦ to 60◦ along the azimuth and -20◦ to 40 ◦ in elevation (see
Figure 13), which encompasses the range of camera positions af-
forded by the Pupil Labs Core mobile eye tracker. A smaller jier
of ±1 mm in the vertical and horizontal plane is added to account
for possible variation due to eye tracker slippage. Figure 12 shows
example images of a xed gaze with varying camera positions from
the S-General dataset.
5 MODEL ARCHITECTURE
Two architectures were used when testing the ability for models to
generalize across datasets collected using diering congurations
of the eye, camera, and emier(s): RITnet [9] (0.25M parameters)
and SegNet [4] (24.9M parameters).
Dataset: Each dataset (S-OpenEDS, S-NVGaze, and S-General)
consists of 39600 training images (36000 open eye cases, 1800 ran-
dom eyelid position cases ranging from 80% to <100% closure and
1800 completely closed eye cases) of 18 head models and 12000
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Dataset Number Images Resolution Number of Subjects Camera distance Number of emitters
NVGaze 2M 1280 x 960 10 (5) × 4
S-NVGaze (ours) 51,600 640 x 480 24 (12) 3.5 cm to 4.5 cm 1
OpenEDS 12,759 400 x 640 152 (82) × 16*
S-OpenEDS (ours) 51,600 400 x 640 24 (12) 3.5 cm to 4.5 cm 16
S-General (ours) 51,600 640 x 480 24 (12) 2.5 cm to 4.5 cm 1
Table 3: Comparison of the image properties and camera setting used in NVGaze, S-NVGaze, OpenEDS, S-OpenEDS, S-General.
e × symbol denotes a property that was either not reported, or not applicable. () indicated the number of female subjects.
*Count based on number of corneal reections.
Figure 12: Sample images form S-General showing eye with
xed gaze and varying camera position. e camera position
at -20◦, 0◦, 60◦ (le to right) in azimuthal plane and -20◦, 0◦,
40◦ in elevation plane (top to bottom).
Figure 13: Camera positions used for S-NVGaze (le col-
umn), S-OpenEDS (middle column), and S-General (right col-
umn). Side-view (top). Top-view (bottom).
testing images of 6 dierent head models. Each training set is fur-
ther divided into a 80-20 training/validation stratied split based
on binned pupil center locations of each image.
To derive conclusions about varying eye camera poses and do-
main generalizability, each of the previously mentioned neural
network architectures (RITnet and SegNet), are trained under three
dierent congurations: a) training with S-NVGaze, b) training
with S-OpenEDS, and c) training with a combination of randomly
selected S-NVGaze and S-OpenEDS images (50% each). A subset
of images was set aside for model testing, including the entirety
of the S-General dataset, 1500 random images extracted from each
head model of the NVGaze dataset (60k images), and 2392 images
present in the ocial OpenEDS validation set.
Training: We trained our models using the Adam optimizer [19]
with a learning rate of 5e−4 for 40 epochs. We reduced the learning
rate by a factor of 10 when the validation loss plateaued for more
than 5 epochs. Both models are trained using the loss function
strategy proposed in RITnet [9]. is strategy involves using a
weighted combination of four loss functions:
• cross-entropy loss LCEL
• generalized dice loss [29] LGDL
• boundary aware loss LBAL
• surface loss [17] LSL
e total loss L is given by a weighted combination of these
losses as L = LCEL(λ1 + λ2LBAL) + λ3LGDL + λ4LSL . In our
experiments, we used λ1 = 1, λ2 = 20, λ3 = (1  α ) and λ4 = α ,
where α = epoch/125.
Image Augmentation: Image augmentation aids in broadening
the statistical distribution of information content and combats over-
ing [13]. Previous eorts [9, 27] have shown that data augmen-
tation on eye images improves the performance of convolutional
networks under naturalistic conditions such as varying contrast,
eye makeup, eyeglasses, multiple reections and image distortions.
In this work, we utilize the following image augmentation schemes:
(1) Since our work contains le-eye images exclusively, images
were ipped about the vertical axis to simulate right eye
conditions
(2) Image blurring using a Gaussian kernel (width = 7 pixels,
σ = 2 - 7 pixels)
(3) in lines drawn around a random center (120 ¡ x ¡ 280,
192 ¡ y ¡ 448) [9] to simulate glare on glasses
(4) Gamma correction with one of the following random fac-
tors: 0.6, 0.8, 1.2, or 1.4
(5) Intensity oset up to ±25 levels)
(6) Down-sampling followed by the addition of random Gauss-
ian noise (mean=0, σ = 2 to 16 levels) and up-sampling by
factor of 2-5
(7) No augmentation
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Each augmentation scheme occurs with 14% probability.
Figure 14: Results for overall mIoU and pupil-class mIoU.
e horizontal axis consists of number of vertical blocks
representing various test-dataset (S-OpenEDS, OpenEDS, S-
NVGaze, NVGaze and S-General). Each block represents
the performance of the particular dataset under various
training conditions and models. Each block is further di-
vided into unshaded and shaded blocks representing two
model architectures, RITnet and SegNet respectively. Each
of the unshaded/shaded block is further divided into three
columns (S-OpenEDS (le), S-Both (middle) and S-NVGaze
(right). Each row indicate dierent cases (the overall mIoU
and pupil class mIoU). e error bars show the standard de-
viation of the respective scores.
6 RESULTS AND DISCUSSION
Performance is evaluated using the mean Intersection over Union
(mIoU) metric (in %) for both models in dierent test conditions for
each class (pupil, iris, sclera, and background) and for all classes
combined (which we refer to as the overall mIoU ).
Results for overall mIoU and the pupil-class are summarized in
Figure 14. Overall, the models performed quite well, with a global
mIoU score (mean of all mIoU scores, indicated by the doed line)
of 86.06. However, there is a large standard deviation in the overall
mIoU (8.52) with scores ranging from 77.54- 94.59. For the pupil
class, the standard deviation was 5.17 with a range of (84.09-94.43).
Results for the other semantic classes (iris, sclera, and background)
are included in the Supplementary Materials.
Below, we test several hypotheses related to model performance
through targeted comparisons of training/testing data. For the sake
of reference throughout the discussion section, and to beer un-
derstand uctuations in model performance, performance on these
specic tests will be compared to the global mIoU.
TEST \
TRAIN
S-NVGaze S-OpenEDS S-NVGaze +
S-OpenEDS
S-NVGaze 96.31/95.96 93.32/95.04 96.41/96.08
S-OpenEDS 86.81/88.75 95.30/95.99 95.28/95.62
S-General 88.71/86.11 88.06/84.11 88.40/86.37
NVGaze 73.38/85.57 76.17/83.61 81.36/84.36
OpenEDS 69.46/68.67 73.94/80.31 73.81/79.07
Table 4: Overall mIoU scores of the two models (RIT-
net / SegNet) when trained (listed on top row) on S-
NVGaze, S-OpenEDS and both (S-NVGaze + S-OpenEDS) and
tested (listed on the le column) on S-NVGaze, NVGaze, S-
OpenEDS, OpenEDS, S-General. e best performing model
is indicated using bold font. e highlighted colors are used
as an easy references to explain the hypotheses discussed in
Section 6. (is gure is best viewed in color.)
Do the CNNs generalize to head models not present during
training? Tests reveal that models performed well above global
mIoU when the CNNs were trained and tested using dierent head
models, while keeping the manifold of camera positions/orientations
constant across training and testing. is suggests that a CNN
specically trained for use with a particular eye tracker can gener-
alize well to previously unseen faces that dier in both structure and
appearance from the training set. Both S-OpenEDS and S-NVGaze
achieved mIoU scores above 95 when tested on head models not
used during training, as shown in Table 4 (highlighted in red).
How does the range of camera poses represented by the train-
ing dataset aect the ability to generalize to new camera poses?
Our results demonstrate that the CNNs can generalize beyond the
spatial area in which they were trained. is conclusion is sup-
ported by the fact that when the CNNs were tested on datasets
in which the spatial distribution of camera positions/orientations
were distinct from that represented by the training dataset, we
observed performance at levels equal to or above the global mIoU.
As shown in Table 4 (highlighted in green), when a model trained
on S-OpenEDS was tested on S-NVGaze, the scores were 93.32 with
RITnet and 95.04 with SegNet, and when trained on S-NVGaze and
tested on S-OpenEDS, the scores were 86.81 with RITnet, 88.75 with
SegNet.
Our models also demonstrated an ability to generalize across two
distinct distributions of camera poses represented in the training
set without a need to increase its size. ere was no appreciable
degradation of mIoU score when training using a dataset of the
same size, with half of the images coming from S-OpenEDS and
half coming from S-NVGaze, and testing with either S-OpenEDS
or S-NVGaze (see Table 4, highlighted in red). Since there was no
drop in performance relative to training and testing the datasets
on subsets of their own imagery, we can conclude that the 39,600
image training dataset was a suciently dense sampling to account
for simulated eye imagery taken from a camera position falling
within the manifold spanning the regions represented in the rst
two columns presented in Figure 13.
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Do the CNNs trained on one narrow spatial area generalize to
a broader spatial area? Models are also able to perform at levels
equal to or greater than the global mIoU when converged CNNs
were tested against a synthetic dataset that represents a distribution
of camera positions/orientations far larger than those present dur-
ing training. When S-NVGaze (Figure 13, rst column) was tested
against S-General (Figure 13, third column), model performance
reached an mIoU of 88.71 with RITnet, and 86.11 with SegNet. Sim-
ilarly, when S-OpenEDS (Figure 13, middle column) was tested
against S-General, model performance reached an mIoU of 88.06
with RITnet, and 84.11 with SegNet (see Table 4 highlighted in blue).
Do the CNNs trained on our synthetic imagery generalize to
the datasets they were intended to mimic? We examine how
the mIoU scores change when testing on our own synthetic data
vs. when testing on the original datasets we are aempting to
mimic. When trained on S-NVGaze and tested on S-NVGaze and
NVGaze, we observe that the mIoU scores dropped from (S-NVGaze)
96.31→(NVGaze) 73.38 with RITnet and from and (S-NVGaze)
95.96→(NVGaze) 85.57 for SegNet. Similarly, when trained on
S-OpenEDS and tested on S-OpenEDS and OpenEDS, we observe
that the mIoU scores dropped from (S-OpenEDS) 95.30→(OpenEDS)
73.94 for RITnet and (S-OpenEDS) 95.99→(OpenEDS) 80.31 for Seg-
Net (see Table 4).
One might speculate that this drop in performance is due to a
poor match between the manifold of camera positions represented
in the training dataset and the testing dataset. However all the
trained CNN models performed beer when tested on S-General
(see Table 4 highlighted in blue), which has a much dierent range
of camera positions and poses compared to the training datasets,
than when the models are tested on the datasets they are trying to
mimic. is suggests that the drop in performance may not be due
to a mismatch in camera positions/orientations, but to dierences
related to appearance and pixel level statistics. A likely reason
for this could be poor identication of scleral regions (mIoU of
34.42 for RITnet, and 49.04 for SegNet when training and testing on
S-OpenEDS and OpenEDS respectively and mIoU of 47.74 for RIT-
Net and 75.60 for SegNet when training and testing on S-NVGaze
and NVGaze respectively). Since we only have one scleral texture,
the failure to generalize may be due to a lack of variability in ap-
pearance. e fact that we also consider the lacrimal caruncle as
belonging to the background while OpenEDS annotations consider
it an extension to scleral regions may also be a contributing factor.
Which model demonstrates beer generalization? SegNet no-
tably out performs RITnet when tested on OpenEDS ((RITnet)
73.94→ (SegNet) 80.31) and NVGaze ((RITnet) 73.38→ (SegNet)
85.57) aer training on their synthetic counterparts. One cannot
aribute these dierences to loss functions, which were identical
for all models presented here (note that these loss functions are
dierent than those presented in [4]). e dierence in perfor-
mance may be due to the fact that RITNet has signicantly fewer
parameters (0.25M) compared to SegNet (24.9M).
Do the CNNs generalize across our synthetic datasets when
considering only the pupil region? e pupil is comparatively
easier to segment than other eye regions and also it is the primary
feature that is used to compute gaze direction in many current eye-
trackers. We observe that pupil segmentation performance is indeed
higher than the other eye regions (global mIoU for pupil/iris/sclera
are 89.26/84.67/72.76 respectively). Furthermore, we observe that
architectures trained on S-OpenEDS segment pupillary locations
with higher accuracy on the S-NVGaze dataset (RITnet 93.76/SegNet
95.24) whereas the reverse (trained on S-NVGaze and tested on
S-OpenEDS) is slightly degraded (RITnet 86.14 / SegNet 89.67).
A potential reason for this behavior could be the dierence in
the number of glints present in S-OpenEDS (16) compared to S-
NVGaze (1). Intuitively, if a network can accurately segment regions
despite the presence of multiple glints, then that network would
also perform well with fewer glints.
7 LIMITATIONS AND FUTUREWORK
e models tested here suered moderate drops in performance
when trained on our synthetic imagery, and then tested on the
original datasets, which the synthetic imagery was intended to
approximate. ere are several ways in which one might improve
the ability to generalize to the original datasets. We might see
performance gains by more accurately or fully accounting for a
wider range of complicating visual features. For example, although
our datasets include near-eye images with eyeglasses, the simulated
glasses currently only reect incoming light, they did not refract
light. Similarly, the presence of makeup, such as eye liner, eye
shadow or mascara, which have been shown to interfere with many
conventional algorithms for pupil detection and gaze estimation [15,
18], is not accounted for. Earlier works also do not address this.
Although the experimental design here was sucient to test
several hypotheses related to the utility of synthetic imagery, there
are also several ways in which our methodology can be improved
upon. Our test was limited to few segmentation models and xed
hyper-parameters. A detailed exploration of multiple segmentation
models and hyper-parameter seings might improve the results.
We use a traditional train/test paradigm to evaluate architecture
performance, and this paradigm is particularly sensitive to image
selection. We aempted to alleviate this limitation by opting for
a stratied sampling approach based on binned pupil center loca-
tions. is approach might be improved upon through the use of
techniques such as double cross-validation. e sensitivity of tests
might also be improved through the use of other metrics such as
deviation in pupil centers.
e tests also suggest that the gap between synthetic and real
image distributions could be one of the reasons why the CNN mod-
els trained on synthetic images could not generalize well to the
real world imagery. Recently, advances in generative adversarial
networks (GANs) have shown great promise for improving style
transfer from one image to another. GANs have been used to rene
the appearance of images from the Unity Eyes synthetic dataset [28].
e improved appearance resulted in a smaller gaze error when
compared to the unrened images. Alternatively, it has been ob-
served that the ability to generalize to real world imagery improves
when a small number of hand-labelled real world eye images is in-
cluded into the training set of synthetic eye imagery [18]. We plan
to extend our rendering pipeline to leverage similar approaches.
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In contrast to previous synthetic rendering pipelines that gener-
ate temporally non-contiguous frames, our framework can generate
sequences of eye movements similar to those in real-world datasets
like Gaze-in-Wild [20] and 360em [1]. We plan to explore if tem-
porally contiguous eye images can be leveraged to improve the
accuracy of gaze estimation algorithms.
Finally, although our work provides improvements to various
eye features, it is still based on a simplied eye model and thus there
is room for improvement. Recent work has aempted to extract
accurate 3D information about various features of the eye, including
the sclera and iris, from high resolution imagery [5–7]. We plan to
explore if incorporating such information in our rendering pipeline
can enhance the visual appearance of the synthetic eye imagery
and improve performance of gaze estimation.
8 CONCLUSION
is paper presents a novel synthetic eye image generation platform
that provides several improvements over existing work to support
the development and evaluation of eye-tracking algorithms. is
platform is used to render synthetic datasets, S-NVGaze and S-
OpenEDS, reecting the spatial arrangement of eye cameras in two
publicly available datasets, NVGaze and OpenEDS. We demonstrate
that networks trained solely with our synthetic images have the
ability to generalize to unseen eye images. We also conclude that the
spatial arrangement of eye camera does not contribute as heavily
as the variation in eye image appearance. Images rendered from
our dataset and converged models are made publicly available to
aid researchers in developing novel gaze tracking solutions.
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