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1. Introduction. We are concerned with the prediction of future 
observations y and functions v(y) given past observations x when x 
and y have a joint distribution of known form which depends on an unknown 
parameter w. The problem of prediction has many similarities with that 
of estimation, and as in estimation, several approaches are possible: 
(i) Decision-theoretic: When w is the true parameter value, v(y) is 
I\ 
the random value to be predicted, v(x) is the predicted value, let the 
ttloss" be given by I\ L(t(y), t(x), w), and choose v(.) so that the expected 
/\ 
loss is small in some sense. The special case L = (v-v) 2 gives a mean-
square-error criterion. (ii) Bayesian: Our knowledge of y is given by 
the conditional distribution of y given x where the joint distribution 
of (x,y-,t..1) is the product of the prior distribution of w and the likeli-
A 
hood of (x,y) given w; the "best" predictor w(x) minimizes the loss 
averaged over the joint distribution of (x,y,w). (iii) Confidence: 
Find a function t(x,r) such that P(,J,(y) ~ l(x,r)lw} = r for all w. 
The limits l(x,r1) and *(x,r2 ) then give a prediction analogue of 
confidence limits for w(y) corresponding to confidence level r 2 ~r1 • 
(iv) Fiducial: Ignorance of w and knowledge of x is equivalent to 
knowledge that y belongs to some distribution depending on x but not 
on w. 
The present paper establishes some connections between the above 
approaches when the joint distribution of x and y possesses certain 
1Research supported by National Science Foundation Grants G19126 and GP3816. 
~ow at Purdue University, Indianapolis, Indiana . 
.. 
.. 
_, 
-
~ 
._ 
-
wi 
.., 
.. 
1.-
-
-
... 
... 
.. 
~ 
... 
.. 
~ ··invariance properties. A simple example will serve to indicate the nature 
of the results. Suppose x and y have independent N(B,1) distributions 
(normal with ~ean 6 and unit variance). Under the transformation ga defined 
by ga(x,y,6) = (gax, gay, gae) = (x-a,y-a,0-a) one has the invariance con-
dition that gax and gaY have independent distributions N(ga0,1). To obtain 
the "fiducial" distribution of y given x we argue by analogy with Fisher (1935) 
and (1956), Chapter 5, Section 3, as follows: y-x has the distribution 
N(0,2) which is independent of 6, so that holding x. fixed, by a "pivotal" 
argument, the fiducial distribution of y given xis N(x,2}. We now list 
several properties of this fiducial distribution, each of which can be 
easily verified and each of which is generalized in the present paper. (a) 
The fiducial distribution is identical with that given by Bayesian analysis 
based on a uniform prior distribution of 6 over (-00,00). (b) Fiducial limits 
obtained from the fiducial distribution have the frequency interpretation 
associated with the prediction analogues of confidence limits, for example, 
P(y ~ X + l.96/210) = 0.975 for all 6. {c) A The predictor y{x) which 
equals the mean of the fiducial distribution, ~(x) = x, minimizes 
E(y{x) - y) 2 amongst the class of invariant predictors satisfying 
y{x-a) = y(x} - a. 
We conclude this section by indicating the relation between the 
present paper and earlier work on related problems. 
Prediction analogues of confidence limits were discussed in the case 
of regression models by Eisenhart (1939), and later, for example, by Mood 
(1950), Section 13.3. In the interest of simplicity, the present paper 
does not treat the case of a regression structure, which we would expect 
to be a fairly straightforward extension. 
Weiss (1955) gave a general method of determining "confidence sets" 
for future observations y using a sufficient statistic T(x,y) for w. 
Our construction in Section 8 below is similar to his; his method would 
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-~ ·· also apply in certain cases lacking the group structure which we assume. 
The Bayesian analysis of the prediction problem has been discussed 
for example by Fisher (1956), Chapter 3, Section 2, and by Jeffreys (1961), 
Chapter 3. 
In the present paper attention is restricted to continuous variates. 
Similar problems in the prediction of discrete variates have been considered 
by Roy (1960) and Thatcher (1964). 
Kitagawa (1951) considered estimators a* 1 of a parameter a, 
based respectively on a past and a future sample and considered the 
accuracy of prediction of ~- Later Kitagawa (1957) gave a theory of 
fiducial prediction quite close in spirit to the present work, but depending 
heavily on the theory of exponential families of distributions and on 
sufficient statistics, which are not required in the present treatment. 
Kitagawa's (1957) statistic h in Definition 2.3 and in equations (4.01) 
and (4.02) is an ancillary function of two sufficient statistics, and plays 
the same role as the quantity -1 t y in the Appendix below. Kudo (1956) 
applied Kitagawa's theory in obtaining the fiducial distribution of the 
maximum of a future sample from a normal population. This case falls within 
the scope of Section 8 below since w(y) = max(y1 , •.• ,ym) is an invariantly 
predictable function. 
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-2. Distributional assumptions. In Hora and Buehler (1966) (here-
after referred to as HB-1) five distributional assumptions were given in 
order to define the fiducial distribution of the parameter w. Although 
these assumptions are not identical with Fraser's (1961), they are essentially 
equivalent. Below we give eight assumptions of which the first five are the 
same as those of HB-1 and thus assure the existence of a fiducial distribu-
tion of the parameter in the sense of Fraser. Assumptions 6, 7 and 8 
relate to the conditional distribution of the future observations y 
given x and w. The form of the assumptions was chosen primarily for 
ease of application, and additional discussion my help to clarify the nature 
of the model. In essence, we have two spaces :,£ and ~, each of which is 
transformed onto itself by a group j. A single distribution P on l X ?J 
generates a family of distributions Pg defined by Pg(gXXgY) = P(X X Y) 
(geJ, · X C ~, Y C. ';j ) , so that the group element is identified with the 
parameter of the distribution. Beyond this, the assumptions are however 
not symmetric with respect to the spaces J! and 'cl· While the orbit 
1x = (gxl gE') of any xEJ must be in one-to-one correspondence with J, 
the same is not true of the orbits j y. For example, if j changes loca-
tion and scale (Example 3.2 below), ;e must be at least two-dimensional, 
while 1j may be the real line, a "smaller" space than f. 
Assumption 1. (-:1. ,BX), (:1 ,BT), (~ ,BA) and (n,B0 ) are measurable 
spaces such that there is a one-to-one correspondence between ~ and 5 x s4 , 
(2 .1) X = (t,a), 
and BX corresponds to the minimal a-field on 1 x,4 generated by 
BT and BA. 
Assumption 2. 1 = (g} is a group and ( 1,BG) is a measurable 
space on which there exists a left invariant Haar measure µ satisfying 
(2.2) µ(gG) = µ(G) all gES, 
-4-
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Assumption 3. There exist one-to-one correspondences between the three 
spaces .:J, J2 and ~ such that all images of measurable sets are measurable. 
Assumption 4. There is a family Pw, wen, of probability measures on ~ 
such that for corresponding gej and wen 
(2. 3) all Xe~ 
where ~ is a probability measure on~ and £1 (·I a) is a density with respect 
toµ onj for each ae;4. 
Here and later we use the notational convention of HB-1 wherein the 
same letter may be used to denote points in J, Sl or j which correspond by 
Assumption 3. 
Assumption 5. 
wl w2 
If w1 and w2 are distinct, then P and P are not 
identical. 
Assumption 6. (y, By) is a measurable space, and for each g£J, 
gy (y£ ~) is a measurable one-to-one transformation of if onto itself. 
Assumption 7, g is a measure on J such that for each g£J, Y£By, 
~(Y) = J(g)f(gY), that is, the Radon-Nikodym derivative J(g) = E(dy)/f(g(dy)) 
exists and does not depend on y. 
Assumption 8. For each wen there is a probability distribution on 
;)x~ such that the conditional distribution on y given x and w has the form 
(2.4) 
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3. Examples. In HB-1 four examples of location and scale parameter 
families are given ranging in generality from the case of one location para-
meter (0) to the case of two location and two scale parameters (B1 ,e2 ,q1 ,a2 ). 
In the present section we extend these examples to include future observations 
y and indicate why the new Assumptions 6, 7 and 8 are satisfied. The notation 
will correspond with that of HB-1 except for modifications which allow y to 
be reserved for future observations and m for the number of future obser-
vations as indicated in Table 3.1. Thus the space (1d,, By) of Assumption 6 
is (Rk, Bk) where~ is k-dimensional euclidean space, Bk is the class of 
Borel sets, k =min Examples 3.1 and 3.2, and k = m1 +~in Examples 3.3 
and 3.4. 
The transformation of the ~space is the same as the transformation of 
the~ space described in HB-1; thus in Example 3.1, gx = (x1 + a, ••• , xn + a), 
gy = (y1 + a, ••• , y + a) {orgy.= y. + a); similarly gy. =a+ l3y. in m J J J J 
Example 3.2, and gy .. = ai + l3y .. and ai + 13 .y.. in Examples 3. 3 and 3.4 
1] 1] 1 1] 
respectively. The measure f of Assumption 7 is Lebesgue measure Lk, and 
-ml-~ -ml -~ 
J(g) = 1, 13-m, 13 , and 13 1 132 respectively in the four examples. The 
form of the conditional density f 2 (·1 ·,·) of Assumption 8 arises when x and 
y are given arbitrary densities with respect to Lebesgue measure and the 
family Pw on "1, X ¼ is generated by transforming the J. X ~ space by the element 
ge1 corresponding by Assud!ption 3 to the element wen. More precisely, if 
P is the arbitrarily given measure then PW is defined by Pw{gX.: X~gY} = P(X X Y) 
where wand g correspond (for example w = (6,a) corresponds tog= (a,13) when 
e = a and a = 13) • 
Table 3.1 
Example w X y 
3.1 e ] 3.2 e,a x1,···, xn Y1,•••, ym 
3.3 e1,e2,a } 
3.4 el,e2,al,a2 
xll'"""'xln1' x21'"""' x2n2 Y11,••,Y1m ,Y21,··Y2 1 ~ 
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4. Bayesian and fiducial distributions. Let V denote the right Haar 
measure and 6 the modular function defined by 
(4 .1) 
As is known, the measure v is unbounded in most cases of interest (we 
then call it a "quasi-distribution"), but nevertheless is the natural prior 
measure to use in Bayesian analysis in order to obtain solutions exhi-
biting invariance properties, as has been noted for example in Peisakoff 
(1950), Barnard (1952), Hartigan (1964) and in HB-1. The product of the 
probability elements in (2.3) and (2.4) gives the probability element for 
the joint distribution of (t,a,y) given w; and an additional factor of v(dw) 
gives the (quasi-) distribution of (t,a,y,w) in the form 
(4.2) 
where, for notational convenience, we have defined f(•,•I •) by 
( 4.3) 
Three conditional probability elements derivable from (4.2) are: 
(4.4) for y,wlt,a: f(w- 1t,w-1yla)J(w)6(t)s{dy)v(dw) 
(4.5) 
(4.6) for yjt,a: 6.(t)s(dy) _[ f{w- 1t,w- 1yla)J(w)v(dw). 
n 
Here (4.4) is obtained from the quotient of (4.2) by its integral over y 
and w. The integral of f 2 (w-
1yjw- 1t,a)J(w)s(dy) over y is unity; the inte-
gral of f 1(w-
1tla)v(dw) over w is 1/6.(t) (by changing variables to integrate 
with respect toµ rather than v) •. Thus (4.4) follows, and (4.5) and (4.6) 
are obtained from it by integrating over y and w respectively. 
From the Bayesian viewpoint :(4.4), (4.5), and (4.6) represent the pos-
terior distributions, given past observations x = (t,a), of (w,y), wand y 
-1-
respectively, where w is the parameter and y denotes future observations. 
From the fiducial viewpoint, (4.5) is the usual fiducial distribution 
of the parameter in the sense of Fraser (1961), as described in the present 
notation in HB-1. 
The expression (4.6) will be called the fiducial distribution of the 
future observations y given past observations x, and it is to be inter-
preted as representing the state of our knowledge of y when x has been 
observed and when nothing else is known about the parameter w. Two 
justifications for the terminology are: (1) consistency with Fisher (1935), 
(1956), pp 113-116, in special cases which are straightforward to verify; 
and (2) an alternative derivation of (4.6) given in the Appendix, by a 
pivotal argument which is Fisherian in spirit. Previous generalizations of 
Fisher's examples have been given by Kitagawa (1957), Sprott (1963), and 
Ramsey (1963). The present expression is claimed to be more general in that 
it does not require the existence of sufficient statistics (Kitagawa), nor 
is it univariate in nature (Sprott}, nor is it restricted to location and 
scale parameter families (Ramsey). 
The expression (4.4) will be called the joint fiducial distribution of 
y and w given x, and represents the state of our knowledge jointly about y 
and w based solely on the observed x (and the assumed probability law). The 
relationship to (4.5) and (4.6) is the justification for the terminology. 
Special cases relating to location and scale parameter families have been 
given previously by Ramsey (1963). 
-8-
5. An expectation identity. In HB-1 an expectation identity was used 
to relate fiducial and confidence limits and to give explicit: ·expressions 
for "best" estimators. The theorem below will be seen to have similar 
applications to prediction problems in the following sections. The earlier 
identity would follow from the present one by integrating over y. 
Theorem 5.1. If Assumptions 1 through 8 are satisfied and if 
(5.1) H(gx,gy,gw) = H(x,y,w) 
then 
(5.2) 
where Ey,tja,w denotes conditional expectation with respect to (y,t) given 
(a,w) and where Ey,wlx denotes expectation with respect to the fiducial f 
distribution of (y,w) given x = (t,a) (given by (4.4)). 
Proof. Defining H(t,a,y,w) = H(x,y,w) gives H(gt,a,gy,gw) = H(t,a,y,w). 
Let e denote the identity. The conditional distribution of (y,t) given (a,w) 
is obtained by deleting ~(da)v(dw) from (4.2), so that: 
Ey,tla,~(x,y,w) = J(w) ff H(t,a,y,w)f(w-1t,w-1yia)µ(dt)E(dy) 
= J(w) ff H(w-1t,a,w-1y,e)f(w-1t,w-1yia)µ(dt)g(dy) 
= jfH(r,a,y',e)f(r,y'la)µ(dr)s(dy') (r = w- 1t,y' = w -ly) 
= Jf H ( w - l t , a , y ' , e) f ( w - l t , y ' I a)~ ( t )v ( dw )s ( dy ' ) ( r = w - l t) 
= ~(t) jf H(w- 1t,a,y' ,e)f(w-1t,y 1 la)E(dy')v(dw) 
= ~( t) JI H(w- 1t ,a,w- 1y,e)f(w- 1t,w- 1yl a)J(w)s(dy)v(dw) 
= ~(t) jf H(t,a,y,w)f(w- 1t,w- 1y!a)J(w)s(dy)v(dw) 
y,wlx ( ) 
= Ef H x,y,w. 
Note that the invariance assumption (5.1) has been used in obtaining the 
second and penultimate equalities. The variate change from y toy' is 
needed of course to free the expression of w before w is re-introduced as an 
integration variate. The initial expression depends only on (a,w) and the 
final one only on x = (t,a); thus all expressions depend only on the ancillary 
a and are independent of (w,t). -9-
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6. Invariantly predictable functions. We now consider the problem 
of prediction of a function v(y) of the future observations y. In order to 
exploit the assumed invariance properties of the family of distributions we 
find it necessary to restrict attention to "invariantly predictable functions", 
which are the analogs of the "invariantlly estimable functions" defined in 
HB-1. A function v(y) is called "invariantly predictable" if 
(6.1) t(yl) = w(y2) implies t(gyl) = t(gy2), all ge 3 . 
As in HB-1 it can be shown that the transformations ~'= {g'} of {'t} 
defined by 
(6.2) g't(y) = t(gy) 
form a group homomorphic to j. 
The relation between ancillary statistics and orbits has been noted 
for example in HB-1. If we define a "y-related ancillary" as any function 
b(y) which is constant on each orbit 1y = {gy)gej}, then b(y) is invar-
iantly predictable. In a sense this is however a degenerate case in that 
the distribution of b(y) is independent of w, so that predictions would 
simply be made from the known fixed distribution without using the obser-
vations x. 
Other examples not having this degeneracy are given in Table 6.1. 
Q and R denote quadratic functions of the form 
(6.3) 
{
Q = EI:aijyky ~' 
where Eiaij - 0 (all j), 
R = EEaijyliy2j' 
E.a .. = 0 (all i), 
J 1.J 
of which the sample variance and covariance, respectively, are examples • 
. Q1 and Q2 have the same definition as Q withy.i replaced byy.'li andy:2i 
respectively. In addition to the examples we Il1c:LY note that any one-to-one 
-10-
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function of an invariantly predictable function is invariantly predict-
able. 
Example 
3.1 
3.2 
3.3 
Table 6.1 
Invariantly predictable 
is the ith order statistic). , 
As above; Q (see (6.3)); 
homogeneous functions of Q. 
EEc .. y .. ; R ( see ( 6. 3)). 
1.J 1.J 
Not invariantly predictable 
In HB-1 it was shown how the parametric function w(w) could be used 
to define two subgroups E and K of 1- In the present case where w(y) 
is defined for ye~, the analog of H apparently does not exist in general 
because no one-to-one correspondence need exist between 1 and J.a. . How-
ever K can again be defined as the kernel of the homomorphism between 1 
and 1 ': 
(6.4) K = { g I w( gy) = 1j, ( y) , a 11 ye~ } • 
If for example w(y) = y1 , then 1' is exactly transitive on ('\jr} in Example 3.1, 
so that a one-to-one correspondence is defined between(~} and ,,. The 
same would not be true in Example 3.2 where J' is "larger" than (w}. The 
former case typifies a general class wherein the values oft can be identified 
with elements g'E 1'. Since the quotient group j/K having elements gK is 
-ll.·· 
: I 
. I 
-
I 
~ 
I 
-1 
) I 
u 
\ 
1--
I i 
J 
i 
I 
~ 
w 
\ i 
~ 
1.-t 
: r 
._ 
\ I u 
I 
\at 
!J 
I 
~ 
'-
~ 
~ 
~ 
known from gro~p .. :theory to be isomorphic with 1', we can in such cases 
identify the values of w with the cosets gK. 
-12-
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7. Best invariant predictors. To treat the prediction problem from 
a decision theoretic viewpoint (generalized to allow for the "future" 
observations y) we wish to construct invariant functions on £X1c}X n to 
~ 
represent the "loss" incurred when w(x) is the predicted value, t(y) is 
A. 
the observed value, and w is the true parameter value. A predictor v(x) 
of an invariantly predictable function t(y) will be called "invariant" if 
it satisfies 
A A 
(7.1) v(gx) = g't(x), 
where g' is defined in (6.2). 
A. 
Lemma 7.1. If "1(y) and t(x) satisfy (6.1) and (7.l), if t(·,•) is 
a function on fxf (where 'f' = {w}), and if 
(7.2) 
where ili'e"5' is the image of wen defined in (6.2), then H(x,y,w) = 
H(gx, gy, gw). 
Proof. Straightforward. 
Theorem 7.1. If (i) Assumptions 1 through 8 are satisfied, (ii) t(y) 
is invariantly predictable, (iii) t( •, •) is a real-valued function on 'f x f', 
(iv) there is a unique value* (x) of ~which minimizes 
0 
then t (.x) minimizes Ex,ylwt(w•-1~(x),w'-1-~(y)) amongst the class of 
0 
"" invariant predictors w(x) satisfying (7.1). 
Proof. Similar to that of Theorem 5.1 of HB-1, using Lemma 7.1 and 
Theorem 5.1 above. 
Corollary 7.1. When 'f' is a subset of the real line and when 
w•- 1v = {~(w)} 112t + A(w), then 
-13-
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(7.4) A t 0 (x) = Ef{cp(w)t(y)}/Efcp(w) (Ef = E~ ,wl x) 
is the minimum mean square error invariant predictor of v(y), that is, it 
minimizes Ex,ylw{t(x) - v(y)} 2 in the class of invariant predictors. 
Proof. Choose ~{u,v) = (u - v)2 • Then 
( ,-1-" ,-1 ) ( )(~ )2 ~ w f,w v = cp w t - v , 
and the proof proceeds similarly to that of Corollary 5.1 of HB-1. 
Table 7.1 gives several examples wherein Corollary 7.1 applies, and 
the minimum mean square error invariant(= "best" invariant~ predictor 
is defined in terms of fiducial expectations. In Example 3.4, cp = ai4ra;48 
Table 7.1 
Example v(y) g'v(y) = v(gy) ( 1 -lA 1 -1 ) ~ w v,w t "best" invariant 
predictor 
3.1 Ymax v(y) + a J~ - v)2 EfV 
3.2 Eaiyi f3v(y) + oEai 
I\ (v - v)2 /a2 ( -2) -2 Ef a V /Efa 
3.2 Q t32v(y) ci - v)2 /a4 Ef( a-4*) /Efa-4 
3.3 E!:aijy ij t,w + EEa1a1j (~ - v)2/a2 E f ( a -2v) /E fa -2 
3.4 QrQs t32r~2s'V . J\ E t< cp'Jt) /E f cp · (w - v)2cp 1 2 1 2 
-1~--
--
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8. Fiducial prediction limits. In this section the prediction analogues 
of confidence limits already mentioned in Section 1 are considered. It is 
shown that invariant estimability of w(y) essentially ensures that fiducial 
limits will have a particular frequency interpretation. 
For any real valued w(y), any observed x, and any probability level r, 
an upper fiducial prediction limit t(x,r) is defined by 
(8.1) 
where Pf denotes fiducial probability. In the usual, reasonably well behaved 
cases ~(x,r) will exist uniquely. The fiducial prediction limits may or 
may not possess the frequency interpretation expressed by 
(8.2) P{*(y) ~ l(x,r)lw} = r for all w. 
Theorem 8.1. If (i) Assumptions 1 through 8 are satisfied, (ii) t(y) is 
real-valued, measurable, and invariantly predictable, (iii) (8.1) has a 
unique solution for l(x,r) for all x€J, 0 < r < 1, and (iv) g'v increases 
as w increases for each g'e ) 1, then (8.2) is satisfied. 
Proof. The defining equation for i(x,r) is 
Substituting gx = (gt,a) for x = (t,a) gives 
(8.4) 6(gt)/ V(y) ~ l(gx, r{f ,/(w-1gt,w-1yl a)J(w)v( dw~ t( dy) = r, 
h i -1 -1 C ang ng to new integration variables w1 = g w, y1 = g y, and using 
~(gt)= ~(g)~(t), ~(g)v(dw) = v(dw1), J(gw1) = J(g)J(w1), and J(g)f(dy) = 
s(dyl) gives 
( 8. 5) 
-15-
Since t(y) is invariantly predictable, we may write g't(y1) in place of 
t(gy1), and by assumption (iv), the y1 integration in (8.5) is over values 
( ) '-1-( ) ( ) such that W y1 ~ g t gx,r. Comparison of 8.5) and (8.3 then gives, 
by ( iii)' 4 (x,r) = g' -l*(gx,r). ( ) ~ ~ If we let I x,y denote the indicator function 
which equals 1 or O according as w(y) is~ or >'*(x,y), it follows that 
I(gx,gy) = I(x,y). Appealing to Theorem 5.1 we have 
P{w(y) ~ ~(x,r)lw} = Ex,ylwI{x,y) 
From the equivalence of fiducial and posterior distributions noted in 
Section 4 we have: 
Corollary 8.1. Under the conditions of the theorem, Bayesian limits 
for t(y), based on prior measure v, have the frequency interpretation (8.2). 
A result announced by Hall and Novik (1963) is more general than 
Corollary 8.1 in that ic includes a regression parameter, but more special 
in being restricted to certain location and scale parameter models. 
-16-
9. Remarks on some consistency criteria for fiducial distributions. 
Fisher (1956) states, "The concepc of probability involved in the fiducial 
argument is encirely identical with the classical probability of the early 
writers, such .. as Bayes," (p 51), and later on p 125, "This fiducial distri-
bution supplies information of exactly the same sort as would a distribution 
a priori." Lindley (1958) put these assertions to test by calculating in 
thr~e different ways the fiducial distribution of a parameter 6 given two 
observations x1 and x2 : (1) from a sufficient statistic depending on 
(x1 ,x2), (2) from the posterior distribution of 6 given x2 when the prior 
distribution of 6 is equated to the fiducial distribution of 8 given x1 , 
~3) same as (2) with x1 and x2 reversed. Consistency in Lindley's sense 
is the equality of the three resulting distributions of 0 given (x1 ,x2 ). 
It is clear from the consistency of the Bayesian method that equality holds 
whenever the fiducial distributions are posterior distributions corresponding 
to the same prior. Since this is known to be the case when Assumptions 1 
through 5 above are satisfied (with prior measure equal to right Haar 
measure--see for example HB-1, Section 2.2),Lindley's consistency (in a 
generalized form) holds in the present circumstances. 
In Section 4 and in the Appendix we have indicated how the fiducial 
distribution (4.6) of future observations y can be obtained either (l) by 
Bayesian analysis, or (2) by a pivotal argument. Still another derivation, 
which we may call the "integral method'.', obtains (4.6) by multiplying the 
density of y given x and w by the fiducial density of w given x and then 
integrating over w. Again the equivalence of the Bayesian and fiducial 
distributions guarantees agreement. The integral method was used by Sprot-t 
(1963) and seems to be implicit in Fisher (1956), p 126. Note that here the 
fiducial distribution of w given xis being usea as a prior distribution, 
as in Lindley (1958), but in a different w~y. The agreement just mentioned 
-17-
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is thus another consistency property of fiducial distributions having the form 
(4.5}. A somewnat more stringent criterion proposed by Buehler (1963) requires 
that prediction limits for t(y) obtained by the integral method should have 
the frequency property (8.2). Theorem 8.2 shows that in the present framework, 
invariant predictability of w(y) (with mild regularity conditions) is a 
sufficient condition, and generalizes the results announced by Buehler (1963). 
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APPENDIX 
Derivation of the fiducial distribution of y given x by the "pivotal" 
method. We begin with a simple case to illustrate the type of argument. 
Suppose f(x-9,y-e) is a bivariate density, and it is desired to obtain the 
fiducial distribution of y given x (not to be confused with the (nonfiducial} 
distribution of y given x and 9). We first find the marginal distribution 
of v = x-y given 9 and show that it does not actually depend on 9. Thus 
vis an ancillary statistic, and a suitable "pivotal" for our purposes. 
The transformation from v toy with x fixed yields a distribution not 
depending on 9, the fiducial distribution of y given x. We now proceed 
with a similar analysis for the general case. 
From (2.3), (2.4) and (4.3) we obtain the joint distribution of (t,y) 
given (a,w) as 
Defining v = t-1y we obtain the joint distribution of (t,v) given 
(a,w) as 
(A.2) 
To obtain the marginal distribution of v given (a,w), we integrate the 
last expression with respect tot, and after changing the integration 
-1 
variable to z = w t this yields 
(A. 3) ;(dv) f(z,zvla)J(z· }µ{dz). J~ 1 
In this form it is clear that the distribution of v given a does not depend 
on w, so that vis a conditional pivotal quantity.. Next consider t to be 
-1 fixed, and transform the variate v toy where v = t y. This "pivotal 
-19-
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argument" yields the fiducial distribution of y given x = (t,a) in the form 
{A.4) f(dy)J(t)f f(z,zt- 1yla)J(z-1)µ(dz). 
On changing the integration .vatiate .. fi:oril z :to .w where z = w-1t, the last 
expression will be seen to agree with (4.6). Thus the "pivotal argument" 
leads to the same result as the Bayesian analysis. 
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