Abstract. This paper considers the general problem of Feasible Generalized Least Squares Instrumental Variables (FGLS IV) estimation using optimal instruments. First we summarize the su±cient conditions for the FGLS IV estimator to be asymptotically equivalent to an optimal GLS IV estimator. Then we specialize to stationary dynamic systems with stationary VAR errors, and use the su±cient conditions to derive new moment conditions for these models. These moment conditions produce useful IVs from the lagged endogenous variables, despite the correlation between errors and endogenous variables. This use of the information contained in the lagged endogenous variables expands the class of IV estimators under consideration and thereby potentially improves both asymptotic and small-sample e±ciency of the optimal IV estimator in the class. Some Monte Carlo experiments compare the new methods with those of Hatanaka [1976]. For the DGP used in the Monte Carlo experiments, asymptotic e±ciency is strictly improved by the new IVs, and experimental small-sample e±ciency is improved as well.
Introduction
Mandy and Martins-Filho [1994 and 1997] provide su±cient conditions for asymptotic equivalence of feasible generalized least squares (FGLS) instrumental variables (IV) and generalized least squares (GLS) IV estimators. There the focus was on the structure of the error covariance matrix, and due to the generality of the model little attention was given to instrument design.
Here we note that a minor restatement of our earlier conditions is su±cient for asymptotic equivalence of FGLS IV and GLS IV when the instruments are optimal. This observation is new in that the conditions are general, applying to many familiar covariance structures, and the estimators are optimal in the class of IV estimators under consideration.
We then apply the conditions to stationary dynamic systems with stationary VAR errors. The su±cient conditions allow us to expand the class of IV estimators under consideration by identifying new moment conditions that enable use of (transformed) lagged endogenous variables as IVs, despite the presence of VAR errors in the dynamic system. This raises the prospect of both asymptotic and small sample e±ciency gains relative to the IV estimators that have been considered to date. For a particular data generation process (DGP), we show that a strict improvement in asymptotic e±ciency is obtained by using our new IVs, and experimental results for the DGP suggest that small-sample e±ciency is improved as well. The results di®er from earlier literature, notably Dhrymes and Taylor [1976] and Hatanaka [1976] , in that the e±ciency properties do not depend on speci¯c distributional assumptions but instead are attained in a class of IV estimators.
Section 2 discusses su±cient conditions for FGLS IV estimators to be optimal IV estimators for some given set of IVs. Section 3 reviews estimation of error VAR(1) nuisance parameters that accommodates general stochastic regressors. Section 4 examines dynamic models and proposes IVs that satisfy the su±cient conditions from Section 2, thereby proposing new optimal IV estimators for dynamic models with VAR errors.
Section 5 presents some Monte Carlo comparisons of the new e±cient IV estimators with each other and with Hatanaka's [1976] methods.
Sufficient Conditions for Asymptotic Equivalence of GLS IV and FGLS IV using Optimal Instruments
Consider the linear regression model y = x¯+ u; E(u) = 0; E(uu
Here y is a T £ 1 stochastic observable vector, x is a T £ K stochastic observable matrix,¯is a K £ 1 nonstochastic unknown parameter vector to be estimated, u is a T £ 1 stochastic unobservable error vector, and µ is a n £ 1 nonstochastic vector of unknown nuisance parameters. When the conditional mean E(ujx)
is nonzero IV estimation is required. White [1984, Chapter VII] established the asymptotic equivalence of GLS IV and FGLS IV for some standard forms of -(µ). Mandy and Martins-Filho [1994 and 1997] proposed general conditions on -(µ) that are su±cient for this asymptotic equivalence, given by:
(A1.1) -(µ) ¡1 has at most W < 1 distinct nonzero elements for every T , denoted g wT (µ) for w = 1; : : : ; W .
That is, there are T 2 ¡ W elements that are either zero or duplicates of other nonzero elements in -(µ) ¡1 . For each w, g wT (µ) converges uniformly as T ! 1 to a real-valued function g w (µ) on an open set S containing the true value of µ, at which g w is continuous.
(A1.
2) The number of nonzero elements in each column (and row) of -(µ) ¡1 is uniformly bounded by N < 1 as T ! 1.
Corresponding to a T £ ¹ K ( ¹ K¸K) matrix D of IVs are the optimal instruments
which are used to form the GLS IV estimator^(µ)´(z(µ)
y: Standard asymptotic behavior of (µ) and asymptotic equivalence of the FGLS IV estimator^(μ) (for some consistent estimatorμ) with^ (µ) require that the IVs D possess some basic properties. From (A1), let I iwT be the index set of elements in row i of -(µ) ¡1 that are equal to g w , for w = 1; : : : ; W . In this notation, the IVs D are assumed to satisfy:
(A2.4) Each IV D ih can be expressed as D ih =¸0 h´i h , where¸h is a vector of¯xed¯nite dimension that is O p (1) and constant across i, and´i h has uniformly bounded fourth moments and fourth cross moments with x jq for i; j = 1; 2; : : : ; h = 1; : : : ; ¹ K; and q = 1; : : : ; K.
(A2.5)
) for h = 1; : : : ; ¹ K and w = 1; : : : W .
Under (A1) and (A2) there is a FGLS IV estimator that is optimal within the class of IV estimators that are based on D, provided we have available a consistent estimator of the nuisance parameters.
Lemma 1. Assume (A1) and (A2). Ifμ
The proof is an extension of Mandy and Martins-Filho [1994 and 1997] and is available on request from the authors. Condition (A1) applies to VAR errors and certain forms of heterocedastic (including random coe±cients) and panel errors, but does not apply to moving average errors.
VAR Errors
Now we specialize the model to a system of T observations on G equations with VAR(1) errors,
where Y is a T £ G matrix of endogenous variables, X is a T £ K matrix of (possibly stochastic) regressors, B is a K £ G matrix of unknown parameters that incorporates any exclusion restrictions, and U is a T £ G matrix of VAR(1) errors. Letting the i th row and column of an arbitrary matrix M be M i¢ and M ¢i , respectively, we assume that:
(A3) U t¢ = U t¡1¢ R + V t¢ for t = 0; §1; §2; : : : ; where (A3.1) R is a G £ G matrix of nuisance parameters with absolute eigenvalues less than one, (A3.2) V 0 t¢ » IID(0; §) for some symmetric¯nite positive de¯nite G £ G nuisance matrix §, (A3.3) V t¢ has¯nite absolute fourth moments, and
for every t; ¿ = 1; 2; : : : ; h = 0; 1; 2; : : : ; i; j = 1; : : : ; K; and`= 1; : : : ; G.
The autocovariance function of U t¢ is denoted ¡(h) = E(U 0 t¡h¢ U t¢ ) for h = 0; §1; §2; : : : . Assumption (A3) implies U t¢ is both strictly stationary and covariance stationary (Anderson [1971], pp. 372-378 X possess a uniform lower bound in probability, and
Estimation of the nuisance parameters is straightforward from (A3) and (A4).
Lemma 2. Assume (A3) and (A4), and let¡(h) =
(1) and § = ¡(0) ¡R
0¡
(1).
The standard proof from, for example, Fuller [1976] must be modi¯ed only slightly to accommodate the nonzero conditional mean. Details are available on request from the authors. Note thatR converges faster than o p (1). This fact is used in the design of new IVs in Section 4.
For checking assumptions (A1) and (A2) it is convenient to stack the system by observation, thereby expressing the model in the notation of Section 2 with dependent vector y = vec Y 0 , regressor matrix
, and error vector u = vec U 0 . In this notation the VAR(1) inverse error covariance is -(µ) 
Here A is a lower triangular matrix such that AE(U 0 1¢ U 1¢ )A 0 = §. From P and the de¯nition of ¢ we can derive an explicit expression for -(µ) ¡1 that is useful for verifying (A1) and (A2):
IVs for Estimation of Dynamic Simultaneous Equation Models with VAR Errors
The availability of IVs is context-dependent and can only be investigated under some assumption on the source of the nonzero conditional mean. Perhaps the most obvious context is a simultaneous equation model. Wallis [1967 and 1972] , the lagged endogenous variables as IVs interact with the VAR errors to make traditional 2SLS and 3SLS inconsistent. We demonstrate here the utility of stating the su±cient conditions generally, in the form of (A1) and (A2), by using these conditions to develop new IVs that overcome this problem. The new IVs are derived from lagged endogenous variables and thereby provide a heretofore unnoticed way of using some information from the lagged endogenous variables for optimal IV estimation of B. Third, we must derive IVs that satisfy (A4). Following Wallis [1967 and 1972] , this is usually straightforward provided the structural model contains exogenous variables. 
We assume throughout that all G equations are identi¯ed by these exclusion restrictions, the stochastic process S t¢ is covariance stationary with S t¢ independent of V ¿ ¢ for t · ¿ , the autoregressive process in Y t¢ is covariance stationary, and that (A3) holds. Since (A1) is satis¯ed by VAR errors and S (and lags thereof)
can be used for (A4), the central issue is deriving IVs that satisfy (A2).
Assumption (A2).
Usually the IVs in a simultaneous equation model take the form H -I G for some (T £K) matrix H,
IVs. This along with (2) allows us to state (A2) more simply for the present model in terms of H rather than D. To obtain the simpli¯cation note¯rst from (2) that there are¯ve distinct nonzero G £ G blocks in -(µ) ¡1 , and that the upper left block appears only once and therefore is of no consequence in (A2). Ignoring this block, we can
, and P u = P vec U 0 = vec V 0 in (A2) to rewrite the assumption as (A2.1') A Central Limit Theorem (CLT) applies to
H L is a¯nite nonsingular matrix for lags L = ¡1; 0; 1.
(A2.3') plim
X L is a¯nite matrix of full column rank 3 for lags L = ¡1; 0; 1.
(A2.4') Each element of H can be expressed in the speci¯ed form.
Assumptions (A2.1'){(A2.4') hold for the usual 3SLS IVs in dynamic models satisfying the assumptions of the present section. The problem with including lags of Y in the IV set is that they violate (A2.5'). So the central problem in designing new IVs based on lags of Y is¯nding a transformation for the lags that destroys the asymptotic correlation between them and U L , thereby introducing additional orthogonality conditions that can be exploited in IV estimation.
Transforming Lagged Endogenous Variables.
Consider the set © of all T £ T matrices that can be written as a¯nite sum P i r i ¢ ti , where r i are real numbers, t i are nonnegative integers, and ¢
0´I
T . This set is a commutative ring whose addition and multiplication operations are standard matrix addition and multiplication and whose multiplicative identity is I T . Stacking the error VAR (by equation) yields
and To see this formally let I G = I G -I T denote the G £ G identity matrix over © and, in order to avoid confusing matrix multiplication between matrices over © with ordinary matrix multiplication, use¯to denote matrix multiplication between matrices over © and ¢ to denote multiplication between a scalar in © (i.e., a T £ T matrix) and a matrix over ©. We continue to denote ordinary matrix multiplication by the absence of an operator. Since © is commutative, the ordinary rules for matrix inversion apply to matrices over © (see Bourbaki [1989] II x8.7). In particular, (det A) ¢ I G = A ¤¯A ; where (det A) and A ¤ are the determinant and adjoint of A over ©, respectively. It is straightforward to verify that B¯C = BC for any conformable matrices B and C over ©, and also that (det A)
Ordinary matrix premultiplication of (3) by A ¤ and then substitution of the last
In terms of the individual columns of U that appear in (A2.5'), this is
where K ji is the (j; i) cofactor of A over ©. Equation (4) expresses U ¢i in terms of only the white noise V (except for the presence of (I T ¡¢¢ 0 )U ¢j , which only involves the¯rst observation U 1¢ ). Since the coe±cient (det A) transforms U ¢i into white noise, an estimate of this matrix usingR provides a transformation to be used on lags of Y that results in no asymptotic correlation between the IVs and U ¢i . This is exactly what is required by (A2.5').
Thus the proposal is to include¦ 0 Y ¡L in H for lags L > G, where¦ is (det A) withR replacing R.
These IVs can be calculated by noting that each T £ T element of (
the form I T ¡R``¢ or of the form ¡R`k¢, so from the de¯nition of the determinant we may express the 
These IVs satisfy (A2') for L > G.
Theorem. Assume (A3) and (A4). Then
Proof. In the Appendix.
The theorem shows that it is possible to incur no asymptotic cost to not knowing the VAR error parameters while still using some information from the lagged endogenous variables, thereby expanding the class of IVs used in estimation and potentially improving both asymptotic and small-sample e±ciency. Note that the FGLS IV estimators considered in this section are possibly asymptotically e±cient relative to the estimators in Dhrymes and Taylor [1976] or Hatanaka [1976] , since the e±ciency properties of their estimators rely on more stringent distributional assumptions than those made herein.
Note¯nally that, while P 0 y ¡L or P 0 (Y ¡L -I G ) have intuitive appeal as IVs since P u h is white noise, these IVs do not in fact satisfy (A2.5'). For (A2.5'), D must embody a transformation of lagged endogenous variables that results in zero asymptotic correlation with each individual column of U h . The P transformation does not meet this requirement since P only transforms the entire vector u h = vec U 0 h into white noise.
Monte Carlo Comparisons
This section presents a set of Monte Carlo experiments that compare optimal FGLS IV estimators based on various sets of IVs with each other and with Hatanaka's [1976] estimators in a dynamic simultaneous equation model with VAR(1) errors. The DGP is Ericsson's [1991] two-equation model with the error structure modi¯ed to be VAR(1), as in Hendry and Harrison [1974] . Hence
where V t¢ is generated as the bivariate mixed normal V is set so that the correlation between V t1 and V t2 is 0.5, as in Ericsson, and V t¢ is designed so that § 22 = 1 for all experiments, also as in Ericsson.
5
Thus, there are 54 experiments for each sample size T , and for each experiment we use Ericsson's speci¯-cation of N = 80; 000=T replications. Note that E t¢ is independent of¸t, a t , and b t ; all of the \primitives" of the model have moments of all orders; and S t¢ , Y t¢ , and U t¢ are stationary VAR processes for all parameter sets; so (A3) is clearly satis¯ed.
Pseudorandom Number Generation.
Generating multivariate normal pseudorandom vectors with a general covariance matrix involves several algorithms. All univariate normal random number generators utilize a uniform generator and a transformation of the simulated uniform random numbers to produce simulated standard normal random numbers.
Multivariate normal generators add an additional step by transforming the simulated univariate normal random numbers into simulated multivariate normal random vectors that possess the speci¯ed covariance matrix. Hence, three algorithms are involved, and problems can arise at any step in the process. The method we used to transform the univariate standard normal pseudorandom numbers into multivariate normal pseudorandom vectors with a particular covariance structure was the triangular factorization method (Cholesky's) as implemented by the IMSL V2.0 routine DRNMVN. To obtain the Cholesky factorization of the covariances matrices, the IMSL V2.0 routine DCHFAC is used. We suggest that future Monte Carlo experimenters consider using some of these improvements in methodology where appropriate.
Following Ericsson, separate E t¢ vectors were generated for each observation of each replication in each experiment (i.e., the S t¢ vectors are truly exogenous). However, to reduce interexperiment variability (Hendry 1984; Davidson and MacKinnon 1993, pp. 738-743) only enough a t , b t , and¸t were generated for one experiment and then these were reused across experiments (for variations in § 11 , the same underlying uniform deviates were reused to produce a t and b t with the speci¯ed covariances). The¸t were produced from pseudorandom uniform numbers by setting¸t = 1 if the uniform variate is less than 1 2 and¸t = 0 otherwise.
Data Generation and Estimators.
With the simulated V t¢ and E t¢ vectors in place, GAUSS v3.2.13 was used to generate observations and calculate estimators. Following Ericsson, the above VAR's in U t¢ and S t¢ , and the structural model, were used to generate T + 30 observations from initial values U 0¢ , S 0¢ , and Y 0¢ set at the unconditional means of zero. Then the¯rst 30 observations were discarded in an e®ort to obtain stationarity. This process uses four times as many initial values of V t¢ when T = 20 than when T = 80, since N varies from 4; 000 to 1; 000.
For the T = 40 and T = 80 experiments we skipped through the databank to maintain alignment of the V t¢ values, again reducing interexperiment variability.
For estimation purposes it is more convenient to stack the system by equation rather than by observation, and we do so henceforth. The¯rst step in estimation is to specify instruments C for generatingR and §.
We follow Wallis [1967 and 1972] in using S and lags thereof as IVs in the¯rst step. These IVs satisfy (A4) as long as S is truly exogenous because (A2.3') implies (A4.1), (A2.5') implies (A4.2), and (A2') is standard for exogenous S and lags thereof. 6 This leads to optimal¯rst-step instruments
that ignore the nonspherical errors, from the IVs
, where L is large enough to identify the model. Since S alone identi¯es our Monte Carlo DGP, the¯rst nine estimators we consider use M = I 2 -S as¯rst-step IVs to obtain instruments C for the structural matrix (including exclusion restrictions)
These IVs satisfy (A4) because S t¢ is independent of U t¢ in the DGP described above. The residuals from this IV estimation were used to calculateR,P , §, and¦. Since adding more IVs can only improve asymptotic e±ciency, 7 the second nine estimators we consider are the same as the¯rst nine estimators in the second step but use M = I 2 -[ S S ¡1 ] in the¯rst step. This permits us to study the small-sample e®ects of estimating the error VAR parameters from an asymptotically more precise estimate of B.
The nineteen estimators calculated for each replication are summarized in the table below. In the second step, estimators 1-6 and 10-15 are FGLS IV estimators with all exclusion restrictions imposed. Their IVs are listed in the table and all satisfy (A2') by the Theorem because, as discussed above, the underlying S t¢ and V t¢ processes satisfy (A3) and the¯rst-step IVs satisfy (A4). Estimators 7-9 and 16-18 are the three estimators proposed by Hatanaka. Finally, to get a sense of the small-sample loss associated with estimating R and § we calculated the GLS IV estimator that uses the true values of R and §, and the same IVs as estimators 6 and 15 (except that the true value of ¦ is used) since this is asymptotically the most e±cient set of IVs we consider.
Estimator
Step 1 IVs (M)
Step 2 IVs (H) 1
Since these are IV estimators with non-normal errors, small sample moments may not exist. Hence we compare them only by examining their asymptotic covariances and their empirical distribution functions.
Turning¯rst to the asymptotic covariances, larger sets of IVs can be expected to yield a true variance reduction in our DGP since all lags are theoretically relevant. To date, no optimal set of IVs has been derived for a model with both lagged endogenous variables and VAR errors, and as noted in Section 4 under these conditions the 3SLS IVs do not even yield a feasible estimator that is asymptotically equivalent to its infeasible counterpart. Hence for the model considered here we must directly calculate the asymptotic covariances and then compare them.
There are 54 di®erent parameter sets considered in our experiments and six di®erent sets of second-step IVs. The asymptotic covariance for IVs D is
for any T , where
s the regressor matrix I G -X with columns dropped to re°ect exclusion restrictions. The asymptotic covariance is calculated from the autocovariance function of the [ Y S ] process viewed as one 6-dimensional VAR(1), and di®ers for each parameter and IV set, so there are far too many comparisons to present in detail.
We calculated and studied all 54 £ 6 versions, but indicate here only some broad trends.
There are large gains in asymptotic e±ciency when the IV set is extended beyond S, irrespective of whether the additional IVs are S ¢¡1;1 , S ¡1 , or¦ Turning now to the Monte Carlo results, due to the size of the study we focus attention on the perfor-mance of the estimators for the endogenous and lagged endogenous coe±cients B 021 and B 111 . We begin by identifying some general tendencies. First, con¯rming the asymptotic properties of the estimators under study, as T increases from 20 to 40 and to 80 we observe less disperse and better centered estimates for all parametric speci¯cations. The e®ects of increased sample size are strong enough to make the estimators increasingly similar in performance and thus the distinctions that can be made are much more pronounced when T = 20. Second, the larger¯rst-step IV set, I 2 -[ S S ¡1 ], improves both dispersion and centrality of all estimators across all parametric speci¯cations, but the improvement is modest and is most noticeable for small sample sizes. This improved performance is less acute and at times barely perceptible for the estimation methods proposed by Hatanaka. Third, increases in § 11 produce much more disperse and worse centered estimates for all parametric speci¯cations and all estimators, and the noncentrality becomes severe for § 11 = 4. Fourth, the speci¯cation of R does not materially a®ect estimator performance.
Among the estimators proposed by Hatanaka, methods 1 and 3 are superior to method 2 overall in these experiments. Method 2 shows a marked tendency to produce very disperse estimates. In estimating B 021 , method 1 overestimates slightly more often than method 3 when the true value is B 021 = ¡0:5. When B 021 = 0:3 method 3 is much better centered than method 1 while their dispersions are comparable. Hence, these experiments suggest that Hatanaka's method 3 is preferable to his other two methods.
Among the FGLS IV estimators 1-6, estimator 6 displays the tightest dispersion in estimating both B 021
and B 111 , suggesting that increasing the number of IVs, including the new IVs derived here, brings bene¯ts even in small samples. Interestingly, estimators 2 and 3, which use the same number of IVs and di®er only in the use of a transformed lagged endogenous IV rather than a lagged exogenous IV, have almost identical dispersions across experiments. This is mildly di®erent from the asymptotics, which showed modestly smaller variances for estimator 2 for most, but not all, parameter sets. The marginal gains from adding more IVs decrease with the number of IVs used. Thus, estimators 2 and 3 are signi¯cantly less disperse than estimator 1 but estimator 6 is only slightly less disperse than estimator 5.
The e®ect on central tendency of using more IVs is much less de¯nitive. Since all the FGLS IV estimators are asymptotically p T -normal centered at the true value, this is consistent with theory. Given these general observations, it seems most useful to focus on Hatanaka's method 3 (estimator 18), the FGLS IV estimator using a large IV set (estimator 15), and the infeasible estimator 19 for a closer comparison.
Panels 1 and 2 show cumulative frequencies for these three estimators of B 0 21 and B 1 11 , respectively, for the following six representative experiments:
All Experiments: 
Suppose momentarily that H is given by (P1) rather than the feasible version of (P1) based on¦. Note that
Hence, using the Cram ¶ er-Wold Device, we need only apply a CLT to
where¸0 = (¸0 1 : : :¸0K ) is an arbitrary nonstochastic vector composed of (G£1) subvectors¸i. Su±cient conditions for the m-dependent CLT to apply to (P3) for the special case of m = 0 are (Schmidt 1976, p. 258): 
