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INTRODUCTION
LOUD computing is one of the internet based service provider which allows users to access services on demand [1] . It provides pool of shared resources of information, software, databases and other devices according to the client request on "pay as you go" basis [2] .
In cloud computing environment, the random arrival of tasks with random utilization of CPU service time requirements can load a specific resources heavily, while the other resources are idle or less loaded [2] . Hence resource Control or Load balancing is major challenging issue in cloud computing. Load Balancing is a methodology to distribute the workload across multiple computers or other resources over the network links to achieve optimal resource utilization, minimum data processing time and to avoid overload. Load balancing ensures that all the processors in the system as well as in the network do approximately the equal amount of work at any instant of time. Load balancing serves two important needs, primarily to promote availability of cloud resources and secondarily to promote performance. In order to balance the Dr requests of the resources it is important to recognize a few major goals of Load Balancing algorithms: a. Cost Effective-Primary aim is to achieve an overall improvement in system performance at a reasonable cost. b. Scalability and Flexibility-The distributed system in which the algorithm is implemented may change in size or topology. So the algorithm must be scalable and flexible enough to allow such changes to be handled easily. c. Priority-Prioritization of the resources or jobs need to be done on beforehand through the algorithm itself for better services to the important or high prioritized jobs in spite of equal service provision for all the jobs regardless of their provision. [3] II.
SURVEY OF LOAD BALANCING ALGORITHMS
Load balancing [4] algorithm directly influences the effect of balancing the server workloads. Its main task is to decide how to choose the next server node and transfer a new connection request to it. Current main load balancing algorithm is divided into static algorithm and dynamic algorithm [5] . The static algorithm is easily carried into execution and takes less time, which doesn't refer to the states of the load nodes, but it can be only used in certain specific conditions. The common static algorithms are Round-Robin Scheduling Algorithm, Weighted Round-Robin Scheduling Algorithm, and Least-Connection Scheduling Algorithm etc. Of all, Round -Robin Scheduling Algorithm is the simplest one which could be most easily be carried out. However, it is only applicable to the circumstances in which all the nodes in cluster have the same processing ability. The dynamic algorithm like first come first serve is self-adaptive algorithm, which is better than static algorithm, and suitable for a great deal of requests which procreate different workloads, which would be unable to be forecasted [6] . M. Randles etal., [7] have proposed comparison of static and dynamic load balancing algorithm for cloud computing. . Ram Prasad Pandhy et al., [8] discussed on basic concepts of Cloud Computing and Load balancing and studied some existing load balancing algorithms, which can be applied to clouds. Dr.Hemantst al., [9] in his paper described the features of a simulator to compare the performance of three dynamic load balancing algorithms. Cloud Analyst: A Cloud Sim-based Visual Modeler for Analyzing Cloud Computing Environments and Applications. Shu-Ching et al., [10] suggested Load Balancing in a three-level Cloud Computing network, by using a scheduling algorithm which combines the features of Opportunistic Load Balancing (OLB) and Load Balance MinMin (LBMM) which can utilize better executing efficiency and maintain load balancing of the system. Mayanka Katya et al., [11] presented various load balancing schemes in different cloud environment based on requirements in Service Level Agreement(SLA). NayandeepSran et al., [12] studied many scheduling algorithms like honeybee foraging algorithm, biased random sampling, active clustering, OLB+LBMM, Min-Min and made comparative study based on their metrics. J.Uma et al., [13] made a methodological analysis of various load balancing algorithms. N.S.Raghava et al., [14] analyzed various load balancing algorithms in cloud computing and compared to provide a gist of the latest approaches in the research area.
III. DYNAMIC LOAD BALANCING ALGORITHMS

Equally Spread Current Execution(ESCE)
Equally Spread current execution is a dynamic load balancing algorithm, which handles the process withpriority. It determines the priority by checking the size of the process. This algorithm distributes the load randomly by firstchecking the size of the process and then transferring the load to a Virtual Machine, which is lightly loaded. The loadbalancer spreads the load on to different nodes, and hence, it is known as spread spectrum technique.The load balancer maintains a queue of the jobs that need to use and are currently using the services of the virtual machine. The balancer then continuously scans this queue and the list of virtual machines. If there is a VM available that can handle request of the node/client, the VM is allocated to that request [15] . If however there is a VM that is free and there is another VM that needs to be freed of the load, then the balancer distributes some of the tasks of that VM to the free one so as to reduce the overhead of the former VM. The jobs are submitted to the VM manager, the load also maintains a list of the jobs, their size and the resources requested. The balancer selects the job that matches the criteria for execution at the present time. Though there algorithm offers better results as shown in further section, it however requires a lot of computational overhead.
The following figure shows how ESCE works. [16] 7. If a VM is overloaded then the VMLoadBalancer will distribute some of its work to the VM having least work so that every VM is equally loaded. 8. The datacenter controller receives the response to the request sent and then allocates the waiting requests from the job pool/queue to the available VM & so on. 9. Continue from step-2.
Throttled Load Balancer (TLB)
Throttled load balancer is a dynamic load balancing algorithm. In this algorithm, the client first requests theload balancer to find a suitable Virtual machine to perform the required operation.It is shown in fig.2 .The process first starts by maintaining a list of all the VMs each row is individually indexed to speed up the lookup process. If a match is found on the basis of size and availability of the machine, then the load balancer accepts the request of the client and allocates that VM to the client. If, however there is no VM available that matches the criteria then the load balancer returns -1 and the request is queued. The following figure shows how it works [17] . [18] is a GUI based tool that is developed on CloudSim architecture. CloudSim is a toolkit that allows doing modeling, simulation and other experimentation. The main problem with CloudSim is that all the work need to be done programmatically. It allows the user to do repeated simulations with slight change in parameters very easily and quickly. The cloud analyst allows setting location of users that are generating the application and also the location of the data centers. In this various configuration parameters can be set like number of users, number of request generated per user per hour , number of virtual machines, number of processors, amount of storage, network bandwidth and other necessary parameters. Based on the parameters the tool computes the simulation result and shows them in graphical form. The result includes response time, processing time, cost etc. By performing various simulations operation the cloud provider can determine the best way to allocate resources, based on request which data center to be selected and can optimize cost for providing services. 
Region
In the Cloud Analyst the world is divided in to 6 'Regions' that coincide with the 6 main continents in the World. The other main entities such as User Bases and Data Centers belong to one of these regions.
Users
A User Base models a group of users that is considered as a single unit in the simulation and its main responsibility is to generate traffic for the simulation. A single User Base may represent thousands of users but is configured as a single unit and the traffic generated in simultaneous bursts representative of the size of the user base.
Datacenter Controller
The Data Center Controller is probably the most important entity in the CloudAnalyst. A single Data Center Controller is mapped to a single cloudsim. Datacenter object and manages the data center management activities such as VM creation and destruction and does the routing of user requests received from User Bases via the Internet to the VMs. It can also be viewed as the façade used by CloudAnalyst to access the heart of CloudSim toolkit functionality.
Internet Characteristics
In this component various internet characteristics are modeled simulation, which includes the amount of latency and bandwidth need to be assigned between regions, the amount of traffic, and current performance level information for the data centers.
VM Load Balancer
The responsibility of this component is to allocate the load on various data centers according to the request generated by users. One of the four given policies can be selected.
Cloud App Service Broker
The responsibility of this component is to model the service brokers that handle traffic routing between user bases and data centers. The service broker can use one of the routing policies from the given three policies which are closest data center, optimize response time and reconfigure dynamically with load. The closest data center routes the traffic to the closest data center in terms of network latency from the source user base. The reconfigure dynamically with load routing policy works in the sense that whenever the performance of particular data center degrades below a given threshold value then the load of that data center is equally distributed among other data centers.
V. SIMULATION AND RESULT ANALYSIS
In order to analyze various load balancing policies configuration of the various component of the cloud analyst tool need to be done. We have set the parameters for the user base configuration, application deployment configuration, and data center configuration as shown in figures4, 5 and 6. As shown in figure 4 the location of user bases has been defined in six different regions of the world. We have taken three data centers to handle the request of three users. DC1 located in region 0, DC2 in region 1 and DC3 in region 2. 50 VM are allocated in each Data Center. Thesimulation duration is set as 60hrs. Here we have taken 6 user bases. 
Response Time
The overall response time and user Base hourly response time for ESCE and TLB are as shown in figure 10 , 11, 12 and 13 
Data Center Request Service Time
The data center request service time for ESCE and TLB are shown in figure 14 and 15 respectively. 
Processing Cost
The total processing cost for ESCE and TLB are shown in tables 16 and 17 respectively. 
VI. CONCLUSION
We have simulated two different dynamic load balancing algorithms for executing the user request in cloud environment. Each algorithm is observed and their scheduling criteria like average response time, data center service time and total cost of different data centers are found. Here we have used 6UserBases and 3 DataCenters and compared the performance of algorithms using 25, 50 and 75VMs and result is as shown in graph. Our future work is to develop an adaptive algorithm suitable for heterogeneous environment such that it handles Big Data and improve overall response time with reduced cost. 
