Direct numerical simulation databases of turbulent channel and pipe flow have been used in order to assess the energy transfer between resolved and unresolved motions in large-eddy simulations. To this end, the velocity fields are split into three parts: a statistically stationary mean flow, the resolved, and the unresolved turbulent fluctuations. The distinction between the resolved and unresolved motions is based on the application of a cutoff filter in spectral space. Within the buffer layer a backward transfer of averaged kinetic energy from subgrid to grid-scale turbulent motions has been found to exist, which is primarily caused by subgrid-scale stresses aligned with the mean rates of strain. Such reverse transfer generally cannot be described by the simple eddy-viscosity-type subgrid models usually applied in large-eddy simulations. The use of a conditional averaging technique revealed that the reverse transfer of energy within the near-wall flow is strongly enhanced by coherent motions, such as the well-known bursting events.
I. INTRODUCTION
Direct numerical simulation (DNS) of fully developed turbulence is currently restricted to flows in rather simple geometries and at low Reynolds numbers. This is mainly due to the immense spatial resolution requirements that scale approximately with the Reynolds number as Re "'4 if all relevant scales of motion from the energy carrying large scales to the dissipative small-scale part of the spectrum are accounted for explicitly. Therefore, the simulation of turbulent flows for engineering applications is usually based on the statistical approach using the Reynolds-averaged Navier-Stokes equations, where only thvften stationary-mean flow is computed directly, while all turbulent fluctuations are represented by a model. This approach clearly suffers from the fact that one has to model even the highly anisotropic large-scale structures of the turbulence, which vary considerably from one type of flow to another. Turbulence models for the statistical approach have already reached a high degree of complexity, but a model formulation that is generally valid for a variety of different flows has not yet been found.
The distinction between large and small scales in LES is
Another simulation technique that can be considered a compromise between DNS and the statistical approach, is the large-eddy simulation (LES), which has become a widespread tool in turbulence research within the past two decades. In LES. the large-scale (grid-scale, GS) part of the turbulent fluctuations is explicitly computed, while only the small-scale (subgrid-scale, SGS) motions are modeled. This method tries to take advantage of the fact that small scales of turbulence usually exhibit a natural tendency to local isotropy, especially at high Reynolds numbers. Hence, it is expected that models for the small-scale turbulence can be much simpler in nature and should be more universally applicable than statistical turbulence models. frequently based on a spatial filtering of the dependent variables.' Various filter functions have been discussed in the literature (see, e.g., Ref. 2) . such as the Gaussian filter, the box tilter or the ideal low-pass filter. However, one has to keep in mind that characteristics of the SGS turbulence, in general, cannot solely be related to the filter function used. They will also depend on details of the numerical scheme applied, such as the type and order of discretization, which may act as an additional filter with unknown properties. 3'4 However, in this paper we do not want to discuss the effects resulting from particular numerical schemes, but rather those SGS effects that directly arise from coarsening the spatial resolution. Toward this end, the ideal low-pass filter in spectral space is most appropriate, which we will hence use throughout.
LES is particularly well suited for the investigation of free shear tlows and turbulence at high Reynolds numbers, e.g., for geophysical l-lows, where the property of approximate local isotropy is often satisfied. However, a number of wall-bounded flows has also been investigated by means of I-ES, such as channel flow?-to flows in pipes'r and annuli, boundary layers, '" and the flow over a backward facing stept3*t4 or channel flows including buoyancy effects," to give a few examples.
Analyzing SGS turbulence with the aid of DNS results
Since DNS data have become available recently for several geometrically simple turbulent flows, characteristics of the SGS turbulence can be investigated directly. This was done for the first time by Clark et n1.r6 for homogeneous isotropic turbulence, but has been extended to a variety of more complex flows since, e.g., to turbulence in the presence of irrotational strainI or to turbulent channel flo~.~~~* An explicit filtering of the DNS data provides the GS and SGS velocity and pressure fields, from which all further quantities of interest can be computed directly.
can serve as an efficient tool for checking to what extent SGS models can cope with the physical effects resulting from the filtering applied. In general, SGS models capture these effects only partially, but it has frequently been suggested that a proper exchange of energy between resolved and unresolved motions should be a dominant feature of the models (see, e.g., Refs. 3 and 4). Here one generally supposes that the SGS motions are dissipative in nature, at least on the average, meaning that the action of SGS turbulence results in a net loss of kinetic energy from the grid-scale motions. Clearly this corresponds to the classical idea of an energy cascade, where kinetic energy is successively transferred to smaller scales by nonlinear interactions, and lmally is dissipated in the viscosity-dominated small-scale regime of the spectrum. The applicability of eddy-viscosity-type SGS models hinges on this point. Such models usually are absolutely dissipative in nature, which means that they take energy from the resolved scales at all physical locations. On the other hand, it is well known that the flux of energy possesses a strongly intermittent nature, giving frequent changes of sign in physical space. The associated backward flux of energy, sometimes called "backscatter," has received closer attention only recently, although it has been suggested theoretically for some time.lg In numerical simulations, a backward flux of energy has frequently been observed in various types of flow such as incompressible and compressible isotropic turbulenceaaz2 or turbulent channel flo~."*'~ Attempts to incorporate backscatter into SGS models have been made, e.g., in Refs. 23-25 and to some extent in Ref. 26. In connection with wall-bounded turbulence, the work in Ref. 25 is of particular interest, where boundary-layer flows are considered. Although in these computations the viscous wall layer was not resolved, the authors found that the LES results were considerably improved, especially near the wall, when a backscatter term was included. However, in the present paper the problem of stochastic scattering of energy will not be tackled in detail, but the investigations focus on the more fundamental question of where energy is transferred on the average.
The present paper is concerned with an analysis of SGS effects in turbulent wall-bounded flows, with a special emphasis on the energy balance between the resolved and unresolved motions within the near-wall region. The investigation is based on DNS results for a turbulent channel flow, computed by Gilbert (see Ref. 27) , and for a turbulent pipe flow, computed by Unger (see Ref. 11 ). Due to the rather low Reynolds numbers, both simulations exhibit an extended wall layer and hence are particularly appropriate for such a study. It should be noted, however, that in current LES of flows at higher Reynolds numbers, one cannot afford to resolve the wall layer, but must instead apply artificial boundary conditions, which are usually based on the assumption of a logarithmic or a power law velocity profile. Still, a refined treatment of that flow region remains desirable in many cases, since near-wall effects frequently play an important role in the dynamics of the whole tlow field. Moreover, parameters such as the wall friction may heavily depend on near-wall events, and one is often particularly interested in such global parameters of turbulent flow fields.
In the following section, a brief,survey of the LES methodology will be given and the governing equations will be laid out. In Sec. III we briefly describe the DNS databases used and the numerical schemes applied in the computations. A comparison of the two databases with respect to mean velocity profiles and turbulence quantities is given in Sec. IV. The results of the investigation of SGS stresses and energy interaction terms are then presented in Sec. V, and finally in Sec. VI some conclusions are drawn.
II. METHODOLOGY AND GOVERNING EQUATIONS
In a large-eddy simulation, any dependent variable f is split into a GS part f and a SGS part f", i.e., f(xl,-%,X3,t)=f(Xl ,X2,X3,f)+f '(Xl, X2~, ~3, ~) .
(1)
The definition off can be based on a spatial filtering operation, performed by convolving f with a filter function Gi (in the ith direction) (see e.g., Ref. l), fbl JzJ3
xdx; dx; dx; , (4 where the integration is extended over the whole domain D.
As the filter function, the ideal low-pass filter Gkp is considered here, which defines a sharp cutoff in wave number space and is most conveniently described by its Fourier transform 6:')
In Eq. (3), Ai denotes the width of the filter in the ith direction, which is usually related to the mesh size of the computational grid. In some sense, such filtering is always implicitly involved if a continuous problem is treated by means of discrete approximations. In our investigations, a low-pass filtering is applied in each of the (homogeneous) wall-parallel directions, i.e., in the streamwise and spanwise directions x and y for the channel flow case, and in the streamwise and circumferential directions x and cp for the pipe flow case. In the wall-normal directions z and r, respectively, no explicit filtering of the DNS results is performed. Applying the filtering operation to the Navier-Stokes equations yields the equations of motion for the large-scale velocity field. In common vector notation (see, e.g., Ref. 28j, one finds for the filtered equation of continuity,
and for the filtered momentum equations, Note that in the notation used here, parentheses (.) denote a product yielding a scalar result, whereas square brackets [.I give a vector as the result of the multiplication.
Here and in what follows, tensors, vectors, and scalars will generally be indicated by boldface Greek, boldface Roman, and lightface italic letters, respectively. In Eqs. (4) and (5j, all quantities have been nondimensionalized by some reference length and velocity scales L and U, to be specified later. Accordingly, the Reynolds number Re in Eq. (5) is defined as Re=LUlu (V being the kinematic viscosity). In that equation (z symbolizes the rate-of-strain tensor of the resolved flow field. The effect of SGS motions is represented by the tensor 4, which is unknown in LFS and needs to be modeled by a closure assumption. Its components +i/ are given as follows: ---c$ij=u;a; + i&u; +u;uj ==&. + 4; . (6) The first term (~j) on the right-hand side of Eq. (6) is usually called "SGS Reynolds stress," while the sum of the remaining two (@ is called "cross stress." In LES, the SGS stresses are generally not used in the form given by Eq. (6), but the isotropic part of the stress tensor is split off and added to the pressure, and this sum is frequently referred to as "pseudopressure" q. Within the conceptual framework of eddy-viscosity modeling, such splitting is necessary for consistency reasons, since in incompressible tlow the rate-ofstrain tensor is trace-free, whereas the trace of 4 equals the SGS kinetic energy, which vanishes only if there is no SGS turbulence at all. Hence, in what follows we will also use the following definition of the SGS stress tensor r:
q=p+ f+kk*
Scalar multiplication of the filtered momentum equations by the large-scale velocity vector ii gives rise to the equation of kinetic energy of the large-scale flow field k=(iieii)/2. The resulting term (ii. [V -71) governing the energetic interaction of GS and SGS motions can be transformed into a sum of two terms,
where (~:Vii) symbolizes the usual scalar product between the two tensors 7 and Vii. The first term on the right-hand side of Eq. (9), being a divergence, represents a spatial transport of energy, that vanishes in our cases if integrated over the whole computation at domain. Contrary to this, the second term acts as a source or sink of energy and provides an exchange of kinetic energy between GS and SGS motions. If the GS velocity-gradient tensor VU is split into its symmetric and skew-symmetric part, the rate-of-strain tensor a, and the rotation tensor o, respectively, one can rewrite this source term as
since the product of u) with the symmetric tensor I vanishes. The term (T :a) also appears in the budget equation of the SGS kinetic energy, but with opposite sign, and its negative,
is frequently called "SGS dissipation." Positive values of E indicate a flow of energy from large to small scales, whereas the transfer is reverse whenever it takes a negative sign. To obtain better insight into the structure of the energy budget, the SGS dissipation can be split into two terms, which are of different nature and should be considered separately. For this purpose GS quantities f of the tlow field are split into a s$tistically stationary mean value (fi and a fluctuating part f,
EMS sMF>o SGS EFS
where the operator (e) symbolizes an averaging over wallparallel planes and time, i.e., all stored time levels of the DNS. For the channel flow case an additional averaging over the two channel halves is performed. Such averages will be referred to as global averages. With the aid of Eq. (12), the SGS dissipation E can now be rewritten as
EMs:=-((r):(u)), eFS:=-((k&)).
The first term gs (dissipation due to mean rates of strain) on the right-hand side of Eq. (13) represents an enhancement of SGS turbulence in the presence of mean shear, and can be considered as the SGS contribution to the total turbulence production 9 occurring in statistical turbulence theory. It vanishes if no mean shear is present in the flow, as is the case for homogeneous isotropic turbuIence, and equals :?" if the filtering is performed in such a way that all turbulent fluctuations belong to the SGS motion.
The second term ES, the sum of covariances between fluctuating stresses and fluctuating rates of strain, does not directly affect the mean field, but accounts for a redistribution of kinetic energy within the turbulence spectrum. In homogeneous isotropic turbulence, this quantity practically equals the rate of molecular dissipation E,, if the cutoff wave number is chosen to fall within the inertial subrange. On the other hand, 2' vanishes if the GS velocity field consists of the statistically stationary mean flow only, i.e., if the filtering recovers the classical statistical average.
The various components of the energy transfer between mean flow, resolved, and unresolved turbulence are illustrated in Fig. 1 .
DNS DATABASES
In the following section a short survey is given of the DNS databases used and of the numerical methods employed TAJ3LE I. Parameters of DNS of turbulent channel and pipe flow. Re,: Reynolds numhcr based on centerline velocity, ReQ : mass-tlux Reynolds number, Re,: wall Reynolds number. in their computation. The main parameters of the two simulations are summarized in Table I , where the various Reynolds numbers are based on the kinematic viscosity V, channel half-width h, and pipe radius R, respectively. As velocity scales the bulk velocity up, the centerline velocity ucL, and the friction velocity u, are used. Obviously the parameters of the two computations approximately fall within the same range, and hence the simulations should be comparable.
A. Turbulent channel flow
The DNS database of turbulent channel flow has been computed by Gilbert (see Ref. 27 ). In Fig. 2 the computational domain is illustrated, where the streamwise, spanwise, and normal directions are denoted by x, y, and Z, respectively. Throughout the simulation the mass flow Q has been kept constant, giving accordingly a constant mass-flux Reynolds number Re,. To obtain the Reynolds numbers Re,, and Re7, their individual values for all stored time levels were evaluated and averaged.
The numerical scheme applied is based on a fully spectral discretization in space, using Fourier expansions in the homogeneous directions and Chebyshev polynomials in the normal direction. The evaluation of the nonlinear terms is done pseudospectrally and aliasing-free by applying the z rule in all three directions. A second-order Adams-Bashforth time integration scheme is used for the nonlinear terms, together with a Crank-Nicolson scheme for the viscous terms and the pressure. In the spanwise direction, a symmetry condition at y=L,/2 has been imposed, which is motivated by the symmetry properties of the transitional flow preceding the fully turbulent stage of the simulation. A comparison with DNS results of Kim et .LL9 and recent experimental results of Nishino and Kasagi3' clearly reveals that the intiuence of the symmetry assumption on the horizontally averaged statistical quantities of the turbulent flow field is negligible.
B. Turbulent pipe flow
The computational domain used by Unger and Friedrich" for their simulation of fully developed turbulent pipe flow is also sketched in Fig. 2 . They chose a cylindrical coordinate system where x denotes the streamwise, cp the circumferential, and Y the radial direction. Contrary to the channel flow simulation, here the wall friction is kept constant during the computation, resulting in a constant wall Reynolds number Re7, while the mass flow fluctuates in time. The Reynolds number ReQ and Rec., quoted in Table  I , have been taken as averages over all their individual values at the time levels used.
The numerical integration scheme is based on a finitevolume approach of second-order accuracy on a staggered grid. The time discretization is performed using a secondorder leapfrog scheme. All terms in the circumferential direction are treated implicitly to avoid the severe time step restrictions due to the very narrow mesh cells adjacent to the pipe centerline. The application of Chorin's projection method results in a Poisson equation for the pressure that is solved efficiently by fast-Fourier transforms in the homogeneous directions x and cp and a tridiagonal matrix algorithm. A detailed description of the scheme is given, e.g., in Ref. 31.
IV. COMPARISON OF DNS RESULTS
For a concise comparison of the two DNS databases, we will discuss the mean velocity profiles, turbulence intensifies, and energy spectra of both simulations. For simplicity, the coordinate directions x,y,z and x,p,r of the simulations will, from now on, be uniformly indicated by x1, x2, and xg, respectively. Note that x3 then will denote the wall distance rather than the distance from the centerline. To account for the slight difference in Reynolds number, all quantities will subsequently be given in wall units, i.e., normalized by the friction velocity u, and the kinematic viscosity u. Such quantities are denoted by the superscript " -I-." In the comparisons we will generally concentrate on the near-waI1 region of the sow (o==~:siooj.
In Fig. 3 the mean velocity profiles for the two simulations are given, together with experimental results from Nishino and Kasagi30 for the channel flow, and Westerweel et a1.32 for the pipe flow. In both experiments, the wall Reynolds number was Re,= 180. Obviously the simulations compare very well with the experimental data, although for the channel flow the Reynolds number of the computation is slightly higher. In all the given profiles, the characteristic linear distribution in the viscous sublayer and a marked logarithmic regime above X: = 30 become apparent. In the figure with the channel flow data, the universal logarithmic law of the wall, as given by Dean33 for bulk Reynolds numbers above ReQ =3000, 
has been included. With respect to the slope of the logarithmic profile clearly a very good agreement can be seen. The additive constant is slightly higher than 5.17 for both our numerical results and the experimental data from Ref. 30. A further numerical simulation that we performed at Re,=5000 revealed that this slight difference is a low Reynolds number effect and disappears at a higher Reynolds number. Since for the pipe flow the wall Reynolds number is too small to exhibit a velocity profile, in accordance with the universal law of the wall (see, e.g., the experiments of Pate1 and Head34) no such comparison has been made there. Concerning the turbulence intensities (Fig. 4) , the two simulations exhibit very similar results, that again compare very well with the experimentally obtained values for the turbulent channel flow. A much more detailed insight into the turbulent flow fields can be gained from the one-dimensional energy spectra Eii in the streamwise or spanwise and circumrmslu,l "T 20.
ferential directions, respectively. Such spectra were evaluated for three wall distances, where points in the viscous sublayer (x:=4), within the buffer layer (xl=17) and just below the logarithmic region (x:=30) have been chosen as characteristic positions. To make the comparison more consistent, the spectra of the channel flow simulation have been interpolated onto the staggered grid positions of the pipe flow data, with the aid of cubic spline functions. In Fig. 5 , the spectra are shown, and it can be seen that the results of the two simulations are in very good agreement. In the spanwise direction, one recognizes a slight shift between the results for pipe and channel flow, which can be attributed to the different geometries. Note that the observed shift in the spectra corresponds to the linear reduction in the spacing between near-wall streaks, which is expected in a cylindrical geometry if one moves away from the wall. Such effects of geometry on the near-wall tlow are pronounced for low Reynolds numbers, where the pipe radius is comparable to the mean spacing between the near-wall streaks. This is the case in the present simulation. In all cases the spectral decay appears to be sufficient to guarantee that all essential scales of motion are included. Regarding the pipe flow simulation, the number of grid points in the streamwise direction might even be higher than required from pure spectral decay arguments. From the curves it also becomes evident that no k-5'3 inertial range evolves in the spectra, due to the low Reynolds numbers under consideration. Rather, the spectra directly fall off from the energy containing range to the dissipative scales in all cases. This situation probably makes a successful application of LES more difficult.
V. COMPARISON OF SGS QUANTITIES
SGS effects in a turbulent flow field depend qualitatively and quantitatively on the width of the filter function applied. The larger the filter width, the larger the contribution of unresolved motions to the physical properties of turbulence as a whole. Of course, SGS effects completely vanish if the filter width is vanishing, as should formally be the case in direct numerical simulations. However, as long as discrete methods are applied, one cannot rigorously comply with this requirement in DNS, but has to choose a filter width of about the size of the Kolmogorov microscale. Concerning LES, the situation is more complicated, and for most turbulent flows it can hardly be said in advance what should be the appropriate filter width for a LES. If computational resources are to be saved, then clearly the filter width should be as large as possible. However, one has to bear in mind that simultaneously the complexity and the relative importance of SGS turbulence increase dramatically. Whenever the energy spectrum exhibits a developed inertial range, the cutoff wave number should be chosen within that part of the spectrum. However, numerous turbulent Aow fields do not possess such a characteristic, e.g., turbulence at moderate Reynolds numbers or turbulence in the vicinity of solid walls. On the other hand, the particular dynamics of near-wall turbulence may strongly influence the whole flow field. Hence, it appears reasonable to resolve the wall layer, at least coarsely whenever possible, which is feasible only if the Reynolds numbers do not become too large. Regarding such situations, rational limits for the spatial resolution have to be developed, which guarantee that important features such as the evolution of Phys. Fluids, Vol. 6, No. 9, September 1994
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FIG. 6.
GIobal mean values of SGS stresses for channel flow (dashed line) and pipe Bow.
streaks or bursts are captured. As a minimum requirement, When filtering the DNS data of the pipe Row simulation, Zang3' suggested grid spacings of about Ax:=80 in the one has to keep in mind that a coarser partitioning Ay in the streamwise and Ax:-30 in the perpendicular wall-parallel circumferential direction does not correspond to the applicadirection, respectively. Compared to current practice in DNS, tion of a constant physical filter width for all radial positions. such grid spacing results in a number of grid points in wallRather the azimuthal length scale of the smallest resolved parallel planes lower by two orders of magnitude, giving a eddies linearly decreases when the pipe centerline is apconsiderable saving in storage requirements and computing proached. Since the present investigation in particular contime. In the wall-normal direction x3, however, where at cerns near-wall phenomena, a resolution in the circumferenleast three points between the wall and xl= 10 are considtial direction has been used, which in the sublayer ered to be necessary,35 the situation is much less advantaapproximately corresponds to a filtering with a cutoff wave geous. In comparison with the actual DNS of turbulent pipe number (Kg)+, as given above. If xl = 10 is chosen as the flow considered here, such resolution would only result in a reference position, one finds for the number of grid points in savings of 40% of grid points. the filtered cylindrical planes, Consequently, in what follows filtering of the DNS data is done with respect to the wall-parallel directions only. For the channel flow case it had been checked before that, reducing the resolution in x3 by a factor of 2 hardly has any effect on the obtained results. The filter widths in the homogeneous directions were then chosen to match approximately the resolution requirements discussed above, yielding the following nondimensional cutoff wave numbers [see Eq. (3) In Fig. 6 the global mean values of the SGS stresses are shown for channel and pipe flow, respectively. From the nine elements of the SGS stress tensor T only five are nonvanishing in the mean, i.e., the diagonal stresses and the stresses aligned with the main rates of strain u13 and 9-', respectively. Clearly, a very good qualitative and quantitative agreement between the results of the two flow cases is seen. All stresses exhibit marked extrema in the vicinity of the solid wall, where a considerable fraction of the total turbulent kinetic energy is contained in the unresolved scales of motion. This is due to the fact that, when approaching the wall, the length scales of the most energetic eddies rapidly decrease, making them finally fall below the filter widths. The anisotropy in the SGS turbulence should hence be expected to increase simultaneously, and this clearly becomes apparent from the curves. do enforce the spatial resolution to be adjusted to the scale of characteristic coherent motions of the wall turbulence, anisotropies in the turbulent flow field will become anisotropies of the SGS turbulence.
SGS dissipation
In Fig. 7 , results of the mean SGS dissipation are given for the two simulations. Again a remarkably good agreement between the channel Bow and pipe flow DNS is readily seen, stressing the similarity of these two types of flow, in particular, in the near-wall zone, at least for the quantities shown. Clearly, the SGS dissipation is non-negative throughout, which also holds for the core flow not included in the figure. One should note, however, that the SGS dissipation strongly fluctuates in space, exhibiting standard deviations of up to 300% of the mean value (see Ref. 36 ), which in turn results in frequent changes of sign.
It can be concluded from Fig. 7 that, for the type of flows considered here, the subgrid-scale turbulence acts on the resolved scales as a sink of energy in the mean. However, looking at the components ps and ens separately (Fig. 8 ) reveals that the situation is more complicated. ps, just as e, is non-negative throughout, indicating that the mean flow is continuously losing energy to the small-scale turbulent motions (i.e., is enhancing SGS turbulence). Here e?', on the other hand, remains non-negative within the viscous sublayer and the core flow, but exhibits a pronounced negative minimum around x:-12. In that respect, the two simulations agree again remarkably well, qualitatively as well as quantitatively. Keeping in mind that Ps represents the exchange of kinetic energy within the turbulence spectrum, one hence finds a drain of energy from large-to small-scale turbulent motions in the viscous sublayer and the outer flow, whereas a reverse transfer is encountered within the buffer layer, where large-scale motions are fed by nonlinear interactions with SGS turbulence.
It should be noted that the observed mean backward transfer of kinetic energy cannot be described by usual eddyviscosity models, as long as the eddy viscosity is assumed to be a non-negative quantity. Such models dissipate energy from the mean flow and the resolved turbulence." To be able to model negative energy transfer rates in the mean, one has to allow for negative eddy viscosities, which, however, is difficult to treat numerically due to the inherent instability. In several numerical experiments <see, e.g., Refs. 8 and 18j, LES calculations, in which the wall layer was coarsely resolved and eddy-viscosity models were applied, have shown considerable errors in important global quantities, e.g., the wall shear stress. Presumably this is caused by the deficiency in the proper representation of the complicated near-wall energy budget.
As mentioned before, the near-wall flow exhibits a high degree of anisotropy. It is therefore interesting to investigate in more detail which components of the stresses do play the decisive role in the observed backward transfer of energy. In Fig. 9 , results are given for all the individual terms, ET: = -( ?Lfijij) (no summation), in the sum -((?:&)j.
For the averaged products of the diagonal elements of the tensors 7 and &, one has to keep in mind that they contain a contribution from the spherical tensor Sij~kk/3, that has been split off according to Eq. (7) isee Fig. 10 ). However, if one sums up all diagonal elements, these contributions cancel each other. Hence, it becomes clear that the reverse flow of energy is predominantly caused by the stresses ?;,s and ?31, respectively, which are aligned with the mean rates of strain. Again, a good agreement in the results of the two simulations is readily seen. In the next section we will therefore investigate the reverse transfer of energy by looking at the relation between -7,s and "r3 in more detail.
It should be noted here that the high degree of anisotropy observed in the individual terms .$ reflects the fact that a considerable exchange of kinetic energy occurs between the various GS velocity components due to interactions with SGS turbulence. The reason for this strong exchange is a pronounced imbalance in the energy content of the velocity components, which already became evident from the energy spectra in Fig. 5 . Such complicated features of the energy budget will probably cause severe problems with respect to a proper SGS modeling, although it can hardly be said in advance to what extent this interchange of energy has to be accounted for by a SGS model.
C. Correlation of stress and rate of strain
Rewriting the covariance between the rate of strain 7ts and the SGS stress 7r3 with the aid of the correlation coefficient C(.,.) yields ~~~:=-(713~13)=rms(?;13)rms (a,,jC(-713,'+13) .
From Eq. (18), one can infer that the direction of the transfer of averaged kinetic energy due to e directly depends on the correlation between &,s and -;i,s. Positive correlations between these quantities will give a drain of energy from GS to SGS motions, whereas negative ones in turn result in a reverse flow of energy. The correlation coefficient correspond-ing to the curve of 4" in Fig. 9 is shown in Fig. 11 (solid line). Since the DNS results for turbulent channel and pipe flow so far have given almost identical results, we will restrict the investigations to the channel Row case hereafter. The solid curve in Fig. 11 , of course, shows changes of sign at the same wall-normal locations as did the one for 4" in Fig. 9 . Results for various other cutoff wave numbers G have also been included in the figure, and they illustrate that the observed feature is a characteristic of the near-wall flow rather than being particular to a certain choice of the filter width. Apparently the values of the correlation coefficients become smaller if the cutoff wave number is chosen larger, but the changes of sign are preserved. Still, it should be noted that the transfer of energy in the mean, i.e., the sum over all contributions ey quantitatively depends on the chosen cutoff wave number. When K; is increased, the reverse transfer of energy due to 5,s gradually becomes less pronounced, eventually making the sum r? non-negative throughout. Figure 12 shows results for 2' obtained for the same cutoff wave numbers as were used in Fig. 11 , and it is readily seen that the reverse flow of energy decreases if KF is increased. However, even for Kf = 2K&f, a cutoff wave number that corresponds to a rather fine spatial resolution of 64X64 grid points in the wall-parallel planes, the peculiar effect of 7ts on the energy budget becomes visible by a marked kink within the buffer layer.
Concerning the forward and backward transfer of averaged kinetic energy, we stress that these effects cannot be assigned to $$ and $$, respectively, as is suggested by a number of classical closures (see Ref. 19 ). To illustrate this point, the correlation coefficients between the fluctuating rate of strain (3-t, and the stresses -&, --$:a, and -7ts, respectively, are given in Fig. 13 . Also, the corresponding covariances are shown. The curves give evidence that both terms, the SGS Reynolds stress and the cross stress, provide a drain of energy within the core flow and the viscous sublayer and a reverse flow of energy within the buffer layer. In all the three flow regimes the contribution of $:a and 47s to the energy transfer are of comparable magnitude. The relation between stress and rate of strain can be investigated in more detail by looking at the two-point correlation functions between these quantities. Such correlation functions, with respect to the streamwise direction, are shown in Fig. 14 for various wall-normal positions. From the two-point correlation function, the usual correlation coefficient is obtained as the value at r:=O. Apparently the stress and the rate of strain do have a rather close relationship throughout the channel, but the nature of this relationship is much more complicated than suggested, e.g., by the gradient diffusion hypothesis, at least within the buffer layer. Clearly, in the core flow and in the viscous sublayer it is justified to directly relate the SGS stress to the rate of strain at the same physical locations. Here the correlation between these two quantities has a maximum at Y:=O and falls off rather rapidly for positive and negative correlation lengths. However, when passing through the wall-normal range approximately 
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Phys. Fluids, Vol. 6, No. 9, September 1994 negative r: and the creation of a new positive maximum until, within the viscous sublayer, the shape of the correlation function again takes the shape observed in the core i-few. From the curves in Fig. 14 , one might infer that the variation in the relation between stress and rate of strain, and hence in the energy transfer, is caused by some systematic effect, e.g., by coherent motions or marked spatial structures in the turbulent flow. Inspection of instantaneous fields of the fluctuating rate of strain &r3 and of -?,,5-,, strongly suggests that the relation between stress and rate of strain in the near-wall region is dominated by localized high-shear layers, connected with the well-known bursting events. To enlighten this point, we investigated instantaneous llow fields by applying a conditional averaging procedure similar to the variable-interval time-averaging (:VITA) technique of Blackwelder and Kaplan.37 The spatial counterpart of this method has been described, e.g., by Kim,38 who also investigated the wall turbulence in a plane channel, and we will confine ourselves to a brief description of the procedure here.
The variable-interval space-average f of any fhrctuating quantity f of the flow field at time t, is defined as .
1 **+L/z f(xl,-%,%,tO,L)=-L I X,--L,2 f(& x2,x3 ,to)&s (19) where L is the spatial width of the averaging window, which should approximately have the size of the spatial structure one is interested in. In our investigation the width of the averaging window was set to L '=200 wall units, corresponding to the width used by Johansson et al.3Y To measure and identify isolated and particularly strong events in f, one then can introduce a localized variance as follows: 
where f2ms denotes the usual variance of f. To obtain the final structure, one then has to average over all detected individual events. In our case the detection procedure was applied at a height of x:=12, where the correlation between -7ts and 3,s has a negative extremum. It should be noted that the detection was done for all spanwise positions separately, giving a two-dimensional result in the end. Hence, we do not pay any particular attention to the fact that the coherent structures under consideration are extended in the spanwise direction as well.
The results of the averaging procedure for 6,, and -~r3&t3 are shown in Fig. 15 . The sampling of both quantities has been performed with respect to strong events in LTr3, and the threshold k has been set to the value k=3. The averagmg result for ot3 reveals a strong and extended shear layer, which apparently reaches from the wall far up to the edge of the buffer layer at approximately x:=40. On the other hand, the corresponding sampling result for -7,sOra exhibits an isolated strong event at the same physical location, giving evidence that the characteristic attached shear layers coincide with regions of very pronounced negative, i.e., reverse, energy transfer.
However, the reverse energy transfer within the buffer layer still is not localized, even if local effects seem to play a decisive role. In Fig. 16 the result of a conditional averaging of -;i,,d,s is given, where the sampling was performed with respect to strong events in this quantity itself. The threshold value for the detection procedure was set equal to the variance of ;i,,a,, here. It is readily seen that this sampling gives a result almost identical to the one obtained from the averaging in Fig. 15 . Besides a localized and intense structure in the center, negative energy transfer rates occur throughout the buffer layer, even far away from the isolated local event. Hence, we conclude that the reverse flow of kinetic energy due to 7r3 is a global characteristic of the buffer layer, however, strongly enhanced by effects of local coherent motions.
Vi. CONCLUSIONS DNS databases of fully developed turbulent channel and pipe flow have been used in order to assess subgrid-scale effects that should be considered in large-eddy simulations. The DNS results have been filtered by means of an ideal low-pass filter function, the width of which was chosen such that marked spatial structures of the wall-turbulence, e.g., streaks, can be at least coarsely resolved. To account for the slight difference in the Reynolds number between the two simulations, all results were normalized by the friction velocity U, and the kinematic viscosity V. Comparisons have been made with respect to the SGS stress tensor 7 and, in particular, the SGS effects on the energy budget of the resolved scales. In all cases the two simulations showed an impressive agreement in the computed results, not only qualitatively but also quantitatively, confirming the similarity of these tlows, particularly within the near-wall region.
In both cases a mean reverse flow of energy from smallto large-scale turbulent motions could be observed within the buffer layer, that eddy-viscosity-type SGS models generally cannot account for. It was shown that this reverse transfer primarily arises from the SGS stresses aligned with the mean rates of strain. Inspection of instantaneous velocity fields of the channel flow simulation by means of two-point correlation functions between stress and rate of strain and a conditional averaging technique, respectively, revealed that this reverse transfer of energy is strongly enhanced by extended coherent shear layers, i.e., structures associated with the well-known bursting events.
A systematic variation of the cutoff wave number of the filter showed that the underlying particular features of the correlation between the SGS stress rr3 and the corresponding rate of strain qualitatively remain the same for a wide range of filter widths. It was also demonstrated, however, that the reverse flow of energy becomes less pronounced if the cutoff wave number is increased, eventually disappearing completely.
Several conclusions can be drawn from the results concerning LES of wall-bounded turbulent flows and the modeling of near-wall SGS effects. Clearly, a strong anisotropy of the SGS motions appears if the spatial resolution is designed, such that typical coherent motions of the wall turbulence can be resolved, at least coarsely. Current SGS models are, in general, not capable of capturing such anisotropies. A particular problem in SGS modeling of the near-wall zone is the aforementioned backward flow of energy from SGS to GS turbulent motions, which is associated with a qualitative change in the relation between stress and rate of strain. Since the use of negative diffusion coefficients is unrealistic from the physical and the numerical point of view, it is questionable whether this reverse energy transfer can be accounted for by eddy-viscosity-type SGS models at all.
Observing that channel and pipe flow exhibit a remarkable qualitative and quantitative agreement with respect to all investigated quantities, one might conclude that the present findings can be generalized to comparably simple types of turbulent flows. In particular, they should hold for simple (e.g., attached, two-dimensional) turbulent boundary layers. Currently, in almost all engineering LES calculations the wall layer is not resolved but modeled by artificial boundary conditions, taken from so-called wall functions. However, a better resolution of the near-wall region still is desirable whenever possible. On the one hand, it is aspired to eliminate, at least partially, the additional empirical input into the scheme, being inevitable if wall functions are used. On the other hand, a better description of near-wall phenomena is surely needed, if LES is to give reliable results, even in cases where processes in the vicinity of solid walls strongly influence the flow field as a whole, and where at the same time no reasonable wall function can be defined. This is presumably the case, e.g., for numerous flows including separation. The present analysis based on DNS results, however, clearly shows that coarsely resolving the wall layer in order to describe the near-wall physics more accurately may be incompatible with the application of simple conventional SGS models. Models unsuitable for the highly anisotropic near-wall region may spoil the gain in accuracy achieved by higher resolution, if they disturb the energy balance of the resolved motions.
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