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Abst rac t - - In  [1], a class of global collocation methods for the numerical solution of systems of 
nonlinear first-order ordinary differential equations was derived. 
The favorable comparison with other existing methods timulated us to study them in depth. So 
in this paper the equivalent implicit Runge-Kutta methods are derived and their stability is studied. 
Methods derived in [1] are A-stable at least at up to order 20. © 2004 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
For the numerical  solution of the IVP 
y' (x) = f (x, y (x)), x e [-1,1], 
(1) 
y (-1) = Yo 
in [1], a class of methods which produce smooth, global approximat ions to y(x) in the form of 
polynomial  functions has been derived and studied 
n 
yn (x) = yo + Z'yn, i  (x) f (~i,y,~ (w~)), 
i= l  
(2) 
where 
with 
w~ = cos n + 1' i = 1 , . . . ,n ,  
• r t  
~/,~,i (x) - n + 1 n + 1 ~--~1= ~ sin - - ,n+l  
pk (x) = Tk (x) - ( -1 )  k 
and Tk(x) is the Chebyshev polynomial  of first k ind of degree k. 
(a) 
(4) 
This work was the subject of a communication at the "Workshop on Numerical Methods for Evolutionary 
Problems"--Peschici, Foggia, September 17-21, 2001. 
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For each n E N, (2) is a collocation polynomial for (1) at nodes (3) and is a convergent method. 
Any one-step collocation method is equivalent [21 to some implicit Runge-Kutta method. In 
Section 2, we derive the particular gunge-Kutta method to which (2) is equivalent. Of course, 
collocation method (2) yields continuous approximation, so "equivalent" here means "matches 
the discrete values of the Runge-Kutta pproximation". In Section 3, we study its stability. In 
Section 4, we illustrate the algorithm and we give some numerical examples in which we compared 
method (2) for n = 3 with the three-stage Lobatto IIIA one, which is also a collocation method 
of order four. 
2. IMPL IC IT  RUNGE-KUTTA METHODS 
Let X : ti = to + ih be a uniform mesh for the sake of simplicity (step size changes are easy, 
given that (2) is a one-step method) with to = -1.  
We approximate y~(x) on each subinterval and then apply method (2). 
We obtain 
n 
yn(x)=y~+hZ~(~) f~,~ x} , 
/=1 
with 
1 xl i) = ~ [x~ (t~+l - t~) + t~+l + t~] = t~ + cth, 
1 
c~ = ~ (xt + 1), 
where xl are defined by (3) and 
where 
So we have 
Y~+I = yi + h i ' T lk I ,  
/=1 
1 1 (i)) 
~'l = ~ l  (ti+l) , alto = -~;/m x I , 
cz = ~a~.~,  and ~=l ,  
rn=l 1=1 
which is the implicit Runge-Kutta method based on the n-points formula (2). 
Using Butcher notation [3], the first four of these methods are presented in Tables 1-4. 
(5) 
Table i. 
i 1 
1 
Table 2. 
3 3 9 
i--6 i--6 
1 1 5 
16 i-6 
1 I 
2+v~ 
4 
1 
2-v'~ 
4 
Table 3. 
8-v~ l+v~ s+sv~ 
48 6 48 
4 - ~v~ I 4 + 3v~ 
24 6 24 
8-5v~ 1-v~ s+~ 
48 6 48 
1 1 1 
5+v~ 
8 
3+v~ 
8 
5-v~ 
8 
3-v~ 
8 
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Table 4. 
i0 - x/5 5(11 + v/5) 25 + llv/-5 5(2 + x/-5) 
96 192 192 96 
-35  + 9V"5 70 + 3x/5 70 + 33x/5 115 + 3v~ 
960 480 480 960 
25 - 11x /5  5(2 - vZ5) 10 + v/5  5(11 - x /5)  
192 96 96 192 
70 - 33v~ 115 - 3v~ -35  - 9v'~ 70 - 3vZ  
480 960 960 480 
15 - ~ 15 + ~ 15 + x/5 15 - 
60 60 60 60 
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It is the implicit midpoint rule. 
In [1], we proved that the method has order at least n; it can be seen that for odd n the order 
is n + 1. In fact, putting 
M (x) = H (t - xi), 
i= l  
if n = 2k + 1, we have 
_1 M (t) dt = O, (6) 
1 
and this condition is equivalent to orthogonality o polynomials of degree q -- 0, so the method 
has order [2] p = n+q÷ 1 = n+ 1. 
Equation (6) follows from the fact that M(t) = ( -1 )~M(- t ) ,  hence, if n is odd, M(t) is an 
odd function. 
3. STABIL ITY  OF  THE METHOD 
For implicit methods, the stability function R(z) is a rational function. 
Particularly, the stability function of the collocation method based on the points Cl, . . . ,  cs 
between 0 and 1 [2] is given by 
where 
In our  case, 
so that 
and 
being 
M(*) (1) + M (s-l) (1) z + . . .  + M (1) z ~ P(z) 
R(z) = M(~) (0) + M(s-l) (O) z +. . .  + M (O) z ~ - Q(z)' 
M (x) = ~.1 ~ (x - c~), M (s) (x) = dMdx s(m) 
i= l  
c i=~ cos~÷l  , i= l , . . . ,n ,  
M (1) = 2,n---- ~H (1 - xi) 
i=1 
1 
M (0) = 
i=I  
(-1)n f i  (1 + x~) = (-1) '~ M (1) 
2nn! 
i=1 
f i  n =1-10+xa. 
i=1 i=1 
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Moreover, we can easily prove that  
M (j) (1 )  = ( -1 )  '~-j M (j) (0), 
so we have 
and this implies [2] 
n (z )= P (z )  = P (z )  
Q (z) P ( - z )  
IR(iy)] <_ 1, vye  R. 
The last condition means stabil ity on the imaginary axis, called I-stability. 
The stabil ity functions for methods (5), for n = 1 , . . . ,  5, are presented in Table 5. 
(7) 
Table 5. 
R(~) 
1 + (1/2) z 
1 -- (1/2) z 
1 + (1/2) z + (3/32) z 2 
1 -- (1/2)  z + (3/32) z 2 
1 + (1/2)  z + (5/48) z 2 + (1/96) z 3 
1 - (1/2) z + (5/48) z 2 - (1/96) z 3 
1 + (1/2) z + (7/64) z 2 + (5/384) z3 + (5/6144) z 4 
1 - -  (1 /2 )  z + (7/64) z 2 - (5/384) z 3 + (5/6144) z4 
1 + (1/2) z + (9/8O) z 2 + (7/480) z a + (7/6144) z4 + (1/20480) z5 
1 - (1/2) z + (9/80) z~ - (7/480) z 3 + (7/6144) z4 -- (1/20480) zs 
For n _< 3, the methods are A-stable, as a consequence of the following theorem [2, p. 59], 
THEOREM. Suppose R(z) is a rational approximation of order p with j poles and p >_ 2 j -  3. If R 
is I-stable and the coef~cients of the denominator have alternating signs, then the corresponding 
method is A-stable. 
A method is A-stable if [R(z)] < 1 for all z having Re(z) < 0. 
Since R(z) is an analytic function of z, it follows from the maximum modulus theorem that 
the condition IP(z)/P(-z)[ < 1 for all z having Re(z) < 0 is equivalent o P( -z )  ~t 0 in this 
region and IP(z)/P(-z)[ < 1 on the boundary. 
So we conclude that  methods (5) will be A-stable if P( -z )  has all roots in C +. 
P( -z )  has coefficients which can be found explicitly as they are related to Chebyshev polyno- 
mials 
1- - ! -u  - 1). M (x) = n!22 ~ 
Given [4] 
and 
we have 
k (-1)k 
k=0 
un - 1) - u n+x 
2v~ ' 
1 2n+l -k  ( -1 )  ~-k 
M (x) = -~. k=o k - -~-~x -- . bj ( -1 )  ~- j  x j ,  
d=0 
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where 
b j=(n+l+j )  1 
n-  j / 22(n-J) " 
It results that 
j! j! (n + 1 +j)[22j  
M (J) (1) = ~.vbj = const (n - j)! (2j + 1)!' 
An alternative way to calculate the coefficients of P(-z) is to proceed like in [5]. 
We can now apply the Routh-Hurwitz algorithm [6] to prove that all roots of P(z) lie in the 
negative half plane. 
In the Routh-Hurwitz algorithm, two rows of an array {ckj} are formed first. They consist of 
alternate coefficients of this polynomial, that is, 
e0 j=M (2y)(1)= (n -2 j ) ! (4 j+ l ) [  ' j=0 , . . . ,  , 
clj = M(2J+I) (1) = (2j + l)' (n + 2j + 2)!24j+2 [~-~--~ ] 
(n -2 j -1 ) ! (4 j+3) !  ' j=0 , . . . ,  . 
The algorithm then forms further rows of cij defined by 
Ci--2'Oci_l,j+l ' I n - i -11  Ci,j = Ci--2,j+l -- j = 0, 
Ci_ l ,  0 " ' " ' 2 
and requires that all values of cio, i = 0 , . . . ,  n shall be positive. 
Tests were carried out for n = 2 , . . . ,  20 and they all satisfied the conditions c~0 > 0. 
4.  THE ALGORITHM AND NUMERICAL  EXAMPLES 
In [1], an efficient iterative algorithm was proposed in order to calculate the values y,(xk), 
k= 1 , . . . ,n .  
Here, we use a classical algorithm for implicit Runge-Kntta methods. 
input  
yo vector of initial conditions 
xo starting time 
h steplength 
n number of steps 
t+'-Xo 
s*--1 
whi le  s < n 
solve the nonlinear system by Newton iterations 
compute y~(t) 
t~t+h 
s~-s+l  
yo y (t) 
end 
Now we present some numerical results obtained using method (5) for n = 3 and the above al- 
gorithm. It will be shown that this method compares favorably with the three-stage Lobatto I I IA 
method which is also a collocation method of order four. Moreover, both methods are A-stable. 
To this aim, we used a MATLAB code, constructed modifying a code by Kayser [7]. 
We considered the following problems. 
PROBLEM 1. 
y' = - (1 - x )  3/2 y, 
y (0) = 1, 
with solution y(x) = e (2/5)[(1-x)~/2-1]. 
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PROBLEM 2. 
yl = 100 (sin x -- y),  
y (0) = 0, 
with solution y(x)  = (sinx - 0.01 cos x + 0.01e-l°°x)/1.0001. 
PROBLEM 3. 
yl = - z ,  
z I = -3y  - 2z, 
y(0) = 2, z(0) = 2, 
with solution 
y (x )  = e t -t- e -a t ,  
z (x )  = 3e  -3 t  - e t .  
As the true solutions of these problems are known, we considered the error functions e(x) = 
Figures 1-3 present their plots, in the interval [0, 1], in the case of Lobatto approximation 
(dotted line) and in the case of approximation by method (2) (solid line). In both cases, we used 
the same step ~ize (h = 0.02), the same number of steps and of function evaluations. 
From these examples, as expected, we can see that the errors obtained by method (5) are slightly 
better than the ones obtained by the three-stage Lobatto I I IA method. Similar experiments, not 
documented here, with other test functions, show more or less the same behavior. 
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Figure 1. Problem l~r ror  functions. 
10 ~ 
10-4 I': 
lo-' 
lO-+ 
10 -7 
lo-+ 
10 -+ o r 
0.1 
10-' 
I ' ' ' '  ' ' ' .  ", 
10 -5 ~ '+, 
10 -6 
Chebyshev Collocation Methods 
l I l I l i i I 
I I f r I I I i 
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Figure 2. Problem 2----error functions. 
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Figure 3. Problem 3~rror  functions. 
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