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Safety Verification of Nonlinear Autonomous
System via Occupation Measures
Ximing Chen, Shaoru Chen, Victor M. Preciado
Abstract—In this paper, we introduce a flexible notion
of safety verification for nonlinear autonomous systems by
measuring how much time the system spends in given unsafe
regions. We consider this problem in the particular case of
nonlinear systems with a polynomial dynamics and unsafe
regions described by a collection of polynomial inequalities. In
this context, we can quantify the amount of time spent in the
unsafe regions as the solution to an infinite-dimensional linear
program (LP). This LP measures the volume of the unsafe
region with respect to the occupation measure of the system
trajectories. Using Lasserre hierarchy, we approximate the so-
lution to the infinite-dimensional LP using a sequence of finite-
dimensional semidefinite programs (SDPs). The solutions to the
SDPs in this hierarchy provide monotonically converging upper
bounds on the optimal solution to the infinite-dimensional LP.
Finally, we validate the performance of our framework using
numerical simulations.
I. INTRODUCTION
Our ability to provide safety certificates about the be-
havior of complex systems is critical in many engineering
applications, such as air traffic control [1], life support
devices [2], motion planning in robotics manipulations [3],
and connected autonomous vehicles [4, 5]. Although safety
verification is a mature area with many success stories [6, 7],
the verification of nonlinear dynamical systems over noncon-
vex unsafe regions remains a challenging problem [8, 9].
In the past decades, various solutions have been proposed
to verify the safety of dynamical systems. The solution
approaches often fall into the following two categories: (i)
reachable set methods [10–12], and (ii) Lyapunov function
methods [13–16]. Essentially, reachable set methods aim to
find a set containing all possible states at a given time, for a
given set of initial conditions. Subsequently, if the reachable
set does not intersect with the pre-specified unsafe regions,
the system is considered to be safe. For example, in [10] the
reachable set is found for continuous-time linear systems,
whereas in [11] and [12] the reachable sets are computed
via approximations for nonlinear dynamical systems. In [17],
the authors applied a reachable set method to plan safe
trajectories for autonomous vehicles.
While reachable set methods can be used to obtain
quantitative guarantees for safety, the reliability of the result
largely depends on the assumptions made about the system,
as well as the form of the unsafe regions. For instance,
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calculating the volume of the intersection of two sets, such
as the reachable set and the unsafe regions, can become
computationally challenging [9], jeopardizing the practical
application of reachable set methods. An alternative ap-
proach to safety verification is based on using Lyapunov-like
functions. In [14], the authors proposed the use of barrier
certificates for safety verification of nonlinear systems. In
contrast with the reachable set method, this line of work
does not require to solve differential equations and is com-
putationally more tractable. Furthermore, it also allows to
provide safety certificates for various types of hybrid [13]
and stochastic systems [15].
Despite a tremendous amount of solutions proposed to
solve the safety verification problem, the majority of existing
methods only provide binary safety certificates. More specif-
ically, these certificates concern only whether the system is
safe rather than how safe the system is. Lacking a detailed
analysis of how unsafe a system is may result in a restricted
and conservative design space. To illustrate this point, let us
consider the operation of a solar-powered autonomous vehi-
cle. Naturally, regions without solar exposure are considered
to be unsafe, since the battery of the vehicle could be drained
after a period of time. However, it would be inefficient to
plan a path for the vehicle completely avoiding all these
shaded regions. Instead, a more suitable requirement would
be that the amount of time the vehicle spends in the shaded
regions is bounded. More generally, this framework can be
useful in those situations where the system is able to tolerate
the exposure to a deteriorating agent, such as excessive heat
or radiation, for a limited amount of time.
In this paper, we consider this alternative, more flexible
notion of safety. More precisely, we aim to compute the
time that a (nonlinear) system spends in the unsafe regions.
In particular, we focus our analysis on the case of systems
described by a polynomial dynamics and unsafe regions
described by a collection of polynomial inequalities. To
calculate the amount of time spent in the unsafe regions,
we use occupation measures to quantify how much time
the system trajectory spends in a particular set [18]. Us-
ing this alternative viewpoint of the system dynamics, the
safety quantity of interest can be calculated by finding the
volume of the unsafe region with respect to the occupation
measure [19]. The usage of occupation measures allows us
to leverage powerful numerical procedures developed in the
context of control of polynomial systems [20–22].
The contribution of this paper is threefold. First, we
formulate a flexible notion of safety allowing a trade-
off between safety and performance. Second, we provide
an exact formulation of the problem under consideration
in terms of an infinite-dimensional LP. Furthermore, we
provide a hierarchy of relaxations that can be efficiently
solved using semidefinite programming. Finally, we provide
numerical examples to demonstrate the applicability of our
method.
The rest of the paper is structured as follows. The safety
verification problem formulation is stated in Section II. In
Section III, we introduce concepts from measure theory that
are necessary for developing our framework. Based on those
notions, we show that the problem under consideration can
be stated as an infinite-dimensional linear program, and in
Section IV, we provide approximate solutions to this LP
using a sequence of semidefinite programs. The performance
of our framework is illustrated through numerical experi-
ments in Section V and we conclude the paper in Section
VI.
Notations: We use bold symbols to represent real-valued
vectors. Given n ∈ N, we use the shorthand notation [n] to
denote the set of integers {1, . . . , n}. The indicator function
of a given set S is defined by 1S(·). We use δx to denote the
Dirac measure centered on a fixed point x ∈ Rn and we use
⊗ to denote the product between two measures. The ring of
polynomials in x with real coefficients is denoted by R[x],
and R[x]r denotes the subset of polynomials of degree ≤ r.
Given x ∈ Rn and α ∈ Nn, we let xα denote the quantity
xα =
∏n
i=1 x
αi
i . Let |α| =
∑n
i=1 αi and N
n
r = {α ∈ N
n |
|α| ≤ r}.
II. PROBLEM STATEMENT
In this paper, we consider a continuous-time autonomous
dynamical system whose dynamics is captured by the fol-
lowing equation:
x˙(t) = f(t,x), t ∈ [0, T ]
x(0) = x0
(1)
where x(t) ∈ Rn is the state vector, x0 is the initial
condition, and T > 0 is the terminal time. We consider
that the states of (1) are constrained to live within the
set X ⊆ Rn for all t ∈ [0, T ]. Furthermore, we consider
that the system evolves from an initial condition x0, with
x0 ∈ X0 ⊆ X . In this paper, we are interested in the case
that the set X is semi-algebraic, as stated below.
Definition 1. A set K ⊆ Rn is said to be semi-algebraic if
there exist m polynomials, gi : R
n → R, such that
K = {x ∈ Rn | gi(x) ≥ 0, ∀i ∈ [m]}. (2)
As mentioned above, we assume that the set X can be
defined using polynomials gXi (x) ∈ R[x], as follows:
x(t) ∈ X = {x ∈ Rn | gXi (x) ≥ 0, ∀i ∈ [nX ]} (3)
for all t ∈ [0, T ].
In this paper, we consider the following problem:
Problem 1. Consider a compact and semi-algebraic set X ,
defined by (3), and Xu ⊆ X , defined by:
Xu = {x ∈ R
n | gXui (x) ≥ 0, ∀i ∈ [nXu ]}. (4)
Given the autonomous system described in (1), with x0 ∼
µ0(X0), where µ0 is a probability distribution supported on
X0, compute the expected amount of time that the system
trajectory spends in the unsafe region Xu.
Notice that this expected time can be computed as:
E
[∫ T
0
1Xu(x(t))dt
]
, (5)
where the expectation in (5) is taken with respect to the
distribution of the initial condition x0. We remark that
the above formulation is also capable of providing safety
certificate for the system when the initial state is known
exactly, i.e., µ0 = δx0 .
III. OCCUPATION MEASURE-BASED REFORMULATION
In this section, we introduce a measure-theoretic approach
to characterize the trajectories of the autonomous system
described in (1) presented in Subsection III-B. Using this
method, we show that the expectation in (5) can be computed
via an infinite-dimensional linear program – see Subsec-
tion III-C and Subsection III-D. To explain our approach,
we first introduce some notions of measure theory.
A. Notations and preliminaries
Given a topological space S, we denote by M(S) the
space of finite signed Borel measures on S, and M+(S)
its positive cone. Let C(S) and C1(S) be the space of con-
tinuous functions and continuously differentiable functions
on S, respectively. The topological dual ofM(S) and C(S)
are denoted by M(S)
∗
and C(S)
∗
.
Given a function h ∈ C(S) and a measure µ ∈ M(S),
we define the duality bracket between h and µ by
〈h, µ〉 =
∫
S
hdµ. (6)
By Riesz-Markov-Kakutani representation theorem [23],
when S is locally compact Hausdorff, the dual space of C(S)
is M(S), in which the norm of C(S) is the sup-norm of
functions and the norm ofM(S) is the total variation norm
of measures. In the rest of the paper, we consider compact
topological spaces S ⊆ Rn. As a consequence, both local
compactness and separability conditions required to form
the duality between M(S) and C(S) are satisfied. Given a
measure µ ∈M(S), the support of µ, denoted by supp(µ),
is the smallest closed set C ⊆ S such that µ(S \ C) = 0
where smallest is understood in the set-inclusion sense.
B. Occupation measures and Liouville equation
Given an initial condition x0, let x(t | x0) be the solution
to (1). Given a trajectory x(t | x0), we define the occupation
measure µ(· | x0) of x(t | x0) as
µ(A×B | x0) =
∫
[0,T ]∩A
1B(x(t | x0))dt (7)
for all A × B ⊆ [0, T ] × X . Therefore, given sets A and
B, the value µ(A×B) equals the total amount of time out
of A that the state trajectory x(t | x0) spends in the set B.
Similarly, we define the final measure µT (· | x0) as
µT (B | x0) = 1B(x(T | x0)) (8)
for B ⊆ X . Notice that the occupation measure µ(· | x0) is
supported on [0, T ]×X whereas the final measure µT (· | x0)
is supported on X .
Given a test function v ∈ C1([0, T ]× X ), we define the
operator L as:
v 7→ Lv =
∂v
∂t
+∇v · f(t,x). (9)
The adjoint operator L∗ :M([0, T ]×X )→ C1([0, T ]×X )∗
is given by
〈v,L∗ν〉 = 〈Lv, ν〉. (10)
From (9), we have that
v(T,x(T | x0)) = v(0,x0) +
∫ T
0
d
dt
v(t,x(t | x0))dt
= v(0,x0) +
∫
[0,T ]×X
Lv(t,x)dµ(t,x | x0)
= v(0,x0) + 〈Lv, µ(· | x0)〉.
(11)
Hence, we can further rewrite (11) as
〈v, δT ⊗µT (· | x0)〉 = 〈v, δ0⊗ δx0〉+ 〈Lv, µ(· | x0)〉. (12)
In the view of (10), since the above equation holds for all
v ∈ C1([0, T ]×X ), we obtain the following equality:
δT ⊗ µT (· | x0) = δ0 ⊗ δx0 + L
∗µ(· | x0). (13)
Essentially, (13) describes the evolution of the distribution
of states, given an initial distribution, under the flow of the
dynamics (1) – see [24] for a more detailed discussions.
The measures defined in (7) and (8) depend on a given
initial condition x0. In what follows, we extend these
definitions to handle the case when the system is evolving
from a set of possible initial conditions. Given an initial
distribution µ0 with supp(µ0) ⊆ X0, we define the average
occupation measure µ ∈ M([0, T ]×X ) as
µ(A×B) =
∫
X0
µ(A×B | x0)dµ0 (14)
and the average final measure µT ∈ M(X ) as
µT (B) =
∫
X0
µT (B | x0)dµ0. (15)
By integrating the left- and right-hand side of (11) with
respect to µ0, we have that
δT ⊗ µT = δ0 ⊗ µ0 + L
∗µ. (16)
Note that any family of solutions x(t) of (1) with an initial
distribution µ0 induces an occupation measure (14) and a
final measure (15) satisfying (16). Conversely, for any tuple
of measures (µ0, µ, µT ) satisfying (16), one can identify
a distribution on the admissible trajectories starting from
µ0 whose average occupation measure and average final
measure coincide with µ and µT , respectively (see Lemma 3
in [21] and Lemma 6 in [25] for more details).
C. Infinite-dimensional linear program reformulation
Hereafter, we will show that the value in (5) can be
obtained by solving a linear program on the occupation
measure and the final measure, defined in (14) and (15).
According to the definition of average occupation measure,
we have that
E
[∫ T
0
1Xu(x(t))dt
]
=
∫
X0
∫ T
0
1Xu(x(t))dtdµ0
=
∫
X0
µ([0, T ]×Xu | x0)dµ0
= µ([0, T ]×Xu).
(17)
Leveraging the above measure-theoretical formulation, the
value in (5) is equal to
µ([0, T ]×Xu). (18)
Subsequently, finding the solution to Problem 1 is equivalent
to finding the volume of the set [0, T ] × Xu, where this
volume is measured using the average occupation measure,
instead of the Lebesgue measure. Next, we show that the
value of (18) can be obtained by solving the following opti-
mization problem: Given a polynomial g : [0, T ]×X → R,
such that g(t,x) > 0, ∀(t,x) ∈ [0, T ] × Xu, consider the
following optimization problem
P : sup
∫
gdµ˜
subject to µ˜+ µ̂ = µ
δT ⊗ µT = δ0 ⊗ µ0 + L
∗µ
µ, µ̂ ∈ M+([0, T ]×X )
µ˜ ∈M+([0, T ]×Xu)
µT ∈M+(X )
(19)
where the supremum is taken over a tuple of measures
(µ˜, µ̂, µ, µT ) ∈ M+([0, T ] × Xu) × M+([0, T ] × X ) ×
M+([0, T ]× X ) ×M+(X ). The constraint µ˜ + µ̂ = µ is
equivalent to µ˜ ≤ µ, i.e., the measure µ˜ is dominated by µ.
Using duality brackets, we can write the objective in (19) as
〈g, µ˜〉. It follows that (19) is a linear program in the decision
variable (µ˜, µ̂, µ, µT ). Denote by sup P the optimal value of
P and by max P the supremum attained. When g ≡ 1, we
show below that the optimal value to the above program, if
it exists, is equal to (5).
Theorem 1. Let Xu be a compact and semi-algebraic subset
of X and B be the Borel σ-algebra of Borel subsets of
[0, T ]×X . Let µ˜∗ ∈M([0, T ]×Xu) be defined by
µ˜∗(S) = µ(S ∩ [0, T ]×Xu), ∀S ∈ B. (20)
Given a polynomial g : [0, T ] × X → R, if g(t,x) >
0, ∀(t,x) ∈ [0, T ] × Xu, then µ˜
∗ is the µ˜-component of
an optimal solution to P. Furthermore, sup P = max P =∫
gdµ˜∗. In particular, if g ≡ 1, thenmax P = µ([0, T ]×Xu).
Proof. See appendix A.
As a result of Theorem 1, the solution of P is equal to
the expected time in (5). In the next subsection, we consider
the Lagrangian dual of P.
D. Dual infinite-dimensional program
As mentioned in Section III-A, the dual space ofM(S) is
the Banach space of continuous functions on S with the sup-
norm. Let C+(S) ⊆ C(S) be the set of continuous functions
that are nonnegative on S. Using duality theory, the dual
program of (19) is equal to
D : inf
v,w
∫
v(0,x)dµ0
s.t. w(t,x) − g(t,x) ≥ 0, ∀(t,x) ∈ [0, T ]×Xu
− Lv(t,x) − w(t,x) ≥ 0, ∀(t,x) ∈ [0, T ]×X
v(T,x) ≥ 0, ∀x ∈ X
w(t,x) ≥ 0, ∀(t,x) ∈ [0, T ]×X
(21)
where the decision variables in the above program are the
continuously differentiable function v(t,x) ∈ C1([0, T ] ×
X ) and the continuous function w(t,x) ∈ C([0, T ] × X ).
The dual problem D always provides an upper bound on
the optimal value of the primal P. In the sequel, we show
that the optimal values of (19) and (21) are actually equal.
Thus, strong duality holds in this infinite-dimensional linear
program.
Theorem 2. Let p⋆ and d⋆ be the optimal values of P and
D, respectively. Then, p⋆ = d⋆, i.e., there is no duality gap
between P and D.
Proof. See appendix A.
Consequently, the value of (5) can be obtained by solv-
ing (19) or (21). However, these two optimization problems
are taking arguments from a tuple of measures or a tuple of
continuous functions; hence both programs are hard infinite-
dimensional optimization problems. In the next section, we
leverage recent results from the multi-dimensional moment
problem [26] to approximate the solution to (19). Further-
more, we show that it is possible to obtain increasingly
tighter bounds on (18) by solving a sequence of semidefinite
programs.
IV. SEMIDEFINITE AND SUM-OF-SQUARES RELAXATION
In the previous section, we have shown that (5) can be
computed by solving an infinite-dimensional linear program.
Although the optimal solutions to P or D provide exact
solutions to Problem 1, it is computationally intractable to
solve them. To address this issue, in Subsection IV-B, we
will provide a method to approximate the optimal solutions
to P and D using sequences of semidefinite programs (SDPs)
and sum-of-squares (SOS) programs, respectively. We utilize
tools developed in the context of the multi-dimensional mo-
ment problem allowing us to replace the tuple of measures
in P by sequences of moments.
The following observation plays a key role in our approx-
imation scheme. Notice that the equality constraint in (19)
is equivalent to
〈v, δT ⊗ µT 〉 = 〈v, δ0 ⊗ µ0〉+ 〈Lv, µ〉 (22)
for all v ∈ C([0, T ]× X ). Since the set of polynomials are
dense in C([0, T ]×X ) and the ring R[t,x] is closed under
addition and multiplication, (22) is equivalent to∫
X
v(T,x)dµT =
∫
X
v(0,x)dµ0 +
∫
[0,T ]×X
Lvdµ
for all v(t,x) = taxα, (a,α) ∈ N× Nn,
(23)
where a ∈ N, α = (α1, · · · , αn) ∈ N
n and xα =
xα11 x
α2
2 · · ·x
αn
n . Using the above procedure, the linear con-
straints in P hold provided that (22) holds for all monomial
functions v(t,x). A standard relaxation is then to require
that (22) holds for all monomials up to a given fixed degree
r, i.e., a+ |α| = a+
∑n
i=1 αi ≤ r.
Since v(t,x) is a monomial, the integration of v with
respect to a measure µ results in a moment of µ. Therefore,
(23) is a linear constraint on the moments of µ0, µ and µT .
In this case, instead of finding a tuple of measures satisfying
the constraints in (19), we aim to find (finite) sequences
of numbers that satisfy the constraint (23). Moreover, the
sequences of numbers are moments of measures µ˜, µ̂, µ, µT .
As required by (19), these measures must be supported on
certain specified sets. To formalize this idea, in order to
obtain an approximated solution to (5), we want to find
sequences of numbers that are moments of the tuple of
measures feasible in (19). To better explain this approach,
we first introduce necessary notions related to the multi-
dimensional moment problem characterizing the relationship
between sequences of numbers and moments of measures.
A. Multi-dimensional K-moment problem
Given an Rn-valued random variable x ∼ ν and an
integer vector α ∈ Nn, the α-moment of x is defined as
E[xα] =
∫
Rn
∏n
i=1 x
αi
i dν.Moreover, we define the order of
an α-moment to be |α|. Finally, a sequence y = {yα}α∈Nn
indexed by α is called a multi-sequence. Given a multi-
sequence y = {yα}α∈Nn , we define the linear functional
Ly : R[x] → R as
f(x) =
∑
α∈Nn
fαx
α 7→ Ly(f) =
∑
α∈Nn
fαyα. (24)
The introduction of the above functional, often known as
the Riesz functional [27], is convenient to express the
moments of random variables. More specifically, let x be an
R
n-valued random variable with corresponding probability
measure ν and let f be a polynomial in x. Then, the
expectation of f(x) is equal to∫
f(x)dν =
∫ ∑
α∈Nn
fαx
αdν =
∑
α∈Nn
fαyα = Ly(f)
where yα is the α-moment of x.
Definition 2. Let K ⊆ Rn be a closed set. Let y =
{yα}α∈Nn be an infinite real multi-sequence. A measure
ν on Rn is said to be a K-representing measure for y if
yα =
∫
Rn
xαdν for all α ∈ Nn (25)
and supp(ν) ⊆ K. If y has a K-representing measure, we
say that y is K-feasible.
Note that not all multi-sequences are K-feasible, since
there may not exist a measure supported on K whose mo-
ments match the values in the multi-sequence. A necessary
and sufficient condition for the feasibility of the K-moment
problem, restricted to the case whenK is semi-algebraic and
compact, can be stated in terms of linear matrix inequalities.
These conditions involve moment matrices and localizing
matrices, defined below.
Definition 3. [26] Let yn,2r = {yα}α∈Nn
2r
be a (finite) real
multi-sequence. The moment matrix of yn,2r, denoted by
Mr(yn,2r), is defined as the real matrix indexed by N
n
r
whose entries are
[Mr(yn,2r)]α,β = yα+β (26)
for all α,β ∈ Nnr .
To better explain how the moment matrix is con-
structed, we consider n = 2, r = 1 and y2,2 =
{y00, y01, y10, y11, y02, y20} as an example. According to
Definition 3, we have that
M1(y2,2) =
y00 y10 y01y10 y20 y11
y01 y11 y02
 .
Similarly, we define the localizing matrices as follows.
Definition 4. Consider a polynomial g(x) =
∑
γ∈Nn uγx
γ .
Given a finite multi-sequence yn,2r = {yα}α∈Nn
2r
, the
localizing matrix of yn,2r with respect to g, denoted by
Mr(g,yn,2r), is the real matrix indexed by N
n
r whose entries
are
[Mr(g,yn,2r)]α,β =
∑
γ∈Nn
uγyγ+α+β (27)
for all α,β ∈ Nnr .
Under specific assumptions on the set K, it is possible to
state necessary and sufficient conditions for K-feasibility of
y using moment and localizing matrices. Such a method is
built upon an algebraic characterization of the relationship
between polynomials and sum-of-squares (SOS) polynomi-
als.
Definition 5. (Sum-of-squares polynomial) A polynomial p :
R
n → R is a sum-of-squares polynomial if p can be written
as
p(x) =
∑
j∈J
pj(x)
2, x ∈ Rn (28)
for some finite family of polynomials {pj | j ∈ J}.
The following result utilizes the properties of sum-of-
squares polynomials to characterize when a multi-sequence
y is K-feasible in terms of moment and localizing matrices.
Theorem 3. (Putinar’s Positivstellensatz [28]) Consider an
infinite multi-sequence y = {yα}α∈Nn and a collection of
polynomials gi : R
n → R for all i ∈ [m]. Define a compact
semi-algebraic set K = {x ∈ Rn | gi(x) ≥ 0, i ∈ [m]} .
Assume that there exists a polynomial u = u0 +
∑m
j=1 uigi
where ui are SOS polynomials for all i ∈ {0} ∪ [m] such
that the set {x | u(x) ≥ 0} is compact. Then, y has a K-
representing measure if and only if
Mr(y)  0 and
Mr(gj ,y)  0, for all j ∈ [m] and r ∈ N.
(29)
In the following subsection, we will leverage this theorem
to construct approximate solutions of P and D.
B. Finite-dimensional approximations
1) SDP relaxation of P: As mentioned above, in the
relaxed version of P, we aim to optimize over sequences
of moments of a tuple of measures (µ˜, µ̂, µ, µT ). We use
(y˜, ŷ,y,yT ) to denote the moment sequences of the cor-
responding measures, respectively. On the one hand, since
µ is supported on [0, T ]× X , the elements in the moment
sequence y are of the form yα where α ∈ N × N
n. On
the other hand, since µT is supported on X , the elements
in yT are of the form yα where α ∈ N
n. Using the Riesz
functional (24) on (23), we obtain
LyT (v(T, ·))− Ly(Lv) = Ly0(v(0, ·))
for all v(t,x) = taxα and a+ |α| ≤ 2r.
(30)
Applying the Riesz functional on the first linear constraint
in P, we have that
Ly˜(w) + Lŷ(w) = Ly(w)
for all w(t,x) = taxα and a+ |α| ≤ 2r.
(31)
Both equations in (31) are linear with respect to the elements
in y, y˜, ŷ,yT ; hence, it is possible to write them compactly
into a linear equation, as follows:
Ar(y˜, ŷ,y,yT ) = br. (32)
From Theorem 3, since supp(µ) ⊆ [0, T ] × X , the
moment and localizing matrices of y with respect to gXi
are positive semidefinite for all positive integers r ∈ N. Let
dXui = ⌈
deg gXui
2
⌉ ∀i ∈ [nXu ], d
X
j = ⌈
deg gXj
2
⌉ ∀j ∈ [nX ]
where deg denotes the degree of a polynomial. Given a fixed
positive integer r ∈ N, we construct the r-th order relaxation
of P, as follows:
Pr : maximize
(y˜,ŷ,y,yT )
Ly˜(g)
subject to Ar(y˜, ŷ,y,yT ) = br
Mr(y˜)  0, Mr−1(t(T − t), y˜)  0
M
r−dXu
i
(gXui , y˜)  0, ∀i ∈ [nXu ]
Mr(ŷ)  0,Mr−1(t(T − t), ŷ)  0
Mr−dX
i
(gXi , ŷ)  0, ∀i ∈ [nX ]
Mr(y)  0, Mr−1(t(T − t),y)  0
Mr−dX
i
(gXi ,y)  0, ∀i ∈ [nX ]
Mr(yT )  0,
Mr−dX
i
(gXi ,yT )  0, ∀i ∈ [nX ].
(33)
In this program, the decision variable is the 4-tuple of finite
multi-sequences (y˜, ŷ,y,yT ). Furthermore, Pr is an SDP
and, thus, can be solved using off-the-shelf software. In
addition to relaxing the primal LP P, it is also possible to
relax the dual LP D, as shown next.
2) SOS relaxation of D: To formulate the relaxed program
of D, we begin by considering the dual of Pr. Further-
more, as shown in D, the decision variables are v(t,x) ∈
C1([0, T ] × X ) and w(t,x) ∈ C([0, T ] × X ). The relaxed
program is obtained by restricting the functions in (21) to
polynomials of degrees up to 2r, and then replacing the non-
negativity constraint with sum-of-squares constraints [29].
To formalize this argument, we first need to introduce some
notations.
Given a semi-algebraic set A = {x ∈ Rn | hi(x) ≥
0, hi ∈ R[x], ∀i ∈ [m]}, we define the r-th order quadratic
module of A as
Qr(A) =
{
q ∈R[x]r | ∃ SOS {sk}k∈[m]∪{0} ⊂ R[x]r
s.t. q = s0 +
∑
k∈[m]
hksk
}
.
(34)
Following a process similar to [30], the relaxed dual pro-
gram, denoted by Dr, can be written as follows
Dr : minimize
∫
v(0, ·)dµ0
subject to w − g ∈ Q2r([0, T ]×Xu)
− Lv − w ∈ Q2r([0, T ]×X )
v(T, ·) ∈ Q2r(X )
w ∈ Q2r([0, T ]×X ).
(35)
In this program, we optimize over the vector of polynomials
(w, v) ∈ R[t,x]2r × R[t,x]2r .
Notice that Pr and Dr provide approximate solutions to P
and D, respectively. In the next theorem, we show that there
is no duality gap between Pr and Dr and that the optimal
values of Pr and Dr converge to the optimal values of P and
D, respectively, as r increases.
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Figure 1: Trajectory x(t), where t ∈ [0, 10], of the Van der Pol system
(blue curve) with initial condition x0 = [2, 0]T (red circle). The unsafe
region Xu is depicted by the nonconvex colored set.
Theorem 4. Given a positive integer r ∈ N, let p⋆r and d
⋆
r
be the optimal values of Pr and Dr, respectively. If Xu and
X have nonempty interior, then p⋆r = d
⋆
r . Furthermore,
d∗r = p
⋆
r ↓ p
⋆ = d⋆. (36)
Proof. See appendix A.
As a result of this theorem, p⋆r is a non-increasing function
of r and it converges asymptotically to p⋆. From Theorem 1,
p⋆ is equal to the expected time the system spends in the
unsafe region, as expressed in (5).
V. NUMERICAL EXAMPLES
In this section, we provide a numerical example to illus-
trate our framework. We complete all numerical simulations
using YALMIP [31] (for sum-of-squares programs) and
MOSEK [32] (for semidefinite programs).
In particular, we evaluate our framework on the Van der
Pol oscillator – a second order nonlinear dynamical system
whose dynamics is given by
x˙1 = −x2
x˙2 = x1 + (x
2
1 − 1)x2.
(37)
Moreover, we consider the following parameter settings (see
Figure 1): (i) the final time is set to be T = 10, (ii) the initial
condition is set to be x(0) = x0 = [2, 0]
⊤, and (iii) the
unsafe region is specified by a nonconvex two-dimensional
semi-algebraic set Xu = {(x1, x2) ∈ R
2 | 52(x1− 0.25)
2−
(x2 + 0.5)
2 ≤ 1, 0 ≤ x1 ≤ 0.5,−2 ≤ x2 ≤ 1}. To ease
the numerical computations, we adopt proper scaling of the
system’s coordinates such that T and X are normalized
to be T = 1 and X = [−1, 1] × [−1, 1], respectively. In
this case, (5) cannot be computed analytically. However,
through numerical simulation, we obtain that the Van der
Pol oscillator spends (approximately) 0.9446 seconds in the
unsafe region Xu. We demonstrate our upper bounds on this
time using Dr with varying values of r in Figure 2.
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Figure 2: This figure shows the exact value (dashed line) and the
approximation (solid line) to (5) using Dr with different values of r.
The system dynamics under consideration is the Van der Pol system (37),
whereas the initial distribution is µ0 = δ[2,0]⊤ .
VI. CONCLUSION
In this paper, we have proposed a flexible safety verifica-
tion notion for nonlinear autonomous systems described via
polynomial dynamics and unsafe regions described via poly-
nomial inequalities. Instead of verifying safety by checking
whether the dynamics completely avoids the unsafe regions,
we consider the system to be safe if it spends less than a
certain amount of time in these regions. This more flexible
notion can be of relevance in, for example, solar-powered
vehicles where the vehicle should avoid spending too much
time is dark areas. More generally, this framework can be
useful in those situations where the system is able to tolerate
the exposure to a deteriorating agent, such as excessive heat
or radiation, for a limited amount of time. In this paper,
we first propose an infinite-dimensional LP over the space
of measures whose solution is equal to the (expected) time
our (nonlinear) system spends in the (possibly nonconvex)
unsafe regions. We then approximate the solution of the
LP through a monotonically converging sequence of upper
bounds by solving a hierarchy of SDPs. We have validated
our approach via a simple example involving a nonlinear
Van der Pol oscillator. As future work, we are working on
the problem of path planning using the flexible safety notion
herein proposed.
APPENDIX A
Proof of Theorem 1. First, we show that when the initial
distribution µ0 and the system dynamics (1) are given, the
Liouville equation (16) has a unique solution (µ, µT ) up to a
subset of [0, T ]×X of Lebesgue measure zero and (µ, µT )
coincide with the average occupation measure defined by
(14) and the average final measure defined by (15). Let
(µ, µT ) be a pair of measures satisfying (16). From [21,
Lemma 3], µ can be disintegrated as dµ(t,x) = dµt(x)dt
where dt is the Lebesgue measure on [0, T ]. µt(x) is a
stochastic kernel on X given t and can be interpreted
as the distribution of the states at time t following the
evolution of (1) with x0 ∼ µ0. µt(x) is uniquely defined dt-
almost everywhere. As proved in [21, Lemma 3], µt satisfies
a continuity equation which implies µ and µT coincide
with the average occupation measure and the average final
measure generated by the family of absolutely continuous
admissible trajectories of (1) starting from µ0.
Then solving P can be decomposed into two steps: first
find a feasible (µ, µT ) ∈M+([0, T ]×X )×M+(X ) to the
Liouville equation δT ⊗µT = δ0⊗µ0+L
∗µ and then solve
the following optimization problem:
Q : sup
µ˜
{
∫
gdµ˜ : µ˜ ≤ µ; µ˜ ∈ M+([0, T ]×Xu)}. (38)
Since X and Xu are compact with Xu ⊆ X , by [19,
Theorem 3.1] the restriction µ˜∗ of µ to Xu defined by (20)
is the unique optimal solution to Q and sup Q = max Q =∫
gdµ˜∗ =
∫
Xu
gdµ.
As the feasible µ in P coincides with the average occu-
pation measure in (14), µ˜∗ is also the µ˜-component of an
optimal solution to P and sup P = max P =
∫
gdµ˜∗. When
g ≡ 1, we have max P = µ([0, T ] × Xu) with µ being the
average occupation measure defined in (14).
Proof of Theorem 2. The proof follows the same lines as
that of [21, Theorem 2]. Define
C = C([0, T ]×Xu)×C([0, T ]×X )×C([0, T ]×X )×C(X )
M=M([0, T ]×Xu)×M([0, T ]×X )×M([0, T ]×X )×M(X )
and let K and K′ denote the positive cones of C and
M, respectively. By Riesz-Markov-Kakutani representation
theorem [23], K′ is the topological dual of the cone K. The
infinite dimensional linear program P can be written as:
sup 〈γ, c〉
s.t. A′γ = β, γ ∈ K′
(39)
where the supremum is taken over the vector γ =
(µ˜, µ̂, µ, µT ), the linear operator A
′ : K′ → C1([0, T ] ×
X )∗ ×M([0, T ] × X ) is defined by A′γ = (δT ⊗ µT −
L∗µ, µ − µ˜ − µ̂) and β = (δ0 ⊗ µ0, 0) ∈ C
1([0, T ] ×
X )∗ × M([0, T ] × X ). The vector of functions in the
objective is c = (g, 0, 0, 0). Define the duality bracket
between a vector of measures ν ∈ (M(S))p and a vector
of functions h ∈ (C(S))p over a topological space S by
〈h, ν〉 =
∑p
i=1
∫
S
[h]id[ν]i. Then 〈γ, c〉 =
∫
gdµ˜.
The dual to (39) can be interpreted as:
inf 〈β, z〉
s.t. Az − c ∈ K
(40)
where the infimum is over z = (v, w) ∈ C1([0, T ] × X ) ×
C([0, T ] × X ), the linear operator A : C1([0, T ] × X ) ×
C([0, T ] × X ) → C is given by Az = (w,w,−Lv −
w, v(T, ·)) and satisfies the adjoint property 〈A′γ, z〉 =
〈γ,Az〉. The linear program (40) is exactly (21).
From [33, Theorem 3.10], there is no duality gap between
(39) and (40) if the supremum of (39) is finite and the
set P = {(A′γ, 〈γ, c〉) | γ ∈ K′} is closed in the
weak* topology of K′. Since µ˜ is dominated by the average
occupation measure µ and its underlying support is compact,
the supremum of (39) is finite. To prove that P is closed,
consider a sequence γk = (µ˜
k, µ̂k, µk, µkT ) ∈ K
′ such
that A′γk → a and 〈γk, c〉 → b as k → ∞ for some
(a, b) ∈ C1([0, T ] × X )∗ ×M([0, T ] × X ) × R. Consider
the test function z1 = (T − t, 0) which gives 〈A
′γk, z1〉 =
µk([0, T ] × X ) → 〈a, z1〉 < ∞; since the measures µ
k
are non-negative, this implies {µk} is bounded. By taking
z2 = (1,−1), we have 〈A
′γk, z2〉 = µ
k
T (X ) + µ˜
k([0, T ] ×
Xu) + µ̂
k([0, T ] × X ) − µk([0, T ] × X ) → 〈a, z2〉 < ∞;
since {µk} is bounded, by similar arguments the sequences
{µ˜k}, {µ̂k} and {µkT} are bounded as well.
As a result, {γk} is bounded and we can find a ball B
in M with {γk} ⊂ B. From the weak* compactness of the
unit ball (Alaoglu’s theorem [34, Section 5.10, Theorem 1])
there is a subsequence {γki} that weak*-converges to some
γ ∈ K′. Notice that A′ is weak*-continuous because
Az ∈ C for all z ∈ C1([0, T ] × X ) × C([0, T ] × X ). So
(a, b) = limi→∞(A
′γki , 〈γki , c〉) = (A
′γ, 〈γ, c〉) ∈ P by
the continuity of A′ and P is closed.
Proof of Theorem 4. The proof of strong duality follows
from standard SDP duality theory. Let ∆µ = (µ˜, µ̂, µ, µT )
be the optimal solution to P and ∆y = (y˜, ŷ,y,yT) be
their corresponding moment sequences. Any finite truncation
of ∆y gives a feasible solution to Pr. As X and Xu have
non-empty interior, we have the truncation of ∆y is strictly
feasible for Pr. By Slater’s condition [35], there is no duality
gap between Pr and Dr, i.e., p
∗
r = d
∗
r .
The proof of convergence follows from [20, Theorem 3.6].
Since [0, T ], X and Xu are compact sets, we can as-
sume after appropriate scaling T = 1 and X × Xu ⊆
[−1, 1]nX × [−1, 1]nXu , which implies that the feasible set
of the semidefinite program Pr is compact. Let ∆
∗
r =
(y˜∗r , ŷ
∗
r ,y
∗
r ,yT
∗
r) be the optimal solution of Pr and complete
the finite vectors (y˜∗r , ŷ
∗
r ,y
∗
r ,yT
∗
r) with zeros to make them
infinite sequences. By a standard diagonal argument, there
is a subsequence {rk} and a tuple of infinite vectors ∆
∗ =
(y˜∗, ŷ∗,y∗,yT
∗) such that ∆∗rk → ∆
∗ as k → ∞, where
the convergence is interpreted as elementary-wise. Since the
infinite vector y˜∗ in∆∗ is the limit point of a subsequence of
the optimal solutions y˜∗r of Pr, y˜
∗ satisfies all the constraints
in Pr as r → ∞. Then by Putinar’s Positivstellensatz, y˜
∗
has a representing measure µ˜∗ supported on [0, T ] × Xu.
Similarly, ŷ∗,y∗ and yT
∗ have their representing measures
µ̂∗, µ∗ and µ∗T with corresponding supports, respectively.
As problem Pr is a relaxation of P, p
∗
r ≥ p
∗ for each
r. Thus we have limk→∞ sup Prk = limk→∞ Ly˜∗r
k
(g) =
Ly˜∗(g) =
∫
gdµ˜∗ ≥ p∗. On the other hand, Ar(∆
∗) =
limk→∞Ar(∆
∗
rk
) = br for each r ∈ N. Let (µ˜
∗, µ̂∗, µ∗, µ∗T )
be the tuple of representing measures of∆∗. As measures on
compact sets are determined by moments, (µ˜∗, µ̂∗, µ∗, µ∗T )
is a feasible solution to P which implies
∫
gdµ˜∗ ≤ p∗. Hence∫
gdµ˜∗ = p∗ and (µ˜∗, µ̂∗, µ∗, µ∗T ) is an optimal solution of
P. For any r we have p∗r ≥ p
∗
r+1 because as r increases, the
constraints in Pr become more restrict. As a result, p
∗
rk
↓ p∗
and furthermore p∗r ↓ p
∗. By strong duality, d∗r = p
∗
r ↓ p
∗ =
d∗.
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