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Abstract
This paper concerns with a family of elliptic systems of linear elasticity with
rapidly oscillating periodic coefficients, arising in the theory of homogenization. We
establish uniform optimal regularity estimates for solutions of Neumann problems in
a bounded Lipschitz domain with L2 boundary data. The proof relies on a boundary
Korn inequality for solutions of systems of linear elasticity and uses a large-scale
Rellich estimate obtained in [21].
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1 Introduction
This paper concerns with a family of elliptic systems of linear elasticity with rapidly
oscillating periodic coefficients, arising in the theory of homogenization. We establish
uniform optimal regularity estimates for solutions of Neumann problems in a bounded
Lipschitz domain with L2 boundary data. The proof relies on a boundary Korn inequality
for solutions of systems of linear elasticity and uses a large-scale Rellich estimate obtained
in [21].
More precisely, we consider a family of elasticity operators,
Lε = −div
(
A(x/ε)∇
)
= −
∂
∂xi
{
aαβij
(x
ε
) ∂
∂xj
}
, ε > 0, (1.1)
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where A(y) = (aαβij (y)) with 1 ≤ i, j, α, β ≤ d. Throughout this paper we will assume
that the coefficient matrix (tensor) A satisfies the elasticity condition,
aαβij (y) = a
βα
ji (y) = a
iβ
αj(y),
κ1|ξ|
2 ≤ aαβij (y)ξ
α
i ξ
β
j ≤ κ2|ξ|
2
(1.2)
for y ∈ Rd and for symmetric matrix ξ = (ξαi ) ∈ R
d×d, where κ1, κ2 > 0 (the summation
convention is used throughout the paper). We will also assume that A(y) is 1-periodic,
A(y + z) = A(y) for y ∈ Rd and z ∈ Zd, (1.3)
and is Ho¨lder continuous,
‖A‖Cσ(Rd) ≤M (1.4)
for some σ ∈ (0, 1) and M > 0.
The following is the main result of the paper.
Theorem 1.1. Assume that A satisfies conditions (1.2), (1.3) and (1.4). Let Ω be a
bounded Lipschitz domain in Rd. Then for any g ∈ L2R(∂Ω), there exists a weak solution
uε, unique up to a rigid displacement, to the Neumann problem,
Lε(uε) = 0 in Ω,
∂uε
∂νε
= g n.t. on ∂Ω,
(∇uε)
∗ ∈ L2(∂Ω),
(1.5)
and the solution uε satisfies the estimate
‖(∇uε)
∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω), (1.6)
where C depends only on d, κ1, κ2, (σ,M) and the Lipschitz character of Ω.
We introduce the notations used in Theorem 1.1 and hereafter. We use
∂uε
∂νε
= n · A(x/ε)∇uε
to denote the conormal derivative on ∂Ω of uε, associated with the operator Lε, where
n is the outward unit normal to ∂Ω. The boundary value in (1.5) is taken a.e. in the
sense of nontangential (n.t.) convergence. By (w)∗ we mean the nontangential maximal
function of w, defined by
(w)∗(z) = sup
{
|w(x)| : x ∈ Ω and |x− z| < C0δ(x)
}
(1.7)
for z ∈ ∂Ω, where δ(x) = dist(x, ∂Ω) and C0 > 1 is a large constant depending on the
Lipschitz character of Ω. Also,
R =
{
φ = Bx+ b : B ∈ Rd×d is skew-symmetric and b ∈ Rd
}
(1.8)
2
is the space of rigid displacements and
L2R(∂Ω) =
{
g ∈ L2(∂Ω;Rd) :
ˆ
∂Ω
g · φ = 0 for any φ ∈ R
}
. (1.9)
Boundary value problems in Lipschitz domains with Lp boundary data have been
studied extensively since late 1970’s. We refer the reader to the book [11] for references
in this area up to mid-1990’s and to [12, 26, 19, 20, 15, 16, 10, 6] and their references for
more recent work. For elliptic systems of linear elasticity, in the case of a homogeneous
isotropic body, where the coefficients are constants and given by
aαβij = µδijδαβ + λδiαδjβ + µδiβδjα (1.10)
with Lame´ constants λ and µ, Theorem 1.1 as well as the corresponding results for Dirich-
let problem was proved in [5] (also see [24, 7, 8, 9, 18]), by the method of layer potentials.
The general case of elliptic systems of elasticity with constant coefficients satisfying (1.2)
was treated in [25]. Our estimate (1.6) is new for variable coefficients, even in the (local)
case ε = 1.
For elliptic equations and systems with rapidly oscillating periodic coefficients, the
Dirichlet and Neumann problems with Lp boundary data were studied in [2, 1, 3, 15, 16,
14]. In particular, if Ω is Lipschitz, the uniform estimate (1.6) in Theorem 1.1 as well as
the corresponding estimates
‖(uε)
∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω), (1.11)
‖(∇uε)
∗‖L2(∂Ω) ≤ C ‖f‖W 1,2(∂Ω), (1.12)
for solutions of Dirichlet problem: Lε(uε) = 0 in Ω and uε = f on ∂Ω, was established
in [16], where it is assumed that A = (aαβij ), with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m, is 1-
periodic, symmetric, Ho¨lder continuous, and satisfies the very strong ellipticity condition
or the Legendre condition,
µ|ξ|2 ≤ aαβij (y)ξ
α
i ξ
β
j ≤
1
µ
|ξ|2 for y ∈ Rd and ξ = (ξαi ) ∈ R
m×d, (1.13)
where µ > 0. We mention that for a scalar elliptic equation (m = 1) in a Lipschitz domain,
the estimate (1.11) is due to B. Dahlberg (unpublished), while (1.12) and (1.6) were proved
in [15]. Also, if Ω is a bounded C1,α domain and 1 < p <∞, the Lp analogous of estimates
(1.11), (1.6) and (1.12) may be found in [2, 1, 14] under the ellipticity condition (1.13).
To describe the main difficulties in the study of the L2 Neumann problem (1.5) for
systems of elasticity and our approach to Theorem 1.1 as well as the structure of this
paper, we first note that it is possible to rewrite the system div(A(x/ε)∇uε) = 0 as
div(A˜(x/ε)∇uε) = 0 in such a way that the coefficient matrix A˜(y) is symmetric and
satisfies (1.13). This allows us to use the interior Lipschitz estimates in [1] and the
optimal estimates for Dirichlet problem in [16]. As a result, estimates (1.11) and (1.12)
hold for solutions of Dirichlet Problem for elliptic systems of elasticity (see Section 2).
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We remark that the same technique was used in [5] in the case of a homogeneous isotropic
body.
Although the rewriting of the system of elasticity Lε(uε) = 0 does not change Dirich-
let problem, it does change the Neumann problem as the conormal derivative ∂uε/∂νε
depends on the coefficient matrix. Nevertheless, it makes the method of layer potentials
available to Lε, since the estimates of fundamental solutions and layer potentials only
involve the interior estimates. As in the case of constant coefficients [24, 5, 8, 25], to use
the method of layer potentials for L2 Neumann problems in Lipschitz domains, the key
step is to establish the following Rellich estimate,
ˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2dσ + C
r0
ˆ
Ω
|∇uε|
2 dx, (1.14)
for suitable solutions of Lε(uε) = 0 in Ω, where r0 = diam(Ω). In fact, we will show in
Section 3 that for a given pair of (Ω, ε), the estimate (1.14) is equivalent to (1.6).
In comparison to elliptic systems with coefficients satisfying (1.13) [16], one of the
main difficulties in proving (1.14) is caused by the fact that from the elasticity condition
(1.2) one only obtains
ˆ
∂Ω
A(x/ε)∇uε · ∇uε dσ ≥ c
ˆ
∂Ω
|∇uε + (∇uε)
T )|2 dσ, (1.15)
where c > 0 and (∇uε)
T denotes the transpose of the d × d matrix ∇uε. As a result, to
control the full gradient ∇uε on ∂Ω, we would need some Korn type inequality on the
boundary. We remark that the same issue already appears at the small scale, where ε = 1
and diam(Ω) ≤ 1, even in the case of constant coefficients [5, 25]. Also, the techniques
developed in [16] for treating the large-scale estimates fail due to the lack of (uniform)
Korn inequalities on boundary layers.
Our proof of (1.14) is motivated by the work in [5, 25, 16] and involves several new
ideas. We divide the proof into five steps. Note that the first four steps treat the case of
small scales, in which the estimates are local and does not use the periodicity assumption.
Step 1. Let ε = 1 and Ω be a Lipschitz domain with r0 = diam(Ω) ≤ (1/4). We
establish the boundary Korn inequality
‖∇u‖L2(∂Ω) ≤ C ‖∇u+ (∇u)
T‖L2(∂Ω) + C r
−1/2
0 ‖∇u‖L2(Ω) (1.16)
for solutions of L1(u) = 0 in Ω, under the additional assumption:
|∇A(x)| ≤M0
[
δ(x)
]σ−1
and |∇2A(x)| ≤ M0
[
δ(x)
]σ−2
(1.17)
for any x ∈ Ω, where σ ∈ (0, 1) and M0 > 0. To do this we rewrite the system L1(u) = 0
in Ω as
µ∆uα +
∂
∂xi
(
bαβij
∂uβ
∂xj
)
= 0 in Ω,
4
where B = (bαβij ) satisfies the elasticity condition (1.2), with (different) constants depend-
ing on κ1 and κ2. We then factor the matrix B(x) so that
bαβij = q
tα
i q
tβ
j ,
where t is summed from 1 to m = d(d+ 1)/2. Using the boundary Korn inequality (1.16)
for harmonic functions [5] as well as Dahlberg’s bilinear estimate [4, 22], the problem is
reduced to the estimates of the nontangential maximal function and the square function
of
v = (vt) =
(
qtβj
∂uβ
∂xj
)
.
To complete the step we observe that v is a solution of an m× d elliptic system
L(v) = F0 + div(F1) in Ω,
with coefficients satisfying the Legendre condition (1.13). This allows us to use the esti-
mates in [16] to obtain the boundary Korn inequality (1.16). The details of the argument
is given in Section 5, while some auxiliary estimates needed for handling terms with F0
and F1 are given in Section 4.
Step 2. Establish the Rellich estimate (1.14) for ε = 1 and Lipschitz domain Ω with
diam(Ω) ≤ (1/4), under the additional assumption (1.17). The proof uses a Rellich
identity and (1.16). See Section 6.
Step 3. Let ε = 1 and Ω be a Lipschitz domain with diam(Ω) ≤ (1/4). Prove (1.14)
without the condition (1.17). This is done in Section 7, using an approximation scheme
taken from [16], with the help of layer potentials.
Step 4. Let Lε(uε) = 0 in Ω, where 0 < ε < diam(Ω) <∞. It follows from Step 3 by
some localization and rescaling techniques thatˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2dσ + C
ε
ˆ
Ωε
|∇uε|
2 dx, (1.18)
where Ωr = {x ∈ Ω : dist(x, ∂Ω) < r}.
Step 5. To control the last term in (1.18), we use the following estimate
1
r
ˆ
Ωr
|∇uε|
2 dx ≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2dσ + C
r0
ˆ
Ω
|∇uε|
2 dx, (1.19)
for any ε ≤ r < r0 = diam(Ω). The estimate (1.19), which is due to homogenization of
Lε, was proved by the second author in [21] for weak solutions of Lε(uε) = 0 in Ω under
the conditions (1.2) and (1.3), using a sharp convergence rate in H1(Ω) for a two-scale
expansion of uε. Note that no smoothness condition is needed for (1.19). We remark that
estimate (1.19) may be regarded as a large-scale Rellich estimate for two reasons. Firstly,
by combining it with the small-scale estimate (1.18), we obtain the full Rellich estimate
(1.14) and thus complete the proof of Theorem 1.1 (see Section 8). Secondly, if we are
allowed to take the limit r → 0 in (1.19), as in the case of constant coefficients, we would
recover the estimate (1.14).
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We will use C and c to denote constants that depend at most on d, κ1, κ2, (σ,M) in
(1.4), and the Lipschitz character of Ω. If a constant also depends on other parameters,
it will be pointed out explicitly. Finally, we shall use ‖g‖2 to denote the norm of g in
L2(∂Ω). The norm in L2(Ω) will be denoted by ‖u‖L2(Ω).
2 Preliminaries
Let A(y) = (aαβij (y)), where a
αβ
ij (y) satisfies the elasticity condition (1.2). Let
a˜αβij (y) = a
αβ
ij (y) + µδiαδjβ − µδiβδjα (2.1)
and
bαβij (y) = a˜
αβ
ij (y)− µδijδαβ, (2.2)
where µ = κ1/4 > 0. Note that
a˜αβij = a˜
βα
ji , b
αβ
ij = b
βα
ji = b
iβ
αj for any 1 ≤ i, j, α, β ≤ d. (2.3)
Proposition 2.1. Let a˜αβij be defined by (2.1). Then
a˜αβij ξ
α
i ξ
β
j ≥ µ|ξ|
2 for any ξ = (ξαi ) ∈ R
d×d. (2.4)
Proof. Note that by (1.2),
aαβij ξ
α
i ξ
β
j ≥
κ1
4
|ξ + ξT |2 for any ξ = (ξαi ) ∈ R
d×d, (2.5)
where ξT denotes the transpose of ξ. It follows that
bαβij ξ
α
i ξ
β
j = a
αβ
ij ξ
α
i ξ
β
j − µ|ξ|
2 + µξiiξ
j
j − µξ
j
i ξ
i
j
≥
κ1
4
|ξ + ξT |2 − µ|ξ|2 − µξji ξ
i
j
=
κ1
2
(
|ξ|2 + ξαi ξ
i
α
)
− µ|ξ|2 − µξji ξ
i
j
=
1
2
(κ1
2
− µ
)
|ξ + ξT |2.
Since µ = κ1/4, we obtain
bαβij ξ
α
i ξ
β
j ≥
κ1
8
|ξ + ξT |2 for any ξ = (ξαi ) ∈ R
d×d, (2.6)
and
a˜αβij ξ
α
i ξ
β
j = µ|ξ|
2 + bαβij ξ
α
i ξ
β
j ≥ µ|ξ|
2
for any ξ = (ξαi ) ∈ R
d.
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Proposition 2.2. Let A˜(y) = (a˜αβij (y)) and uε ∈ H
1
loc(Ω;R
d). Then
div
(
A(x/ε)∇uε
)
= F in Ω if and only if div
(
A˜(x/ε)∇uε
)
= F in Ω,
where F ∈
(
C∞0 (Ω;R
d)
)′
is a distribution.
Proof. Let u = (uα) ∈ C∞(Ω;Rd) and ϕ = (ϕα) ∈ C∞0 (Ω;R
d). It follows from integration
by parts that
ˆ
Ω
{
δiαδjβ − δiβδjα
}∂uβ
∂xj
·
∂ϕα
∂xi
=
ˆ
Ω
div(u) · div(ϕ)−
ˆ
Ω
∂uβ
∂xα
·
∂ϕα
∂xβ
= 0.
(2.7)
By a density argument (2.7) continues to hold for any u ∈ H1loc(Ω;R
d) and ϕ ∈ C∞0 (Ω;R
d).
Hence, ˆ
Ω
A(x/ε)∇uε · ∇ϕdx−
ˆ
Ω
A˜(x/ε)∇uε · ∇ϕdx = 0
for any uε ∈ H
1
loc(Ω;R
d) and ϕ ∈ C∞0 (Ω;R
d).
Proposition 2.2 reduces interior estimates for the operator Lε to those for L˜ε, where
L˜ε = −div(A˜(x/ε)∇). (2.8)
Note that by Proposition 2.1, the coefficient matrix A˜ satisfies the very strong ellipticity
condition (1.13). It follows directly from [1] that if Lε(uε) = 0 in B(x0, r), then
|∇uε(x0)| ≤ C
(
−
ˆ
B(x0,r)
|∇uε|
2
)1/2
, (2.9)
where C depends only on κ1, κ2, and (σ,M). Proposition 2.2 also shows that Dirichlet
problem for Lε is the same as that for L˜ε. Since A˜ is very strongly elliptic, symmetric, and
Ho¨lder continuous, the results in [16] for Dirichlet problems gives the following theorem.
Theorem 2.3. Suppose that A satisfies conditions (1.2), (1.3) and (1.4). Let Ω be a
bounded Lipschitz domain in Rd. Then for any f ∈ L2(∂Ω;Rd), there exists a unique
solution uε to Dirichlet problem,
Lε(uε) = 0 in Ω,
uε = f n.t. on ∂Ω,
(uε)
∗ ∈ L2(∂Ω),
(2.10)
and uε satisfies the estimate (1.11). Furthermore, if f ∈ W
1,2(∂Ω;Rd), then the solution
satisfies (1.12). The constants C in (1.11) and (1.12) depend only on κ1, κ2, (σ,M), and
the Lipschitz character of Ω.
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We end this section with a Rellich estimate for Lε in Ω− = R
d \Ω. We will use ∇tanu
to denote the tangential gradient of u on ∂Ω.
Theorem 2.4. Assume that A and Ω satisfy the same conditions as in Theorem 2.3.
Suppose that Lε(uε) = 0 in Ω−, (∇uε)
∗ ∈ L2(∂Ω), and ∇uε exists n.t. on ∂Ω. Then
ˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
|∇tanuε|
2 dσ +
C
r0
ˆ
Ω−
|∇uε|
2 dx, (2.11)
where r0 = diam(Ω) and C depends only on κ1, κ2, (σ,M), and the Lipschitz character
of Ω.
Proof. Fix z ∈ ∂Ω. Since L˜ε(uε) = 0 in B(z, r0) ∩ Ω−, it follows from [16] that
ˆ
B(z,cr0)∩∂Ω
|∇uε|
2 dσ ≤ C
ˆ
B(z,2cr0)∩∂Ω
|∇tanuε|
2 dσ +
C
r0
ˆ
B(z,2cr0)∩Ω−
|∇uε|
2 dx.
Estimate (2.11) follows from this by covering ∂Ω with a finite number of balls {B(zj , cr0)}
centered on ∂Ω.
3 Method of layer potentials
In [16] the L2 Dirichlet and Neumann problems in Lipschitz domains for elliptic systems
with rapidly oscillating periodic coefficients satisfying (1.13) are solved by the method of
layer potentials. To solve the L2 Neumann problem for the elasticity operator Lε, we will
also use the method of layer potentials. Let Γε(x, y) = (Γ
αβ
ε (x, y)) denote the d×d matrix
of fundamental solutions for Lε (and L˜ε). It follows from the interior Lipschitz estimate
(2.9) that
|Γε(x, y)| ≤ C |x− y|
2−d,
|∇xΓ(x, y)|+ |∇yΓε(x, y)| ≤ C |x− y|
1−d,
|∇x∇yΓε(x, y)| ≤ C |x− y|
−d,
(3.1)
for any x, y ∈ Rd and x 6= y (some modifications are needed for the first estimate in the
case d = 2) . Let uε = Sε(f), where f ∈ L
2(∂Ω;Rd) and
Sε(f)(x) =
ˆ
∂Ω
Γε(x, y)f(y) dσ(y) (3.2)
denotes the single layer potential with density f . Then Lε(uε) = 0 in R
d \ ∂Ω and
|uε(x)| = O(|x|
2−d), |∇uε(x)| = O(|x|
1−d) as |x| → ∞.
We will use (∇uε)± to denote the nontangential limits of ∇uε taken from Ω± respec-
tively, where Ω+ = Ω and Ω− = R
d \ Ω.
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Theorem 3.1. Suppose that A satisfies (1.2), (1.3) and (1.4). Let Ω be a bounded
Lipschitz domain in Rd. Let uε = Sε(f), where f ∈ L
2(∂Ω;Rd). Then
‖(∇uε)
∗‖2 ≤ C ‖f‖2, (3.3)
where C depends only on κ1, κ2, (σ,M), and the Lipschitz character of Ω. Also, (∇uε)±
exists n.t. on ∂Ω,
(∇tanuε)+ = (∇tanuε)− n.t. on ∂Ω, (3.4)
and (
∂uε
∂νε
)
±
=
(
±
1
2
I +Kε
)
f n.t. on ∂Ω, (3.5)
where Kε is a bounded linear operator on L
2(∂Ω;Rd).
Proof. Estimates (3.3) and (3.4) follow directly from [16, Section 4], as Lε and L˜ε share
the same fundamental solutions in Rd. To see (3.5), one uses [16, Theorem 4.4] and also
the fact that
aαβij (y)ηiηj = a˜
αβ
ij (y)ηiηj
for any η = (ηi) ∈ R
d.
Note that A(x/ε)∇v = 0 in Rd for any v ∈ R. Thus, if uε = Sε(f) and v ∈ R, thenˆ
∂Ω
∂uε
∂νε
· v dσ =
ˆ
Ω
A(x/ε)∇uε · ∇v dx = 0.
It follows from this and (3.3) that the operator
(1/2)I +Kε : L
2
R(∂Ω)→ L
2
R(∂Ω) is bounded uniformly in ε > 0. (3.6)
One of the main goals of this paper is to prove the following theorem, which will allow us
to solve the L2 Neumann problem (1.5) for Lε with optimal estimates.
Theorem 3.2. Suppose that A satisfies (1.2), (1.3) and (1.4). Let Ω be a bounded
Lipschitz domain in Rd. Then (1/2)I +Kε : L
2
R(∂Ω)→ L
2
R(∂Ω) is invertible and
‖f‖2 ≤ C ‖
(
(1/2)I +Kε
)
f‖2 for any f ∈ L
2
R(∂Ω), (3.7)
where C depends only on κ1, κ2, (σ,M), and the Lipschitz character of Ω.
We now give the proof of Theorem 1.1, assuming Theorem 3.2.
Theorem 3.2 =⇒ Theorem 1.1. The uniqueness follows directly from Green’s iden-
tity, ˆ
Ω
A(x/ε)∇uε · ∇uε dx =
ˆ
∂Ω
uε ·
∂uε
∂νε
dσ. (3.8)
To show the existence as well as the estimate (1.6), for any g ∈ L2R(∂Ω), we choose
f ∈ L2R(∂Ω) such that g = ((1/2)I +Kε)f on ∂Ω. Let uε = Sε(f). Then uε is a solution
to (1.5) and
‖(∇uε)
∗‖2 ≤ C ‖f‖2 ≤ C ‖g‖2,
where the last inequality follows from Theorem 3.2.
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Remark 3.3. Let A be a matrix satisfying (1.2), (1.3) and (1.4). Let Ω be a bounded
Lipschitz domain in Rd. Suppose that the conclusions of Theorem 1.1 hold for A and Ω.
Let uε be a weak solution of Lε(uε) = 0 in Ω such that (∇uε)
∗ ∈ L2(∂Ω) and ∇uε exists
n.t. on ∂Ω. Let vε be the weak solution of Lε(vε) = 0 in Ω, given by Theorem 1.1, with
Neumann data ∂vε/∂νε = ∂uε/∂νε on ∂Ω. Then
‖(∇vε)
∗‖2 ≤ C
∥∥∥∂uε
∂νε
∥∥∥
2
. (3.9)
Since uε − vε = φ ∈ R in Ω and ∇φ is constant, it follows that
ˆ
∂Ω
|∇uε|
2 dσ ≤ 2
ˆ
∂Ω
|∇vε|
2 dσ + 2
ˆ
∂Ω
|∇φ|2 dσ
≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2 dσ + C
rd+10
∣∣∣ˆ
Ω
∇φ dx
∣∣∣2
≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2 dσ + C
rd+10
∣∣∣ˆ
Ω
∇vε dx
∣∣∣2 + C
rd+10
∣∣∣ ˆ
Ω
∇uε dx
∣∣∣2,
(3.10)
where r0 = diam(Ω). This, together with (3.9), gives
ˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
∣∣∣∣∂uε∂νε
∣∣∣∣2 dσ + Crd+10
∣∣∣ ˆ
Ω
∇uε dx
∣∣∣2. (3.11)
In particular, for a given triple (ε, A,Ω), the invertibility of (1/2)I + Kε on L
2
R(∂Ω) and
estimate (3.7) imply the Rellich estimate (3.11).
Next we will show that the Rellich estimate (3.11) implies (3.7). To do this we need
some estimates for volume integrals.
Lemma 3.4. Let uε be a weak solution of Lε(uε) = 0 in Ω. Suppose that (∇uε)
∗ ∈ L2(∂Ω)
and ∇uε exists n.t. on ∂Ω. Then
‖∇uε + (∇uε)
T‖L2(Ω) ≤ C r
1/2
0
∥∥∥∂uε
∂νε
∥∥∥
2
, (3.12)
where r0 = diam(Ω) and Ω depends only on κ1, κ2, and the Lipschitz character of Ω.
Proof. By rescaling we may assume that r0 = 1. It follows by Green’s identity that
ˆ
Ω
A(x/ε)∇uε · ∇uε dx =
ˆ
∂Ω
(uε − v) ·
∂uε
∂νε
dσ, (3.13)
for any v ∈ R. Hence, by (2.5) and the Cauchy inequality,
κ1
4
ˆ
Ω
|∇uε + (∇uε)
T |2 dx ≤ ‖uε − v‖2
∥∥∥∂uε
∂νε
∥∥∥
2
. (3.14)
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Using the well known trace inequality,ˆ
∂Ω
|u|2 dσ ≤ C
ˆ
Ω
|∇u|2 dx+ C
ˆ
Ω
|u|2 dx (3.15)
for u ∈ H1(Ω), and the second Korn inequality [17],ˆ
Ω
|∇u|2 dx+
ˆ
Ω
|u|2 dx ≤ C
ˆ
Ω
|∇u+ (∇u)T |2 dx, (3.16)
which holds for any u ∈ H1(Ω;Rd) such that u ⊥ R in L2(Ω;Rd), we see that
‖uε − v‖2 ≤ C ‖∇uε + (∇uε)
T‖L2(Ω), (3.17)
if v ∈ R is chosen so that uε − v ⊥ R in L
2(Ω;Rd). This, together with (3.14), gives
(3.12).
Lemma 3.5. Let uε = Sε(f), where f ∈ L
2
R(∂Ω). Thenˆ
Ω+
|∇uε|
2 dx+
ˆ
Ω−
|∇uε|
2 dx ≤ C r0‖f‖2
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
, (3.18)
where r0 = diam(Ω) and C depends only on κ1, κ2, and the Lipschitz character of Ω.
Proof. By rescaling we may assume that r0 = 1. Let ∂uε/∂ν˜ε denote the conormal
derivative on ∂Ω of uε with respect to the operator L˜ε, given by (2.8). Since L˜ε(uε) = 0
in Rd \ ∂Ω, it follows from integration by parts thatˆ
Ω±
A˜(x/ε)∇uε · ∇uε dx = ±
ˆ
∂Ω
uε
(
∂uε
∂ν˜ε
)
±
dσ. (3.19)
This, together with the jump relation
f =
(
∂uε
∂ν˜ε
)
+
−
(
∂uε
∂ν˜ε
)
−
on ∂Ω, (3.20)
gives ˆ
Ω+
A˜(x/ε)∇uε · ∇uε dx+
ˆ
Ω−
A˜(x/ε)∇uε · ∇uε dx =
ˆ
∂Ω
uε · f dσ. (3.21)
Hence, by the very strong ellipticity of A˜,ˆ
Ω+
|∇uε|
2 dx+
ˆ
Ω−
|∇uε|
2 dx ≤ C
∣∣∣ ˆ
∂Ω
uε · f dσ
∣∣∣
≤ C ‖uε − v‖2‖f‖2,
(3.22)
for any v ∈ R, where we have used the fact f ∈ L2R(∂Ω). As in the proof of the last
proposition, we may choose v ∈ R so that
‖uε − v‖2 ≤ C ‖∇uε + (∇uε)
T‖L2(Ω) ≤ C
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
,
where we have used (3.12) for the last step. This, together with (3.22), yields (3.18).
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Remark 3.6. Let A be a matrix satisfying (1.2), (1.3) and (1.4). Let Ω be a bounded
Lipschitz domain in Rd. Suppose that for any weak solution uε of Lε(uε) = 0 in Ω with
the properties that (∇uε)
∗ ∈ L2(∂Ω) and ∇uε exists n.t. on ∂Ω, the Rellich estimate
(3.11) holds. We claim that this implies the estimate (3.7) for the operator (1/2)I + Kε.
Indeed, let uε = Sε(f) for some f ∈ L
2
R(∂Ω). It follows from (2.11) and (3.11) as well as
the jump relation
f =
(
∂uε
∂νε
)
+
−
(
∂uε
∂νε
)
−
on ∂Ω, (3.23)
that
‖f‖2 ≤
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
+
∥∥∥(∂uε
∂νε
)
−
∥∥∥
2
≤
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
+ C‖∇tanuε‖2 + Cr
−1/2
0 ‖∇uε‖L2(Ω−)
≤ C
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
+ C r
−1/2
0 ‖∇uε‖L2(Ω−) + C r
−1/2
0 ‖∇uε‖L2(Ω+),
where we also used the fact (∇tanuε)+ = (∇tanuε)− on ∂Ω. This, together with Lemma
3.5, gives
‖f‖2 ≤ C
∥∥∥(∂uε
∂νε
)
+
∥∥∥
2
+ C ‖f‖
1/2
2
∥∥∥(∂uε
∂νε
)
+
∥∥∥1/2
2
,
which, by the Cauchy inequality with an ε > 0, leads to the estimate (3.7).
The remark above reduces Theorem 3.2 to the following.
Theorem 3.7. Assume that A satisfies the conditions (1.2), (1.3) and (1.4). Let Ω be a
bounded Lipschitz domain in Rd. Let uε be a weak solution of Lε(uε) = 0 in Ω with the
properties that (∇uε)
∗ ∈ L2(∂Ω) and ∇uε exists n.t. on ∂Ω. Then
ˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
∣∣∣∂uε
∂νε
∣∣∣2dσ + C
r0
ˆ
Ω
|∇uε|
2 dx, (3.24)
where r0 = diam(Ω) and C depends only on κ1, κ2, (σ,M) and the Lipschitz character of
Ω.
Theorem 3.7 =⇒ Theorem 3.2. It follows from Remark 3.6 that the Rellich estimate
(3.24) implies the inequality (3.7). To show (1/2)I+Kε is invertible on L
2
R(∂Ω), we apply
a continuity argument by considering the matrix
At(y) = tA(y) + (1− t)A0,
where t ∈ [0, 1] and A0 is a constant matrix with entries δijδαβ + δiαδjβ + δiβδjα. Let
Ltε = −div(A
t(x/ε)∇) and (1/2)I + Ktε be the corresponding operator, associated with
Ltε. Note that A
t satisfies conditions (1.2), (1.3) and (1.4) with constants depending only
on κ1, κ2, (σ,M). It follows from Theorem 3.7 that the estimate (3.24) holds for solutions
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of Ltε(uε) = 0 in Ω, with constant C depending only on κ1, κ2, (σ,M) and the Lipschitz
character of Ω. Consequently, by Remark 3.6, we obtain
‖f‖2 ≤ C‖
(
(1/2)I +Ktε
)
f‖2 for any f ∈ L
2
R(∂Ω), (3.25)
where C depends only on κ1, κ2, (σ,M) and the Lipschitz character of Ω. Observe that
‖Ktε −K
s
ε‖L2(∂Ω)→L2(∂Ω) → 0 as t→ s
[16]. Since (1/2)I + Ktε is invertible on L
2
R(∂Ω) for t = 0 [5], it follows from (3.25) that
(1/2)I + Ktε is invertible on L
2
R(∂Ω) for any t ∈ [0, 1]. In particular, the case t = 1 gives
Theorem 3.2.
Note that by Remark 3.3, Theorem 1.1 =⇒ Theorem 3.7. Thus we have proved that
for each ε > 0 and each Lipschitz domain Ω,
Theorem 1.1⇐⇒ Theorem 3.2⇐⇒ Theorem 3.7
The rest of this paper is devoted to the proof of Theorem 3.7.
4 Nontangential maximal function and square func-
tion estimates
In this section we establish some nontangential maximal function and square function
estimates for weak solutions of Dirichlet problem{
−div(A(x)∇u) = F0 + div(F1) in Ω,
u = 0 on ∂Ω,
(4.1)
where Ω is a bounded Lipschitz domain in Rd. These auxiliary estimates will be used in
the next section to prove the boundary Korn inequality. Throughout the section we will
assume that A = (aαβij (x)) with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m satisfies the ellipticity
condition (1.13) and the Ho¨lder continuity condition (1.4). We also need the symmetry
condition A∗ = A, i.e., aαβij = a
βα
ji . The estimates we will prove are local. Thus, without
loss of generality, we further assume that Ω ⊂ B(0, 1/4), diam(Ω) ≈ 1, and A is 1-periodic.
Lemma 4.1. Let u be a weak solution of (4.1) with F0 = 0. Then for any 0 ≤ σ1 < σ2 ≤ 1,ˆ
Ω
|∇u|2
[
δ(x)
]σ2
dx ≤ C
ˆ
Ω
|F1|
2
[
δ(x)
]σ1
dx, (4.2)
where δ(x) = dist(x, ∂Ω) and C depends only on µ, σ1, σ2, (σ,M) in (1.4) and the
Lipschitz character of Ω.
Proof. This was proved in [22, pp.373-374] under the assumption that A satisfies (1.13),
(1.4), and A∗ = A.
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Lemma 4.2. Let u be a weak solution of (4.1) with F1 = 0. Then for any 0 ≤ σ1 < σ2 ≤ 1,ˆ
Ω
|∇u|2
[
δ(x)
]σ2 dx ≤ C ˆ
Ω
|F0|
2
[
δ(x)
]σ1+2 dx, (4.3)
where C depends only on µ, σ1, σ2, (σ,M) in (1.4) and the Lipschitz character of Ω.
Proof. Let 0 ≤ σ1 < σ2 ≤ 1. Suppose that −div(A∇v) = div(F ) in Ω and v = 0 on ∂Ω.
It follows from Lemma 4.1 by duality that
ˆ
Ω
|∇v(x)|2
dx[
δ(x)
]σ1 ≤ C ˆ
Ω
|F (x)|2
dx[
δ(x)
]σ2 . (4.4)
This, together with Hardy’s inequality (see e.g. [23]),
ˆ
Ω
|u(x)|2
dx[
δ(x)
]α ≤ Cα ˆ
Ω
|∇u(x)|2
dx[
δ(x)
]α−2 , (4.5)
which holds for α > 1 and u ∈ H10 (Ω), givesˆ
Ω
|v(x)|2
dx[
δ(x)
]σ1+2 ≤ C ˆ
Ω
|F (x)|2
dx[
δ(x)
]σ2 . (4.6)
The estimate (4.3) follows from (4.6) by a duality argument.
By combining Lemmas 4.1 and 4.2 we obtain the following.
Theorem 4.3. Assume that A satisfies (1.13), (1.4), and A∗ = A. Let Ω be a bounded
Lipschitz domain with diam(Ω) ≈ 1. Let u be a weak solution of (4.1). Then
ˆ
Ω
|∇u|2
[
δ(x)
]σ2 dx ≤ C ˆ
Ω
|F0|
2
[
δ(x)
]σ1+2 dx+ C ˆ
Ω
|F1|
2
[
δ(x)
]σ1 dx (4.7)
for any 0 ≤ σ1 < σ2 ≤ 1, where C depends only on µ, σ1, σ2, (σ,M) in (1.4) and the
Lipschitz character of Ω.
If σ2 = 1, estimate (4.7) is a square function estimate. Note that by dilation (4.7)
continues to hold for any Lipschitz domain in Rd, with constant C depending also on
diam(Ω).
The rest of this section is devoted to the estimate of the nontangential maximal func-
tion of u.
Lemma 4.4. Let u be a weak solution of (4.1). Then
|u(x)| ≤ C −
ˆ
B(x,r)
|u|+ C
ˆ
B(x,r)
|F1(y)| dy
|x− y|d−1
+ C
ˆ
B(x,r)
|F0(y)| dy
|x− y|d−2
(4.8)
for any x ∈ Ω, where r = δ(x)/4.
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Proof. This is a standard interior estimate and may be proved by using the fundamental
solution Γ(x, y) for the operator −div(A∇) in Rd. Indeed, since we may assume A is
1-periodic, we have |Γ(x, y)| ≤ C|x− y|2−d and |∇yΓ(x, y)| ≤ C|x− y|
1−d [3]. Fix x0 ∈ Ω
and let
v(x) = −
ˆ
B(x0,r0)
∇yΓ(x, y)F1(y) dy +
ˆ
B(x0,r0)
Γ(x, y)F0(y) dy,
where r0 = δ(x0)/4. Then div(A∇(u − v)) = 0 in B(x0, r0). Hence, by the interior L
∞
estimate,
|u(x0)− v(x0)| ≤ C −
ˆ
B(x0,r0)
|u− v|,
from which the estimate (4.8) follows easily.
We introduce a modified nontangential maximal function. For z ∈ ∂Ω, define
N(w)(z) = sup
x∈γ(z)
−
ˆ
B(x,δ(x)/4)
|w|, (4.9)
where w is a function defined on Ω and and γ(z) = {x ∈ Ω : |x− z| < C0δ(x)}.
Lemma 4.5. Let N(w) be defined by (4.9) and 0 < α < 1. Then for any w ∈ H10 (Ω),ˆ
∂Ω
|N(w)|2 dσ ≤ C
ˆ
Ω
|∇w(x)|2
[
δ(x)
]α
dx, (4.10)
where C depends only on α and the Lipschitz character of Ω.
Proof. Let z ∈ ∂Ω and x ∈ γ(z). Note that, if δ(x) is sufficiently small,
−
ˆ
B(x,δ(x)/4)
|w| dy ≤ C −
ˆ
B(z,Cδ(x))∩Ω
|w| dy ≤ C −
ˆ
B(z,Cδ(x))∩∂Ω
|Mr(w)| dσ,
where Mr(w) denotes the radial maximal function of w (see e.g. [13] for its definition).
It follows that
N(w)(z) ≤ CM∂Ω
(
Mr(w)
)
(z) + C
ˆ
Ω
|w|,
for any z ∈ ∂Ω, where M∂Ω denotes the Hardy-Littlewood maximal function operator on
∂Ω. Hence, by the L2 boundedness of M∂Ω,
ˆ
∂Ω
|N(w)|2 dσ ≤ C
ˆ
∂Ω
|Mr(w)|
2 dσ + C
ˆ
Ω
|w|2 dx
≤ C
ˆ
Ω
|∇w(x)|2
[
δ(x)
]α
dx+ C
ˆ
Ω
|w|2 dx,
where the last inequality was proved in [13]. This, together with Hardy’s inequality (4.5),
gives (4.10).
15
To handle the last two terms in the r.h.s. of (4.8), we introduce another nontangential
maximal function
M(w)(z) = sup
{
|w(x)| : x ∈ γ˜(z)
}
, (4.11)
where z ∈ ∂Ω and
γ˜(z) =
{
x ∈ Ω : |x− z| < 10C0δ(x)
}
⊃ γ(z) =
{
x ∈ Ω : |x− z| < C0δ(x)
}
.
Observe that if x ∈ γ(z) and y ∈ B(x, δ(x)/4), then y ∈ γ˜(z).
Theorem 4.6. Assume that A satisfies (1.13), (1.4), and A∗ = A. Let Ω be a bounded
Lipschitz domain with diam(Ω) ≈ 1. Let u be a weak solution of (4.1) and 0 < α, σ1 < 1.
Then for any 0 < t < 1,
ˆ
∂Ω
|(u)∗|2 dσ ≤ Ct2α
ˆ
∂Ω
|M(F1δ
1−α)|2 dσ + Ct2α
ˆ
∂Ω
|M(F0δ
2−α)|2 dσ
+ Ct
ˆ
Ω
|F0|
2
[
δ(x)
]σ1+2
dx+ Ct
ˆ
Ω
|F1|
2
[
δ(x)
]σ1
dx,
(4.12)
where δ = δ(x) and C depends only on µ, σ1, α, (σ,M) and the Lipschitz character of Ω.
The constant Ct also depends on t.
Proof. Fix t ∈ (0, 1). Let z ∈ ∂Ω and x ∈ γ(z). Note that if r = δ(x)
4
≤ t, then
ˆ
B(x,r)
|F1(y)| dy
|x− y|d−1
≤ CrαM(F1δ
1−α)(z) ≤ CtαM(F1δ
1−α)(z).
If r ≥ t, we have
ˆ
B(x,r)
|F1(y)| dy
|x− y|d−1
=
ˆ
B(x,t)
|F1(y)| dy
|x− y|d−1
+
ˆ
B(x,r)\B(x,t)
|F1(y)| dy
|x− y|d−1
≤ CtαM(F1δ
1−α)(z) + Ct
ˆ
{y∈Ω: δ(y)≥ct}
|F1|.
Similarly, we may show that
ˆ
B(x,r)
|F0(y)| dy
|x− y|d−2
≤ CtαM(F0δ
2−α)(z) + Ct
ˆ
{y∈Ω: δ(y)≥ct}
|F0|.
In view of Lemma 4.4 we obtain
(u)∗ ≤ CN(u) + Ctα
{
M(F0δ
2−α) +M(F1δ
1−α)
}
+ Ct
ˆ
{y∈Ω: δ(y)≥ct}
(|F0|+ |F1|).
This, together with Lemma 4.5 and Theorem 4.3, gives (4.12).
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5 Boundary Korn inequality
Throughout this section we assume that A satisfies (1.2) and (1.4). Let Ω be a bounded
Lipschitz domain such that Ω ⊂ B(0, 1/4). We further assume that there exists M0 > 0
such that
|∇A(x)| ≤ M0
[
δ(x)
]σ−1
and |∇2A(x)| ≤M0
[
δ(x)
]σ−2
, (5.1)
for any x ∈ B(0, 1/2). The goal of this section is to prove the following.
Theorem 5.1. Assume that A and Ω satisfy the conditions stated above. Let u be a weak
solution of L1(u) = 0 in Ω with the properties that (∇u)
∗ ∈ L2(∂Ω) and ∇u exists n.t.
on ∂Ω. Then
‖∇u‖2 ≤ C ‖∇u+ (∇u)
T‖2 + C r
−1/2
0 ‖∇u‖L2(Ω), (5.2)
where r0 = diam(Ω) and C depends only on κ1, κ2, (σ,M), M0, and the Lipschitz char-
acter of Ω.
Since Ω ⊂ B(0, 1/4), by using a periodic extension of A, we may assume that A is 1-
periodic in Rd. Also, by approximating Ω with a sequence of smooth domains from inside
with uniform Lipschitz character [24], we may assume that A ∈ C2(Ω) and u ∈ C3(Ω).
The assumptions that (∇u)∗ ∈ L2(∂Ω) and ∇u exists n.t. on ∂Ω allow us to prove (5.2)
by a limiting argument.
We begin with a boundary Korn inequality for harmonic functions.
Lemma 5.2. Let u = (u1, u2, . . . , ud) be a solution of ∆u = 0 in Ω. Suppose that
(∇u)∗ ∈ L2(∂Ω). Then the inequality (5.2) holds with a constant C depending only on
the Lipschitz character of Ω.
Proof. This was proved in [5, p.804-805]. Note that for harmonic function u, the condition
(∇u)∗ ∈ L2(∂Ω) implies ∇u exists n.t. on ∂Ω.
To utilize Lemma 5.2, we observe that by Proposition 2.2, L1(u) = 0 in Ω implies
div(A˜(x)∇u) = 0 in Ω. It follows that
µ∆uα +
∂
∂xi
{
bαβij (x)
∂uβ
∂xj
}
= 0 in Ω, (5.3)
where bαβij is given by (2.2). Let
Γ(f)(x) =
ˆ
Ω
Γ(x− y)f(y) dy, (5.4)
where Γ(x) denotes the fundamental solution for ∆ in Rd, with pole at the origin. Then
∆
{
Γ(f)
}
= f in Ω.
This allows us to rewrite (5.3) as
∆
{
µuα +
∂
∂xi
Γ
(
bαβij
∂uβ
∂xj
)}
= 0 in Ω. (5.5)
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Lemma 5.3. Let u ∈ C3(Ω;Rd) be a solution of L1(u) = 0 in Ω. Then
‖∇u‖2 ≤ C ‖∇u+ (∇u)
T‖2 + C ‖∇
2Γ(B∇u)‖2 + Cr
−1/2
0 ‖∇u‖L2(Ω), (5.6)
where B = (bαβij ).
Proof. This follows directly from Lemma 5.2 and (5.5). We only need to observe that
‖∇2Γ(B∇u)‖L2(Ω) ≤ C ‖∇u‖L2(Ω),
which is a standard singular integral estimate.
The estimate of the second term in the r.h.s. of (5.6) is much involved. We start with
the following.
Lemma 5.4. Let Ω be a bounded Lipschitz domain and w ∈ C1(Ω). Then
‖∇2Γ(w)‖2 ≤ C
{
‖(w)∗‖2 +
(ˆ
Ω
|∇w(x)|2δ(x) dx
)1/2}
, (5.7)
where C depends only on the Lipschitz character of Ω.
Proof. Let g ∈ L2(∂Ω). It follows by Fubini’s Theorem that
ˆ
∂Ω
∇2yΓ(w) · g(y) dy =
ˆ
Ω
w(x) ·
{ˆ
∂Ω
∇2yΓ(y − x)g(y)dy
}
dx
= −
ˆ
Ω
w(x) ·
{
∇x
ˆ
∂Ω
∇yΓ(y − x)g(y) dy
}
dx.
Since the function
v(x) =
ˆ
∂Ω
∇yΓ(y − x)g(y) dy
is harmonic in Ω, it follows from Dahlberg’s bilinear estimate [4] that
∣∣∣ ˆ
∂Ω
∇2yΓ(w) · g(y) dy
∣∣∣ ≤ C ‖(v)∗‖2
{
‖(w)∗‖2 +
(ˆ
Ω
|∇w(x)|2δ(x) dx
)1/2}
≤ C ‖g‖2
{
‖(w)∗‖2 +
(ˆ
Ω
|∇w(x)|2δ(x) dx
)1/2}
,
where we have used the well known estimate ‖(v)∗‖2 ≤ C‖g‖2 [24]. The desired estimate
now follows by duality.
Next, we factor the matrix B = (bαβij ). Let m = d(d+ 1)/2.
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Lemma 5.5. Let B(x) =
(
bαβij (x)
)
, where bαβij is given by (2.2). Then there exists a
matrix Q(x) =
(
qtαi (x)
)
with 1 ≤ α, i ≤ d and 1 ≤ t ≤ m such that qtαi = q
ti
α ,
bαβij = q
tα
i q
tβ
j for any 1 ≤ α, β, i, j ≤ d. (5.8)
Moreover, |Q(x)| ≤M1, |Q(x)−Q(y)| ≤M1|x− y|
σ,
|∇Q(x)| ≤M1
[
δ(x)
]σ−1
and |∇2Q(x)| ≤M1
[
δ(x)
]σ−2
(5.9)
for any x ∈ B(0, 2), where M1 depends only on κ1, κ2, (σ,M) and M0 in (5.1).
Proof. We begin by fixing a constant matrix (htαi ) with 1 ≤ α, i ≤ d and 1 ≤ t ≤ m such
that htαi = h
ti
α and (
htαi ξ
α
i
)
1≤t≤m
= E(ξ) ∈ Rm
for any ξ = (ξαi ) ∈ R
d×d, where E(ξ) is an enumeration of the lower triangular part of
matrix (1/2)(ξ + ξT ),
E(ξ) = (et(ξ))1≤t≤m = (ξ
1
1 , (ξ
1
2 + ξ
2
1)/2, ξ
2
2, . . . , ξ
d
d) =
(
(ξβj + ξ
j
β)/2
)
1≤j≤d,1≤β≤j
.
Next we define the m×m symmetric matrix G(x) = (gts(x)) by the quadratic form
ηtgts(x)ηs = ξαi b
αβ
ij (x)ξ
β
j ,
where η = (ηt) = E(ξ) ∈ Rm and ξ = (ξαi ) ∈ R
d×d. Using the fact that E(ξ) = 0 if and
only if ξT = −ξ and that bαβij = b
βα
ji = b
iβ
αj , it is easy to verify that G(x) is well defined.
Moreover, in view of (2.6), we obtain
ηtgts(x)ηs ≥
κ1
8
|ξ + ξT |2 ≥
κ1
8
|η|2
for any η ∈ Rm. Thus G(x) is anm×m symmetric, positive-definite matrix. It follows that
there exists a symmetric, positive-definite matrix P = (pts) such that G = P 2. Moreover,
since G ≥ κ1/8, we see that |P (x)| ≤ C, |P (x)−P (y)| ≤ C|x−y|
σ, |∇P (x)| ≤ C
[
δ(x)
]σ−1
,
and |∇2P (x)| ≤ C
[
δ(x)
]σ−2
, where C depends only on κ1, κ2, (σ,M), and M0 in (5.1).
This man be proved by using the formula,
P = G1/2 =
1
pi
ˆ ∞
0
λ−1/2G(λI +G)−1 dλ
and the resolvent identity,
(λI +G(x))−1 − (λI +G(y))−1 = (λI +G(x))−1
(
G(y)−G(x)
)
(λI +G(y))−1.
Finally, since
ξαi b
αβ
ij ξ
β
j = h
tα
i ξ
α
i g
tshsβj ξ
β
j = ξ
α
i h
tα
i p
tkpskhsβj ξ
β
j ,
for any ξ = (ξαi ) ∈ R
d×d, we obtain
bαβij = h
tα
i p
tkpskhsβj = q
kα
i q
kβ
j ,
where we have set qkαi = q
kα
i (x) = h
tα
i p
tk(x). The desired smoothness estimates for
Q = (qkαi ) follow from the same estimates for P = (p
ts).
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Let v = (vt), where 1 ≤ t ≤ m and
vt = qtβj (x)
∂uβ
∂xj
. (5.10)
Note that since qtβj = q
tj
β , we have |v| ≤ C|∇u+ (∇u)
T |.
Lemma 5.6. Let u ∈ C3(Ω;Rd) be a solution of L1(u) = 0 in Ω. Then
‖∇u‖2 ≤ C‖∇u+ (∇u)
T‖2 + C‖(v)
∗‖2 + C
(ˆ
Ω
|∇v|2δ(x) dx
)1/2
+ Cr
−1/2
0 ‖∇u‖L2(Ω),
(5.11)
where v is given by (5.10).
Proof. In view of Lemma 5.3 it suffices to handle the term ‖∇2Γ(B∇u)‖2. Let w =
B∇u = (wαi ), where
wαi = b
αβ
ij
∂uβ
∂xj
= qtαi q
tβ
j
∂uβ
∂xj
= qtαi v
t
and we have used Lemma 5.5. It follows by Lemma 5.4 that
‖∇2Γ(B∇u)‖2
≤ C‖(w)∗‖2 + C
(ˆ
Ω
|∇w(x)|2δ(x) dx
)1/2
≤ C‖(v)∗‖L2(∂Ω) + C
(ˆ
Ω
|∇v|2δ(x) dx
)1/2
+ C
(ˆ
Ω
|v|2|∇Q|2δ(x) dx
)1/2
.
Since |∇Q(x)| ≤ C
[
δ(x)
]σ−1
for x ∈ Ω, we see that |∇Q(x)|2δ(x) dx is a Carleson measure
on Ω. It follows that (ˆ
Ω
|v|2|∇Q(x)|2δ(x)dx
)1/2
≤ C‖(v)∗‖2
This completes the proof.
We are now in a position to give the proof of Theorem 5.1.
Proof of Theorem 5.1. It remains to control the second and third terms in the r.h.s.
of (5.11) and show that
‖(v)∗‖2 +
(ˆ
Ω
|∇v|2δ(x) dx
)1/2
≤ C‖∇u+ (∇u)T‖2 + Cr
−1/2
0 ‖∇u‖L2(Ω), (5.12)
where v = Q(x)∇u(x) and Q(x) is given by Lemma 5.5. To this end we rewrite the
equation (5.3) as
µ∆uα +
∂
∂xi
{
qtαi q
tβ
j
∂uβ
∂xj
}
= 0 in Ω. (5.13)
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We now differentiate (5.13) in xℓ and then multiply the resulting equation by q
sα
ℓ to obtain
µqsαℓ ∆
∂uα
∂xℓ
+ qsαℓ
∂2
∂xi∂xℓ
{
qtαi v
t
}
= 0 in Ω.
It follows that
µ∆vs − µ
[
∆, qsαℓ
]∂uα
∂xℓ
+ qsαℓ
∂
∂xℓ
{
∂qtαi
∂xi
vt
}
+ qsαℓ
∂
∂xℓ
{
qtαi
∂vt
∂xi
}
= 0,
where [S, T ] = ST − TS denotes the commutator of operators S and T . This gives
µ∆vs +
∂
∂xℓ
{
qsαℓ q
tα
i
∂vt
∂xi
}
= F s in Ω (5.14)
for 1 ≤ s ≤ m, where
F s = µ
[
∆, qsαℓ
]∂uα
∂xℓ
− qsαℓ
∂
∂xℓ
{
∂qtαi
∂xi
vt
}
+
∂qsαℓ
∂xℓ
· qtαi
∂vt
∂xi
. (5.15)
Using the product rule as well as the symmetry qsαℓ = q
sℓ
α , a computation shows that
F = div(F1) + F0 in Ω, (5.16)
where F0 and F1 satisfy the estimates
|F0| ≤ C
{
|∇2Q| + |∇Q|2
}
|∇u+ (∇u)T |,
|F1| ≤ C|∇Q||∇u+ (∇u)
T |.
(5.17)
We now decompose v = v1 + v2 in Ω, whereµ∆vs1 +
∂
∂xℓ
{
qsαℓ q
tα
i
∂vt1
∂xi
}
= (div(F1))
s + F s0 in Ω,
v1 = 0 on ∂Ω,
(5.18)
and µ∆vs2 +
∂
∂xℓ
{
qsαℓ q
tα
i
∂vt2
∂xi
}
= 0 in Ω,
v2 = v on ∂Ω.
(5.19)
To proceed, we point out that the m× d system in (5.18) and (5.19) is an elliptic system
in divergence form with coefficients
µδstδℓi + q
sα
ℓ q
tα
i ,
which are very strongly elliptic, symmetric, and Ho¨lder continuous. As a result, it follows
(see e.g. [16]) that the solution v2 of Dirichlet problem (5.19) satisfies the estimate
‖(v2)
∗‖2 +
(ˆ
Ω
|∇v2|
2δ(x) dx
)1/2
≤ C‖v‖2 ≤ C‖∇u+ (∇u)
T‖2. (5.20)
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Finally, to estimate v1, we use Theorems 4.3 and 4.6. This gives
ˆ
∂Ω
|(v1)
∗|2 dσ +
ˆ
Ω
|∇v1|
2δ(x) dx
≤ Ct
ˆ
Ω
|F0|
2
[
δ(x)
]σ1+2 dx+ Ct ˆ
Ω
|F1|
2
[
δ(x)
]σ1 dx
+ Ct2α
ˆ
∂Ω
|M(F1δ
1−α)|2 dσ + Ct2α
ˆ
∂Ω
|M(F0δ
2−α)|2 dσ,
(5.21)
for any t ∈ (0, 1), where 0 < α, σ1 < 1. Recall that |∇Q(x)| ≤ C
[
δ(x)
]σ−1
and |∇2Q(x)| ≤
C
[
δ(x)
]σ−2
. In view of (5.17) we obtain
|F0(x)| ≤ C
[
δ(x)
]σ−2
|∇u+ (∇u)T |,
|F1(x)| ≤ C
[
δ(x)
]σ−1
|∇u+ (∇u)T |
(5.22)
for any x ∈ Ω. By choosing α = σ and σ1 = 1− σ we may deduce from (5.21) and (5.22)
that ˆ
∂Ω
|(v1)
∗|2 dσ +
ˆ
Ω
|∇v1|
2δ(x) dx
≤ Ct
ˆ
Ω
|∇u+ (∇u)T |2 dx+ Ct2σ
ˆ
∂Ω
|M(∇u)|2 dσ
≤ Ct
ˆ
Ω
|∇u+ (∇u)T |2 dx+ Ct2σ
ˆ
∂Ω
|∇u|2 dσ + Ct2σ
ˆ
∂Ω
|u|2 dσ,
(5.23)
where we have used (1.12) for the last inequality. This, together with (5.20) and Lemma
5.6, gives
‖∇u‖2 ≤ C‖∇u+ (∇u)
T‖2 + Ct‖∇u‖L2(Ω) + Ct
σ‖∇u‖2 + Ct
σ‖u‖2
for any t ∈ (0, 1). We now choose t so small that Ctσ ≤ (1/2). It follows that
‖∇u‖2 ≤ C‖∇u+ (∇u)
T‖2 + C‖∇u‖L2(Ω) + C‖u‖2
≤ C‖∇u+ (∇u)T‖2 + C‖∇u‖L2(Ω) + C‖u‖L2(Ω),
where we have used the trace inequality (3.15) for the last step. The proof is completed
by subtracting a constant from u and using Poincare´ inequality.
6 Rellich estimates for small scales
In this section we establish the Rellich estimate
‖∇u‖2 ≤ C
∥∥∥∂u
∂ν
∥∥∥
2
+ Cr
−1/2
0 ‖∇u‖L2(Ω), (6.1)
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for solutions of L(u) = −div(A∇u) = 0 in a Lipschitz domain Ω, and solve the L2
Neumann problem in Ω by the method layer potentials. This will be done under the
assumptions that A satisfies (1.2), (1.3) (1.4) and (5.1). The extra assumption (5.1) will
be eliminated in the next section by an approximation scheme.
Throughout this section Ω is a Lipschitz domain with r0 = diam(Ω) = 1/4.
Lemma 6.1. Assume that L(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω), and ∇u exists n.t. on ∂Ω.
Then ˆ
∂Ω
|∇u+ (∇u)T |2 dσ ≤ C
ˆ
∂Ω
|∇u|
∣∣∣∂u
∂ν
∣∣∣ dσ + C ˆ
Ω
(|∇A|+ 1)|∇u|2 dx, (6.2)
where C depends only on κ1, κ2, and the Lipschitz character of Ω.
Proof. As in the case of constant coefficients [5], the estimate (6.2) follows from the so-
called Rellich identity
ˆ
∂Ω
〈h, n〉aαβij
∂uα
∂xi
·
∂uβ
∂xj
dσ = 2
ˆ
∂Ω
〈h,∇uα〉
(
∂u
∂ν
)α
dσ + I, (6.3)
where h ∈ C10(R
d,Rd),
|I| ≤ C
ˆ
Ω
{
|∇h|+ |h||∇A|
}
|∇u|2 dx,
and C depends only on κ1 and κ2. The identity (6.3) is proved by using integration by
parts and the symmetry condition aαβij = a
βα
ji . Since
κ1
4
|∇u+ (∇u)T |2 ≤ aαβij
∂uα
∂xi
·
∂uβ
∂xj
, (6.4)
the estimate (6.2) follows by choosing h so that 〈h, n〉 ≥ c > 0 on ∂Ω.
Lemma 6.2. Assume that L(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω), and ∇u exists n.t. on ∂Ω.
Then for any t ∈ (0, 1),
‖∇u‖2 ≤ C
∥∥∥∂u
∂ν
∥∥∥
2
+ Ctσ/2‖(∇u)∗‖2 + Ct‖∇u‖L2(Ω), (6.5)
where C depends only on κ1, κ2, (M,σ), and the Lipschitz character of Ω. The constant
Ct also depends on t.
Proof. It follows by the boundary Korn inequality in Theorem 5.1 and (6.2) that
‖∇u‖2 ≤ C
∥∥∥∂u
∂ν
∥∥∥
2
+ C‖∇u‖L2(Ω) + C‖|∇A|
1/2∇u‖L2(Ω), (6.6)
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where we have also used the Cauchy inequality with an ε. To estimate the last term in
(6.6), we use the assumption that |∇A(x)| ≤ C
[
δ(x)
]σ−1
for x ∈ Ω. This gives
ˆ
Ω
|∇A||∇u|2 dx =
ˆ
Ωt
|∇A||∇u|2 dx+
ˆ
Ω\Ωt
|∇A||∇u|2 dx
≤ C
ˆ
Ωt
[
δ(x)
]σ−1
|∇u|2 dx+ Ct
ˆ
Ω
|∇u|2 dx
≤ Ctσ
ˆ
∂Ω
|(∇u)∗|2 dσ + Ct
ˆ
Ω
|∇u|2 dx,
(6.7)
where Ωt =
{
x ∈ Ω : δ(x) < t
}
. The estimate (6.5) now follows from (6.6) and (6.7).
Let (1/2)I +K be the operator in (3.5) with ε = 1.
Theorem 6.3. Suppose that A satisfies conditions (1.2), (1.3), and (1.4). Let Ω be a
bounded Lipschitz domain in Rd such that Ω ⊂ B(0, 1) and diam(Ω) = (1/4). Also assume
that A satisfies the condition (5.1). Then (1/2)I + K : L2R(∂Ω) → L
2
R(∂Ω) is invertible
and
‖f‖2 ≤ C ‖
(
(1/2)I +K
)
f‖2, (6.8)
where C depends only on κ1, κ2, (M,σ), M0 in (5.1), and the Lipschitz character of Ω.
Proof. Let u = S(f) be the single layer potential for the operator L = L1, where f ∈
L2R(∂Ω). By the jump relation (3.23) it follows that
‖f‖2 ≤ C ‖
(
∂u
∂ν
)
+
‖2 + C‖(∇u)−‖2.
To deal with ‖(∇u)−‖2, we use Theorem 2.4 to obtain
‖(∇u)−‖2 ≤ C ‖(∇tanu)−‖2 + C ‖∇u‖L2(Ω−)
≤ C ‖(∇u)+‖2 + C ‖∇u‖L2(Ω−),
where we have used the fact (3.4). This, together with (6.5), leads to
‖f‖2 ≤ C ‖
(
∂u
∂ν
)
+
‖2 + Ct
σ/2‖(∇u)∗‖2 + Ct‖∇u‖L2(Ω) + C‖∇u‖L2(Ω−)
for any t ∈ (0, 1). Since ‖(∇u)∗‖2 ≤ C‖f‖2, by choosing t sufficiently small, we obtain
‖f‖2 ≤ C‖
(
∂u
∂ν
)
+
‖2 + C‖∇u‖L2(Ω) + C‖∇u‖L2(Ω−)
≤ C‖
(
∂u
∂ν
)
+
‖2 + C‖f‖
1/2
2 ‖
(
∂u
∂ν
)
+
‖
1/2
2 ,
(6.9)
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where we have used Lemma 3.5 for the last inequality. By using the Cauchy inequality
with an ε > 0, this gives
‖f‖2 ≤ C ‖
(
∂u
∂ν
)
+
‖2 = C ‖
(
(1/2)I +K
)
f‖2 (6.10)
for any f ∈ L2R(∂Ω).
Finally, we recall that in the case of an isotropic body, where aαβij = λδiαδjβ+µδijδαβ+
µδiβδjα, the invertibility of (1/2)I + K on L
2
R(∂Ω) was established in [5]. By a simple
continuity argument, this, together with the estimate (6.10), yields the invertibility of
(1/2)I + K on L2R(∂Ω) under the conditions stated in Theorem 6.3. This completes the
proof.
7 L2 Neumann problems for small scales
In this section we use an approximate scheme [16] to get rid of the extra assumption (5.1)
in Theorem 6.3. This allows us to solve the L2 Neumann problem (1.5) in the small-scale
case where ε = 1 and diam(Ω) ≤ 1/4.
Theorem 7.1. Suppose that A satisfies conditions (1.2), (1.3), and (1.4). Let Ω be a
bounded Lipschitz domain in Rd such that diam(Ω) ≤ (1/4). Then (1/2)I+K : L2R(∂Ω)→
L2R(∂Ω) is invertible and
‖f‖2 ≤ C ‖
(
(1/2)I +K
)
f‖2 for any f ∈ L
2
R(∂Ω), (7.1)
where C depends only on κ1, κ2, (σ,M), and the Lipschitz character of Ω.
Remark 7.2. Theorem 7.1 continues to hold without the periodicity condition (1.3) and
for Lipschitz domains Ω with r0 = diam(Ω) ≥ (1/4). However, in this case, the constant
C will also depend on r0. This can be seen by a simple rescaling argument. With the
periodicity condition (1.3), the estimate (7.1) holds with a constant C independent of r0.
This is equivalent to the same estimate for Kε with constant C independent of ε, one of
the main results of this paper.
The reduction of Theorem 7.1 from Theorem 6.3 is similar to that in the case of very
strong ellipticity condition [16]. We only provide an outline here.
Step 1. By translation and dilation we may assume that Ω ⊂ B(0, 1/4) and diam
(Ω) = (1/4). We construct a coefficient matrix A(x) = (aαβij (x)), with 1 ≤ α, β, i, j ≤ d,
in Rd with the properties that
(1) A = A on ∂Ω;
(2) A satisfies the conditions (1.2), (1.3) and (1.4), with possibly different constants
depending only on κ1, κ2, (σ,M) and the Lipschitz character of Ω;
(3) A satisfies the smoothness condition (5.1) with constant M0 depending on (σ,M)
and the Lipschitz character of Ω.
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This is done as follows. In Ω we let aαβij be the Poisson extension of A, i.e.,
∆aαβij = 0 in Ω and a
αβ
ij = a
αβ
ij on ∂Ω.
On [−1/2, 1/2]d \ Ω, we define aαβij to be the harmonic function in (−1/2, 1/2)
d \ Ω with
boundary data aαβij on ∂Ω and δiαδjβ + δijδαβ + δiβδjα on ∂[−1/2, 1/2]
d. We then extend
A to Rd by periodicity. The fact that A satisfies (1.2), (1.4) and (5.1) follows from the
maximum principle and well known estimates for harmonic functions in Lipschitz domains
with Ho¨lder continuous data.
Step 2. Let θ ∈ C∞0 (−1/2, 1/2) such that 0 ≤ θ ≤ 1 and θ = 1 on (−1/4, 1/4). Define
At(x) = θ
(
δ(x)
t
)
A(x) +
[
1− θ
(
δ(x)
t
)]
A(x) (7.2)
for x ∈ [−1/2, 1/2]d, where t ∈ (0, 1/8) and A(x) is the matrix constructed in Step 1.
Extend At to Rd by periodicity. Let KAt denote the operator on ∂Ω, associated with the
conormal derivative of the single layer potential for −div
(
At(x)∇), as in Theorem 3.1.
Then
‖KAt −KA‖L2(∂Ω)→L2(∂Ω) ≤ Ct
λ0 , (7.3)
where λ0 > 0 depends only on σ and the Lipschitz character of Ω. We point out that this
estimate was proved in [16] for operators satisfying the very strong ellipticity condition
(1.13). Since its proof only involves fundamental solutions, in view of the equivalence of
L1 and L˜1, it continues to hold for systems of elasticity.
Write
(1/2)I +KAt = (1/2)I +KA + (KAt −KA).
Note that by Theorem 6.3,
‖
(
(1/2)I +KA
)−1
‖L2
R
(∂Ω)→L2
R
(∂Ω) ≤ C.
It follows by (7.3) that there exist t ∈ (0, 1/8) and C > 0, depending only on κ1, κ2,
(σ,M) and the Lipschitz character of Ω, such that
‖
(
(1/2)I +KAt
)−1
‖L2
R
(∂Ω)→L2
R
(∂Ω) ≤ C. (7.4)
Note that by (7.2),
At(x) = A(x) if δ(x) ≤ (t/4). (7.5)
Step 3. It follows from (7.4) that the L2 Neumann problem (1.5) in Ω for the operator
Lt = −div(At(x)∇) is solvable and the estimate (1.6) holds. By Remark 3.3 this implies
that if Lt(w) = 0 in Ω, (∇w)∗ ∈ L2(∂Ω) and ∇w exists n.t. on ∂Ω, then
ˆ
∂Ω
|∇w|2 dσ ≤ C
ˆ
∂Ω
∣∣∣∂w
∂ν
∣∣∣2dσ + C ∣∣∣ ˆ
Ω
∇w dx
∣∣∣2, (7.6)
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where C depends only on κ1, κ2, (σ,M) and the Lipschitz character of Ω. Here we have
used the fact that At = A on ∂Ω and thus the conormal derivative of w on ∂Ω associated
with Lt is the same as that associated with L = −div(A∇).
Now let u be a weak solution of L(u) = 0 in Ω with the properties that (∇u)∗ ∈ L2(∂Ω)
and ∇u exists n.t. on ∂Ω. Let ϕ ∈ C∞0 (R
d) such that 0 ≤ ϕ ≤ 1, ϕ(x) = 1 on
{x ∈ Rd : δ(x) ≤ (t/8)}, and ϕ(x) = 0 on {x ∈ Rd : δ(x) ≥ (t/6)}. Let u = ϕ(u − E),
where E is the L1 average of u over Ω. Note that by (7.5), we have Lt(u) = L(u) = 0 on
{x ∈ Ω : δ(x) < (t/4)}. It follows that
Lt(u) = −div(At∇ϕ · (u− E))−∇ϕ · At∇u in Ω.
Let
v(x) =
ˆ
Ω
∇yΓt(x, y)A
t(y)∇ϕ · (u(y)− E) dy −
ˆ
Ω
Γt(x, y)∇ϕ · A
t(y)∇u(y) dy,
where Γt(x, y) denotes the matrix of fundamental solutions for L
t in Rd. Then Lt(u−v) =
0 in Ω and for any x ∈ Ω with δ(x) ≤ (t/16),
|∇v(x)|+ |v(x)| ≤ C
ˆ
Ω
|u− E|+
ˆ
Ω
|∇u|
≤ C
(ˆ
Ω
|∇u|2
)1/2
,
(7.7)
where we have used the observation ∇ϕ = 0 on {x ∈ Ω : δ(x) ≤ (t/8)}. This allows us to
use the Rellich estimate (7.6) for w = u− v and obtain
ˆ
∂Ω
|∇u|2 dσ ≤ 2
ˆ
∂Ω
|∇w|2 dσ + 2
ˆ
∂Ω
|∇v|2 dσ
≤ C
ˆ
∂Ω
∣∣∣∂u
∂ν
∣∣∣2dσ + C ˆ
∂Ω
|∇v|2 dσ + C
∣∣∣ˆ
Ω
∇u
∣∣∣2 + C ∣∣∣ ˆ
Ω
∇v
∣∣∣2
≤ C
ˆ
∂Ω
∣∣∣∂u
∂ν
∣∣∣2dσ + C ∣∣∣ ˆ
Ω
∇u
∣∣∣2 + C ˆ
∂Ω
|∇v|2 dσ + C
ˆ
∂Ω
|v|2 dσ,
which, by (7.7), yields the Rellich estimate for u,
ˆ
∂Ω
|∇u|2 dσ ≤ C
ˆ
∂Ω
∣∣∣∂u
∂ν
∣∣∣2dσ + C ˆ
Ω
|∇u|2 dx. (7.8)
Theorem 7.1 now follows from the equivalence of Theorem 3.2 and Theorem 3.7 for ε = 1,
proved in Section 3.
Remark 7.3. Let
D(r, ψ) =
{
(x′, xd) ∈ R
d : |x′| < r and ψ(x′) < xd < ψ(x
′) + 10(C0 + 1)r
}
,
∆(r, ψ) =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r
}
,
(7.9)
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where ψ : Rd−1 → R is a Lipschitz function such that ψ(0) = 0 and ‖∇ψ‖∞ ≤ C0.
Suppose that Lε(uε) = 0 in D(2r, ψ), where 0 < r < c0ε. Let v(x) = ε
−1uε(εx). Then
L1(v) = 0 in D(2r/ε, ψε),
where ψε(x
′) = ε−1ψ(εx′). Under the conditions (1.2) and (1.4), it follows from Theorem
7.1 thatˆ
∆(tr/ε,ψε)
|∇v|2 dσ ≤ C
ˆ
∂D(tr/ε,ψε)
∣∣∣∂v
∂ν
∣∣∣2 dσ + Cε
r
ˆ
D(tr/ε,ψε)
|∇v|2 dx (7.10)
for 1 ≤ t ≤ 2. We point out that since ψε(0) = 0 and ‖∇ψε‖∞ ≤ C0, the Lipschitz
character of D(tr/ε, ψε) depends only on C0. As a result, the constant C in (7.10) depends
only on κ1, κ2, (σ,M), c0 and C0. By a change of variables we may deduce from (7.10)
that ˆ
∆(r,ψ)
|∇uε|
2 dσ ≤ C
ˆ
∆(2r,ψ)
∣∣∣∂uε
∂νε
∣∣∣2 dσ + C ˆ
∂D(tr,ψ)\∆(2r,ψ)
|∇uε|
2 dσ
+
C
r
ˆ
D(2r,ψ)
|∇uε|
2 dx.
(7.11)
We now integrate both sides of (7.11) with respect to t over the interval (1, 2). This givesˆ
∆(r,ψ)
|∇uε|
2 dσ ≤ C
ˆ
∆(2r,ψ)
∣∣∣∂uε
∂νε
∣∣∣2 dσ + C
r
ˆ
D(2r,ψ)
|∇uε|
2 dx, (7.12)
where 0 < r < c0ε, A satisfies (1.2) and (1.4), and C depends only on κ1, κ2, (σ,M), c0
and C0.
8 Proof of Theorems 1.1, 3.2 and 3.7
As these three theorems are equivalent to each other (see Section 3), it suffices to prove
Theorem 3.7.
We begin with a large-scale Rellich estimate. Note that the smoothness condition
(1.4) is not needed.
Theorem 8.1. Assume that A satisfies conditions (1.2) and (1.3). Let Ω be a bounded
Lipschitz domain in Rd and g ∈ L2R(∂Ω). Let uε ∈ H
1(Ω;Rd) be a weak solution to the
Neumann problem,
Lε(uε) = 0 in Ω and
∂uε
∂νε
= g on ∂Ω. (8.1)
Suppose that uε ⊥ R in L
2(Ω;Rd). Then for any ε ≤ r < diam(Ω),
1
r
ˆ
Ωr
|∇uε|
2 dx ≤ C
ˆ
∂Ω
|g|2 dσ, (8.2)
where Ωr = {x ∈ Ω : δ(x) < r} and C depends only on κ1, κ2, and the Lipschitz character
of Ω.
28
Proof. This was proved in [21, Theorem 1.2].
Proof of Theorem 3.7. Suppose that A satisfies (1.2), (1.3) and (1.4). Let Ω be a
bounded Lipschitz domain in Rd and uε ∈ H
1(Ω;Rd) a weak solution of Lε(uε) = 0 in Ω.
Assume that (∇uε)
∗ ∈ L2(∂Ω) and ∇uε exists n.t. on ∂Ω. We need to show thatˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
|g|2 dσ +
C
r0
ˆ
Ω
|∇uε|
2 dx, (8.3)
where r0 = diam(Ω) and g = ∂uε/∂νε. We may assume that 0 < ε < cr0. The case
ε ≥ cr0 follows easily from the local Rellich estimate in Section 7 for ε = 1 by a simple
rescaling argument.
First, we note that it suffices to prove (8.3) under the additional assumption that
uε ⊥ R in L
2(Ω;Rd). Indeed, to handle the general case, we choose φ ∈ R so that
uε − φ ⊥ R in L
2(Ω;Rd). Thenˆ
∂Ω
|∇uε|
2 dσ ≤ 2
ˆ
∂Ω
|∇uε −∇φ|
2 dσ + 2
ˆ
∂Ω
|∇φ|2 dσ
≤ C
ˆ
∂Ω
|g|2 dσ +
C
r0
ˆ
Ω
|∇uε|
2 dx+
C
r0
ˆ
Ω
|∇φ|2 dx,
(8.4)
where we have used the fact that ∇φ is constant. Using the observation that φ is a linear
function, ˆ
Ω
|φ|2 dx ≤
ˆ
Ω
|uε|
2 dx and
ˆ
Ω
uε dx =
ˆ
Ω
φ dx,
as well as Poincare´ inequality, we obtain
1
r0
ˆ
Ω
|∇φ|2 dx ≤
C
r30
ˆ
Ω
∣∣∣φ−−ˆ
Ω
φ
∣∣∣2 dx ≤ C
r30
ˆ
Ω
∣∣∣uε −−ˆ
Ω
uε
∣∣∣2 dx
≤
C
r0
ˆ
Ω
|∇uε|
2 dx,
which, together with (8.4), gives (8.3).
Next, fix z ∈ ∂Ω. It follows from the local Rellich estimate (7.12) by a change of
coordinate systems thatˆ
B(z,cε)∩∂Ω
|∇uε|
2 dσ ≤ C
ˆ
B(z,ε)∩∂Ω
|g|2 dσ +
C
ε
ˆ
B(z,ε)∩Ω
|∇uε|
2 dx, (8.5)
where C depends only on κ1, κ2, (σ,M) and the Lipschitz character of Ω. By covering
∂Ω with balls centered on ∂Ω with radius cε, we may deduce from (8.5) thatˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
|g|2 dσ +
C
ε
ˆ
Ωε
|∇uε|
2 dx. (8.6)
Since uε ⊥ R in L
2(Ω;Rd), it follows from Theorem 8.1 thatˆ
∂Ω
|∇uε|
2 dσ ≤ C
ˆ
∂Ω
|g|2 dσ.
Thus we have proved the Rellich estimate (8.3) and Theorem 3.7.
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