This paper proposes a constitution method for an adaptive PID control system that follows a non-stationary system. Because a PID controller has various practical benefits that are easy to implement, unnecessary of controlled model and highly robust, it is the most common control system in industrial world even today. However, its main drawback is that tuning is time consuming because each parameter is determined empirically based on trial-and-error, which is especially noticeable in a multi-input multi-output (MIMO) system composed of multiple PID controllers with interference between control input and controlled output. Other methods have been proposed, including the Ziegler-Nichols ultimate sensitivity method, but it cannot deal with a MIMO system. Additionally, methods using optimization exist, but they cannot provide online tuning for non-stationary systems during operations due to the numerous tuning parameters and repeated computations. In this study, we introduce a computationally efficient optimization method called the Simultaneous Perturbation Stochastic Approximation (SPSA) and investigate its performances when applied to a PID control system. We also propose an online parameter tuning method for the controller by improving the standard SPSA algorithm. The efficiency of proposed method is demonstrated by applying it to a MIMO system, which has some interference.
is highly robust, can deal with a non-linear system, and is easy to implement. Thus, PID controllers have a long history and remain the most common type of control system for real-world applications (e.g., chemical processes). However, the parameters of PID controllers are generally determined empirically based on trial-and-error methods. Hence, PID controllers have some drawbacks, especially with regard to tuning, which is time consuming and dependent on individual skills. PID controllers are not always tuned optimally, especially when the control system is composed of multiple PID controllers in a multi-input multi-output (MIMO) system. In this situation, interference occurs between the control input and controlled output, which makes tuning difficult due to the large number of tuning parameters.
Other empirical methods have been proposed to tune the parameters of PID controllers. For example, the Ziegler-Nichols ultimate sensitivity method is an effective guideline for a controlled object with a low degree of freedom and a single-input single-output (SISO) system, but it cannot deal with a MIMO system. Recently Saeki et al. proposed a construction method to determine the parameters of a PID controller based on the norm of the controlled object (Saeki, et al., 1998) as well as organized the parameter tuning procedures (Saeki, 2009 ). However, neither of these methods takes full advantage of the benefits of a PID control because they are applicable only to linear systems or require a mathematical model of the controlled object in order to calculate the norm. Mathematical programming and some tools have been developed to optimize the tuning parameters of control systems (MathWorks, accessed on April 17, 2014). In practice, however, general optimization methods require that the computations be repeated many time and can only be applied to off-line tuning in many cases. They cannot be used for on-line tuning, which occurs while the controlling activity of the feedback system is operational because the control system may become unstable. For example, applying the gradient method is nearly impossible for online tuning of a control system composed of multiple PID controllers, which have numerous tuning parameters, because the number of calculations of the objective function increases in proportion to the number of parameters.
In 1987, Spall proposed a method called the Simultaneous Perturbation Stochastic Approximation (SPSA), which can simultaneously update all parameters and explore the optimum solution while calculating the objective functions only twice, regardless of the number of parameters. He demonstrated that SPSA is almost everywhere convergence and established a theoretical framework (Spall, 1992) . SPSA has been applied to several cases, including estimating parameters in system identification (Spall, 1998 , Hirokami, et al., 2004 . Other studies have applied SPSA to other problems, such as a basic study on the drive control of MEMS (micro electromechanical systems) devices (Hahn and Oldham, 2012) , energy management for hybrid cars (Ahmad, et al., 2013) , and self-tuning of the PID control parameter (Xu, et al., 2012) . However, previous studies have applied a simple system that described 1-DOF model and not mentioned stochastic properties.
In this paper, a method, which is applicable to MIMO systems with interference, is proposed. First, SPSA algorithm and these features are outlined. Next, the problem setting and the tuning method of the PID controllers are described. Then the behavior of SPSA when it is applied to a PID control system is investigated. The statistical convergence properties of SPSA are revealed by Monte Carlo method. Finally, the proposing improved method is applied to a non-stationary MIMO system with interference and its effectiveness is evaluated by simulations.
SPSA algorithm
The SPSA is an optimization method for multivariable systems using the stochastic approximation algorithm, which was proposed by Spall (Spall, 1987) . The most distinctive feature of the SPSA algorithm is that it is independent of the number of unknown parameters and it can simultaneously update all the parameters while evaluating the objective function only twice. Consequently, this algorithm can provide a higher computational efficiency for large-scale problems. This chapter reviews the SPSA algorithm.
Consider an optimization using the gradient method for a multivariable system where the optimization parameter in a -dimensional multivariable system is θ. The gradient method finds the value * that satisfies the gradient
when the loss function L( ) corresponds to the object function. Because finding a gradient via an analytical approach is generally difficult, the gradient is explored using the stochastic approximation, namely, the recursive formula shown in Eq. (1).
where g ( ) is the estimated value of gradient g( ) = ∂L ∂ ⁄ and is the correction gain. Equation (1) converges to the optimal value * after repeated computations under the appropriate conditions.
An algorithm called the Finite Difference Stochastic Approximation (FDSA) is a common method to find g ( ). In the FDSA, the gradient is approximated from the differences of the both sides as
where L is the loss function and is the index vector that provides the perturbation described by Eq. (3). is a coefficient with a minute positive value to adjust the perturbation.
In the case of the FDSA, g ( ) is evaluated by providing one positive and one negative small perturbation for each parameter. Then the parameters are updated by Eq. (1). Because the FDSA requires 2 times the number of loss function evaluations to update one parameter, the number of evaluations increases in proportion to the number of parameters.
In contrast, the SPSA provides vectors by simultaneously perturbing the parameters with random numbers. Here, if a random number vector is ∆ , then the estimated value of the gradient g ( ), which is described by Eq. (4), used to update the parameters with Eq.(1).
Here, the random number vector ∆ , is a bounded -dimensional random number vector with a symmetric distribution when the expected value is 0, such as a Bernoulli distribution. For example, the random number vector ∆ is given as a random binary sequence
As described above, the number of parameters in SPSA is independent of , and all parameters can be simultaneously updated by evaluating the objective function twice. Therefore, the number of calculations in SPSA is 1 ⁄ compared to FDSA, and its advantage increases as the number of parameters increase.
Controlled object
This chapter explains the controlled object to which the SPSA-based adaptive PID control system is applied. Figure 1 shows a controlled object, which is a parallel four-degree of freedom vibration model with interferences. The input is the force f 1 , f 2 at each mass point M 12 , M 22 and the output x 12 , x 22 is the displacement at each mass point M 12 , M 22 . The each system is combined by the interference terms k i and c i .
The motion equations of the controlled objects are expressed as 
and the control input and the controlled output are described as
. 
where the parameters are defined shown in Table 1 . Table 1 Parameters of controlled object 1kg Figure 2 shows the step responses, where the left side plots show the responses to the first input f 1 and the right side plots show the responses to the second input f 2 . And the upper plots indicate the responses to the first output x 12 , while the lower plots indicate the responses to the second output x 22 . These results show that there is interference between the inputs and outputs. 
Off-line tuning performance 4.1 Case 1: Dual controller
For the controlled object expressed by Eq. (9), this section discusses the off-line optimization of a PID control system using SPSA, which is shown in Fig. 3 . PID 1 and PID 2 of the PID controller have the same formulation and are described by Eq. (10). PID 1 is driven by the first controlled error e 1 which is deviation the first controlled output y 1 and the first target reference r 1 , while PID 2 is driven by the second controlled error e 2 which is deviation the second controlled output y 2 and the second target reference r 2 , respectively. K, T i , T d indicate the proportional gain, integration time, and derivative time, respectively. Then the optimization parameters vector θ is set as below. The six parameters of the θ are simultaneously perturbed and updated by SPSA. If the sampling time is $ % , then the loss function L(•) is expressed as the sum of the squares for each controlled error e 1 and e 2 , which is
The target value r 1 is a step function increasing from zero to one, while the target value r 2 is a step function decreasing from zero to minus one. Because the system has interference, each target value causes the opposite effect on the controlled output, and the controller should be designed cooperatively.
To realize a cooperative control, optimization is performed using SPSA with the values shown in Table 2 for each initial value of the PID controllers. Figure 4 shows the progress in the response in intervals of 50 iterations, where the bold dashed line is the reference trajectory. The responses converge after 150 to 200 iterations. The SPSA optimization process and the final value of the parameter may vary each time as because the process uses random numbers to update the parameters. Fig. 4 Step responses under dual PID parameters tuning by SPSA.
Next we focused on the detailed characteristic of the optimization process in SPSA. Figure 5 shows the convergence characteristic after 1000 times' Monte Carlo simulation. In every case, the initial values of the PID controller are set to same values those shown in Table 2 . The transition of the loss function versus the number of iterations from a bird's eye view shown in Fig. 5(a) depicts the density of the loss function as the map height. Namely, a higher point means that more loss functions pass through the point. When the number of iterations increases, the height of the map rises sharply and the functions rapidly converge. The blue solid line connects the vertices for each iteration, and indicates the mode that is the most likely transition of the loss functions. Here, the loss functions are normalized so that the initial response value is one. Figure 5 (b) plots the iteration number versus loss function as a color map, where red indicates a higher density which corresponds to high probability. The function nearly converges These results suggest that optimization using SPSA with random numbers can provide a more appropriate optimization as the number of iterations increases, even though the convergence process varies for each trial. (Table 2) . Although the parameters tend to be clustered, they do not necessarily reach unique values. It is noteworthy that the loss function converges, but the parameter at the moment is not unique; that is, the parameters have arbitrary properties. It is inferred that the system has multimodality peaks. In FDSA, when the initial value is determined, the optimum solution is typically unique. Because optimum solutions depend on the initial values, the initial values in FDSA must be carefully selected for systems with multimodality. On the other hand, the optimum solutions in SPSA intimate to be able to minimize the loss function over a wide range. Hence, SPSA is less sensitive to the initial values compared to FDSA. parameter indicates the final value after adaptation reaching to same label of loss function by SPSA. These results indicate that it is able to take variety values to achieve object.
Case 2: Quadruple controller with cross term controller
Although the controlled object shown in Fig. 1 has interference, this term can be easily decoupled using a mathematical model of the controlled object. Because this study aims to establish a model-free control system, we tried to construct the interference system without model information of the controlled object. Figure 7 shows the composition of the control system where two PID controllers, PID 21 and PID 12 , are added to compensate for the cross term. The overall system includes 12 tuning parameters because each PID controller has the three parameters (proportional gain, integration time and derivative time). Here, we refer to PID 21 and PID 12 as the "cross term controller" and PID 11 and PID 22 as the "main controller". The formulation of the cross term controller has the same formulation as that of the main controller, which is shown in Eq. (10) and parameters vector θ is expanded containing 12 parameters as bellow. Table 3 shows the initial values of each PID controller of the quadruple controller. The values for the main controller are the same as those used in the case of the dual controller (without cross term controller, Section 4.1). For the cross term controllers, optimization starts from a non-operational status while the initial value of the proportional gain is zero, i.e., at the moment when the iteration begins, the conditions are the same as those of the aforementioned case the dual controller. Figure 8 shows the progress in the response 50 iterations each. The responses converge after 100 iterations, which is similar to the case of the dual controller shown in Fig. 4 . Figure 9 shows the convergence properties where (a) is a three-dimensional bird's eye view describing the transition of the loss function, (b) is a two-dimensional figure describing the transition and distribution of the loss functions, and (c) shows the variance of the loss function. Similar to the case of the dual controller shown in Fig. 5 , the loss functions converge after 100 iterations and the variance approaches zero at around 160 iterations. From these results, even though the parameters of the controller are doubled, it can say that the convergence performance of SPSA shows same level. Figure 10 is the histogram that shows the distribution of the each parameter of the PID controller after 1000 times trials similar to Case 2 (Section 4.2) as shown in Fig. 6 . Although there are 12 parameters, the distribution tends to be settled to a certain distribution. We have confirmed that such a distribution appears even if the initial values of the parameters are altered. SPSA retains almost the same convergence properties by adding cross term controller even though the number of tuning parameters doubles from 6 to 12. Hence, SPSA has a higher computational efficiency for large-scale problems.
As the loss function, the quadruple controller shown in Fig. 9 (b) has reached to smaller level compared to the dual controller shown in Fig. 5(b) . Figure 11 overlays the results the quadruple controller and the dual controller. Table 4 Time ( Figure 12 shows the comparison of the step response results with dual and quadruple controllers. The transient performance is improved suppressing overshoot especially on the second output y 2 (i.e., x 22 in Fig. 1 ). From these results, it is confirmed that the quadruple controller shows good control performance rather than the dual controller. 
Expanding to on-line tuning 5.1 Problem setting
We have discussed the off-line optimization of a PID control system. In this chapter, we discuss online and continuous optimization while the controlling activity is running in order to construct an adaptive control system that follows a non-stationary system.
As non-stationary system, we discuss a time-varying single degree of freedom system with time functions for mass m , damping c and stiffness k shown in Fig. 13 . where m, c, k vary independently from each other. Then the PID controller formulation is same as shown in Eq. (10) discussed in chapter 4. The optimization parameters are set as following
The motion equation for this system is
and the adaptive PID structure is composed as shown in Fig. 14. To implement an online adaption, parameter updating and perturbation should be performed sequentially. In SPSA, all the parameters are simultaneously perturbed twice for every parameter update.
As shown in Fig. 14 , the loss function is evaluated twice while the perturbation of the parameters is switched alternately. The parameters are updated using SPSA, allowing the PID controller to follow the variations of the system.
The loss function L(•) the sum of squared errors where m points are sampled within the evaluation period, which is expressed as ( ) 
where w i is the weighting function. The influences of the disturbance d and noise n should be eliminated by summing and averaging over m points. 
Modifying adaptivity and stability
For SPSA, setting the perturbation gain c k , which is shown in Eq. (4), and the parameter correction gain a k , which is expressed in Eq. (1) -Give large perturbation and update at the beginning of iteration -Convergence on the optimum value -Follow up to time-varying system Hence, the SPSA is modified as below and this is called "the modified SPSA."
The perturbation gain c k and the parameter update gain a k vary largely at the beginning, but decrease exponentially as the iterations progress. The both gain of c k and a k are tuning coefficients that decide random walk search behavior, and the higher value of the parameters, the search range is widened. Through these processes, the optimization result comes to tend to not so sensitive for initial values, that the probability to reach to the optimum point becomes high without falling into a local minimum, even if the system has multimodality. The global optimization characteristics of SPSA are described in reference Maryak and Chin (2004) . And the investigating results for finding capability of optimum point on same controlled object compared with FDSA is described in previous our study reference Ishizuka and Kajiwara (2014) . Here, γ and α are the tuning coefficients that tune the convergence, and are determined based on the noise level, varying range, etc. In this study, those are tuned by simulation base referring previously study of Spall (Spall, 19980) . c offset and a offset are constants that are added to prevent the values of c k and a k from converging to zero because the adaption process stops when it reaches zero. c k and a k are determined based on the value and speed of the variation of system parameters.
In a feedback control system, when the system becomes unstable due to variation in the controller's tuning parameter , the loss function L(•) increases sharply and the parameters are updated to an undue degree, which may induce an oscillation. Therefore, θ k+1 is limited by The multiplicative limitation:
The additive limitation:
Here δ is a minute positive coefficient that expresses the limitation while updating. The multiplicative limitation is used when θ k takes only a negative value, whereas the additive limitation is used when it takes a positive or negative value.
Improving follow-up performance
In standard SPSA, the loss function must be evaluated twice to update on parameter and sampling at m points is necessary to evaluate the loss function Eq. (17). Hence, the parameter updating cycle is 2m , which means that when the system's parameters vary rapidly, they are difficult to follow. Hence, we try to improve the follow-up performance. Firstly, the computational efficiency of SPSA is improved, and is called SPSA1 (Spall, 1997) . SPSA1 changes the estimation method for the gradient value g ( ) from both-sides difference approximation to a one-side difference approximation and the loss function is evaluated once instead of twice. Equation (21) expresses the estimated gradient value g ( ) of SPSA1. Compared to the standard SPSA, SPSA1 requires more iteration to find the optimum value, but it has been reported that the total number of the evaluations of the loss function is the same or smaller (Spall, 1997) .
Then Eq. (17) is modified into Eq. (22) so that the loss function L(•) can be evaluated continuously by the overlap while running, which is expressed in Fig. 15. ( ) 
where l is the amount of overlap (l<m). This overlapped SPSA1 is called the improved SPSA1. As l increases, the update frequency increases and the follow-up performances improve, but the calculation load also increases. Therefore, the amount of overlap is adjusted depending on the variation speed of the system. When / = 0 − 1, it is updated at every sampling point.
To investigate the follow-up performance, the parameters m, c, k of the time-varying system shown in Fig Next we examined the follow-up performances of these three SPSA methods for the time-varying system under the above conditions. Figure 16 shows the parameter variation of the system and Fig. 17 shows the follow-up performances for this time-varying system using standard SPSA with the both-sides difference approximation, SPSA1 with the one-side difference approximation, and the improved SPSA1 using the proposed improving method. Table 5 lists the initial values of the SPSA adaptive PID controller parameters. In this case, the reference signal consist of amplitude modulated pseudo random binary sequences (APRBS) which includes amplitude and frequency information in rich, and is used to excitation with wide operation range (Deflorian and Zaglauer, 2011, Tan, et al., 2009) .
In the Fig. 17 , from 1st to 3rd row graphs show the results of standard SPSA, SPSA1, and the improved SPSA1, respectively. In standard SPSA, the controller cannot follow the parameter variations in the system, and the response deviates largely from the target value around 10s to 35s and around 65s to 75s. On the other hand, in the case of SPSA1, the controller adapts so that it mostly follows the target value at around 20s, while the improved SPSA1 promptly starts to follow the target value within 10s. In the Fig. 17 , from 4th to 6th row graphs show the transition of each controller parameter of the standard SPSA, SPSA1, and the improved SPSA1, respectively, and their respective parameters are updated every at 4(s), 2(s), and 0.05(s). These results demonstrate that the improved SPSA1 can adapt promptly. Fig. 16 Varying system parameters. As damping C and stiffness K vary to range of negative value, which means the system will be able to become unstable. Fig. 17 Follow-up performance for time-varying MIMO system. From 1st to 3rd pots are standard SPSA, SPSA1 and improved SPSA1, respectively. The standard SPSA can not follow-up to system parameter variation, but the SPSA1 has settled after around 30s. In the improved SPSA1 (proposed method) follow-up promptly after beginning. From 4th to 6th plots shows the processes of parameters of standard SPSA, SPSA1 and improve SPSA1, respectively. In the improved SPSA1, the parameters are updated rapidly. 
Applying to the controlled object
To verify the adaptability of the proposed method, it is applied to the MIMO system with interference as shown in Fig. 1 Figure 18 shows the variation of the frequency response from each input f 1 and f 2 to each output x 12 and x 22 under the parameter variations. The left side plots show the responses for the first input f 1 and the right side plots show the responses for the second input f 2 . And the upper plots indicate the responses to the first output x 12 , while the lower plots indicate the responses to the second output x 22 . It can be confirmed that the resonance frequency and response level are varying greatly with time progress.
For such a two-input and two-output time-varying system, the PID control system is composed with the quadruple controller, as shown in Fig. 7 . Then an online adaptive control system is constructed in the same manner described in chapter 5. Figure 19 compares the simulation results to the fixed controller. The proposed SPSA adaptive PID control system (improved SPSA1) suppresses the deviation and good following properties are observed, whereas the fixed results deviate largely from the target value. These results confirm that the proposed method has excellent follow-up properties for the two-input and two-output and time-varying system. x , while the lower plots indicate the responses to the second output 22 x in Fig. 1 . And the upper right and the lower left plots correspond to the interference term. Large variations of frequency are shown because the system parameters are varying randomly. Fig. 19 Response for the MIMO system. The upper plots are the outputs 12 x and lower plot are outputs 22 x in Fig. 1 . Here, the black line is reference, the blue line is the resonse of the fixed PID and the red line is the response of the proposed SPSA adaptive PID. The fixed PID controller (blue line) can not follow-up to the system variation especially around 140s and 190s (where is seen the large variation as shown in Fig. 18 ), however the proposed method (red line) shows follow-up performance.
Conclusion
This paper proposed a constitution method for a model-free adaptive PID control system that follows time-varying systems using SPSA. We revealed SPSA characteristics to optimize the control system, and statistically analyzed the convergence performance through the optimization process by Monte Carlo method. SPSA has excellent features, including a reduced calculation cost and lower probability of falling into a local minimum. SPSA is suitable for the parameter tuning of the cooperative control, because it is updated all parameters regardless the number of the parameters. In addition, we proposed the improving method modifying standard SPSA to be able to follow to time-varying system that varies parameters and confirmed the performance by simulation. The simulations indicate that the proposed method (improved SPSA1) has a better follow-up performance against parameter variation in a time-varying system. Hence, the proposed method can be applied to wide range of systems, including two-input and two-output systems as MIMO systems. The proposed method will be able to apply to various other type of control structure like feedforward, 2-DOF, I-PD and so on.
