ABSTRACT How to explore many priors of the underlying image for diffraction imaging, i.e., recovering the image from recorded diffraction patterns, is an important issue. To address this issue, we present a sparse regularization model called sparse regularization model induced by block-matching and 3-D filtering (SBM3D). The proposed SBM3D exploits the sparsity of the residual image (difference image between the underlying image and its filtered version). The filtered image can be obtained by filtering the estimated image. The proposed regularization model is suitable for any inverse imaging problem. Specially, we incorporate the proposed SBM3D into the diffraction imaging field. Inspired by the effectiveness of the reweighted approach in compressed sensing, we formulate the weighted and regularized diffraction imaging problem. The smooth technique and the accelerated gradient descent approach with an adaptive step size are utilized to solve this challenging problem. Experimental simulations for coded diffraction imaging demonstrate that the proposed diffraction imaging algorithm outperforms the previous algorithms in terms of the reconstruction quality.
I. INTRODUCTION
Diffraction imaging or phase retrieval (PR) aims to recover an image or object from the recorded diffraction pattern. It is an important technique in various research fields and imaging systems including optical imaging [1] , X-ray crystallography [2] , astronomy [3] , far-field diffraction imaging [4] , and coded diffraction imaging [5] , to name just a few. Since the sampling operator in the diffraction imaging system is non-linear and non-unicity, the diffraction imaging problem is ill-posed. How to perform high-quality imaging from the recorded non-linear measurements is a challenge. In the past decades, various efforts [5] - [7] to address this issue were exploiting priors on the underlying image or over-sampling the image of interest.
The first attempt to solve the diffraction imaging problem is the alternating projection method, such as the GS (Gerchberg and Saxton) [6] and HIO (Hybrid-Input Output) algorithms [7] . These algorithms start from an initial guess, and recover the signal by projecting the estimated signal onto two constraint sets, i.e., the spatial constraint and Fourier magnitude constraint sets, alternatively. Recently, inspired by CS (Compressed Sensing) [8] , sparsity was incorporated into the spatial constraint set to improve the reconstruction performance of the traditional alternating projection methods, examples like [9] - [11] .
Another strategy to solve the diffraction imaging problem is the technique based on semidefinite program (SDP) [12] , [13] . The SDP-based methods often formulate a lowrank optimization problem via the phase lift technique, and then translate the non-convex problems to convex ones via the convex relax technique. Since the SDP-based algorithms replace the signal vector with a higher-dimensional matrix, these algorithms are impractical for large-scale diffraction imaging problems.
Formulating a non-convex optimization problem addressed by a gradient descent method was a recent approach for diffraction imaging. The Wirtinger flow (WF) [14] and truncated Wirtinger flow algorithms (TWF) [15] are the popular ones. These algorithms start from an elaborate initial estimation, followed by a gradient descent step. However, the aforementioned algorithms [14] , [15] only exploit nonlinear measurements to formulate the diffraction imaging problems, and ignore the prior information of the underlying image. Consequently, these algorithms fail to recover the image with high quality when the measurements are few. More recent efforts to cope with this problem were utilizing a regularization model that enforces some desirable properties on the unknown image. For Fourier diffraction imaging, l 1 regularization [16] and sparse representation regularization based on a transfer orthogonal sparsifying transform [5] were utilized to improve the reconstruction performance. For the coded diffraction pattern (CDP) model, the DOLPHIn (DictiOnary Learning for PHase retrIeval) [17] and SPAR (Sparse Phase Amplitude Reconstruction) algorithms [18] , [19] were proposed. Although existing regularized diffraction imaging algorithms have performed superior performance, i.e., high-quality imaging, than the alternating projection algorithms and the gradient-based diffraction imaging algorithms on the same conditions, the reconstruction quality is still low when undersampled diffraction pattern is recorded.
In this paper, we introduce a novel regularization model based on sparsity of the residual, i.e., the difference between the image and its filtered version. Particularly, the BM3D image denoising engine [20] , [21] is utilized for filtering, and we denote the proposed sparse regularization model as SBM3D. Any image denoising engine can be incorporated into this regularization model to exploit the corresponding prior information for the image recovery. In this work, we exploit the proposed SBM3D to address the low reconstruction quality issue that diffraction imaging faces in the case of undersampled data. To further improve the reconstruction quality, we formulate a weighted diffraction imaging problem, and attack the corresponding problem by using the smooth technique and the accelerated gradient decent method with an adaptive step size.
The structure of this paper is as follows. To begin with, Section II reviews previous diffraction imaging algorithms, and then introduces our motivation and contributions. Section III introduces the proposed SBM3D in detail. The weighted and regularized diffraction imaging problem is described in Section IV, and the numerical method is also introduced. We present our experimental simulations in Section V. Finally, concluding remarks and directions for future research are presented in Section VI.
II. PREVIOUS REGULARIZED DIFFRACTION IMAGING ALGORITHMS AND OUR WORK A. PREVIOUS DIFFRACTION IMAGING ALGORITHMS VIA REGULARIZATION MODELS
Given an image x ∈ R N , the sampling process in the diffraction imaging field can be described as
where ∈ C M ×N (here, for the undersampled case: M < N , and for the oversampled process: M > N ) represents a linear transform matrix, and it describes the propagation process of the illuminated light from the object plane to the sensor plane. y ∈ R M represents the measurement or the so-called diffraction pattern. The sampling ratio is defined as ratio = M /N . | • | 2 is the element-wise square operator. n ∈ R M represents additive noise that exists in the measurement device. Recovering the image x from the non-linear measurement y is the socalled diffraction imaging or phase retrieval problem. Recent efforts to attack this problem were formulating a regularized diffraction imaging problem
where R(x) represents the regularization term that imposes some desirable properties onto the unknown image x. The first term is called data fidelity term, and it guarantees that the recovered image matches with the measurement. λ is a regularization parameter. Recently, researchers mainly focus on the design of the regularization term R(x), and the regularization term is important for high-quality imaging.
Tillmann et al. [17] designed an adaptive sparse representation regularization term by using synthesis dictionary learning. Chang et al. [22] and Shi et al. [23] exploited the total variation (TV) regularization to construct the regularization terms. Katkovnik [18] exploited the BM3D frames in [21] to promote sparsity, and constructed the sparse regularization model of the amplitude and absolute phase of the complex-valued image. Although regularized PR algorithms have achieved remarkable performance compared with the PR algorithms without regularization, one weakness is that many measurements are still needed when performing highquality imaging. To overcome this deficiency, we propose a sparse regularization model induced by BM3D for diffraction imaging.
B. MOTIVATION AND OUR CONTRIBUTIONS
Image denoising that aims to remove noise from a noisy image is an old and classical problem in image processing. Recent advances, especially BM3D, have achieved exciting results, even touch the ceiling of the noise removal performance. Can we leverage these achievements to treat other tasks in the imaging field? Recent works [24] - [29] have answered this question positively. So far, image denoising algorithms have been applied to image deblurring [24] , [25] , image super-resolution [26] , compressed sensing [27] , [28] , and Poisson inverse problem [29] . When image denoising meets diffraction imaging, how to exploit the image denoising engine for diffraction imaging is a challenge. Katkovnik [18] exploited the BM3D frame to construct a sparse model of the underlying complex-valued image, and proposed the SPAR algorithm by using a variation approach. However, the SPAR algorithm limits in the image denoising engine that exploits a sparse frame explicitly. Metzler et al. [30] proposed a compressive PR algorithm based on the BM3D image denoising engine. The denoising engine was incorporated into the generalized approximate message passing (GAMP) method [31] . They replaced the thresholding operator with the BM3D image denoising engine in the iteration process of the GAMP method.
Although the aforementioned efforts have been developed, their algorithms still suffer from low-quality imaging at VOLUME 6, 2018 the cases of noisy and undersampled diffraction patterns. To avoid this deficiency, we propose a novel PR algorithm of exploiting the sparse regularization model and the reweighted technique. A novel sparse regularization model is proposed in this paper, and it can be fused by any effective image denoising engine. Particularly, we select the BM3D algorithm, a popular image denoising algorithm, as the image denoising engine for filtering the estimated image. Other effective image denoising methods that not limit in BM3D can be incorporated into the proposed regularization term, but this is not our focus in this paper. The proposed regularization model is utilized for diffraction imaging. To further improve the reconstruction performance, we utilize the reweighted method motivated from linear CS [32] , to formulate a weighted diffraction imaging problem. The formulated problem is solved by the accelerated gradient decent method with an adaptive step size. Our main contributions are summarized as the following three folds:
• We propose a novel regularization model called SBM3D for computational imaging. The similarity of the underlying image to its filtered version is utilized for image recovery. We filter the estimated image at each iteration by using the BM3D image denoising engine to obtain the filtered image. We exploit the sparsity of the residual image x-BM3D(x) (here, BM3D(x) is an image filtered by the BM3D image denoising engine) to formulate a regularization model. The effectiveness of the proposed SBM3D model is validated in the diffraction imaging regime. Noticeably, the proposed model is suitable for any computational imaging, not limits in diffraction imaging;
• We formulate a novel weighted and regularized diffraction imaging problem via the proposed SBM3D model. Inspired by the spirit of the reweighted technique in linear CS, we exploit this technique for a diffraction imaging problem which belongs to the nonlinear CS problem. The proposed optimization model has two main characteristics. One is the weighted diffraction imaging data fidelity term, and the other is the proposed SBM3D regularization model. These two terms are our main innovations in this paper. To best of our knowledge, the weighted regularized diffraction imaging problem is firstly studied;
• We propose an effective diffraction imaging algorithm that can perform high-quality imaging from a few nonlinear measurements. The formulated weighted and regularized diffraction imaging problem is a non-convex and nonsmooth optimization problem. The smooth technique and the accelerated gradient descent approach with an adaptive step size are utilized to solve this problem. Under noisy and undersampled measurements scenarios, experimental results demonstrate that the proposed diffraction imaging algorithm can achieve better reconstructions than those of the previous PR algorithms.
III. THE PROPOSED SBM3D REGULARIZATION MODEL
We exploit the sparse prior, namely that x-BM3D(x) is sparse, to design a regularization model. The l 1 norm is utilized to promote the sparsity of the difference image between the underlying image and its filtered version. Concretely, the proposed regularization model can be described as
where BM3D(x) is the filtered image of the image x. The minimization for the above regularization model enforces that the underlying image x should approximate its filtered version. Image recovery by using the above model can exploit the priors utilized in BM3D implicitly. More precisely, the non-local similarity and 3D transform sparsity are characterized by the proposed model (3). The sparse regularization model (3) is induced by the BM3D image denoising method; therefore, we term this model as SBM3D. Indeed, any effective image denoising engine can be incorporated into this model to explore different prior information for image recovery. On this point, the proposed regularization model is plug-and-play.
To verify the sparsity of the residual image x-BM3D(x), Fig. 1 presents the distribution curves of the residual images (for image lena) at various noise standard deviations. In the figure, σ represents the input noise standard deviation for BM3D. The solid curve is the true distribution curve of the residual image. To show the distribution property of the residual image clearly, a Gaussian distribution curve whose mean value and variance are the same as those of the residual image is presented (see the dashed curve in Fig. 1 ). Moreover, the Laplace distribution curve whose location parameter and scale parameter are estimated based on the residual image is also presented. The image x is clean in the first row of Fig. 1 . From the first row of the figure, one can see that the distribution curves of the residual images approximate Laplace distributions, not Gaussian distributions. In other words, the residual image x-BM3D(x) is sparse.
In the iteration process, the estimated image often contains noise. To observe the distribution property of the residual image at the iteration process of the proposed algorithm, the estimated image x (t−1) at the (t-1)th iteration is obtained. We denote its filtered version as BM3D(x (t−1) ). The second row of Fig. 1 presents the distribution curve of the residual image x-BM3D(x (t−1) ) of the 20th iteration at various noise levels, and the noise levels are measured by Signal-toNoise (SNR). As can be seen from the second row of Fig. 1 , the distribution curves of the residual images approximate Laplace distribution curves. Therefore, the residual image x-BM3D(x (t−1) ) is sparse approximately. Since the proposed regularization model R(x) = ||x − BM3D(x)|| 1 is nonlinear and non-smooth, the observation that x-BM3D(x (t−1) ) is approximately sparse is essential for simplifying the formulated imaging problem.
IV. THE PROPOSED DIFFRACTION IMAGING ALGORITHM A. PROBLEM FORMULATION
To demonstrate the effectiveness of the proposed regularization model in the imaging field, we apply the proposed SBM3D model for diffraction imaging. Differ from traditional optimization models of utilizing the l 2 norm for the data fidelity term under the Gaussian noise case, we suggest a diffraction imaging model based on the weighted l 2 norm. For the weighted diffraction imaging problem, the reweighted WF algorithm was proposed in [33] , but it only exploited the WF framework, and ignored prior information. In this work, we consider a weighted and regularized diffraction imaging problem, and study a fast and effective numerical method to solve it.
The problem formulation for diffraction imaging based on the weighted l 2 norm and SBM3D should have two main characteristics: the weighted diffraction imaging data fidelity term and the proposed SBM3D regularization term. We consider that Gaussian noise exists in the measurement device, and the problem formulation is
where λ is the regularization parameter that controls the weight of the regularization term in the cost function. The weighted l 2 norm defined as [33] is utilized to formulate the data fidelity term. Here, u i represents the ith element of a vector u, and w i is the weight. We can translate the element-manner of the weighted l 2 norm into the vector manner ||Wu|| 2 2 (here, W represents the weighting matrix).
The vector manner of the weighted l 2 norm is utilized in the formulation (4). In (4),
with 0 ≤ w i ≤ 1 is a diagonal matrix [33] , and it controls the weight given to the fidelity of the measurements. Since the underlying image x is unknown, at the tth iteration, we calculate this weighting matrix via the estimated image x (t−1) . More precisely, each element of the weighting matrix W at the tth iteration is chosen as follows: | 2 ]|| 2 2 that can be rewritten as
. By doing this, one can obtain a better gradient direction compared to the method without adaptive weights [33] . VOLUME 6, 2018 In formulation (4), the regularization term is non-smooth and non-linear, which leads the corresponding problem to a difficult one. Moreover, since the underlying image is unknown, filtering the image x is impossible. Instead, the estimated image is utilized. At the tth iteration, the filtered image can be represented as BM3D(x (t−1) ). We have observed from Fig. 1 that the residual image x-BM3D(x (t−1) ) is sparse. Keep this fact in mind, we assume that the estimated image x (t−1) approaches the underlying image x. Therefore, we can reformulate the weighted and regularized diffraction imaging problem (4) as follows (for the tth iteration)
Since the non-linear sampling operator exists in the above problem, the problem is non-convex. Meanwhile, the l 1 norm for promoting sparsity leads the problem to a non-smooth one. Addressing problem (6) effectively is also one of our main contributions, and next sub-section will introduce the method to solve it.
B. NUMERICAL METHOD
Letting g(x) = 1 4 ||W(y − | x| 2 )|| 2 2 and h(x) = ||x − BM3D(x (t−1) )|| 1 , the function h(x) is non-smooth. To solve problem (6), we exploit the smooth technique to calculate the gradient of the non-smooth function h(x). We replace h(x) by its Moreau envelope h µ (x), which is defined as
h µ (x) can be seen as a smooth approximation of the nonsmooth function h(x) [34] . Problem (6) can be cast as
The gradient of the cost function in problem (8) is computable. Concretely, the gradient of g(x) is
where denotes the element-wise product. real(•) is the operator that extracts the real part of a complex value. In this paper, we consider diffraction imaging for real-valued images, thus, the real operator is utilized. The gradient of the Moreau envelope function h µ (x) is given by [34] 
Here, prox µh (x) is the proximal operator of h, which is defined by prox µh (x) = arg min
Involving the proximal operator and the definition of h(x) into (10), we obtain the gradient of h µ (x):
where soft(•, µ) is the soft-thresholding operator with the thresholding value µ. Here, the soft-thresholding operator processes the vector element-wise. The gradient of the full criterion in (8) can be calculated as
Note that the gradient of the cost function in problem (8) is computable, any gradient descent optimization method can be utilized to solve this problem theoretically. To speed up imaging, we exploit the accelerated gradient descent (AGD) method [35] . In particular, the adaptive AGD method that selects the step size γ via the backtracking (line search) strategy is utilized. The core idea of the backtracking (line search) strategy is choosing a step size that can reduce the objective function value. We implement a limit of 100 trials for searching this step size, and at each trial the step size that starts from an initial value γ = 5 × 10 (−6) is multiplied by a factor ρ (0 < ρ < 1). We reset the step size to γ = 1.68 × γ for the next round just like the DOLPHIn algorithm. Given the gradient ∇f (x) of the cost function f (x), the AGD method with an adaptive step size for solving problem (8) is summarized in Table I . We term the proposed diffraction imaging algorithm as PR-RSBM3D (Phase Retrieval via the Reweighted method and SBM3D). 
V. EXPERIMENTAL SIMULATIONS
In this section, various numerical experiments were conducted to study the effectiveness of the proposed PR-RSBM3D algorithm. For this purpose, we consider the recovery of the images of interest from noisy diffraction patterns. First, we introduce the experimental setup and implementation details. Second, we compare the proposed PR-RSBM3D algorithm with the SBM3D-based PR VOLUME 6, 2018 algorithm that does not exploit the reweighted technique. Moreover, the reweighted PR algorithm without SBM3D is also simulated. Third, we compare the proposed PR-RSBM3D algorithm with existing PR algorithms at various sampling ratios and various noise levels, and evaluate the reconstruction performance based on the objective metrics and subjective visual results. Finally, the running time is discussed.
A. EXPERIMENTAL SETUP AND IMPLEMENTATION DETAILS
In this paper, we sample the testing images with size 512×512 by using the coded diffraction pattern (CDP) model with a quaternary mask. In the far-field regime, a light illuminates the object of interest, and the propagation process of the light from the object to the observation plane can be modeled as Fourier transform. Due to the limitation of the devices, only the magnitudes or intensities of the Fourier transform of the original object are recorded. In the CDP model, a random phase plate is placed behind the object to modulate the object of interest, and the Fourier intensities of the modulated object are recoded. More detail information about the CDP model can be found in [36] . The testing images are scaled to [0, 1], and they are presented in Fig. 2 . We consider recovering the image from one even undersampled diffraction pattern. Under this scenario, for CDP model, the corresponding linear transform matrix ∈ C M ×N (M ≤ N ) and its conjugate transpose matrix are defined as
where I represents the illumination mask whose elements are selected randomly from the set {±1, ±i}. I represents its dual filter. F s ∈ C M ×N represents a partial Fourier transform matrix, and when M = N , it is essentially the Fourier transform matrix. Precisely, the definition of F s is as follows: F s x = SFx. Here, S ∈ R M ×N is a diagonal matrix, and the diagonal elements are 0 or 1. The diffraction pattern is often contaminated by noise in real applications. To evaluate the robustness of the proposed PR-RSBM3D algorithm, we corrupt the measurements with additive white Gaussian noise. The noise level is controlled by SNR, which is defined as SNR = 10log 10 
Here,ȳ = |F s (I x)| 2 represents the intensity of the theoretical diffraction pattern, and y is the recorded intensity.
For the PR-RSBM3D algorithm, we tune a parameter finely while fixing others until the maximum PSNR (Peak Signal to Noise Ratio) is achieved. Heuristically, the parameters are as follows: λ = 0.12M (M is the number of measurements), µ = 0.09, ρ = 0.88. For the BM3D image denoising engine, the noise standard deviation σ is evaluated by using the method in [37] , and the input noise standard deviation for BM3D is 1.6σ . We set the maximum iteration number of the loop t max = 70. We exploit the BM3D image denoising engine in [20] for the proposed PR algorithm, and the default parameters are utilized for the image denoising engine. All the tests are performed on a desktop computer with a Core i7-7700 CPU, 3.6 GHz processor, 8 GB of RAM, and running the Windows 10 64-bit operating system and MatLab 2017a. For comparing fairly, the same initial estimated image is utilized for all the algorithms. Moreover, the initial estimated image is the same at different sampling ratios and different noise levels. In all the tests of this paper, the number of experiments is L = 1. 
B. COMPARISON WITH THE PR ALGORITHM WITHOUT REWEIGHTED TECHNIQUE
To verify the effectiveness of the reweighted technique utilized in the proposed PR-RSBM3D algorithm, we compare the proposed algorithm with the benchmark algorithm without the reweighted technique. We term this benchmark algorithm as PR-SBM3D, and it also exploits the SBM3D regularization model. The reweighted PR algorithm without SBM3D is denoted as RWF-AGD, and it is also presented to demonstrate the effectiveness of the proposed SBM3D regularization model. We conducted these three algorithms for diffraction imaging at various sampling ratios and different noise levels.
The diffraction pattern is corrupted by Gaussian noise with SNR=10 dB and 20 dB. We evaluate the reconstruction performance based on PSNR and FSIM (Feature SIMilarity) [38] . For PSNR, larger values are better, and for FSIM, a higher FSIM value indicates a better visual quality. Figures 3-4 present the reconstruction results at SNR=10 dB and SNR=20 dB respectively. In the figures, the PSNR and FSIM values are the mean values of the eight testing images. One can see from the figures that the proposed PR-RSBM3D algorithm always outperforms the two benchmark algorithms in terms of the average PSNR and FSIM values. The higher reconstruction quality achieved by PR-RSBM3D than PR-SBM3D indicates the effectiveness of the reweighted technique. In fact, image recovery can benefit from adaptive weights, therefore, higher-quality imaging is achieved by PR-RSBM3D compared to PR-SBM3D. As can be seen from the figures, the RWF-AGD algorithm that does not exploit SBM3D is extremely worse than the proposed algorithm in terms of the PSNR and FSIM values. This result indicates the effectiveness of the proposed SBM3D model.
To further demonstrate the effectiveness of the proposed algorithm compared with the two benchmark algorithms, Fig. 5 presents the fingerprint images recovered by the three PR algorithms at the sampling ratio of 0.8 and the SNR of 20 dB. From the figure, one can see that the image recovered by the RWF-AGD algorithm is extremely worse, and its recovered image contains much noise. The image recovered by PR-SBM3D is better than the result obtained by RWF-AGD, but it still contains some noise. Among the three algorithms, the proposed PR-RSBM3D algorithm produces the best reconstruction in terms of the subjective visual.
C. IMAGING FROM SINGLE OBSERVATION
In this sub-section, we consider recovering the image of interest from single observation, and compare the proposed PR-RSBM3D algorithm with previous PR algorithms. Note that a few codes of recent PR algorithms that exploit the CDP model are released, we select the PR algorithms whose matlab codes are public as the benchmark algorithms. Concretely, we compare the PR-RSBM3D algorithm with the WF [14] , DOLPHIn [17] , BM3D-prGAMP [30] and SPAR [18] algorithms. The codes of WF and DOLPHIn are provided in the DOLPHIn package, which can be downloaded from https://www.graphics.rwth-aachen.de/media/resource _files/DOLPHIn.zip. The codes of BM3D-prGAMP and SPAR can be found in https://github.com/ricedsp/D-AMP_ Toolbox/tree/master/Algorithms and http://www.cs.tut.fi/ sgn/imaging/sparse/Demo-Sparse-Phase-Retrieval-JAN_ 2018.zip respectively. The maximum iteration number for WF is set as 100. The maximum iteration numbers for DOLPHIn and BM3D-prGAMP are set as 70. The maximum iteration number of the SPAR algorithm is 50, which is suggested in its package. For other parameters, the parameters in these four benchmark algorithms are finely-tuned, and the optimal ones for them are selected.
We consider the recovery of the testing images from single observation at various noise levels. At SNR=10 dB-30 dB, the PSNR and FSIM values achieved by the five PR algorithms are presented in Table II . Due to the limitation of the space, we present the results of the first four testing images. As can be seen from the table: 1) the average PSNR and FSIM values achieved by the proposed PR-RSBM3D algorithm are always higher than those of the four benchmark algorithms. At SNR=20 dB, the average PSNR values achieved by the proposed PR-RSBM3D algorithm is 20.87 dB, 11.16 dB, 1.73 dB, 1.88 dB higher than WF, DOLPHIn, BM3D-prGAMP and SPAR respectively; 2) the WF algorithm is the worst in terms of PSNR and FSIM values among these algorithms. The DOLPHIn algorithm is better than the WF algorithm, but still worse than the BM3D-based PR algorithms. The BM3D-prGAMP algorithm is extremely better than the WF and DOLPHIn algorithms, but worse than the proposed PR-RSBM3D algorithm. The SPAR algorithm is also better than the WF and DOLPHIn algorithms, but still worse than the proposed PR-RSBM3D algorithm.
The WF algorithm only exploits the recorded CDP to recover the image, and ignores image inherent priors, therefore, it fails to recover high-quality images from single observation. The DOLPHIn algorithm optimizes the dictionary and the image simultaneously. One diffraction pattern contains little information about the underlying image. Therefore, learning a dictionary from a diffraction pattern yields a bad dictionary, which is bad for sparse coding in DOLPHIn. The BM3D-prGAMP, SPAR and PR-RSBM3D algorithms can exploit much prior information, i.e., non-local similarity, 3D transform sparsity, implicitly; therefore, these three algorithms are extremely better than the WF and DOLPHIn algorithms. However, the BM3D-prGAMP and SPAR algorithms are worse than the proposed PR-RSBM3D algorithm. This reason lies in the fact that the proposed PR-RSBM3D algorithm exploits the reweighted and regularized methods for diffraction imaging. The best reconstructions achieved by the proposed PR-RSBM3D algorithm indicate the effectiveness of the proposed reweighted technique and the proposed SBM3D regularization model.
To further verify the effectiveness of the proposed algorithm, Figs. 6-9 present some images recovered by the five PR algorithms. To compare clearly, Figs. 6-7 present parts of the recovered images. One can see from the figures that the images recovered by the proposed PR-RSBM3D algorithm are the best among these recovered images. The WF algorithm produces a bad reconstruction that contains many noise-like components. The DOLPHIn algorithm is better than the WF algorithm, but its reconstruction contains some noise and loses much detail information. The reconstructions by BM3D-prGAMP and SPAR are better than DOLPHIn, but still lose some detail information, such as the texture information on the hat (see Fig. 6 (d)-(e) ), the detail information on the trousers (see Fig. 7 (d)-(e) ), the detail information on the ground (see Fig. 8 (d)-(e) ) and the water wave on the ocean (see Fig. 9 (d)-(e) ). The proposed PR-RSBM3D algorithm can preserve these detail information, and produces the best reconstruction among these algorithms. 
D. EXPERIMENTS WITH UNDERSAMPLED DATA
To demonstrate that the proposed algorithm can perform high-quality imaging in the case of a few measurements, we consider diffraction imaging from undersampled data at various noise levels in this sub-section. Figure 10 gives the reconstructions at the sampling ratio of 0.5. For each SNR, we report the mean PSNR and FSIM values of the eight testing images. From the figure, one can see that the WF and DOLPHIn algorithms are extremely worse than the BM3D-based algorithms in terms of PSNR values. The SPAR, BM3D-prGAMP and PR-RSBM3D algorithms are better than the two benchmark algorithms. One may argue that the PSNR achieved by BM3D-prGAMP is better than the proposed algorithm at SNR=30 dB. This is reasonable for non-convex optimization problems. The optimal parameters in PR algorithms are often varied with the sampling ratios and the noise levels [17] . In this work, for the five PR algorithms, we exploit the same parameters for each sampling ratio. Therefore, it is reasonable that the proposed algorithm is slightly worse than the BM3D-prGAMP algorithm in terms of the PSNR values at some SNRs. For the most part, the proposed PR-RSBM3D algorithm is better than the four benchmark algorithms.
Figures 11-12 present the couple and mandrill images recovered by the five PR algorithms at SNR=20 dB. From the figures, one can see that the images recovered by the WF and DOLPHIn algorithms are bad, and their reconstructions contain many noise-like components. The BM3D-prGAMP and SPAR algorithms are better than the other two benchmark algorithms, but their reconstructions still contain some noiselike components. The proposed PR-RSBM3D algorithm can produce the best reconstructions among the five PR algorithms, which demonstrates the effectiveness of the proposed PR-RSBM3D algorithm. Moreover, from the two figures, one can see that the proposed PR-RSBM3D algorithm can recover high-quality image only from 50% measured data.
E. RUNNING TIME
To show the computational complexity, we give the average running time of the proposed PR-RSBM3D algorithm and the four benchmark PR algorithms in the case of a CDP. Table III presents the average running time (s) of processing the eight testing images. From the table, one can see that the imaging speed of the proposed PR-RSBM3D algorithm is faster than the BM3D-prGAMP and SPAR algorithms, and slower than the WF and DOLPHIn algorithms. The WF algorithm only exploits the measurements to recover the image, thus, it is the fastest algorithm among these five algorithms. The imaging speed of the DOLPHIn algorithm is slower than that of the WF algorithm for its dictionary learning process, but faster than that of the BM3D-based algorithms. The BM3D image denoising engine should account for the slow imaging speed of the BM3D-based PR algorithms. The proposed PR-RSBM3D algorithm exploits the AGD method to solve the formulated problem; therefore, the imaging speed of the proposed PR-RSBM3D algorithm is faster than the other two PR algorithms that also exploit the BM3D image denoising engine. Although the imaging speed of WF and DOLPHIn is faster than the proposed PR-RSBM3D algorithm, the reconstructions by these two PR algorithms are extremely worse than those achieved by the proposed PR-RSBM3D algorithm.
VI. CONCLUSION
In this paper, we introduced a novel sparse regularization model called SBM3D, and proposed an effective diffraction imaging algorithm. The proposed algorithm can recover highquality images from a few noisy measurements without phase information. We exploited the similarity of the underlying image and its filtered version obtained by the BM3D image denoising engine to construct a regularization model called SBM3D. Image recovery using the proposed SBM3D model can exploit the non-local similarity and 3D transform sparsity implicitly. The proposed SBM3D model is a general framework, and it can be incorporated into any imaging field.
In the context of diffraction imaging, the reweighted technique and SBM3D were utilized to formulate the weighted and regularized diffraction imaging optimization problem. The smooth technique was utilized to give a smooth approximation of the regularization function. The accelerated gradient decent method with an adaptive step size was introduced to solve the problem. These advanced techniques lead the proposed PR-RSBM3D algorithm to an effective one. Experimental results have demonstrated that the proposed PR-RSBM3D algorithm could provide high-quality imaging from noisy and under-sampled diffraction pattern. Moreover, we demonstrated that the reweighted technique could improve the reconstruction performance for the regularized diffraction imaging problem empirically.
Future work will focus on applying the proposed SBM3D model on other inverse imaging problems.
Additionally, several aspects about high-quality diffraction imaging are still open for future research, for instance, how to explore deep learning frameworks for diffraction imaging. Regarding the generally difficult task of tuning parameters, how to reduce the number of finely-tuned parameters.
