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We present a theoretical model for the dynamics of an electron that gets trapped by means
of decoherence and quantum interference in the central quantum dot (QD) of a semiconductor
nanoring (NR) made of five QDs, between 100 K and 300 K. The electron’s dynamics is described
by a master equation with a Hamiltonian based on the tight-binding model, taking into account
electron-LO phonon interaction (ELOPI). Based on this configuration, the probability to trap an
electron with no decoherence is almost 27%. In contrast, the probability to trap an electron with
decoherence is 70% at 100 K, 63% at 200 K and 58% at 300 K. Our model provides a novel method
of trapping an electron at room temperature.
PACS numbers: 03.67.Bg, 73.23.Hk, 03.65.Yz, 81.07.Ta
I. INTRODUCTION
The interaction between a quantum system and its en-
vironment is inevitable, leading to decoherence,1 which
is one of the main obstacles in fields such as quantum
information processing,2 quantum optics, when measur-
ing optical Schrödinger cat states,3 condensed matter
physics, when looking for mesoscopic interference phe-
nomena in quantum transport of electrons,4,5 etc. Since
many interesting quantum phenomena are based on co-
herence, many solutions are proposed, and are currently
in use, to suppress or overcome decoherence,6 such as
quantum error-correction codes,7 error-avoiding codes,7
echo techniques,8,9 quantum feedback operations,3 op-
timal control technique,10 and many more. Other re-
search groups are trying to fight decoherence through the
knowledge of their spectral density, thinking this would
be more operative.11 A rather opposite approach to this
stream of research is found in quantum biology, where
scientists are trying to take advantage of the decoher-
ence in the quantum dynamics of excitons in order to
find explanations for the high efficiency in solar energy
harvesting in photosynthetic systems.12,13 Recent expla-
nations include environment-assisted energy transfer in
quantum networks, such as noise-assisted transport12,14
and oscillation-enhanced transport.15,16
The role of decoherence in localizing electrons has been
reported in many previous works.17,18 Another approach
is to apply continuous measurement to keep the quan-
tum state in a pure state. This approach is known as the
quantum Zeno effect.19 Some groups report that continu-
ous measurement will lead to quantum anti-Zeno effect.20
In all previous reports, quantum interference does not
play any role in trapping the electron. In this work, we
present a configuration that focuses on the interplay be-
tween quantum interference of the electron wavefunction
and decoherence in trapping the electron in the central
QD. Neither quantum interference nor decoherence alone
can trap the electron wavefunction in one out of five cou-
pled quantum dots. It is the combined effect of quantum
interference and decoherence that leads to the trapping.
Figure 1: (a) Schematic setup (not to scale). (b) A magnified
diagram for the intrinsic region made of five quantum dots
of (from left to right) 1.24, 1.5, 5.0, 1.5, 3.14 nm height, re-
spectively. (c) A cross section view for the interface between
quantum dot #2 and barrier #3. (d) A cross section view for
quantum dot #3 (electron pocket). (e) A cross section view
for the interface between quantum dot #2 and barrier #4.
II. STRUCTURE AND MECHANISM
We consider the transport of a single electron in a NR
with 15.1 nm as minor radius and 30 nm as major ra-
dius (see Fig. 1). The NR is divided into two regions.
The first region, which is n-doped In0.45Ga0.55As with a
concentration of 6.0× 1014 cm−3, constitutes 85% of the
NR, and it will be referred to as the "zero-region" in the
manuscript. The second region is called the "intrinsic-
region" in the manuscript. It consists of five QDs, four
of which are made of InAs, and the central QD is made
of In0.5Ga0.5As. QD #5, (see Fig. 2 for QDs labeling),
is n-doped with a concentration of 1.0× 1018 cm−3. The
zero-region and QD #5 are not degenerate semiconduc-
tors. Barrier #1 and #6 are made of GaAs, while barriers
#2 and #5 are made of In0.1Ga0.9As. As for barrier #3
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2and #4, they are made of Al0.4Ga0.6As. A monolayer of
sapphire Al2O3, which has radius of 8.05 nm, coats the
region starting from the interface between QD #2 and
barrier #3 to the interface of barrier #4 and QD #4.
The outer layer, up to the surface of the NR, is made
of In0.2Ga0.8As. As a result of this concentric configu-
ration, the central QD acts like an electron pocket that
traps the electron with the help of decoherence, as will be
shown later. All interfaces between the materials consid-
ered in the aforementioned configuration are recognized
to be straddling gaps (type I). Based on all chosen mate-
rials and types of interfaces, the conduction band (CB)
profile is shown in Fig. 2, based on the self-consistent
solution of the Schrödinger-Poisson equation. All semi-
conductor materials have the same crystal structure and
direct band gap. In addition, the NR is coupled to a
single-electron source (SES).21,22 The SES is triggered
to emit an electron and thus this electron can transport
through the whole configuration. Therefore, the time
evolution is well described by the single-electron master
equation as shown and justified below.
Figure 2: (a) The conduction band, for radius r < 8.05 nm.
(b) The conduction band, for r > 8.05 nm. The quantum
dots’ ground eigenstates are shown.
III. MODEL
Given that the aforementioned configuration has zero
electric field across the five-QD region and the electron’s
eigenenergies are close to the conduction band-edge min-
ima, the 3D time-independent Schrödinger equation in
cylindrical coordinates and in the effective mass approx-
imation is used to find the eigenenergies and eigenstates
for each QD separately. These states are used later (see
below) to describe the dynamics of the electron by means
of a generalized master equation in the tight-binding ap-
proximation, taking into account ELOPI. For simplicity,
an infinite confining potential in the radial direction is
assumed. The eigenenergies and wavefunctions of QDs
#1 and #5 are obtained systematically. As for QD #3,
due to the relatively large band gap (5 eV) for the sap-
phire Al2O3 monolayer, it is assumed to be confined in
infinite potential but with different radius than QDs #1
and #5. Both QDs #2 and #4 (see App. B), require an
additional boundary condition due to the electron pocket
i.e. the electron’s energy has to be conserved irrespective
of the interface with Al0.4Ga0.6As or In0.2Ga0.8As (see
Fig. 1). The zero energy is set at the minimum of the
conduction band of InAs QDs.
We start with the following Hamiltonian
H = HI +Hc, (1)
where HI is the Hamiltonian of an electron in the
"intrinsic-region"
HI =
∑
i
εia
†
iai +
−∑
i6=j
tija
†
iaj + h.c

+~ωLOb†b+ λ
∑
i
a†iai
(
b† + b
)
, (2)
and Hc is the Hamiltonian that describes the coupling
between both QD #1 and #5 and "zero-region"
Hc =
(∑
0
V01C
†
0a1 + h.c
)
+
(∑
0
V05C
†
0a5 + h.c
)
.
(3)
In Eq. (2), the first term describes the on-site ground
state for the five QDs. The second term, which is based
on the tight-binding model, describes the hopping of the
electron between the QDs, where tij is a 3-D hopping in-
tegral given by the off-diagonal matrix elements of Ht,23
i.e. (see Sec. IV for details)
tij = ∫ Ψ∗iHtΨjd3r, (4)
where Ht is the kinetic and potential energy of the elec-
tron inside the QD,
Ht = − ~
2
2m∗
∇23D + V (r, z) . (5)
The third term in Eq. (2) describes non-dispersive LO
phonons of In0.45Ga0.55As, since it constitutes 85% of the
NR. In polar semiconductors, as the size of the QD de-
creases, electrons interact mostly with phonons that have
long wavelength |q| ≤ 2pi /(QD size). This suggests that
a model with dispersionless LO phonons is accurate.24
It has been shown in experimental work that for InAs
QDs embedded in GaAs matrix, the GaAs LO phonons
are more prominent than the InAs LO phonons.25 The
fourth term in Eq. (2) describes the interaction between
the electron and LO phonons with coupling strength λ
(see App. A). In this work, g = λ/(~ωLO) ≈ 0.066. As
for the acoustic phonons, in polar semiconductor nanos-
trutures, the electron-acoustic phonon coupling is weak
because the energy difference between the ground state
and excited state ∆E is greater than 64 meV in all
QDs. Moreover, in the central QD the energy differ-
ence is greater than 110 meV. As a result, the acoustic
phonons are taken into account in the master equation,
as shown later, as part of the total decoherence. Since we
3deal with ELOPI, a canonical unitary transformation is
useful to eliminate the linear coupling terms in Eq. (2).
The transformed Hamiltonian is H ′I = e
SHIe
−S , where
S = −g
(∑
i
a†iai
(
b† + b
))
. We obtain
H
′
I =
∑
i
a†iai
(
εi − λ2/~ωLO
)
+
−∑
ij
tija
†
iaje
−2g(b†−b)

+
−∑
ij
tjia
†
jaie
2g(b†−b)

+~ωLOb†b+
(
2λ2/~ωLO
)
. (6)
In Eq. (6) the first term shows the renormalization of the
QDs’ eigenstates in the presence of ELOPI. The eigen-
states of the transformed Hamiltonian H ′I are in the ten-
sor product form and are denoted by |νg, N〉 and |νe, N〉,
where νg and νe represent the ground and excited state
of the electron in QD #ν, respectively, and N represents
the number of LO phonons. The Hamiltonian in Eq. (6)
is solved in the following basis |SES〉, |zero− region〉,
|1g, 0〉, |2g, 0〉, |3g, 0〉, |4g, 0〉 and |5g, 0〉, where |SES〉
is the electron in the SES before being injected in the
NR, |zero− region〉 is the electron in the "zero-region"
in the NR after being injected from the SES, and |1g, 0〉
is the electron in the ground state of QD #1 with no
phonons. We define the phonon displacement operator
D(β) = eβb
†−β∗b. We can now make use of the well-
known formula for the matrix elements of the displace-
ment operator26,27
〈N ′|D(β) |N〉 =
(
N !
N ′!
)1/2
|β|N ′−Ne−|β|2/2
×LN ′−NN (|β|2)ei(N
′−N)φ, (7)
where β = |β|eiφ and LN ′−NN (|β|2) are the associated La-
guerre polynomials. For β  1 the associated Laguerre
polynomials are approximately
LN
′−N
N (|β|2) ≈
N ′!
N !(N ′ −N)!
(
1 +
N
N ′ −N + 1 |β|
2
)
.
(8)
Thus, for β  1 only the phonon states with N ′ =
N couple to each other in a good approximation, and
〈N |D(2g) |N〉 = e−2g2 . Therefore, the second and third
terms in Eq. (6) show that the hopping term tij is re-
duced by a factor of e−2λ
2/(~ωLO)2 . In the weak ELOPI
considered in this work, e−2λ
2/(~ωLO)2 ≈ 1 and thus the
hopping terms are not reduced (see App. A).
The validation of the aforementioned Hamiltonian de-
pends on the following criteria; in this configuration there
must be no electrons in the CB. This is calculated in the
standard way as follows
n =
∞
∫
Ec
D (E) fFD (E) dE. (9)
Figure 3: The electron’s time-dependent probability distri-
bution among the five quantum dots in the case with zero
decoherence.
Since the configuration has a large length-to-width ra-
tio, D (E) is approximated by the density of states of
a 1D NR (Section V). Doping (type and concentration)
along with temperature are taken into account through
the Fermi-Dirac function fFD (E). We observe that on
average there are virtually no electrons in the whole con-
figuration. Consequently, when the SES is triggered and
a single electron is emitted, H ′I is a valid description
for this single electron. Hc describes the coupling be-
tween the "zero-region" (quasi-continuum) and QDs #1
and #5. The electron inside the "zero-region" is incoher-
ent because of the decoherence effects due to the acous-
tic phonons. Such effects do not conserve the energy of
the electron. This coupling is well described by Fermi’s
golden rule for the transition rates as follows:
W0→1g =
2pi
~
∞
∫
Ec
dE0|〈1g|Hc|0〉|2D (E0) fFD (E0)
× (1− fFD (E1g)) δ (E1g − E0) , (10)
W1g→0 =
2pi
~
∞
∫
Ec
dE0|〈0|Hc|1g〉|2D (E0) fFD (E1g)
× (1− fFD (E0)) δ (E1g − E0) , (11)
W5g→0 =
2pi
~
∞
∫
Ec
dE0|〈0|Hc|5g〉|2D (E0) fFD (E5g)
× (1− fFD (E0)) δ (E0 − E5g) , (12)
and
W0→5g =
2pi
~
∞
∫
Ec
dE0|〈5g|Hc|0〉|2D
(
E5g
)
fFD (E0)
× (1− fFD (E5g)) δ (E0 − E5g) (13)
4The coupling terms in Eq. (3), Vn and Vp, are much
smaller than t12 and t45. This confirms that we have
a weak coupling between the outer QDs and the "zero-
region". Thus a standard formalism appropriate for the
description of such a system is the generalized master
equation in the Born and Markov approximation28
∂tρm,n =
i
~
[ρ,H ′I ]m,n + δm,n
∑
l 6=m
ρnWm,l − γm,nρm,n,
(14)
where γm,n = 12
∑
l (Wl,n +Wl,m) +
1
T2
is the total de-
coherence which includes the dephasing time T2 due to
electron-phonon (both acoustic and optical, and both
elastic and inelastic) interaction and the rates Wm,l of
transition between the "zero-region" and the outer QDs.
Eq. (14) is valid when the correlation time in the heat
bath is much smaller than the relaxation time of the elec-
tron system. A rough estimate for the correlation time is
~
kBT
∼ (1− 3.5)× 10−14 s for T = 100 K - 300 K respec-
tively, which is much smaller than the electron relaxation
time, in such systems, ∼ 10−12 s. The dephasing time
T2, based on temperature, is determined through the ho-
mogeneous broadening 2~/T2.29,30 At room temperature,
the dephasing times are of the order of 200-300 fs.29–31
We choose T2 = 285 fs at 300 K because there is no
carrier-carrier interaction. At T = 100 K, the dephasing
time is 2 ps.29–31 It is worth to mention that we ignore the
change in band gap due to the lattice constant mismatch
between the different materials. However, this does not
affect the final results. For calculating the ground state
of QD #5 the doping is taken into account through the
Schrödinger-Poisson equation. As a result, the ground
state of QD #5 will be E
′
5g = E5g − λ
2
~ωLO + ∆, where ∆
is the increase in the ground energy of QD #5 (few meV)
due to doping. The change in wavefunction of QD #5 is
negligibly small. In this work only the ground state in
each QD #ν, denoted by |νg, 0〉, is considered. Such con-
tribution is attributed to the following reasons; first, the
electron’s transition from the "zero-region" to the ground
state |1g, 0〉 is 100 times faster than the transition to the
excited state |1e, 0〉. In addition, the transition to |5g, 0〉
is 10 times less than the transition to |1g, 0〉. As a re-
sult, the electron in the "zero-region" will basically favor
tunneling toward QD #1 more than QD#5. Second, in
systems where the energy separation is 44 meV the relax-
ation takes 20 (40) ps at 300 (100) K.32 Thus, based on
the detailed balance condition, WnmWmn = e
− ~ωnmkBT , phonon-
assisted excitation will take much more time. In addi-
tion, in the aforementioned configuration, based on the
dimensions of the QDs, the energy separation is more
than 64 meV. Third, in polar semiconductors, even at
room temperature, the emission of LO phonon is more
favorable than the absorption of LO phonon. As a re-
sult, the |νg, 0〉 states remain populated and the excited
states can be neglected.
In this model, we calculate all ten hopping integrals
(Section IV). Based on the electron pocket configuration,
t24 is larger than t43 + t32. This is impossible to achieve
in a similar configuration without an electron pocket.
Figure 4: Density of states for a circular nanowire with radius
of 15.1 nm.
IV. CALCULATION OF HOPPING MATRIX
ELEMENTS
The total Hamiltonian of our system is
Ht = − ~
2
2m∗
∇23D + V (r, z) , (15)
where the first term is the kinetic energy and the second
term is the potential energy
V (r, z) =
∑
ν
Vν . (16)
The potential Vν represents the local potential of the
QD #ν. This representation can be used to derive the
tight-binding Hamiltonian HI given in Eq. (2) for the
"intrinsic-region". We provide an approximation to HI
in App. E. The diagonal and off-diagonal elements of Ht
are given by
i = −
ˆ
Ψ∗i
~2
2m∗
∇23DΨid3r +
ˆ
Ψ∗i ViΨid
3r (17)
and
tij = −
ˆ
Ψ∗i
~2
2m∗
∇23DΨjd3r +
ˆ
Ψ∗i ViΨjd
3r, (18)
respectively. These are the variables that enter the tight-
binding Hamiltonian HI in Eq. (2). Due to the cylindri-
cal symmetry of the QDs we can write the wavefunction
as
Ψ = R (ρ) Φ (φ)Z (z) . (19)
Since the hopping is only along the axial axis (z-axis),
Ht is
Ht = − ~
2
2m∗
∂zz + V (r, z) . (20)
5The hopping integral is calculated in the following man-
ner
tij =
ˆ
R∗i (ρ) Φ
∗
i (φ)Z
∗
i (z)HtRj (ρ) Φj (φ)Zj (z) d
3r,
(21)
separating variables will yield
tij =
2piˆ
0
Φ∗i (φ) Φj (φ) dφ
rˆ
0
R∗i (ρ)Rj (ρ) dρ
×
∞ˆ
−∞
Z∗i (z)HtZj (z) dz. (22)
The azimuthal part will always result in 1. The azimuthal
part acts like a selection rule for the electron hopping.
The electron, in the considered configuration, hops be-
tween states with the same quantum number m. Conse-
quently, the hopping occurs among the ground states of
the QDs only. The radial integral requires special care,
especially when one of the hopping integral’s boundaries
is located at the interface with the electron pocket,
γrˆ
0
R∗iinRjindr +
rˆ
γr
R∗ioutRjoutdr. (23)
Since H ′I is a hermitian, tij = t
∗
ji. The values of the
hopping integral vary based on the QDs. They are t21 =
t12 = 161 meV, t54 = t45 = 180 meV, t31 = t13 = 14 meV,
t53 = t35 = 5 meV, t41 = t14 = 24 meV. t25 = t52 = 0.464
meV, t51 = t15 = 0.1047 meV, t32 = t23 = 56.44 meV,
t34 = t43 = 18.6 meV, and t42 = t24 = 85.7 meV.
V. DENSITY OF STATES IN N-DOPED
REGION
In this work, the NR’s minor radius is 15.1 nm, and
with circumference of almost 190 nm. The length-to-
width ratio is almost 7 justifying the 1-D denisty of states
(DOS) employed in this work. The DOS is given by33
ρ1D (E) =
n∑
i=1
(
2m∗
~2
)1/2
1
pi (E − Ei)1/2
Θ (E − Ei) .
(24)
where Θ is a step function. The DOS graph is plotted in
Fig. 4.
VI. RESULTS AND DISCUSSION
In the numerical calculations based on Eq. (14) the
trace of the density matrix is equal to one at all times.
This ensures probability conservation, which agrees with
the Hamiltonian being hermitian. In Fig. 3, 5, 6, and 7 at
Figure 5: The electron’s time-dependent probability distribu-
tion among the five quantum dots at 100 K. The probability
to trap the electron in QD #3 is 70%.
t = 0, ρSES = 1, which means that there is no electron
initially in the NR configuration. In addition, if deco-
herence is absent, the probability of the electron to get
trapped in the central QD is 27%, as shown in Fig. 3. In
contrast, if decoherence is taken into account, the elec-
tron’s trapping probability increases to 58% - 70% de-
pending on the temperature (see Figs. 5, 6, and 7). The
probability of the electron’s trapping at different tem-
peratures and their corresponding dephasing times are
shown in Table I.
Temperature [K] Dephasing time T2 [21] Electron trap [%]
100 2 ps 70
150 667 fs 65
200 500 fs 63
250 334 fs 60
300 285 fs 58
Table I: Probability of electron being trapped in the central
quantum dot at various temperatures between 100 K and 300
K.
Although the trapping probability decreases with in-
creasing dephasing rate, it is larger than the trapping
probability in the case of vanishing decoherence. Many
factors contribute to this counter-intuitive result. The
first factor is the electron pocket, which is essential for
the electron to get accumulated in the central QD. To
show the importance of the electron pocket, consider the
following configuration where there is no electron pocket
(i.e t42 < t43 and t32). The electron is delocalized among
all five QDs. In Fig. 8, the same eigenenergies and the
same hopping matrix elements values were considered ex-
cept for t42. The result is due to the detuning of the en-
ergy levels of the QDs. However, there is no significant
localization of the electron in QD #3.
6Figure 6: The electron’s time-dependent probability distribu-
tion among the five quantum dots at 200 K. The probability
to trap the electron in QD #3 is 63%.
The second factor is the fast electron transition from
the "zero-region" to QD #1 and from QD #5 to the
"zero-region". The electron’s transition rate from the
"zero-region" to the first QD’s ground state W0→1g is al-
most 100 times larger than W1g→0. The electron’s tran-
sition rate from the ground state of QD #5 to the "zero-
region" W5g→0 is almost 10 times larger than W0→5g,
which is due the n-doping of QD #5. In this work,
W0→1g = 9.5 × 1013 s−1 and W5g→0 = 2.0 × 1014 s−1.
These fast transitions are achieved through two factors:
the DOS of the NR and the n-doping of the "zero-region"
and QD #5. Another contributing factor is the QDs’
eigenenergies relative to each other, i.e. if any of the
QD’s energy level is modified, without adjusting the
other QDs’ eigenenergies, the trapping efficiency will de-
crease. Furthermore, the central QD’s eigenenergy is the
second lowest among all QDs. Based on the geometry
and the dimensions of the QDs, the energy difference
between the central QD’s eigenenergy and the neighbor
QDs’ eigenenergies is almost 65 meV. This means the
trapped electron needs to absorb two LO phonons in ad-
dition to a LA phonon to be able to escape. In order for
the trapped electron to escape to QD #5 ground state,
an energy difference of 86 meV needs to be overcome by
the emission of at least two LO phonons and one LA
phonon. Even with strong ELOPI, these processes take
more than 1 ns.34
Once the electron gets injected from the "zero-region"
to the QD#1, it keeps hopping among the five QDs. As
shown in Sec. IV, both t21 and t54 are of the order of 170
meV, which means the electron hopping is faster than
the phonons’ response. However, due to the presence
of the electron pocket, i.e t42 > t43 + t32, the electron
hops faster between QD #2 and QD #4 than hopping
between QD #2 and QD #3. Therefore electron trap-
ping due to detuning is excluded. Meanwhile, due to the
realtively smaller value of t43 and t32, part of electron’s
Figure 7: The electron’s time-dependent probability distribu-
tion among the five quantum dots at 300 K. The probability
to trap the electron in QD #3 is 58%.
wavefunction slowly keeps accumulating inside QD #3,
while the rest of the electron’s wavefunction hops to QD
#4, from QD #2 then quickly to QD #5, and then to
the "zero-region", from which it hops back to QD #1.
The revolved part of the electron’s wavefunction inter-
feres constructively with the part that remained in the
electron-pocket, leading to the localization of the elec-
tron. However, the localized electron will not stay inside
QD #3 forever because both t43 and t32 are not zero. If
there is no decoherence, the electron will hop out from
QD #3 leaving behind 27% probability of trapping. The
trapping probability depends on when the decoherence
will terminate the hopping, i.e off-diagonal terms, be-
tween QDs. At 100 K, the electron gets accumulated
inside QD #3, before the electron starts to hop out of
QD #3, the decoherence destroys the electron’s hopping,
hence the electron is trapped with a trapping probability
of 70%. At 300 K, decoherence is much faster than at
100 K. While the electron is accumulated inside QD #3,
the decoherence inhibits further accumulation. Thus the
trapping efficiency decreases to 58%. The whole mecha-
nism is based on a configuration that localizes the elec-
tron inside QD #3 through constructive quantum inter-
ference of the electron with itself and by means of de-
coherence that prevents the electron from hopping out.
Therefore, trapping an electron inside QD #3 requires a
delicate balance between how fast the electron is accu-
mulated versus how large the decoherence rate is. Such
a physical mechanism should manifest itself through os-
cillations in the diagonal density matrix elements in Fig.
12. The absence of oscillations due to the above expla-
nation is attributed to the strong damping of the deco-
herence. This means the time evolution is dominated by
overdamping. However, compare this results with the re-
sult obtained in App. D, when the electron’s initial state
is |1g, 0〉 instead of |SES〉. In that case the oscillations
reflecting the electron’s dynamics are visible and clearly
7as shown in Fig. 12.
Figure 8: The electron’s time-dependent probability distri-
bution among the five quantum dots, at T = 300 K without
electron pocket.
VII. CONCLUSION
We propose a realistic configuration to trap an elec-
tron at high temperature (100 K - 300 K) by taking ad-
vantage of the interplay between quantum interference
and decoherence in an electron-pocket configuration. We
would like to emphasize that the electron trapping takes
place as a result of the interplay of both decoherence and
quantum interference. Neither quantum interference nor
decoherence alone can achieve electron trapping. In ad-
dition, as mentioned previously, the electron will require
two LO phonons in addition to one LA phonon to be able
to escape to the other QDs. The trapping is achieved
with a probability ρ33 depending on the temperature.
At T = 100 K, 200 K, 300 K the trapping probability is
ρ33 = 70%, 63%, and 58%, respectively.
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Appendix A: Electron-Phonon Interaction in
Quantum Dots
The Fröhlich Hamiltonian describes the electron-LO
phonons interaction (ELOPI). For quantum dots (QDs),
it is given by
He−ph =
1√
V
∑
q,i,j
Mq,i,ja
†
iaj
(
b†q + b−q
)
, (A1)
Mq,i,j = i
√
4α
~ωq
q
(
~
2m∗ωq
)1/4 〈
i|eiq·r|j〉 ,
(A2)
where α is the Fröhlich coupling constant. In bulk InAs
α = 0.052. However, in InAs QDs α = 0.15.35,36 |i〉 is
the wavefunction for the electron level i in the QD. V is
the volume of the NR. The phonons are assumed to be
the same as those in the bulk In0.45Ga0.55As, since 85%
of the NR is made of In0.45Ga0.55As. In this work, the
LO phonons are regarded as dispersionless, i.e. ~ωq =
~ωLO = 32 meV. We calculate the strength of couplings,
in each QD, for the following cases: |i〉 = |j〉 = |g〉,
|i〉 = |j〉 = |e〉, and (|i〉 = |g〉 and |j〉 = |e〉), where |g〉
(|e〉) is the ground (excited) state. The coupling strength
in Eq. (2) is calculated as follows:
λ2 =
∑
|q|≤2pi/L
|λq|2
=
1
V
∑
|q|≤2pi/L
|Mq,i,j |2 . (A3)
For both Mq,g,g and Mq,e,e, in all five QDs, g =
λ/ (~ωLO) = 0.066. Consequently, e−2g
2 ≈ 1. As for
Mq,g,e or Mq,e,g, in all five QDs, they are almost 0.0066.
Appendix B: Energy levels and wavefunctions of
cylindrical QDs
As shown in Fig. 1, the "intrinsic-region" constitutes
15% of the NR. In addition, the "intrinsic-region" is
along the z-axis. In this work, we consider the "intrinsic-
region" curvature to be small. Thus, the "intrinsic-
region" will be treated without curvature. Starting with
Schrödinger’s equation in cylindrical coordinates
EΨ (ρ, φ, z) = − ~
2
2m∗
[
1
ρ
∂ρ (ρ∂ρΨ (ρ, φ, z))
+
1
ρ2
∂φφΨ (ρ, φ, z) + ∂zzΨ (ρ, φ, z)
]
+V (ρ, φ, z) Ψ (ρ, φ, z) , (B1)
where E = Eρ + Ez is the total eigenenergy of the elec-
tron. Applying separation of variables, the azimuthal
differential equation and its normalized solution will be
∂φφΦ (φ) +m
2Φ (φ) = 0, (B2)
and
Φ (φ) =
1√
2pi
e+imφ, (B3)
8where m is the azimuthal quantum number. As for the
axial differential equation, it is as follows
− ~
2
2m∗
Z (z) + V (z) = EzZ (z) . (B4)
The solution for the axial equation is shown later. As for
the radial differential equation, it is given by
∂ρρR (ρ) +
1
ρ
∂ρR (ρ) +
(
k2ρ −
m2
ρ2
)
R (ρ) = 0. (B5)
The general solution for the radial differential equation
is
R (ρ) = C1Jm (kρρ) + C2Nm (kρρ) , (B6)
where Jm is the Bessel function of the first kind and
Nm is the Bessel function of the second kind. In this
work, not all QDs share the same boundary conditions,
i.e electron pocket. Both QD #1 and #5 do not share an
interface with the electron pocket, Thus at ρ = 0, R (ρ)
is finite, i.e C2 = 0. For both QD #1 and #5, at ρ = r,
R (ρ) is equal to zero. In order to satisfy this boundary
condition, kρ = αmnr . The radial wavefunction, for both
QD #1 and #5, is
R (ρ) = C1Jm
(αmnρ
r
)
. (B7)
The energy of the electron inside either QD #1 or QD
#5 is the sum of the radial energy and the axial energy.
E = Eρ + Ez. (B8)
The axial energy will be explored in details in App. C.
As for the radial energy, it is as follows
Eρ =
~2α2mn
2m∗r2
. (B9)
C1 is determined from the normalization condition as fol-
lows
|C1|2
ρ=rˆ
0
ρ
∣∣∣Jm (αmnρ
r
)∣∣∣2 dρ = 1. (B10)
As for QD #2 and #4, both are identical.
For ρ < γr, the electron’s energy is denoted by Ein,
where Ein = Eρin+Ezin, while for ρ > γr, the electron’s
energy is denoted by Eout, where Eout = Eρout +Ezout .
Based on Fig. 9, the boundary conditions are as follows:
1. at ρ = 0, R (ρ) is finite.
2. at ρ = γr, Rin (ρ) = Rout (ρ).
3. at ρ = γr, dRin(ρ)dρ =
dRin(ρ)
dρ .
4. at ρ = r, Rout (ρ) = 0.
5. Normalization condition: |〈R|R〉|2 = 1.
Figure 9: Schematic for the QD #2 or #4 interface with the
electron pocket.
6. Ein = Eout.
γ is a constant factor that varies between 0 and 1. We set
γ to be 0.533. The choice for γ is based on two factors.
First, it is chosen to increase the efficiency of trapping
by making t42 larger than t32 + t43. Second, the value
of γ makes the energy separation between the ground
state’s energy of QD #2 or #4 almost 70 meV higher
than the ground state’s energy of QD #3. Hence it takes
the trapped electron almost 1 ns to escape. For ρ < γr,
the radial differential equation is
∂ρρR (ρ) +
1
ρ
∂ρR (ρ) +
(
k2ρin −
m2
ρ2
)
R (ρ) = 0, (B11)
where Eρin =
~2k2ρin
2m∗ . The general solution for Eq. (B11),
is
Rin (ρ) = C3Jm (kρinρ) + C4Nm (kρinρ) . (B12)
From boundary condition 1, C4 is zero. For ρ > γr, the
radial differential equation is
∂ρρR (ρ) +
1
ρ
∂ρR (ρ) +
(
k2ρout −
m2
ρ2
)
R (ρ) = 0, (B13)
where Eρout =
~2k2ρout
2m∗ . The general solution for
Eq. (B13), is
Rout (ρ) = C5Jm (kρoutρ) + C6Nm (kρoutρ) . (B14)
Both Rin and Rout share the same "m". From boundary
condition 4,
C6 = −C5 Jm (kρoutr)
Nm (kρoutr)
. (B15)
From both boundary conditions 2 and 3, and simple al-
gebraic manipulation, the transcendental equation reads
kρoutJm (kρinγr)
[
J
′
m (kρoutγr)Nm (kρoutγr)
− Jm (kρoutγr)N ′m (kρoutγr)
]
= kρinJ
′
m (kρinγr) [Jm (kρoutγr)Nm (kρoutr)
− Jm (kρoutr)Nm (kρoutγr)] . (B16)
9Figure 10: The solution for the transcendental equation.
As shown in Fig. 10, the solution for this transcenden-
tal equation, with γ = 0.533, is E = 0.348 eV. QD #3
is treated the same as both QD #1 and #5, but with
different radius.
Appendix C: The axial energy levels of the
cylindrical QDs
Figure 11: Schematic for the QD’s height.
We write down the solution for Schrödinger’s non-
relativistic time-independent equation for the QD’s dif-
ferent regions along the z-axis, for −∞ < z < a,
Z1 (z) = Ae
kn−1(z−a), (C1)
for a < z < a+ z1,
Z2 (z) = B cos (kn (z − a)) + C sin (kn (z − a)) , (C2)
where z1 is the height of the QD. For a+ z1 < z <∞,
Z1 (z) = De
−kn+1(z−a). (C3)
From the boundary conditions at z = a, we obtain
B = A, (C4)
C = σ1A, (C5)
where σ1 =
mnkn−1
mn−1kn
. From the boundary conditions at
z = a+ z1, we get
B cos (knz1) + C sin (knz1) = De
−kn+1(z1) (C6)
and
− kn
mn
B sin (knz1)+
kn
mn
C cos (knz1) = − kn+1
mn+1
De−kn+1(z1).
(C7)
From Eq. (C1) and Eq. (C2), Eq. (C3) and Eq. (C5)
yield, respectively,
A cos (knz1) + σ1A sin (knz1) = De
−kn+1(z1), (C8)
and
−A sin (knz1)+σ1A cos (knz1) = −σ2De−kn+1(z1), (C9)
where σ2 =
mnkn+1
mn+1kn
. After getting rid of A by dividing
Eq. (C8) by Eq. (C9) and using a few straightforward
algebraic steps, the transcendental equation for the QD
eigenenergies is
tan (knz1) =
σ2 + σ1
1− σ1σ2 . (C10)
A graphical solution provides the eigenenergies for each
QD.
Going back to Eq. (C8) and Eq. (C9), D in terms of A
is given by
D =
σ21 + 1
σ1 + σ2
sin (knz1) e
kn+1(z1)A. (C11)
After normalization, we obtain A = 1/
√
N , where
N =
1
2kn−1
+
(
σ21 + 1
σ1 + σ2
)2
sin2 (knz1)
1
2kn+1
+
1
4kn
(2knz1 + sin (2knz1))
+σ21
(
z1
2
− sin (2knz1)
4kn
)
− σ1
2kn
(cos (2knz1)− 1) . (C12)
Appendix D: Electron’s oscillations among the five
quantum dots
In this appendix we change the initial condition from
ρSES = 1 to ρ11 = 1. The reason is to illustrate the oscil-
lations that are suppressed by decoherence if the initial
10
condition is ρSES = 1. In Fig. 12 oscillations due to inter-
ference are clearly visible. Note that despite the change
in the initial condition, the results are the same. In addi-
tion, the time scale here is in the picosecond regime, while
the timescale for the previous results is in the nanosec-
ond regime. The reason is that the injection rate from
the SES to the NR is 5 × 109 s−1.
Figure 12: The electron’s time-dependent probability distri-
bution among the five quantum dots at room temperature
with ρ11 = 1 as initial condition.
Appendix E: Approximation of the hopping matrix
elements
As an illustration, in this appendix we are going to gen-
eralize the 1D calculation of the hopping matrix elements
for a symmetric double-well potential presented in Ref. 37
to the case of an asymmetric double-well potential. We
emphasize that we do not use this approximation in the
calculations. This appendix is provided for educational
purpose only. The effective Hamiltonian for a coupled
two-level system is
H =
(
 t
t −
)
, (E1)
where 2 is the bias between the right and left well, and
t is the hopping matrix element. The eigenenergies are
E± =
√
2 + t2. The corresponding eigenstates are
|ψ+〉 = cos θ
2
|ψR〉+ sin θ
2
|ψL〉 , (E2)
|ψ−〉 = − sin θ
2
|ψR〉+ cos θ
2
|ψL〉 , (E3)
where tan θ = t/ with 0 ≤ θ < pi. For determining E+
we use the following two Schrödinger equations:
ψ′′R +
2m
~2
(ER − V )ψR = 0, (E4)
ψ′′+ +
2m
~2
(E+ − V )ψR = 0, (E5)
where V is the 1D potential shown in Fig. 13. Multi-
plying ψ+ to Eq. (E4), multiplying ψR to Eq. (E5), and
taking the difference results in
ψ+ψ
′′
R − ψRψ′′+ +
2m
~2
(ER − E+)ψRψ+ = 0 (E6)
After integration from 0 to infinity and integration by
parts, we obtain
E+ − ER = ~
2
2mδ+R,+
[−ψ+(0)ψ′R(0) + ψR(0)ψ′+(0)] ,
(E7)
where δ+R,+ =
´∞
0
ψRψ+dx.
Figure 13: Schematic showing an asymmetric double well po-
tential.
A similar calculation can be done for determining E−−
ER. Evaluating the difference, we obtain
E− − E+ = ~
2
2mδ+R,−
[−ψ+(0)ψ′L(0) + ψL(0)ψ′+(0)]
− ~
2
2mδ+R,+
[−ψ+(0)ψ′R(0) + ψR(0)ψ′+(0)] ,
(E8)
where δ+L,+ =
´∞
0
ψLψ+dx. Using the approximations
δ+R,− ≈ − sin θ2 and δ+R,+ ≈ cos θ2 , we can substantially
simplify the above equation to
E− − E+ = ~
2
2m
[
cot
θ
2
+ tan
θ
2
]
× [ψL(0)ψ′R(0)− ψ′L(0)ψR(0)] . (E9)
Using the formulas tan θ2 =
1−cos θ
sin θ and cot
θ
2 =
1+cos θ
sin θ ,
we obtain
E− − E+ = ~
2k2
m sin θ
= 2
√
2 + t2, (E10)
where we defined k2 = [ψL(0)ψ′R(0)− ψ′L(0)ψR(0)].
Since sin θ = t/
√
2 + t2, we get
t =
~2k2
2m
. (E11)
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We compared this approximation with the result ob-
tained using Eq. (18). Our calculations show that this
approximation gives less than 50% of the kinetic matrix
element in Eq. (18) and less than 40% of the total ma-
trix element in Eq. (18). This discrepancy is due to the
approximations δ+R,− ≈ − sin θ2 and δ+R,+ ≈ cos θ2 , which
neglect the tails of the wavefunctions. This result illus-
trates also the importance of including the off-diagonal
matrix elements of the potential.
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