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10 Chapitre 1. Synthese des travaux
1.1 Introduction
Ce chapitre de synthese est consacre a la presentation des principaux resultats, inherents aux
travaux, detailles aux chapitres 2, 3, 4 et dedies aux approches et aux investigations, respectivement :
epistemologique, statistique theorique et empirique economique, de la memoire longue, generee par
des processus, fortement correles (ou autocorreles), stationnaires, ou a accroissements stationnaires.
La memoire longue ou la dependance de longue portee \ est un phenomene qui... se rapporte a
la vitesse de decroissance de la dependance statistique, (de type puissance)... plus lente qu'une
decroissance exponentielle... (comme le sont) certains processus auto-similaires... mais tous les
processus (de) dependance de longue portee ne sont pas auto-similaires\ 1. Il s'agit d'un \phenomene
... largement observe dans la nature... caracterise par des trajectoires achant des trends apparents
et des cycles, ... ephemeres... \[51].
Les modeles de \memoire longue... a la fois dans le temps et dans l'espace \([48], p1) ont joue un
ro^le cle \en sciences physiques au moins a partir de 1950, par des statisticiens dans divers champs
comme l'hydrologie et la climatologie\([48], p1). Ils sont devenus incontournables en econometrie, \a
partir des annees 1980 et en nance a partir de 1995\([48], p1) pour se populariser, et se generaliser,
ainsi, a d'autres champs disciplinaires multiples et varies, \comme l'agronomie, l'astronomie, la
chimie, l'economie, l'ingenierie, les sciences environnementales, les geosciences, l'hydrologie, les
mathematiques, la physique, et la statistique\([12], Preface). Plusieurs livres et revues lui ont ete
dedies ([85], [4], [27], [83], [29],...) . Desormais, a l'image des neurosciences 2, des turbulences, des les
d'attente, ou de la nance 3, les theories ecosystemiques (et geo-ecologiques) des plus pertinentes
adoptant les modeles de memoire longue foisonnent et se multiplient.
En eet, rien que pour 2011-2012, qu'il s'agisse du developpement durable 4 ([30]), de l'energie
renouvelable [11], de l'ecologie [69], du changement climatique [59], [19], [75], ou de la biodiversite
[74], on detecte, au sein des donnees recoltees, dans chacune de ces disciplines respectives, de plus
en plus, de phenomenes de \memoire longue... temporelle..ou... spatiale\([48]) averes.
1. Wikipedia, avec adaptation
2. Long-Range Temporal Correlations in the EEG Bursts of Human Preterm Babies, Hartley C. and al, 2012.
3. \j'ai ete pris d'un gou^t extre^me pour les bruits et turbulences (disait Mandelbrot). Grosso modo, il existe
une ressemblance reelle entre ces deux domaines : le temps qu'il fait et les cours de la bourse sont egalement
imprevisibles. Et j'allais trouver une traduction mathematique de cette idee banale en identiant une notion sans
precedent : l'idee de  self-similarite  geometrique. La self-similarite s'est averee un concept fructueux, et si
omnipresent que personne ne sait plus que c'est moi qui ai cree ce terme a Harvard en 1964. In La Recherche (n
85, p. 5, janvier 1978 ; n171, p. 1334, novembre 1985)\
4. La conference des Nations unies sur l'environnement humain de 1972 a Stockholm avait pose les fondations
de l'eco-developpement. Sa denition fut formalisee en 1987 dans le rapport Brundtland : Le developpement du-
rable est un mode de developpement qui repond aux besoins du present sans compromettre la capacite des generations
futures de repondre aux leurs. in Le Figaro du 19 juin 2012. Sommet de Rio : le modeste bilan de la reunion de
1992.
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Ces nouveaux domaines d'investigation de la memoire longue, trouvent dans le modele de regulation
du ux du Nil de Hurst, presente dans son fameux article \long-terme storage capacity of reservoirs\
[55], une modelisation statistique de queue, dans une le d'attente, reussie et facilement transpo-
sable. Il en est de me^me, pour la modelisation du trac, sur reseaux Ethernet ([29], pp 373-407),
qui s'en est fortement inuencee, et qui devient, a son tour, une modelisation de reference, pour
ces nouvelles disciplines ecosystemiques, comme en temoignent, ces articles divers et multiples (cf.
[57], [58], [72], [41], [68], [5]).
1.1.1 Quelques denitions
La memoire longue, et son synonyme, la dependance de longue portee, ou \persistance\ ([83], p
1), est baptisee \Eet Joseph\, par Mandelbrot et ses disciples ([87], p 2), qui l'ont \associee
(deliberement, et ce depuis son origine) a la loi d'echelle et au comportement fractal (ou auto-
similaire)\([87], p 2), et que Hurst appelait, lui \memoire de long-terme\, expression inspiree,
probablement, par la memoire du lieu de sa decouverte.
La memoire longue \occupe (aujourd'hui), un ro^le cle, dans la modelisation des donnees ma-
croeconomiques et nancieres\([83], p 1). La memoire longue se presente sous des aspects varies,
inherents a la \variete de points de vue\([87], Abstract) eu egard a un processus stochastique donne,
et de ses manifestations multiples, dont traduisent ses \onze denitions\ dierentes relevees dans
l'ouvrage de reference ([87], p1). Neanmoins, toutes \ces denitions ont le desavantage de ne pas
tenir compte, ni de la non stationnarite ni de la variance innie\([50], p1). Ainsi \Le point de vue
le plus populaire, concernant la dependance de longue portee, est de loin, (celui de) la decroissance
lente des correlations... restreintes aux processus stationnaires du second ordre\([87], p 29).
Remarque 1. Depuis les theoremes de decomposition de Wold et de Volterra, les notions de bruit
blanc et de stationnarite jouent un ro^le fondamental en statistique. Il existe principalement cinq
types de bruits blancs et deux types de stationnarites : une stationnarite stricte (ou forte ou en
distribution) et une stationnarite faible (ou du second ordre ou en covariance).
Nous rappelons quelques denitions des notions qu'on desire utiliser a bon escient, dans la suite
(cf. [28]).
Denition 1.
 
Bruit blanc

Soit
 
t

t2Z un processus stochastique du second ordre (E(
2
t ) < 1). On appelle
 
t

t2Z un bruit
blanc (avec la classication, dans la suite, allant du plus faible au plus fort)
1. faible si : E
 
t

= 0, V
 
t

= 2, cov(t+k; t) = 0 pour tout t et tout k 6= 0
2. dierence de martingale marginalement homoscedastique si : E
 
tjt 1

= 0, V
 
t

= 2
3. dierence de martingale conditionnellement homoscedastique si : E
 
tjt 1

= 0, V
 
tjt 1

=
2
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4. fort si les t sont independants, identiquement distribues et centres. On les notera alors :
t > IID(0; 2)
5. gaussien si les t sont gaussiens independants, identiquement distribues et centres. On les
notera alors : t > IIN(0; 2)
Remarque 2. On parlera de bruit blanc fort s'il est independant et identiquement distribue (IID) :
la notion d'independance est plus forte que la nullite des autocorrelations, et le fait que le processus
soit identiquement distribue est plus fort que la stabilite de ses deux premiers moments.
Denition 2.
 
Stationnarite forte

Un processus X = fXt; t 2 Zg est dit stationnaire strict (ou au sens fort) si quelque soit n, t1; :::; tn,
et h on a : (Xt1+h; :::; Xtn+h)
L
= (Xt1 ; :::; Xtn) i.e. toutes les lois de dimension nie du processus
translate sont identiques.
Denition 3.
 
Stationnarite faible

Un processus X = fXt; t 2 Zg est dit stationnaire du second ordre (ou au sens faible) si quelque
soient les entiers relatifs t,s on a :
{ E(X2t ) <1
{ la moyenne du processus est constante et independante du temps : E(Xt) = m
{ les autocovariances ne dependent que de l'ecart (en valeur absolue) entre les dates des observa-
tions : cov(Xt; Xs) = (jt  sj)
Remarque 3. Les deux types de stationnarite faible et forte ne sont pas lies, en general. En
eet on peut avoir la stationnarite forte comme pour les copies de processus SS entre elles, sans
avoir pour autant une quelconque stationnarite faible puisqu'elles n'ont me^me pas de variance.
C'est le cas aussi des processus GARCH(p,q) denis par Xt = tt, ou t est IID(0; 1) et 
2
t =
0 +
Pp
i=1 iX
2
t i +
Pq
j=1 j
2
t j, (0 > 0; i  0; j  0) 8i 2 f1; :::; pg;8j 2 f1; :::; qg et ou la
condition de stationnarite faible est denie par
Pp
i=1 i+
Pq
j=1 j < 1, la condition de stationnarite
forte est denie, elle, par E log(
Pp
i=1 i
2
t i +
Pq
j=1 j) < 0. A l'aide de l'inegalite de Jensen
on deduit E log
 Pp
i=1 i
2
t i +
Pq
j=1 j

< log
 Pp
i=1 iE(2t i) +
Pq
j=1 j

= log
 Pp
i=1 i +Pq
j=1 j

. C'est donc la stationnarite faible (
Pp
i=1 i +
Pq
j=1 j < 1) qui entra{^ne la stationnarite
forte E log(
Pp
i=1 i
2
t i +
Pq
j=1 j) < 0 et non l'inverse.
Remarque 4. Exceptionnellement, les deux types de stationnarite sont lies, pour deux types de
processus : les processus gaussiens et les processus stationnaires forts du second ordre. En eet :
1. Pour tout processus gaussien : les deux types de stationnarite coincident.
2. Tout processus stationnaire fort du second ordre, est necessairement stationnaire faible.
Theoreme 1.
 
Theoreme de Wold

Soit
 
Xt

t2Zg un processus stationnaire au second ordre. Alors
 
Xt

peut s'ecrire sous la forme
Xt = c0 +
1X
i=0
i t i
1.1. INTRODUCTION 13
ou la suite

i

i2N
est convergente en  L2 et
 
t

t2Z est un bruit blanc au second ordre.
Theoreme 2.
 
Theoreme de V olterra

Soit
 
Xt

t2Z un processus stationnaire au sens fort. Alors
 
Xt

t2Z peut s'ecrire sous la forme
Xt = c0 +
1X
i=0
i t i +
1X
i;j=0
ij t it j +
1X
i;j;k=0
ijk t it jt k + :::
ou les suites

i

i2N
,

ij

i;j2N
,

ijk

ijk2N
, ... sont convergentes en  L2 et
 
t

t2Z est un bruit
blanc fort gaussien.
Voici quelques exemples de processus stationnaires du second ordre, le bruit t etant un IID(0; 
2
t ),
avec 2t <1
{ Les processus ARMA(p; q) et leur extension MA(1), representee par Xt =
X
i2N
ait i , avec la
condition
X
i2N
jaij2 <1
{ Les processus GARCH(p; q) et leur extension ARCH(1)
(
Xt = tt;
2t = b0 +
P1
j=1 bjX
2
t j
, avec la
condition b0 +
P1
j=1 b
2
j < 1
{ Les processus de Markov issus d'une mesure invariante.
Parmi les processus non stationnaires au second ordre les plus celebres, notons :
{ Les marches aleatoires, les processus lineaires (ARIMA, SARIMA, ... ) etc...
{ Les processus avec une tendance additive et/ou mutliplicative, les processus avec une saisonnalite,
les processus avec un changement de regime...
Dans la suite nous donnons la denition principale d'un processus de longue memoire ou processus
de dependance de longue portee (Long Range Dependence, en abrege LRD)
Denition 4. Un processus stationnaire du second ordre (ou L2) est appele processus de longue
memoire (ou a dependance de longue portee(LRD)) si son autocovariance (k) verie : lim
n!1
Pn
k=0 j(k)j =
1. Il peut e^tre deni par sa densite spectrale f() veriant : lim
!0
f() = jjaL3(jj), avec  1 <
a < 0 et L3(jj) une fonction reguliere a variations lentes.
Une dizaine d'autres denitions existent dans la litterature, pour ces LRD stationnaires ou a ac-
croissements stationnaires, pour dierents modeles : semi-parametriques et non semi-parametriques,
gaussiens et non gaussiens.
Les cinq denitions suivantes (dont celle relative aux processus a accroissements stationnaires) sont
les principales :
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Denition 5. Un processus stationnaire (du second ordre) (Xt; t  0) (non necessairement gaus-
sien), d'autocovariance X(k), d'autocorrelation X(k) =
X(k)
X(0)
et de densite spectrale fX(!), est
un processus LRD ou a memoire longue, de parametre  0:5 < d < 0:5 (d = H   12 ) si l'une quel-
conque des proprietes suivantes est veriee ([29], p 14, 4.1-4.3, [12], p 42-43, 2.1-2.7) (extensibles
avec adaptation aux processus a accroissements stationnaires a l'aide du ltre (1   L) (L etant
l'operateur retard LXt+1 = Xt))
1. Soient  2 (0; 1), cX > 0 et L1(k) une fonction a variation lente, telle que l'une des deux
relations equivalentes suivantes, soit veriee :
lim
k!1
Pk
n= k X(n)
cX k

= 1 ()
kX
n= k
X(n) 
k!1
kL1(k)
2. Soient  2 (0; 1), cX > 0 et L2(k) une fonction a variation lente, telle que l'une des deux
relations equivalentes suivantes, soit veriee :
lim
k!1
X(k)
cX k
  = 1 () X(k) k!1 k
 L2(k)
3. Soient  2 (0; 1), cfX > 0 et L3(!) une fonction a variation lente, telle que l'une des deux
relations equivalentes suivantes, soit veriee :
lim
!!0+
fX(!)
cfX j!j 
= 1 () fX(!) 
!!0+
j!j L3(!)
Idem pour ! ! !+0 lim
!!!+0
fX(!)
cfX j! !0j 
= 1 () fX(!) 
!!!+0
j!   !0j L3(!)
4. Soient  2 (0; 1),  2 (0; 1),  2 (0; 1), cfX > 0, cX > 0, cX > 0
lim
k!1
Pk
n= k X(n)
cXk

= 1; lim
k!1
X(k)
cXk
  = 1; lim!!0+
fX(!)
cfX j!j 
= 1;
Idem pour ! ! !+0 lim
!!!+0
fX(!)
cfX j! !0j 
= 1
Si, en plus, la fonction d'autocovariance X(k) est ultimement monotone, ([29], p15, proposition
4.1) alors toutes ces denitions sont equivalentes, avec  =  = 1   = 2H   1 = 2d, et
L3(x) =
 ()
2 sin(

2 )L1(
1
x ) =
 ()
 sin(

2 )L2(
1
x ), avec cfX =
 ()
2 sin(

2 )cX =
 ()
 sin(

2 )cX
La 4eme denition de la memoire longue est une extension au moyen du ltre , aux processus frac-
tionnaires non stationnaires ([87], Chapitre 6), de telle sorte qu'aujourd'hui \une serie a memoire
longue signie non seulement une serie stationnaire, mais a fortiori, une serie non stationnaire,
dans laquelle la dependance decro{^t, tres lentement, au cours du temps\([83], p 1).
Diebold et Inoue (2000) proposent une autre denition d'un processus LRD, capable de le distinguer
d'un changement de regime, a partir de la vitesse de convergence de la variance de la somme partielle
ainsi :
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Denition 6. L'ordre de convergence de la variance de la somme partielle ST =
PT
t=1Xt d'un
processus LRD avec un parametre de memoire   12 < d < 12 est

O(T 2d+1)

Dans la suite nous nous limiterons a l'ensemble des processus LRD stationnaires ou a accroissements
stationnaires inherents aux seuls modeles semi-parametriques de parametre de memoire longue d
tel que d 2 ( 0:5; 1:5). Nous appelons cette classe, desormais, SI(d). Il s'agit de l'ensemble des
processus integres fractionnaires X = (Xk)k2Z pour  0:5 < d < 1:5 deni par :
Hypothese SI(d) : X = (Xt)t2Z est une serie chronologique s'il existe une fonction continue
f : [ ; ]! [0;1[ telle que :
1. pour  0:5 < d < 0:5, X est un processus stationnaire ayant une densite spectrale f satisfaisant
f() = jj 2df() pour tout  2 ( ; 0) [ (0; ), avec f(0) > 0: (1.1)
2. pour 0:5  d < 1:5, U = (Ut)t2Z = Xt Xt 1 est un processus stationnaire ayant une densite
spectrale f satisfaisant
f() = jj2 2df() pour tout  2 ( ; 0) [ (0; ), avec f(0) > 0: (1.2)
Parmi toute la classe SI(d), nous nous limiterons encore a la sous-classe des seuls processus gaussiens
avec un comportement de la densite spectrale precise plus haut. Nous appelons cette sous-classe
SIG(d; ) : pour  0:5 < d < 1:5 et  > 0 denie par :
Hypothese SIG(d; ) : X = (Xt)t2Z est un processus Gaussien tel qu'il existe  > 0, c0 > 0,
c00 > 0 and c1 2 R satisfaisant :
1. pour  0:5 < d < 0:5, X est un processus stationnaire ayant une densite spectrale f satisfaisant
pour tout  2 ( ; 0) [ (0; )
f() = c0jj 2d + c1jj 2d+ +O
 jj 2d++ avec jf 0()j  c00 jj 2d 1: (1.3)
2. pour 0:5  d < 1:5, U = (Ut)t2Z = Xt Xt 1 est un processus stationnaire ayant une densite
spectrale f satisfaisant, pour tout  2 ( ; 0) [ (0; )
f() = c0jj2 2d + c1jj2 2d+ +O
 jj2 2d++ avec jf 0()j  c00 jj 2d+1: (1.4)
Les exemples suivants illustrent certaines proprietes relatives a ces processus integres fractionnaires
gaussiens, stationnaires ou a accroissements stationnaires, les plus en vue, dans un cadre semi-
parametrique standard ([29], p 15-23) :
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{ Le mouvement brownien fractionnaire Xt (ou fBm) qui est un processus gaussien centre a
accroissements stationnaires de variance X(t) = 
2 jtj2d+1 avec d 2 ( 0:5; 0:5) 2 > 0, )
Xt 2 SIG(d+ 1; 2).
{ Le bruit gaussien fractionnaire Xt (ou fGn) stationnaire centre de covariance Cov(X0; Xt)
= 12
2
 jt+ 1j2d+1 + jt  1j2d+1   2jtj2d+1 avec d 2 ( 0:5; 0:5), 2 > 0 ) Xt 2 SIG(d; 2).
{ Le processus FARIMA(p; d; q) gaussien avec d 2 ( 0:5; 0:5) solution de l'equation
(I   L)d(L)Xt = (L) t ou (L); (L) sont deux polyno^mes de degres respectivement p; q
en L (L etant l'operateur retard), de densite spectrale fX()  22 j(1)(1) j2 jj 2d, au voisinage de
0 ) Xt 2 SIG(d; 2).
{ Un processus gaussien de densite spectrale f() = 1jj2d
 
1+c1 jj

;  2 (0;1)) X 2 SIG(d; ).
Un tel processus peut e^tre simule par la procedure Paxson decrite dans la section 1.4
1.1.2 Motivation de notre travail
Nous avons developpe une methode adaptative d'estimation du parametre d d'un processus LRD
sous les hypotheses SIG(d; ) generales qui ne preconisent que la forme asymptotique de la densite
spectrale au voisinage de 0, inherente a la memoire longue.
Une consequence interessante, developpee plus loin au chapitre 3, sera la mise en place d'un test de
stationnarite adaptative dont les resultats numeriques sont tres satisfaisants.
Cette approche semi-parametrique est mise en uvre pour estimer le parametre de memoire longue,
d tel que ( 0:5 < d < 1:25). Il s'agit de rendre la statistique univariee IRN (m) developpee par
Surgailis et al, (2008, [92]), multivariee (IRN (jm)), pour pouvoir estimer, avec la meilleure qua-
lite d'ajustement, la taille m de la fene^tre dans un modele stationnaire semi-parametrique. Une
generalisation a pu e^tre realisee dans les me^mes conditions que precedemment, aux processus gaus-
siens a accroissements stationnaires.
Cette premiere partie theorique est assortie, ensuite, d'etudes empiriques comparatives avec trois
autres estimateurs de la memoire longue pour ( 0:5 < d < 1:25) que sont : l'estimateur edMS de
Moulines et Soulier, dit aussi Fractionally Exponential edFEXP [70], l'estimateur edROB dit aussi
local de Whittle [81], l'estimateur edWAV des ondelettes du a Bardet et al (2008), [10]. L'estimateuredIR obtenu reste aussi bon si ce n'est pas meilleur que tous les autres estimateurs : edMS , edROB ,edWAV pour tous les echantillons, dont les resultats sont presentes plus loin, dans la section 1.4.
Nos resultats theoriques ont permis a la fois la construction d'un estimateur consistant mais aussi
l'etablissement d'un TCL pour tout processus a memoire longue I(d), aussi bien stationnaire que
non stationnaire pour ( 0:5 < d < 1:25).
Deux articles detaillent les demonstrations de ces resultats dont le premier article [6] est publie au
Journal JMVA(2012), le deuxieme article etant soumis.
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Les consequences a la fois econometriques et economiques de ces resultats sont interessantes et leurs
repercussions sur l'epistemologie de la memoire longue elle me^me sont immediates. En eet : notre
travail de these a permis de mettre en place :
{ a la fois un estimateur adaptatif du parametre de la memoire d'un LRD et un intervalle de
conance qui le precise.
{ des tests adaptatifs aussi bien pour la qualite d'ajustement que pour la stationnarite et la non
stationnarite du processus.
Cela constitue de notre point de vue :
{ une innovation statistique et econometrique : car a notre connaissance, il n'y a pas eu de methode
d'estimation semi-parametrique robuste de la fene^tre m par optimisation d'un critere statistique
construit a partir des donnees generees par un processus I(d) pour ( 0:5 < d < 1:25) assorti
de l'etablissement d'un estimateur du parametre de la memoire longue mais aussi d'un TCL
respectif.
{ Une elaboration de deux nouveaux tests semi-parametriques de stationnarite et de non station-
narite.
{ une ouverture de nouveaux horizons econometriques prometteurs avec une generalisation pro-
bable aux processus lineaires. Un nouvel eclairage desormais para{^t possible sur la cointegration
fractionnaire, ...
Des lors, il est desormais possible pour un praticien de :
{ tester la stationnarite d'une variable economique a travers sa serie chronologique.
{ estimer le parametre de la memoire longue de cette serie, si elle en a une, sans aucun prereglage
parametrique prealable.
De nouveaux regards sur les concepts, les fondements et les fondamentaux me^mes de l'economie,
eu egard a ce phenomene de memoire longue, sont desormais necessaires. En eet :
{ La memoire longue etablie pour les log-rendements en valeur absolue rend l'ecience (infor-
mationnelle) des marches (lorsque H = 0:5), cette hypothese centrale de l'analyse nanciere,
obsolete (et ce pour tout H > 0:5). En eet une deconnexion durable, en cas de choc exogene,
entre les cours de ces actifs nanciers et leurs fondamentaux est desormais certaine. Ce schema
est generalisable, theoriquement, a tous les prix (selon la conception auto-similaire des prix des
denrees de Mandelbrot evoquee plus loin).
{ Toute l'epistemologie econometrique et economique, aussi bien de la racine unitaire, de la cointegration
de deux variables et de leur relation d'equilibre de long-terme, se trouve porteuse, desormais, de
l'empreinte du seul et unique phenomene de memoire longue et de l'integration fractionnaire I(d)
associee.
{ La conception adaptative ([42], p 462) qui a deja pris corps dans les anticipations des agents a
la place des anticipations rationnelles anterieures, devraient pluto^t se baser sur une optimisation
d'un critere statistique, a l'instar de notre approche.
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Dans cette synthese nous commencerons par une introduction a l'epistemologie de la memoire longue
et a son paradigme associe, puis nous presenterons notre investigation des processus LRD semi-
parametriques sous les hypotheses SIG(d; ) avec des procedures theoriques adaptatives a la fois
d'estimation, mais aussi de test de la qualite d'ajustement, de stationnarite et de non stationnarite
pour ces processus LRD. Enn nous mettrons en uvre ces dierentes procedures theoriques en
les appliquant a des series chronologiques reelles et simulees avec les diagnostics respectifs qui
s'imposent.
1.2 Epistemologie de la memoire longue et son paradigme
associe
1.2.1 Propension de la memoire longue en economie
Il est desormais etabli, a l'etat actuel de la modelisation econometrique, qu'\en macroeconomie et
en nance, la memoire longue (appelee aussi dependance de longue portee, ou dependance forte ou
persistance), occupe un ro^le cle\([83], p1 contextualise), aussi bien, en probabilite des processus
stochastiques, qu'en statistique des series temporelles.
Qu'en est-il, de la fondation economique, elle me^me, dans la pluralite de ses branches et la diversite
de ses approches, vis a vis de ce phenomene de memoire longue ?
Remarque 5. Hormis la nance et assimilee, qui operent hors paradigmes via l'emploi d'outils
purement techniques, neutres par vocation, il n'en est rien pour les autres branches de l'economie.
En eet, chaque branche de l'economie est intimement liee, de fait a son propre paradigme, en que^te
de sens aux actions et aux politiques qui y sont menees. A de rares rares exceptions, comme pour les
theories de la croissance endogene de l'ecole heterodoxe, les paradigmes classiques et neoclassiques,
en l'etat, sont profondement statiques. Les paradigmes keynesiens et neokeynesiens, en l'etat, bien
que dynamiques, sont profondement de court terme. Il n'y a donc toujours pas de place pour une
quelconque analyse economique, macroeconomique, ou econometrique, a memoire longue, pour de
tres longs termes ou horizons, sans e^tre en contradiction totale avec son propre paradigme.
Remarque 6. L'endogeneisation de la dynamique, par le passe et ce jusqu'en 1970, en economie,
etait purement deterministe. C'est a partir des travaux de Mandelbrot puis de Box Jenkins qu'on
commence a prendre conscience de la nature probabiliste des processus et la specicite de leurs
dynamiques complexes. Ce type de dynamique probabiliste fractale fusse-t-il de court terme n'existe
dans aucun des dits paradigmes cites plus haut.
Le temoignage de Mandelbrot, en la matiere, en dit long : \En 1962, au moment ou j'ai quitte
IBM pour Harvard (disait Mandelbrot), je faisais alors de l'economie (a l'IBM) dans des condi-
tions etranges, qui n'auraient jamais ete soutenues nancierement ailleurs qu'a IBM. C'est comme
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professeur d'economie qu'on m'avait invite a Harvard. Je m'occupais des choses tres concretes :
j'avais introduit une idee qui semblait arbitraire, prise isolement, mais qui allait s'averer e^tre la
base de la theorie des fractals. L'idee etait que, dans l'etude des prix, il n'y avait aucune dierence
de nature entre les variations a court et a long-terme. On peut decrire, par exemple les changements
du prix d'une denree comme le coton sur quelques semaines ou sur plusieurs annees comme deux
phenomenes statistiquement identiques, sauf qu'ils se deroulent sur deux echelles dierentes. Cela
allait a l'encontre des idees recues, qui voulaient que les variations quotidiennes soient dues a la
speculation, et les changements a long-terme aux lois fondamentales de l'economie\ 5.
Pourtant, de par la nature et les methodes de collecte et de traitement des donnees economiques
me^mes, l'occurrence d'opportunites d'une presence eective de memoire longue, presque partout,
en economie, est quasi certaine, avec son lot de jugement suspect et de conclusion douteuse. En
eet :
1. Toute variable economique integree I(d), en l'etat, sans agregation, avec 0 < d < 0:5, tel un
actif nancier par exemple, integre en son propre present, tout son passe, de longue portee,
ce qui pourrait causer, en cas de choc exogene, une deconnexion durable, avec sa valeur
fondamentale et fausserait les calculs de l'equilibre microeconomique, avant d'atteindre l'etape
me^me de l'agregation macroeconomique.
2. La non stationnarite d'une variable au niveau microeconomique, tres frequente dans les
series economiques, qu'elle soit par l'eet de presence d'une tendance, d'une saisonnalite,
ou d'un ou de plusieurs cycles, est stationnarisable par ltrages prealables successifs, en deux
etapes, pour chacun, comme le veut la pratique conventionnelle, au moyen de polyno^mes
de Gegenbauer([80], p 214). Neanmoins cette technique de stationnarisation prealable aurait
des consequences quasi-certaines sur la qualite d'ajustement statistique, dans un aller-retour,
perilleux, plus que problematique pour la serie ltree : a la fois theorique et technique.
3. L'agregation, sans changement adaptatif prealable d'echelles, a un eet intrusif de memoire
longue potentielle, en hautes ou en basses frequences, et constitue un fait specique aux
donnees macroeconomiques, avec des consequences non negligeables, sur la consistence de
leurs conclusions respectives, voire me^me sur la pertinence de leurs modeles macroeconomiques
sous-jacents.
4. La cointegration, cette autre variabilite stochastique commune inter-variables (cette fois-ci et
non intra-variable comme dans le cas precedent), de deux variables economiques integrees non
stationnaires individuellement, respectivement : I(d1) et I(d2) (avec d1  0:5 et d2  0:5) dont
la combinaison lineaire, permet de determiner, une relation stable de long-terme, exprimant,
en depit de leur non stationnarite individuelle, leur tendance stochastique commune.
Ainsi, l'apprehension des desequilibres, suite a un choc exogene, que pourrait avoir lieu, une seule
variable economique I(d) avant son retour a son sentier d'equilibre d'origine, par rapport a son
5. in La Recherche (n85, p. 5, janvier 1978 ; n171, p. 1334, novembre 1985)
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propre passe, voire deux variables cointegrees, I(d) pour d  0:5, avec une tendance stochastique
commune, reste fondamentale en economie, dans la recherche de leur equilibre de long-terme. De tels
desequilibres risquent d'entraver inexorablement les echeances et causer des frictions structurelles
voire des mises en cause de la veracite me^me, du modele macroeconomique sous-jacent, propose.
Or toutes les variables macroeconomiques sont des variables agregees, en l'etat (appelees agregats),
avec leurs lots de memoires longues, eectives ou fallacieuses, selon le type de processus qui les
genere comme certains processus AR de lois Beta (et autres). Ce phenomene comportemental est
connu et reconnu, pour des donnees, recoltees dieremment selon les modes de hautes ou de basses
frequences.
Des lors, il reste a mesurer, et en premier abord, la distorsion des resultats d'analyse economique,
menee a partir d'agregats heteroclites en terme de modes en hautes ou en basses frequences.
En outre, la non stationnarite, cette fois, au niveau macroeconomique, relativement frequente au sein
des agregats economiques, avec de fortes propensions de longue memoire, en macroeconomie, peut
provenir de la presence d'une tendance (comme le revenu permanent), d'une saisonnalite (comme
les variations saisonnieres) ou d'un ou plusieurs cycles economiques (comme le cycle des aaires),
au sein de l'agregat en question.
Dans de telles circonstances, et en premier abord, toute l'infrastructure microeconomique, relayant
le calcul optimal, tel quel, au niveau macroeconomique, comme les modeles d'equilibre general
dynamique DGE (Dynamic General Equilibrium), se trouve fortement remise en cause.
1.2.2 Carence de memoire longue au sein des paradigmes economiques
standards
L'epistemologie de l'economie, habitee par un esprit critique opinia^tre et perseverant, se reduit,
de fait, a l'epistemologie des paradigmes et des communautes epistemiques economiques. En eet,
combien me^me \l'esprit critique est indispensable pour la recherche et la demarche scientique. La
reexion epistemologique (reexion sur les paradigmes et sur les groupes de la science normale socia-
lement constitues autour de ces paradigmes) en est un element incontournable... (elle) intervient...
an d'eclaircir les idees , d'orienter le debat et d'enrichir les connaissances ... l'epistemologie et la
methodologie (ces deux elements de base) sont necessaires pour mieux cerner le statut et le contenu
de la connaissance economique([52], p 3).
Mais en quoi la memoire longue constitue t-elle un nouveau paradigme pour la macroeconomie et
la nance ? Tout d'abord qu'est ce qu'un paradigme ?
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Denition d'un paradigme
Une denition epistemologique, synthetique et operationnelle d'un paradigme, est proposee par
Hinti ([52], p 163) :
Denition 7. Un paradigme est un ensemble de concepts, de croyances, de lois et de theories qui
servent de modele de reference a une communaute scientique... , a un moment donne. Autrement
dit un paradigme est un ensemble de principes generaux pour un cadre intellectuel ou ideologique a
l'interieur duquel se deroule un debat scientique. C'est aussi une sorte de constellation complete
de valeurs, techniques, croyances, communes aux membres d'une collectivite scientique donnee et
sur la base desquelles, theories et modeles peuvent se developper ([52]).
Nous aurons, ainsi, autant de paradigmes que de theories-cadres economiques, basees chacune sur
un \referentiel epistemique\ et une \communaute epistemique\ propres. En \adopt(ant) l'idee de
matrice disciplinaire de Kuhn (depuis l'Antiquite et ce jusqu'a nos jours ([52] p 166)), il est pos-
sible de degager... , six etapes majeures, (en economie) qui peuvent ressembler au paradigme\([52],
p 166). On a :
\1  Le paradigme a connotation philosophique, allant de l'antiquite au moyen a^ge : l'economie est
issue de la philosophie, de la morale... , la richesse n'est pas une nalite en soi.
2  Le paradigme des mercantilistes, du 16e au 17e siecles : les sources de la richesse sont la monnaie
et les metaux precieux : or, diamant, etc... Ce paradigme fut dominant en Espagne, au Portugal,
en France et en Angleterre.
3  Le paradigme des physiocrates, a partir du 18e siecle : la terre agricole est la principale source
de richesse. Quesnay, medecin, voit l'economie comme un organisme vivant dans lequel circule le
surplus agricole, d'ou sa conception organique du circuit economique\([52], p 166).
Il n'en demeure pas moins qu\il est de coutumes de presenter la science economique comme com-
portant quatre courants (paradigmes) principaux : classiques, neoclassiques, keynesiens et contem-
porains.\([52], p 166).
Paradigme de la theorie economique classique : 1790-1870
La theorie economique classique etait fondee principalement par les economistes anglais : Adam
Smith (1723-1790), David Ricardo (1772-1823), Thomas Malthus (1766-1834), John Stuart Mill
(1806-1873) et les francais : Etienne Bonnot de Condillac (1715-1780), Anne Robert Jacques Turgot
(1727-1781), Jean-Baptiste Say (1767-1832). Karl Marx (1818-1883), adepte de Ricardo, se denit
lui me^me, mais aussi par Shumpeter, comme un classique.
Dans \le paradigme des classiques : l'economie politique est la recherche des lois de la reproduction et
la consommation des richesses. Autrement dit, tout ce qui satisfait les besoins de la consommation et
de la production. L'appropriation de la nature pour la transformer et l'adapter a nos besoins depend
du travail. Leur paradigme est compose de matrices telles que la recherche et l'harmonisation des
intere^ts individuels, le travail comme facteur de production (valeur-travail)... Les idees classiques
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etaient dominantes en Angleterre pendant longtemps, puis contestees et remplacees vers la n du
19e par le marginalisme (neoclassique). \ 6
Les principes fondateurs (ou postulats) du paradigme classique, dans sa premiere version, pro-
fondement \optimiste(s) et progressiste(s) (quant) a l'intelligence humaine\ 7 sont : l'invariance,
l'exclusion de la causalite, la souverainete du monde reel sur le monde monetaire, la souverainete
des choix conscients 8, ou d'une maniere plus explicite :
1. Il existe une nature humaine invariante.
2. La monnaie a un caractere totalement negligeable.
3. Tous les e^tres humains participent ensemble a determiner l'etat du monde economique et
social en l'absence de tout pouvoir.
4. La nature humaine, si elle est eclairee, peut parvenir a l'etat optimal qui s'impose au pouvoir.
Paradigme de la theorie economique neoclassique (marginaliste) (1870-(1929 ?1970))
Les peres fondateurs du courant neoclassique (marginaliste) dont les uvres vont revolutionner
l'economie classique sont :
{ Leon Walras(1834-1910), avec ses \Elements d'economie politique pure (Lausanne, 1874)\.
{ William Stanley Jevons(1835-1882), avec sa \ Theorie de l'economie politique (The Theory of
Political Economy, Manchester, 1871)\.
{ Carl Menger(1840-1921), avec ses \ Principes d'economie (Grundsatze der Volkswirthschafts-
lehre, Vienne, 1871)\.
Cette deuxieme version (marginaliste) du paradigme classique, qui va completer la premiere, s'interesse
plus au marche et \ne s'interesse pas a l'individu en tant que tel. Le marche (regulateur dynamique
([21] p 85) permettant de determiner des situations d'equilibre (idem p 68)) est un eclairage donne
en presentant d'emblee les resultats de choix collectifs\[21], p 66) \Ainsi, la seconde representation
classique par l'intermediaire du marche ouvre un passage spontane a une analyse dynamique en
termes d'elasticite de l'ore et de la demande \([21] p 86) sur tous les marches des biens et services
concourant en cela a un equilibre general toujours accessible, constituant \un point de reference ou
d'attraction. (En eet) Me^me si les equilibres partiels ne s'obtiennent pas simultanement, l'equilibre
general (lui) continuerait de s'imposer comme un appel permanent au fonctionnement (concurrentiel
pur et parfait) d'une economie nationale \([21], p 88). Ainsi : \Dans l'acception la plus courante...
(le paradigme de) l'economie neoclassique se fonde sur quatre postulats :
1. Les phenomenes economiques peuvent et doivent e^tre etudies a l'aide des me^mes methodes
que les phenomenes physiques ;
2. Les agents sont rationnels, leurs preferences peuvent e^tre identiees et quantiees ;
6. idem
7. Les quatre piliers de la science economique, Cotta A. et Calvet C., Ed Fayard 2005, p 42
8. idem, p 41
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3. Les agents cherchent a maximiser l'utilite des biens consommes, tandis que les entreprises
cherchent a maximiser leur prot ;
4. Les agents agissent chacun independamment, a partir d'une information complete et perti-
nente. (Ce postulat est recuse par l'ecole autrichienne, qui est dele au dualisme methodologique
et utilise une conception plus faible de la rationalite, et par certains autres courants qui peuvent
parfois quand cette hypothese seule est rela^chee e^tre consideres comme neo-classiques)\ 9.
Autrement dit : \(Dans) Le paradigme des neoclassiques : l'economie politique est la recherche des
lois du calcul optimal des agents economiques pour une meilleure allocation des richesses. L'essentiel
de leurs analyses a pour but la determination des prix relatifs des biens, des services et des facteurs
de production. Leur paradigme fait reference a des elements tels que la valeur-utilite, la remuneration
des facteurs de production a leur productivite marginale, l'optimisation... La revolution marginaliste
est une vraie revolution (dans une optique) kuhnienne parce qu'elle a provoque des changements
profonds dans la theorie economique\([52], p 166).
Paradigme de la theorie economique neo-classique microeconomique
Le developpement macroeconomique, opere depuis 1954 par les neo-classiques, en riposte au keynes-
ianisme ambiant, neo-classicisme caracterise a la fois par son fameux rendement d'echelle constant
inherent a l'homogene{te d'ordre un de sa fonction de production de type Cobb-Douglas : Y (K;L) =
aKL tel que  +  = 1, mais aussi par sa theorie du taux d'intere^t classique et le ro^le cen-
tral attribue a sa capacite capitalistique KL au cur de sa representation, a permis \d'installer
denitivement le paradigme classique dans une perspective dynamique qui pourra lui assurer sa
longevite tout en armant et en apportant la preuve du determinisme economique de l'evolution
\ 10. Le classicisme a pris une forme plus actuelle avec Debreu et Hicks, le premier pour sa \nouvelle
theorie de la valeur en 1959, ou il s'eorce d'etablir une identite formelle entre l'economique du
certain et de l'incertain... (via l'introduction) de variables d'ecart \ 11, le second pour son intro-
duction de biens et services objet(s) de negociation de livraison dieree et conditionnelle selon des
mecanismes semblables a des marches a terme ou de futures\ des lors \La representation classique
se reduit a de l'algebre, et la science economique... (a) une axiomatique algebrique qui s'opere sur
des e^tres algebriques \ 12. Ainsi, et \au terme de (tous) ces eorts, le paradigme classique est tota-
lement constitue dans l'ordre theorique et statistique tout en armant sa delite aux principes de
base ... , et ce, toujours sans faire la moindre reference a la monnaie \ 13, sans agregation aucune,
puisque tout le raisonnement classique est base sur la rationalite de deux agents representatifs : l'un
pour tous les consommateurs, l'autre pour tous les producteurs. L'Etat, dans la vision classique et
neo-classique n'etant qu'un agent parmi d'autres.
9. ecole neoclassique, Wikipedia avec adaptation
10. Les quatre piliers de la science economique, Cotta A. et Calvet C., Ed Fayard 2005, p 101-102
11. idem p 106-107
12. idem p 107
13. idem, p 107
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Paradigme de la theorie economique de Keynes
Dans \Le paradigme keynesien :... l'economiste s'interesse de plus pres aux quantites globales :
revenu national, consommation nationale, epargne globale. Le succes remporte par les idees de
Keynes a partir des annees trente est assimile a... (une) revolution scientique (selon la conception
kuhnienne) : on parle alors de... revolution keynesienne \ 14
Les principes fondateurs du paradigme keynesien, nes \apres la parution de La Thorie generale
(1936) 15\ et concus pour le court terme. En eet \la cinematique keynesienne est du domaine
du court terme. Elle s'interesse au passage d'une situation determinee a une autre, entre deux
temps, et non pas a l'evolution generale, a la trajectoire ou a la dynamique de long-terme \ 16.
Le paradigme keynesien s'oppose, a la fois, au paradigme classique (statique 17, du laisser-faire
sans faire de politique economique), classicisme qui stipule que toute economie liberale, evolue
ineluctablement vers un equilibre general, avec resorption, a l'equilibre, du cho^mage. Il est aussi
et surtout, en opposition au paradigme marxiste dynamique 18, qui stipule que toute economie
capitaliste , evolue ineluctablement, par le biais de \la loi de la baisse tendancielle du taux de
prot\ 19, sur le long-terme vers le communisme egalitaire, avec resorption, a coup de revolutions,
expressions de la dialectique historique materialiste, resorption a la fois des intere^ts prives et des
classes et la n du capitalisme. Ainsi \Le positionnement de la politique de Keynes (il en fallait
une, devenue une necessite, pour endiguer l'activite economique et resorber le cho^mage) se situe
entre le laisser-faire (classique) et la preparation de la revolution (Marxiste)\ 20 . C'est \au nom de
l'ecacite et de la liberte\ 21 que Keynes va \construire un autre paradigme justiant l'action\ 22
de l'Etat dans le domaine economique, monetaire et comptable. D'ou :
1. La necessite pour l'Etat d'avoir une politique economique.
2. La necessite pour l'Etat d'avoir un contro^le etroit a la fois de l'emission et de la creation de
la monnaie, centrale et bancaire et une politique directrice des taux d'intere^t pour toutes les
echeances. En eet \Le monisme de Keynes s'exprime d'une facon simple. C'est la quantite
de monnaie qui est responsable du cho^mage, et la relation causale est en sens unique \ 23.
3. La necessite pour l'Etat d'avoir une comptabilite nationale :
\Keynes invente le concept mesurable... en economie fermee, ... (et) retient six concepts (dont
il faut suivre etroitement l'evolution, d'abord deux variables monetaires : La masse monetaire
14. Hinti Sad, La science economique : une reexion epistemologique et methodologique, imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p 167
15. idem p 243
16. idem p 251
17. idem p 251
18. idem p 251
19. idem, p 245
20. idem, p 245
21. idem, p 244
22. idem, p 244
23. idem, p 247
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M, le taux d'intere^t r, puis quatre variables reelles que sont : le produit eectif ou produit
national Y, la consommation eective des biens C, l'investissement ou formation du capital
xe I, l'epargne ou le revenu non consomme S\ 24 avec des hypotheses keynesiennes, sur la
nature de chacune de ces six variables pour pouvoir mener a bien une politique economique
et monetaire ecaces via ses fameux multiplicateurs a la fois monetaires inherents a l'ore de
monnaie et budgetaire inherents a (l'ore) des depenses publiques.
Synthese keynesienne-neoclassique
La synthese keynesienne-neoclassique, en vogue depuis les annees 1970, bien que hors de notre pro-
pos, parce que, hybride en terme de paradigmes, ne tra{^te pas de l'evolution du systeme economique,
hormis l'analyse purement technique inherente a l'analyse macroeconometrique des series tempo-
relles et plus particulierement des modele VAR ou Vectoriels AutoRegressifs comme le montre
l'exemple traite dans la section 10.4 Chocs et multiplicateurs de l'ouvrage de Gourieroux et Mon-
fort ([42], p385 et suite).
Carence de dynamique de long-terme au sein des theories : classique,
neoclassique, keynesienne et neokeynesienne
Comme il a ete mentionne precedemment, dans les Remarques : 5 et 6, la theorie classique et
neoclassique etant fondamentalement statiques, il ne peut y avoir en leur sein de dynamiques ni de
court terme ni de long-terme. Hormis le courant heterodoxe, la theorie keynesienne et neokeynesienne
etant fondamentalement dynamique, de court terme, le long-terme est donc absent de l'analyse
keynesienne et neokeynesienne. Les anticipations des agents pour un agregat y sont de simples
moyennes de longue periode, de l'agregat en question. Il ne peut y avoir, donc, en cas de presence
de memoire longue eective ou fallacieuse, d'analyse vigilante et perspicace de l'evolution dyna-
mique, a la suite d'un choc exogene, de la trajectoire, des divers equilibres transitoires successifs
possibles, du systeme economique, tendant vers son equilibre nal, selon les unes et les autres des
theories, aussi bien classique, neoclassique, keynesienne que neokeynesienne.
Retour sur la scienticite de l'economie
Dans une vision critique sceptique, l'economie reste, selon ses detracteurs, en depit de tout, une
simple traduction theorique de \debats d'idees\. Les approches, a supposer methodologiques des
economistes, selon ces sceptiques, ne sont pas necessairement fondatrices de sciences ou de struc-
tures scientiques, en depit de leur parente apparente avec la recherche optimale. Les economistes
ne sont jamais parvenus reellement, sur de longues periodes, disent leurs detracteurs, au bien-e^tre
d'une nation, en biens et services pour ses citoyens, sous contrainte de rarete de ses ressources.
24. idem, 247-248
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Or si on admet avec Donald Black ([13]) que \la science est une question de degre : la scienti-
cite\en tant que \fonction curviligne de la distance sociale du sujet\ 25 attribuee aussi bien a une
idee, a une methodologie, a une theorie ou a une fondation et que \la scienticite d'une idee cro{^t
avec sa testabilite, sa generalite, sa simplicite, sa validite et son originalite\([13]) dans un espace
social determine, muni d'une structure topologique adequate, des lors comment peut-on denir la
\scienticite\ d'une telle science ? Par son objet, par sa methode, par son aliation, par sa theorie
de causalite, entre cause et eet, ou selon Duhem, par la classication, sur l'echelle de signica-
tion, de sa representation mathematique 26 ? Comment peut-on denir la scienticite d'une theorie ?
Que peut-on esperer d'une theorie scientique ? \Nous fait-elle conna{^tre les regularites de la na-
ture (physique, sociale, economique) ou cherche-t-elle egalement leurs causes ? Les lois scientiques
sont-elles immuables ou evoluent-elles au cours du temps ? Quel ro^le les mathematiques jouent-elles
dans la connaissance de la nature (physique, sociale, economique) ? Comment les connaissances se
rapportent-elles a ce qui nous est donne, ou a ce que nous eprouvons dans une experience vecue ?
Comment concevoir la possibilite d'une verication des connaissances scientiques ? Qu'est ce que
l'interpretation d'une theorie ? Les entites theoriques sont-elles reelles ou ne sont-elles que des c-
tions commodes ? Comment les theories peuvent-elles e^tre comparees les unes aux autres ? La phi-
losophie des sciences (naturelles, sociales ou humaines) produit-elle elle me^me des connaissances
ou a-t-elle pour but d'analyser le sens des enonces de la science ? \ 27.
Le grand economiste Schumpeter souleve la question pertinente en tout temps de la scienticite de
l'economie dans sa formulation du debat passionnant suivant : \La reponse a la question (l'economie
est-elle une science ?) depend de ce que l'on entend par \science\. Ainsi, dans le langage quotidien
aussi bien que dans le parler academique... , le mot est souvent employe pour renvoyer a la physique
mathematique. Ce qui exclut evidemment toutes les sciences sociales et aussi l'economie. L'economie
dans son ensemble, n'est pas non plus une science si nous faisons de l'emploi de methodes sem-
blables a celles de la physique mathematique le caractere specique de la science. Dans ce cas, seule
une faible partie de l'economie est scientique, en certaines de ses parties et non en d'autres. Les
susceptibilites concernant le \rang\ ou la \dignite\ ne devraient pas trouver la a s'exercer : appeler
un domaine donne \science\ ne devrait pas faire gure de compliment ni de reproche \([88], p 30).
Schumpeter donne plusieurs denitions de la science, reprises reformulees et appuyees par Hinti
dans son ouvrage \La science economique : une reexion epistemologique et methodologique\ ([52]
, p 82 et suite) ainsi :
1. La science est une connaissance transmissible, extensible, systematique.
25. idem
26. Dictionnaire d'Histoire et Philosophie des Sciences, Sous la direction de Lecourt D., Ed PUF 1999,
concept=theorie, p 941
27. Philosophie des sciences, Naturalismes et realismes , Tome 2, Textes reunis par S. Laugier et P. Wagner, Ed
Vrin, 2004, Preface p :7-8
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2. La connaissance scientique est objective.
3. La science etudie les phenomenes .
4. La science etablit des relations universelles : les lois .
5. La science permet des previsions .
A la lumieres des cinq denitions Schumpeteriennes, presentees plus loin a la sous section 2.1.2
du chapitre 2, sensees e^tre toutes equivalentes, Schumpeter va examiner l'economie ainsi. \Puisque
l'economie emploie des techniques dont le grand public ignore le maniement, et puisque les economistes
sont la pour les cultiver , l'economie est evidemment une science, en conformite avec notre denition
du mot (science) \([88], p 30).
Memoire longue en nance
En depit des avancees theoriques spectaculaires, relatives a la notion de memoire longue depuis pas
moins de trois decennies (Granger et Joyeux (1980, [45]), Hosking (1981, [54]), Porter-Hudak(1983,
[35]), Fox et Taqqu(1986, [34]), Dahlhauss(1989, [26]), Guegan et al(1991, [15]), Robinson(1995, [82],
[81]), Abry et al (1998, [2]) etc... , il n'en demeure pas moins qu'en nance il reste (essentiellement)
un sujet de recherche empirique 28. En eet, rares sont les economistes qui ont tente de justier
theoriquement son existence en economie et en nance par des mecanismes purement economiques,
hormis les deux modes techniques de sa generation : l'agregation et l'integration stochastique par
rapport a un mouvement brownien usuel. Pourtant d'eminents specialistes de l'economie s'accordent
aujourd'hui a souligner son importance, ainsi : \Les travaux empiriques en macroeconomie et en
nance ont ete temoins d'une renaissance aussi bien theorique qu'empirique de l'econometrie de la
memoire longue et de l'integration fractionnaire\[48] parce qu'\Il y a une evidence substantielle que
les processus de longue memoire decrivent les donnees nancieres pluto^t bien, tels que les primes a
l'avance, la dierentielle : de taux d'intere^t, de taux d'ination et de taux de change\ [48]. D'autres
arment encore qu'il s'agit, plus encore, de l'emergence, dans un sens kuhnien, me^me relativise,
d'un \nouveau paradigme de la macroeconomie et de la nance\([29], pp 417-438)\.
Cette diculte a expliquer la memoire longue, par des mecanismes intrinseques n'est pas specique
a l'economie mais constitue pluto^t un fait general qu'on peut retrouver ailleurs dans tout type de
donnees a dependance forte.
En eet, on n'a toujours pas de reponses denitives aux debats qui animent les specialistes de
la memoire longue sur l'eectivite d'une nature intrinseque specique aux donnees a dependance
forte. Des lors \la bonne qualite d'ajustement d'une LRD sur les donnees n'a pas resolu (encore) le
debat sur la presence eective d'une telle LRD dans ces donnes\([29], p 469), ou que la persistence
est-ce bien le fait d'une memoire longue seule ou en contrast avec d'autre processus gouvernant les
changements de regimes stochastiques latents. En d'autres termes \l'eet de Hurst peut il provenir
28. "Long-memory in nance is still an empirical research topic" http ://fedc.wiwi.hu-
berlin.de/xplore/tutorials/xaghtmlframe209.html
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d'un processus non stationnaire cache\[48]. \Cependant l'histoire du phenomene de Hurst para{^t
loin d'e^tre parachevee\[48]. De tels debats se retrouvent transposes, a leur tour, en econometrie
comme l'evoquent Mikosch et Starcia ([29], p 456) ainsi :
\Neanmoins, le sens commun peut permettre de se poser au moins deux questions : Quelles sont les
raisons economiques qui justient l'existence d'une LRD en valeur absolue des log de rendements ?
Qu'est ce que nous aurions gagne si nous avions connu (au prealable) qu'il existe une LRD en
valeur absolue des log de rendements ?\
L'investigation statistique de la memoire longue (exposee plus loin, dans les sous-sections 2.1.7-2.1.8
du chapitre 2) a debute vers les annees 1950 en hydrologie avec Hurst, et portee par les probabilites,
gra^ce aux travaux pionniers de Mandelbrot des les annees 1960, puis ceux de Taqqu, son disciple
depuis les annees 1970. Depuis les annees 1980, c'est gra^ce aux travaux precurseurs de Granger,
que la memoire longue est devenue, de facto, un centre d'intere^t de l'econometrie et de la nance.
Or l'econometrie, ce lieu de rencontre entre la statistique mathematique, et la theorie economique
au service de l'economie a vocation previsionnelle est devenue un instrument majeur de l'analyse
economique, me^me si la macroeconometrie n'a pas eu tout le succes escompte qu'on attendait d'elle.
L'analyse des series temporelles, qui est aujourd'hui au cur de nombreuses analyses dynamiques
s'est averee une science a part entiere tres fructueuse independamment de la veracite des doctrines
economiques qui les adossaient.
Cela reste egalement vrai, pour la nance, cette branche tres dynamique de la recherche en economie
de marche dont le diagnostic des plus pertinents, a emis de serieuses reserves, sur l'ecience des
marches nanciers, nationaux et internationaux. En eet, specialisee de nos jours, dans le negoce des
instruments multiples et le transfert des anticipations diversiees de revenus et de risques, la gestion
des nouveaux produits nanciers contraste de plus en plus avec l'hypothese fondamentale d'ecience
des marches nanciers, de plus en plus hypothequee. De fait : \En nance, plus precisement,
la presence de memoire longue a d'importantes implications sur la theorie nanciere moderne et
notamment sur la theorie d'ecience des marches nanciers. L'existence d'une memoire de long-
terme permet d'expliquer la possibilite d'une deconnexion durable entre les cours et les fondamentaux
et de rendre ainsi compte des delais d'ajustement des prix a l'information\ 29.
1.2.3 Le paradigme de la memoire longue
Le paradigme de l'invariance d'echelles
Peut-on attribuer a la branche de la memoire longue inherente a tous ces phenomenes critiques
a invariance d'echelle ou auto-similaires ([60] , p 51), un paradigme unie specique qu'on peut
appeler \ paradigme d'invariance d'echelle, entendu dans le sens kuhnien de matrice disciplinaire
dont les elements strategiques sont a la fois irreductibles et fondateurs, selon la theorie generale
de Roth et Bourgine ([17] et [86]) , de communautes epsitemiques dans toutes les activites
29. Meriem CHAOUACHI, work paper, ERMES, 2005
1.2. EPISTEMOLOGIE DE LA MEMOIRE LONGUE ET SON PARADIGME ASSOCIE 29
scientique et dans toutes les sciences et savoirs d'une epoque. En eet, le passage suivant identie
clairement ce paradigme d'invariance d'echelle sous le vocable de \principes unicateurs\ ainsi :
\Les lois d'echelle sont omnipresentes dans la nature, et elles envahissent les activites neuronales,
comportementales et linguistiques. Une loi d'echelle suggere l'existence de processus ou de motifs qui
se repetent a dierentes echelles d'analyse. Bien que les variables qui expriment une loi d'echelle
puissent varier d'un type d'activite a l'autre, la recurrence des lois d'echelle a travers autant de
systemes dierents a conduit a rechercher des principes unicateurs. Dans les systemes biologiques,
des lois d'echelle peuvent reeter des processus adaptatifs de dierents types et sont souvent lies a des
systemes complexes qui s'appre^tent a proximite des points critiques. La me^me chose est vraie pour la
perception, la memoire, le langage et d'autres phenomenes cognitifs. Les resultats de lois d'echelle
dans les sciences cognitives sont a titre indicatif de l'invariance d'echelle dans les mecanismes
cognitifs et les interactions multiplicatives entre des composantes interdependantes de la cognition\
([18], Abstract).
Independamment de la permanence d'un doute irreductible 30 quant a la scienticite de l'economie
politique 31, voir d'une conviction mal partagee 32, entre \les communs\ des economistes qui operent
en son sein, et qui ont toujours eu une distinction conceptuelle et methodologique canoniques
claire et nette du positif du normatif et de l'art 33 d'un co^te, et leurs adversaires, les economistes
positivistes, qui preferent, eux, se referer aux peres fondateurs de l'economie politique et au plus
celebre d'entre eux : Keynes, qui preconise, quant a lui, que : la science positive... corps de savoir
systematise concernant ce qui est ; la science normative ou regulatrice... corps de savoir systematise
discutant les criteres de ce qui devrait e^tre ; et l'art... systeme de regles pour l'obtention d'une n
donnee 34. Deux conceptions contradictoires de l'economie traduisant la necessite d'un compromis,
en que^te d'une homogeneite de l'ensemble du dispositif, deux courants de pensee economique ne
pouvant ni s'ignorer ni s'exclure, parce que complementaires, au sein d'un me^me paradigme selon
la conception de Thomas Kuhn ou programme scientique de recherche selon la conception d'Imre
Lakatos ou episteme selon la conception de Michel Foucault, deux courants de pensee economique
articules autour d'une me^me strategie globale et au service d'un me^me systeme qui les a toutes les
deux, sinon planiees, du moins pensees, en \multita^ches\.
1.2.4 La memoire longue a l'oeuvre en Economie : une fusion integrale
est en perspective
Comme on a pu le constater precedemment, la memoire longue temporelle et spatiale est a l'oeuvre
aujourd'hui en economie et plus particulierement en nance, identiable par ses aspects caracteristiques
30. Benetti, Carlo et Cartelier, Jean in L'economie devient-elle une science dure ? Serie : grands debats, Ed Eco-
nomica 1995, p224
31. idem p224
32. idem p 216
33. Hubert Brochier in L'economie normative, Serie : grands debats, Ed Economica 1997, p9
34. idem p9
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comme la persistance et autres faits caracteristiques propres. Parmi les mecanismes qui la generent,
deux mecanismes sont bien identies que sont l'agregation et l'integration stochastique par rapport
a un mouvement brownien usuel. Il s'agit d'un processus statistiquement identiable (par la vitesse
de convergence de sa somme partielle comme l'a suggere Diebold et Inoue(2000) par exemple) par
rapport a d'autres phenomenes persistants semblables comme certains changements de regimes sto-
chastiques ou certains types de chaos a comportement de memoire longue. Toutes les grandeurs
macroeconomiques manifestent cette structure de dependance forte ou de longue portee y compris
les demographies et les ressources naturelles, en ux et en stocks a l'image de la modelisation de
la capacite de stockage des ux du Nil operee par Hurst ou celle des les d'attente inherentes aux
reseaux Ethernet operee par Taqqu. Neanmoins ces approches statistiques reussies n'ont pas encore
eu d'equivalent en theorie, ou en pensee et doctrines economiques. A ce jour, ni les modeles DSGE,
ni les modeles macroeconometriques a grande echelle, ni me^me les modeles computationnels multi-
agent, des plus pertinents, n'ont integre, a ce jour, en leur sein le paradigme de la memoire longue
d'une maniere satisfaisante et denitive. Cela aurait pu donner, en eet, un eclairage precieux sur
la persistance des crises aussi bien economiques que nancieres et leur recurrence. Cela aurait pu,
aussi, alerter sur l'epuisement en cours de certaines ressources naturelles irremplacables. Les nou-
velles approches economiques : ecosystemiques, environnementales, ecologiques, de developpement
durable, d'echauement climatique, pourraient l'adopter a bon escient comme paradigme fonda-
teur de la pensee economique dans la preservation de l'eco-systeme avec, en ligrane, l'idee qu'un
choc exogene qui perturberait l'ordre naturel des ecosystemes eloignerait ceux ci de leurs sentiers
d'equilibre, pour de tres longues periodes.
Or l'utilitarisme doctrinal integral de John Stuart Mill amende par une dynamique structurelle de
long-terme, pourrait e^tre une meilleure infrastructure theorique porteuse de projets ecosystemiques
tant esperes. Les approches aussi bien des fracatals de Mandelbrot que de l'agregation et de la
cointegration de Granger pourraient a leur tour lui donner sa coherence doctrinale et combler les
carences et les insusances des dierents modeles economiques et macroeconomiques actuels, en
vogue tels que les DSGE, et autres ou le paradigme utilitariste, ampute, fragmentaire de John
Stuart Mill a ete completement denature et degure, sans donner la moindre references a ses autres
dimensions, les plus interessantes et les plus pertinentes qui auraient pu donner a la fois du sens et
de la substance a l'utilitarisme reduit et mutile ambiant.
1.3 Estimation et tests adaptatifs pour des processus LRD
Il s'agit de la synthese de deux articles : un publie dans JMVA [6], l'autre soumis. Dans cette partie,
nous supposons que les processus LRD verient les hpotheses SIG(d; ).
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1.3.1 Presentation de la statistique unidimensionnelle de Ratios d'Increments :
IR(m)
Soit (X1;    ; XN ) une trajectoire deX. Soit IRN (m) la variable aleatoire denie, pour toutm 2 N
par :
IRN (m) :=
1
N   3m
N 3m 1X
k=0
jPk+mt=k+1  Xt+m  Xt+Pk+2mt=k+m+1  Xt+m  Xtj
jPk+mt=k+1  Xt+m  Xtj+ jPk+2mt=k+m+1  Xt+m  Xtj :
Il s'agit d'un balayage de ratio normalise de valeur absolue de la somme et de la somme de la valeur
absolue, de deux sommes partielles d'increments, de longueur m chacune, sur l'ensemble de la tra-
jectoire du processus gaussien de longueur N-3m. En faisant tendre a la fois N, m et N=m vers 1,
ce ratio de variables aleatoires va tendre vers une fonction continue et derivable,  de mouvement
brownien fractionnaire BH , avec H = d+0:5. Ce travail a deja ete realise par Surgailis et al, (2008),
permettant d'estimer le prametre d de la memoire longue.
IRN (m)
P !
N=m;m!1
0(d)
(N=m)
1
2

IRN (m)  EIRN (m)
 D !
N=m;m!1
N (0; 2(d))
ou 2(d) est deni par 3.2. La fonction d 7! 0(d) denie par l'expression :
0(d) := ((d)) =
2

arctan
s1 + (d)
1  (d)

+
1

s
1 + (d)
1  (d) log
 2
1 + (d)

pourj(d)j  1
est une fonction continue, croissante, derivable et inversible pour tout d 2 ( 0:5; 15) de me^me que
2(d) pour d 2 ( 0:5; 125). (d) etant la fonction de correlation denie par :
(d) :=
8>><>>:
4d+1:5   9d+0:5   7
2(4  4d+0:5) pour d 2 ( 0:5; 0:5) [ (0:5; 1:5)
9 log(3)
8 log(2)
  2 pour d = 0:5
Au vu des proprietes de la fonction limite 0(d), l'estimateur bd =  10 (IRN ) est consistent et
satisfait le CLT (1.5), deni plus loin pour j=1, neanmoins il exige la connaissance du comportement
du second ordre de la densite spectrale au voisinage de la frequence 0. En plus il est empiriquement
moins performant que les autres estimateurs tels que le local Whittle de Robinson (1995) [81], le
Fractionnel Exponentiel de Moulines et Soulier (2003) [70], les ondelettes de Bardet et al (2008),
[10].
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1.3.2 Estimateur issu de la Statistique Multidimensionnelle de Ratios
d'Increments
Soit SIG(d; ) : pour  0:5 < d < 1:5 and  > 0 une classe de processus semi-parametriques et soit
mj = j m; j = 1;    ; p avec p 2 N et m 2 N, et soit le vecteur aleatoire (IRN (mj))1jp. Nous
etendons les resultats de Surgailis et al, (2008), obtenus pour m 2 N a m 2 (0;1) avec la conven-
tion : (IRN (j m))1jp = (IRN (j [m]))1jp (qui ne change rien aux resultats asymptotiques).
Nous montrons le theoreme central limite multidimensional satisfait par (IRN (j m))1jp pour
tout d 2 ( 0:5; 1:25) :
Propriete 1. Supposons que l'Hypothese SIG(d; ) est veriee avec  0:5 < d < 1:25 et  > 0.
Alors r
N
m

IRN (j m)  E

IRN (j m)

1jp
L !
[N=m]^m!1
N (0; p(d)) (1.5)
avec  p(d) = (i;j(d))1i;jp ou i;j(d) pour i; j 2 f1; : : : ; pg, est denie par l'equation 3.5
du chapitre 3.
Nous supposons, dans la suite, que  p(d) est une matrice denie positive pour tout d 2 ( 0:5; 1:25).
Des lors ce CLT peut e^tre utilise pour estimer d.
Propriete 2. Soit X satisfaisant l'Hypothese SIG(d; ) avec  0:5 < d < 1:5 et 0 <   2.
Alors il existe une constante K(d; ) non nulle, dependant uniquement de d et de  tel que pour m
susamment grand, on a :
EIRN (m) = 0(d) +
8><>:
K(d; )m 
 
1 + o(1)

si  < 2d+ 1
K(d; 2d+ 1)m  logm
 
1 + o(1)

si  = 2d+ 1 (si d = 0:5 ,  = 2)
O
 
m 2d 1

si  > 2d+ 1
Des lors en choisissant m et N tel que
 p
N=m

m  logm ! 0 lorsque m;N ! 1, le terme
E

IR(jm)

peut e^tre remplace par 0(d) dans la Propriete 1. Puis, en utilisant la Delta-method
avec la fonction (xi)1ip 7! ( 10 (xi))1ip (la fonction d 2 ( 0:5; 1:5) ! 0(d) est une fonction
C1 croissante), nous obtenons :
Theoreme 3. Soit bdN (j m) :=  10  IRN (j m) pour 1  j  p. Supposons l'Hypothese SIG(d; )
veriee, avec  0:5 < d < 1:25 et 0 <   2. Alors si m  C N avec C > 0 et (1 + 2) 1 _ (4d+
3) 1 <  < 1, r
N
m
bdN (j m)  d
1jp
L !
N!1
N

0; (00(d))
 2  p(d)

: (1.6)
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Soit bN (m) := (00(bdN (m)) 2  p(bdN (m)): (1.7)
La fonction d 2 ( 0:5; 1:5) 7! (d)=0(d) est C1 et donc, sous les hypotheses du Theoreme 3,
bN (m) P !
N!1
(00(d))
 2  p(d):
Donc, une estimation pseudo-moindre carree generalisee PMCG de d peut e^tre denie par
edN (m) :=  J 0p bN (m) 1Jp 1 J 0p  bN (m) 1 bdN (mi)1ip
avec Jp := (1)1jp et J 0p sa transposee. On deduit a partir du theoreme de Gauss-Markov, que la
variance asymptotique de edN (m) est plus petite que celle de bdN (jm), j = 1; : : : ; p. Nous obtenons
donc, sous les hypotheses du Theoreme 3 :r
N
m
 edN (m)  d L !
N!1
N

0 ; 00(d)
 2  J 0p   1p (d)Jp 1: (1.8)
et 00(d)
 2 J 0p   1p (d)Jp 1  00(d) 22(d).
Maintenant, considerons le probleme de test suivant : pour (X1;    ; Xn) une trajectoire d'un pro-
cessus X gaussien, choisir entre les hypotheses
{ H0 : la densite spectrale de X satisfait l'Hypothese S(d; ) avec  0:5 < d < 0:5 et  > 0 ;
{ H1 : la densite spectrale de X ne satisfait pas un tel comportement.
Nous deduisons a partir du CLT multidimensionnel (1.6) une statistique de test de type qualite
d'ajustement 2 denie par :
bTN (m) := N
m
 edN (m)  bdN (j m)01jp bN (m) 1 edN (m)  bdN (j m)1jp:
Alors le theoreme limite suivant peut e^tre deduit a partir du Theoreme 3.
Proposition 1. Sous les hypotheses du Theoreme 3 alors
bTN (m) L !
N!1
2(p  1):
1.3.3 La version adaptative de l'estimateur
Pour e^tre appliques, le Theoreme 3 et le CLT(1.8) exigent la connaissance prealable de . Mais
en pratique  est inconnu. La procedure suivante consiste a estimer  a partir des donnees par
l'emploi d'une sequence optimale (gmN ) pour d 2 ( 0:5; 1:25) et  2 (0; 1). Denissons
QN (; d) :=
 bdN (j N)  edN (N)01jp bN (N) 1 bdN (j N)  edN (N)1jp; (1.9)
qui correspond a la somme des carres des distances pseudo-generalisees entre les points (bdN (j N))j
et l'estimateur PMCG de d. Notons que les conventions adoptees precedemment permettent d'ecrire
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a la fois bdN (j N) = bdN (j [N]) et edN (N) = edN ([N]). Donc la fonction bQN () peut e^tre mini-
misee par une discretisation judicieuse de l'intervalle (0; 1) comme suit :
bN := Argmin2AN bQN () avec AN = n 2logN ; 3logN ; : : : ; log[N=p]logN o:
D'ou la proposition fondamentale suivante :
Proposition 2. Supposons que l'Hypothese SIG(d; ) est veriee avec  0:5 < d < 1:25 et
0 <   2. Alors,
bN P !
N!1
 =
1
(1 + 2)
_ 1
(4d+ 3)
:
Finalement denissons :
emN := N eN avec eN := bN + 6 bN
(p  2)(1  bN )  log logNlogN :
et l'estimateur ed(IR)N := edN (emN ) = edN (N eN ): (1.10)
On deduit a partir du theoreme central limite (Theoreme3, CLT 1.8) le theoreme limite suivant
qui donne en plus le comportement asymptotique de l'estimateur ed(IR)N :
Theoreme 4. Sous les hypotheses de la Proposition 2,r
N
N eN
 ed(IR)N   d L !
N!1
N

0 ; 00(d)
 2  J 0p   1p (d)Jp 1: (1.11)
De plus, 8 > 2(1 + 3)
(p  2) ;
N

1+2
(logN)
  ed(IR)N   d P !
N!1
0:
Dans ce cadre semi-parametrique, la vitesse de convergence de ed(IR)N est la me^me (a un facteur
logarithmique multiplicatif pres) que celle de l'estimateur minimax de d (see Giraitis et al., 1997).
1.3.4 Application a des tests statistiques
Le theoreme central limite (1.11), satisfait par ed(IR)N , constitue un avantage supplementaire de ed(IR)N
par rapport a d'autres types d'estimators adaptatifs de d (voir par exemple Moulines et Soulier,
2003, pour une vue d'ensemble des estimateurs d dans le domaine frequentiel). De plus ed(IR)N peut
e^tre utilise pour d 2 ( 0:5; 1:25), i.e. tout aussi bien pour des processus stationnaires que non-
stationnaires, sans modications dans sa denition. Ces deux avantages conjoints permettent de
denir un test de stationnarite base sur cet estimateur ed(IR)N .
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Test d'adequation
On teste H0 : , avec
bTN (m) := N
m
 edN (m)  bdN (j m)01jp bN (m) 1 edN (m)  bdN (j m)1jp:
eTN := bTN (N eN )
alors :
Proposition 3. Sous les hypotheses de la Proposition 2 alors,
eTN L !
N!1
2(p  1):
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Figure 1.1 { Density estimations and corresponding theoretical densities of
bedN and eTN for 100
samples of FARIMA(1; d; 1) with d =  0:2 for N = 105 and p = 20.
Test de stationnarite
Gra^ce au theoreme central limite etabli, nos deux tests de stationnarite et de non stationnarite
seront construits autour de d = 0:5 et pour dierentes dimensions p de IRN (p) auxquelles cor-
respond p(0:5) =

00(0:5)
 2  J 0p   1p (0:5)Jp 11=2. Les valeurs p(0:5) relatives a p=5,10,15,20
sont respectivement ' 0:9082; 0:8289; 0:8016; 0:7861. On note q1  le quantile d'ordre (1 ) d'une
loi normale standard N (0; 1).
1. Une premiere statistique de test de stationnarite est etablie avec les deux regles de decision
H0 : \X processus stationnaire quand eSN = 1\ contre H1 : \X processus non stationnaireeSN = 0\ via la la statistique :
eSN := 1ed(IR)N >0:5+p(0:5) q1 N(eN 1)=2
On compare alors ce test aux deux tests classiques de stationnarite : KPSS (Kwiatkowski,
Phillips, Schmidt, Shin, [49] p. 514) et LMC (voir Leybourne MacCabe et al. [64] or [65])
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2. Une deuxieme statistique de test de non stationnarite est etablie avec les deux regle de decision
H 00 : \X processus non stationnaire quand gNSN = 1\ contre H 01 : \X processus stationnaire
quand gNSN = 0\ via la la statistique :
gNSN := 1ed(IR)N <0:5 p(0:5) q1 N(eN 1)=2
On compare alors ce test aux deux tests classiques de non stationnarite : Dickey-Fuller \aug-
mente" (voir [49], p. 516-528) et Phillips et Perron (voir [31], p. 137-146)
La mise en uvre de ces 6 statistiques respectivement : fSN ;KPSS;LMC d'un co^te et ]NSN ; ADF;PP
de l'autre consiste a mener une experience de Monte Carlo sur un echantillon de taille N, issu d'un
modele semi-parametrique donne, en mesurant la frequence de realisations des trajectoires qui sa-
tisfont l'une ou l'autre des hypotheses : H0, H1, H
0
0, H
0
1.
1.4 Mise en uvre empirique des dierentes procedures d'es-
timation et de tests
1.4.1 Simulations
Les simulations realisees sont menees sur dierents modeles semi-parametriques gaussiens station-
naires et non stationnaires (FARIMA(p,d,q), GARMA) et des methodes de simulation de type
Paxson(d,1), en presence ou non de (Trend, Saisonnalite, ... ), avec d 2 Id = ( 0:5; 1:25), mais
aussi, a titre exploratoire, d'autres types de lois (uniforme,Burr). Les objectifs de ces simulations
sont multiples :
1. estimer a la fois la fene^tre m mais aussi le parametre d de ces modeles avec son
p
MSE et le
comparer avec d'autres estimateurs disponibles.
2. tester l'adequation de la qualite d'ajustement de cet estimateur adaptatif avec un 2p 1
theorique d'ordre 1  .
3. tester la stationnarite de la trajectoire du processus en comparaison avec les tests de station-
narite disponibles standards.
4. tester la non stationnarite de la trajectoire du processus en comparaison avec les tests de non
stationnarite disponibles standards.
Resultats concernant l'estimation
Les 4 principaux processus generes sont respectivement : ARIMA(1,d,0), FARIMA(0,d,0), FA-
RIMA(1,d,1), Paxson(d,1) stationnaires et non stationnaires. Dans la majorite des cas de gures
(dans plus de 95% des cas) aussi bien pour d 2 Id que pour (p = 5; 10; 15; 20;N = 1000; 5000; 10000),
les
p
MSE relatifs aux bdIRN que nous obtenons pour les dierents modeles sont, a plus de 50%, plus
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particulierement pour p=15, globalement meilleures, que tous les autres
p
MSE des dierents es-
timateurs, tels que bdMSN de Moulines et Soulier, bdROBN du local Whittle de Robinson, ou bdWAVN des
ondelettes de Bardet et Bibi.
Resultats concernant le test d'adequation
Le test d'adequation de la qualite d'ajustement de cet estimateur adaptatif bdIRN avec un 2p 1
theorique d'ordre 95% donne de tres bons resultats, respectivement de plus de (91% pour p=5 ;
88% pour p=10 ; 85% pour p=15 ; 80% pour p=20) pour les dierents estimateurs bdIRN inherents
aux dierents modeles testes.
Resultats concernant le test de stationnarite
Les 4 principaux processus testes sont respectivement : ARIMA(1,d,0), FARIMA(0,d,0),
FARIMA(1,d,1), Paxson(d,1) stationnaires et non stationnaires. Notre test de stationnarite bSN
(respectivement de non stationnarite dNSN ) est compare aux deux autres tests de stationnarite :
KPSS et LMC (respectivement aux deux tests de non stationnarite ADF et PP). On constate que
quelque soit le processus, les resultats des tests, dans leur ensemble, sont tres satisfaisants pour nos
deux statistiques bSN et dNSN , sur tout l'intervalle d 2 Id, et restent globalement satisfaisants pour
les 4 autres statistiques concurrentes : ADF, PP, KPSS, LMC, avec un leger avantage pour l'ADF
et le PP sur le KPSS ou le LMC.
1.4.2 Applications aux series nancieres
Parmi 16 series nancieres disponibles de rendements (en logarithmes dierencies) de notre base
de donnees, seules 5 series presentent un nombre minimal de ruptures en distribution=2 selon
l'algorithme de Lavielle (choix 4 : rupture en distribution).
Ces 5 series nancieres retenues et analysees ici, sont respectivement les rendements r : du taux de
change du dollar americain en Deutsh Mark, des quatre indices boursiers, que sont les deux Dow
Jones (transportation et utilities), le Nasdaq et le Nikkei225. On verie empiriquement les faits
statistiques suivants, et ce pour chaque serie de rendement (avec son signe) dans sa totalite (pour
les 5 series) :
{ bdIR(r) = 0, conrme par les 3 autres estimateurs : edMS , edROB , edWAV , quelque soit la serie r avec
son signe prise dans sa totalite parmi les 5 series precedentes.
{ Les 6 tests de stationnarite=nonstationnarite arment tous a tort que les 5 series sont station-
naires, sur l'ensemble de leurs trajectoires respectives.
{ Pourtant le test de rupture en distribution de Lavielle identie 2 ruptures et donc 3 sous-series
(r1; r2; r3) pour chaque serie r avec son signe, a des dates dierentes et bien localisees.
{ bdIR(jrij) 0 avec  2 (0; 3), conrme par les 3 autres estimateurs, quelques soient les sous-series
de la serie mere r prise parmi les 5 series nancieres precedentes.
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{ La valeur critique de la statistique V=S de test de memoire courte contre memoire longue est de
0.1869, largement depassee par les jrij, avec, en plus, une forte valeur de la kurtosis, synonyme
de queues epaisses, dans la distribution de la sous-serie ri correspondante, et ce pour chacune des
5 series meres .
1.5 Conclusion
Au niveau epistemologique, la problematique des \deux sciences\, proposee pour l'economie, ne fait
que reproduire, en projection sur l'echelle de la scienticite, des problematiques revelees par Quine
dans \Deux dogmes de l'empirisme\, relatives a deux savoirs : a priori et a posteriori 35. En eet,
les deux dogmes de l'Empirisme logique stipulent 36 que :
1. Il existe un critere de distinction xe entre les propositions synthetiques et analytiques.
2. Toute proposition, ayant une signication quelconque, peut e^tre reduite a une seule et unique
proposition, portant sur l'experience immediate. Cette experience immediate constitue alors
sa methode de verication.
Ce schema a double entrees est refute par Quine ainsi :
1. Il n'y a pas de frontiere xe et denitive entre les propositions synthetiques et analytiques.
2. Il n'y a pas d'experience cruciale qui mettrait a defaut la signication d'une proposition.
En transposant a notre contexte, le quartet
 
signication ; proposition ; synthetique ; analytique

,
apprehende dans ce qui precede, en
 
scienticite ; savoir ; a posteriori ; a priori

, des lors les deux
dogmes evoques par Quine (bien qu'ils demeurent toujours extre^mement complexes a approcher)
prendraient desormais une forme plus proche de notre que^te ainsi 37 :
1. Il n'y aurait pas de frontiere xe et denitive entre les savoirs a posteriori et a priori.
2. Il n'y aurait pas d'experience cruciale qui mettrait a defaut la scienticite d'un savoir.
La rationalite, a son tour, attribuee discretionnairement a l'homo-sapiens et a son equivalent
economique l'homo-oeconomicus, dans une vision inherente au contro^le optimal adaptatif, trop
mecaniste, sacrie arbitrairement l'autre dimension, conceptuelle et interpretative, de l'homme 38.
Force est de constater, en denitive, que le \paradigme de la memoire longue\ tant espere, avec
son infrastructure construite pourtant avec succes par Mandelbrot et par Granger, n'a pu avoir
en macroeconomie, nalement, tout l'impact qu'il a eu en nance, encore moins en theorie ou en
pensee economiques.
35. \Deux dogmes de l'empirisme\ :Cinquante ans apres, Paolo Parrini, http ://www.cairn.info/revue-diogene-
2006-4-page-108.htm
36. http ://blog.philotropes.org/post/2009/10/22/Les-dogmes-quiniens
37. http ://www.claudegagnon.net/josette/questionjugement.htm
38. Les animaux sont-ils des rationnels ? Phd de Philosophie, Beno{^t Hardy-Vallee, 2006
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Nous proposons, en n de these, en conclusion et perspectives, et aux vus des travaux et diag-
nostics de Stiglitz, une rehabilitation de la doctrine utilitariste integrale (sans mutilation de ses
autres dimensions des plus interessantes comme elle l'a eue par le passe) de John Stuart Mill, seul
grand economiste qui a pense sa theorie economique en ecosysteme. La rehabilitation de l'utilita-
risme integral de John Stuart Mill pourrait constituer cette infrastructure doctrinale de la future
fondation economique, avec neanmoins deux volets techniques integres des plus pertinents : l'ana-
lyse fractale de Mandelbrot et l'agregation et la cointegration de Granger qui integrent de facto la
memoire longue.
Au niveau statistique l'ensemble de nos resultats est concluant, sans recourir a trop d'hypotheses
restrictives, autres que les hypotheses SIG(d; ). Les temps de calculs restent convenables et ce
pour l'ensembles des series reelles et simulees. La seule limitation de notre methode adaptative
reste son incapacite a detecter les ruptures au sein d'une serie chronologique.
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Epistemologie de la memoire
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Resume : La scienticite de l'economie, loin d'e^tre unanimement admise, continue a faire debat. En eet, \calquee sur le
modele des sciences de la nature\ 1, la fondation economique, s'est construite, a partir de la sociologie, des mathematiques,
1. A. Diemer (2011) : economie Generale, Introduction p 5
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et d'un paradigme economique fondateur, rattache a une ecole de pensee : classique, keynesienne, neoclassique, neokeynesien-
ne, heterodoxe. Or cette approche \physicaliste\, pose plus de problemes qu'elle ne resout. Le questionnement \le temps
dans l'economie versus l'economie dans le temps\[14], connu des classiques, ignore les problematiques des processus sto-
chastiques. C'est a partir des annees 1970, sous l'impulsion de la modelisation probabiliste de Box et Jenkins, que les
acceptions deterministes et stochastiques des evolutions dynamiques, s'opposent. En depit de la revolution econometrique
qu'ont pu avoir les series temporelles, en nance, paradoxalement, rien de comparable n'a eu lieu en analyse economique.
L'agregation des variables microeconomiques du modele d'equilibre general economique (GE), s'installe avec de nouvelles
variables agregees, en macroeconomie, initialement statique, puis dynamique (dit DGE), par indogeneisation formelle du
temps, dans les annees 80 (sans une reussite franche, pour les modeles macroeconometriques, bien connus), puis stochas-
tique (dit SDGE ou DSGE), dans les annees 2000. Les modeles alternatifs (que se soient les modeles macroeconometriques
a grande echelle, ou les modeles computationnels multi-agents) ne sont pas meilleurs. Hormis la nance, le statut des
series temporelles, aussi bien a memoire courte qu'a memoire longue, reste jusqu'a aujourd'hui economiquement precaire,
ne leur confere, aucunement, une preeminence substantielle en economie. En eet, elles ont toujours ete considerees, comme
des outils techniques neutres, a portee universelle. De ce fait, elles ne gurent, directement, dans aucun des paradigmes
economiques standards, deterministes par construction, dans lesquels, il y a toujours eu \impossibilite de penser le temps
et l'argent\ 2. Un reexamen a la fois des problematiques, mais aussi, des paradigmes fondateurs de l'economie, s'impose a
nous, dans cette premiere partie. Nous essayerons d'y rehabiliter, a la fois les mecanismes et les processus generateurs de la
dynamique economique, eu egard des series temporelles a memoire longue et de leur \paradigme associe\.
Keywords : Scienticite ; Paradigme ; Series temporelles ; Memoire longue ; Agregation ; Integration fraction-
naire ; Integration stochastique ; Economie classique ; Economie keynesienne ; Courant heterodoxe ; Economie
neoclassique ; Economie neokeynesienne ; DSGE.
Introduction
\Calquee sur le modele des sciences de la nature\ 3 4 5, l'economie 6 avec sa rationalite, ses \lois\ et
ses theories est, de tout temps, aliee au physicalisme initie par les physiocrates, repris, par Adam
Smith, consolide par David Ricardo, et conrme par John Stuart Mill. En eet, pour Adam Smith,
le philosophe et pere fondateur de l'economie classique, l'economie est \la sagesse dans la gestion
du patrimoine d'une nation, en que^te d'un equilibre harmonieux et stable\ 7, alors que pour David
Ricardo, l'erudit autodidacte polyvalent, et le ma^tre a penser de Marx, l'economie est la \science
de la distribution\ 8. John Stuart Mill, l'utilitariste voit quant a lui, l'economie comme \l'action
permanente de maniere a produire le plus grand bonheur global entre tous les e^tres vivants, dans des
limites raisonnables\ 9. Les theories economiques, quelque soient leurs aliations aux dierentes
2. Les trous noirs de la science economique : Essai sur l'impossibilite de penser le temps et l'argent. Sapir,J.
2000
3. Le sociologue en train de se faire : G. Tion et V.Garcia, Logique sociale, l'Harmattan 2009, p109
4. L'epistemologie des sciences sociales, Denis Collin, Pages perso, 2006
5. A. Diemer(2011) : Economie Generale, Introduction p 5
6. concept polysemique a formulations et attributs multiples dont : analyse,theorie,sciences,politique,sans paler
des prexes : micro,macro et des terminaisons : metrie,logie,etc...
7. Wikipedia, avec adaptation
8. Il ecrit en 1820 a Malthus : \l'economie politique est selon vous une enque^te sur la nature et les causes de la
richesse. J'estime au contraire qu'elle doit e^tre denie comme : une enque^te sur la distribution... De jour en jour,
je suis plus convaincu que la premiere etude est vaine et decevante et que la seconde constitue l'objet propre de la
science. Wikipedia
9. Wikipedia avec adaptation
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ecoles de pensees respectives, sont toutes animees, de fait, a l'image des theories scientiques de la
physique, par la recherche de lois, essentiellement des lois d'equilibre (general, partiel, tendanciel, de
court ou de long-terme, en concurrence pure et parfaite ou non). Or le physicalisme, ce courant de
pensee issu du positivisme logique, prend la physique comme l'etalon de predilection supre^me et le
referentiel ideal dans toute construction de fondation scientique. Il n'en demeure pas moins qu'un
tel physicalisme est problematique, en economie, qui est \biaise(e) par des presuppositions liees
aux valeurs qui orientent l'activite...de l'economiste\ 10. Le contraste, en science economique, entre
determinisme latent vehicule et standards normatifs dissimules, s'avere, en l'etat, ineluctablement
problematique, vis a vis d'une science economique, de nature sociale et de surcro^t empirique. La
\theorie des deux sciences\ : a la fois de la nature et de l'homme en societe, apporte plus de confu-
sion qu'elle n'en resout.
Nous essayerons, tout le long de cette partie d'epistemologie, de denir le sens et la substance du
vocable \science economique\ et son statut exact, sur l'echelle des valeurs standards de la scienti-
cite d'une fondation a caractere scientique ([23]). A dire vrai, ce debat n'est jamais clos, et devient
recurrent en periode de crise, ou l'on cherche un bouc emissaire qui porterait la responsabilite de
l'echec des politiques economiques mises en vre. Les consequences de la negation de la scienti-
cite de l'economie entra^ne la mise en question aussi bien de sa methodologie, que de ses outils
d'investigation, ou de ses anticipations rationnelles ou encore de ses previsions a court, moyen et
long-terme. Pourtant les philosophes des sciences, tels que Popper, Kuhn ou Lakatos ont elabore,
chacun, une ligne frontiere entre science et non science, dont aucune n'a jamais ete aussi precise
pour statuer quant a la scienticite ou non, de toute ou partie de l'economie (selon Quine [77],
avec adaptation). Une telle negation, en bloc, de la scienticite de l'economie, sans amenagement,
serait paradoxale avec les faits scientiques, averes dans beaucoup de domaines economiques. Si-
non, ou peut-on classer la part de la production scientique des mathematiciens, probabilistes,
statisticiens, analystes des donnees, qui s'investissent dans les dierentes branches de l'economie
et qui produisent et diusent leurs resultats, dans des revues scientiques des plus prestigieuses ?
Il serait paradoxal de nier la scienticite de cette part scientique et technique quelque soit son
apport direct et son utilite immediate et de continuer a armer, a tort, que cette partie scientique
est a proprement parler extra-economique, du fait qu'elle n'apporterait pas, directement, de sens
et de substance, aux paradigmes 11 economiques standards, passes et presents. Ce paradoxe est
encore plus agrant, pour tous ces modeles scientiques de references, en nance, tels que : ARCH,
10. http ://denis.collin.pagesperso-orange.fr/Epsh.html
11. Le paradigme de la memoire longue que nous exposons ici, peut inclure d'autres sous-paradigmes latents
ou sous-jacents comme celui de l'invariance d'echelles, propose par Taqqu et al ([29],p 528, ligne 3), appele aussi
sous-paradigme de renormalisation, apprehende par les physiciens Lagues et Lesne en ces termes : \Les methodes de
renormalisation..., incontournables des qu'on s'interesse a des proprietes asymptotiques de systemes...(sont) fondees
sur l'invariance d'echelles\ ([60], p 51)\. Les dictionnaires de philosophie des sciences le conrment une troisieme
fois \Les theories a invariance de jauge (d'ehelles) sont (toutes) renormalisables\ ([16], p543-544, mot=invariance
de jauge).
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GARCH, Volatilite Stochastique, Changement Stochastique de regimes, etc..., developpes par des
economistes de renommee tels que Mandelbrot, Granger, Engle, et tant d'autres economistes, sans
que ces modeles n'integrent, pour autant, aucun des principaux paradigmes economiques standards.
On peut objecter que les modeles issus de la macroeconometrie ([32]), mais aussi ceux issus de la
macroeconomie nanciere ([22]), sont decevants. On doit cependant reconna^tre que l'apport des
investigations econometriques, dans toutes les branches de l'economie, depuis les annees trente, est
concluant, avec des contributions, parfois, de grande qualite scientique.
Ainsi, il semblerait, en premier abord, que la modelisation, d'obedience physicaliste, sans dynamique
fractale, ni loi d'echelle constant, aussi bien macroeconomique que macroeconometrique, pourrait
e^tre une premiere source d'incoherence qui aurait cause les mauvais pouvoirs explicatifs et predictifs
de la fondation economique pour une nation, ce qui aurait contribue, a la mise en cause de sa scien-
ticite.
La presence de la memoire longue au sein de beaucoup de variables economiques integrees cree,
en cas d'un choc exogene, une deconnexion durable entre les valeurs de ces variables et leurs fon-
damentaux, a l'instar des actifs nanciers. Cette deconnexion hypotheque, par la me^me, le retour,
suppose jusqu'alors ineluctable, a l'equilibre de ces variables avec en ligrane, la mise a defaut de
l'hypothese fondamentale de l'ecience des marches. Si en plus, ces variables sont cointegrees, elles
ont une tendance stochastique commune, instaurant un equilibre de long-terme en depit de leur
variabilite individuelle inherente a leur non stationnarite respective.
L'extension du concept de memoire longue aux processus fractionnaires de parametre d  0:5
permet de faire la jonction, par dierences successives, entre memoire longue et racine unitaire.
Hormis, les changements de regimes, les cycles et les saisonnalites, hors de notre propos, a ce ni-
veau de l'analyse, la presence, d'une racine unitaire est relativement frequente, dans les variables
economiques, rendant celles ci non stationnaires, avec des proprietes statistiques non standards
([42], chapitre 14).
Les variables macroeconomiques 12 sont toutes obtenues par agregation ponderee de variables mi-
croeconomiques, avec leurs lots latents de memoire longue eective ou fallacieuse induite de facto
pour toute \serie agregee de series autoregressives d'ordre 1 associee a une loi Be^ta B(p; 1 p); 0 <
p < 1\([42],p422), fait nouveau que les paradigmes economiques standards n'evoquent guere.
L'ensemble des problematiques soulevees plus haut ne sont que les prealables d'un vaste examen
de l'ensemble des tenants et aboutissants d'une analyse epistemologique que nous voulons minu-
tieuse eu egards aux paradigmes fondateurs de l'economie mais aussi un eclairage necessaire sur
12. La macroeconomie est fondamentalement la microeconomie des variables agregees (globales) et des agents
representatifs economiquement rationnels (l'homo-oeconomicus vis a vis des \lois de la nature economique\ prolonge
l'homo-sapiens vis a vis des \lois de la nature physique\) dans un me^me programme d'optimisation d'une fonction
objectif sous les me^mes contraintes de ressources disponibles limitees
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les concepts peu precis ou mal denis que nous rencontrerons sur notre chemin d'investigation
epistemologique, toutes choses egales par ailleurs.
Nous donnerons ainsi les denitions d'un paradigme puis nous specierons les principaux fonde-
ments d'un paradigme economique et ses traits caracteristiques, plus particulierement sa perennite
et sa survie en depit de la resurgence de nouveaux paradigmes alternatifs, a l'inverse des paradigmes
des sciences dites exactes.
Nous faisons par la suite l'inventaire des divers paradigmes economiques et leur carence en memoire
longue.
Nous mettrons en exergue, les nuances que porte le vocable, epistemologie, a la fois, avec l'histoire
des sciences mais aussi avec la philosophie des sciences, an de l'utiliser a bon escient, par la suite,
dans notre que^te inherente a l' \epistemologie de la memoire longue en economie et son paradigme
associe\.
Les bases de la fondation economique sont, dans leur ensemble, des reproductions de modeles
microeconomiques d'obedience physicaliste, essentiellement deterministe avec emploi de statistique
elementaire depourvue d'inferences et de tests statistiques. Or la sophistication d'instruments de
gestion planiee, a la n de la seconde guerre mondiale, a exige, pour des ns de comptabilite
nationale, la resurgence des modes d'agregation divers, sans aucune reference, pour autant a la loi
d'echelle constant. L'introduction relativement tardive de la statistique inferentielle joignant le cou-
rant econometrique deja lance dans les annees trente, n'a pu donner a travers la macroeconometrie
des annees 1970 un apport signicatif majeur. Les modeles d'analyse simpliee des phenomenes
statistiques majeurs en macroeconomie comme la non stationnarite inherente a la racine unitaire,
l'agregation, la cointegration, la causalite entre facteurs, la persistance, la saisonnalite, les cycles,
les relations d'equilibre de long-terme (plus particulierement entre variables cointegrees), ont tous
montre leurs insusances. Pourtant bon nombre de ces phenomenes statistiques de non station-
narite sont etroitement lies, d'une maniere ou d'une autre, a la memoire longue et aux processus
fractionnaires associes.
Les travaux precurseurs de Granger, dans son eort soutenu d'investigation probabiliste en que^te
de reformer l'analyse economique, depuis les annees 1960, ont pu etablir une jonction durable, en
macroeconomie et en nance, entre probabilite et statistique. Gra^ce a sa perseverance, en que^te
de faire evoluer probabilite et statistique, conjointement entre deux ecueils : theorique et empi-
rique indissociables, ses travaux ont pu avoir, plus particulierement, en series temporelles, une
portee economique et econometrique considerables. Des lors l'apprehension et la comprehension
des phenomenes economiques, precites, jusqu'alors ignores ou passes sous silence, sont desormais
elucides et mis a prot, par les theoriciens modelisateurs en econometrie, les decideurs politiques
en macroeconomie et les gestionnaires de portefeuilles en nance.
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2.1 L'epistemologie economique, ce labyrinthe des concepts
problematiques
\Les eets et les consequences de long-terme\ sont inscrits dans toute politique economique comme
inscrites \la poule dans l'uf, la eur dans la graine\, selon l'expression consacree de Henry Hazlitt,
ce grand economiste avise. Expression on ne peut plus explicite ou la \memoire de long-terme\ 13,
largement mise en evidence, aussi bien pour une et me^me serie integree relativement a son propre
passe lointain, que pour des series cointegrees, tres frequentes en macroeconomie avec leur equilibre
de long-terme sous-jacent. Cettememoire longue oumemoire de long-terme, inherente aux processus
de dependance de longue portee, objet de notre que^te, constitue, de toute evidence, la composante
principale d'une interference entre vagues successives d'eets du passe lointain conjuguee au present.
Ces vagues successives emanent de processus de dependance de longue portee, jusqu'alors, ignores,
ou passes sous silence. Les processus independants ou de dependance de courte portee, eux, etaient
les mieux apprehendes, jusqu'alors, gra^ce aux outils statistiques satisfaisants disponibles. Les "eets
et consequences de long-terme" inscrits dans toute politique economique, emanent dans une forme
de reproduction \genetique\, en tout ou partie, d'une auto-similarite temporelle inherente a cette
politique economique. Des lors cette memoire de long-terme (ou de longue portee) est-elle specique
au domaine temporel economique, ou se manifeste t-elle, aussi bien dans d'autres types de topologies,
spatiales et autres, mais aussi dans d'autres disciplines ? Peut-on etablir une taxinomie de la memoire
longue selon les topologies et les disciplines ? Ces taxinomies fondent elles une epistemologie de la
memoire longue ? Comment peut-on distinguer la memoire longue de l'\eet papillon(chaotique
deterministe)\ et son fameux questionnement metaphorique  le battement d'ailes d'un papillon
au Bresil peut-il provoquer une tornade au Texas ?  questionnement du^ au meteorologue Edward
Lorenz inherent a l'extre^me sensibilite aux conditions initiales, des chaos. Ce questionnement est
de plus en plus pertinent sur fond de crise nanciere mondiale qui secoue le monde depuis le second
semestre de 2008, et ce en depit de son apparente accalmie relative actuelle.
Des lors peut-on esperer operer une apprehension d'une epistemologie de la memoire longue, a
travers le processus d'accumulation du savoir relatif a ce me^me phenomene relativement recent de
memoire longue, aussi bien dans le domaine economique que dans d'autres disciplines et/ou savoirs,
arts et/ou sciences avec un eet de miroir. Or "L'independance de longue portee (ou de memoire
longue), tout comme les queues epaisses, a acquis une telle signication, presque religieuse, et genere
une telle controverse " ( Resnick (2007), [78]). Sa projection en economie ne fait qu'amplier la
discorde puisqu'elle met en cause, d'une maniere frontale non seulement l'ecience des marches
mais aussi d'autres hypotheses fondamentales comme la dynamique (dichotomique) supposee soit
I(0) soit I(1) reliant les variables economiques entre elles ou par rapport a leurs propres passes
respectifs. S'agit-il d'un mecanisme structurel, substantiel, intrinseque ou s'agit-il d'un phenomene
purement distributionnel par eet d'agregation de lois comme la loi be^ta et l'eet fallacieux de leur
13. Meriem CHAOUACHI, work paper ERMES 2005
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memoire longue purement distributionnelle ? Et avant toute chose, qu'entend-on par epistemologie
de la memoire longue au sein de l'epistemologie de la science economique ? \En quoi consiste alors
une epistemologie de la science economique, endossant toute politique economique, au sens Hazlit-
tien, avec sa dimension \genetique reproductrice\ de long-terme ? Est-ce pour aider a comprendre
l'origine et l'elaboration progressive de cette science sociale ? Est-ce pour expliquer ses crises et
ses revolutions ? Est-ce pour specier la relation entre l'economie positive, l'economie normative et
l'art economique, ou encore, entre la science economique et l'economie politique \ 14.
Or, hormis l'agregation ou l'integration stochastique par rapport a un mouvement brownien usuel,
les mecanismes causaux intrinseques de production de tels processus a memoire longue (ou LRD ),
ne sont nulle part elucides et ce a ce jour, dans aucune discipline, hormis leurs manifestations et
eets generes aussi bien temporels que frequentiels.
Pour entamer notre que^te, sur un tel sujet epistemologique aussi perilleux, sans vaciller, nous devons
avoir des reperes sur notre chemin constitues d'ecueils a la fois theoriques, mais aussi empiriques, a
l'interieur des frontieres de la \fondation economique\ qu'on desire elucider et conna^tre son statut
exact eu egard aux standards des sciences. Ceci permettra de mener ensuite un prolongement, le
plus naturel possible, a ce qui a ete deja etabli en epistemologie economique \classique\, de ce
nouveau fait econometrique et statistique majeur : la memoire longue.
La synthese des dictionnaires de la philosophie des sciences relativement a la fondation scienti-
que quelqu'elle soit, et ce en depit des divergences entres les ecoles de pensees philosophiques et
les doctrines epistemologiques, relevent quatre criteres fondamentaux pour qu'une discipline (en
l'occurrence l'economie) puisse revendiquer le statut de fondation scientique :
1. Premierement, l'existence d'un ensemble de lois objectives au sein de la discipline.
2. Deuxiemement, une theorie qui adosse la connaissance scientique au sein de la discipline.
3. Troisiemement, une methodologie scientique dans l'etablissement de ses lois.
4. Quatriemement, un ensemble de mecanismes hypothetico-deductifs de validation des hypotheses
et de deliberation eu egard aux attributions initiales de l'enque^te, me^me s'il n'y a pas toujours
eu de consensus entre les philosophes des sciences a propos de tous ces criteres reunis. Le der-
nier critere, pour ne citer que celui la, constitue un point de discorde entre l'ecole popperienne
et l'ecole kuhnienne.
Ainsi on peut lire : \Pour... (Kuhn) la demarche de la science n'est pas hypothetico-deductive\ 15 :
ce qui met en cause, la valeur des tests econometriques qui s'y referent. En consequence, notre que^te
de ces criteres relativement a l'economie constitue la ligne directrice de notre approche et le plan
de route que nous suivrons, dans notre entreprise qui doit e^tre\methodologique scientique\, une
\methodologie scientique\ entendue dans le sens donne par les auteurs Doreian et Hummon, dans
14. La science economique : une reexion epistemologique et methodologique, Hinti Sa{d, Imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p 6
15. La philosophie des sciences, Lecourt D. Ed Puf 2002, p 84
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leur ouvrage \Modelling Social Processes\ 16. En eet ceux-ci proposent une denition synthetique,
valable pour toute methodologie inherente aux processus sociaux (ou methodologie des sciences
sociales) :
Denition 1 (Methodologie inherente aux processus sociaux). Une methodologie (scientique) est
un systeme de regles qui guident l'enque^te scientique. Un manquement a l'une des composantes de
la methodologie depend de la nature de l'identication de la substance (ou nature) de l'enque^te, de
son utilisation, de son objet et des predilections de l'investigateur...Nous identions quatre compo-
santes d'une methodologie inherentes a la modelisation des processus sociaux :
1. Une (premiere) composante d'identication de la substance (ou nature) du processus social
investi.
2. Une (deuxieme) composante epistemologique.
3. Une (troisieme) composante technique.
4. Une (quatrieme) composante de deliberation.
Les auteurs explicitent ces quatre composantes une a une et elucident le detail de leurs contenus de
la maniere suivante :
\La premiere composante de notre methodologie (en l'occurrence : l'identication de la substance)
n'est pas incluse explicitement, normalement dans les discussions conventionnelles de la methodologie,
neanmoins la methodologie doit exiger (au prealable) une identication du contexte. Cette compo-
sante ore (donc) au minimum un vocabulaire et un ensemble de denitions organises d'une facon
selon qu'une theorie est construite ou non. Une telle organisation constitue la mission principale
de cette (premiere) composante (d'identication) \ 17.
Quant a la composante epistemologique du processus social, les auteurs precisent ses attributs :
\La methodologie exige en second (lieu) une composante epistemologique. Cette composante four-
nit les criteres de verites et d'evaluations des connaissances.\ Ils reconnaissent ici \l'impossibilite
de fournir, (en cela) , des criteres ultimes, dans le sens ou chaque fois que ces criteres sont uti-
lises ils genereront l'ultime verite \ 18, a cause des imbrications philosophiques qui en decoulent.
\Neanmoins, il est necessaire que les hypotheses epistemologiques soient etablies et utilisees au sein
d'une methodologie viable\ 19.
Pour la composante technique de la methodologie, les auteurs arment que : \La troisieme compo-
sante de notre methodologie concerne les techniques, instruments et procedures qui sont appliques
au probleme (inherent a l'enque^te). Traditionnellement, de telles techniques, telles les inferences
statistiques, l'analyse des donnees, les techniques de generation de donnees...ont forme les compo-
santes des (que^tes et) procedures de la methodologie des sciences sociales\ 20.
16. Modelling Social Processes, Doreian, Hummon Collection : Progress in Mathematical Social Science, 1996, p 1
17. idem
18. idem
19. idem
20. idem
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Pour la composante de deliberation ils la denissent comme le but ultime de l'enque^te qui doit
fournir au decideur :
l'\identication des modes d'implementation et d'intervention dans la conduite et le comportement
des processus sociaux...Une methodologie qui contient une telle composante tente de decouvrir non
seulement ce qui se passe mais aussi comment (le cours de) quelque chose peut e^tre modie.\.
Mais qu'entend-t-on, au juste, par epistemologie dans la denition precedente ?
2.1.1 Problematiques et controverses autour du concept d'epistemologie
Le paradigme, en tant que matrice disciplinaire chez Kuhn, un programme scientique de recherche
chez Lakatos, un nouvel episteme ou corps de principes chez Michel Foucault, est un referentiel
de logiques et de normes alternatives propres en rupture avec l'etat passe de la science et de sa
methodologie scientique, dans leurs evolutions, dans une epoque donnee, \une sorte de distance en
terme de sens, entre la realite et sa representation\ 21. Ainsi tout\nouveau paradigme\ est a la fois
\une nouvelle conception de la realite et une nouvelle logique par laquelle cette realite est comprise
\
Mais comment denir la ligne frontiere (ou \critere de demarcation \ 22), entre science et non
science ? S'agit-il d'un me^me prol de frontiere, au sein des sciences de la nature, des science sociales,
des sciences humaines ? Si on admet avec le sociologue americain Donald Black (2000,[13]) que \la
science est une question de degre : la scienticite ... en tant que fonction curviligne de la distance so-
ciale du sujet...attribuee aussi bien a une idee, a une methodologie, a une theorie ou a une fondation
et que la scienticite d'une idee cro^t avec sa testabilite, sa generalite, sa simplicite, sa validite et son
originalite\ 23 dans un espace social determine, muni d'une structure topologique adequate, des lors
comment peut-on denir la \scienticite\ 24 25 d'une fondation \pretendument scientique\ ? par son
21. Entre des modeles qui se contentent d'analyser statistiquement et ceux qui produisent des modeles qui font plus
\sens\ dans un etablissement, la distance peut se mesurer en termes de paradigmes, in : Apprivoiser l'epistemologie,
Gerard Fourez, Ed De Boek & Larcier 2003, p78
22. En epistemologie contemporaine, on entend habituellement par critere de demarcation le signe, le caractere
ou la propriete permettant de distinguer la science (empirique) de la non-science (ou de la pseudo-science)...les
epistemologues ont suggere divers criteres de demarcation, sans qu'aucun cependant ne parvienne a arracher l'as-
sentiment general.\ Vocabulaire technique et analytique de l'epistemologie, Robert Nadeau, Ed PUF 1999, Vo-
cable=critere de demarcation, p 125.
23. Black D., Dreams of Pure Sociology, in : Sociological Theory, NA^18 (November) 2000 , pp 343-367
24. Nous parlerons de scienticite au lieu de scienticite, pour designer non pas le caractere scientique d'une
discipline, mais le fondement ontologique qui fait d'une idee, d'un savoir, d'une connaissance, d'une science ,
avec des degres divers, une science en soi, dont on cherchera a elucider, par la suite, le sens le plus exhaustif, relati-
vement a notre domaine d'investigation : l'economie
25. Black D., Dreams of Pure Sociology, in : Sociological Theory, NA^ 18 (November) 2000, pp 343-367. Dans
l'une de ses correspondances, le Professeur et Sociologue Americain Donald Black, de l'Universite de Virginie,
explique les raisons de son choix et de ses preferences, pour le mot scienticite, au lieu et a la place du mot
scienticite, ainsi : \Le mot scienticite,...est un mot d'usage rare .(De plus il) est a la fois tres maladroit
et laid... (ce n'est) me^me pas su^r que le mot scienticite soit prevu pour capter la signication...recherchee
(en terme de degre de science)....d'ailleurs,...c'est un mot pratiquement inconnu en anglais...(Depuis la premiere
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objet, par sa methode, par son aliation, par sa theorie de causalite, entre cause et eet, ou comme
le suggere Duhem, par l'existence d'\un systeme de propositions mathematiques, deduites (a partir)
d'un petit nombre de principes (generaux de la discipline concernee),...(propositions representant)
aussi simplement, aussi completement, aussi exactement,...(les) lois experimentales (de cette disci-
pline)\ 26 ? Comment peut-on denir par la me^me la scienticite d'une theorie ? Que peut-on esperer
d'une theorie scientique ? \Nous fait-elle conna^tre les regularites de la nature (physique, sociale,
economique) ou cherche-t-elle egalement leurs causes ? Les lois scientiques sont-elles immuables
ou evoluent-elles au cours du temps ? Quel ro^le les mathematiques jouent-elles dans la connaissance
de la nature (physique, sociale, economique) ? Comment les connaissances se rapportent-elles a ce
qui nous est donne, ou a ce que nous eprouvons dans une experience vecue ? Comment concevoir la
possibilite d'une verication des connaissances scientiques ? Qu'est ce que l'interpretation d'une
theorie ? Les entites theoriques sont-elles reelles ou ne sont-elles que des ctions commodes ? Com-
ment les theories peuvent-elles e^tre comparees les unes aux autres ? La philosophie des sciences
(naturelles, sociales ou humaines) produit-elle elle me^me des connaissances ou a-t-elle pour but
d'analyser le sens des enonces de la science ? \ 27.
Ces me^mes preoccupations et approches, relatives aux problematiques des theories scientiques, se
retrouvent reconduites en philosophie des sciences. En eet\La philosophie des sciences (parfaisant,
avec l'histoire des sciences , toute l'ambivalence de l'epistemologie) pose plusieurs problemes :
1. Le probleme de la demarcation : A quoi reconna^t-on qu'une connaissance est scientique ?...
2. L'unite de la science : Doit-on parler de la science ou des sciences ?...
3. Le probleme de la classication : S'il y a plusieurs sciences (reconnaissables par leur unite
methodologique, s'il y en a une), existe-il une classication de ces sciences, par leur objet par
exemple ?...
\ 28
Ces me^mes preoccupations se retrouvent en epistemologie des sciences economiques, bien que le
concept ambivalent d'epistemologie, merite d'e^tre elucide davantage. Des lors \En quoi consiste
alors une epistemologie de la science economique ? Est-ce pour aider a comprendre l'origine et
l'elaboration progressive de cette science sociale ? Est-ce pour expliquer ses crises et ses revolutions ?
Est-ce pour specier la relation entre l'economie positive, l'economie normative et l'art economique,
ou encore, entre la science economique et l'economie politique \ 29. La dichotomie entre \verication-
apparition de ce concept de scienticite en 2000), les gens semblent aimer...(ce) mot scienticite. Ils commencent a
l'employer dans leurs ecrits...\
26. Dictionnaire d'Histoire et Philosophie des Sciences, Sous la direction de Lecourt D., Ed PUF 1999,
concept=theorie, p 941
27. Philosophie des sciences, Naturalismes et realismes , Tome 2, Textes reunis par S. Laugier et P. Wagner, Ed
Vrin, 2004, Preface p :7-8
28. La philosophie de A a Z, de Clement et al, ed Hatier 1997, p 322-323 avec une legere adaptation stylistique du
troisieme alinea.
29. La science economique : une reexion epistemologique et methodologique, Hinti Sa{d, Imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p 6
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nisme(logique)/refutationnisme (Popperien) , hyper-empirisme/anti-empirisme, explicatif/normatif,
intentionnisme/determinisme, explication totale/explication locale, purisme/anarchisme methodo-
logique\ 30, est-elle reelle ou constitue-t-elle une pure gymnastique intellectuelle et un simple jeu de
l'esprit ?
Ces questions legitimes, au demeurant, restent, de tout temps, chargees d'acuite et de soubresauts.
Neanmoins et en depit des reserves, les philosophes des sciences, estiment que les frontieres, entre
sciences et non sciences d'une epoque, ne sont ni clairement denies, ni denitives, ne serait ce
que par la nature complexe et uctuante du rapport entre le langage et les faits reels. En eet
\il n'y aurait guere de sens, de toute facon, a vouloir etablir une stricte separation entre ce qui
releve du langage et ce qui releve des faits ou de l'experience, la science elle-me^me, jusqu'a nouvel
ordre, se presentant comme un ensemble de propositions sur le reel\ 31. Comme on le voit, deux
problematiques distinctes s'opposent :\celle de la philosophie du langage (et de la logique) et celle de
la philosophie des sciences, sans qu'on puisse decider ce qui est premier\ 32. Elles sont en mutation
permanente, l'une et l'autre et au sein desquelles et avec elles les theories changent, ainsi que les
variables qui les traduisent ou \tout changement de theorie devrait conduire ineluctablement a un
changement de signication de ces (ses) variables\ 33.
Aussi assiste t-on a des remises en question recurrentes de ces frontieres, d'une epoque a l'autre,
debouchant sur des debats animes, sur la nature scientique de telle ou telle theorie, de telle ou
telle methodologie.
Dans sa que^te epistemologique, sur la possibilite de la science, Jean Piaget preconise une classi-
cation prealable, tres eclairante, sur ce qu'est l'epistemologie. Parmi tout l'eventail des theories
de la connaissance qui se rapportent a la science, il arme \...nous classerons les theories de la
connaissance en trois grandes categories :
1. Celles qui partent d'une reexion sur les sciences et tendent a la prolonger en une theorie
generale de la connaissance.
2. Celles qui, s'appuyant sur une critique des sciences, cherchent a atteindre un mode de connais-
sance distinct de la connaissance scientique (en opposition avec celle-ci et non plus en son
prolongement).
3. Celles qui demeurent a l'interieur d'une reexion sur les sciences.
...Nous appellerons "metascientiques" les theories de la connaissance du type (1), "parascienti-
ques" celles du type (2) et "scientiques" tout court celle du type (3)\ 34. Il n'en demeure pas moins,
30. epistemologies et sciences de Gestion, Martinet, A.C et al, Ed Economica 1990, pp 18 et suite
31. Philosophie des sciences : Naturalisme et realismes , Textes reunis par Laugier S. et Wagner P., Ed Librairie
Philosophique, J. VRIN, 2004, p 23
32. Philosophie des sciences : Theories , experiences et methodes, Textes reunis par Laugier S. et Wagner P., Ed
Librairie Philosophique, J. VRIN, 2004, p 13
33. Philosophie des sciences : Naturalisme et realismes, Textes reunis par Laugier S. et Wagner P., Ed Librairie
Philosophique, J. VRIN, 2004, p 65
34. Logique et connaissance scientique, Volume publie sous la direction de Jean Piaget, Ed Gallimard 1967, p
15-16.
52 Chapitre 2. Epistemologie de la memoire longue
que cette conception de l'epistemologie, chez Piaget, a ete taxee d'epistemologie "genetique" voire
de "psychologisme" par certains epistemologues modernes comme Henri Bareau 35 en opposition a
l'epistemologie historique qu'ils revendiquent. Ces deux visions contradictoires de l'epistemologie, ne
sont que le reet d'une vieille querelle conceptuelle, autour du vocable ambivalent d'epistemologie,
non seulement entre epistemologues d'une me^me tradition linguistique, mais egalement entre ceux
de langue francaise et ceux de langue anglaise. Il s'agit d'une confusion entre epistemologie et
philosophie des sciences, comme en temoigne le passage suivant \La philosophie des sciences - ou
pluto^t, comme Reichenbach dans \ les trois ta^ches de l'epistemologie\ de 1938 l'appelle epistemologie
- sert trois buts : (1) decrire les relations logiques entre les enonces de la science, (2) criti-
quer ces relations, c'est-a-dire en evaluer la validite, et (3) conseiller les scientiques sur les
decisions a prendre \ 36. Les dictionnaires de philosophie ne font que reproduire ces confusions
et les perpetuer, entre d'un co^te l'histoire des sciences, la philosophie des sciences et l'epistemologie
de l'autre. En eet, dans la tradition francaise, ce vocable epistemologie designe, selon une denition
synthetique, obtenue a partir des trois dictionnaires de philosophie 37 38 39, tanto^t la discipline qui
prend la science pour objet, sans e^tre a proprement parler, une "philosophie des sciences", tanto^t la
philosophie des sciences (c'est-a-dire l'analyse critique des sciences considerees comme donnees,
dans leurs developpements et resultats), voire me^me l'analyse de l'esprit scientique, l'etude :
des methodes, des crises, de l'histoire des sciences modernes, la philosophie d'une science parti-
culiere. Dans la tradition anglo-saxonne, il designe pluto^t la philosophie (voire la theorie) de la
connaissance ou Gnoseologie. Dans le \Vocabulaire Europeen des philosophies\ 40, bien que le vo-
cable d'epistemologie soit plus explicite, cette ambigu{te persiste. En eet, on peut lire, a propos
du concept \epistemologie\ : \Le terme francais d'epistemologie, de me^me que l'allemand Wis-
senschaftstheorie, absorbe simplement dans une harmonie quelque peu de facade une multiplicite
d'approches : - theorie generale de la connaissance, analyse technique et logique des theories scien-
tiques, analyse historique de leur developpement - que l'anglais tend pour sa part a distinguer
(epistemology, philosophy of science, history of science). Mais en realite il n'existe plus ni doctrine
fondatrice ni orientation unitaire dans le domaine de la theorie de la connaissance et de la science.
L'experience de la traduction est devenue, correlativement, celle de la proliferation de termes "in-
traduisibles"\.
Il n'en demeure point que le Dictionnaire de Sociologie : Le Robert/Seuil 41, en donne une denition
synthetique, en apparence, plus precise et plus exhaustive, sur son origine, d'abord,\L'epistemologie
35. auteur chez PUF de l`epistemologie (Que sais-je, p13)
36. Philosophie des sciences : theories, experiences et methodes, texte reunis par Laugier S. et Wagner P., Ed
Librairie Philosophique J. VRIN 2004, Presntation de Hans Reichenbach par Alexis Bienvenu, p 295
37. La philosophie de A a Z d'elisabeth Clement et al, Hatier(1994), mot=epistemologie, p 110
38. Vocabulaire des etudes philosophiques d'Auroux et Weil, Hachette (1995), mot=epistemologie p 69
39. Dictionnaire de philosophie de Durozoi et Roussell, Nathan (1997), mot=epistemologie, p 132
40. Vocabulaire Europeen des philosophies, sous la direction de Barbara Cassin, Ed Seuil Le Robert 2004,
mot=epistemologie, pp 358-364
41. Dictionnaire de Sociologie Le Robert/Seuil, Ed 1999, Sous la direction conjointe d'Andre Akoun et Pierre
Ansart, mot = epistemologie, p 191-192
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s'est detachee de la philosophie pour constituer au 20e siecle une discipline partiellement auto-
nome.\. Ensuite, sur son champ d'investigation en general \Elle est associee a la philosophie (theorie
de la connaissance) et a l'histoire des sciences ainsi qu'a la logique \ 42. Dans ce dictionnaire l'auteur
distinguera au moins sept specications dierentes de l'epistemologie dans ses diverses manifesta-
tions. Il s'agit de :
1. L'epistemologie generale, s'attachant aux traits communs des diverses sciences (valeur, origine
logique et portee).
2. Les epistemologies regionales, attentives a la specicite des disciplines (et particulierement de
leur methode) ou d'ensembles disciplinaires.
3. Les epistemologies internes, produites par autoreexion au sein des champs scientiques.
4. L'epistemologie externe, constituee en (une) discipline autonome.
5. L'epistemologie normative, visant a tracer une ligne de partage claire entre science et non
science.
6. L'epistemologie analytique (ou descriptive), cherchant a saisir les procedures de construction
de la connaissance scientique.
7. Dans un sens large mais critique, le terme (epistemologie) designe l'etude des processus psy-
chiques de connaissance. 43
L'epistemologie contemporaine, attelee au depart, au programme des positivistes logiques du cercle
de Vienne, s'est vue opter pluto^t pour une epistemologie externe (specication 4), generale (specication
1) et normative (specication 5). Mais elle s'est vue doublee, par \l'histoire et la philosophie des
sciences, attentives au developpement concret des disciplines\ 44. Le stimulus de ces deux disciplines
(d'histoire et de philosophie des sciences) a opere un renversement de tendances et de perspectives.
Le renfort logistique d'une approche sociologique radicale (ou programme fort), a permis a cette ten-
dance sociologique de manifester une volonte achee de \faire descendre la science de son piedestal
\ 45 avec le risque non negligeable des \derapages ideologiques\ 46 et d'\aporie relativiste\ 47. En
eet, \Les sciences sociales et plus particulierement la sociologie entretiennent des rapports diciles
avec l'epistemologie\ 48. Me^me si a la base, la fondation des sciences sociales etait construite, a par-
tir d'un modele epistemologique general, profondement marque par la thematique de l'epistemologie
des sciences de la nature (physique), ces sciences sociales ont pris \tres vite leur ecart par rapport a
ce modele\ 49 et plus particulierement la sociologie, elle me^me. Celle-ci ne peut s'identier a un tel
statut, marginalise par la mathematisation, a outrance, de ce modele, issu des sciences de la nature,
42. idem
43. idem
44. idem
45. idem
46. idem
47. idem
48. idem
49. idem
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modele qu'elle estime degradant, pour son statut originel, en tant que discipline appartenant, a part
entiere, aux sciences de l'esprit, pluto^t qu'aux sciences de la nature. Neanmoins, \D'une facon plus
contemporaine, le pluralisme epistemologique, manifeste par la coexistence au sein de la sociologie
de divers programmes et paradigmes favorise \ 50 a la fois, le relativisme, dans ses approches et le
rationalisme, dans ses methodes. Ainsi s'est deployee une sorte de retrouvaille avec certaines des
specications epistemologiques, de cette sociologie, a la fois plus proches des ses aspirations, et plus
ouvertes a sa methodologie. Une telle retrouvaille ne provoque pas toujours, le consentement, ni
l'enthousiasme des epistemologues les plus intransigeants, qui se sont ranges, en bon nombre, du
co^te des scientistes et des positivistes.
On ta^chera d'evitera, donc, autant que possible, l'usage sans l'avoir endigue, au prealable, de ce
vocable ambivalent d'epistemologie, evitant par la me^me, toute source de confusion.
2.1.2 Controverses autour de la scienticite de l'economie
Les sciences economiques, comme le montre leur histoire, de par leur aliation aux sciences so-
ciales, et surtout du fait qu'elles sont des \science(s) de l'homme\ 51 a la fois en societe mais aussi
de \l'homme...place dans un ux historique\ 52, de par leur infrastructure philosophique aussi, n'ont
pu echapper aux retombees des problematiques des autres activites scientiques, et aux questionne-
ments ineluctables que toute entite vivante est amenee, un moment ou un autre, a se poser. Par la
me^me \un economiste avise ne peut...se laisser obstruer dans sa que^te du savoir par le dogmatisme
ou par les canons analytiques standards, mais il doit mettre a prot sa propre reexion sur les
phenomenes qu'il observe, construire sa propre connaissance par un jeu d'essais et d'erreurs, tout
en respectant la logique du raisonnement,..., developper sa propre reexion sur la matiere scienti-
que a laquelle on s'interesse, ne serait-ce que par curiosite intellectuelle, (tout cela) constitue une
voie feconde pour faire progresser le savoir (et la science)\ 53.
En depit de la multiplicite des courants de pensee philosophique sur la nature de la science, on peut
neanmoins retenir trois courants principaux, de pensees philosophiques, qui ont pu deboucher sur
un questionnement de la pensee economique. D'un co^te les inconditionnels de la scienticite de la
science economique (tels les positivistes), les autres, soit en opposition a cette scienticite (tels les
sceptiques), soit en que^te de preuve de cette scienticite (tels les relativistes dits aussi realistes),
avec de nouvelles problematiques et de nouvelles perspectives d'investigations methodologiques. En
eet face a \la gravite de la crise que traverse la science economique\ 54 disent les realistes, et plus
particulierement la \crise methodologique\ 55, il ne peut y avoir, ni de fondation scientique, digne
50. idem
51. Histoire de la theorie economique, Jessua C., Ed PUF 1991, p 18
52. idem, p 19
53. La science economique : une reexion epistemologique et methodologique, Hinti Sa{d, Imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p3
54. Les trous noirs de l'economie, Sapir J., Ed Albin Michel 2000 et du Seuil 2003, p 13
55. idem, p 18
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de ce nom \hors d'une methodologie robuste, (et) il n'est pas d'attitude scientique possible\ 56,
ni de solutions, en dehors de cette perspective methodologique robuste, du moins dans l'esprit du
courant \realiste\, eu egard a toute scienticite de l'economie, dans son etat actuel.
Parce que les sciences economiques prennent le comportement economique de l'homme en societe ,
\en tant qu'objet de connaissance...(me^me si) les situations evoluent et ce ne sont pas necessairement
les me^mes realites humaines que l'on doit se proposer d'expliquer \ 57. A moins d'un usage justie
de l'expression : \toutes choses egales par ailleurs\, les sciences economiques ne peuvent, ni ignorer,
ni faire obstruction, a la nature humaine de l'homme, ni aux ux de l'histoire qui le conditionnent.
L'homme se trouve, ainsi, au centre de trois pesanteurs ou champs de forces, simultanees, spon-
tanees : les pesanteurs de la nature (physique), avec leurs lois (ou regularites) naturelles (physiques),
les pesanteurs de la societe, avec leurs lois (ou regularites) sociales, les ux de l'histoire, avec leurs
lois (ou regularites) historiques, conditionnant tout ou partie, tout comportement de l'homme en
societe et plus particulierement son comportement economique.
La stimulation de lois economiques administrees, autres que les lois spontanees (a l'instar des
preferences revelees), par le biais d'un dirigisme etatique, ou par une regulation publique, font partie,
pluto^t de l'economisme doctrinal et normatif de politiques economiques, inherent aux dierentes
ecoles de pensee economiques, a la frontiere des sciences economiques, du co^te des sciences politiques
et des politiques organisationnelles et sociales.
Il s'agit, en fait, de la projection, au sein de l'economique, de trois courants philosophiques :
{ en premier lieu, le courant qu'on peut baptiser d'economisme-positiviste. Ce courant combine la
vision scientiste depuis les physiocrates, et ce jusqu'aux neo-classiques, avec en ligrane, la vision
positiviste appliquee a une science sociale particuliere, de surcro^t, la science economique. Des
lors la science economique appara^t pour ce courant positiviste comme le versant naturel de la
sociologie, fondee par Auguste Comte, avec son scientisme exacerbe allant jusqu'a \prophetiser\
sa sociologie comme la nouvelle \religion de l'humanite\. Or la vision des economistes bien que
scientiste, elle reste neanmoins, fort apaisee, aussi bien des physiocrates, des classiques et me^me
des neo-classiques, tous convaincus en l'existence de lois objectives (qu'Auguste Compte appelle
faits generaux) de la nature economique. \Nous trouvons en eet couramment exprimee sous la
plume des Physiocrates, de Smith, de Ricardo, l'armation que la ta^che de l'economiste est de
reveler des lois qui s'imposeraient aux hommes aussi imperativement que les lois de la nature ou
de la physique\ 58. C'est ainsi que Quesnay (le physiocrate) se refere aux lois de la physiologie,
tandis que c'est l'astronomie qui sert de reference a Adam Smith (le classique), comme le montre
le passage suivant :\Adam Smith, souvent credite comme etant le fondateur de la discipline (de
l'economie politique), etait et s'etait considere lui me^me (avant tout) comme philosophe...(il) a
clairement planie de faire des sciences sociales ce que Newton a fait pour la science naturelle
56. idem, p 13
57. idem, p 19
58. Histoire de la theorie economique, Claude Jessua, Ed PUF 1991, p 235
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(la physique) \ 59.
{ En second lieu, une projection au sein de l'economique du scepticisme de Hume, a l'egard des
sciences empiriques, adopte par ses disciples, hostiles a la scienticite de toute science empirique
, notamment l'economie.
{ En troisieme lieu, une projection au sein de l'economique du relativisme scientique (ou histori-
cisme), principalement celui de Kuhn et de ses disciples, eu egard a toute science, donc a toute
science sociale, me^me si Kuhn a toujours recuse ce relativisme et s'en est toujours demarque.
Ce sont donc trois visions contradictoires, de par leurs approches mutuellement exclusives qui
ont largement contribue, en depit de leurs lignes de fracture, a la richesse, a la fois de la pensee
economique et de la gnoseologie 60, ainsi qu'a la philosophie des sciences et a leur histoire.
Il n'en demeure pas moins que les trois courants puisent, en empruntant a la philosophie grecque,
tout ou partie, de ses certitudes, de ses doutes, de ses inquietudes, et de ses questionnements, avec
leur mise prealable, au gou^t du jour. Ces emprunts sont multiples et varies, repartis entre sophistes,
platoniciens ou epicuriens, avec des adages et des liations hybrides, des uns et des autres, et plus
particulierement de Platon et d'Aristote car \Platon et Aristote sont les inventeurs de la philoso-
phie politique occidentale, et egalement par les descriptions jointes a leurs analyses, de la sociologie
politique\ 61. Cette liation a la culture grecque, en que^te d'acceder a la sensibilite et a \l'oreille\
grecques, est jugee indispensable, dans tout projet de resurrection de l'Occident ou toute construc-
tion de \science(s) de l'homme\ 62 se doit d'ancrer \l'homme...dans un ux historique \ 63 qui est
le sien. Ainsi \l'a^ge classique europeen ne pouvait que tendre a les imiter (les Grecs) en ce domaine
(philosophie de l'histoire, plus particulierement de l'homme en societe) comme en d'autres, ainsi
que l'avaient fait les historiens latins...Cette tendance philosophique de l'histoire (a la maniere des
historiens grecs) va s'accentuer au 19e siecle...(associee a) une autre tendance...(chez des ecrivains)
qui se prend d'intere^t pour le passe (grec) comme tel et vise sa resurrection integrale. 64
Verication de la scienticite des principes de la fondation economique
Les economistes ont toujours eu conscience, depuis les physiocrates et jusqu'a nos jours, de la
problematique de la scienticite, de ses consequences et de ses repercussions sur la pertinence et
la veracite de leur discipline, consideree tanto^t comme une pensee economique, tanto^t comme une
theorie economique, tanto^t encore comme une analyse economique.
Les deux sources de conit semblent e^tre concentrees autour de deux problematiques : d'un co^te la
problematique de l'existence ou non de lois en economie et la problematique de la modelisation de ces
59. Economics and the philosophy of Science, deborah A. Redman, Oxford University Press , 1991, p 91-92
60. gnoseologie=epistemologie, dans le sens anglo-saxon de philosophie ou de theorie de la connaissance
61. epistemologie, Barreau H., Ed PUF 2002 (Que sais-je), p 89
62. Histoire de la theorie economique, Jessua C., Ed PUF 1991, p 18
63. idem, p 19
64. idem p 90
2.1. L' EPISTEMOLOGIE ECONOMIQUE, CE LABYRINTHE DES CONCEPTS PROBLEMATIQUES 57
lois (ou faits economiques generaux) au sein de l'economie, traversee, en tout temps, \d'incertitude
profonde sur la distance qui separe ce qu'elle est censee representer et la \realite\ dont elle souhaite
rendre compte...La science economique ne peut au mieux en donner qu'une representation partielle.
Ses constructions theoriques laissent forcement de co^te nombreuses dimensions de la realite, mais
en toute connaissance de cause, du moins pour la bonne theorie \ 65. On retrouve ici la projection
au sein de l'economique des vieilles querelles entre philosophes depuis l'antiquite grecque autour de
l'existence ou non de verites ou de lois en dehors de l'empirisme et de l'experience d'un co^te et le
degre de restitution plus ou moins integrale de la realite par sa modelisation reproductrice.
Des lors, un diagnostic minutieux, au prealable, des mecanismes d'investigation et d'approche dans
chacune des etapes de modelisation au sein de la fondation economique s'impose ineluctablement
a nous. Ce diagnostic portera sur la veracite a la fois des theories mais aussi des infrastruc-
tures inherentes a la fondation economique, diagnostic qui constitue une partie integrante de
l'epistemologie economique, vocable qu'on elucidera plus loin.
Des lors, en vue d'un diagnostic judicieux et pertinent, nous constatons d'emblee, que :
Remarque 1. La majorite des modeles econometriques generalises ensuite a la macroeconometrie
sont des modeles issus des sciences physiques ou des disciplines apparentees telles que la mecanique
statistique, la mecanique des uides, l'analyse des systemes ou la theorie du signal.
Remarque 2. Les modeles econometriques sont des expressions d'hypotheses economiques for-
mulees a priori.
Remarque 3. La part des nouvelles critiques adressees a la scienticite de l'economie vient es-
sentiellement de la problematique de l'inference statistique inherente a l'aleatoire avec son lot de
ta^tonnement sur le futur et de marge d'erreur previsionnelle, le plus souvent, de pietre qualite.
Le grand economiste Schumpeter (considere par Ne^me comme l'un des cinq plus grands economistes
avec Marx et Keynes) 66 souleve la question pertinente en tout temps de la scienticite de l'economie
dans sa formulation du debat passionnant suivant 67 : \La reponse a la question (l'economie est-
elle une science ?) depend de ce que l'on entend par \science\. Ainsi, dans le langage quotidien
aussi bien que dans le parler academique..., le mot est souvent employe pour renvoyer a la physique
mathematique. Ce qui exclut evidemment toutes les sciences sociales et aussi l'economie. L'economie
dans son ensemble, n'est pas non plus une science si nous faisons de l'emploi de methodes semblables
a celles de la physique mathematique le caractere specique de la science. Dans ce cas, seule une
faible partie de l'economie est scientique, en certaines de ses parties et non en d'autres. Les
susceptibilites concernant le \rang\ ou la \dignite\ ne devraient pas trouver la a s'exercer : appeler
65. La democratie et le marche, Fitoussi J-P, Col Nouveau college de philosophie, Ed Grasset 2004, 50-51
66. selon Colette Ne^me, dans son ouvrage : la pensee economique contemporaine depuis Keynes
67. Histoire de l'analyse economique, Schumpeter J.A, tome 1 : L'a^ge des fondateurs, Editions Gallimard 1983, p
30
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un domaine donne \science\ ne devrait pas faire gure de compliment ni de reproche \. Schumpeter
donne au fur et a mesure de son analyse, etape par etape, une denition de la science a chaque
etape. En voici sa premiere denition de toute science :
Denition 1. Toute espece de connaissance qui a fait l'objet d'eorts conscients pour l'ameliorer
est une science.
Dans son commentaire de cette denition Schumpeter s'explique en ces termes \De semblables eorts
engendrent des habitudes d'esprit - methodes ou \techniques\ - et une ma^trise des faits crees de
toutes pieces par ces techniques qui passent la portee des habitudes mentales et de la connaissance
concrete de la vie quotidienne \. Il propose, dans la foulee une seconde denition de la science ,
censee e^tre equivalente a la premiere :
Denition 2. Est une science tout domaine de connaissance qui a mis au jour des techniques
specialisees de recherche des faits et d'interpretation ou d'inference-analyse.
Dans l'etape suivante l'auteur met l'accent sur les aspects sociologiques des praticiens de la science
et donne encore une troisieme denition censee e^tre equivalente, a son tour, aux deux premieres :
Denition 3. Est une science tout domaine de connaissance ou des hommes, nommes chercheurs,
hommes de sciences ou specialistes, se vouent a l'amelioration du capital existant des faits et des
methodes et, au long de ce processus, acquierent en ces deux points une ma^trise qui les dierencie
du \profane\ et nalement aussi du simple \praticien\.
Et l'auteur ajoute \Beaucoup d'autres denitions pourraient e^tre tout aussi bonnes. En voici deux
que j'ajoute sans entrer en de plus amples explications \
Denition 4. La science est ranement du sens commun.
Denition 5. La science est une connaissance outillee.
L'auteur commente cette derniere denition ainsi \La science etant une connaissance outillee, c'est-
a-dire qui se denit par l'usage de techniques particulieres, on a le sentiment qu'il nous faut y
inclure, par exemple, la magie pratiquee dans une tribu primitive si elle emploie des techniques
qui ne sont pas generalement accessibles et qui ont ete developpees et pratiquees dans un cercle de
magiciens professionnels...Bien su^r nous devrions l'y inclure par principe ...(car si on ne l'incluait
pas) l'exclusion de toute espece de connaissance outillee reviendrait a declarer que nos propres
normes doivent e^tre absolument valables pour tous les temps et pour tous les lieux. Mais nous ne
pouvons le faire \
Apres avoir donne ces cinq denitions equivalentes de la science, Schumpeter va examiner l'economie
a la lumieres de ces denitions. Ainsi \Puisque l'economie emploie des techniques dont le grand
public ignore le maniement, et puisque les economistes sont la pour les cultiver , l'economie est
evidemment une science, en conformite avec notre denition du mot (science) \
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Ces denitions schumpeteriennes de la science sont reformulees et appuyees par Hinti dans son
ouvrage \La science economique : une reexion epistemologique et methodologique\. Ainsi : une
science, quelle qu'elle soit, est identiee selon Hinti (2000) par ses caracteristiques propres que sont
([52], p 82 et suite) :
1. La science est une connaissance transmissible, extensible, systematique.
2. La connaissance scientique est objective.
3. La science etudie les phenomenes .
4. La science etablit des relations universelles : les lois .
5. La science permet des previsions .
2.1.3 Problematiques et controverses autour de l'apport de l'econometrie 68
a l'economie
La methode hypothetico-deductive due a Popper, on le sait, est une \methode de raisonnement
consistant a raisonner deductivement a partir d'hypotheses dont la validite est appreciee a poste-
riori a partir de leurs consequences \ 69. Elle est le propre des mathematiques \elle est surtout
evoquee a propos des mathematiques pour designer la demarche qui tire de l'axiomatique toutes
les consequences possibles \ 70 et des sciences experimentales \La methode hypothetico-deductive se
rencontre dans les sciences experimentales, la conclusion est alors soumise a la verication de l'hy-
pothese de depart\ 71 comme les sciences physiques et naturelles car \il n'existe d'ensemble coherent
de la nature dans les sciences physiques et naturelles que gra^ce a des raisonnements qui completent
les donnees de l'experience au moyen d'une combinaison d'hypotheses \ 72. La mise en uvre de
la methode hypothetico-deductive consiste en la construction au prealable de modeles theoriques
censes representer et reproduire la realite du phenomene etudie et en second lieu, la mise en place
d'experiences reelles ou simulees sur ces modeles theoriques pour pouvoir deliberer quant a la va-
lidite ou non de la theorie sous-jacentes. La construction de variables aleatoires ou de processus
stochastiques est censee representer le hasard probabilisable de la nature dans ses manifestations
spontanees. Des lors l'econometrie \c'est a dire l'etude mathematique, sur la base de donnees statis-
tiques des relations economiques particulieres (sciences des lois de la production, de la distribution
et de la consommation) \ 73 repond pleinement aux exigences scientiques ou l'experience prend la
forme d'un ensemble de realisations de processus stochastiques. La validite d'un modele theorique
68. Un prealable a toute analyse de l'apport des series temporelles, ainsi que celui des series temporelles a memoire
longue plus particulierement
69. Vocabulaire des etudes philosophiques, S Auroux et Y Weil, collection faire le point, Ed Hachette 1993, p101
70. Dictionnaire de philosophie, G. Durozoi et A. Roussel, Ed Nathan 1997, p 191, mot=Hypothetico-deductif
71. idem
72. W. Dilthey 1894 dans : Philosophie comme debat entre les textes, J. Medina, C. Morali, A. Senik, Ed Magnard
1987 p 506
73. Dictionnaire de philosophie, G. Durozoi et A. Roussel, Ed Nathan 1997, p 191, mot = economie
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est alors quantiable via sa qualite d'ajustement par rapport aux donnees reelles ou simulees, pour
un degre de signication donne.
L'une des consequences de la scienticite de la methode hypothetico-deductive est la possibilite de
remettre en cause toute theorie scientique : \C'est en eet parce qu'elle peut e^tre fausse qu'une
armation (hypothese) est scientique\ 74.
Comment est nee l'econometrie qui constitue, de fait, le vrai laboratoire d'expertise et de validation
des theories economiques, leur salle d'examen en quelque sorte et le moment de verite de leurs
modeles econometriques, et en quoi diere t-elle de l'analyse economique ?
Sa genese est decrite ainsi : \ Tandis que Keynes preparait et publiait la  Theorie Generale
, une mutation radicale s'amorcait , dont on ne prendrait toute la mesure que plus tard : la
mathematisation de la discipline (l' economie)....(une mathematisation qui a commence deja il y
a un siecle avec) un philosophe, Augustin Cournot, qui publie en 1838 le premier veritable traite
d'economie mathematique intitule, les  Recherches sur les principes mathematiques de la theorie
des richesses  \ 75
Dans les annees 1930, toutes les conditions favorables sont alors reunies pour l'emergence d'une
quantication des faits generaux statistiques economiques. Des lors l'ere econometrique s'annonce
prometteuse et porteuse de grands projets. \C'est un economiste..., Ragnan Frish, premier titulaire
du prix de science economique en memoire d'Alfred Nobel, qui joue un ro^le determinant dans la
naissance et l'organisation de la nouvelle discipline qu'il baptise econometrie\ 76. Ainsi le projet se
realise. \ La reunion de fondation de la (premiere) societe d'econometrie s'est tenue a Cleveland
le 29 decembre 1930 (Presidee par Schumpeter)...Son objectif : promouvoir (au sein de la theorie
economique)...un raisonnement constructif et rigoureux tel que celui qui en est venu a dominer dans
les sciences naturelles (physiques)...l'editorial du premier numero d'Econometrica, leur revue, ecrit
par Ragnan Frish, stipule :...L'experience a montre que chacun de ces trois points de vue, celui des
statistiques, celui de la theorie economique et celui des mathematiques, est une condition necessaire,
mais non susante en elle-me^me, a une comprehension reelle des relations quantitatives dans la
vie economique. C'est l'unication des trois qui est puissante. Et c'est cette unication qui constitue
l'econometrie, (Econometrica, volume 1, 1933, p 2)\ 77.
2.1.4 Paradigme de l'econometrie des series temporelles en economie
Dans notre que^te epistemologique de la memoire longue en economie, en macroeconomie et en -
nance, le paradigme digne d'intere^t pour notre que^te, est le paradigme de l'econometrie des series
temporelles avec ses problematiques et ses anomalies. Il s'agit de la mise en uvre de la theorie
74. L'economie : une science normale, dans : Alternatives economiques NA^057 (07/2003)
75. La pensee economique depuis Keynes , Historique et dictionnaire des principaux auteurs, M. Beaud et G.
Dostalier, Ed du Seuil 1993, p 89
76. idem p 92
77. idem p 92
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de refutation de Popper dont l'algorithme est presente dans l'ouvrage de reference ([42], pp 179-
181). Cet algorithme popperien consiste a proceder etape par etape : d'abord par identication
a priori, ensuite par estimation des modeles retenus, puis par verication, puis par selection du
(des) meilleur(s) modele(s), parmi tous les modeles valides eu egard des criteres statistiques usuels,
ces deux dernieres etapes constituent l'identication a posteriori, puis, enn, faire de la prevision.
Il n'en demeure pas moins que les modeles macroeconometriques n'ont pas donne encore tout ce
qu'on esperait d'eux en terme de valeurs ajoutees a l'analyse economique. Le bilan de l'investigation
macroeconometrique, en dehors de son utilite technique, reste, somme toute mitige , et a donne lieu
parfois me^me, a des dicultes et des problematiques extra-economiques.
La fondation de l'econometrie des series temporelles quant a elle a realise des avancees spectaculaires
en terme de la mise en uvre des modeles econometriques nouveaux et des processus statistiques
novateurs.
Il n'en demeure pas moins que les problematiques de l'econometrie des series temporelles restent des
problematiques propres a cette fondation relativement jeune. Il s'agit principalement ([42], p13-16)
de :
1. la problematique de la prevision et de sa qualite. En eet :
La qualite de toute prevision depend, de fait, de la regularite de l'evolution dans le temps
de la serie analysee et de l'horizon de la prevision : plus la serie est reguliere dans le temps
plus il est facile de prevoir ses valeurs futures pour les horizons de plus en plus petits. Les
previsions seront bonnes en general, dans les periodes de croissance ou pour des variables a
variations regulieres, par exemple de type lineaire ou exponentiel, pour les petits horizons,
moins bonnes en periodes de recession ou pour des evolutions de type autre que lineaire ou
exponentiel et des horizons de plus en plus lointains. Elles seront erronees dans le cas d'un
changement structurel que rien dans le passe ne permettait de supposer. L'ajustement etant,
a l'inverse, une prevision dans le passe, pour regenerer les valeurs manquantes de la serie.
2. la problematique de la presence d'une tendance, car :
La presence d'une tendance (ou trend) non stochastique est un signe de non stationnarite
de la serie puisque sa moyenne empirique, dans ce cas, depend du temps. La presence d'une
me^me tendance (un me^me trend) de deux variables economiques traduit une forte correlation
entre ces deux variables sans qu'elles aient, necessairement, un lien explicatif entre elles. Un
tel lien explicatif entre deux variables ne peut e^tre arme qu'apres avoir retire de la serie
analysee, au prealable, sa tendance (ou trend).
3. la problematique des variations saisonnieres. En eet :
Tout comme la tendance (trend) non stochastique, la saisonnalite peut e^tre un eet pervers
dont il faut s'en debarrasser pour stationnariser la serie avant tout calcul previsionnel. En
eet la saisonnalite appara^t dans la modelisation probabiliste de Box et Jenkins avec un
facteur de la forme (1 LS)DS , S etant un nombre entier interdisant l'inversion du polyno^me
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autoregressif ce qui se traduit par la non stationnarite de la serie. Ceci se manifeste clairement
dans le domaine des frequences a travers la densite spectrale f(!) avec au denominateur le
facteur j1  eiS!j2DS qui rendrait celle-ci de carre non integrable.
4. la problematique de(s) rupture(s). De fait :
les ruptures dans l'evolution des variables economiques sont soit en niveaux (la moyenne est
une fonction en escalier, sur des sous periodes, dans le temps) soit en pente (la moyenne est en
dents de scie, sur des sous periodes, dans le temps). Elles peuvent e^tre l'eet d'un changement
de politique via des variables exogenes soit a la suite d'un choc exogene (par exemple chocs
petroliers et assimiles), soit d'une maniere endogene par l'eet de changement de structure au
niveau des relations structurelles entre variables endogenes (processus a changement d'etats,
comme le SETAR multiplicatifs et processus a changement de regimes)([47] p 27).
5. la problematique de la causalite et du decalage temporel. En eet :
l'observation simultanee dans le temps de plusieurs variables peut permettre de repondre a des
questions liees a la causalite. Une fois determine le sens de la causalite, si cela est desormais
possible, il faut savoir ensuite quel delai et pendant combien de temps (decalage temporel) la
variable explicative inue sur la variable expliquee.
6. la problematique de la separation du court et du long-terme due au fait que :
les inuences entre variables prennent plus ou moins de temps : elles sont plus ou moins
persistantes. L'une des problematiques les plus importantes de la macroeconometrie est de
separer ces relations persistantes (de long-terme) de celles (de court terme) qui ne le sont pas.
Ces dernieres s'interpretent souvent en terme d'ajustement.
7. la problematique de l'etude de la qualite des anticipations des agents car :
les agents economiques comme certains responsables d'administrations ou des chefs d'entre-
prises prennent leurs decisions, le plus souvent, sur la base d'anticipations inherentes a leur
jugement de la conjecture aides en cela par leurs departements d'etudes et de previsions.
Ils disposent ainsi d'outils d'analyses comparatives entre les valeurs prevues et les valeurs
realisees pour aner leurs previsions futures et etablir leurs anticipations en consequence.
Cela nous permet de comprendre comment ils calculent implicitement leurs anticipations.
2.1.5 Problematique de la cointegration des series temporelles multi-
variees
La cointegration est un fait statistique majeur inherent a l'existence d'une tendance stochastique
commune entre deux ou plusieurs processus y1;t; :::yk;t integres non stationnaires : I(d1); :::; I(dk)
avec k  2 et di  12 , 8i 2 (1; k). Elle est le propre des variables economiques reliees, par des
coecients aleatoires a long-terme, comme la demande de monnaie et le revenu national, pour un
seul et me^me pays, ou les taux de change de plusieurs pays. Si la cointegration a ete le propre
des processus integrees non stationnaires, elle est aujourd'hui utilisee entre des processus integres
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stationnaires et non stationnaires, parametriques et non parametriques.
2.1.6 Les origines diverses et multiples de la memoire longue
Le phenomene de memoire longue est au croisement de plusieurs phenomenes de nature et d'as-
pect divers et multiples. Il peut decouler de l'auto-similarite (ou fractalite, stabilite) de certaines
distributions et de certains processus. Il peut decouler de l'integration fractionnaire de type Box
et Jenkins (ou intgration fractionnaire stochastique de certains Browniens). Il peut decouler de
l'agregation de certains processus de memoire courte, etc...
Les denitions multiples de la memoire longue traduisent cette multitude de manifestations et d'as-
pects.
Ce phenomene de la memoire longue se retrouve egalement a la fois au croisement des dierentes
anomalies en econometrie et en statistique (liees a la racine unitaire, a la cointegration etc...) de
me^me qu'au croisement des methodes de resolutions (groupes de renormalisation, estimations lo-
cales, etc...)
Paradoxes des lois des extre^mes et memoire longue
Les lois statistiques modelisent parfois des phenomenes mysterieux. On montre dans l'ouvrage \La
loi de l'arc sinus ou l'injustice fondamentale de la nature\ 78 comment la loi arc sinus est une
modelisation de l'injustice naturelle. Or la loi arc sinus est une loi Beta(; ) particuliere ([33], p
50) avec  = 12 et  =
1
2 , dont l'agregation aboutit a la memoire longue non stationnaire selon la
denition de Granger 79. On appelle Beta(; 1 ) la loi de l'arc sinus generalise 80 dont l'agregation
aboutit a la memoire longue ([42] , p 442) stationnaire si 0 <  < 12 et non stationnaire si
1
2   < 1.
Dans ses \Remarques sur l'epistemologie des phenomenes rares\ 81 , l'auteur releve les remarques
suivantes :
1. La pression sociale envers la science pour que celle-ci donne son verdict relativement aux
phenomenes rares comme les seismes, les crues etc...pousse les scientiques aux errements
modelisateurs de la rarete et des phenomenes rares sans que ces modeles puissent e^tre justi-
ables, ni techniquement refutables \de sorte que les fabricants de conclusions douteuses ne
prennent aucun risque au sens epistemologique que Popper a donne a ce terme (en agissant
ainsi ).\ 82
78. La probabilite le hasard et la certitude, P. Deheuvels, Que Sai-je, Ed Puf 1996, p 120
79. La denition de Granger de la memoire longue est etendue aux processus fractionnaires non stationnaires pour
1
2
 d < 1 in Journal of Econometrics , 2002
80. Feller, An introduction to Probability Theory and Its Applications, Volume 2, p 50
81. Splendeurs et miseres des lois de valeurs extre^mes, Bouleau N., Centre de Mathematiques appliquees de l'ecole
Nationale des Ponts et Chaussees de Paris
82. idem
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2. De fait, les evenements et phenomenes rares relevent beaucoup plus du hasard fortuit que
du hasard probabilisable \a la limite, les evenements intrinsequement uniques , peuvent e^tre
du domaine de l'incertain, sans e^tre probabilisables\ 83. Des lors, on s'interroge \sur le sens
me^me du concept de probabilite (et de loi) lorsqu'on l'applique a des evenements exceptionnels
\ 84
3. Ainsi \les phenomenes rares de la nature (tempe^tes, seismes etc...) ou de la vie economique
ont des lois de probabilite necssairement mal connues\ 85
4. Ainsi \Un principe epistemologique se degage : toute demarche attribuant une valeur numerique
precise pour la probabilite (a posteriori) d'un phenomene rare est suspecte , sauf si les lois
physiques regissant le phenomene en question sont explicitement et exhaustivement connues
(a priori) \ 86.
Le paradigme de la renormalisation
Hormis la forme explicite, denie partout, de la fonction d'autocovariance du bruit fractionnaire
gaussien FGN, la memoire longue pour les autres processus se presente comme une propriete
asymptotique et ce, pour la plupart des processus \ 87. Les methodes de renormalisation employees
dans l'estimation du parametre de la memoire longue sont fondees sur\le paradigme de l'inva-
riance d'echelle\ 88, sous l'un des six aspects suivants : l'integration econometrique fractionnaire de
type Box et Jenkins, l'auto-similarite des processus stochastiques, la fractalite pour les processus
deterministes (comme les chaos), l' -stabilite de la distribution, l'asymetrie de l'information et le
pas du temps a travers l'agregation. Aussi attribue-t-on a la memoire longue inherente a tous ces
phenomenes critiques a invariance d'echelle ou auto-similaires ([60], p51), sous l'angle de groupes
de renormalisation bien choisis, un paradigme unie qu'on pourrait appeler \ paradigme de la re-
normalisation \ ?. Force est de constater que \les theories a invariance de jauge (de Lorentz) sont
(toutes) renormalisables\ 89, et que d'apres les physiciens Lagues et Lesne ([60] p77) : \Les methodes
de renormalisation sont utilisees dans tous les domaines de la physique. Incontournables des que
l'on s'interesse a des proprietes asymptotiques de systemes ou des uctuations existent a toutes
les echelles spatiales et/ou temporelles, elles donnent acces a des proprietes intrinseques, univer-
selles, independantes des details microscopiques du systeme. Leurs resultats, fondes sur l'invariance
d'echelle, sont insensibles a de nombreuses simplications et lacunes d'un modele particulier. Elles
ne sont pas nees en 1971 avec la resolution des comportements critiques [Wilson 1971], mais ont
une longue histoire\. Neanmoins le paradigme de la memoire longue est plus global que celui de la
83. idem
84. idem
85. idem
86. idem
87. la denition de la memoire longue est une denition asymptotique\([61] p330)
88. Theory and Application of Long-Range Dependence, Taqqu et al, p 528, ligne 3
89. Dictionnaire d'histoire et philosophie des sciences, sous la direction de Lecourt D, Ed PUF 1999, mot=invariance
de jauge, p 543-544
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renormalisation, strictement dedie a la loi d'echelle constant.
Le paradigme de la memoire longue est entendu, en economie, non pas dans le sens kuhnien pur et
dur, ni me^me une matrice disciplinaire dont les elements strategiques sont a la fois irreductibles et
fondateurs de toutes les activites scientique et dans toutes les sciences et savoirs d'une epoque, mais
pluto^t comme un \episteme\ 90 inspirateur de bien de \programmes scientiques de recherche\ 91.
Memoire courte contre memoire longue et problematique de l'agregation
La memoire longue, comme l'a si bien demontre Beran dans son ouvrage de reference en la matiere
([12], p14), a deux aspects : physique et statistique. Seul l'aspect physique est reel et eectif,
alors que l'aspect statistique en depit de son apparence peut e^tre fallacieux (spurious). Beran([12],
p14), Gourieroux et Monfort ([42], p 441) reprennent l'exemple desormais celebre de Granger(1980)
d'agregation d'une serie de memoire courte de type AR(1) issue d'une loi Be^ta : B(p,1-p). Cette
agregation donne etrangement une serie agregee de memoire longue. D'ou la propriete ([42], p 442,
11.44) suivante :
Propriete 3. La serie agregee des series autoregressives d'ordre 1, associees a une loi Beta(p; 1 p)
avec 0 < p < 1 est un processus fractionnaire. En particulier :
(a) Elle est stationnaire a memoire longue si p < 12
(b) Elle est non stationnaire a memoire longue si p  12
Memoire courte contre memoire longue et problematique du changement de regimes
Markoviens
Tout comme pour l'agregation des processus aurogressifs d'ordre 1 issus de la loi B(p; 1   p), vu
precedemment et qui aboutit a une memoire longue, Rioublanc ([79], pp 94-95-97-107) a montre
la presence de comportement de memoire longue pour les modeles de cha^ne de Markov sous la
condition suivante : l'une au moins des deux probabilites de rester entre l'instant t et t+1 au me^me
etat : (p11 et/ou p22) est voisine de 1. En eet dans son etude des deux modeles SETAR suivants,
avec changement de regimes, en niveaux, regi a la date t par une cha^ne de Markov a deux etats 1
et 2 par St = 1 , St = 2 et "t un bruit blanc gaussien :
(Modele 1)Xt =
8<:1 + 0:6 Xt 1 + "t si St = 12 + 0:3 Xt 1 + "t si St = 2 (Modele 2)Xt =
8<:1 + "t si St = 12 + "t si St = 2
Rioublanc a pu etablir, en premier lieu, que la memoire longue semble caracteriser les processus
stochastiques avec changement de regimes Markoviens, en niveaux, avec le constat (ou fait) empi-
rique suivant : avec une forte probabilite (p11 et/ou p22), plus les niveaux moyens 1 et 2 sont
faibles, plus le comportement du type memoire longue est manifeste. Ce resultat specique aux
90. terminologie de Michel Foucault
91. terminologie de Lakatos
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processus stochastiques a changement de regimes semble e^tre beaucoup plus general et concerne
tous les processus stochastiques a evenement rares, d'apres les auteurs que Rioublanc cite comme
Granger et Terasvirta (1999, [46]), Gourieroux et Jasiak (2001, [43]), Granger et Hyung(2004, [44]).
Eectivement, les auteurs Granger et Dittmann (2002, [27], pp 131-132, paragraphe 6) aboutissent
a des conclusions similaires.
2.1.7 Contexte general de l'apparition du phenomene de memoire longue
Le phenomene de memoire longue (ou de dependance de longue portee ou de dependance forte ou
de bruit en 1f )([29], ligne 13-14), est connu des scientiques, depuis le dix-neuvieme siecle, dans des
disciplines aussi diverses et variees que l'astronomie, l'agronomie, la physique, la chimie, ou la turbu-
lence, tanto^t sous le vocable d'erreurs systematiques chez Peirce(1837), d'erreurs semi-systematiques
chez l'astronome Newcomb (1895) et de Karl-Pearson (1902), d'erreurs semi-constantes chez le chi-
miste Student(1927), ou de decroissance de proximite spatiale lente dans les essais d'uniformite
agricole de Smith(1938)([12], p34) et par Whittle en 1956.
Toutes ces investigations precoces recusent la formule p
n
pour la moyenne empirique d'un echantillon
de taille n. \Wilson et Hilferty (1929) arment clairement que les donnees de Peirce (et leurs er-
reurs systematiques) illustrent que la dependance en p
n
n'est pas scientiquement satisfaisante
en pratique, me^me pour estimer l'independance des moyennes \. Mosteller et Tukey arrivent a la
conclusion que \Me^me en traitant avec une statistique, la plus simple de toutes, comme la moyenne
arithmetique, il est souvent vital d'utiliser, en guise d'evaluation, la possibilite d'une incertitude
latente. Obtenir une mesure valide de l'incertitude n'est pas une simple question de respect d'une
formule \([12], p 39). Les travaux pionniers de Kolmogorov sur les processus auto-similaires, (1940),
ont donne une impulsion forte aux etudes asymptotiques.
Le mouvement Brownien H-fractal (ou d-fractionnaire) est un outil fondamental dans l'analyse des
divers aspects des processus a memoire longue comme l'indique ce passage de l'article d'El-Nouty
(1991, ([15], p 94)) : \Le mouvement Brownien fractal entre de plusieurs manieres dans le cadre
des processus longue-memoire. D'une part , ses proprietes elementaires justient sa place dans cette
categorie de processus ; d'autre part, le mouvement Brownien fractal, (en tant que) processus Gaus-
sien, illustre les dicultes techniques qui existent pour les processus longue-memoire\.
Il est desormais connu, dans l'approche classique ([34], Preface), que bon nombre de theoremes
limites, qui ont toujours ete etudies sous l'hypothese d'independance des variables aleatoires sous-
jacentes continuent de fonctionner, merveilleusement bien, pour certains types de structures de
dependances inherentes a ces variables aleatoires. L'independance n'est donc pas necessaire pour
etablir ces theoremes limites classiques. Neanmoins, au fur et a mesure que la dependance est de
plus en plus forte, de plus en plus, apparaissent de nouveaux phenomenes imprevus. Des lors, deux
questions fondamentales se posent : la premiere, a partir de quelle valeur et de quelle maniere cette
dependance conserve t-elle ces theoremes central-limites classiques intacts ? la seconde : existe t-il
des theoremes limites analogues dans le cas de dependance forte ?
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La comprehension des relations complexes entre les hypotheses de dependance et les procedures de
calcul des limites s'est considerablement developpee au cours de ces trois dernieres decennies. La
grande variete des structures de dependance, parmi lesquels on compte les processus a memoire
longue, permet l'etablissement d'une grande variete de theoremes limites correspondants.
Le principe d'invariance d'echelle a constitue dans les annees 1950, a proprement parle, le theoreme
central limite fonctionnel. Entre temps de nouveaux outils plus performants sont apparus tel que
le principe d'invariance forte d'echelle. Il s'agit, de fait, d'un theoreme d'approximation presque
su^re. \Dans ce cas (de dependance de longue portee = de memoire longue), il y a, en principe,
susamment de dependance pour que le theoreme central limite (fonctionnel) reste valide \([34],
Preface). C'est le cas des fonctions lineaires et non lineaires de variables aleatoires gaussiennes
par usage des polyno^mes d'Hermite. Dans le cas general des variables aleatoires quelconques, le
theoreme central limite fonctionnel subsiste moyennant l'utilisation des polyno^mes d'Appell et la li-
mite de la U-Statistique (Statistique d'ordre) debouchant sur des integrales stochastiques multiples
d'Ito^ qui jouent un ro^le central dans l'etablissement de ces theoremes central-limites fonctionnels.
Des theoremes cental-limites fonctionnels existent pour les lois inniment divisibles par utilisation
non plus des polyno^mes (de types Appell) mais directement via la mesure stochastique associee.
Quand la variance du processus est nie (donc d'esperance egalement nie) et que les variables
sont dependantes, la covariance, on le sait, fournit deja une description, me^me partielle de cette
dependance, pour une moyenne mobile quelconque. Ce n'est plus le cas lorsque la variance est
innie. Il faut utiliser alors les fonctions poids de la moyenne mobile concernee, et non plus la
covariance, pour caracteriser cette dependance. Des theoremes central-limites fonctionnels existent
pour certains types de moyennes mobiles dont les domaines d'attractions (ou lois ) sont stables,
moyennant une utilisation d'une topologie non usuelle.
Les processus veriant la propriete d'auto-similarite, cet autre versant de la dependance de longue
portee ou de memoire longue , constituent, depuis leur apparition en 1940 avec Kolmogorov, des
sujets d'intere^t et d'investigation majeurs en probabilite, en statistique, en physique ou en turbu-
lence.
Le lien etroit entre le parametre H d'auto-similarite des processus auto-similaires Gaussiens ou -
stables d'indice  d'un co^te et le parametre d d'integration fractionnaire (d = H   12 ou d = H   1
respectivement) permet de preconiser le lien etroit entre l'auto-similarite et la memoire longue ainsi
que le passage entre les integrales stochastiques par rapport a la mesure -stable de Levy d'un
co^te et l'integrale fractionnaire de Riemann-Liouville de l'autre. Pour la physique, les processus
auto-similaires constituent des outils precieux dans la comprehension des phenomenes critiques via
les groupes de renormalisation de la theorie des champs.
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Emergence de la statistique de la memoire longue
Neanmoins c'est en hydrologie avec Hurst en 1951 que fut le developpement de la statistique de la
memoire longue le plus abouti avec une investigation statistique novatrice faisant intervenir pour la
premiere fois la statistique de la portee (standardisee) entre les extre^mes, tirant prot des avancees
statistiques majeures dans les deux branches phares de la statistique des annees 1940 : la loi des
sommes partielles d'un co^te et la loi des extre^mes de l'autre. Les deux theories etant uniees par
Gnedenko en 1943.
Historiquement, c'est Bortkiewicz, le premier en 1922, qui s'est interesse a l'etude des valeurs
extre^mes. En 1923 Von Mises avait introduit, sans la nommer, la notion fondamentale de ca-
racteristique de la valeur la plus grande et sa relation asymptotique avec la moyenne des plus
grandes valeurs de la loi normale correspondante. Cette etude poursuivie par Dodd (1923), suivis
sur leur lancee, en 1925 par Tippett qui a tabule ces plus grandes valeurs, pour la loi normale,
pour des echantillons de taille allant de 2 a 1000. Neanmoins \Le premier papier (pourtant passe in-
apercu) base sur le concept de type de distributions dierentes de la (loi) normale est du a Frechet
(1927)....Fisher et Tippett (reprenant cette me^me approche de Frechet) ont publie (en 1928) le
papier (qui va devenir) basique sur les valeurs extre^mes...et trouverent en plus de la distribution
asymptotique de Frechet deux autres (distributions asymptotiques) valides pour d'autres types...En
1936 Von Mises ...donna les conditions susantes sous lesquelles les trois distributions asympto-
tiques sont valides. En 1943 Gnedenko (en) donna les conditions necessaires et susantes \ 92
Les travaux de Mandelbrot des annees 1960 ont porte sur la justication du phenomene de Hurst
par l'application de la theorie de l'auto-similarite des distributions, introduites par Kolmogorov
(1940) conceptualisees par Pinsker et Yaglom (1954). Mandelbrot et Van Ness (1968) vont denir le
Bruit Gaussien Fractionnaire, comme la derivee, au sens des distributions, du Mouvement Brownien
Fractionnaire qui va s'averer determinante, par la suite, dans le developpement de la statistique de
la memoire longue. En plus de la statistique des valeurs extre^mes et des lois associees respectivement
de : Frechet, Weibull, et Gumbel et de leur importance dans la modelisation de la memoire longue,
la statistique de la somme partielle fut la seconde grande decouverte tres feconde en statistique de
la memoire longue qui a pu mettre en avant les polyno^mes d'Hermite et les lois -Stables de Levy
dans la modelisation de la p-value P (jXj > x) en x L(x) des queues des distributions epaisses
ou leptokurtiques (il s'agit d'un fait stylise majeur avec la grande variabilite et la segmentation de
la volatilite des series nancieres). La statistique de la memoire longue rompt avec la statistique
habituelle construite autour de l'independance ou de la normalite asymptotique. La leptokurticite de
la distribution exclut la normalite asymptotique non conditionnelle, de me^me que le comportement
asymptotique de la fonction d'autocorrelation (a decroissance hyperbolique lente, dans le domaine
temporelle), ou autour de zero de la densite spectrale (son equivalent, dans le domaine frequentiel),
exclut a son tour l'independance de la suite des variables aleatoires sous-jacentes. La fractalite en
tant qu'expression de l'auto-similarite a permis l'etablissement de comparaison des comportements
92. Gumbel E.J., Statistics of Extremes, ED Dover publications INC, 1958 reprint 2004, p 3
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dynamiques non lineaires de la memoire longue fractales et chaotiques via l'exposant de stabilite de
Lyapounov. Les relations entre la theorie des valeurs extre^mes et la theorie des sommes de variables
aleatoires ont ete etablies depuis les travaux de Gnedenko dans son theore^me relatif a la convergence
en loi de la suite des maxima d'un echantillon de variables aleatoires independantes identiquement
distribuees (notees v.a iid) X1; X2; ::::; Xn de me^me fonction de repartition F
Theoreme 5 (Theoreme de Gnedenko 1943). Soient X1; X2; ::::; Xn : n variables aleatoires idd de
me^me f.r. F alors les deux assertions suivantes sont equivalentes :
i) Il existe un reel  > 0 et une fonction L(x) a variation lente a l'inni tq
1  F (x) = x L(x)
. ii) Il existe une une suite de reels (an)n1 et  > 0 tel que :
lim
n!+1Prf Maxi=1;:::;nXi < anxg = exp( x
 ) 8 x 2 R+
de plus, si l'une des deux assertions est vraie, la valeur de  est commune aux deux.
Si F(0)=0 c'est-a-dire si (Xi)1in 2 R+ et si 0 <  < 1 la theorie de la convergence en loi de la
somme des v.a. Xi fournit le theoreme suivant :
Theoreme 6. L'assertion i) du theoreme ci-dessus est equivalente a :
Il existe une suite de reels (n)n1 tq :
lim
n!+1F
n(nx) = G(x) 8 x 2 R+; ou G est la loi stable sur R+ d0indice 
2.1.8 Auto-similarite, accroissements independants, accroissements sta-
tionnaires
Le processus aleatoire BH(t) dont la structure de la fonction d'autocovariance est en puissance
du type EjBH(t + s)   BH(s)j2 = jtj2 , avec 0 < H < 1 est devenu relativement familier aux
statisticiens, au cours des trois dernieres decennies, gra^ce aux travaux de Mandelbrot et Van Ness
(1968). Le mathematicien Shoenberg est un habitue de cette fonction en puissance : K(t; s) =
jt sj2H depuis 1938 (en tant que noyau deni negatif), en dehors de toute consideration probabiliste.
Neanmoins il faut attendre les investigations probabilistes, de Kolmogorov de 1940 a 1941 pour
mener a son terme l'analyse des dierentes facettes de cette structure. En eet Kolmogorov l'a
introduite dans sa modelisation theorique complete des phenomenes de turbulences, inherents aux
champs aleatoires a accroissements homogenes et isotropes. Ces champs aleatoires avaient deux
types de structure : soit auto-similaires soit a auto-covariance en puissances, pour les grandes
distances. En 1940 il presente, via une analyse spectrale la premiere classe de ces processus : les
processus a accroissements stationnaires (notes si). En cette me^me annee 1940 il decrit les processus
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auto-similaires a accroissements independants (notes sssi) qui ont leur second moment ni. Ces
processus (sssi) du second ordre peuvent avoir une representation spectrale du type :
BH(t) BH(0) =
Z +1
 1
(eit   1)jj H  12 dB() (2.1)
avec B() un processus stochastique a accroissements orthogonaux homogenes.
Pinsker et Yaglom (1954) propose pour ce processus BH(t) une decomposition du type Wold en
terme d'accroissements orthogonaux dB de bruit blanc comme suit :
BH(t) BH(s) =
Z t
 1

(t  p)H  12+   (s  p)H 
1
2
+

dB(p) ; t > s; x+ = max(0; x) (2.2)
Plus tard en 1968, Mandelbrot et Van Ness vont interpreter la deuxieme partie de l'equation (2.2)
comme une integration fractionnaire de Weyl d'un bruit blanc et suggerent d'appeler le processus
BH(t) : Mouvement Brownien Fractionnaire dans le cas ou la mesure dB(p) est Gaussienne. Yaglom
va developper a partir de 1955 des formules de previsions lineaires explicites pour les processus
fBH(t)gt0 a accroissements independants sur l'intervalle inni 4 = ] 1; t[ t > 0 ; BH(0) = 0
de la maniere suivante :
bBH(t+ ) = BH(t)   cos(H)

Z +1
0

BH(t) BH(t  p)

(

p
)H+
1
2  dp
p+ 
(2.3)
Pour trouver une prevision lineaire explicite sur un intervalle borne du type [ a; a] Krein pro-
pose des 1955 une methode originale pour calculer ces integrales en passant par le calcul de leurs
inverses faisant intervenir des operateurs '(x) de type Volterra appliques a la fonction d'auto-
covariance K(t; s) = jt   sj2H 2 prise comme noyau. Le probleme precedent se trouve transforme
en un probleme de recherche des fonctions 'a(x) associees a une fonction fa(t) donnee, satisfaisant
l'equation : Z a
 a
jt  sj2H 2'a(s)ds = fa(t) 8jtj  a (2.4)
dont la solution 'a(s) associee a fa(t) = 1,
1
2 < H < 1 et au Bruit Fractionnaire Gaussien (FGN)
denie par Mandelbrot et Van Ness comme : H(t) =
dBH(t)
dt est la famille des solutions :
'a(s) =
cos(H)

(a2   s2) 12 H
Dans le cas ou 0 < H < 12 il faut attendre 1967 pour que Grigoriev generalise l'equation (2.3)
pour des intervalles nis du type  =]t1; t2[.
bBH(t) = cos(H)

Z t2
t1
 (t  t2)(t  t1)
(t2   s)(s  t1)
H+ 12 1
t  s  
a(t)
jsj   b(t)

 BH(s)ds
avec t 2 ]  1; t1[ [ ]t2 ;+1[ et a et b deux fonctions hypergeometriques dependant de la
position relative des points (0; t; t1; t2).
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La methode de resolution explicite de Kreio utilisant les operateurs de Volterra s'est averee pratique
dans la determination du processus d'innovation fMH(t)gt>0 inherent au processus fBH(t)gt>0,
BH(0) = 0 aussi bien dans le cas 0 < H <
1
2 que dans le cas
1
2 < H < 1.
Cette approche de recherche de l'innovation fMH(t)gt>0 du processus fBH(t)gt>0; BH(0) = 0 fut
utilisee en 1969, d'abord par Molchan puis par Molchan et Golosov en la me^me annee 1969, pour
donner en denitive le resultat fondamental suivant :
MH(t) =
Z t
0

(t  s)s
 1
2 H  dBH(s) (2.5)
Dans le cas d'un Mouvement Brownien Fractionnaire (FBM) le processusMH(t) deni par l'equation
(2.5) a des accroissements gaussiens independants du type :
EjdMH(t)j2 = cjtj1 2H  dt
ce qui n'est rien d'autres qu'une integration fractionnaire de type Liouville.
L'equation (2.5) permet de resoudre le probleme de la norme dans l'espace de Hilbert via le noyau
de reproduction :
EBH(t)BH(s) =
1
2
(jtj2H + jsj2H   jt  sj2H)
Selon les auteurs Molchan et Golosov (1969) cette norme prend la forme :
kmk2 = c
Z
jem(t)j2jtj2H 1dt (2.6)
Avec em(t) = d
dt
Z t
0
(t  s) 12 H
 ( 32  H)
s
1
2 Hm0(s)ds
La distribution du bruit H(t) =
dBH(t)
dt est invariante par rapport a une transformation lineaire
fractionnaire due au fait que BH(t) est auto-similaire. Ainsi
BH(at+ a0)
d
= jajHBH(t)
fH(at+ b
ct+ d
)j ct+ dpjad  cbj j2H 2g d= fH(t)g
Des lors, la prevision lineaire bH(t) pour s 2 [t1; t2] est la fonction ltree :
bH(t) = cos(H)

Z
[t1;t2]
 (t  t2)(t  t1)
(t2   s)(s  t1)
H  12  dBH(s)jt  sj
2.1.9 Methodes, groupes et operateurs de renormalisation
Les methodes de renormalisation ont leur origine en theorie quantique des champs, classees tra-
ditionnellement en electrodynamique quantique. Le terme de "groupe de renormalisation" fut in-
troduit par Stueckelberg et Petermann ([1953]), et en 1954, Gell-Mann et Low proposerent une
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"renormalisation" de la masse de l'electron pour manipuler des series divergentes, en combinant a
la fois une sommation par paquets et une transformation des parametres. Bien qu'elle se rapporte
a une dynamique des systemes complexes, dans leurs phases critiques, elle s'est averee de portee
pluridisciplinaire et a constitue et constitue encore l'un des outils les plus feconds et les plus perti-
nents dans la manipulation des series autosimilaires divergentes ([63] p 26).
Des 1966, Kadano a fait emerger l'importance de la notion d'invariance d'echelles sous-jacente a
toutes les methodes de renormalisation. Il proposa l'idee des "blocs de spins" pour etudier analyti-
quement les transitions se produisant dans les milieux magnetiques, point de depart d'une transposi-
tion systematique des idees de renormalisation a l'etude des transitions de phase critiques observees
dans les systemes de spins, les plus divers, mais egalement dans les uides (Wilson 1971, 1975, Wil-
son et Kogut 1974, Fisher 1974).
L'importance des resultats apportes par cette methode entre l'etude des phenomenes critiques ren-
contres en mecanique statistique et les techniques de l'electrodynamique quantique a valu le prix
Nobel de physique a Wilson (avec Kenneth) en 1982.
Les approches numeriques introduites par Brezin et al (1974,1976), tout comme les comptes ren-
dus des divers congres sur \les phenomenes critiques et les transitions de phase\, ont pu elaborer
les methodes perturbatives de la mecanique quantique et leur representation diagrammatique, fa-
cilement transposables a l'analyse d'autres systemes hors d'equilibre. De me^me l'emergence des
methodes de renormalisation numeriques a permis de contourner les dicultes liees aux eets de
taille nie dans la simulation des phenomenes critiques pour obtenir les exposants critiques par une
simple analyse statistique des congurations renormalisees. Cette approche s'est averee fructueuse
dans l'etude de la percolation (inherente aux milieux globalement desordonnes et localement or-
donnes binaires en deux especes), (Reynolds et al (1980)). Ainsi les conformations des polymeres
(ces molecules complexes formees a partir de l'assemblage de motifs moleculaires identiques ap-
peles monomeres) et dont l'etude physique se rattache a la theorie des processus stochastiques)
sont modelisees comme des marches aleatoires sans recouvrement. L'extension de ces methodes a
des systemes hors d'equilibre a fourni des resultats complets aussi bien sur les phenomenes cri-
tiques dynamiques, de me^me que sur les classes d'universalite associees ainsi que sur les proprietes
a grande echelle de la turbulence decrite par des equations hydrodynamiques bruitees. Ce champ
d'application est loin d'e^tre clos, comme en temoignent de recents travaux sur d'autres equations
aux derivees partielles (Bricmont et Kupiainen 1992).
A la suite de la decouverte des proprietes universelles du fameux scenario vers les chaos via l'ac-
cumulation de doublages de periodes , les methodes de renormalisation ont ete appliquees avec
succes a la theorie des systemes dynamiques dissipatifs pour decrire la transition vers les chaos
deterministes suivant ce me^me scenario (Feigenbaum 1977, Coullet et Tresser 1978) ou par inter-
mittence (Eckmann et al 1981, Hu et Rudnick 1982). Parallelement a ces travaux, des methodes
adaptees a l'evolution vers le chaos dans des systemes dynamiques hamiltoniens, ont ete elabores
(travaux de Kadano 1981, Shenker 1982, Rand et al 1982, 1983, Lanford 1984 ) dans le cadre
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de la theorie KAM (Kolmogorov(1954), Arnold (1963), Moser(1962)). Ce type de renormalisation
temporelle s'emploie plus generalement dans l'etude de la dependance par rapport aux parametres
ou au bruit des regimes asymptotiques (Collet et Lesne 1989). L'extension des idees de renormali-
sation aux systemes spatio-temporels ouvre un nouveau champ d'applications : celui des processus
stochastiques ainsi que les phenomenes decrits dans ce formalisme. Des lors on peut aussi bien
aborder l'etude des marches aleatoires de la sorte, que modeliser des polymeres ou des phenomenes
de diusion en milieu desordonne (Bricmont et Kupiainen 1991) ou fractal, tels les amas de per-
colation selon la me^me approche. L'utilisation de la renormalisation s'est poursuivie en mecanique
statistique telle que l'etude des transitions magnetiques au sein des systemes de spins de plus en
plus complexes, comme les verres de spins ou les systemes frustres 93 des transitions vers des phases,
encore mal connues de la matiere, comme les transitions des cristaux liquides. Les recherches se
sont orientees egalement vers l'etude par renormalisation des structures et des mesures fractales.
De nos jours, les approches numeriques de renormalisation directe ou analytique se sont a la fois
proliferees et generalisees.
Bien que le statut mathematique de la renormalistation soit precise ouvrant la voie a des outils de
la theorie des groupes, il n'en demeure pas moins que la renormalisation reste un des po^les les plus
attrayants de la recherche en mathematiques.
2.2 Economie et memoire longue
2.2.1 Les theories economiques revisitees, eu egard au paradigme de la
memoire longue
Si "les eets et les consequences de long-terme" sont inscrits dans toute politique economique
comme inscrites \la poule dans l'uf, la eur dans la graine \, il n'en demeure pas moins qu'il est
crucial, dans une perspective d'anticipation economique rigoureuse, sinon de juguler de tels eets
de long-terme, du moins de les endiguer. Des lors le paradigme de la memoire longue, acquiert de
fait, tout son droit, et prend de fait tout son sens.
A de rares exceptions, le phenomene de memoire longue, ou de long-terme a ete, par le passe, soit
completement ignore des economistes, soit passe sous silence, quand cela restait non prejudiciable
a la qualite d'ajustement ou de prevision de la conjoncture, pour le court et le moyen terme,
moyennant des corrections au prealable des variations saisonnieres, ou des cycles economiques la-
tents. Mais des qu'on raisonne a long-terme comme c'est le cas pour les rmes dans leur strategie
d'investissement, l'impact de la memoire longue devient crucial. C'est Granger le premier, dans
les annees (1980), qui a pu ouvrir la premiere breche en econometrie des series temporelles a
93. le phenomene de \frustration\ (est un mecanisme qui) empe^che les elements d'un systeme complexe de satisfaire
simultanement leurs tendances individuelles a minimiser l'energie de leurs interactions, in \Ordre et desordre : le
magnetisme frustre montre l'exemple\ CLEFS CEA - N56 - HIVER 2007-2008
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memoire longue, en introduisant l'integration fractionnaire aux modeles ARIMA de Box et Jen-
kins, suivi sur son elan par Hosking(1981) puis par Geweke et Porter-Hudak (1983), pour une
analyse econometrique completement dediee a la memoire longue, dans le domaine frequentiel. Il
faut neanmoins attendre les annees 1990 pour voir les premisses d'une etude economique integrant la
memoire longue comme il a ete mentionne dans ([61], p 328), ainsi : \Dans le domaine economique...,
on peut citer : - l'etude du comportement du produit reel par Diebold et Rudebusch (1989) et So-
well(1992), - l'etude de la dynamique des prix (Tieslau1992,...), -l'analyse du comportement du
revenu disponible et de l'hyppothese de revenu permanent (Diebold et Rudebusch (1991), - l'etude
de la consommation des menages (Diebold et Rudebusch (1991)...) -les comportements des salaires
reels et l'hypothese de substitution inter-temporelle (Hassett(1990)), - l'analyse de l'evolution de la
masse monetaire(Porter-Hudak(1990)), - la question de la previsibilite de la rentabilite des titres et
de l'hypothese de marches ecients (Greene et Fielitz (1977))....\
L'indicateur d'une opportunite d'introduction du paradigme de renormalisation au sein de la theorie
economique se reporte sur les tendances, les saisonnalites et les cycles en economie ou peuvent
s'operer les non stationnarites modelisables soit par des FARIMA du type Boxet Jenkins soit par
des GARMA du type Gegenbauer, puis sur la cointegration fractionnaire, puis sur l'agregation de
variables du type AR(1) qui peut engendrer une memoire longue fallacieuse (ou articielle).
Quant aux faits stylises etablis pour toutes les series de rendements d'actifs nanciers quelqu'ils
soient, ils se caracterisent par :
{ Une distribution des rendements de ces actifs a queues epaisses.
{ Une segmentation de la volatilite (rattachee a des cycles economiques latents comme le cycle des
aaires et autres) avec hausse et basse volatilite.
{ Une asymetrie des reponses face aux chocs.
{ Une persistance entre les puissances des valeurs absolues de ces rendements.
{ Une covolatilte entre les actifs d'un me^me secteur economique.
Les paradigmes standards des sciences economiques
L'epistemologie de l'economie se reduit de fait a l'epistemologie de ses paradigmes et de leurs
communautes epistemiques de l'economique car me^me si\l'esprit critique est indispensable pour la
recherche et la demarche scientique. La reexion epistemologique (reexion sur les paradigmes
et sur les groupes de la science normale socialement constitues autour de ces paradigmes) en est
un element incontournable...(elle) intervient...an d'eclaircir les idees , d'orienter le(s) debat(s) et
d'enrichir les connaissances ...l'epistemologie et la methodologie (ces deux elements de base) sont
necessaires pour mieux cerner le statut et le contenu de la connaissance economique 94
D'ou la denition epistemologique d'un paradigme : ([52], p 163)
Denition 2. Un paradigme est un ensemble de concepts, de croyances, de lois et de theories qui
94. La science economique, Une reexion epistemologique et methodologique, Hinti S., Imprimerie Najah Al Jadida,
Casablanca, 2000, p 3
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servent de modele de reference a une communaute scientique..., a un moment donne. Autrement
dit un paradigme est un ensemble de principes generaux pour un cadre intellectuel ou ideologique a
l'interieur duquel se deroule un debat scientique. C'est aussi une sorte de constellation complete
des valeurs, techniques, croyances...communes aux membres d'une collectivite scientique donnee
et sur la base desquelles, theories et modeles peuvent se developper.
Nous aurons, ainsi, autant de paradigmes que de theories-cadres economiques, basees chacune sur un
\referentiel epistemique\ et une \communaute epistemique\ propres, depuis l'Antiquite et ce jusqu'a
nos jours ([52] p 166) . En \adopt(ant) l'idee de matrice disciplinaire de Kuhn, il est possible de
degager..., six etapes majeures, (en economie) qui peuvent ressembler au paradigme\. 95 on a :
1. Le paradigme a connotation philosophique, allant de l'antiquite au moyen a^ge : l'economie est
issue de la philosophie, de la morale..., la richesse n'est pas une nalite en soi.
2. Le paradigme des mercantilistes, du 16e au 17e siecles : les sources de la richesse sont la
monnaie et les metaux precieux : or, diamant, etc... ce paradigme fut dominant en Espagne,
au Portugal, en France et en Angleterre.
3. Le paradigme des physiocrates, a partir du 18e siecle : la terre agricole est la principale source
de richesse. Quesnay, medecin, voit l'economie comme un organisme vivant dans lequel circule
le surplus agricole. D'ou la conception du circuit economique 96.
Il n'en demeure pas moins qu\Il est de coutumes de presenter la science economique comme com-
portant quatre courants (paradigmes) principaux : classiques, neoclassiques, keynesiens et contem-
porains.\ 97
Paradigme de la theorie economique classique
Dans \Le paradigme des classiques : l'economie politique est la recherche des lois de la reproduction
et la consommation des richesses. Autrement dit, tout ce qui satisfait les besoins de la consom-
mation et de la production. L'appropriation de la nature pour la transformer et l'adapter a nos
besoins depend du travail. Leur paradigme est compose de matrices telles que la recherche et l'har-
monisation des intere^ts individuels, le travail comme facteur de production (valeur-travail)...Les
idees classiques etaient dominantes en Angleterre pendant longtemps, puis contestees et remplacees
vers la n du 19e par le marginalisme (neoclassique). (Dans) Le paradigme des neoclassiques :
l'economie politique est la recherche des lois du calcul optimal des agents economiques pour une
meilleure allocation des richesses. L'essentiel de leurs analyses a pour but la determination des prix
relatifs des biens, des services et des facteurs de production. Leur paradigme fait reference a des
elements tels que la valeur-utilite, la remuneration des facteurs de production a leur productivite
95. Hinti Sa{d, La science economique : une reexion epistemologique et methodologique, Imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p 166
96. idem
97. idem
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marginale, l'optimisation...La revolution marginaliste est une vraie revolution (dans une optique)
kuhnienne parce qu'elle a provoque des changements profonds dans la theorie economique.\ 98
Les principes fondateurs (ou postulats) du paradigme classique, dans sa premiere version, pro-
fondement \optimiste(s) et progressiste(s) (quant) a l'intelligence humaine\ 99 sont : l'invariance,
l'exclusion de la causalite, la souverainete du monde reel sur le monde monetaire, la souverainete
des choix conscients 100, ou d'une maniere plus explicite :
1. Il existe une nature humaine invariante.
2. La monnaie a un caractere totalement negligeable.
3. Tous les e^tres humains participent ensemble a determiner l'etat du monde economique et
social en l'absence de tout pouvoir.
4. La nature humaine, si elle est eclairee, peut parvenir a l'etat optimal qui s'impose au pouvoir.
La deuxieme version du paradigme classique, qui va completer la premiere, s'interesse plus au
marche et \ne s'interesse pas a l'individu en tant que tel. Le marche (regulateur dynamique (idem
p 85) permettant de determiner des situations d'equilibre (idem p 68)) est un eclairage donne
en presentant d'emblee les resultats de choix collectifs\ 101 \Ainsi, la seconde repesentation clas-
sique par l'intermediaire du marche ouvre un passage spontane a une analyse dynamique en termes
d'elasicite de l'ore et de la demande \ 102 sur tous les marches des biens et services concourant en
cela a un equilibre general toujours accessible, constituant \un point de reference ou d'attraction.
(En eet) Me^me si les equilibres partiels ne s'obtiennent pas simultanement, l'equilibre general (lui)
continuerait de s'imposer comme un appel permanent au fonctionnement d'une economie nationale
\ 103. \Les hypotheses de Walras (instituant l'equilibre general au sein d'une economie d'echange)
sont celles des modeles classiques : rationalite des agents (dont le postulat de non illusion monetaire
(idem De Mourgues, p 253), avenir certain, elasticite unitaire des anticipations, prix exibles, (do-
tations de biens...determinees une fois pour toute, la monnaie...(etant) un simple instrument de
transaction (idem De Mourgues, p 253).\ 104. Or \La loi de Walras (
Pn
i=1 pix
XD
i = 0) et la theorie
quantitative (de Pigou)(M=PkY) sont en contradiction, des lors que l'on accepte la loi de Say (de-
mande de biens = ore des biens :
Pn
i=1 pix
d
i =
Pn
i=1 pix
s
i )\
105. C'est alors gra^ce a l'apport de
Patinkin qui, en s'appuyant sur l'eet d'encaisse reelle et le postulat de non illusion monetaire, va
rendre le systeme classique coherent, en sacriant au passage la Loi de Say, a l'origine de cette
contradiction.
Le developpement macroeconomique, opere depuis 1954 par les neo-classiques, en riposte au keynes-
ianisme ambiant, neo-classicisme avec son fameux rendement d'echelle constant inherent a l'ho-
98. idem
99. Les quatre piliers de la science economique, Cotta A. et Calvet C., Ed Fayard 2005, p 42
100. idem, p 41
101. idem, p 66
102. idem, p 86
103. idem, p 88
104. La monnaie, systeme nancier et theorie monetaire, De Mourgues, 2e Ed Economica 1990, p 354
105. idem, p 358
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mogene{te d'ordre un de sa fonction de production de type Cobb-Douglas : Y (K;L) = aKL tel
que + = 1, sa theorie du taux d'intere^t classique et le ro^le central attribue a sa capacite capita-
listique KL au cur de sa representation, a permis \d'installer denitivement le paradigme classique
dans une perspective dynamique qui pourra lui assurer sa longevite tout en armant et en apportant
la preuve du determinisme economique de l'evolution \ 106. Le classicisme a pris une forme plus ac-
tuelle avec Debreu et Hicks, le premier pour sa \nouvelle theorie de la valeur en 1959, ou il s'eorce
d'etablir une identite formelle entre l'economique du certain et de l'incertain...(via l'introduction)
de variables d'ecart \ 107, le second pour l'introduction de biens et services objet(s) de negociation
de livraison dieree et conditionnelle selon des mecanismes semblables a des marches a terme ou de
futures\ des lors \La representation classique se reduit a de l'algebre, et la science economique...(a)
une axiomatique algebrique qui s'opere sur des e^tres algebriques \ 108. Ainsi, et \au terme de (tous)
ces eorts, le paradigme classique est totalement constitue dans l'ordre theorique et statistique tout
en armant sa delite aux principes de base ..., et ce, toujours sans faire la moindre reference a
la monnaie \ 109, sans agregation aucune, puisque tout le raisonnement classique est base sur la
rationalite de deux agents represenatatifs : l'un pour tous les consommateurs, l'autre pour tous les
producteurs. L'Etat, dans la vision classique et neo-classique n'etant qu'un agent, parmi d'autres.
Paradigme de la theorie economique de Keynes
Dans \Le paradigme keynesien :...l'economiste s'interesse de plus pres aux quantites globales :
revenu national, consommation nationale, epargne globale. Le succes remporte par les idees de
Keynes a partir des annees trente est assimilee a...(une) revolution scientique (selon la concep-
tion kuhnienne) : on parle alors de...revolution keynesienne \ 110
Les principes fondateurs du paradigme keynesien, nes \apres la parution de La Thorie generale
(1936) 111\ et concus pour le court terme car \La cinematique keynesienne est du domaine du court
terme. Elle s'interesse au passage d'une situation determinee a une autre, entre deux temps, et non
pas a l'evolution generale, a la trajectoire ou a la dynamique de long-terme \ 112, en opposition,
a la fois, au paradigme classique (statique 113, du laisser-faire sans faire de politique economique),
classicisme qui stipule que toute economie liberale, evolue ineluctablement vers un equilibre general,
avec resorption, a l'equilibre, du cho^mage, mais aussi et surtout, en opposition au paradigme mar-
xiste dynamique 114, qui stipule que toute economie capitaliste , evolue ineluctablement, par le
106. Les quatre piliers de la science economique, Cotta A. et Calvet C., Ed Fayard 2005, p 101-102
107. idem p 106-107
108. idem p 107
109. idem, p 107
110. Hinti Sa{d, La science economique : une reexion epistemologique et methodologique, imprimerie Najah Al
Jadida, 2000, Casablanca(Maroc), p 167
111. idem p 243
112. idem p 251
113. idem p 251
114. idem p 251
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biais de \la loi de la baisse tendancielle du taux de prot\ 115, sur le long-terme vers le commu-
nisme egalitaire, avec resorption, a coup de revolutions, expressions de la dialectique historique
materialiste, resorption a la fois des intere^ts prives et des classes et la n du capitalisme. Ainsi
\Le positionnement de la politique de Keynes (il en fallait une, devenue une necessite, pour endi-
guer l'activite economique et resorber le cho^mage) se situe entre le laisser-faire (classique) et la
preparation de la revolution (Marxiste)\ 116 . C'est \au nom de l'ecacite et de la liberte\ 117
que Keynes va \construire un autre paradigme justiant l'action\ 118 de l'Etat dans le domaine
economique, monetaire et comptable. D'ou :
1. La necessite pour l'Etat d'avoir une politique economique. Mais aussi
2. La necessite pour l'Etat d'avoir un contro^le etroit a la fois de l'emission et de la creation de
la monnaie, centrale et bancaire et une politique directrice des taux d'intere^t pour toutes les
echeances : En eet \Le monisme de Keynes s'exprime d'une facon simple. C'est la quantite
de monnaie qui est responsable du cho^mage, et la relation causale est en sens unique \ 119.
3. La necessite pour l'Etat d'avoir une comptabilite nationale :
\Keynes invente le concept mesurable...En economie fermee,...(et) retient six concepts (dont
il faut suivre etroitement l'evolution, d'abord deux variables monetaires : La masse monetaire
M, le taux d'intere^t r, puis quatre variables reelles que sont : le produit eectif ou produit
national Y, la consommation eective des biens C, l'investissement ou formation du capital
xe I, l'epargne ou le revenu non consomme S\ 120
La nature de chacune des six variables est conforme aux hypotheses keynesiennes standards. Les poli-
tiques economiques : monetaires et budgetaires s'operent via les fameux multiplicateurs, monetaire
de l'ore de monnaie et budgetaire de (l'ore) des depenses publiques. La premiere hypothese
concerne la fonction d'ore globale des entreprises YS E (sans l'Etat), supposee ne dependre que
du niveau de l'emploi N. Autrement dit YS E = f(N)  C+I. L'introduction de l'Etat comme pro-
ducteur de services, avec un revenu YE . Ce revenu ne depend, lui aussi, que du niveau N de l'emploi.
Il est depense integralement, dans le seul poste G des depenses publiques, autrement dit YE  G.
Le revenu YS de toutes les entreprises, y compris celui l'Etat, en tant que producteur de services,
est YS = YS E+YE . Le revenu global est integralement depense en C+I+G. A l'equilibre (de court
terme, sans le marche exterieur), la fonction de demande globale eective, satisfait l'identite comp-
table (source)(emploi) ou YD  C +S+T = YS  C + I +G. Une politique economique consiste
alors permet a agir sur la fonction d'ore YS via ses postes comptables que sont C, I et G. L'investis-
sement global (sur le long-terme) est inherent aux seules decisions des entreprises qui s'operent dans
un certain climat psychologique,...(ou)\etat des anticipations a long-terme\, en fonction duquel, les
115. idem, p 245
116. idem, p 245
117. idem, p 244
118. idem, p 244
119. idem, p 247
120. idem, 247-248
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agents (les entreprises) determinent un taux d'intere^t moyen de longue periode, qu'ils considerent
comme normal \ 121 avec I=I(r). Toute la logique du paradigme keynesien est de stimuler l'activite
economique, par le jeu (ou politique) de l'ore de monnaie et/ou des depenes publiques, en que^te
du plein emploi, via les multiplicateurs de la demande eective, egale, a l'equilibre, aux dierents
postes de l'ore, multiplicateurs qui ne sont que des derivees partielles, de cette demande eective,
prises une a une, toutes choses eagles par ailleurs, par rapport au dierents variables des dierents
postes de l'ore. A l'equilibre I=S, L=M, Ns = Nd pour l'ore et la demande d'emploi, les multipli-
cateurs YSC ;
YS
I ;
YS
G avec, a l'equibre, I = S et L =M , en utilisant les fonctions explicites,
de toutes ces variables agregees et globales I, S, L, M, en fonctions, par exemple de Y et de r, le
taux d'intere^t, ou de !, le taux de salaires, sur les trois marches : des biens, de la monnaie, et
de l'emploi. Les neokeynesiens etendent les concepts keynesins originaux, relatifs a une economie
fermee(modele juge naf), a une economie ouverte, 122, en introduisant un quatrieme equilibre, sur
le marche des echanges avec l'exterieur, entre exportations X par les entreprises et importations M
a destination des menages, de telle sorte qu'on ait YD  C + S + T +M = YS  C + I +G+X,
avec la possibilite d'utiliser le nouveau multiplicateur YSX qui stimule l'exportation.
Remarquons qu'hormis les theories de la croissance et assimilees les theorie classique et neoclassique
de l'economie restent somme toute fondamentalement statiques. Il ne peut y avoir en leur sein ni de
dynamiques fractales ni a memoire longue. La theorie keynesienne qui reste fondamentalement de
court terme, n'a de dynamiques ni fractale ni a memoire longue. Les anticipations des agents y sont
de simples moyennes de longue periode, de l'agregat. Il ne peut y avoir, donc, d'analyse fractale de
l'evolution dynamique, suite a un choc exogene, de la trajectoire, des divers equilibres transitoires
successifs, du systeme economique, tendant vers son equilibre nal, selon l'une et l'autre des deux
theories, aussi bien classique qu keynesienne. La synthese keynesienne-neoclassique, en vogue de-
puis les annees 1970, bien que hors de notre propos, parce que, hybride en terme de paradigmes,
ne tra^te pas de l'evolution fractale du systeme economique, hormis l'analyse purement technique
inherente a l'analyse macroeconometrique des series temporelles et plus particulierement des modele
VAR ou Vectoriels AutoRegressifs comme le montre l'exemple traite dans la section 10.4 Chocs et
multiplicateurs de l'ouvrage de Goureroux et Monfort ([42], p 385 et suite)
2.2.2 Projet de Stiglitz de refonte integrale de l'economie
Paradigme de Stiglitz de l'economie monetaire et equilibre general du credit de 2005
Le paradigme de Stiglitz s'inscrit dans le cadre de la theorie de l'equilibre general dans un regime
de concurrence bancaire. Les principes de ce paradigme sont donnes par Stiglitz ([91],p6) 123 sous
121. La monnaie, systeme nancier et theorie monetaire, De Mourgues, 2e Ed Economica 1990, p 368
122. Dictionnaire des sciences economiques, ss la direction de Jessua C., Labrousse C., Vitry D., avec Gaumont
D.(conseiller scientique), Ed PUF 2001, Les canaux de transmissions, p 598
123. economie monetaire : un nouveau paradigme, Ed Economica 2005, p 65 et suite
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la forme de principes de base. Ainsi pour qu'une banque de credit prospere gra^ce a la progression
de son activite de pre^t, qu'elle soit de depo^ts ou d'investissement, elle doit appliquer les cinq
recommandations suivantes, erigees en principes d'un seul et unique paradigme d'equilibre general
de credit :
{ La banque n'emprunte jamais pour souscrire des bons du tresor.
{ Une baisse de la valeur nette de la banque entra^ne une diminution de l'activite de pre^t.
{ Un accroissement du risque, preservant le rendement moyen, reduit l'activite de pre^t.
{ une augmentation des reserves obligatoires entra^ne, une reduction de l'activite de pre^t.
{ une augmentation de taux sur les bons du tresor engendre moins de pre^ts.
Pourtant ce paradigme n'a pas servi, a premunir les banques de la crise de 2008. Sa carence, aussi
bien, vis a vis des modeles nanciers usuels, que des modeles de memoire longue, demontre son
impertinence pour e^tre envisage comme paradigme solvateur de la macroeconomie.
Stiglitz et son projet de reforme des sciences economiques
La responsabilite de la crise economique de 2008 incombe, en partie, selon Stiglitz (2010,[89]),
au manquement grave de perspicacite, du^ a un diagnostic fallacieux, de la part des economistes
adeptes de l'equilibre general de marche et du libre echange, qui n'ont rien vu venir, selon lui,
avant que le desastre de 2008 ne puisse survenir. Non seulement ils \ont echoue dans leur mission
fondamentale de prediction et de prevoyance\ dit-il, pis encore, ce sont les sciences economiques
en l'etat, elles me^mes qui ont servi d'infrastructures theoriques pitoyables et de prealables cala-
miteux a ce cataclysme mondial. Des lors il faut repenser les sciences economiques, dit-il, de fond
en comble. \L'economie (neo-classique) est censee e^tre une science predictive ; pourtant, beaucoup
de predictions cruciales de l'economie neoclassique peuvent e^tre rejetee d'emblee. La plus evidente
est (l'assertion neoclassique qui pretend) que le cho^mage n'existe pas. De me^me que l'equilibre du
marche implique que l'ore et la demande de pommes (ou de n'importe quel autre bien ou ser-
vice) soient egales, de me^me que l'ore et la demande de travail sont egales... Ce (ne sont pas)
le(s) seule(s) conclusion(s) bizarre(s) de l'economie neoclassique...\([89], p 432-433)...\Ses adeptes
(neoclassiques) soutiennent aussi que le rationnement de credit n'existe pas : tout le monde peut
emprunter autant qu'il veut, a un taux d'intere^t qui reete comme il convient le risque de defaut
de paiement...(Ils soutiennent encore que) la structure nanciere des entreprises (est independante
des modes de nancement) en empruntant ou en vendant des actions (en cedant des parts de
son capital). \ Or les reformes des politiques economiques proposees par Stiglitz, le keynesien,
depassent de tres loin le cadre interventionniste regulateur keynesien standard de l'Etat. Il s'agit
d'une strategie globale (doctrinale, d'abord, avec l'instauration d'un nouvel ordre capitaliste) as-
sortie d'une logistique (la reforme de la science economique). Stiglitz opte, cette fois-ci, pluto^t pour
une politique economique agressive, de la part des Etats, ou le long-terme prime sur le court et le
moyen terme. Il planie la strategie de batailles mondiales, face a des des clairement identies,
a relever : \le (premier) de le plus agrant est l'ecart entre la demande mondiale et l'ore mon-
2.2. ECONOMIE ET MEMOIRE LONGUE 81
diale...le (deuxieme) plus grand de est ... le rechauement de la planete...(le troisieme) se sont les
desequilibres (economiques) mondiaux (entre les pays developpes et les pays en developpement)...Le
quatrieme de (est) le casse te^te industriel (qui a fait que) les progres de la productivite ont ete tels
que, me^me quand l'industrie se developpe, l'emploi diminue, et ce modele va probablement persister.
Le cinquieme de est celui des inegalites (dans) la repartition des revenus et de la fortune dans
le monde...Le (sixieme et le) dernier de est (le de de) la stabilite...des institutions nancieres
mondiales)\. Des lors les sciences economiques deviennent des machines a outils theoriques, au sein
d'un systeme economique mecanise, assujetti, organise pour servir des plans de batailles rangees
dans une guerre totale contre tout deraillement aux normes economiques requises. Il s'agit d'une
vision economique agressive qui romp de fait avec le liberalisme, aussi bien dans ses fondements que
dans ses methodes, et qui rejoint par beaucoup de ses aspects autoritaires le paradigme economique
des regimes socialistes. Stiglitz identie les carences de la science economique actuelle en plusieurs
niveaux, apres l'avoir clairement denie : \La science economique est une science sociale. Elle
etudie les interactions d'individus pour produire des biens et services. Pour comprendre leurs inter-
actions, il faut avoir une idee plus large de leur facon de se comporter\([89] p 438). Or le modele
economique neoclassique (d'obedience microeconomique) a toujours fonctionne selon Stiglitz sur la
base de plusieurs hypotheses erigees en dogmes absurdes telle que :
1. la rationalite des agents economiques :\La croyance de la rationalite est bien ancree dans
la science economique. L'introspection - et, plus encore, un regard sur mes semblables - m'a
convaincu que c'etait une absurdite\([89] p 438).
2. l'avidite de l'agent economique\qui sous-tend les modeles economiques dominants ...(et qui
n'est ni plus ni moins qu'un) individu calculateur, rationnel, ego{ste et interesse. Aucune place
n'est faite (ni) a la sensibilite humaine (chez cet agent economique), (ni) au civisme, (ni) a
l'altruisme\([89] p 439).
La consequence de cette vision systemique mecaniste des sciences economiques par Stiglitz, dans
une optique de gestion publique autoritaire globale, ne peut permettre d'y avoir d'autocorrelations
spontanees, par le simple fait d'endogenesation des dependances fortes intrinseques, susceptibles
de favoriser l'emergence d'un quelconque processus de memoire longue.
Projet de Stiglitz pour repenser la macroeconomie
Le constat le plus recent de Stiglitz vis a vis des modeles macroeconomiques en vigueur est sans
appel ([90], Abstract). Il l'arme sans nuance, que : \Les modeles macroeconomiques standard ont
echoue, par tous les tests les plus importants de la theorie scientique. Ils n'ont pas prevu que la crise
nanciere (de 2008) se produirait, et quand elle a lieu, ils ont minimise ses eets. Les autorites
monetaires ont permis a des bulles (speculatives) de se developper et se sont concentrees sur le
maintien du taux d'ination faible, en partie, parce que les modeles standard suggeraient qu'une
ination faible etait necessaire et presque susante a l'ecacite et a la croissance (en conformite
avec les conclusions inherentes a la courbe de Phillips pour resorber le cho^mage). Une fois la crise
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neutralisee, les decideurs s'appuyent (de nouveau) sur les (me^mes) modeles (macroeconomiques qui
ont deja) echoue. Malgre la diversite (des modeles et les approches inherentes a) la macroeconomie
(standard), la somme de ces echecs souligne la necessite (a la fois) d'un reexamen fondamental (et
profond) de (ces) modeles (et de ces approches mais aussi) une rearmation des lecons (tirees)
de la theorie de l'equilibre general moderne (le fameux Dynamic Stochastic General Equilibrium
DSGE) qui ont, apparemment ete oubliees, dans les annees qui ont precede la crise (de 2008)\. Ce
constat est partage par Fitoussi en ces termes :\ On est entre dans un nouveau monde, cela ne fait
pas de doute. Mais cela fait un quart de siecle que ce changement est a l'oeuvre. La brutalite de la
crise (de 2008) a servi de revelateur. Entrer dans un nouveau monde n'implique pas necessairement
l'avenement d'un nouveau capitalisme car celui-ci ne peut e^tre que d'ordre doctrinal. Pour l'instant,
nous vivons toujours sur les regles du capitalisme liberal. La preuve, c'est que, a peine guerie de
son extinction de voix qui l'a conduit a laisser aux institutions intergouvernementales le monopole
de l'action, la Commission europeenne est repartie dans les postulats d'avant-crise. Elle a remis en
selle le Pacte de stabilite et mis vingt pays sur vingt-sept en procedure pour decit excessif ! Le plus
grand obstacle a l'eclosion d'un nouveau capitalisme est donc d'ordre intellectuel. Notre vision du
monde s'est revelee erronee. Nous vivions sur le postulat que les marches etaient ecients. Or, ils se
sont reveles d'une totale inecience\ 124 Dans un article recent, Chatelain et al (2012) [22], revelent
les faits stylises, bien identies, inherents aux crises nancieres recurrentes et aux mecanismes qui
les generent. Ils recusent par la me^me les modeles DSGE que Stiglitz estime capables s'ils etaient
mis en oeuvre en l'etat, de nous avoir preserves de la crise de 2008.
Le diagnostic de Stiglitz pointe du doigt les raisons endogenes (propres aux modeles macroeconomiques
standard eux me^mes), des ralentissements de l'activite economique d'avant la crise. Il emet aussi
des recommandations an de proceder a des changements structurels du systeme economique, pour
acquerir l'immunite necessaire face a la crise, contrairement a ce que les modeles standard ont
toujours soutenu, selon lui.
Rapport Stiglitz pour une reforme radicale du systeme monetaire et nancier interna-
tional
Il s'agit du rapport de la commission des 18 experts internationaux, designes par l'ONU et presides
par Stiglitz , en forme d'etats generaux restreints, pour se pencher sur les causes de la crise mondiale
de 2008 et les modalites de preventions a mettre en uvre par les etats membres. Les conclusions
de la commission [25] se situent en trois niveaux : le diagnostic sur l'etat des lieux et les dysfonc-
tionnements du systeme, le projet de sauvetage salutaire et les recommandations a mettre en uvre
pour y parvenir. La commission constate ([25], p 231) que :
1. Les institutions nationales a vocation economique et leurs cadres reglementaires associes, ne
sont plus adaptes au monde globalise actuel, \pour (e^tre en mesure de) garantir la concurrence
124. Jean-Paul Fitoussi : "l'avenement d'un nouveau capitalisme ne peut e^tre que d'ordre doctrinal", In la tribune
du 07/01/2010
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(nationale), proteger les consommateurs et les investisseurs (nationaux), gerer les faillites
(nationales), faire respecter les contrats et assurer la stabilite de l'economie (nationale)\.
2. \la mondialisation economique est allee plus vite que l'elaboration d'institutions mondiales
capables de contribuer a la gerer\.
3. \l'expansion de l'activite economique transfrontiere\ est sans precedent avec des courroies de
transmission incontro^lables.
Dans ses conclusions, la commission preconise de :
1. concevoir des ripostes macroeconomiques mondiales.
2. concevoir un regime reglementaire mondial strict.
3. creer, a l'image de ce qui a ete cree au niveau national, des institutions internationales a voca-
tion economique et des cadres juridiques internationaux \pour (e^tre en mesure de) garantir la
concurrence (internationale), proteger les consommateurs et les investisseurs (internationaux)
, gerer les faillites (internationales), faire respecter les contrats (internationaux) et assurer la
stabilite de l'economie mondiale\
4. reformer, de fond en comble, les institutions internationales existantes actuellement.
5. creer un \Conseil de coordination economique mondiale, pour rendre la gestion de l'economie
mondiale plus coherente\.
2.3 Apprehension d'une rehabilitation LRD de l'utilitarisme
de John Stuart Mill
Le reexamen attentif et approfondi de la pensee economique depuis les classiques, nous surprend a
plus d'un egard par son originalite et sa pertinence. En eet on est surpris par la decouverte de la
doctrine utilitariste multidimensionnelle de John Stuart Mill et de son etonnante actualite, dans le
marasme economique actuel. Cette theorie utilitariste de John Stuart Mill dans sa version integrale
preconise que toute pensee, toute politique, tous programmes economiques doivent ober a cinq
exigences eriges en (releves au rang de) principes fondamentaux, dont l'epicentre est la recherche
du bonheur, quantitatif et du bien-e^tre qualitatif, a la fois des agents economiques mais aussi des
especes de l'environnement ecosystemique entier, dans des proportions raisonnables.
Cela se traduit dans notre langage par :
1. l'optimisation quantitative de l'utilite (et/ou le prot) de l'agent economique (qu'il soit
consommateur, rme, voire me^me l'Etat dans un cadre neoclassique).
2. Ceci reste vrai pour une optimisation qualitative de l'agrement(c'est-a-dire le bien-e^tre)... de
l'agent.
3. l'optimisation du bonheur quantitatif environnemental pour toutes les especes.
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4. l'optimisation de la qualite environnementale (c'est-a-dire le bien-e^tre) pour toutes les especes.
5. tous ces programmes sont contraints par une optimisation dans des limites raisonnables, qui
ne mettraient pas en peril aussi bien l'ecosysteme que la biodiversite.
Or le dernier cri d'alarme de Stiglitz est un message d'alerte en detresse stipulant que :\Le reste du
monde s'eorcait d'imiter l'Amerique, mais, s'il y parvenait pleinement, la planete n'y survivrait
pas\([89], p 342), un message d'alerte en detresse, qui en dit long. Il n'en demeure pas moins que,
presque toutes les propositions alternatives de Stiglitz sont (et le demeurent) de l'ordre technique
de la gestion ecace et bien informee de l'economie nationale et internationale et non doctrinale
qui donnerait a toute action economique d'un agent a la fois un sens et une substance ethique et
politique.
L'adoption de l'utilitarisme ecosystemique integral originel de John Stuart Mill dote d'une dy-
namique structurelle de longue portee, donne a l'action economique sa dimension doctrinale, et
constitue par la me^me une alternative plus que plausible pour une refonte integrale de l'economie
autour des axes tels :
1. la reconciliation de l'utilitatrisme originel de John Stuart Mill (l'utilite et le prot, etant
vus comme des objectifs naux) avec le paradigme altruiste, ecosystemique et raisonnable de
developpement durable, a la fois en tant qu'infrastructure mais aussi en tant que referenciel,
a tout programme de calcul optimal quantitatif mais aussi qualitatif. En eet les quatre
des cinq composantes principale de la pensee economique de John Stuart Mill (altruisme,
ecosystemisme, optimisation raisonnable et recherche de la qualite, dont seule l'utilite a ete
conservee), sont omises dans presque tous les modeles economiques standards alors qu'elles
faisaient partie prenante du systeme Stuart Millien global.
2. l'agregation des variables microeconomiques en macroeconomie et leurs cointegrees, doit s'operer,
pour la me^me periode, sur la me^me echelle de frequence (toutes journalieres, hebdomadaires,
mensuelles, trimestrielles ou annuelles).
3. La valeur absolue en puissance de tout rendement logarithmique des prix relatifs (des denrees
ou de leurs actifs correspondants cotes en bourse, pour deux cotations dierees successives)
est un processus de memoire longue. Ceci mettrait a defaut, a priori, la presupposee ecience
des marches et avec elle l'hypothese de concurrence pure et parfaite puisque la presence de la
memoire longue rend ces rendements en valeur absolue autocorreles.
4. Par agregation, les taux de croissance, a priori, de tous les agregats macroeconomiques suivent
des lois similaires avec dierentes memoire longues sous-jacentes (ou multifractal).
5. Par agregation, a priori, le taux de croissance, aussi bien du PIB que de la population d'un
pays suit une loi de puissance similaire.
6. Hormis les relations comptables, toutes les relations standards qui lient les agregats entre eux
sont remplaces par des relations de cointegration de long-terme. Les agregats en question sont
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desormais cointegres.
7. Les changements de regimes et des ruptures, en presence de memoire longue, pour les variables
economiques sont dus fort probablement soit a des faits endogenes comme les cycles latents
des aaires et autres sources de non stationnarites, soit a des faits exogenes comme les chocs
petroliers, les guerres, etc...
8. Les agregats (ou variables) de ux et les agregats (ou variables) de stocks peuvent presenter
en l'etat ou transformes, a leur tour, de la memoire longue, avec possibilite de changements
de regimes stochastique ou deterministes (avec des points de rupture xes).
La verication de ces principes a priori, peut e^tre apprehendee, soit directement sur des donnees
reelles, soit par simulations, soit en dernier ressort, en se rapportant a des etudes deja faites par
d'autres chercheurs, etablissant directement ou indirectement de tels principes. Certains faits ma-
croeconomique rapportes par Stiglitz correspondent a certains faits stylises rencontres en nance. En
eet \Ces nouveaux resultats montraient que l'hypothese de l'ecacite (ou l'ecience) des marches
n'avait aucune base scientique. Certes les marches fournissaient des incitations, mais leurs echecs
etaient omnipresents et il y avait des ecarts persistants entre beneces sociaux (ou publics) et
beneces prives\([89], p 430). Tout porte a croire que cette persistance decrite par Stiglizts est le
fait soit d'une memoire longue soit d'un changement de regimes. Or les imperfections de l'informa-
tion au sein d'un marche, selon lui fussent-elles\... de petites asymetries d'information pouvaient
avoir de trop gros eets\([89], p 431). Un tel eet rappelle, par son ampleur disproportionne, le
comportement des processus chaotiques.
Dans leur diagnostic quantie des dierentes dimensions de la crise de 2008, Stiglitz-Sen-Fitoussi
preconisent des recommandations (et des normes) assorties de tableaux de bord (ou bo^tes a ou-
tils internationales centralisees) a mettre en place, des strategies globales a mettre en uvre pour
garantir le developpement durable tant espere. Un des tableaux incorpore dans le rapport est issu
des travaux de l'UNECE/OCDE/Eurostat 125 [24]. Il preconise d'etablir des indicateurs (de mesu-
rabilite de durabilite) de developpement durable en bien-e^tre par domaine (bien-e^tre fondamental,
bien-e^tre economique, bien-e^tre politique, bien-e^tre social). Deux classes d'indicateurs : de stock et
de ux sont ainsi suivies regulierement pour chaque pays. La liste des stocks contient tout parti-
culierement : les reserves de ressources energetiques, les reserves de ressources minerales, les stocks
de ressources en bois, les stocks de ressources marines. La liste des ux contient l'epuisement des
ressources energetiques, l'epuisement des ressources minerales, l'epuisement des ressources en bois,
l'epuisement des ressources marines. Or l'analyse de ces me^mes ressources fait de plus en plus
appel aux approches de la memoire longue et a ses modeles eu egard a ces nouvelles disciplines
ecosystemiques, comme en temoignent, des articles multiples (voir [57], [58], [72], [41], [68], [5]),
mentionnes au premier chapitre de synthese.
125. UNECE/OECD/Eurostat (2008)
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An adaptive MIR estimator of the
memory parameter and the
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Abstract : The increment ratio (IR) statistic was rst dened and studied in Surgailis et al. (2008) for estimating the
memory parameter either of a stationary or an increment stationary Gaussian process. Here three extensions are proposed
in the case of stationary processes. First, a multidimensional central limit theorem is established for a vector composed
by several IR statistics. Second, a goodness-of-t 2-type test can be deduced from this theorem. Finally, this theorem
allows to construct adaptive versions of the estimator and the test which are studied in a general semiparametric frame. The
adaptive estimator of the long-memory parameter is proved to follow an oracle property. Simulations attest of the interesting
accuracies and robustness of the estimator and the test, even in the non Gaussian case.
Keywords : Long-memory Gaussian processes ; goodness-of-t test ; estimation of the memory parameter ;
minimax adaptive estimator.
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3.1 Introduction
After almost thirty years of intensive and numerous studies, the long-memory processes now form
an important topic of the time series study (see for instance the book edited by Doukhan et al [29],
2003). The most famous long-memory stationary time series are the fractional Gaussian noises (fGn)
with Hurst parameter H and FARIMA(p; d; q) processes. For both these time series, the spectral
density f in 0 follows a power law : f()  C jj 2d where H = d + 1=2 in the case of the fGn.
In the case of a long memory process d 2 (0; 1=2) but a natural expansion to d 2 ( 1=2; 0] (short
memory) implied that d can be considered more generally as a memory parameter.
There are a lot of statistical results relative to the estimation of this memory parameter d. First
and main results in this direction have been obtained for parametric models with the essential
articles of Fox and Taqqu [34], (1986) and Dahlhaus [26], (1989) for Gaussian time series, Giraitis
and Surgailis [36], (1990) for linear processes and Giraitis and Taqqu [37], (1999) for non linear
functions of Gaussian processes.
However parametric estimators are not really robust and can induce no consistent estimations.
Thus, the research is now rather focused on semiparametric estimators of the memory parameter.
Dierent approaches were considered : the famous R/S statistic (see Hurst [55], 1951), the log-
periodogram estimator (studied rst by Geweke and Porter-Hudack [35], 1983, notably improved
by Robinson [82], 1995a, and Moulines and Soulier [70], 2003), the local Whittle estimator (see
Robinson [81], 1995b) or the wavelet based estimator (see Veitch et al [3], 2003, Moulines et al [71],
2007 or Bardet et al [10], 2008). All these estimators require the choice of an auxiliary parameter
(frequency bandwidth, scales, etc.) but adaptive versions of these estimators are generally built
for avoiding this choice. In a general semiparametric frame, Giraitis et al [40], (1997) obtained the
asymptotic lower bound for the minimax risk in the estimation of d, expressed as a function of
the second order parameter of the spectral density expansion around 0. Several adaptive semipa-
rametric estimators are proved to follow an oracle property up to multiplicative logarithm term.
But simulations (see for instance Bardet et al [9], 2003 or [10], 2008) show that the most accurate
estimators are local Whittle, global log-periodogram and wavelet based estimators.
In this paper, we consider the IR (Increment Ratio) estimator of a long-memory parameter (see its
denition in the next section) for Gaussian time series recently introduced in Surgailis et al. [92],
(2008) and we propose three extensions. First, a multivariate central limit theorem is established
for a vector of IR statistics with dierent \windows" (see Section 3.2) and this induces to consider
a pseudo-generalized least squares estimator of the parameter d. Second, this multivariate result
allows us to dene an adaptive estimator of the memory parameter d based on IR statistics : an
\optimal" window is automatically computed (see Section 3.3). This notably improves the results
of Surgailis et al. [92], (2008) in which the choice of m is either theoretical (and cannot be applied
to data) or guided by empirical rules without justications. Third, an adaptive goodness-of-t test
is deduced and its convergence to a chi-square distribution is established (see Section 3.3).
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In Section 3.4, several Monte Carlo simulations are realized for optimizing the adaptive estimator
and exhibiting the theoretical results. Then some numerical comparisons are made with the 3 se-
miparametric estimators previously mentioned (local Whittle, global log-periodogram and wavelet
based estimators) and the results are even better than the theory seems to indicate : as well in terms
of convergence rate than in terms of robustness (notably in case of trend or seasonal component),
the adaptive IR estimator and goodness-of-t test provide ecient results. Finally, all the proofs
are grouped in Section 3.5.
3.2 The multidimensional increment ratio statistic and its
statistical applications
Let X = (Xk)k2N be a Gaussian time series satisfying the following Assumption S(d; ) :
Assumption S(d; ) : There exist " > 0, c0 > 0, c
0
0 > 0 and c1 2 R such that X = (Xt)t2Z is a
stationary Gaussian time series having a spectral density f satisfying for all  2 ( ; 0) [ (0; )
f() = c0jj 2d + c1jj 2d+ +O
 jj 2d++" and jf 0()j  c00 jj 2d 1: (3.1)
Remark 1. Note that here we only consider the case of stationary processes. However, as it was
already done in Surgailis et al.[92], (2008), it could be possible, mutatis mutandis, to extend our
results to the case of processes having stationary increments.
Let (X1;    ; XN ) be a path of X. For m 2 N, dene the random variable IRN (m) such as
IRN (m) :=
1
N   3m
N 3m 1X
k=0
j(Pk+mt=k+1Xt+m  Pk+mt=k+1Xt) + (Pk+2mt=k+m+1Xt+m  Pk+2mt=k+m+1Xt)j
j(Pk+mt=k+1Xt+m  Pk+mt=k+1Xt)j+ j(Pk+2mt=k+m+1Xt+m  Pk+2mt=k+m+1Xt)j :
From Surgailis et al. [92], (2008), with m such that N=m!1 and m!1,r
N
m
 
IRN (m)  EIRN (m)
 L !
N!1
N (0; 2(d));
where
2(d) := 2
Z 1
0
Cov
 jZd(0) + Zd(1)j
jZd(0)j+ jZd(1)j ;
jZd() + Zd( + 1)j
jZd()j+ jZd( + 1)j

d (3.2)
and Zd() :=
1p
j4d+0:5   4j
 
Bd+0:5( + 2)  2Bd+0:5( + 1) +Bd+0:5()

(3.3)
with BH a standardized fractional Brownian motion (FBM) with Hurst parameter H 2 (0; 1).
Remark 2. This convergence was obtained for Gaussian processes in Surgailis et al.[92], (2008), but
there also exist results concerning a modied IR statistic applied to stable processes (see Vaiciulis[94],
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2009) with a dierent kind of limit theorem. We may suspect that it is also possible to extend the
previous central limit theorem to long memory linear processes (since a Donsker type theorem with
FBM as limit was proved for long memory linear processes, see for instance Ho and Hsing [53],
1997) but such a result requires to prove a non obvious central limit theorem for a functional of a
multidimensional linear process. Surgailis et al.[92], (2008) also considered the case of i.i.d.r.v. in
the domain of attraction of a stable law with index 0 <  < 2 and skewness parameter  1    1
and concluded that IRN (m) converges to almost the same limit. Finally, in Bardet and Surgailis
[7], (2011) a \continuous" version of the IR statistic is considered for several kind of continuous
time processes (Gaussian processes, diusions and Levy processes).
Now, instead of this univariate IR statistic, dene a multivariate IR statistic as follows : let mj =
j m; j = 1;    ; p with 2  p[N=m]  4, and dene the random vector (IRN (j m))1jp. Thus, p is
the number of considered window lengths of this multivariate statistic. In the sequel we naturally
extend the results obtained for m 2 N to m 2 (0;1) by the convention : (IRN (j m))1jp =
(IRN (j [m]))1jp (which change nothing to the asymptotic results).
We can establish a multidimensional central limit theorem satised by (IRN (j m))1jp.
Property 1. Assume that Assumption S(d; ) holds with  0:5 < d < 0:5 and  > 0. Thenr
N
m

IRN (j m)  E

IRN (j m)

1jp
L !
[N=m]^m!1
N (0; p(d)) (3.4)
with  p(d) = (i;j(d))1i;jp where for t 2 R
i;j(d) :=
Z 1
 1
Cov
 jZ(i)d (0) + Z(i)d (i)j
jZ(i)d (0)j+ jZ(i)d (i)j
;
jZ(j)d () + Z(j)d ( + j)j
jZ(j)d ()j+ jZ(j)d ( + j)j

d
and Z
(j)
d () =
1p
j4d+0:5   4j
 
Bd+0:5( + 2j)  2Bd+0:5( + j) +Bd+0:5()

: (3.5)
The proof of this property as well as all the other proofs are given in Appendix. Moreover we will
assume in the sequel that  p(d) is a denite positive matrix for all d 2 ( 0:5; 0:5).
Remark 3. Numerical experiments show that  p(d) is always invertible for several values of p and
d (d 2 ( 0:5; 0:5)).
Remark 4. Note that Assumption S(d; ) is a little stronger than the conditions required in
Surgailis et al. [92], (2008) where f is supposed to satisfy f() = c0jj 2d + O(jj 2d+) and
jf 0()j  c00 jj 2d 1. Note that Property 1 and following Theorem 1 and Proposition 1 are as well
checked under these assumptions of Surgailis et al. (2008) even if   2d+ 1 (a case which is not
considered in their Theorem 2.4). However our automatic procedure for choosing an adaptive scaleemN requires to specify the second order of the expansion of f and we prefer to already give results
under such assumption.
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As in Surgailis et al.[92], (2008), for r 2 ( 1; 1), dene the function (r) by
(r) :=
2

arctan
r
1 + r
1  r +
1

r
1 + r
1  r log(
2
1 + r
): (3.6)
and for d 2 ( 0:5; 1:5) let
0(d) := ((d)) where (d) :=
4d+1:5   9d+0:5   7
2(4  4d+0:5) : (3.7)
The function d 2 ( 0:5; 1:5)! 0(d) is a C1 increasing function. Now, Property 2 (see in Section
3.5) provides the asymptotic behavior of E[IR(m)] when m ! 1, which is E[IR(m)]  0(d) +
Cm  if  < 2d + 1, E[IR(m)]  0(d) + Cm  logm if  = 2d + 1 and E[IR(m)]  0(d) +
O(m (2d+1)) if  > 2d+1 (C is a non vanishing real number depending on d and ). Therefore by
choosing m and N such as
 p
N=m

m  ! 0,  pN=mm  logm! 0 and  pN=mm (2+1) !
0 (respectively) when m;N ! 1, the term E[IR(jm)] can be replaced by 0(d) in Property 1.
Then, using the Delta-method with function (xi)1ip 7! ( 10 (xi))1ip, we obtain the following
theorem.
Theorem 1. Let bdN (j m) :=  10  IRN (j m) for 1  j  p. Assume that Assumption S(d; ) holds
with  0:5 < d < 0:5 and  > 0. Then if m  C N with C > 0 and (1+2) 1_ (4d+3) 1 <  < 1
then r
N
m
bdN (j m)  d
1jp
L !
N!1
N

0; (00(d))
 2  p(d)

: (3.8)
Remark 5. If  < 2d+1, the estimator bdN (m) is a semiparametric estimator of d and its asympto-
tic mean square error can be minimized with an appropriate sequence (mN ) reaching the well-known
minimax rate of convergence for memory parameter d in this semiparametric setting (see for ins-
tance Giraitis et al. [40], 1997). Indeed, under Assumption S(d; ) with d 2 ( 0:5; 0:5) and  > 0
and if mN = [N
1=(1+2)], then the estimator bdN (mN ) is rate optimal in the minimax sense, i.e.
lim sup
N!1
sup
d2( 0:5;0:5)
sup
f2S(d;)
N
2
1+2  E[(bdN (mN )  d)2] <1:
From the multidimensional CLT (3.8) a pseudo-generalized least squares estimation (LSE) of d is
possible by dening the following matrix :
bN (m) := (00(bdN (m)) 2  p(bdN (m)): (3.9)
Since the function d 2 ( 0:5; 1:5) 7! (d)=0(d) is C1 it is obvious that under assumptions of
Theorem 1 then bN (m) P !
N!1
(00(d))
 2  p(d):
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Then with the vector Jp := (1)1jp and denoting J 0p its transpose, the pseudo-generalized LSE of
d is edN (m) :=  J 0p bN (m) 1Jp 1 J 0p  bN (m) 1 bdN (mi)1ip
It is well known (Gauss-Markov Theorem) that the Mean Square Error (MSE) of edN (m) is smaller
or equal than all the MSEs of bdN (jm), j = 1; : : : ; p. Hence, we obtain under the assumptions of
MCLT Theorem 3.8 :r
N
m
 edN (m)  d L !
N!1
N

0 ; 00(d)
 2  J 0p   1p (d)Jp 1; (3.10)
and 00(d)
 2 J 0p   1p (d)Jp 1  00(d) 22(d).
Now, consider the following test problem : for (X1;    ; Xn) a path of X a Gaussian time series,
choose between
{ H0 : the spectral density of X satises Assumption S(d; ) with  0:5 < d < 0:5 and  > 0 ;
{ H1 : the spectral density of X does not satisfy such a behavior.
We deduce from the multidimensional CLT (3.8) a 2-type goodness-of-t test statistic dened by :
bTN (m) := N
m
 edN (m)  bdN (j m)01jp bN (m) 1 edN (m)  bdN (j m)1jp:
Then the following limit theorem can be deduced from Theorem 1.
Proposition 1. Under the assumptions of Theorem 1 then
bTN (m) L !
N!1
2(p  1):
3.3 Adaptive versions of the estimator and goodness-of-t
test
Theorem 1 and Proposition 1 are interesting but they require the knowledge of  to be used (and
therefore an appropriated choice of m). We now suggest a procedure (see also Bardet et al. [10],
2008) for obtaining a data-driven selection of an optimal sequence (mN ). For d 2 ( 0:5; 1:5) and
 2 (0; 1), dene
QN (; d) :=
 bdN (j N)  d01jp bN (N) 1 bdN (j N)  d1jp: (3.11)
Note that by the previous convention, bdN (j N) = bdN (j [N]) and edN (N) = edN ([N]). Thus
QN (; d) corresponds to the sum of the pseudo-generalized squared distance. From previous com-
putations, it is obvious that for a xed  2 (0; 1), Q is minimized by edN (N) and therefore for
0 <  < 1 dene bQN () := QN (; edN (N)):
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It remains to minimize bQN () on (0; 1). However, since bN has to be obtained from numerical
computations, the interval (0; 1) can be discretized as follows,
bN 2 AN = n 2
logN
;
3
logN
; : : : ;
log[N=p]
logN
o
:
Hence, if  2 AN , it exists k 2 f2; 3; : : : ; log[N=p]g such that k =  logN . Consequently, dene bN
by
bQN (bN ) := min
2AN
bQN ():
From the central limit theorem (3.8) one deduces the following proposition.
Proposition 2. Assume that Assumption S(d; ) holds with  0:5 < d < 0:5 and  > 0. Moreover,
if  > 2d+1, suppose that c0; c1; c2; d;  and " are such that Condition (3.32) or (3.33) holds. Then,
bN P !
N!1
 =
1
(1 + 2) ^ (4d+ 3) :
Remark 6. The choice of the set of discretization AN is implied by our proof of convergence ofbN to . If the interval (0; 1) is stepped in N c points, with c > 0, the used proof cannot attest
this convergence. However logN may be replaced in the previous expression of AN by any negligible
function of N compared to functions N c with c > 0 (for instance, (logN)a or a logN can be used).
Remark 7. The reference to Condition (3.32) or (3.33) is necessary because our proof of the
convergence of bN to  requires to know the exact convergence rate of E[IRN (N)] 0(d) when
 < . When   2d + 1, since we replaced the conditions on the spectral density of Surgailis et
al. (2008) by a second order condition (Assumption S(d; )), this convergence rate can be obtained
by computations (see Property 2). But if  > 2d + 1, we can only obtain E[IRN (N)]   0(d) =
O(m 2d 1) under Assumption S(d; ) : the convergence rate could be slower than m 2d 1 and thenbN could converge to 0 <  (from the proof of Proposition 2). Condition (3.32) and (3.33), which
are not very strong, allow to obtain a rst order bound for E[IRN (N)]   0(d) (see Property 3)
and hence to prove bN P !
N!1
.
From a straightforward application of the proof of Proposition 2, the asymptotic behavior of baN
can be specied, that is,
Pr
 N
(logN)
 N bN  N  (logN)  !
N!1
1; (3.12)
for all positive real numbers  and  such that  > 2

(p 2)(1 ) and  >
12
p 2 . Consequently, the
selected window bmN = N bN asymptotically grows as N up to a logarithm factor.
Finally, Proposition 2 can be used to dene an adaptive estimator of d. First, dene the straight-
forward estimator edN (N bN ), which should minimize the mean square error using bN . However, the
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estimator edN (N bN ) does not satisfy a CLT since Pr(bN  ) > 0 and therefore it cannot be asser-
ted that E(
p
N=N bN (edN (N bN ) d)) = 0. To establish a CLT satised by an adaptive estimator of
d, a (few) shifted sequence of bN , so called eN , has to be considered to ensure Pr(eN  )  !
N!1
0.
Hence, consider the adaptive scale sequence (emN ) such as
emN := N eN with eN := bN + 6 bN
(p  2)(1  bN )  log logNlogN :
and the estimator ed(IR)N := edN (emN ) = edN (N eN ):
The following theorem provides the asymptotic behavior of the estimator ed(IR)N .
Theorem 2. Under assumptions of Proposition 2,r
N
N eN
 ed(IR)N   d L !
N!1
N

0 ; 00(d)
 2  J 0p   1p (d)Jp 1: (3.13)
Moreover, if   2d+ 1, 8 > 2(1 + 3)
(p  2) ;
N

1+2
(logN)
  ed(IR)N   d P !
N!1
0:
Remark 8. When   2d+1, the adaptive estimator ed(IR)N converges to d with a rate of convergence
rate equal to the minimax rate of convergence N

1+2 up to a logarithm factor (this result being
classical within this semiparametric framework). Thus there exists ` < 0 such that
N
2
1+2 (logN)`E(ed(IR)N   d)2 <1:
Therefore ed(IR)N satises an oracle property for the considered semiparametric model.
If  > 2d + 1, the estimator is not rate optimal. However, simulations (see Section 3.4) will show
that even if  > 2d+1, the rate of convergence of ed(IR)N can be better than the one of the best known
rate optimal estimators (local Whittle or global log-periodogram estimators).
Moreover an adaptive version of the previous goodness-of-t test can be derived. Thus dene
eT (IR)N := bTN (N eN ): (3.14)
Then we have the following proposition.
Proposition 3. Under the assumptions of Proposition 2 then,
eT (IR)N L !
N!1
2(p  1):
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3.4 Simulations and Monte-Carlo experiments
In the sequel, the numerical properties (consistency, robustness, choice of the parameter p) of ed(IR)N
are investigated. Then the simulation results of ed(IR)N are compared to those obtained with the best
known semiparametric long-memory estimators.
Remark 9. Note that all the softwares (in Matlab language) used in this section are available with
a free access on http://samm.univ-paris1.fr/-Jean-Marc-Bardet.
To begin with, the simulation conditions have to be specied. The results are obtained from 100 ge-
nerated independent samples of each process belonging to the following "benchmark". The concrete
procedures of generation of these processes are obtained from the circulant matrix method, as detai-
led in Doukhan et al. (2003). The simulations are realized for dierent values of d, N and processes
which satisfy Assumption S(d; ) :
1. the fractional Gaussian noise (fGn) of parameter H = d + 1=2 (for  0:5 < d < 0:5) and
2 = 1. Such a process is such that Assumption S(d; 2) holds ;
2. the FARIMA[p; d; q] process with parameter d such that d 2 ( 0:5; 0:5), the innovation va-
riance 2 satisfying 2 = 1 and p; q 2 N. A FARIMA[p; d; q] process is such that Assumption
S(d; 2) holds ;
3. the Gaussian stationary process X(d;), such as its spectral density is
f3() =
1
jj2d (1 + jj
) for  2 [ ; 0) [ (0; ]; (3.15)
with d 2 ( 0:5; 0:5) and  2 (0;1). Therefore the spectral density f3 is such as Assumption
S(d; ) holds.
A "benchmark" which will be considered in the sequel consists of the following particular cases of
these processes for d =  0:4; 0:2; 0; 0:2; 0:4 :
{ fGn processes with parameters H = d+ 1=2 ;
{ FARIMA[0; d; 0] processes with standard Gaussian innovations ;
{ FARIMA[1; d; 1] processes with standard Gaussian innovations and AR coecient  =  0:3 and
MA coecient  = 0:7 ;
{ X(d;) Gaussian processes with  = 1.
3.4.1 Application of the IR estimator and tests applied to generated data
Choice of the parameter p : This parameter is important to estimate the "beginning" of the
linear part of the graph drawn by points (i; IR(im))i. On the one hand, if p is a too small a number
(for instance p = 3), another small linear part of this graph (even before the "true" beginning N

)
may be chosen. On the other hand, if p is a too large a number (for instance p = 50 for N = 1000),
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the estimator eN will certainly satisfy eN <  since it will not be possible to consider p dif-
ferent windows larger than N

. Moreover, it is possible that a "good" choice of p depends on the
"atness" of the spectral density f , i.e. on . We have proceeded to simulations for several values
of p (and N and d). Only
p
MSE of estimators are presented. The results are specied in Table 3.1.
Conclusions from Table 3.1 : It is clear that ed(IR)N converges to d for the four processes, the faster
for fGn and FARIMA(0; d; 0). The optimal choice of p seems to depend on N for the four processes :bp = 10 for N = 103, bp = 15 for N = 104 and bp 2 [15; 20] for N = 105. The atness of the spectral
density of the process does not seem to have any inuence, as well as the value of d (result obtai-
ned in the detailed simulations). We will adopt in the sequel the choice bp = [1:5 log(N)] reecting
these results. On the contrary to the choice of m, this choice of p only depends on N and even
if the adaptive scale emN depends on p its value does not change a lot when p 2 f10;    ; 20g for
103  N  105.
Concerning the adaptive choice of m, the main point to be remarked is that the smoother the spec-
tral density the smaller m ; thus emN is smaller for a trajectory of a fGn or a FARIMA(0; d; 0) than
for a trajectory of a FARIMA(1; d; 1) or X(d;1). The choice of p does not appear to signicantly af-
fect the value of emN . More detailed results show that the larger d included in ( 0:5; 0:5) the smalleremN : for instance, for the fGn, N = 104 and p = 15, the mean of emN is respectively equal to 23:9,
8:3, 4:5, 4:2 and 3:8 for d , respectively, equal to  0:4;  0:2; 0; 0:2 and 0:4. This phenomena can
be deduced from the theoretical study since  = (4d+ 3) 1 in this case and therefore emN almost
grows as N (4d+3)
 1
.
Finally, concerning the goodness-of-t test, we remark that it is too conservative for p = 5 or 10
but close to the expected results for p = 15 and 20, especially for FARIMA(1; d; 1) or X(d;1).
Asymptotic distributions of the estimator and test : Figure 3.1 provides the density es-
timations of ed(IR)N and eT (IR)N for 100 independent samples of FGN processes with d = 0:2 with
N = 104 for p = 15. The goodness-of-t to the theoretical asymptotic distributions (respectively
Gaussian and chi-square) is satisfying.
3.4.2 Comparison with other adaptive semiparametric estimator of the
memory parameter
Consistency of semiparametric estimators : Here we consider the previous "benchmark" and
apply the estimator ed(IR)N and 3 other semiparametric estimators of d known for their accuracies
are considered :
{ bdMS is the adaptive global log-periodogram estimator introduced by Moulines and Soulier [70](2003),
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Figure 3.1 { Density estimations and corresponding theoretical densities of ed(IR)N and eT (IR)N for
100 samples of fGn with d = 0:2 with N = 104 and p = 15.
also called FEXP estimator, with bias-variance balance parameter  = 2 ;
{ bdR is the local Whittle estimator introduced by Robinson [81] (1995b). The trimming parameter
is m = N=30. Other trimming parameter choices exist in the literature as m = N
4
5 or m = N0:65 ;
{ bdW is an adaptive wavelet based estimator introduced in Bardet et al. [10], (2008) using a Lemarie-
Meyer type wavelet (another similar choice could be the adaptive wavelet estimator introduced
in Veitch et al. [3], 2003, using a Daubechies wavelet, but its robustness property are quite less
interesting).
{ ed(IR)N dened previously with p = [1:5  log(N)].
{ bdN (10) and bdN (30) which are the (univariate) IR estimator withm = 10 andm = 30 respectively,
considered in Surgailis et al. [92], (2008).
Simulation results are reported in Table 3.2.
Conclusions from Table 3.2 : The adaptive IR estimator ed(IR)N numerically shows a convincing
convergence rate with respect to the other estimators.
The estimators bdN (10) and bdN (30) are clearly the worst estimators of d. This can be explained by
two facts.
1. The numerical expression of the matrix bN (m) is almost a diagonal matrix, and therefore
a least squares regression using several window lengths provides better estimations than an
estimator using only one window length.
2. bdN (10) and bdN (30) use a xed window length (m = 10 and m = 30) for any process and N
while we know that m ' N is the optimal choice which is approximated by emN .
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Both the \spectral" estimators bdR and bdMS provide more stable results that do not depend very
much on d and the process, while the wavelet based estimator bdW and ed(IR)N are more sensible to the
atness of the spectral density. But, especially for \smooth processes" (fGn and FARIMA(0; d; 0)),ed(IR)N is a very accurate semiparametric estimator and is globally more ecient than the other
estimators.
Robustness of the dierent semiparametric estimators : To conclude with the numerical
properties of the estimators, ve dierent processes not satisfying Assumption S(d; ) are conside-
red :
{ a FARIMA(0; d; 0) process with innovations satisfying a uniform law ;
{ a FARIMA(0; d; 0) process with innovations satisfying a symmetric Burr distribution with cu-
mulative distribution function F (x) = 1   12 11+x2 for x  0 and F (x) = 12 11+x2 for x  0 (and
therefore EjXij2 =1 but EjXij <1) ;
{ a FARIMA(0; d; 0) process with innovations satisfying a symmetric Burr distribution with cumu-
lative distribution function F (x) = 1  12 11+jxj3=2 for x  0 and F (x) = 12 11+jxj3=2 for x  0 (and
therefore EjXij2 =1 but EjXij <1) ;
{ a Gaussian stationary process with a spectral density f() = jjj   =2j 2d for all  2 [ ; ] n
f =2; =2g : this is a GARMA(0; d; 0) process. The local behavior of f in 0 is f(jj) 
(=2) 2d jj 2d with d = 0, but the smoothness condition for f in Assumption S(0; ) is not
satised.
{ a trended fGn with parameter H = d+ 0:5 and an additive linear trend ;
{ a fGn (H = d+0:5) with an additive linear trend and an additive sinusoidal seasonal component
of period T = 12.
The results of these simulations are given in Table 3.3.
Conclusions from Table 3.3 : The main advantage of bdW and ed(IR)N with respect to bdMS and bdR is
exhibited in this table : they are robust with respect to smooth trends, especially in the case of long
memory processes (d > 0). This has already been observed in Bruzaite and Vaiciulis [20], (2008) for
IR statistic (and even for certain discontinuous trends). Both those estimators are also robust with
respect to seasonal component and this robustness would have been improved if we had chosen m
(or scales) as a multiple of the period (which is generally known).
The second good surprise of these simulations is that the adaptive IR estimator ed(IR)N is also
consistent for non Gaussian distributions even if the function  in (3.6) and therefore all our
results are typically obtained for Gaussian distributions. The case of nite-variance processes is
not surprising (see Remark 2). But this is more surprising for innite variance processes. A rst
explanation of this was given in Surgailis et al. [92], (2008) in the case of i.i.d.r.v. in the domain
of attraction of a stable law with index 0 <  < 2 and skewness parameter  1    1 : they
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concluded that IRN (m) converges to almost the same limit. The extension to -stable linear pro-
cesses of this rst explanation should require technical developments but the expression of the IR
statistic (which is bounded in [0; 1] for any processes) could allow to apply it to innite variance
processes. Note that the other semiparametric estimators are also consistent in such frames with
faster convergence rates notably for the local Whittle estimator.
3.5 Proofs
Proof of Property 1. We proceed in two steps.
Step 1 : First, we compute the limit of Nm Cov
 
IRN (jm); IRN (j
0m)

when N; m and N=m!1.
As in Surgailis et al [92], (2008), dene also for all j = 1;    ; p and k = 1;    ; N   3mj (with
mj = jm) :
Ymj (k) :=
1
Vmj
k+mjX
t=k+1
(Xt+mj  Xt) ; with V 2mj := E
h k+mjX
t=k+1
(Xt+mj  Xt)
2i
(3.16)
and mj (k) :=
jYmj (k) + Ymj (k +mj)j
jYmj (k)j+ jYmj (k +mj)j
: (3.17)
Note that Ymj (k)  N (0; 1) for any k and j and
IRN (mj) =
1
N   3mj
N 3mj 1X
k=0
mj (k) for all j = 1;    p:
Cov(IRN (mj); IRN (mj0)) =
1
N   3mj
1
N   3mj0
N 3mj 1X
k=0
N 3mj0 1X
k0=0
Cov(mj (k); mj0 (k
0)))
=
1
( N
mj
  3)( N
mj0
  3)
Z N 1
mj
 3
=0
Z N 1
m
j0
 3
 0=0
Cov(mj ([mj ]); mj0 ([mj0
0])))dd 0:
(3.19)
Now according to (5.20) of the same article, with  !FDD denoting the nite distribution convergence when
m!1,
Ym([m ])  !FDD Zd()
where Zd is dened in (3.3). Now
Yjm(k) =
1
Vmj
jmX
t=1
Xt+jm+1  
jmX
t=1
Xt+1Xt)
=
1
Vmj
j 1X
i= (j 1)
(j   jij)Vm Ym(t+ (j + i  1)m):
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But V 2m  c0V (d)m2d+1 whenm!1 (see (2.20) in Surgailis et al, 2008). Therefore we obtain Yjm([mj ]) 
1
jd+1=2
Pj 1
i= (j 1)(j   jij)Ym([mj ] + (j + i  1)m) when m!1 (in distribution) and more generally, 
Yjm([mj ]); Yj0m([mj
0 0])  !FDD 1
jd+1=2
j 1X
i= (j 1)
(j   jij)Zd(j + j + i  1) ; 1
(j0)d+1=2
j0 1X
i0= (j0 1)
(j0   ji0j)Zd(j0 0 + j0 + i0   1)

; (3.20)
when m!1. Hence, obvious computations lead to dene for t 2 R
Z
(j)
d (t) :=
j 1X
i= (j 1)
(j   jij)Zd(t+ j + i  1) = Bd+0:5(t+ 2j)  2Bd+0:5(t+ j) +Bd+0:5(t)pj4d+0:5   4j (3.21)

(j;j0)
d (t) := Cov
 
 (Z
(j)
d (0); Z
(j)
d (j));  (Z
(j0)
d (t); Z
(j0)
d (t+ j
0))

: (3.22)
Now, as the function  (x; y) = jx+yjjxj+jyj is a continuous (on R
2 n f0; 0g) and bounded function (with 0 
 (x; y)  1) and since mj ([mj ]) =  (Ymj ([mj ]); Ymj ([mj( + 1)])), then from (3.20),
Cov
 
mj ([mj ]); mj0 ([mj0
0])
  !
m!1
Cov
 
 (Z
(j)
d (j); Z
(j)
d (j( + 1)));  (Z
(j0)
d (j
0 0); Z(j
0)
d (j
0( 0 + 1)))

 !
m!1

(j;j0)
d (j
0 0   j);
(3.24)
using the stationarity of the process Zd and therefore of processes Z
(j)
d and Z
(j0)
d . Hence, when N; m and
N=m!1,
N
m
Cov(IRN (jm); IRN (j
0m))  N
m( N
jm
  3)( N
j0m   3)

Z N 1
jm
 3
0
Z N 1
j0m  3
0
Cov
 
 (Z
(j)
d (j); Z
(j)
d (j  + j));  (Z
(j0)
d (j
0  0); Z(j
0)
d (j
0  0 + j0))

dd 0
 mN
(N   3jm)(N   3j0m)
Z N 1
m
 3j
0
Z N 1
m
 3j0
0

(j;j0)
d (s
0   s) ds ds0
 m
N
Z N
m
 N
m
 N
m
  juj (j;j0)d (u) du
 !
Z 1
 1

(j;j0)
d (u) du =: j;j0(d): (3.25)
This last limit is obtained, mutatis mutandis, from the relation (5.23) Surgailis et al [92], (2008), and thus

(j;j0)
d (u) = C (u
 2 ^ 1), implying m
N
R N
m
 N
m
juj (j;j0)d (u) du  !
N; m; N
m
!1
0. It achieves the rst step of the
proof.
Step 2 : It remains to prove the multidimensional central limit theorem. Then consider a linear com-
bination of (IRN (mj))1jp, i.e.
Pp
j=1 uj IRN (mj) with (u1;    ; up) 2 Rp. For ease of notation, we will
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restrict our purpose to p = 2, with mi = rim where r1  r2 are xed positive integers. Then with the
previous notations and following the notations and results of Theorem 2.5 of Surgailis et al. [92], (2008) :
u1 IRN (r1m) + u2 IRN (r2m) = u1(E[IRN (r1m)] + SK(r1m) + eSK(r1m))
+ u2(E[IRN (r2m)] + SK(r2m) + eSK(r2m)):
From (5.31) of Surgailis et al. [92], (2008), we have eSK(m1) = o(SK(m1)) and eSK(m2) = o(SK(m2)) when
K ! 1 and from a Hermitian decomposition (N=m)1=2(u1SK(mi) + u2SK(m2)) !D N (0; 2K) as N , m
and N=m ! 1 since the cumulants of (N=m)1=2(u1SK(mi) + u2SK(m2)) of order greater or equal to 3
converge to 0 (since this result is proved for each SK(mi)). Moreover, from the previous computations,
2K ! (u21r1;r1(d) + 2u1u2r1;r2(d) + u22r2;r2(d)) when K ! 1. Therefore the multidimensional central
limit theorem is established.
Property 2. Let X satisfy Assumption S(d; ) with  0:5 < d < 0:5 and  > 0. Then, there exists
a constant K(d; ) < 0 depending only on d and  such as
E

IRN (m)

= 0(d) +K(d; )m  +O
 
m  " +m 2d 1 log(m)

if  2d+  < 1,
= 0(d) +K(d; )m  log(m) +O
 
m 

if  2d+  = 1 ;
= 0(d) +O
 
m 2d 1

if  2d+  > 1.
Proof of Property 2. As in Surgailis et al (2008), we can write :
E

IRN (m)

= E
  jY 0 + Y 1j
jY 0j+ jY 1j

= (
Rm
V 2m
) with
Rm
V 2m
:= 1  2
R 
0
f(x)
sin6(mx2 )
sin2( x2 )
dxR 
0
f(x)
sin4(mx2 )
sin2( x2 )
dx
:
Therefore an expansion of Rm=V
2
m will provide an expansion of E

IRN (m)

when m!1 and the
multidimensional CLT (3.8) will be deduced from the Delta-method.
Step 1 Let f satisfy Assumption S(d; ). Then we are going to establish that there exist posi-
tive real numbers C1 and C2 specied in (3.26) and (3.27) and such that :
1: if  1 <  2d < 1 and  2d+  < 1, Rm
V 2m
= (d) + C1( 2d; ) m  +O
 
m  " +m 2d 1 logm

2: if  1 <  2d < 1 and  2d+  = 1, Rm
V 2m
= (d) + C2(1  ; ) m  logm+O
 
m 

3: if  1 <  2d < 1 and  2d+  > 1, Rm
V 2m
= (d) +O
 
m 2d 1

:
Indeed under Assumption S(d; ) and with Jj(a;m); j = 4; 6; dened in (3.42) of Lemma 1 (see
below), it is clear that,
Rm
V 2m
= 1  2 J6( 2d;m) +
c1
c0
J6( 2d+ ;m) +O(J6( 2d+  + "))
J4( 2d;m) + c1c0 J4( 2d+ ;m) +O(J4( 2d+  + "))
;
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since
Z 
0
O(x 2d++")
sinj(mx2 )
sin2(x2 )
dx = O(Jj( 2d+  + ")) for j = 4; 6. Now we follow the results of
Lemma 1.
1. Let  1 <  2d+  < 1. Then for any " > 0,
Rm
V 2m
=1 2 C61( 2d)m
1+2d+C62( 2d)+c1c0
 
C61( 2d+ )m1+2d +C62( 2d+ )

+O
 
m1+2d  "+logm

C41( 2d)m1+2d+C42( 2d)+c1c0
 
C41( 2d+ )m1+2d +C42( 2d+ )

+O
 
m1+2d  "+logm

=1  2
C41( 2d)
h
C61( 2d)+c1
c0
C61( 2d+ )m 
ih
1 c1
c0
C41( 2d+ )
C41( 2d) m
 
i
+O
 
m  "+m 2d 1 logm

=1 2C61( 2d)
C41( 2d) +2
c1
c0
hC61( 2d)C41( 2d+ )
C41( 2d)C41( 2d)  
C61( 2d+ )
C41( 2d)
i
m +O
 
m  "+m 2d 1 logm

:
As a consequence, with (d) dened in (3.7) and Cj1 dened in Lemma 1,
Rm
V 2m
= (d) + C1( 2d; ) m  + O

m  " +m 2d 1 logm

(m!1); with
C1( 2d; ) := 2 c1
c0
1
C241( 2d)

C61( 2d)C41( 2d+ )  C61( 2d+ )C41( 2d)

; (3.26)
and numerical experiments prove that C1( 2d; )=c1 is negative for any d 2 ( 0:5; 0:5) and  > 0.
2. Let  2d+  = 1.
Again with Lemma 1,
Rm
V 2m
= 1  2 [C61( 2d)m
 + C 061
c1
c0
log(m) + C62( 2d) + c1c0C 062 +O(1)]
[C41( 2d)m + C 041 c1c0 log(m) + C42( 2d) + c1c0C 042 +O(1)]
= 1  2
C41(a)

C61( 2d) +
 
C 061
c1
c0
log(m)

m 

1    C 041
C41(a)
c1
c0
log(m)

m 

+O
 
m 

= 1  2
C41( 2d)
h
C61( 2d)  c1
c0
 C61( 2d)C 041
C41( 2d)   C
0
61

log(m) m 
i
+O
 
m 

:
As a consequence,
Rm
V 2m
= (d) + C2( 2d; )m  logm+O
 
m 

(m!1); with
C2( 2d; ) := 2 c1
c0
1
C241( 2d)

C 041C61( 2d)  C 061C41( 2d)

; (3.27)
and numerical experiments prove that C2( 2d; )=c1 is negative for any d 2 ( 0:5; 0:5) and  =
1  2d.
3. Let  2d+  > 1.
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Once again with Lemma 1 :
Rm
V 2m
= 1  2

C61( 2d)m1+2d + C62( 2d) + c1c0C 0061( 2d+ ) + c1c0C 0062( 2d+ )m1+2d  +O(1)

C41( 2d)m1+2d

1 + C42( 2d)C41( 2d)m
 2d 1 + c1c0
C0041( 2d+)
C41( 2d) m
 2d 1 + c1c0
C0042( 2d+)
C41( 2d) m
  +O(m 2d 1)

= 1  2
C41( 2d)

C61( 2d) +O
 
m 2d 1

1 O m 2d 1
= 1  2C61( 2d)
C41( 2d) +O
 
m 2d 1

:
Note that it is not possible to specify the second order term of this expansion as in both the previous
cases. As a consequence,
Rm
V 2m
= (d) + O
 
m 2d 1

(m!1): (3.28)
Step 2 : A Taylor expansion of () around (d) provides :

Rm
V 2m

'  (d)+ h@
@
i
((d))
Rm
V 2m
  (d)

+
1
2
h@2
@2
i
((d))
Rm
V 2m
  (d)
2
: (3.29)
Note that numerical experiments show that
h@
@
i
() > 0:2 for any  2 ( 1; 1). As a consequence,
using the previous expansions of Rm=V
2
m obtained in Step 1 and since E

IRN (m)

= 
 
Rm=V
2
m

,
then
E

IRN (m)

= 0(d) +
8><>:
c1 C
0
1(d; )m
  +O
 
m  " +m 2d 1 logm+m 2

if  < 1 + 2d
c1 C
0
2()m
  logm+O(m ) if  = 1 + 2d
O
 
m 2d 1

if  > 1 + 2d
;
with C 01(d; ) < 0 for all d 2 ( 0:5; 0:5) and  2 (0; 1 + 2d) and C 02() < 0 for all 0 <  < 2.
Proof of Theorem 1. Using Property 2, ifm ' C N with C > 0 and (1+2) 1_(4d+3) 1 <  < 1
then
p
N=m
 
E

IRN (m)
 0(d)  !
N!1
0 and it implies that the multidimensional CLT (3.4) can
be replaced by r
N
m

IRN (mj)  0(d)

1jp
L !
N!1
N (0; p(d)): (3.30)
It remains to apply the Delta-method with the function  10 to CLT (3.30). This is possible since the
function d! 0(d) is an increasing function such that 00(d) > 0 and
 
 10 )
0(0(d)) = 1=00(d) > 0
for all d 2 ( 0:5; 0:5). It achieves the proof of Theorem 1.
Proof of Proposition 1. For ease of writing we will note bN instead of bN (N) in the sequel. We
have
 edN (m)  bdN (j m)1jp = cMN bdN (j m) d1jp with cMN the orthogonal (for the Euclidean
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norm k  kbN ) projector matrix on  (1)1ip? (which is a linear subspace with dimension p   1
included in Rp) in Rp, i.e. cMN = Jp(J 0pb 1N Jp) 1J 0pb 1N . Now, by denoting 1=2N a symmetric matrix
such as 
1=2
N 
1=2
N = N ,
k edN (m)  bdN (j m)1jpk2bN =  bdN (j m)  d01jpcMN b 1N cMN bdN (j m)  d1jp
= Z 0N b1=2N cMN b 1N cMN b1=2N ZN
=
  bANZN0  bANZN
with bAN =  1=2N cMN b1=2N and ZN a random vector such as pN=mZN L !
N!1
Np(0; Ip) from
Theorem 1. But we also have bAN =  1=2N Jp(J 0pb 1N Jp) 1J 0pb 1=2N = bHN ( bH 0N bHN ) 1 bH 0N withbHN =  1=2N Jp a matrix of size (p (p  1)) with rank p  1 (since the rank of Jp is (p  1)). HencebAN is an orthogonal projector to the linear subspace of dimension p   1 generated by the matrixbHN . Now using Cochran Theorem (see for instance Anderson and Styan, 1982), pN=m bANZN is
asymptotically a Gaussian vector such as N=m
  bANZN0  bANZN L !
N!1
2(p  1).
In Property 2, a second order expansion of E[IRN (m)] cannot be specied in the case  > 2d+ 1.
In the following Property 3, we show some inequalities satised by E[IRN (m)] which will be useful
for obtaining the consistency of the adaptive estimator in this case.
Property 3. Let X satisfy Assumption S(d; ) with  0:5 < d < 0:5,  > 1 + 2d. Moreover, sup-
pose that the spectral density of X satises Condition (3.32) or (3.33). Then there exists a constant
L > 0 depending only on c0; c1; c2; d; ; " such that
EIRN (m)  0(d)  Lm 2d 1: (3.31)
Proof of Property 3. Using the expansion of Jj(a;m), j = 4; 6, for a > 1 (see Lemma 1) and the
same computations than in Property 2, we obtain
  2
C241( 2d)
h 
C62( 2d)C41( 2d) C42( 2d)C61( 2d)

+
c1
c0
 
C 0061( 2d+)C41( 2d) C 0041( 2d+)C61( 2d)

+
jc2j
c0
 
C 0061( 2d+  + ")C41( 2d) + C 0041( 2d+  + ")C61( 2d)
i
m 2d 1(1 + o(1))
 Rm
V 2m
  (d) 
  2
C241( 2d)
h 
C62( 2d)C41( 2d) C42( 2d)C61( 2d)

+
c1
c0
 
C 0061( 2d+)C41( 2d) C 0041( 2d+)C61( 2d)

  jc2j
c0
 
C 0061( 2d+  + ")C41( 2d) + C 0041( 2d+  + ")C61( 2d)
i
m 2d 1(1 + o(1)):
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Now, denote
D0(d) := C62( 2d)C41( 2d)  C42( 2d)C61( 2d) = C42( 2d)C41( 2d)
48(1  2 1+2d)
 
24+2d   5  32+2d;
D1(d; ) := C62( 2d+ )C41( 2d)  C42( 2d+ )C61( 2d) = C42( 2d+ )C41( 2d)
128(1  2 1+2d)
 
24+2d   5  32+2d;
D2(d; ; ") := C
00
61( 2d+  + ")C41( 2d) + C 0041( 2d+  + ")C61( 2d):
Since  0:5 < d < 0:5, 24+2d   5   32+2d > 0 and 1   2 1+2d > 0. Moreover, from the sign of the
constants presented in Lemma 1, we have D0(d) 6= 0 except for d = 0, D1(d; ) 6= 0 except for
d = 2 and D2(d; ; ") > 0 for all d 2 ( 0:5; 0:5),  > 0 and " > 0. Therefore, if c0; c1; c2; d; ; " are
such that
K1 := D0(d) +
c1
c0
D1(d; )  jc2j
c0
D2(d; ; ") > 0 (3.32)
or K2 := D0(d) +
c1
c0
D1(d; ) +
jc2j
c0
D2(d; ; ") < 0: (3.33)
and from the signs of D0(d), D1(d; ) and D2(d; ; "), when (d; ; ") is xed, these conditions are
not impossible but hold following the values of c1c0 and
jc2j
c0
. Then
Rm
V 2m
 (d)    K1
C241( 2d)
m 2d 1
or
Rm
V 2m
  (d)    K2
C241( 2d)
m 2d 1 for m large enough following (3.32) or (3.33) holds. Then,
if (3.32) holds, since E[IRN (m)] = (RmV 2m ), since the function r ! (r) is an increasing and C
1
function and since E[IRN (m)] = 
 Rm
V 2m

then when m large enough, from a Taylor expansion,
E[IRN (m)]  

(d)  K1
C241( 2d)
m 2d 1

=) E[IRN (m)]  0(d)  1
2
0((d))
K1
C241( 2d)
m 2d 1:
Now following the same process if (3.33) holds, we deduce inequality (3.31).
Proof of Proposition 2. Let " > 0 be a xed positive real number, such that  + " < 1.
I. First, a bound of Pr(bN   + ") is provided. Indeed,
Pr
 bN   + "  Pr bQN ( + "=2)  min
+" and 2AN
bQN ()
 1  Pr
 [
+" and 2AN
bQN ( + "=2) > bQN ()
 1 
log[N=p]X
k=[(+") logN ]
Pr
 bQN ( + "=2) > bQN  k
logN

: (3.34)
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But, for    + ",
Pr
 bQN ( + "=2) > bQN ()
= Pr
 bdN (iN+"=2)1ip edN (N+"=2)2bN (N+"=2) >  bdN (iN) edN (N)1ip2bN (N)
with kXk2
 = X 0
 1X. Set ZN () = NN
 bdN (iN)1ip   edN (N)2bN (N). Then,
Pr
 bQN ( + "=2) > bQN () = PrZN ( + "=2) > N (+"=2) ZN ()
 Pr

ZN (
 + "=2) > N ( (
+"=2))=2

+ Pr

ZN () < N
 ( (+"=2))=2

:
From Proposition 1, for all  > , ZN ()
L !
N!1
2(p  1). As a consequence, for N large enough,
Pr

ZN ()  N ( (+"=2))=2

 2
2(p 1)=2 ((p  1)=2) N
 ( p 12 ) ( (
+"=2))
2 :
Moreover, from Markov inequality and with N large enough,
Pr

ZN (
 + "=2) > N ( (
+"=2))=2

 2 Pr

exp(
p
2(p  1) > exp  N ( (+"=2))=4
 2E(exp(
p
2(p  1)) exp   N ( (+"=2))=4:
We deduce that there exists M1 > 0 not depending on N , such that for large enough N ,
Pr
 bQN ( + "=2) > bQN () M1 exp   N ( (+"=2))=4:
since E(exp(
p
2(p  1)) <1 does not depend on N . Thus, inequality (3.34) becomes, withM2 > 0
and for N large enough,
Pr
 bN   + "  1 M1 e N"=8 log[N=p] [(+") logN ]X
k=0
exp
  N k4 logN 
 1 M2 e N"=8 : (3.35)
II. Second, a bound of Pr(bN     ") can also be computed. Following the previous arguments
and notations,
Pr
 bN     "  Pr bQN ( + 1  
2
")  min
 " and 2AN
bQN ()
 1 
[( ") logN ]+1X
k=2
Pr
 bQN ( + 1  
2
") > bQN  k
logN

; (3.36)
and as above, with ZN () =
N
N
 bdN (iN)  edN (N)1ip2bN (N),
Pr
 bQN ( + 1  
2
") > bQN () = PrZN ( + 1  
2
") > N (
+ 1 

2 ")ZN ()

: (3.37)
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 if   2d+ 1, with  <  = (1 + 2) 1, from Property 2 and with C 6= 0, for 1  i  p,r
N
N
 
E

IR(iN)
  0(d) ' C i (1 )=2 N ( )=2(logN)=2d+1
=)
r
N
N
 
 10 (E

IR(iN)

)  d ' C 0 i (1 )=2 N ( )=2(logN)=2d+1 (3.38)
with C 0 6= 0, since 0(d) > 0 for all d 2 ( 0:5; 0:5). We deducer
N
N
bdN (iN)  d
1ip
' C 00N ( )=2(logN)=2d+1 i (1 )=2
1ip +
 b"N (iN)1ip;
with C 00 6= 0 and  b"N (iN)1ip L !N!1 N0; (00(d)) 2  p(d) from Proposition 1. Now from the
denition of edN (N), we have  bdN (iN)   edN (N)1ip = cMN bdN (iN)   d1ip with cMN
the orthogonal projector matrix on (1)?1ip.
a consequence, for  <    " and with the inequality ka  bk2  12kak2   kbk2,
ZN ()  1
2
(C 00)2N
 
 (log2N)=2d+1
cMN i  1 2 1ipbN (N)   kcMNb"N (iN))k2bN (N):
Now, it is clear that kcMNb"N (iN))k2bN (N)  kb"N (iN))k2bN (N)  C1 whenN large enough, with
C1 > 0 not depending on N . Moreover the vector
 
i 
1 
2

1ip is not in the subspace (1)1ip
and therefore
cMN i  1 2 1ipbN (N)  C2 for N large enough with C2 > 0. We deduce that
there exists D > 0 such that for N large enough and  <    ",
ZN ()  DN
 
 (log2N)=2d+1 :
Therefore, since N
 
  !
N!1
1 when  <    ",
Pr

ZN ()  1
2
DN
 


 !
N!1
1:
Then, relation (3.37) becomes for  <    " and N large enough,
Pr
 bQN ( + 1  
2
") > bQN ()  Pr2(p  1)   1
2
DN
 


N (
+ 1 

2 ")

 Pr

2(p  1)  D
2
N
1 
2 (2(
 ) ")

 M2N (
p 1
2 )
1 
2 ";
with M2 > 0, because
1 
2 (2(
   )   ")  1 2 " for all      ". Hence, from inequality
(3.36), for large enough N ,
Pr
 bN     "  1 M2 logN N (p 1) 1 4 ": (3.39)
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 if  > 2d+ 1, with  <  = (4d+ 3) 1 and from Property 3, we obtain an inequality instead of
(3.38) :  10  E[IRN (m)]  d  12(0(d)) 1Lm 2d 1
since the function x 7!  10 (x) is an increasing an C1 function, using a Taylor expansion. Therefore
for 1  i  p,r
N
N
 10  EIR(iN)  d  12(0(d)) 1L i (1 )=2 N ( )=2 : (3.40)
Now, as previously and with the same notation,
 bdN (iN)  edN (N)1ip ' cMn  10 EIR(iN) d1ip+cMn b"N (iN)1ip: (3.41)
Now plugging (3.40) in (3.41) and following the same steps of the proof in the case   2d+1, the
same kind of bound (3.39) can be obtained.
Finally, inequalities (3.35) and (3.39) imply that Pr
 jbN   j  "  !
N!1
0.
Proof of Theorem 2. The results of Theorem 2 can be easily deduced from Theorem 1 and Propo-
sition 2 (and its proof) by using conditional probabilities.
Proof of Proposition 3. Proposition 3 can be deduced from Theorem 2 using the same kind of proof
than in Proposition 1 and conditional distributions.
Lemma 1. For j = 4; 6, denote
Jj(a;m) :=
Z 
0
xa
sinj(mx2 )
sin2(x2 )
dx: (3.42)
Then, we have the following expansion when m!1 :
1: if  1 < a < 1, Jj(a;m) = Cj1(a)m1 a + Cj2(a) +O
 
m 1 (a^0)

;
2: if a = 1, Jj(a;m) = C
0
j1 log(m) + C
0
j2 +O
 
m 1

;
3: if a > 1, Jj(a;m) = C
00
j1(a) +O
 
m1 a +m 2

;
where constants Cj1(a), Cj2(a), C
0
j1(a), C
0
j2(a) and C
00
j1(a) are specied in the following proof.
Proof of Lemma 1. 1. Let  1 < a < 1.
We begin with the expansion of J4(a;m). First, decompose J4(a;m) as follows
J4(a;m) = 2
a+1
Z 
2
0
ya sin4(my)
h 1
sin2(y)
  1
y2
i
dy +
Z 
0
xa
(x2 )
2
sin4(
mx
2
)dx: (3.43)
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Using integrations by parts and sin4(x2 ) = sin
2(x2 )  14 sin2(x) = 18
 
3 4 cos(y)+cos(2y), we obtain
for m!1 :Z 
0
xa
(x2 )
2
sin4(
mx
2
)dx = 4m1 a

(1  1
21+a
)
Z 1
0
sin2(y2 )
y2(
1 a
2 )+1
dy   1
8
Z 1
m
ya 2
 
3  4 cos(y) + cos(2y)dy
=
(1  121+a )
(1  a) (1  a) sin( (1 a)2 )
m1 a   3 1
2(1  a)
a 1 +O(m 1)
where the left right side term of the last relation is obtained by integration by parts and the left
side term is deduced from the following relation (see Doukhan et al. [29], 2003, p. 31)Z 1
0
y  sin(y) dy =
1
2

 () sin((2 ))
for 0 <  < 2. (3.44)
Moreover, with the linearization of sin4 u and Taylor expansions 1
sin2(y)
  1y2 y!0
1
3 and
1
y3  
cos(y)
sin3(y)

y!0
y
15 ,
2a+1
Z 
2
0
ya sin4(my)
h 1
sin2(y)
  1
y2
i
dy = 3
2a+1
8
Z 
2
0
ya[
1
sin2(y)
  1
y2
]dy +O
 
m 1 (a^0)

: (3.45)
Finally, by replacing this expansion in (3.43), one deduces
J4(a;m) =
Z 
0
xa
sin4(mx2 )
sin2(x2 )
dx = C41(a)m
1 a + C42(a) +O
 
m 1 (a^0)

(m!1);with
C41(a) :=
(1  121+a )
(1  a) (1  a) sin( (1 a)2 )
and C42(a) :=
3
22 a
Z 
2
0
ya[
1
sin2(y)
  1
y2
]dy  3
2(1  a)
a 1:
(3.46)
Note that C41(a) > 0 and C42(a) < 0 for all 0 < a < 1, C42(a) > 0 for all  1 < a < 0, C42(0) = 0.
A similar expansion procedure of J6(a;m) with sin
6(mx2 ) instead of sin
4(mx2 ) can be provided.
As previously with sin6(y2 ) =
1
32
 
10  15 cos(y) + 6 cos(2y)  cos(3y), when m!1,
J6(a;m) = C61(a)m
1 a + C62(a) +O
 
m 1 (a^0)

;
with C61(a) :=
(15 + 31 a   21 a6)
16(1  a) (1  a) sin(2 (1  a))
and C62(a) :=
5
6
C42(a):
Moreover it is clear that C61(a) > 0.
2. let a = 1.
When m!1 we obtain the following expansion :Z 
0
x sin4(mx2 )
sin2(x2 )
dx =
1
2
Z m
0
sin(2x)  2x
2x2
dx  4
Z m
0
sin(x)  x
x2
dx

+ 4
Z 
2
0
y sin4(my)
 1
sin2(y)
  1
y2

dy
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But,Z m
0
sin(2x)  2x
2x2
dx 4
Z m
0
sin(x)  x
x2
dx =
3
2

log(m)+
Z 1
1
sin y
y2
dy+
Z 1
0
sin y   y
y2
dy

+O(m 1):
Moreover from previous computations (see the case a < 1),Z 
2
0
y sin4(my)
 1
sin2(y)
  1
y2

dy =
3
8
Z 
2
0
y
 1
sin2(y)
  1
y2

dy +O(m 1):
As a consequence, when m!1,Z 
0
x sin4(mx2 )
sin2(x2 )
dx = C 041 log(m) + C
0
42 +O
 
m 1

; with C 041 :=
3
2
and
C 042 :=
3
2

log() +
Z 
2
0
y
 1
sin2(y)
  1
y2

dy +
Z 1
1
sin y
y2
dy +
Z 1
0
sin y   y
y2
dy

:
Note that C 041 > 0 and C
0
42 ' 2:34 > 0.
In the same way , we obtain the following expansions when m!1,Z 
0
x sin6(mx2 )
sin2(x2 )
dx = C 061 log(m) + C
0
62 +O
 
m 1

with C 061 :=
5
4
and
C 062 :=
5
4
log()+
5
4
Z 
2
0
y
 1
sin2(y)
  1
y2

dy+
1
8
Z 1
1
1
y

 cos(3y)+6 cos(2y) 15 cos(y)

dy+4
Z 1
0
1
y
sin6(
y
2
)dy:
Note again that C 061 > 0 and numerical experiments show that C
0
62 > 0.
3. Let a > 1. Then, with the linearization of sin4(u),Z 
0
xa sin4(mx2 )
sin2(x2 )
dx =
3
8
Z 
0
xa
sin2(x2 )
dx  1
2
Z 
0
xa
sin2(x2 )
cos(mx)dx+
1
8
Z 
0
xa
sin2(x2 )
cos(2mx)dx
= C 0041(a) +
1
m
Z 
0
 sin(mx)
2
  sin(2mx)
16

g(x) + h(x)

dx; (3.47)
with : g(x) =
 axa 1
sin2(x2 )
  4axa 3

 
xa cos(x2 )
sin3(x2 )
  8xa 3

and h(x) = (4a  8)xa 3.
First, if 1 < a, with an integration by parts,
1
m
Z 
0
  sin(mx)
2
  sin(2mx)
16

h(x)dx = O
 
m1 a +m 2

: (3.48)
Moreover,
1
m
Z 
0
 sin(mx)
2
  sin(2mx)
16

g(x)dx
=
  1
32
  ( 1)
m
2
 
a2   4a+ 8a 3 1
m2
  1
m2
Z 
0
   cos(mx)
2
+
cos(2mx)
32

g0(x)dx
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since g(x) 
x=0+
a
3 x
a 1 and g0(x) 
x=0+
a(a 1)
3 x
a 2. Therefore, if 1 < a,
1
m
Z 
0
 sin(mx)
2
  sin(2mx)
16

g(x)dx = O
 
m 2

:
In conclusion, for 1 < a we deduce,Z 
0
xa sin4(mx2 )
sin2(x2 )
dx = C 0041(a) + O
 
m1 a + m 2

with C 0041(a) :=
3
8
Z 
0
xa
sin2(x2 )
dx > 0:
Similarly, for 1 < a we deduce,Z 
0
xa sin6(mx2 )
sin2(x2 )
dx = C 0061(a)+O
 
m1 a+m 2

with C 0061(a) :=
5
16
Z 
0
xa
sin2(x2 )
dx =
5
6
C 0041(a) > 0:
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N = 103
Model Estimates p = 5 p = 10 p = 15 p = 20
fGn (H = d+ 1=2)
p
MSE ed(IR)N 0.088* 0.094 0.101 0.111
mean(emN ) 11.8 12.5 16.0 19.4
\proba 0.93 0.89 0.86 0.85
FARIMA(0; d; 0)
p
MSE ed(IR)N 0.112 0.099 0.094* 0.107
mean(emN ) 13.9 12.5 14.6 17.9
\proba 0.94 0.92 0.88 0.86
FARIMA(1; d; 1)
p
MSE ed(IR)N 0.141 0.136* 0.140 0.149
mean(emN ) 15.2 15.0 18.2 21.1
\proba 0.94 0.89 0.86 0.82
X(d;),  = 1
p
MSE ed(IR)N 0.122 0.112* 0.121 0.123
mean(emN ) 14.1 13.8 16.2 20.0
\proba 0.91 0.90 0.87 0.85
N = 104
Model Estimates p = 5 p = 10 p = 15 p = 20
fGn (H = d+ 1=2)
p
MSE ed(IR)N 0.030 0.022 0.019 0.018*
mean(emN ) 13.7 10.3 9.4 8.9
\proba 0.95 0.89 0.87 0.84
FARIMA(0; d; 0)
p
MSE ed(IR)N 0.039 0.034 0.033 0.031*
mean(emN ) 11.5 9.0 8.0 7.2
\proba 0.95 0.90 0.88 0.82
FARIMA(1; d; 1)
p
MSE ed(IR)N 0.067 0.062 0.061* 0.061*
mean(emN ) 18.1 15.9 13.8 13.3
\proba 0.95 0.90 0.84 0.78
X(d;),  = 1
p
MSE ed(IR)N 0.071 0.068 0.067* 0.071
mean(emN ) 15.2 13.6 11.7 10.9
\proba 0.92 0.88 0.85 0.80
N = 105
Model Estimates p = 5 p = 10 p = 15 p = 20
fGn (H = d+ 1=2)
p
MSE ed(IR)N 0.012 0.008 0.007 0.006*
mean(emN ) 14.0 9.8 6.9 7.9
\proba 0.92 0.90 0.87 0.85
FARIMA(0; d; 0)
p
MSE ed(IR)N 0.021 0.019* 0.019* 0.019*
mean(emN ) 15.8 12.7 11.1 9.8
\proba 0.96 0.94 0.92 0.89
FARIMA(1; d; 1)
p
MSE ed(IR)N 0.039 0.037 0.035* 0.035*
mean(emN ) 25.7 21.8 21.4 20.4
\proba 0.98 0.98 0.94 0.93
X(d;),  = 1
p
MSE ed(IR)N 0.042 0.042 0.040* 0.041
mean(emN ) 22.3 19.9 19.7 16.9
\proba 0.99 0.97 0.93 0.90
Table 3.1 {
p
MSE of the estimator ed(IR)N , sample mean of the estimator emN and sample frequency
that cTN  q2(p 1)(0:95) following p from simulations of the dierent processes of the benchmark.
For each value of N (103, 104 and 105), of d ( 0:4,  0:2, 0, 0:2 and 0:4) and p (5, 10, 15, 20),
100 independent samples of each process are generated. The values
p
MSE ed(IR)N , mean(emN ) and
\proba are obtained from sample mean on the dierent values of d.
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N = 103  !
Model
p
MSE d =  0:4 d =  0:2 d = 0 d = 0:2 d = 0:4
fGn (H = d+ 1=2)
p
MSE bdMS 0.102 0.088 0.094 * 0.095 0.098p
MSE bdR 0.091 0.108 0.106 0.117 0.090p
MSE bdW 0.215 0.103 0.078 0.073* 0.061*p
MSE ed(IR)N 0.074* 0.087* 0.102 0.084 0.110p
MSE bdN (10) 0.096 0.135 0.154 0.158 0.154p
MSE bdN (30) 0.112 0.192 0.246 0.270 0.252
FARIMA(0; d; 0)
p
MSE bdMS 0.096 0.096 0.098 0.096 0.093p
MSE bdR 0.094 0.113 0.107 0.112 0.084p
MSE bdW 0.069* 0.073* 0.074* 0.082* 0.085*p
MSE ed(IR)N 0.116 0.085 0.103 0.094 0.101p
MSE bdN (10) 0.139 0.133 0.148 0.146 0.156p
MSE bdN (30) 0.157 0.209 0.232 0.247 0.243
FARIMA(1; d; 1)
p
MSE bdMS 0.098 0.092* 0.089* 0.088* 0.094p
MSE bdR 0.093* 0.110 0.115 0.110 0.089*p
MSE bdW 0.108 0.120 0.113 0.117 0.095p
MSE ed(IR)N 0.153 0.131 0.135 0.138 0.123p
MSE bdN (10) 0.212 0.188 0.173 0.157 0.155p
MSE bdN (30) 0.197 0.228 0.250 0.265 0.280
X(D;D
0), D0 = 1
p
MSE bdMS 0.092 0.089* 0.113* 0.107* 0.100*p
MSE bdR 0.093 0.111 0.129 0.124 0.111p
MSE bdW 0.217 0.209 0.211 0.201 0.189p
MSE ed(IR)N 0.075* 0.101 0.121 0.122 0.131p
MSE bdN (10) 0.109 0.143 0.163 0.168 0.180p
MSE bdN (30) 0.109 0.177 0.228 0.249 0.247
N = 104  !
Model
p
MSE d =  0:4 d =  0:2 d = 0 d = 0:2 d = 0:4
fGn (H = d+ 1=2)
p
MSE bdMS 0.040 0.031 0.032 0.035 0.035p
MSE bdR 0.040 0.027 0.029 0.031 0.030p
MSE bdW 0.129 0.045 0.026 0.022 0.020p
MSE ed(IR)N 0.019* 0.019* 0.017* 0.016* 0.019*p
MSE bdN (10) 0.036 0.038 0.049 0.043 0.048p
MSE bdN (30) 0.043 0.070 0.086 0.081 0.076
FARIMA(0; d; 0)
p
MSE bdMS 0.036 0.030 0.031 0.035 0.032p
MSE bdR 0.031 0.028 0.027 0.029 0.029p
MSE bdW 0.020* 0.018* 0.023 0.025 0.028*p
MSE ed(IR)N 0.066 0.031 0.018* 0.020* 0.028*p
MSE bdN (10) 0.076 0.047 0.043 0.053 0.038p
MSE bdN (30) 0.074 0.085 0.073 0.086 0.073
FARIMA(1; d; 1)
p
MSE bdMS 0.035 0.033 0.032 0.036 0.031p
MSE bdR 0.031* 0.029* 0.030* 0.032* 0.027*p
MSE bdW 0.054 0.054 0.050 0.052 0.048p
MSE ed(IR)N 0.099 0.066 0.052 0.047 0.046p
MSE bdN (10) 0.141 0.095 0.075 0.055 0.051p
MSE bdN (30) 0.111 0.085 0.094 0.090 0.074
X(D;D
0), D0 = 1
p
MSE bdMS 0.029 0.037* 0.035* 0.041* 0.038*p
MSE bdR 0.032 0.041 0.037 0.041* 0.039p
MSE bdW 0.110 0.115 0.115 0.112 0.114p
MSE ed(IR)N 0.018* 0.064 0.092 0.084 0.081p
MSE bdN (10) 0.035 0.093 0.102 0.106 0.094p
MSE bdN (30) 0.039 0.088 0.084 0.074 0.077
Table 3.2 { Comparison of the dierent log-memory parameter estimators for processes of the
benchmark. For each process and value of d and N ,
p
MSE are computed from 100 independent
generated samples.
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N = 103  !
Model+Innovation
p
MSE d =  0:4 d =  0:2 d = 0 d = 0:2 d = 0:4
FARIMA(0; d; 0) Uniform
p
MSE bdMS 0.189 0.090 0.091 0.082* 0.092p
MSE bdR 0.171 0.104 0.109 0.102 0.086*p
MSE bdW 0.111* 0.066* 0.072* 0.118 0.129p
MSE ed(IR)N 0.186 0.081 0.083 0.112 0.093
FARIMA(0; d; 0) Burr ( = 2)
p
MSE bdMS 0.174 0.087 0.092 0.084 0.091*p
MSE bdR 0.183 0.104 0.097 0.107 0.079p
MSE bdW 0.149* 0.086* 0.130 0.101 0.129p
MSE ed(IR)N 0.221 0.119 0.076* 0.082* 0.139
FARIMA(0; d; 0) Burr ( = 3=2)
p
MSE bdMS 0.188 0.087* 0.063* 0.099* 0.075p
MSE bdR 0.183* 0.110 0.079 0.125 0.072*p
MSE bdW 0.219 0.108 0.138 0.146 0.159p
MSE ed(IR)N 0.264 0.134 0.094 0.155 0.187
GARMA(0; d; 0)
p
MSE bdMS 0.149 0.109 0.086 0.130 0.172p
MSE bdR 0.098* 0.104 0.090 0.132 0.125*p
MSE bdW 0.117 0.074* 0.081* 0.182 0.314p
MSE ed(IR)N 0.124 0.121 0.110 0.102* 0.331
Trend
p
MSE bdMS 1.307 0.891 0.538 0.290 0.150p
MSE bdR 0.900 0.700 0.498 0.275 0.087p
MSE bdW 0.222* 0.103* 0.083 0.071 0.059*p
MSE ed(IR)N 1.65 0.223 0.079* 0.050* 0.076
Trend + Seasonality
p
MSE bdMS 1.178 0.803 0.477 0.238 0.123p
MSE bdR 0.900 0.700 0.498 0.284 0.091*p
MSE bdW 0.628* 0.407* 0.318 0.274 0.283p
MSE ed(IR)N 1.54 1.01 0.311* 0.158* 0.145
N = 104  !
Model+Innovation
p
MSE d =  0:4 d =  0:2 d = 0 d = 0:2 d = 0:4
FARIMA(0; d; 0) Uniform
p
MSE bdMS 0.177 0.039 0.033 0.034 0.034p
MSE bdR 0.171 0.032 0.030 0.028 0.032*p
MSE bdW 0.125* 0.027* 0.025 0.028 0.035p
MSE ed(IR)N 0.165 0.042 0.017* 0.027* 0.032*
FARIMA(0; d; 0) Burr ( = 2)
p
MSE bdMS 0.180 0.036 0.041 0.033 0.032p
MSE bdR 0.169 0.031* 0.030 0.031* 0.029*p
MSE bdW 0.138* 0.068 0.065 0.076 0.066p
MSE ed(IR)N 0.219 0.067 0.018* 0.039 0.074
FARIMA(0; d; 0) Burr ( = 3=2)
p
MSE bdMS 0.18 0.038 0.026* 0.030 0.021*p
MSE bdR 0.174 0.033* 0.031 0.023* 0.023p
MSE bdW 0.126* 0.058 0.149 0.124 0.090p
MSE ed(IR)N 0.264 0.113 0.030 0.099 0.159
GARMA(0; d; 0)
p
MSE bdMS 0.063 0.041 0.028 0.032 0.060p
MSE bdR 0.037* 0.033* 0.025 0.026* 0.030*p
MSE bdW 0.061 0.052 0.021 0.078 0.081p
MSE ed(IR)N 0.074 0.040 0.016* 0.055 0.109
Trend
p
MSE bdMS 1.16 0.785 0.450 0.171 0.072p
MSE bdR 0.900 0.700 0.431 0.192 0.067p
MSE bdW 0.135 0.046 0.021* 0.019 0.021p
MSE ed(IR)N 0.019* 0.021* 0.021* 0.016* 0.020*
Trend + Seasonality
p
MSE bdMS 1.219 0.841 0.474 0.194 0.099p
MSE bdR 0.900 0.700 0.431 0.189 0.063p
MSE bdW 0.097* 0.073* 0.063 0.065 0.051p
MSE ed(IR)N 0.671 0.382 0.049* 0.047* 0.041*
Table 3.3 { Comparison of the dierent long-memory parameter estimators for processes of the
benchmark. For each process and value of d and N ,
p
MSE are computed from 100 independent
generated samples.
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Abstract : In this paper, we show that the adaptive multidimensional increment ratio estimator of the long range memory
parameter dened in Bardet and Dola (2012, [6]) satises a central limit theorem (CLT in the sequel) for a large semipa-
rametric class of Gaussian fractionally integrated processes with memory parameter d 2 ( 0:5; 1:25). Since the asymptotic
variance of this CLT can be computed, tests of stationarity or nonstationarity distinguishing the assumptions d < 0:5 and
d  0:5 cases are constructed. These tests are also consistent tests of unit root. Simulations done on a large benchmark of
short memory, long memory and non stationary processes show the accuracy of this test with respect to other usual statio-
narity or nonstationarity tests (KPSS, LMC, ADF and PP tests). Finally, the estimator and tests are applied to log-returns
of famous nancial data inherent to stocks or indexes markets and to their absolute value power laws.
115
116 Chapitre 4. Tests Adaptatifs de Stationnarite et de non Staionnarite
Keywords : Gaussian fractionally integrated processes ; semiparametric estimators of the memeory parameter ;
test of long-memory ; stationarity test ; unit root test.
4.1 Introduction
Consider the set I(d) of fractionally integrated time series X = (Xk)k2Z for  0:5 < d < 1:5 by :
Assumption I(d) :X = (Xt)t2Z is a time series if there exists a continuous function f : [ ; ]!
[0;1[ satisfying :
1. if  0:5 < d < 0:5, X is a stationary process having a spectral density f satisfying
f() = jj 2df() for all  2 ( ; 0) [ (0; ), with f(0) > 0: (4.1)
2. if 0:5  d < 1:5, U = (Ut)t2Z = Xt  Xt 1 is a stationary process having a spectral density f
satisfying
f() = jj2 2df() for all  2 ( ; 0) [ (0; ), with f(0) > 0: (4.2)
The case d 2 (0; 0:5) is the case of long-memory processes, while short-memory processes are consi-
dered when  0:5 < d  0 and nonstationary processes when d  0:5. ARFIMA(p,d,q) processes
(which are linear processes) or fractional Gaussian noises (with parameter H = d + 1=2 2 (0; 1))
are famous examples of processes satisfying Assumption I(d). The purpose of this paper is two-
fold : rstly, we establish the consistency of an adaptive semiparametric estimator of d for any
d 2 ( 0:5; 1:25). Secondly, we use this estimator for building new semiparametric stationary tests.
Numerous articles have been devoted to estimate d in the case d 2 ( 0:5; 0:5). The books of Be-
ran (1994, [12]) or Doukhan et al. (2003, [29]) provide large surveys of such parametric (mainly
maximum likelihood or Whittle estimators) or semiparametric estimators (mainly local Whittle,
log-periodogram or wavelet based estimators). Here we will restrict our discussion to the case of
semiparametric estimators that are best suited to address the general case of processes satisfying
Assumption I(d). Even if rst versions of local Whittle, log-periodogramm and wavelet based esti-
mators (see for instance Robinson, 1995a [82] and 1995b [81], Abry and Veitch, 1998 [2]) are only
considered in the case d < 0:5, new extensions have been provided for also estimating d when
d  0:5 (see for instance Hurvich and Ray, 1995 [56], Velasco, 1999a [96], Velasco and Robinson,
2000 [84], Moulines and Soulier, 2003, Shimotsu and Phillips, 2005 [76], Giraitis et al., 2003 [38],
2006 [39], Abadir et al. [1], 2007 or Moulines et al., 2007 [71]). Moreover, adaptive versions of these
estimators have also been dened for avoiding any trimming or bandwidth parameters generally
required by these methods (see for instance Giraitis et al., 2000, Moulines and Soulier, 2003 [70],
or Veitch et al., 2003 [95], or Bardet et al., 2008 [10]). However there still no exists an adaptive
estimator of d satisfying a central limit theorem (for providing condence intervals or tests) and
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valid for d < 0:5 but also for d  0:5. This is the rst objective of this paper and it will be achieved
using multidimensional Increment Ratio (IR) statistics.
Indeed, Surgailis et al. (2008, [92]) rst dened the statistic IRN (see its denition in (4.5)) from an
observed trajectory (X1; : : : ; XN ). Its asymptotic behavior is studied and a central limit theorem
(CLT in the sequel) is established for d 2 ( 0:5; 0:5) [ (0:5; 1:25) inducing a CLT. Therefore, the
estimator bdN =  10 (IRN ), where d 7! 0(d) is a smooth and increasing function, is a consistent
estimator of d satisfying also a CLT (see more details below). However this new estimator was not
totally satisfying : rstly, it requires the knowledge of the second order behavior of the spectral den-
sity that is clearly unknown in practice. Secondly, its numerical accuracy is interesting but clearly
less than the one of local Whittle or log-periodogram estimators. As a consequence, in Bardet and
Dola (2012, [6]), we built an adaptive multidimensional IR estimator ed(IR)N (see its denition in
(4.15)) answering to both these points but only for  0:5 < d < 0:5. This is an adaptive semipara-
metric estimator of d and its numerical performances are often better than the ones of local Whittle
or log-periodogram estimators.
Here we extend this preliminary work to the case 0:5  d < 1:25. Hence we obtain a CLT sa-
tised by ed(IR)N for all d 2 ( 0:5; 1:25) with an explicit asymptotic variance depending only on d
and this notably allows to obtain condence intervals. The case d = 0:5 is now studied and this
oers new interesting perspectives : our adaptive estimator can be used for building a stationarity
(or nonstationarity) test since 0:5 is the \border number" between stationarity and nonstationarity.
There exist several famous stationarity (or nonstationarity) tests. For stationarity tests we may
cite the KPSS (Kwiatkowski, Phillips, Schmidt, Shin) test (see for instance Hamilton, 1994 [49], p.
514) and LMC test (see Leybourne and McCabe, 2000). For nonstationarity tests we may cite the
Augmented Dickey-Fuller test (ADF test in the sequel, see Hamilton, 1994 [49], p. 516-528) and the
Philipps and Perron test (PP test in the sequel, see for instance Elder, 2001 [31], p. 137-146). All
these tests are unit root tests, i.e. and roughly speaking, semiparametric tests based on the model
Xt = Xt 1 + "t with jj  1. A test about d = 0:5 for a process satisfying Assumption I(d) is
therefore a renement of a basic unit root test since the case  = 1 is a particular case of I(1) and
the case jj < 1 a particular case of I(0). Thus, a stationarity (or nonstationarity test) based on
the estimator of d provides a more sensible test than usual unit root tests.
This principle of stationarity test linked to d was also already investigated in many articles. We can
notably cite Robinson (1994, [80]), Tanaka (1999, [93]), Ling and Li (2001, [67]), Ling (2003, [66])
or Nielsen (2004, [73]). However, all these papers provide parametric tests, with a specied model
(for instance ARFIMA or ARFIMA-GARCH processes). More recently, several papers have been
devoted to the construction of semi-parametric tests, see for in instance Giraitis et al. (2006, [39]),
Abadir et al. (2007, [1]) or Surgailis et al. (2010, [62]).
Here we slightly restrict the general class I(d) to the Gaussian semiparametric class IG(d; ) de-
ned below (see the beginning of Section 4.2). For processes belonging to this class, we construct a
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new stationarity test eSN which accepts the stationarity assumption when ed(IR)N  0:5 + s with s a
threshold depending on the type I error test and N , while the new nonstationarity test eTN accepts
the nonstationarity assumption when ed(IR)N  0:5  s. Note that ed(IR)N  s0 also provides a test for
deciding between short and long range dependency, as this is done by the V/S test (see details in
Giraitis et al., 2003, [38])
In Section 4.5, numerous simulations are realized on several models of time series (short and long
memory processes).
First, the new multidimensional IR estimator ed(IR)N is compared to the most ecient and famous
semiparametric estimators for d 2 [ 0:4; 1:2] ; the performances of ed(IR)N are extremely convincing
and globally better than the other estimators.
Secondly, the new stationarity eSN and nonstationarity eTN tests are compared on the same bench-
mark of processes to the most famous unit root tests (KPSS and LMC, ADF and PP tests). And the
results are quite surprising : even on AR(1) or ARIMA(1,1,0) processes, multidimensional IR eSN
and eTN tests provide better results than KPSS and LMC stationarity tests which are nevertheless
constructed for such processes. Note however that ADF and PP tests provide results slightly better
than eSN and eTN tests for these processes. For long-memory processes (such as ARFIMA processes),
the results are clear : eSN and eTN tests are ecient tests of (non)stationarity while KPSS, LMC,
ADF and PP tests are not relevant at all.
Finally, we studied the stationarity and long range dependency properties of Econometric data. We
chose to apply estimators and tests to the log-returns of daily closing value of 5 classical Stocks
and Exchange Rate Markets. After cutting the series in 3 stages using an algorithm of change de-
tection, we found again this well known result : the log-returns are stationary and short memory
processes while absolute values or powers of absolute values of log-returns are generally stationary
and long memory processes. Classical stationarity or nonstationarity tests are not able to lead to
such conclusions. We also remarked that these time series during the \last" (and third) stages (after
1997 for almost all) are generally closer to nonstationary processes than during the previous stages
with a long memory parameter close to 0:5.
The forthcoming Section 4.2 is devoted to the denition and asymptotic behavior of the adap-
tive multidimensional IR estimator of d. The stationarity and nonstationarity tests are presented
in Section 4.4 while Section 4.5 provides the results of simulations and application on econometric
data. Finally Section 4.6 contains the proofs of main results.
4.2 The multidimensional increment ratio statistic
In this paper we consider a semiparametric class IG(d; ) : for 0  d < 1:5 and  > 0 dene :
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Assumption IG(d; ) : X = (Xt)t2Z is a Gaussian time series such that there exist  > 0,
c0 > 0, c
0
0 > 0 and c1 2 R satisfying :
1. if d < 0:5, X is a stationary process having a spectral density f satisfying for all  2 ( ; 0)[
(0; )
f() = c0jj 2d + c1jj 2d+ +O
 jj 2d++ and jf 0()j  c00 jj 2d 1: (4.3)
2. if 0:5  d < 1:5, U = (Ut)t2Z = Xt  Xt 1 is a stationary process having a spectral density f
satisfying for all  2 ( ; 0) [ (0; )
f() = c0jj2 2d + c1jj2 2d+ +O
 jj2 2d++ and jf 0()j  c00 jj 2d+1: (4.4)
Note that Assumption IG(d; ) is a particular (but still general) case of the more usual set I(d) of
fractionally integrated processes dened above.
Remark 10. We considered here only Gaussian processes. In Surgailis et al. (2008) and Bardet
and Dola (2012, [6]), simulations exhibited that the obtained limit theorems should be also valid
for linear processes. However a theoretical proof of such result would require limit theorems for
functionals of multidimensional linear processes dicult to be established.
In this section, under Assumption IG(d; ), we establish central limit theorems which extend to
the case d 2 [0:5; 1:25) those already obtained in Bardet and Dola (2012, [6]) for d 2 ( 0:5; 0:5).
Let X = (Xk)k2N be a process satisfying Assumption IG(d; ) and (X1;    ; XN ) be a path of X.
For any ` 2 N dene
IRN (`) :=
1
N   3`
N 3` 1X
k=0
( k+X`
t=k+1
Xt+`  
k+X`
t=k+1
Xt) + (
k+2`X
t=k+`+1
Xt+`  
k+2`X
t=k+`+1
Xt)

( k+X`
t=k+1
Xt+`  
k+X`
t=k+1
Xt)
+ ( k+2`X
t=k+`+1
Xt+`  
k+2`X
t=k+`+1
Xt)
 : (4.5)
The statistic IRN was rst dened in Surgailis et al. (2008) as a way to estimate the memory
parameter. In Bardet and Surgailis (2011) a simple version of IR-statistic was also introduced to
measure the roughness of continuous time processes. The main interest of such a statistic is to be
very robust to additional or multiplicative trends.
As in Bardet and Dola (2012, [6]), let mj = j m; j = 1;    ; p with p 2 N and m 2 N, and dene
the random vector (IRN (mj))1jp. In the sequel we naturally extend the results obtained for
m 2 N to m 2 (0;1) by the convention : (IRN (j m))1jp = (IRN (j [m]))1jp (which changes
nothing to the asymptotic results).
For H 2 (0; 1), let BH = (BH(t))t2R be a standard fractional Brownian motion, i.e. a cente-
red Gaussian process having stationary increments and such as Cov
 
BH(t) ; BH(s)

= 12
 jtj2H +
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jsj2H jt sj2H. Now, using obvious modications of Surgailis et al. (2008), for d 2 ( 0:5; 1:25) and
p 2 N, dene the stationary multidimensional centered Gaussian processes  Z(1)d ();    ; Z(p)d ()
such as for  2 R,
Z
(j)
d () :=
8>><>>:
p
2d(2d+ 1)pj4d+0:5   4j
Z 1
0
 
Bd 0:5( + s+ j) Bd 0:5( + s)

ds if d 2 (0:5; 1:25)
1pj4d+0:5   4j  Bd+0:5( + 2j)  2Bd+0:5( + j) +Bd+0:5() if d 2 ( 0:5; 05)
(4.6)
and by continuous extension when d! 0:5 :
Cov
 
Z
(i)
0:5(0); Z
(j)
0:5()

:=
1
4 log 2
   h( + i  j) + h( + i) + h(   j)  h() for  2 R;
with h(x) = 12
 jx 1j2 log jx 1j+jx+1j2 log jx+1j 2jxj2 log jxj for x 2 R, using the convention 0
log 0 = 0. Now, we establish a multidimensional central limit theorem satised by (IRN (j m))1jp
for all d 2 ( 0:5; 1:25) :
Proposition 4. Assume that Assumption IG(d; ) holds with  0:5  d < 1:25 and  > 0. Thenr
N
m

IRN (j m)  E

IRN (j m)

1jp
L !
[N=m]^m!1
N (0; p(d)) (4.7)
with  p(d) = (i;j(d))1i;jp where for i; j 2 f1; : : : ; pg,
i;j(d) : =
Z 1
 1
Cov
 jZ(i)d (0) + Z(i)d (i)j
jZ(i)d (0)j+ jZ(i)d (i)j
jZ(j)d () + Z(j)d ( + j)j
jZ(j)d ()j+ jZ(j)d ( + j)j

d: (4.8)
The proof of this proposition as well as all the other proofs is given in Section 4.6. As numerical
experiments seem to show, we will assume in the sequel that  p(d) is a denite positive matrix for
all d 2 ( 0:5; 1:25).
Now, this central limit theorem can be used for estimating d. To begin with,
Property 4. Let X satisfying Assumption IG(d; ) with 0:5  d < 1:5 and 0 <   2. Then, there
exists a non-vanishing constant K(d; ) depending only on d and  such that for m large enough,
E

IRN (m)

=
(
0(d) +K(d; )m 
 
1 + o(1)

if  < 1 + 2d
0(d) +K(0:5; )m 2 logm
 
1 + o(1)

if  = 2 and d = 0:5
with 0(d) := ((d)) where (d) :=
8>><>>:
4d+1:5   9d+0:5   7
2(4  4d+0:5) for 0:5 < d < 1:5
9 log(3)
8 log(2)
  2 for d = 0:5
(4.9)
and (r) :=
2

arctan
r
1 + r
1  r +
1

r
1 + r
1  r log(
2
1 + r
) for jrj  1: (4.10)
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Therefore by choosing m and N such as
 p
N=m

m  logm ! 0 when m;N ! 1, the term
E

IR(jm)

can be replaced by 0(d) in Proposition 4. Then, using the Delta-method with the
function (xi)1ip 7! ( 10 (xi))1ip (the function d 2 ( 0:5; 1:5) ! 0(d) is a C1 increasing
function), we obtain :
Theorem 3. Let bdN (j m) :=  10  IRN (j m) for 1  j  p. Assume that Assumption IG(d; )
holds with 0:5  d < 1:25 and 0 <   2. Then if m  C N with C > 0 and (1 + 2) 1 <  < 1,r
N
m
bdN (j m)  d
1jp
L !
N!1
N

0; (00(d))
 2  p(d)

: (4.11)
This result is an extension to the case 0:5  d  1:25 from the case  0:5 < d < 0:5 already obtained
in Bardet and Dola (2012, [6]). Note that the consistency of bdN (j m) is ensured when 1:25  d < 1:5
but the previous CLT does not hold (the asymptotic variance of
q
N
m
bdN (j m) diverges to 1 when
d! 1:25 (see Surgailis et al.,[92] , 2008).
Now dene bN (m) := (00(bdN (m)) 2  p(bdN (m)): (4.12)
The function d 2 ( 0:5; 1:5) 7! (d)=0(d) is C1 and therefore, under assumptions of Theorem 3,
bN (m) P !
N!1
(00(d))
 2  p(d):
Thus, a pseudo-generalized least square estimation (LSE) of d ican be dened by
edN (m) :=  J|p  bN (m) 1Jp 1 J|p  bN (m) 1 bdN (mi)1ip
with Jp := (1)1jp and denoting J|p its transpose. From Gauss-Markov Theorem, the asymptotic
variance of edN (m) is smaller than the one of bdN (jm), j = 1; : : : ; p. Hence, we obtain under the
assumptions of Theorem 3 :r
N
m
 edN (m)  d L !
N!1
N

0 ; 00(d)
 2  J|p   1p (d)Jp 1: (4.13)
4.3 The adaptive version of the estimator
Theorem 3 and CLT (4.13) require the knowledge of  to be applied. But in practice  is unknown.
The procedure dened in Bardet et al. (2008) or Bardet and Dola (2012, [6]) can be used for
obtaining a data-driven selection of an optimal sequence (emN ) derived from an estimation of . Since
the case d 2 ( 0:5; 0:5) was studied in Bardet and Dola (2012, [6]) we consider here d 2 [0:5; 1:25)
and for  2 (0; 1), dene
QN (; d) :=
 bdN (j N)  edN (N)|1jp bN (N) 1 bdN (j N)  edN (N)1jp; (4.14)
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which corresponds to the sum of the pseudo-generalized squared distance between the points
(bdN (j N))j and PGLS estimate of d. Note that by the previous convention, bdN (j N) = bdN (j [N])
and edN (N) = edN ([N]). Then bQN () can be minimized on a discretization of (0; 1) and dene :
bN := Argmin2AN bQN () with AN = n 2logN ; 3logN ; : : : ; log[N=p]logN o:
Remark 11. The choice of the set of discretization AN is implied by our proof of convergence ofbN to . If the interval (0; 1) is stepped in N c points, with c > 0, the used proof cannot attest
this convergence. However logN may be replaced in the previous expression of AN by any negligible
function of N compared to functions N c with c > 0 (for instance, (logN)a or a logN with a > 0
can be used).
From the central limit theorem (4.11) one deduces the following limit theorem :
Proposition 5. Assume that Assumption IG(d; ) holds with 0:5  d < 1:25 and 0 <   2. Then,
bN P !
N!1
 =
1
(1 + 2)
:
Finally dene
emN := N eN with eN := bN + 6 bN
(p  2)(1  bN )  log logNlogN :
and the estimator ed(IR)N := edN (emN ) = edN (N eN ): (4.15)
(the denition and use of eN instead of bN are explained just before Theorem 2 in Bardet and
Dola, 2012). The following theorem provides the asymptotic behavior of the estimator ed(IR)N :
Theorem 4. Under assumptions of Proposition 5,r
N
N eN
 ed(IR)N   d L !
N!1
N

0 ; 00(d)
 2  J|p   1p (d)Jp 1: (4.16)
Moreover, 8 > 2(1 + 3)
(p  2) ;
N

1+2
(logN)
  ed(IR)N   d P !
N!1
0:
The convergence rate of ed(IR)N is the same (up to a multiplicative logarithm factor) than the one of
minimax estimator of d in this semiparametric frame (see Giraitis et al., 1997). The supplementary
advantage of ed(IR)N with respected to other adaptive estimators of d (see for instance Moulines and
Soulier, 2003, for an overview about frequency domain estimators of d) is the central limit theorem
(4.16) satised by ed(IR)N . Moreover ed(IR)N can be used for d 2 ( 0:5; 1:25), i.e. as well for stationary
and non-stationary processes, without modications in its denition. Both this advantages allow to
dene stationarity and nonstationarity tests based on ed(IR)N .
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4.4 Stationarity and nonstationarity tests
Assume that (X1; : : : ; XN ) is an observed trajectory of a process X = (Xk)k2Z. We dene here new
stationarity and nonstationarity tests for X based on ed(IR)N .
4.4.1 A stationarity test
There exist many stationarity and nonstationarity test. The most famous stationarity tests are
certainly the following unit root tests :
{ The KPSS (Kwiatkowski, Phillips, Schmidt, Shin) test (see for instance Hamilton, 1994, p. 514) ;
{ The LMC (Leybourne, McCabe) test which is a generalization of the KPSS test (see for instance
Leybourne and McCabe, 1994 and 1999)
Here, we consider the following problem of test :
{ Hypothesis H0 (stationarity) : (Xt)t2Z is a process satisfying Assumption IG(d; ) with d 2
[ a0; a00] where 0  a0; a00 < 1=2 and  2 [b0; 2] where 0 < b0  2.
{ Hypothesis H1 (nonstationarity) : (Xt)t2Z is a process satisfying Assumption IG(d; ) with d 2
[0:5; a1] where 0  a1 < 1:25 and  2 [b1; 2] where 0 < b1  2.
We use a test based on ed(IR)N for deciding between these hypothesis. Hence from the previous CLT
4.16 and with a type I error , dene
eSN :=ed(IR)N >0:5+p(0:5) q1 N(eN 1)=2 ; (4.17)
where p(0:5) =

00(0:5)
 2  J|p   1p (0:5)Jp 11=2(see (4.16)) and q1  is the (1   ) quantile of
a standard Gaussian random variable N (0; 1).
Then we dene the following rules of decision :
{ H0 (stationarity) is accepted when eSN = 0 and rejected when eSN = 1.
Remark 12. In fact, the previous stationarity test eSN dened in (4.17) can also be seen as a
semi-parametric test d < d0 versus d  d0 with d0 = 0:5. It is obviously possible to extend it to any
value d0 2 ( 0:5; 1:25) by dening eS(d0)N :=ed(IR)N >d0+p(d0) q1 N(eN 1)=2 :
From previous results, it is clear that :
Property 5. Under Hypothesis H0, the asymptotic type I error of the test eSN is  and under
Hypothesis H1, the test power tends to 1.
Moreover, this test can be used as a unit root test. Indeed, dene the following typical problem of
unit root test. Let Xt = at+ b+ "t, with (a; b) 2 R2, and "t an ARIMA(p; d; q) with d = 0 or d = 1.
Then, a (simplied) problem of a unit root test is to decide between :
{ HUR0 : d = 0 and ("t) is a stationary ARMA(p; q) process.
{ HUR1 : d = 1 and ("t   "t 1)t is a stationary ARMA(p; q) process.
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Then,
Property 6. Under assumption HUR0 , the type I error of this unit root test problem using
eSN
decreases to 0 when N !1 and the test power tends to 1.
4.4.2 A new nonstationarity test
Famous unit root tests are more often nonstationarity test. For instance, between the most famous
tests,
{ The Augmented Dickey-Fuller test (see Hamilton, 1994, p. 516-528 for details) ;
{ The Philipps and Perron test (a generalization of the ADF test with more lags) (see for instance
Elder, 2001, p. 137-146).
Using the statistic ed(IR)N we propose a new nonstationarity test eTN for deciding between :
{ Hypothesis H 00 (nonstationarity) : (Xt)t2Z is a process satisfying Assumption IG(d; ) with d 2
[0:5; a00] where 0:5  a00 < 1:25 and  2 [b00; 2] where 0 < b00  2.
{ Hypothesis H 01 (stationarity) : (Xt)t2Z is a process satisfying Assumption IG(d; ) with d 2
[ a01; b01] where 0  a01; b01 < 1=2 and  2 [c01; 2] where 0 < c01  2.
Then, the rule of the test is the following : Hypothesis H 00 is accepted when eTN = 1 and rejected
when eTN = 0 where
eTN :=ed(IR)N <0:5 p(0:5) q1 N(eN 1)=2 : (4.18)
Then as previously
Property 7. Under Hypothesis H 00, the asymptotic type I error of the test eTN is  and under
Hypothesis H 01 the test power tends to 1.
As previously, this test can also be used as a unit root test where Xt = at+ b+ "t, with (a; b) 2 R2,
and "t an ARIMA(p; d; q) with d = 0 or d = 1. We consider here a \second" simplied problem of
unit root test which is to decide between :
{ HUR
0
0 : d = 1 and ("t   "t 1)t is a stationary ARMA(p; q) process.
{ HUR
0
1 : d = 0 and ("t)t is a stationary ARMA(p; q) process..
Then,
Property 8. Under assumption HUR
0
0 , the type I error of the unit root test problem using
eTN
decreases to 0 when N !1 and the test power tends to 1.
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4.5 Results of simulations and application to Econometric
and Financial data
4.5.1 Numerical procedure for computing the estimator and tests
First of all, softwares used in this Section are available on http://samm.univ-paris1.fr/-Jean-Marc-Bardet
with a free access on (in Matlab language) as well as classical estimators or tests.
The concrete procedure for applying our MIR-test of stationarity is the following :
1. using additional simulations (realized on ARMA, ARFIMA, FGN processes and not presented
here for avoiding too much expansions), we have observed that the value of the parameter p
is not really important with respect to the accuracy of the test (less than 10% on the value
of ed(IR)N ). However, for optimizing our procedure we chose p as a stepwise function of n :
p = 5fn<120g +10f120n<800g +15f800n<10000g +20fn10000g
and 5(0:5) ' 0:9082; 10(0:5) ' 0:8289; 15(0:5) ' 0:8016 and 20(0:5) ' 0:7861.
2. then using the computation of emN presented in Section 4.3, the adaptive estimator ed(IR)N
(dened in (4.15)) and the test statistics eSN (dened in (4.17)) and eTN (dened in (4.18))
are computed.
4.5.2 Monte-Carlo experiments on several time series
In the sequel the results are obtained from 300 generated independent samples of each process
dened below. The concrete procedures of generation of these processes are obtained from the
circulant matrix method, as detailed in Doukhan et al. (2003). The simulations are realized for
dierent values of d and N and processes which satisfy Assumption IG(d; ) :
1. the usual ARIMA(p; d; q) processes with respectively d = 0 or d = 1 and an innovation process
which is a Gaussian white noise. Such processes satisfy Assumption IG(0; 2) or IG(1; 2) holds
(respectively) ;
2. the ARFIMA(p; d; q) processes with parameter d such that d 2 ( 0:5; 1:25) and an innovation
process which is a Gaussian white noise. Such ARFIMA(p; d; q) processes satisfy Assumption
IG(d; 2) (note that ARIMA processes are particular cases of ARFIMA processes).
3. the Gaussian stationary processes X(d;), such as its spectral density is
f3() =
1
jj2d (1 + c1 jj
) for  2 [ ; 0) [ (0; ]; (4.19)
with d 2 ( 0:5; 1:5), c1 > 0 and  2 (0;1). Therefore the spectral density f3 implies that
Assumption IG(d; ) holds. In the sequel we will use c1 = 5 and  = 0:5, implying that the
second order term of the spectral density is less negligible than in case of FARIMA processes.
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Comparison of ed(IR)N with other semiparametric estimators of d
Here we rst compare the performance of the adaptive MIR-estimator ed(IR)N with other famous
semiparametric estimators of d :
{ ed(MS)N is the adaptive global log-periodogram estimator introduced by Moulines and Soulier
(2003), also called FEXP estimator, with bias-variance balance parameter  = 2. Such an es-
timator was shown to be consistent for d 2]  0:5; 1:25].
{ ed(ADG)N is the extended local Whittle estimator dened by Abadir, Distaso and Giraitis (2007)
which is consistent for d >  3=2. It is a generalization of the local Whittle estimator introduced
by Robinson (1995b), consistent for d < 0:75, following a rst extension proposed by Phillips
(1999) and Shimotsu and Phillips (2005). This estimator avoids the tapering used for instance in
Velasco (1999b) or Hurvich and Chen (2000). The trimming parameter is chosen as m = N0:65
(this is not an adaptive estimator) following the numerical recommendations of Abadir et al.
(2007).
{ ed(WAV )N is an adaptive wavelet based estimator introduced in Bardet et al. ([8], 2013) using a
Lemarie-Meyer type wavelet (another similar choice could be the adaptive wavelet estimator
introduced in Veitch et al., 2003, using a Daubechie's wavelet, but its robustness property are
slightly less interesting). The asymptotic normality of such estimator is established for d 2 R
(when the number of vanishing moments of the wavelet function is large enough).
Table 4.1, 4.2, 4.3 and 4.4 respectively provide the results of simulations for ARIMA(1; d; 0),
ARFIMA(0; d; 0), ARFIMA(1; d; 1) and X(d;) processes for several values of d (or other para-
meters  or ) and N .
Conclusions of simulations : In more than 50% of cases, the estimator ed(IR)N provides the smal-
lest
p
MSE among the 4 semiparametric estimators. The good performances of ed(IR)N with respect
to the other estimators are particularly clear for d 2 [0:5; 1:20]. However, we can remark that the es-
timator ed(IR)N is slightly less ecient for ARFIMA(1; d; 1) processes and especially X(d;) processes,
that is to say, when the spectral density is slightly less smooth (i.e. close to a power law function).
Comparison of MIR tests eSN and eTN with other famous stationarity or nonstationarity
tests
Monte-Carlo experiments were done for evaluating the performances of new tests eSN and eTN and
for comparing them to most famous stationarity (KPSS and LMC) or nonstationarity (ADF and
PP) tests (see more details on these tests in the previous section). For these tests we selected a
classical \optimal" lag parameter k such as :
{ k =
h
3
13
p
n
i
for KPSS test ;
{ k = 0 for LMC test ;
{ k =
h
(n  1)1=3
i
for ADF test ;
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{ k =
h
4
 
n
100
1=4i
for PP test ;
We also computed the results of V/S test, which is a nonparametric long-memory test (see more
details Giraitis et al., 2007). This test is useful when d < 0:5 but it can not really distinguish the
stationary case d 2 (0; 0:5) to the nonstationary case d  0:5.
The results of these simulations with a type I error classically chosen to 0:05 are provided in Tables
4.5, 4.6, 4.7 and 4.8.
Conclusions of simulations : For ARIMA(p; d; 0) processes with d = 0 or d = 1 (notably AR(1)
process when d = 0), ADF and PP tests are more accurate than our adaptive MIR tests. This is not
really a surprise since those classical tests are unit root tests and are built from ARIMA processes.
What is more surprising is that our MIR tests provide better results than KPSS and LMC tests
(for LMC only in the case d = 1).
In case of ARFIMA or X(d;) processes which are stationary long-memory processes when 0 < d <
0:5 and nonstationary processes when d  0:5, all the classical tests are not able to distinguish
between the cases d = 0 and d = 1. Hence, if 0 < d < 1, the asymptotic bahaviors of KPSS or LMC
tests are the same than for d = 0 : they accept the stationarity assumption H0. In contrast, ADF
and PP tests accept the nonstationarity assumption H 00 even if the processes are stationary when
0 < d < 0:5. This is not really a problem with the V/S test since this test is built for distinguishing
between short and long memory processes. Conversely, the adaptive MIR tests (especially nonsta-
tionarity test eTN ) which are based on the estimation of the memory parameter are very ecient
for distinguishing between the stationary case d < 0:5 and the nonstationary case d  0:5.
Finally, these simulations show that the adaptive MIR tests (especially nonstationarity test eTN )
are the best trade-o for detecting the stationarity/nonstationarity of a process.
4.5.3 Application to the the Stocks and the Exchange Rate Markets
We applied the adaptive MIR statistics as well as the other famous long-memory estimators and
stationarity tests to Econometric data, the Stocks and Exchange Rate Markets. More precisely, the
5 following daily closing value time series are considered :
1. The USA Dollar Exchange rate in Deusch-Mark, from 11=10=1983 to 08=04=2011 (7174 obs.).
2. The USA Dow Jones Transportation Index, from 31=12=1964 to 08=04=2011 (12072 obs.).
3. The USA Dow Jones Utilities Index, from 31=12=1964 to 08=04=2011 (12072 obs.).
4. The USA Nasdaq Industrials Index, from 05=02=1971 to 08=04=2011 (10481 obs.).
5. The Japan Nikkei225A Index, from 03=04=1950 to 8=04=2011 (15920 obs.).
We considered the log-return of this data and tried to test their stationarity properties. Since
stationarity or nonstationarity tests are not able to detect (oine) changes, we rst used an algo-
rithm developed by M. Lavielle for detecting changes (this free software can be downloaded from
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N = 500 d = 0 d = 0 d = 0 d = 1 d = 1 d = 1
ARIMA(1; d; 0) =-0.5 =-0.7 =-0.9 =-0.1 =-0.3 =-0.5
p
MSE ed(IR)N 0.163 0.265 0.640 0.093 0.102 0.109p
MSE ed(MS)N 0.138 0.148 0.412 0.172 0.163 0.170p
MSE ed(ADG)N 0.125 0.269 0.679 0.074 0.078 0.120p
MSE ed(WAV )N 0.246 0.411 0.758 0.067 0.099 0.133
N = 5000 d = 0 d = 0 d = 0 d = 1 d = 1 d = 1
ARFIMA(1,d,0) =-0.5 =-0.7 =-0.9 =-0.1 =-0.3 =-0.5
p
MSE ed(IR)N 0.077 0.106 0.293 0.027 0.048 0.062p
MSE ed(MS)N 0.045 0.050 0.230 0.046 0.046 0.040p
MSE ed(ADG)N 0.043 0.085 0.379 0.031 0.032 0.036p
MSE ed(WAV )N 0.080 0.103 0.210 0.037 0.044 0.054
Table 4.1 { : Comparison between ed(IR)N and other famous semiparametric estimators of d (ed(MS)N , ed(ADG)N
and ed(WAV )N ) applied to ARIMA(1; d; 0) process ((1 B)d(1 + B)X = "), with several  and N values
his homepage : http://www.math.u-psud.fr/lavielle/programmes lavielle.html). This al-
gorithm provides the choice of detecting changes in mean, in variance, ..., and we chose to detect
parametric changes in the distribution. Note that the number of changes is also estimated since this
algorithm is based on the minimization of a penalized contrast. We obtained for each time series
an estimated number of changes equal to 2 which are the following :
{ Two breaks points for the US dollar-Deutsch Mark Exchange rate return are estimated, corres-
ponding to the dates : 21/08/2006 and 24/12/2007. The Financial crisis of 2007-2011, followed
by the late 2000 recession and the 2010 European sovereign debt crisis can cause such breaks.
{ Both the breaks points estimated for the US Dow Jones Transportation Index return, of the
New-York Stock Market, correspond to the dates : 17/11/1969 and 15/09/1997. The rst break
change can be a consequence on transportation companies diculties the American Viet-Nam
war against communist block. The second change point can be viewed as a contagion by the
spread of the Thai crisis in 1997 to other countries and mainly the US stock Market.
{ Both the breaks points estimated for the US Dow Jones Utilities Index return correspond to the
dates : 02/06/1969 and 14/07/1998. The same arguments as above can justify the rst break. The
second at 1998 is probably a consequence of \the long very acute crisis in the bond markets,...,
the dramatic scal crisis and Russian Flight to quality caused by it, may have been warning the
largest known by the global nancial system : we never went too close to a denitive breakdown
of relations between the various nancial instruments\(Wikipedia).
{ The two breaks points for the US Nasdaq Industrials Index return correspond to the dates :
17/07/1998 and 27/12/2002. The rst break at 1998 is explained by the Russian ight to quality
as above. The second break at 2002 corresponds to the Brazilian public debt crisis of 2002 toward
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N = 500 d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
ARFIMA(0,d,0)
p
MSE ed(IR)N 0.088 0.092 0.097 0.096 0.101 0.101 0.099 0.105p
MSE ed(MS)N 0.144 0.134 0.146 0.152 0.168 0.175 0.165 0.157p
MSE ed(ADG)N 0.075 0.078 0.080 0.084 0.083 0.079 0.077 0.081p
MSE ed(WAV )N 0.071 0.079 0.087 0.088 0.087 0.085 0.069 0.076
N = 5000 d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
ARFIMA(0,d,0)
p
MSE ed(IR)N 0.037 0.025 0.031 0.031 0.035 0.035 0.038 0.049p
MSE ed(MS)N 0.043 0.042 0.043 0.042 0.055 0.054 0.046 0.147p
MSE ed(ADG)N 0.034 0.033 0.032 0.036 0.033 0.032 0.033 0.032p
MSE ed(WAV )N 0.033 0.032 0.031 0.023 0.023 0.038 0.039 0.041
Table 4.2 { : Comparison between ed(IR)N and other famous semiparametric estimators of d (ed(MS)N , ed(ADG)N
and ed(WAV )N ) applied to ARFIMA(0; d; 0) process, with several d and N values
foreign owners (mainly the U.S. and the IMF) which implicitly assigns a default of payment
probability close to 100% with a direct impact on the nancial markets indexes as the Nasdaq.
{ Both the breaks points estimated for the Japanese Nikkei225A Index return corresponds to the
dates 29/10/1975 and 12/02/1990, perhaps as consequence of the strong dependency of Japan to
the middle east Oil following 1974 or anticipating 1990 oil crisis. The credit crunch which is seen
as a major factor in the U.S. recession of 1990-91 can play a role in the second break point.
Data and estimated instant breaks can be seen on Figure 4.1. Then, we applied the estimators and
tests described in the previous subsection on trajectories obtained in each stages for the 5 economic
time series. These applications were done on the log-returns, their absolute values, their squared
values and their -power laws with  maximized for each LRD estimators. The results of these
numerical experiments can be seen in Tables 4.9-4.13.
Conclusions of numerical experiments : We exhibited again the well known result : the log-
returns are stationary and short memory processes while absolute values or power  of log-returns
are generally stationary but long memory processes (for this conclusion, we essentially consider the
results of eSN , eTN and V/S tests since the other tests have been shown not to be relevant in the cases
of long-memory processes). However the last and third estimated stage of each time series provides
generally the largest estimated values of the memory parameter d (for power law of log-returns)
which are close to 0:5 ; hence, for Nasdaq time series, we accepted the nonstationarity assumption.
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Figure 4.1 { The nancial data (DowJonesTransportations, DowJonesUtilities, NasdaqIndustrials,
Nikkei225A and US Dollar vs Deutsch Mark) : original data (left) and log-return with their both
estimated breaks instants (right) occurred at the distribution Changes
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N = 500
ARFIMA(1,d,1) d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
 =  0:3 ;  = 0:7
p
MSE ed(IR)N 0.152 0.132 0.125 0.125 0.118 0.117 0.111 0.112p
MSE ed(MS)N 0.138 0.137 0.144 0.155 0.161 0.179 0.172 0.170p
MSE ed(ADG)N 0.092 0.088 0.090 0.097 0.096 0.087 0.087 0.087p
MSE ed(WAV )N 0.173 0.154 0.152 0.148 0.139 0.132 0.105 0.098
N = 5000
ARFIMA(1,d,1) d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
 =  0:3 ;  = 0:7
p
MSE ed(IR)N 0.070 0.062 0.053 0.052 0.052 0.054 0.059 0.58p
MSE ed(MS)N 0.038 0.042 0.041 0.050 0.052 0.054 0.045 0.150p
MSE ed(ADG)N 0.039 0.035 0.033 0.037 0.038 0.037 0.035 0.033p
MSE ed(WAV )N 0.049 0.057 0.056 0.053 0.051 0.050 0.048 0.050
Table 4.3 { : Comparison between ed(IR)N and other famous semiparametric estimators of d (ed(MS)N , ed(ADG)N
and ed(WAV )N ) applied to ARFIMA(1; d; 1) process (with  =  0:3 and  = 0:7), with several d and N values.
4.6 Proofs
Proof of Proposition 4. This proposition is based on results of Surgailis et al. (2008) and was already
proved in Bardet et Dola (2012) in the case  0:5 < d < 0:5.
Mutatis mutandis, the case 0:5 < d < 1:25 can be treated exactly following the same steps.
The only new proof which has to be established concerns the case d = 0:5 since Surgailis et al.
(2008) do not provide a CLT satised by the (unidimensional) statistic IRN (m) in this case. Let
Ym(j) the standardized process dened Surgailis et al. (2008). Then, for d = 0:5,
8j  1; jm(j)j =
E Ym(j)Ym(0) = 2
V 2m
 Z 
0
cos(jx) x
 
c0 +O(x
)
 sin4(mx2 )
sin4(x2 )
dx
:
Denote m(j) = m(j) =
2
V 2m
 
I1+ I2

as in (5.39) of Surgailis et al. (2008). Both inequalities (5.41)
and (5.42) remain true for d = 0:5 and
jI1j  C m
3
j
; jI2j  C m
4
j2
=) jI1+I2j  C m
3
j
=) jm(j)j = jm(j)j  2
V 2m
 jI1+I2j  C m
j
:
Now let m(j) :=
jYm(j)+Ym(j+m)j
jYm(j)j+jYm(j+m)j :=  

Ym(j); Ym(j + m)

. The Hermite rank of the function
 is 2 and therefore the equation (5.23) of Surgailis et al. (2008) obtained from Arcones Lemma
remains valid. Hence : Cov(m(0); m(j))  Cm2
j2
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N = 500 d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
X(d;)
p
MSE ed(IR)N 0.110 0.170 0.201 0.211 0.209 0.205 0.210 0.202p
MSE ed(MS)N 0.187 0.188 0.204 0.200 0.192 0.187 0.200 0.192p
MSE ed(ADG)N 0.177 0.182 0.190 0.184 0.174 0.179 0.196 0.189p
MSE ed(WAV )N 0.224 0.225 0.230 0.220 0.213 0.199 0.185 0.175
N = 5000 d =  0:2 d = 0 d = 0:2 d = 0:4 d = :6 d = 0:8 d = 1 d = 1:2
X(d;)
p
MSE ed(IR)N 0.110 0.152 0.150 0.151 0.152 0.153 0.152 0.142p
MSE ed(MS)N 0.120 0.123 0.132 0.131 0.132 0.127 0.104 0.155p
MSE ed(ADG)N 0.139 0.138 0.141 0.134 0.134 0.140 0.140 0.143p
MSE ed(WAV )N 0.170 0.173 0.167 0.165 0.167 0.166 0.164 0.150
Table 4.4 { : Comparison between ed(IR)N and other famous semiparametric estimators of d (ed(MS)N , ed(ADG)N
and ed(WAV )N ) applied to X(d;) process with several d and N values.
from Lemma (8.2) and then the equations (5.28-5.31) remain valid for all d 2 [0:5; 1:25). Then for
d = 0:5, r
N
m

IRN (m)  E

IRN (m)
 L !
[N=m]^m!1
N  0; 2(0:5);
with 2(0:5) ' (0:2524)2.
Proof of Property 4. As in Surgailis et al (2008), we can write :
E

IRN (m)

= E
  jY 0 + Y 1j
jY 0j+ jY 1j

= (
Rm
V 2m
) with
Rm
V 2m
:= 1  2
R 
0
f(x)
sin6(mx2 )
sin2( x2 )
dxR 
0
f(x)
sin4(mx2 )
sin2( x2 )
dx
:
Therefore an expansion of Rm=V
2
m provides an expansion of E

IRN (m)

when m!1.
Step 1 Let f satisfy Assumption IG(d; ). Then we are going to establish that there exist po-
sitive real numbers C1, C2 and C3 specied in (4.20), (4.21) and (4.22) such that for 0:5  d < 1:5
and with (d) dened in (4.9),
1: if  < 2d  1, Rm
V 2m
= (d) + C1(2  2d; )m  +O

m 2 +m 2

;
2: if  = 2d  1, Rm
V 2m
= (d) + C2(2  2d; )m  +O

m 2 +m 2  log(m) +m 2

;
3: if 2d  1 <  < 2d+ 1, Rm
V 2m
= (d) + C3(2  2d; )m  +O

m   +m 2d 1 log(m) +m 2

;
4: if  = 2d+ 1,
Rm
V 2m
= (d) +O

m 2d 1 log(m) +m 2

:
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N = 500 d = 0 d = 0 d = 0 d = 1 d = 1 d = 1
ARIMA(1; d; 0) =-0.5 =-0.7 =-0.9 =-0.1 =-0.3 =-0.5eSN : Accepted H0 1 1 0.37 0 0 0
KPSS : Accepted H0 0.88 0.78 0.29 0 0 0
LMC : Accepted H0 0.97 1 0.84 0.02 0 0
V=S : Accepted H0 0.96 0.93 0.84 0.09 0.08 0.12eTN : Rejected H00 0.99 0.77 0.08 0 0 0bTADG : Rejected H00 1 0.94 0 0 0 0
ADF : Rejected H00 1 1 1 0.06 0.04 0.04
PP : Rejected H00 1 1 1 0.06 0.03 0.02
N = 5000 d = 0 d = 0 d = 0 d = 1 d = 1 d = 1
ARIMA(1; d; 0) =-0.5 =-0.7 =-0.9 =-0.1 =-0.3 =-0.5eSN : Accepted H0 1 1 0.91 0 0 0
KPSS : Accepted H0 0.95 0.91 0.70 0 0 0
LMC : Accepted H0 0.95 1 1 0 0 0
V=S : Accepted H0 0.93 0.97 0.90 0 0 0eTN : Rejected H00 1 1 0.87 0 0 0bTADG : Rejected H00 1 1 0.95 0 0 0
ADF : Rejected H00 1 1 1 0.09 0.01 0.04
PP : Rejected H00 1 1 1 0.07 0.01 0.04
Table 4.5 { Comparisons of stationarity and nonstationarity tests from 300 independent replications of
ARIMA(1; d; 0) processes (Xt+Xt 1 = "t) for several values of  and N . The accuracy of tests is measured
by the frequencies of trajectories \accepted as stationary" (accepted H0 or rejected H
0
0) among the 300
replications which should be close to 1 for d 2 ( 0:5; 0:5) and close to 0 for d 2 [0:5; 1:2]
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N = 500
ARFIMA(0; d; 0) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2eSN : Accepted H0 1 1 1 1 0.72 0.09 0.01 0
KPSS : Accepted H0 1 0.95 0.63 0.21 0.06 0.01 0 0
LMC : Accepted H0 0 0.06 0.75 1 1 1 0.52 0
V=S : Accepted H0 1 0.97 0.81 0.51 0.30 0.20 0.09 0.05eTN : Rejected H00 1 1 0.97 0.53 0.02 0 0 0bTADG : Rejected H00 1 1 0.99 0.48 0.01 0 0 0
ADF : Rejected H00 1 1 1 0.98 0.60 0.24 0.06 0.01
PP : Rejected H00 1 1 1 1 0.90 0.43 0.05 0
N = 5000
ARFIMA(0; d; 0) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2eSN : Accepted H0 1 1 1 1 0.08 0 0 0
KPSS : Accepted H0 1 0.95 0.35 0.01 0 0 0 0
LMC : Accepted H0 0 0.05 0.97 1 1 1 0.53 0
V=S : Accepted H0 1 0.95 0.50 0.17 0.05 0 0 0eTN : Rejected H00 1 1 1 0.94 0 0 0 0bTADG : Rejected H00 1 1 1 0.89 0 0 0 0
ADF : Rejected H00 1 1 1 1 0.88 0.53 0.07 0
PP : Rejected H00 1 1 1 1 1 0.75 0.07 0
Table 4.6 { Comparisons of stationarity and nonstationarity tests from 300 independent replications
of ARFIMA(0; d; 0) processes for several values of d and N . The accuracy of tests is measured by the
frequencies of trajectories \accepted as stationary" (accepted H0 or rejected H
0
0) among the 300 replications
which should be close to 1 for d 2 ( 0:5; 0:5) and close to 0 for d 2 [0:5; 1:2]
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N = 500
ARFIMA(1; d; 1) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2
 =  0:3 ;  = 0:7eSN : Accepted H0 1 1 1 0.95 0.47 0.11 0.01 0
KPSS : Accepted H0 1 0.90 0.56 0.19 0.06 0.01 0 0
LMC : Accepted H0 0.12 0 0 0 0 0 0 0
V=S : Accepted H0 1 0.96 0.78 0.54 0.34 0.18 0.09 0.05eTN : Rejected H00 1 1 0.84 0.23 0.01 0 0 0bTADG : Rejected H00 1 1 0.96 0.21 0 0 0 0
ADF : Rejected H00 1 1 1 0.96 0.59 0.26 0.05 0.01
PP : Rejected H00 1 1 1 1 0.74 0.30 0.03 0
N = 5000
ARFIMA(1; d; 1) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2
 =  0:3 ;  = 0:7eSN : Accepted H0 1 1 1 0.99 0.12 0 0 0
KPSS : Accepted H0 1 0.92 0.31 0.02 0 0 0 0
LMC : Accepted H0 0 0 0 0 0 0 0 0
V=S : Accepted H0 1 0.95 0.61 0.22 0.07 0 0.01 0eTN : Rejected H00 1 1 1 0.67 0.01 0 0 0bTADG : Rejected H00 1 1 1 0.86 0 0 0 0
ADF : Rejected H00 1 1 1 1 0.91 0.45 0.04 0
PP : Rejected H00 1 1 1 1 0.99 0.59 0.03 0
Table 4.7 { Comparisons of stationarity and nonstationarity tests from 300 independent replications of
ARFIMA(1; d; 1) processes (with  =  0:3 and  = 0:7) for several values of d and N . The accuracy of
tests is measured by the frequencies of trajectories \accepted as stationary" (accepted H0 or rejected H
0
0)
among the 300 replications which should be close to 1 for d 2 ( 0:5; 0:5) and close to 0 for d 2 [0:5; 1:2]
136 Chapitre 4. Tests Adaptatifs de Stationnarite et de non Staionnarite
N = 500
X(d;) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2eSN : Accepted H0 1 1 1 1 0.99 0.49 0.05 0.01
KPSS : Accepted H0 1 1 0.89 0.46 0.15 0.03 0.01 0
LMC : Accepted H0 0 0 0.13 0.86 1 1 0.82 0
V=S : Accepted H0 1 1 0.93 0.69 0.42 0.25 0.16 0.09eTN : Rejected H00 1 1 1 0.93 0.37 0 0 0bTADG : Rejected H00 1 1 1 0.98 0.23 0 0 0
ADF : Rejected H00 1 1 1 1 1 0.88 0.38 0.11
PP : Rejected H00 1 1 1 1 0.90 0.43 0.05 0
N = 5000
X(d;) d =  0:2 d = 0 d = 0:2 d = 0:4 d = 0:6 d = 0:8 d = 1 d = 1:2eSN : Accepted H0 1 1 1 1 1 0.03 0 0
KPSS : Accepted H0 1 1 0.65 0.12 0.01 0 0 0
LMC : Accepted H0 0 0 0.39 1 1 1 1 0
V=S : Accepted H0 1 0.99 0.79 0.29 0.11 0.04 0 0eTN : Rejected H00 1 1 1 0.99 0.82 0 0 0bTADG : Rejected H00 1 1 1 1 0.30 0 0 0
ADF : Rejected H00 1 1 1 1 1 0.98 0.34 0.01
PP : Rejected H00 1 1 1 1 1 1 0.50 0.01
Table 4.8 { Comparisons of stationarity and nonstationarity tests from 300 independent replications of
X(d;) processes for several values of d and N . The accuracy of tests is measured by the frequencies of
trajectories \accepted as stationary" (accepted H0 or rejected H
0
0) among the 300 replications which should
be close to 1 for d 2 ( 0:5; 0:5) and close to 0 for d 2 [0:5; 1:2]
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Under Assumption IG(d; ) and with Jj(a;m) dened in (4.26) in the same Lemma 4.26, it is clear
that,
Rm
V 2m
= 1  2 J6(2  2d;m) +
c1
c0
J6(2  2d+ ;m) +O(J6(2  2d+  + "))
J4(2  2d;m) + c1c0 J4(2  2d+ ;m) +O(J4(2  2d+  + "))
;
since
Z 
0
O(x2 2d++")
sinj(mx2 )
sin2(x2 )
dx = O(Jj(2  2d+  + ")). Now using the results of Lemma 4.26
and constants Cj`, C
0
j` and C
00
j`, j = 4; 6, ` = 1; 2 dened in Lemma 4.26,
1. Let 0 <  < 2d  1 < 2, i.e.  1 < 2  2d+  < 1. Then
Rm
V 2m
=1 2 C61(2  2d) m
1+2d+O
 
m2d 1

+c1c0C61(2  2d+ )m1+2d +O
 
m2d 1 

C41(2  2d)m1+2d+O
 
m2d 1

+c1c0C41(2  2d+ )m1+2d +O
 
m2d 1 

=1  2
C41(2  2d)
h
C61(2  2d)+c1
c0
C61(2  2d+ )m 
ih
1 c1
c0
C41(2  2d+ )
C41(2  2d) m
 
i
+O
 
m 2

=1 2C61(2  2d)
C41(2  2d) +2
c1
c0
hC61(2  2d)C41(2  2d+ )
C41(2  2d)C41(2  2d)  
C61(2  2d+ )
C41(2  2d)
i
m +O
 
m 2 +m 2

:
As a consequence,,
Rm
V 2m
= (d) + C1(2 2d; ) m + O

m 2+m 2

(m!1); with 0 <  < 2d  1 < 2 and
C1(2  2d; ) := 2 c1
c0
1
C241(2  2d)

C61(2  2d)C41(2  2d+ )  C61(2  2d+ )C41(2  2d)

;
(4.20)
and numerical experiments proves that C1(2 2d; )=c1 is negative for any d 2 (0:5; 1:5) and  > 0.
2. Let  = 2d  1, i.e. 2  2d+  = 1. Then,
Rm
V 2m
=1 2 C61(2  2d) m
1+2d+O
 
m2d 1

+c1c0C
0
61(1)m
1 2d+O
 
log(m)

C41(2  2d)m1+2d+O
 
m2d 1

+c1c0C
0
41(1)m1 2d+O
 
log(m)

=1  2
C41(2  2d)
h
C61(2  2d)+c1
c0
C 061(1)m1 2d
ih
1 c1
c0
C 041(1)
C41(2  2d)m
1 2d
i
+O
 
m 2 +m 2d 1 log(m)

=1 2C61(2  2d)
C41(2  2d) +2
c1
c0
h C61(2  2d)C 041(1)
C41(2  2d)C41(2  2d) 
C 061(1)
C41(2  2d)
i
m1 2d+O
 
m 2 +m 2d 1 log(m) +m2 4d

:
As a consequence,
Rm
V 2m
= (d) + C2(2 2d; ) m +O

m 2+m 2  log(m)+m 2

(m!1); with 0 <  = 2d  1 < 2 and
C2(2  2d; ) := 2 c1
c0
1
C241(2  2d)

C61(2  2d)C 041(1)  C 061(1)C41(2  2d)

; (4.21)
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and numerical experiments proves that C2(2 2d; )=c1 is negative for any d 2 [0:5; 1:5) and  > 0.
3. Let 2d  1 <  < 2d+ 1, i.e. 1 < 2  2d+  < 3. Then,
Rm
V 2m
=1 2 C61(2  2d)m
1+2d+c1
c0
C061(2  2d+ )m1+2d +O
 
m1+2d   + log(m)

C41(2  2d)m1+2d+c1c0C041(2  2d+ )m1+2d +O
 
m1+2d   +m 2d 1 log(m)

=1  2
C41(2  2d)
h
C61(2  2d)+c1
c0
C061(2  2d+ )m 
ih
1 c1
c0
C041(2  2d+ )
C41(2  2d) m
 
i
+O
 
m   +m 2d 1 log(m)

=1 2C61(2  2d)
C41(2  2d) +2
c1
c0
hC61(2  2d)C041(2  2d+ )
C41(2  2d)C41(2  2d)  
C061(2  2d+ )
C41(2  2d)
i
m +O
 
m   +m 2d 1 log(m)

:
As a consequence,
Rm
V 2m
= (d) + C3(2  2d; ) m  + O

m   +m 2d 1 log(m) +m 2

(m!1); and
C3(2  2d; ) := 2 c1
c0
1
C241(2  2d)

C61(2  2d)C 041(2  2d+ )  C 061(2  2d+ )C41(2  2d)

;
(4.22)
and numerical experiments proves that C3(2 2d; )=c1 is negative for any d 2 [0:5; 1:5) and  > 0.
4. Let  = 2d+ 1. Then, Once again with Lemma 4.26 :
Rm
V 2m
=1 2 C61(2  2d) m
1+2d+O
 
m2d 1

+c1c0C
0
62(3) log(m)+O
 
1

C41(2  2d)m1+2d+O
 
m2d 1

+c1c0C
0
42(3) log(m)+O
 
1

=1  2
C41(2  2d)
h
C61(2  2d)+c1
c0
C 062(3)m  log(m)
ih
1 c1
c0
C 042(3)
C41(2  2d)m
  log(m)
i
+O
 
m 2 +m 2d 1

=1 2C61(2  2d)
C41(2  2d) +2
c1
c0
h C61(2  2d)C 042(3)
C41(2  2d)C41(2  2d) 
C 062(3)
C41(2  2d)
i
m  log(m)+O
 
m 2

:
As a consequence,
Rm
V 2m
= (d) + O
 
m 2d 1 log(m) +m 2

(m!1); with 2 <  = 2d+ 1 < 4. (4.23)
Step 2 : A Taylor expansion of () around (d) provides :

Rm
V 2m

'  (d)+ h@
@
i
((d))
Rm
V 2m
  (d)

+
1
2
h@2
@2
i
((d))
Rm
V 2m
  (d)
2
:
Note that numerical experiments show that
h@
@
i
() > 0:2 for any  2 ( 1; 1). As a consequence,
using the previous expansions of Rm=V
2
m obtained in Step 1 and since E

IRN (m)

= 
 
Rm=V
2
m

,
then for all 0 <   2 :
E

IRN (m)

= 0(d) +
8>>><>>>:
c1 C
0
1(d; )m
  +O
 
m 2 +m 2

if  < 2d  1
c1 C
0
2(d; )m
  +O
 
m 2 +m 2  logm+m 2

if  = 2d  1
c1 C
0
3(d; )m
  +O
 
m   +m 2d 1 logm+m 2

if 2d  1 <  < 2d+ 1
O
 
m 2d 1 logm+m 2

if  = 1 + 2d
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with C 0`(d; ) =
h
@
@
i
((d))C`(2 2d; ) for ` = 1; 2; 3 and C` dened in (4.20), (4.21) and (4.22).
Proof of Theorem 3. Using Property 4, if m ' C N with C > 0 and (1 + 2) 1 <  < 1 thenp
N=m
 
E

IRN (m)
  0(d)  !
N!1
0 and it implies that the multidimensional CLT (4.7) can be
replaced by r
N
m

IRN (mj)  0(d)

1jp
L !
N!1
N (0; p(d)): (4.24)
It remains to apply the Delta-method with the function  10 to CLT (4.24). This is possible since the
function d! 0(d) is an increasing function such that 00(d) > 0 and
 
 10 )
0(0(d)) = 1=00(d) > 0
for all d 2 ( 0:5; 1:5). It achieves the proof of Theorem 3.
Proof of Proposition 5. See Bardet and Dola (2012, [6]).
Proof of Theorem 4. See Bardet and Dola (2012, [6]).
Appendix
We rst recall usual equalities frequently used in the sequel :
Lemma 2. For all  > 0
1. For a 2 (0; 2), 2jja 1
Z 1
0
sin(x)
xa
dx =
4a
2ajja
Z 1
0
sin2(x)
xa+1
dx =

 (a) sin(a
2
)
.
2. For b 2 ( 1; 1), 1
21 b   1
Z 1
0
sin4(x)
x4 b
dx =
16
 15 + 6  23 b   33 b
Z 1
0
sin6(x)
x4 b
dx =
23 bjj3 b 
4  (4  b) sin( (1 b)
2
)
.
3. For b 2 (1; 3), 1
1  21 b
Z 1
0
sin4(x)
x4 b
dx =
16
15  6  23 b + 33 b
Z 1
0
sin6(x)
x4 b
dx =
23 bjj3 b 
4  (4  b) sin( (3 b)
2
)
.
Proof. These equations are given or deduced (using decompositions of sinj() and integration by
parts) from the following relation (see [29], 2003, p. 31).
Z 1
0
y  sin(y) dy =
1
2

 () sin((2 ))
for 0 <  < 2.
Lemma 3. For j = 4; 6, denote
Jj(a;m) :=
Z 
0
xa
sinj(mx2 )
sin4(x2 )
dx: (4.25)
Then, we have the following expansions when m!1 :
Jj(a;m) =
8>>>>>><>>>>>>:
Cj1(a)m
3 a +O
 
m1 a

if  1 < a < 1
C 0j1(1)m
3 a +O
 
log(m)

if a = 1
C 0j1(a)m
3 a +O
 
1

if 1 < a < 3
C 0j2(3) log(m) +O
 
1

if a = 3
C 00j1(a) +O
 
m ((a 3)^2)) if a > 3
(4.26)
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with the following real constants (which do not vanish for any a on the corresponding set) :
 C41(a) :=
4 (1  23 a4 )
(3  a) (3  a) sin( (3 a)2 )
; C61(a) :=
(15  6  23 a + 33 a)
4(3  a) (3  a) sin( (3 a)2 )
 C 041(a) :=
 6
3  a1f1a<3g + 16
Z 1
0
sin4(y2 )
y4 a
dy + 2
Z 1
1
1
y4 a

  4 cos(y) + cos(2y)

dy

;
C 061(a) :=
h
16
Z 1
0
sin6(y2 )
y4 a
dy +
5
3  a1f1a<3g +
1
2
Z 1
1
1
y4 a

  15 cos(y) + 6 cos(2y)  cos(3y)

dy
i
 C 042(a) :=

6  1fa=3g + 1fa=1g

and C 062(a) :=

5  1fa=3g + 5
6
 1fa=1g

 C 0041(a) :=
3
8
Z 
0
xa
sin4(x2 )
dx and C 0061(a) :=
5
16
Z 
0
xa
sin4(x2 )
dx:
Proof. The proof of these expansions follows the steps than those of Lemma 1 in Bardet and Dola
(2012, [6]). Hence we write for j = 4; 6,
Jj(a;m) = eJj(a;m) + Z 
0
xa sinj(
mx
2
)
1
(x2 )
4
dx+
Z 
0
xa sinj(
mx
2
)
2
3
1
(x2 )
2
dx (4.27)
with
eJj(a;m) := Z 
0
xa sinj(
mx
2
)
  1
sin4(x2 )
  1
(x2 )
4
  2
3
1
(x2 )
2

dx:
The expansions when m ! 1 of both the right hand sided integrals in (4.27) are obtained from
Lemma 2. It remains to obtain the expansion of eJj(a;m). Then, using classical trigonometric and
Taylor expansions :
sin4(
y
2
) =
1
8
 
3  4 cos(y) + cos(2y) and 1
sin4(y)
  1
y4
  2
3
1
y2
 11
45
(y ! 0)
sin6(
y
2
) =
1
32
 
10  15 cos(y) + 6 cos(2y)  cos(3y) and 1
y5
+
1
3
1
y3
  cos(y)
sin5(y)
 31
945
y (y ! 0);
the expansions of eJj(a;m) can be obtained. Numerical experiments show that C 0041(a) 6= 0, C 0061(a) 6=
0, C 0042(a) 6= 0 and C 0062(a) 6= 0.
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r=(USD1 vs Deutsh-Mark Exchange Rate Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 5963] S S S S S S SM 5.5 -0.2 -0.031 0.059 0.057 -0.007
[5965 : 6313] S S S S S S SM 3.4 0.1 0.034 0.169 0.122 -0.015
[6315 : 7173] S S S S S S SM 5.3 -0.4 0.098 0.140 0.043 0.019
jrj = abs(USD1 vs Deutsh-Mark Exchange Rate Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 5963] S S S S NS NS LM 9.5 1.8 0.294 0.301 0.344 0.275
[5965 : 6313] S S NS S NS NS LM 3.6 1.1 -0.121 0.153 0.414 -0.038
[6315 : 7173] S S S S NS NS LM 9.2 1.8 0.168 0.417 0.389 0.410
r2 = (USD1 vs Deutsh-Mark Exchange Rate Return)2
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 5963] S S S S S S LM 289.5 10.7 0.081 0.258 0.298 0.078
[5965 : 6313] S S S S NS S LM 8.7 2.3 -0.018 0.127 0.431 -0.096
[6315 : 7173] S S S S NS S LM 81.3 7.1 0.035 0.411 0.336 0.428
jrj = (abs(USD1 vs Deutsh-Mark Exchange Rate Return))
b(j)
i
= (Non)Stationarity Test LRD Kurtosis Skewness bd
ArgMax(
bd(jrij)) eSN eTN ADF PP KPSS LMC V=S e es gdIR d^MS d^ROB ^dWAVb(IR)1 =0.32 S S NS S NS NS SM 3.5 -0.5 0.321* 0.251 0.256 0.343b(MS)1 = 0.97 S S S S NS NS SM 8.7 1.1 0.293 0.301* 0.343 0.275b(ADG)1 = 1.12 S S S S NS NS SM 13.7 2.3 0.302 0.300 0.345* 0.273b(WAV )1 =0.77 S S S S NS NS SM 5.1 1.1 0.273 0.298 0.335 0.379*b(IR)2 =0.05 S S NS NS S NS LM 27.9 -5.0 0.246* 0.078 -0.005 0.103b(MS)2 = 1.31 S S S S NS NS LM 4.9 1.5 -0.103 0.166* 0.446 -0.072b(ADG)2 =1.50 S S S S NS S LM 5.8 1.8 -0.092 0.162 0.450* -0.082b(WAV )2 =0.03 S S NS NS S NS LM 30.9 -5.4 0.239 0.113 -0.030 0.211*b(IR)3 =0.63 S S NS NS NS NS LM 3.8 0.7 0.244* 0.354 0.333 0.097b(MS)3 = 1.44 S S S S NS NS LM 27.1 3.7 0.159 0.436* 0.387 0.441b(ADG)3 = 1.19 S S S S NS NS LM 14.9 2.6 0.168 0.430 0.394* 0.430b(WAV )3 = 2.90 S S S S NS S LM 223.4 13.3 0.053 0.291 0.233 0.475*
Table 4.9 { Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter
estimators applied to several functionals f of USD1 vs Deutsh-Mark Exchange Rate Return : from the top
to bottom, f(x) = x, f(x) = jxj, f(x) = x2 and f(x) = jxj with  maximizing the 4 dierent long memory
parameter estimators ("S\ for "stationarity\ decision and "NS\ for "nonstationarity\ decision). Statistics
are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm).
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r=Dow Jones Transportation Index Return
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1271] S S S S S NS SM 4.6 0.0 0.218 0.174 0.098 0.198
[1273 : 8531] S S S S S S SM 21.7 -0.8 0.053 0.002 0.008 -0.404
[8533 : 12071] S S S S S S SM 8.3 -0.3 0.002 -0.015 -0.034 -0.038
jrj = abs(Dow Jones Transportation Index Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1272] S S S S NS NS LM 6.1 1.5 0.154 0.320 0.270 0.166
[1273 : 8532] S S S S NS NS LM 57.3 4.4 0.322 0.260 0.240 0.168
[8533 : 12071] S S S S NS NS LM 16.3 2.5 0.405 0.476 0.496 0.374
r2 = (Dow Jones Transportation Index Return)2
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1272] S S S S NS S LM 32.3 4.4 0.158 0.284 0.231 0.231
[1273 : 8532] S S S S S NS LM 2301.5 39.9 0.334 0.122 0.093 0.118
[8533 : 12071] S NS S S NS NS LM 459.0 15.5 0.416 0.452 0.434 0.356
jrj = (abs(Dow Jones Transportation Index Return))
b(j)
i
= (Non)Stationarity Test LRD Kurtosis Skewness bd
ArgMax(
bd(jrij) eSN eTN ADF PP KPSS LMC V=S e es gdIR d^MS d^ROB ^dWAVb(IR)1 = 1.83 S S S S NS S LM 25.0 3.8 0.252* 0.291 0.237 0.202b(MS)1 = 0.45 S S NS S NS NS LM 2.7 0.4 0.118 0.331* 0.290 0.047b(ADG)1 = 0.36 S S NS S NS NS LM 2.9 -0.4 0.118 0.329 0.291* 0.237b(WAV )1 = 0.03 S S NS S NS NS LM 12.8 -3.4 0.149 0.257 0.260 0.327*b(IR)2 = 2.06 S S S S S NS LM 2551.6 42.6 0.355* 0.113 0.086 0.110b(MS)2 = 0.68 S S S S NS NS LM 10.6 1.6 0.308 0.276* 0.261 0.135b(ADG)2 = 0.65 S S S S NS NS LM 9.2 1.4 0.303 0.276 0.261* 0.129b(WAV )2 = 1.29 S S S S NS NS LM 246.8 10.1 0.330 0.227 0.200 0.504*b(IR)3 = 0.66 S NS S S NS NS LM 5.4 1.1 0.444* 0.435 0.461 0.374b(MS)3 = 1.38 S S S S NS NS LM 64.8 5.2 0.402 0.492* 0.499 0.391b(ADG)3 = 1.22 S S S S NS NS LM 36.2 3.8 0.400 0.489 0.502* 0.387b(WAV )3 = 2.75 S S S S NS NS LM 1698.7 35.8 0.407 0.315 0.287 0.466*
Table 4.10 { Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter
estimators applied to several functionals f of DowJones Transportation Index Return : from the top to
bottom, f(x) = x, f(x) = jxj, f(x) = x2 and f(x) = jxj with  maximizing the 4 dierent long memory
parameter estimators ("S\ for "stationarity\ decision and "NS\ for "nonstationarity\ decision). Statistics
are applied to the 3 estimated stages of each trajectory (obtained from a change detection algorithm).
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r=Dow Jones Utilities Index Return
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1152] S S S S S S SM 7.3 0.6 0.191 0.037 -0.132 0.222
[1153 : 8748] S S S S S S SM 43.2 -1.3 0.094 0.025 0.001 0.043
[8749 : 12071] S S S S S S SM 13.0 0.0 0.026 0.024 0.001 -0.032
jrj = abs(Dow Jones Utilities Index Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1152] S S S S NS NS LM 11.9 2.4 0.283 0.287 0.316 0.225
[1153 : 8748] S S S S NS NS LM 127.4 5.9 0.134 0.301 0.304 0.184
[8749 : 12071] S S S S NS NS LM 25.5 3.4 0.417 0.559 0.484 0.595
r2 = (Dow Jones Utilities Index Return)2
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 1152] S S S S NS S LM 63.1 6.7 0.250 0.253 0.212 0.270
[1153 : 8748] S S S S NS NS LM 5322.4 67.8 0.130 0.100 0.100 0.100
[8749 : 12071] S NS S S NS NS LM 289.6 14.0 0.510 0.468 0.423 0.513
jrj = (abs(Dow Jones Utilities Index Return))
b(j)
i
= (Non)Stationarity Test LRD Kurtosis Skewness bd
ArgMax(
bd(jrij)) eSN eTN ADF PP KPSS LMC V=S e es gdIR d^MS d^ROB ^dWAVb(IR)1 = 0:39 S S NS S NS NS LM 3.3 -0.1 0.354* 0.262 0.327 0.145b(MS)1 = 1:09 S S S S NS NS LM 14.6 8.4 0.215 0.288* 0.308 0.234b(ADG)1 = 0:60 S S NS S NS NS LM 4.5 0.8 0.311 0.276 0.336* 0.396b(WAV )1 = 0:63 S S S S NS NS LM 4.8 1.0 0.310 0.278 0.336 0.398*b(IR)2 = 3:00 S S S S S S LM 7320.6 84.9 0.165* 0.015 0.017 0.040b(MS)2 = 0:61 S S S S NS NS LM 9.1 1.2 0.113 0.330* 0.327 0.113b(ADG)2 = 0:67 S S S S NS NS LM 13.0 1.6 0.117 0.330 0.327* 0.113b(WAV )2 = 1:84 S S S S NS NS LM 4386.6 59.1 0.125 0.130 0.129 0.377*b(IR)3 = 2:69 S NS S S NS NS LM 683.1 22.5 0.527* 0.394 0.344 0.426b(MS)3 = 0:95 S S S S NS NS LM 21.6 3.1 0.415 0.560* 0.483 0.544b(ADG)3 = 1:10 S S S S NS NS LM 35.2 4.2 0.421 0.557 0.485* 0.364b(WAV )3 = 1:03 S S S S NS NS LM 28.2 3.7 0.419 0.559 0.484 0.723*
Table 4.11 { Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter
estimators applied to several functionals f of Dow Jones Utilities Index Return : from the top to bottom,
f(x) = x, f(x) = jxj, f(x) = x2 and f(x) = jxj with  maximizing the 4 dierent long memory parameter
estimators ("S\ for "stationarity\ decision and "NS\ for "nonstationarity\ decision). Statistics are applied
to the 3 estimated stages of each trajectory (obtained from a change detection algorithm).
144 Chapitre 4. Tests Adaptatifs de Stationnarite et de non Staionnarite
r=Nasdaq Industrials Index Return
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 7160] S S S S S S SM 20.7 -1.5 0.141 0.073 0.092 -0.202
[7161 : 8320] S S S S S S SM 4.6 0.0 0.012 0.070 0.116 0.014
[8321 : 10480] S S S S NS S SM 10.4 -0.3 0.045 0.078 0.082 -0.045
jrj = abs(Nasdaq Industrials Index Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 7160] S S S S S NS SM 52.4 4.4 0.361 0.309 0.287 0.274
[7161 : 8320] S S S S NS NS LM 7.4 1.6 0.284 0.532 0.504 0.385
[8321 : 10480] S NS S NS NS NS LM 18.3 3.0 0.516 0.761 0.606 0.668
r2 = (Nasdaq Industrials Index Return)2
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 7160] S S S S S NS SM 1356.8 31.4 0.381 0.146 0.114 0.100
[7161 : 8320] S S S S NS NS LM 49.0 5.4 0.304 0.466 0.378 0.432
[8321 : 10480] S NS S S NS NS LM 140.0 10.0 0.498 0.786 0.544 0.708
jrj = (abs(Nasdaq Industrials Index Return))
b(j)
i
= (Non)Stationarity Test LRD Kurtosis Skewness bd
ArgMax(
bd(jrij)) eSN eTN ADF PP KPSS LMC V=S e es gdIR d^MS d^ROB ^dWAVb(IR)1 = 1:04 S S S S S NS LM 63.7 4.9 0.396* 0.304 0.281 0.325b(MS)1 = 0:67 S S S S NS NS LM 10.2 0.7 0.188 0.329* 0.325 0.293b(ADG)1 = 0:56 S S S S NS NS LM 6.3 0.9 0.178 0.326 0.328* 0.275b(WAV )1 = 0:83 S S S S NS NS LM 22.4 2.6 0.199 0.324 0.311 0.587*b(IR)2 = 2:83 S S S S NS S LM 142.0 9.8 0.317* 0.374 0.276 0.263b(MS)2 = 1:03 S S S S NS NS LM 7.9 1.7 0.284 0.532* 0.501 0.388b(ADG)2 = 0:73 S S NS S NS NS LM 4.2 0.9 0.300 0.517 0.517* 0.340b(WAV )2 = 1:87 S S S S NS NS LM 39.8 4.8 0.299 0.479 0.395 0.432*b(IR)3 = 2:60 S NS S S NS S LM 256.9 14.3 0.548* 0.272 0.479 0.669b(MS)3 = 1:70 S NS S S NS NS LM 89.1 7.7 0.504 0.801* 0.575 0.739b(ADG)3 = 1:13 S NS S S NS NS LM 26.0 3.7 0.526 0.772 0.608* 0.671b(WAV )3 = 1:26 S NS S S NS NS LM 36.0 4.5 0.532 0.782 0.606 0.760*
Table 4.12 { Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter
estimators applied to several functionals f of Nasdaq Industrials Index Return : from the top to bottom,
f(x) = x, f(x) = jxj, f(x) = x2 and f(x) = jxj with  maximizing the 4 dierent long memory parameter
estimators ("S\ for "stationarity\ decision and "NS\ for "nonstationarity\ decision). Statistics are applied
to the 3 estimated stages of each trajectory (obtained from a change detection algorithm).
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r=Nikkei 225A Index Return
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 6672] S S S S S S SM 12.6 -0.6 0.083 0.067 0.084 0.022
[6673 : 10400] S S S S S S SM 63.7 -2.3 -0.021 -0.016 -0.013 -0.039
[10401 : 15919] S S S S S S SM 9.0 -0.1 0.033 0.047 -0.005 -0.015
jrj = abs(Nikkei 225A Index Return)
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 6672] S S S S NS NS LM 26.1 3.3 0.302 0.343 0.313 0.218
[6673 : 10400] S S S S NS NS LM 150.9 7.5 0.196 0.346 0.304 0.321
[10401 : 15919] S S S S NS NS LM 17.0 2.6 0.413 0.415 0.431 0.335
r2 = (Nikkei 225A Index Return)2
Segments (Non)Stationarity Test LRD Kurtosis Skewness bd
Breaks eSN eTN ADF PP KPSS LMC V=S e es gdIR ]dMS d^ROB d^WAV
[1 : 6672] S S S S NS NS LM 427.8 16.9 0.275 0.241 0.267 0.080
[6673 : 10400] S S S S S NS LM 2610.8 48.0 0.230 0.146 0.154 0.117
[10401 : 15919] S S S S NS NS LM 235.5 12.3 0.381 0.396 0.363 0.377
jrj = (abs(Nikkei 225A Index Return))
b(j)
i
= (Non)Stationarity Test LRD Kurtosis Skewness bd
ArgMax(
bd(jrij)) eSN eTN ADF PP KPSS LMC V=S e es gdIR d^MS d^ROB ^dWAVb(IR)1 = 1:53 S S S S NS NS LM 149.8 9.0 0.323* 0.296 0.296 0.201b(MS)1 = 0:86 S S S S NS NS LM 15.4 4.4 0.286 0.345* 0.311 0.213b(ADG)1 = 1:01 S S S S NS NS LM 27.1 3.4 0.303 0.342 0.313* 0.218b(WAV )1 = 1:30 S S S S NS NS LM 74.8 6.1 0.273 0.322 0.307 0.622*b(IR)2 = 3:00 S S S S S S LM 3487.4 58.3 0.252* 0.037 0.042 0.045b(MS)2 = 0:84 S S S S NS NS SM 55.5 4.1 0.180 0.353* 0.304 0.154b(ADG)2 = 0:91 S S S S NS NS SM 87.1 5.3 0.186 0.352 0.305* 0.035b(WAV )2 = 1:64 S S S S S NS SM 1697.1 35.8 0.221 0.220 0.222 0.465*b(IR)3 = 1:23 S NS S S NS NS LM 35.7 4.1 0.467* 0.412 0.426 0.386b(MS)3 = 0:87 S S S S NS NS LM 11.0 2.0 0.429 0.415* 0.428 0.351b(ADG)3 = 1:00 S S S S NS NS LM 17.0 2.6 0.413 0.415 0.431* 0.335b(WAV )3 = 1:27 S NS S S NS NS LM 40.3 4.4 0.467 0.411 0.424 0.425*
Table 4.13 { Results of stationarity, nonstationarity and V/S tests and the 4 long memory parameter
estimators applied to several functionals f of Nikkei 225A Index Return : from the top to bottom, f(x) = x,
f(x) = jxj, f(x) = x2 and f(x) = jxj with  maximizing the 4 dierent long memory parameter estimators
("S\ for "stationarity\ decision and "NS\ for "nonstationarity\ decision). Statistics are applied to the 3
estimated stages of each trajectory (obtained from a change detection algorithm).
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Chapitre 5
Conclusion et Perspectives
Le projet de restructuration de l'economie par l'introduction du paradigme de memoire longue
en son sein, a l'instar de la nance, trouve, en pratique, comme en theorie, a priori, toute sa
legitimite et toute sa justication en economie quelqu'elle soit : classique, keynesienne, neo-classique
ou neo-keynesienne dans une refonte dynamique stochastique globale reintegrant les eets et les
consequences lointains. La legitimite pratique proviendrait a priori des politiques economiques elles
me^mes comme le preconisait Henry Hazlett dans sa formule, desormais celebre : \Les eets et les
consequences de long terme sont inscrits dans toute politique economique (quelqu'elle soit) comme
inscrites la poule dans l'uf, la eur dans la graine\. La legitimite theorique proviendrait a priori
des modalites me^mes de collectes en haute ou en basse frequence, de toutes ces masses d'infor-
mations, dans leurs structure, comme dans leur chronologie, transformees en bases de donnees,
d'agregats categoriels, sectoriels, chronologiques, collectes devenues indispensables a l'elaboration
de plans et de politiques economiques. Or ces donnees peuvent e^tre fortement correlees entre elles,
dans une analyse longitudinale ou transversale et donc source de processus de longue memoire,
tendanciels, saisonniers, ou cycliques, gouvernant tout ou partie de ces series chronologiques et non
chronologiques. Le marche du capital sous quelque paradigme qui le sous tend que se soit, assure
quant a lui les niveaux optimaux pour un echange intra et inter sectoriels independamment des
doctrines economiques, echange a la fois quantiable en terme de valeurs quelque soit le standard
de mesure utilise, mais aussi chronologiquement reperable, dans l'espace et dans le temps. Il n'en
demeure pas moins que ce qui est vrai pour le marche du capital restera vrai aussi, pour tout autre
type de marche (de biens et services, d'emploi, de monnaie, de change...ou de toute autre forme de
marche en conformite avec sa doctrine et son paradigme fondateurs).
Il nous para^t ineluctable l'introduction d'eet de structure d'auto-similarite en analyse economique,
et par voie de consequence, en pensee economique, en conformite avec les decouvertes de lois
d'echelles en economie par Mandelbrot modelisees ensuite par Granger et Joyeux(1980)([12], p :
35-36) avec les premisees d'une investigation pluto^t d'ordre economique, comme il a deja ete men-
147
148 Chapitre 5. Conclusion et Perspectives
tionne par Mignon et Lardic ([61], p 328), sans investigation epistemologique accompagnatrice, pour
autant, qui la sous tend, la justie et l'encadre.
L'internationalisation et la delocalisation des marches, via l'interconnexion de leurs structures
detentrices d'actifs internationaux, comme de leurs sources d'informations, constituent de fait un
relais de transmission, de tout dereglement ou dysfonctionnement, a l'ensemble des marches in-
ternationaux, accompagnes, le plus souvent, par des eets amplicateurs voire multiplicateurs de
paniques generalisees. Trois questions restent en suspens :
1. Comment endiguer la speculation debridee, source des derglements nanciers chroniques avec
leurs reactions en cha{^ne sur tous les marches nanciers ?
2. Comment consolider la conance des agents economiques contre les aolements deliberes et
les deroutes injusties ?
3. Comment garantir la abilite de toute assurance de convertibilite juste et equitable de biens,
services et monnaie, sur tous les marches, sans qu'il y ait ni penurie ni exces d'abondance
(Certains economistes ont vu dans l'eondrement du marche des biens immobiliers aux etats
Unis debutant en 2006 et atteignant son apogee en 2008 comme le vrai declencheur de la crise
nanciere actuelle) ?
Aussi bien dans son livre de reference [89] que dans le rapport de sa commission [25], Stiglitz, le
neokeynesien, prix Noble en Sciences Economiques en 2001, evoque plusieurs autres problematiques
plus aigues, plus promptes et plus globales et y propose a la fois des solutions qui leurs sont dediees,
mais aussi et surtout l'ebauche de nouveaux principes fondateurs d'une nouvelle science economique,
plus a me^me d'y repondre correctement, theoriquement, du moins, a toutes les incoherences connues
par le passe jusqu'a aujourd'hui, en son sein, et qui hypotequaient tres serieusement, autres fois,
son fonctionnement normal.
Il n'en demeure pas moins que toutes ces propositions de stiglitz ne concernent de fait que les agents
et les institutions ou les Etats, sans avoir aucun volet ecosystemique doctrinal global explicite. Il
semble pourtant que la rehabilitation de la theorie utilitariste integrale, de bonheur et de bien-e^tre
quantitatifs et qualitatifs, de John Stuart-Mill, au vu de ses exigences doctrinales, constitue une
entreprise tres prometteuse pour un avenir ecosystemique meilleur, au prix d'une dynamisation
structurelle de longue portee. Cela semble constituer a l'avenir un vrai de a relever par l'economie
et les economistes.
Au niveau statistique l'ensemble de nos resultats est concluant, sans recourir a trop d'hypotheses
restrictives, autres que les hypotheses SIG(d; ). Les temps de calculs restent convenables et ce
pour l'ensembles des series reelles et simulees. La seule limitation de notre methode adaptative
reste son incapacite a detecter les ruptures au sein d'une serie chronologique.
D'autres idees demeurent pourtant en friche, constituant de vrais des a relever. Elles concernent,
entre autres, la possibilite ou non d'etendre notre approche semi-parametrique adaptative a d'autres
types des structures de processus comme les processus lineaires, ou les processus vectoriels gaussiens
cointegres et/ou cointegres fractionnaires.
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Resume : Les modalites d'investigation, de notre que^te des solutions, aux \Problemes econometriques d'analyse
des series temporelles a memoire longue\, objet de cette these, en sciences economiques, sont menees ici, sous
trois angles, dans trois parties distinctes, inherentes aux approches : epistemologique, statistique et economique. En
premiere partie de la these, dans une approche epistemologique, nous specions en quoi le concept de memoire longue
peut appara^tre, pour les sciences economiques, me^me dans une acception moderee, comme un nouveau paradigme
kuhnien, ou une nouvelle matrice disciplinaire, un nouvel episteme dans le sens de Michel Foucault , un nouveau
programme scientique de recherche dans le sens de Lakatos, pour la macroeconomie et la nance. En deuxieme partie
de la these, dans une approche statistique, semi-parametrique, nous proposons trois extensions de la statistique IR
(Increment Ratio) de Surgailis et al, (2008), la plus elaboree de la memoire longue, connue a ce jour, extensions
relatives a des processus, stationnaires ou a accroissements stationnaires, gaussiens. Premierement, un theoreme
central limite multidimensionnelle est etabli pour un vecteur compose de plusieurs statistiques IR. Deuxiemement,
un test d'adequation de qualite d'ajustement de type 2 est deduit de ce theoreme. Troisiemement, ce theoreme
nous a permis de construire des versions adaptatives de l'estimateur et du test d'adequation etudies dans un cadre
semi-parametrique general. Nous prouvons que l'estimateur adaptatif du parametre de la memoire longue suit une
propriete d'Oracle. Les simulations que nous avons menees attestent de la precision et de la robustesse de l'estimateur
et du test d'adequation, me^me dans le cas non gaussien. En troisieme partie de la these, nous en deduisons deux tests
respectivement de stationnarite et de non stationnarite pour les processus I(d) stationnaires et non stationnaires,
pour tout reel d tel que ( 0:5 < d < 1:25). Nos deux tests s'averent nettement meilleurs sur l'ensemble des valeurs
de d de cet interval ( 0:5 < d < 1:25) que l'ensemble des tests standards de stationnarite (comme le kpsstest ou le
lmctest de Leybourne et Mac Cabe) ou de non stationnarite (comme l'adftest augmente de Dickey-Fuller, ou le pptest
de Phillips et Perron). De plus l'implementation du test V/S, une amelioration du test R/S modie de Lo, nous a
permis, de distinguer la memoire courte de la memoire longue pour n'importe quel processus LRD. Dans une approche
economique, au sein de cette troisieme partie de la these, nous mettons en oeuvre les resultats theoriques precedents
compares a ceux issus d'autres methodes statistiques : parametriques, semi-parametriques ou non parametriques (ou
heuristiques) appliquees a des series economiques et nancieres.
Mots cles : Econometrie ; Series chronologiques ; Statistique mathematique ;
Stiglitz, Joseph Eugene(1943-...) ; Mill, John Stuart(1806-1873).
Abstract : The investigation modes, to solve the \Econometric Problems of the long memory time series analysis\,
object of this thesis, in economic sciences, are carried out here, under three angles, in three distinct parts, inherent to
epistemological, statistical and economical approaches. In the rst part of the thesis, we specify, in an epistemological
approach, in what the concept of long-memory can appear, for economics, even in a moderate meaning, as a new
kuhnian \paradigm\ or a new \disciplinary matrix\, a new \episteme\ in the Michel Foucault meaning, or a new
\scientic research program\ in the Lakatos sense, for macroeconomics and nance. In the second part of the thesis,
we propose, in a semiparametric statistical approach, three extensions of the most elaborate IR (Increment Ratio)
statistics of Surgailis et al, (2008), among the long-memory statistics, relating to stationary or stationary increments
Gaussian processes. First, a multidimensional central limit theorem is established, for a vector made up of several IR
statistics. Second, a 2 goodness of t test is deduced from this Multidimensional central limit theorem. Lastly, this
Multidimensional central limit theorem allowed us to build adaptive versions of the estimator and the goodness of t
test, studied within a general semiparametric framework. We prove that the adaptive estimator of the long memory
parameter follows an Oracle property. Simulations which we carried out attest of the precision and the robustness of
the estimator and the goodness of t test, even in the non Gaussian case. In the third part of the thesis, we deduce from
our adaptive Multidimensional Increment Ratio statistics, two tests respectively of stationarity and nonstationarity,
for any stationary or nonstationary I(d) process, and for any real number d such that ( 0:5 < d < 1:25). Our Two
tests are clearly better on the whole interval ( 0:5 < d < 1:25) than the well known standard stationary tests (as
the kpsstest or the lmctest of Leybourne and Mac Cabe) or the nonstationary tests (as the Augmented adftest of
Dickey-Fuller, or the pptest of Phillips and Perron). Moreover the implementation of V/S test, an improvement of
the modied test R/S of Lo, allowed us to distinguish between the short and the long memory for any LRD process.
In an empirical econometric approach, we implement these previous theoretical results, and compare them with
those resulting from other statistical methods : parametric, semiparametric or nonparametric (or heuristic) applied
to economical and nancial series.
Keywords : Econometrics ; Time Series ; Mathematical statistics ;
Stiglitz, Joseph Eugene(1943-...) ; Mill, John Stuart(1806-1873).
