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PROGRESSIONS ARITHME´TIQUES DANS LES
NOMBRES PREMIERS
BERNARD HOST
d’apre`s B. Green et T. Tao
Re´sume´. Re´cemment, B. Green et T. Tao ont montre´ que l’ensem-
ble des nombres premiers contient des progressions arithme´tiques
de toutes longueurs, re´pondant ainsi a` une question ancienne a`
la formulation particulie`rement simple. La de´monstration n’utilise
aucune des me´thodes « transcendantes» ni aucun des grands the´ore`mes
de la the´orie analytique des nombres. Elle est e´crite dans un es-
prit proche de celui de la the´orie ergodique, en particulier de celui
de la preuve par Furstenberg du the´ore`me de Szemere´di, mais elle
n’utilise aucun the´ore`me provenant de cette the´orie. La me´thode
peut ainsi eˆtre conside´re´e comme « e´le´mentaire », ce qui ne veut
pas dire facile.
On se propose de pre´senter l’organisation ge´ne´rale de la preuve
sans de´velopper les calculs.
Abstract. B. Green and T. Tao have recently proved that the set
of primes contains arbitrary long arithmetic progressions, answer-
ing to an old question with a remarkably simple formulation. The
proof does not use any “transcendental” method and any of the
deep theorems of analytic number theory. It is written in a spirit
close to ergodic theory and in particular of Furstenberg’s proof of
Szemere´di’s Theorem, but it does not use any result of this theory.
Therefore the method can be considered as elementary, which does
not mean easy. We entend here to present the mains ideas of this
proof.
1. Introduction
1.1. Le re´sultat. Le but de cet expose´ est de pre´senter un travail
re´cent et spectaculaire de B. Green et T. Tao ou` ils montrent :
The´ore`me 1 ([GT]). L’ensemble des nombres premiers contient des
progressions arithme´tiques de toutes longueurs.
En fait Green et Tao montrent un re´sultat plus fort : la conclusion du
the´ore`me reste valable si on remplace l’ensemble des nombres premiers
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par un sous-ensemble de densite´ relative positive. De plus, la me´thode
employe´e permet de de´terminer explicitement pour tout k un entier N
(tre`s grand) tel que l’ensemble des nombres premiers plus petits que N
contienne une progression arithme´tique de longueur k + 1.
Le the´ore`me 1 re´pond a` une question fort ancienne bien que diffi-
cile a` dater exactement. Tre`s peu de re´sultats partiels e´taient connus
jusqu’ici ; citons celui de van der Corput [vdC] qui a montre´ en 1939
l’existence d’une infinite´ de progressions de longueur 3 dans les nombres
premiers.
En 1923, Hardy et Littlewood [HL] ont propose´ une conjecture tre`s
ge´ne´rale sur la re´partition de certaines configurations dans les nombres
premiers, qui entraˆınerait une version quantitative pre´cise du the´ore`me 1
si elle s’ave´rait exacte. Ce meˆme the´ore`me suivrait aussi d’une re´solution
positive donne´e a` une conjecture propose´e par Erdo¨s et Turan [ET] en
1936 :
Conjecture. Tout sous-ensemble E de N∗ ve´rifiant
∑
n∈E
1
n
= +∞ con-
tient des progressions arithme´tiques de toutes longueurs.
Cette conjecture reste totalement ouverte et les me´thodes de Green
et Tao ne permettent pas de s’en approcher. Dans une direction voisine,
Szemere´di a montre´ en 1975 l’existence de progressions sous l’hypothe`se
plus forte de la densite´ positive. Rappelons que la densite´ d’un ensemble
d’entiers E ⊂ N est :
d∗(E) = lim sup
N→∞
1
N
Card(E ∩ [0, N − 1]) .
Le the´ore`me de Szemere´di s’e´nonce :
The´ore`me de Szemere´di ([S]). Tout ensemble d’entiers de densite´
positive contient des progressions arithme´tiques de toutes longueurs.
Il peut aussi s’exprimer en termes d’ensembles finis d’entiers :
Version finie du the´ore`me de Szemere´di. Pour tout entier k ≥ 2
et tout re´el δ > 0 il existe un entier N = N(k, δ) tel que tout sous-
ensemble E de [0, N [ ayant au moins δN e´le´ments contienne une pro-
gression arithme´tique de longueur k + 1.
Ce the´ore`me ne peut e´videmment pas eˆtre utilise´ directement puisque
les nombres premiers ont une densite´ nulle. Cependant il tient une place
centrale dans la de´monstration.
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1.2. La me´thode. Le travail de Green et Tao comporte deux parties
tre`s diffe´rentes.
La premie`re partie, qui est la plus longue, contient la de´monstration
d’une extension de la version finie du the´ore`me de Szemere´di (the´ore`me 3).
Dans ce dernier the´ore`me, la quantite´ |E|/N ≥ δ peut eˆtre vue
comme la moyenne sur [0, N [ de la fonction indicatrice de E. L’ide´e
naturelle est de remplacer cette fonction indicatrice par une fonction
nulle en dehors de l’ensemble des nombres premiers, mais alors cette
fonction ne peut pas eˆtre choisie majore´e par 1 sinon sa moyenne de-
viendrait arbitrairement petite pour N grand. Green et Tao montrent
un the´ore`me de Szemere´di modifie´ (the´ore`me 3) qui s’applique a` une
fonction majore´e par un « poids pseudo-ale´atoire », c’est a` dire par
une fonction de moyenne 1 dont les corre´lations sont voisines de celles
qu’on obtiendrait en tirant au hasard et inde´pendamment les valeurs
aux points 0, 1, . . . , N − 1 (section 2.2). Cette utilisation d’une majo-
ration fait penser a` la me´thode du crible.
La de´monstration de ce « the´ore`me de Green-Tao Szemere´di » est
e´crite dans le langage des probabilite´s. Comme tous les espaces de prob-
abilite´ sont finis et munis de la mesure uniforme, on pourrait dire qu’elle
utilise seulement des arguments de de´nombrement. Cette fac¸on de voir
serait formellement correcte mais trop re´ductrice. En fait la de´marche
de Green et Tao s’inspire directement de la the´orie ergodique, et plus
pre´cise´ment de la de´monstration ergodique du the´ore`me de Szemere´di
donne´e par Furstenberg ([F], voir aussi [FKO]). Dans les deux cas,
le cœur de la preuve est un re´sultat de de´composition (proposition 4)
consistant a` e´crire une fonction comme la somme de son espe´rance con-
ditionnelle sur une σ-alge`bre bien choisie et d’un reste. L’espe´rance con-
ditionnelle est « lisse´e » et dans le cas conside´re´ par Green et Tao elle
est meˆme uniforme´ment borne´e, ce qui permet d’utiliser le the´ore`me
de Szemere´di classique. Le reste se comporte comme une oscillation
ale´atoire et sa contribution dans les calculs est ne´gligeable. Les ergodi-
ciens reconnaˆıtront la fac¸on dont les « facteurs » interviennent dans de
nombreux proble`mes. Pour les autres, nous ajoutons que l’article n’u-
tilise aucun re´sultat provenant de la the´orie ergodique et que sa lecture
ne demande aucune connaissance dans ce domaine.
Cette inspiration ergodique dans une de´monstration combinatoire
est encore plus apparente dans la nouvelle de´monstration que T. Tao
vient de donner du the´ore`me de Szemere´di [T1]. Nous ne pensons pas
que cette de´marche soit artificielle. Jusqu’a` pre´sent les relations entre
ces domaines se re´sumaient pratiquement au principe de correspon-
dance de Furstenberg qui permet de montrer, a` partir de the´ore`mes
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ergodiques, des re´sultats combinatoires dont beaucoup n’ont aujour-
d’hui pas d’autre preuve. Il apparaˆıt depuis peu des ressemblances de
plus en plus prononce´es quoiqu’encore mal comprises entre les objets
et les me´thodes des deux the´ories. Nous reviendrons dans ces notes sur
ce point qui me´rite sans doute d’eˆtre approfondi.
Une fois de´montre´ le the´ore`me de Szemere´di modifie´, il reste a` con-
struire un poids pseudo-ale´atoire adapte´ au proble`me pose´. Il s’agit
donc ici de the´orie des nombres. Dans cette partie de l’article [GT]
les auteurs utilisent une fonction de von Mangoldt tronque´e et font
appel a` des outils sophistique´s provenant des travaux de Goldston
et Yıldırım [GY] mais, dans une note non publie´e [T2], T. Tao ex-
plique comment l’argument peut eˆtre modifie´ pour n’utiliser que les
proprie´te´s les plus e´le´mentaires des nombres premiers et de la fonction
ζ . C’est cette approche que nous suivons ici en nous inspirant de notes
manuscrites de J.-C. Yoccoz.
Dans cet expose´, qui ne contient aucune de´monstration comple`te,
on se propose de pre´senter de fac¸on assez de´taille´e l’organisation de
la preuve et de donner une ide´e des me´thodes employe´es a` chaque
e´tape. Le lecteur presse´ pourra se limiter a` la section 2 qui contient
la formulation pre´cise des de´finitions et re´sultats correspondant aux
deux grandes parties auxquelles on vient de faire allusion, encore que
la de´finition des normes de Gowers (sous-sections 3.1 et 3.2) ait son
inte´reˆt propre. Le re´sultat de de´composition (proposition 4) est e´nonce´
dans la sous-section 3.4 et montre´ dans la section 4. La deuxie`me partie
de la preuve, c’est a` dire la construction du poids pseudo-ale´atoire, est
contenue dans la section 5.
1.3. Conventions et notations. Quand f est une fonction de´finie
sur un ensemble fini A, l’espe´rance de f sur A, note´e E(f(x) | x ∈ A)
ou E(f | A), est la moyenne arithme´tique de f sur A ; la meˆme est
utilise´e pour les fonctions de plusieurs variables.
Dans toute la suite, k ≥ 2 est un entier que nous conside´rons comme
une constante. L’objectif est de montrer l’existence d’une progression
arithme´tique de longueur k+1 dans les nombres premiers. La progres-
sion est cherche´e dans l’intervalle [0, N [, ou` N est un (grand) entier
qu’il est souvent ne´cessaire de supposer premier. On identifie [0, N [ au
groupe ZN = Z/NZ.
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Il est crucial dans la preuve de controˆler la manie`re dont toutes les
estimations de´pendent de N et nous adoptons les conventions suiv-
antes. Dans chaque e´nonce´ N est suppose´ fixe´ mais toutes les con-
stantes sont inde´pendantes de N . Nous notons o(1) une quantite´ ten-
dant vers 0 quand N tend vers l’infini, uniforme´ment par rapport a` tous
les parame`tres sauf e´ventuellement ceux note´s en indice. La notation
O(1) est employe´e avec une signification similaire.
2. Poids pseudo-ale´atoires
et the´ore`me de Green-Tao Szemere´di
Green et Tao ge´ne´ralisent une formulation classique du the´ore`me
de Szemere´di, qui est celle sous laquelle Gowers [G] l’a rede´montre´
re´cemment.
The´ore`me 2. Pour tout re´el δ > 0 il existe un constante c(δ) > 0 tel
que, pour toute fonction f : ZN → R avec
0 ≤ f(x) ≤ 1 pour tout x et E
(
f | ZN
)
≥ δ
on ait
(1) E
(
f(x)f(x+ t) . . . f(x+ kt) | x, t ∈ ZN
)
≥ c(δ) .
La version finie du the´ore`me de Szemere´di se de´duit de ce the´ore`me
en prenant pour f la fonction indicatrice d’un sous-ensemble de [0, N [.
Green et Tao s’affranchissent de la condition f ≤ 1 en la remplac¸ant
par l’hypothe`se que f est majore´e par un poids pseudo-ale´atoire ; cette
notion sera de´finie plus loin.
2.1. Les deux ingre´dients de la preuve du the´ore`me 1. Nous
appelons « the´ore`me de Green-Tao Szemere´di » l’extension suivante
du the´ore`me de Szemere´di :
The´ore`me 3. Soit ν : ZN → R
+ un poids pseudo-ale´atoire (voir la
sous-section 2.2). Pour tout re´el δ > 0 il existe une constante c′(δ) > 0
satisfaisant la proprie´te´ suivante. Pour toute fonction f : ZN → R telle
que
0 ≤ f(x) ≤ ν(x) pour tout x et E
(
f | ZN
)
≥ δ
on a
(2) E
(
f(x)f(x+ t) . . . f(x+ kt) | x, t ∈ ZN
)
≥ c′(δ)− o(1) .
La de´monstration de ce the´ore`me, qui occupe une part importante
de l’article de Green et Tao, est re´sume´e dans les sections 3 et 4. Pour
l’appliquer aux nombres premiers, il faut une fonction f et un poids ν
convenables dont l’existence est donne´e par le the´ore`me suivant.
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The´ore`me 4. Il existe une constante positive δ, un poids pseudo-
ale´atoire ν : ZN → R
+ et une fonction f : ZN → R avec
f est nulle en dehors de l’ensemble des nombres premiers ;
0 ≤ f(x) ≤ ν(x) pour tout x ;
E(f | ZN ) ≥ δ ;
‖f‖L∞ = O(1) logN .
La construction de f et ν est faite dans la section 5. Nous montrons
maintenant comment le the´ore`me 1 de´coule des the´ore`mes 3 et 4.
De´monstration. Soient δ, f et ν comme dans le the´ore`me 4. Il existe
un intervalle J ⊂ [0, N [, de longueur plus petite que N/2 et tel que
E(1Jf | ZN ) ≥ δ/3. Nous utilisons le the´ore`me 3 avec la fonction f
remplace´e par 1Jf et le re´el δ remplace´ par δ/3.
La contribution dans l’espe´rance (2) des termes ou` t = 0 est ma-
jore´e par N−1‖f‖k+1L∞ = o(1), et est donc infe´rieure a` c
′(δ) si N est
assez grand. Il existe donc dans ce cas x, t ∈ ZN avec t 6= 0 tels que
f(x)f(x + t) . . . f(x + kt) 6= 0. Rappelons que dans cette expression
x, x + t, . . . , x + kt sont conside´re´s comme des e´le´ments de ZN et que
donc l’addition est modulo N . Si nous conside´rons x et t comme des
entiers appartenant a` l’intervalle [0, N [ nous obtenons que f est non
nulle aux points x, x + t mod N, . . . , x + kt mod N . Comme elle est
nulle en dehors de l’intervalle J de longueur < N/2, tous ces entiers
appartiennent a` cet intervalle et on en de´duit facilement qu’ils forment
une progression arithme´tique non triviale de longueur k + 1. Enfin, f
est nulle en dehors de l’ensemble des nombres premiers et on a bien
une progression forme´e de nombres premiers. 
2.2. De´finition des poids pseudo-ale´atoires. Dans les the´ore`mes
pre´ce´dents nous avons conside´re´ un poids pseudo-ale´atoire comme une
fonction de´finie sur ZN . Il s’agit plus pre´cise´ment de la donne´e, pour
chaque nombre premier N , d’une fonction ν = νN : ZN → R
+, de sorte
que soient satisfaites deux conditions asymptotiques appele´es condition
sur les formes line´aires et condition sur les corre´lations.
La condition sur les formes line´aires. Ici m0, t et L sont des constantes
entie`res (ne de´pendant que de k) que nous n’explicitons pas.
Soient m ≤ m0 un entier et ψ1, . . . , ψm des applications de Z
t
N dans
ZN de la forme
(3) ψi(x) = bi +
t∑
j=1
Li,jxj
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ou` x = (x1, . . . , xt) et
– pour tout i, bi est un entier ;
– pour tous i, j, Li,j est un entier avec |Li,j| ≤ L ;
– aucun des vecteurs (Li,j)1≤j≤t ∈ Z
t n’est nul et ces vecteurs sont
deux a` deux non coline´aires
alors la condition sur les formes line´aires stipule que
(4) E
(
ν(ψ1(x)) . . . ν(ψm(x))
∣∣x ∈ ZtN) = 1 + o(1) .
D’apre`s nos conventions, la quantite´ o(1) tend vers 0 quand N tend
vers l’infini inde´pendamment du choix des fonctions ψi et en particulier
du choix des bi, qui ne sont pas suppose´s borne´s. Remarquons que la
condition des formes line´aires entraˆıne que la meˆme majoration reste
valable s’il y a moins de t variables. En particulier,
E(ν | ZN ) = 1 + o(1) .
La condition des corre´lations. Ici encore, q0 est une constante entie`re
que nous n’explicitons pas.
La condition sur les corre´lations stipule qu’il existe une fonction τ : ZN →
R
+ avec
pour tout p ≥ 1, E(τ p(x) | x ∈ ZN) = Op(1)
telle que, pour tout q ≤ q0 et tous h1, . . . , hq ∈ ZN , distincts ou con-
fondus, on ait
(5) E
(
ν(x+h1)ν(x+h2) . . . ν(x+hq) | x ∈ ZN
)
≤
∑
1≤i≤j≤q
τ(hi−hj) .
Nous remarquons que, si ν est un poids pseudo-ale´atoire, alors (1 +
ν)/2 en est e´galement un. On peut donc sans perte de ge´ne´ralite´ se
restreindre au cas ou` ν(x) > 0 pour tout x.
3. Les normes de Gowers
3.1. La de´finition. Il y a quelques anne´es Gowers a propose´ une nou-
velle preuve du the´ore`me de Szemere´di [G] a` base d’analyse harmonique
et de combinatoire. Dans sa de´monstration il a introduit une suite de
normes sur l’espace C(ZN ) des fonctions sur ZN a` valeurs re´elles et
les a utilise´es pour controˆler les espe´rances qui apparaissent dans le
the´ore`me 2. Green et Tao les utilisent e´galement pour controˆler les
espe´rances du the´ore`me 3. Nous donnons ici leur de´finition.
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Pour f ∈ C(ZN ) on de´finit par re´currence les quantite´s ‖f‖Ud , d ≥ 1,
par
‖f‖U1 =
∣∣E(f | ZN )∣∣∣ ;
‖f‖Ud+1 =
(
E
(
‖f · ft‖
2d
Ud | t ∈ ZN
))1/2d+1
pour d ≥ 1
ou` ft est la fonction x 7→ f(x+ t).
Ces quantite´s peuvent eˆtre aussi donne´es par une formule close.
Pour ω = (ω1, . . . , ωd) ∈ {0, 1}
d et t = (t1, . . . , td) ∈ Z
d
N notons
ω · t = ω1t1 + ω2t2 + · · ·+ ωdtd .
On a alors
(6) ‖f‖Ud =
(
E
( ∏
ω∈{0,1}d
f(x+ ω · t
∣∣x ∈ ZN , t ∈ ZdN))1/2d .
On ve´rifie alors facilement que ‖f‖U2 est la norme ℓ
4 de la transforme´e
de Fourier de f et que ‖f‖Ud+1 ≥ ‖f‖Ud pour tout d ≥ 1. De plus on
obtient :
Proposition 1 (Ine´galite´ de Cauchy-Schwarz-Gowers). Si fω, ω ∈
{0, 1}d, sont 2d fonctions re´elles sur ZN on a
(7)
∣∣∣E( ∏
ω∈{0,1}d
fω(x+ ω · t
∣∣x ∈ ZN , t ∈ ZdN)∣∣∣ ≤ ∏
ω∈{0,1}d
‖fω‖Ud .
On en de´duit :
Proposition 2. Pour d ≥ 2 l’application f 7→ ‖f‖Ud est une norme
sur C(ZN ).
On peut facilement e´tendre ces de´finitions au cas des fonctions a`
valeurs complexes.
3.2. Commentaires. Pour d > 2 la norme ‖ · ‖Ud est assez difficile a`
interpre´ter car elle ne peut apparemment pas eˆtre exprime´e au moyen
des normes classiques. La de´finition n’est pas simplifie´e par l’usage de
la transforme´e de Fourier ; par exemple, la norme ‖ · ‖U3 d’une fonction
est la meˆme que celle de sa transforme´e de Fourier (a` une normalisation
pre`s).
Cette difficulte´ provient sans doute du fait que ces normes ont un
aspect non commutatif. En effet, il est clairement possible de de´finir des
normes similaires sur l’espace CK(G) des fonctions continues a` support
compact sur un groupe abe´lien localement compact G. Mais il est sans
doute moins e´vident que la de´finition de la norme ‖ · ‖Ud s’e´tend au cas
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ou` G est localement compact nilpotent d’ordre d − 1, et qu’elle peut
meˆme eˆtre de´finie sur CK(G/Γ) lorsque Γ est un sous-groupe ferme´ d’un
groupe G de ce type.
D’une manie`re inde´pendante, des semi-normes ||| · |||d , d ≥ 1, ont
re´cemment e´te´ introduites [HK] en the´orie ergodique dans l’e´tude de
questions relatives au the´ore`me de Szemere´di ou` elles servent e´galement
a` controˆler des espe´rances ressemblant a` celles du the´ore`me 2. La
de´finition de ces semi-normes, nettement plus complique´e, ne sera pas
donne´e ici mais elle est formellement assez similaire a` celle des normes
de Gowers. Ces semi-normes ont une interpre´tation simple : elles sont
lie´es a` l’existence de quotients du syste`me munis d’une structure d’es-
pace homoge`ne d’un groupe de Lie nilpotent.
Si on admet que les ressemblances de plus en plus nombreuses qui
apparaissent entre les deux the´ories ne sont pas fortuites, il est alors
possible de conjecturer que les normes de Gowers s’interpre`tent au
moyen d’une sorte de transforme´e de Fourier nilpotente, meˆme lorsque
le groupe est abe´lien.
3.3. Normes de Gowers et progressions arithme´tiques. La propo-
sition suivante ge´ne´ralise un re´sultat analogue de Gowers e´tabli sous
l’hypothe`se plus forte que toutes les fonctions sont borne´es par 1.
Sa de´monstration consiste en une suite inge´nieuse d’applications de
l’ine´galite´ de Cauchy-Schwarz, de changements de variables et de la
condition sur les formes line´aires.
Proposition 3. Soient ν un poids pseudo-ale´atoire et f0, f1, . . . , fk des
fonctions sur ZN ve´rifiant
|fj(x)| ≤ 1 + ν(x) pour tout x ∈ ZN et tout j avec 0 ≤ j ≤ k .
Alors ∣∣∣E( k∏
j=0
fj(x+ jt)
∣∣ x, t ∈ ZN)∣∣∣ ≤ 2k+1 min
0≤j≤k
‖fj‖Uk + o(1) .
L’utilisation que font Green et Tao de cette proposition est tre`s
diffe´rente de la manie`re dont Gowers utilise le re´sultat analogue pour
les fonctions borne´es.
Ce dernier proce`de par dichotomie.
Soient f une fonction sur ZN et c = E(f | ZN ). Si ‖f − c‖Uk est
petit, alors l’espe´rance (1) est peu diffe´rente de l’espe´rance obtenue
en remplac¸ant f par c et elle est donc grande. Si au contraire cette
norme est grande, alors Gowers montre que la restriction de f a` un
sous-ensemble pas trop petit de ZN pre´sente des re´gularite´s qui sont
ensuite exploite´es.
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Green et Tao utilisent une de´composition, ou` les normes de Gow-
ers jouent un roˆle tre`s proche de celui joue´ par les semi-normes ||| · |||d
dans [HK]. Lorsque f est une fonction majore´e par un poids pseudo-
ale´atoire, elle peut s’e´crire (essentiellement) comme la somme d’une
fonction ayant une petite norme et d’une fonction borne´e qui est son
espe´rance conditionnelle sur une σ-alge`bre (proposition 4). La proposi-
tion 3 permet alors de borner la contribution provenant de la fonction
de petite norme. En the´orie ergodique on e´crit chaque fonction comme
somme de son espe´rance conditionnelle sur une σ-alge`bre adapte´e et
d’une fonction de semi-norme nulle. On utilise ensuite le fait que cette
σ-alge`bre a une interpre´tation « ge´ome´trique » assez simple.
3.4. σ-alge`bres sur ZN et un re´sultat de de´composition. ZN
e´tant fini, toute σ-alge`bre B sur ZN est de´finie par une partition de
cet ensemble : les e´le´ments de B sont les re´unions d’atomes de cette
partition et les fonctions B-mesurables sont les fonctions constantes
sur chaque atome. Quand f est une fonction sur ZN , son espe´rance
conditionnelle par rapport a` B est la fonction B-mesurable de´finie par
si A est l’atome de B contenant x,
E(f | B)(x) = E
(
f | A
)
=
E(1A f | ZN )
E(1A | ZN)
.
La proposition suivante est la cle´ de la de´monstration du the´ore`me 3.
Proposition 4. Soit ν un poids pseudo-ale´atoire. Pour tout ε > 0 il
existe un entier N0(ε) tel que pour tout N > N0(ε) on ait la proprie´te´
suivante.
Soit f une fonction sur ZN avec 0 ≤ f(x) ≤ ν(x) pour tout x. Alors il
existe une σ-alge`bre B sur ZN , un sous-ensemble Ω de ZN appartenant
a` B avec
E(ν · 1Ω | ZN ) = oε(1) ;(8) ∥∥(1− 1Ω) · E(ν − 1 | B)∥∥L∞ = oε(1) ;(9) ∥∥(1− 1Ω) · (f − E(f | B))∥∥Uk ≤ ε .(10)
On donne dans la section 4 un re´sume´ de la preuve de cette proposi-
tion. Admettant ce re´sultat pour le moment, nous indiquons comment
on peut en de´duire le the´ore`me 3.
3.5. De´monstration du the´ore`me 3 a` partir des propositions 1
et 4. Soient ν, f et δ comme dans le the´ore`me. Soient ε > 0 un
parame`tre suffisamment petit et B, Ω comme dans la proposition 4.
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Nous supposons que N est suffisamment grand. Posons
g = (1− 1Ω) · E(f | B) et h = (1− 1Ω) ·
(
f − E(f | B)
)
.
Comme f ≤ ν nous avons
(11) E(g | ZN) ≥ E(f | ZN )− E
(
1Ω · E(ν | B) | ZN
)
= E(f | ZN)− E(1Ω · ν | ZN ) ≥ δ − oε(1)
car Ω ∈ B et d’apre`s (8). De plus
(12) 0 ≤ g ≤ (1− 1Ω) · E(ν | B) ≤ 1 + oε(1)
d’apre`s (9). Ainsi, |h| ≤ f + g ≤ 1+ ν+ oε(1) et par ailleurs ‖h‖Uk ≤ ε
d’apre`s (10).
Comme 0 ≤ g+h ≤ f , l’espe´rance (2) apparaissant dans le the´ore`me
est minore´e par la meˆme espe´rance avec f remplace´e par g + h. Cette
dernie`re expression s’e´crit comme somme de 2k+1 espe´rances de la forme
(13) E
(
f0(x)f1(x+ t) . . . fk(x+ kt) | x, t ∈ ZN
)
ou` chacune des fonctions fi, 0 ≤ i ≤ k, est e´gale a` g ou a` h. Ainsi,
|fi| ≤ 1 + ν + oε(1) pour tout i.
Le terme principal est celui ou` toutes les fonctions fi sont e´gales a` g ;
en effet la majoration (12) permet d’utiliser le the´ore`me de Szemere´di
(the´ore`me 2) et la minoration (11) entraˆıne donc que ce terme est
minore´ par c
(
δ− oε(1)
)
. Tous les autres termes ont une valeur absolue
majore´e par 2k+1ε+ oε(1) d’apre`s la proposition 3.
En choisissant ε assez petit nous obtenons donc la minoration an-
nonce´e de l’espe´rance (2), avec c′(δ) = c(δ). 
Remarque. Le re´sultat obtenu est plus fort que ce qui est re´ellement
ne´cessaire, a` savoir c′(δ) > 0. Il serait sans doute possible de modifier
la de´monstration en affaiblissant les conditions impose´es a` ν tout en
conservant la proprie´te´ annonce´e.
4. De´monstration de la proposition 3.4
Cette section est la plus technique de ces notes et les lecteurs qui ne
seraient pas inte´resse´s par les de´tails sont invite´s a` passer directement
a` la suivante.
4.1. Les fonctions duales. Soit f une fonction re´elle sur ZN . Pour
x ∈ ZN de´finissons
Df(x) = E
( ∏
ω∈{0,1}k
ω6=0
f(x+ ω · t)
∣∣∣ t ∈ ZkN)
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ou` 0 repre´sente l’e´le´ment (0, 0, . . . , 0) de {0, 1}k. Df est appele´e la
fonction duale (d’ordre k) de f .
E´crivons 〈·, ·〉 le produit scalaire sur C(ZN ) donne´ par 〈f, g〉 = E(fg |
ZN). La de´finition des normes et l’ine´galite´ de Cauchy-Schwarz-Gowers
entraˆınent imme´diatement :
Lemme 1. Pour toute fonction f ∈ C(ZN ),
‖f‖Uk = 〈f,Df〉 = sup
{∣∣〈f,Dg〉∣∣ ; g ∈ C(ZN ), ‖g‖Uk ≤ 1} .
Ainsi, la boule unite´ pour la norme duale de ‖ · ‖Uk est l’enveloppe
convexe de l’ensemble {Df ; ‖f‖Uk ≤ 1}. Cette norme duale n’est
malheureusement pas une norme d’alge`bre (la norme d’un produit n’est
pas majore´e par le produit des normes), ce qui simplifierait beaucoup
la de´monstration. Dans sa preuve du the´ore`me de Szemere´di [T1], Tao
construit une norme d’alge`bre qui est majore´e par la norme duale.
Cette construction est formellement tre`s proche de la construction de
la « tour d’extensions isome´triques » de Furstenberg.
Pour comprendre le roˆle joue´ par les fonctions duales, imaginons la
situation ou` nous avons une fonction f telle que ‖f‖Uk soit « grande »
et que ‖Df‖L2 ne soit pas « trop grande ». Supposons aussi que nous
savons construire une σ-alge`bre B par rapport a` laquelle Df est mesurable
au moins approximativement. Alors, comme le produit scalaire de f et
Df est grand, l’espe´rance E(f | B) aura une norme L2 assez grande.
Cette me´thode est utilise´e de manie`re ite´rative dans les sous-sections
suivantes pour construire la σ-alge`bre de la proposition 4.
4.2. Poids pseudo-ale´atoires et fonctions duales. Dans toute la
suite de cette section, ν de´signe un poids pseudo-ale´atoire et nous
e´tudions les proprie´te´s des fonctions duales des fonctions majore´es par
ν ou par 1 + ν.
Rappelons que la condition sur les formes line´aires entraˆıne que E(ν |
ZN) = 1 + o(1). On a plus pre´cise´ment
(14) ‖ν − 1‖Uk = o(1) .
Nous obtenons de meˆme :
Lemme 2. Si f est une fonction sur ZN ve´rifiant |f | ≤ 1 + ν alors
‖Df‖L∞ ≤ 2
2k−1 + o(1).
Nous notons de´sormais I un intervalle ferme´ borne´ de R tel que
Df(x) ∈ I pour tout x et toute fonction f avec |f | ≤ 1 + ν.
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Proposition 5. Soient m ≥ 1 un entier et f1, . . . , fm des fonctions sur
ZN ve´rifiant |fi| ≤ 1 + ν pour tout i, et soit Φ une fonction continue
sur le cube Im. Alors la fonction ψ sur ZN de´finie par
ψ(x) = Φ
(
Df1(x), . . . ,Dfm(x)
)
satisfait la relation
〈ν − 1, ψ〉 = om,Φ(1) .
De plus, cette estimation est uniforme en Φ si l’on impose a` cette fonc-
tion de rester dans un compact au sens de la convergence uniforme.
Pour montrer cette proposition on se rame`ne facilement au cas ou`
Φ(x1, x2, . . . , xm) = x1x2 . . . xm et on utilise la condition des corre´lations.
C’est le seul endroit de la preuve ou` cette condition est utilise´e.
4.3. Construction d’une σ-alge`bre. Nous introduisons ici une cons-
truction qui sera utilise´e de manie`re re´pe´te´e dans la section suivante
pour montrer la proposition 4. Ici ε > 0 est un parame`tre et σ ∈]0, 1/2[
est un parame`tre accessoire qui devra eˆtre choisi soigneusement en
fonction de ε. On se donne une fonction continue ψ : R → [0, 1], a`
support dans [0, 1] et e´gale a` 1 sur [σ, 1− σ]. Nous supposons toujours
que N est suffisamment grand.
Soit f une fonction sur ZN avec |f | ≤ 1 + ν et notons F = Df .
Soient α ∈]0, 1] et B la σ-alge`bre dont les atomes sont les ensembles
A de la forme
(15) A = {x ∈ ZN ; ε
2k+1(n + α) ≤ F (x) < ε2
k+1
(n+ 1 + α)}
ou` n est un entier tel que cet ensemble ne soit pas vide. Le parame`tre α
est introduit pour e´viter les effets de bord : il pourrait en effet arriver
que les valeurs de la fonction F s’accumulent pre`s des points nε2
k+1
mais, pour un choix convenable de α, l’ensemble
E =
⋃
n∈Z
{
x ∈ ZN ; ε
2k+1(n+ α− σ) ≤ F (x) ≤ ε2
k+1
(n+ α + σ)
}
ve´rifie
(16) E
(
1E · (1 + ν) | ZN
)
= σ O(1) .
Par construction, on a clairement,
(17)
∥∥F − E(F | B)∥∥
L∞
≤ ε2
k+1
Comme F est borne´e (lemme 2), le nombre d’atomes de B est un Oε(1).
Appelons un atome A de B mauvais si E
(
(1 + ν) 1A | ZN
)
< σ1/2 et
notons Ω la re´union des mauvais atomes. Alors Ω ∈ B et
(18) E
(
(1 + ν) 1Ω | ZN
)
= σ1/2Oε(1) .
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Soient maintenant A un bon atome, n l’entier correspondant dans la
de´finition (15) et J = [ε2
k+1
(n + α, ε2
k+1
(n+ 1 + α)[ . Posons ΦA(x) =
ψ
(
ε−2
k+1
(x − n − α)
)
. La proposition 5 permet de majorer ΦA ◦ F et
la proprie´te´ (16) permet de controˆler le terme d’erreur 1A − ΦA ◦ F =
(1J − ΦA) ◦ F . Nous obtenons
E
(
(ν(x)− 1)1A(x) | x ∈ A
)
= σ1/2Oε(1) + oε,σ(1) .
On en de´duit que
(19)
∥∥(1− 1Ω) · E(ν − 1 | B)∥∥L∞ = 0ε(1) .
Supposons maintenant qu’au lieu d’une fonction f nous avons une
famille finie (f1, . . . , fm) de fonctions ve´rifiant toutes |fi| ≤ 1+ν. Alors
par la meˆme me´thode nous pouvons construire une σ-alge`bre B et un
ensemble Ω ∈ B ve´rifiant les proprie´te´s (18) et (19) et tels que l’approxi-
mation uniforme (17) soit valable pour chacune des fonctions Fi = Dfi,
tous les termes o(1) et O(1) de´pendant aussi du nombre m de fonctions.
4.4. Une re´currence. Soit maintenant f une fonction avec 0 ≤ f ≤
ν. Nous allons utiliser la construction pre´ce´dente de fac¸on re´pe´te´e, con-
struisant de proche en proche une suite (fj) de fonctions, une suite (Bj)
de σ-alge`bres et une suite (Ωj) d’ensembles appartenant a` Bj .
Posons f1 = f et soient B1 la σ-alge`bre grossie`re {∅,ZN} et Ω1 = ∅.
Supposons que les constructions ont e´te´ faites jusqu’au rang j. Nous
posons
fj+1 = (1− 1Ωj )
(
f − E(f | Bj)
)
et distinguons deux cas.
– Si ‖fj+1‖Uk ≤ ε nous arreˆtons l’algorithme ;
– sinon nous employons la me´thode pre´ce´dente avec la famille de
fonctions (f1, . . . , fj+1) pour de´finir la σ-alge`bre Bj+1 et l’ensemble
Ωj+1 et nous ite´rons l’algorithme, ce qui est possible car |fj+1| ≤
1+ν, a` multiplication pre`s par un terme de la forme 1+σ1/2Oε(1).
Montrons que cet algorithme s’arreˆte apre`s un nombre borne´ d’e´tapes.
S’il ne s’arreˆte pas a` l’e´tape j alors ‖fj+1‖
2k
Uk = E(fj+1Dfj+1) ≥ ε
2k .
Imaginons pour simplifier que le petit ensemble Ωj est vide. Nous au-
rions alors fj+1 = f − E(f | Bj) et comme par construction Dfj+1 est
uniforme´ment proche de E(Dfj+1 | Bj+1), cette ine´galite´ nous permet-
trait de minorer
E
((
f − E(f | Bj)
)
· E(Dfj+1 | Bj+1)
)
E
((
E(f | Bj+1)− E(f | Bj)
)
· E(Dfj+1 | Bj+1)
)
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et donc aussi ‖E(f | Bj+1) − E(f | Bj)‖L2 en appliquant l’ine´galite´
de Cauchy-Schwarz. Les calculs pre´cis permettent en fait de borner
infe´rieurement la quantite´ positive
‖(1− 1Ωj+1) · E(f | Bj+1)‖
2
L2 − ‖(1− 1Ωj ) · E(f | Bj)‖
2
L2 .
Comme ‖(1−1Ωj ) ·E(f | Bj)‖L2 est majore´ par ‖f‖L2, cela prouve que
l’algorithme s’arreˆte en temps borne´.
La dernie`re σ-alge`bre et le dernier ensemble Ω construits ve´rifient
alors les proprie´te´s de la proposition 4. 
5. Un poids pseudo-ale´atoire
Il nous reste a` construire une fonction f nulle en dehors des nombres
premiers et un poids pseudo-ale´atoire ν ve´rifiant les hypothe`ses du
the´ore`me 3.
Dans cette section nous notons P l’ensemble des nombres premiers et
la lettre p de´signe toujours un nombre premier. Rappelons la de´finition
de deux fonctions classiques.
– φ est la fonction indicatrice d’Euler : pour tout entier x > 0, φ(x)
est le nombre d’entiers compris entre 1 et x et premiers avec x.
– µ est la fonction de Mo¨bius :
µ(x) =


1 si x = 0 ;
(−1)ℓ si x est le produit de ℓ nombres premiers distincts ;
0 sinon.
5.1. La fonction f et le poids ν. Nous nous donnons une fois pour
toutes
– une fonction χ : R → R+, de classe C∞, a` support dans [−1, 1],
avec χ(0) > 0 et
∫∞
0
(χ′(x))2 dx = 1 ;
– w = w(N) une fonction entie`re tendant vers l’infini tre`s lentement,
par exemple de l’ordre de log logN .
De plus nous notons
– W = W (N) le produit des nombres premiers ≤ w(N) ;
– R = Nα ou` α est une constante positive suffisamment petite.
Soit b un entier qui sera de´fini plus bas et de´finissons la fonction f
sur [0, N [ par
(20)
f(n) =
{
φ(W )
W
log(Wn+ b) si Wn+ b ≥ R et Wn+ b est premier
0 sinon.
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Rappelons l’estimation e´le´mentaire de Tche´bytchev pour le nombre
π(x) de nombres premiers infe´rieurs ou` e´gaux a` x :
c1
x
log x
≤ π(x) ≤ c2
x
log x
ou` c1 et c2 sont des constantes positives. On en de´duit (sans utiliser le
the´ore`me de Dirichlet) qu’on peut choisir b ∈ [1,W [, premier avec W
et tel que pour N assez grand on ait E(f(n) | n ∈ [0, N [) ≥ δ, ou` δ > 0
est une constante.
Pour tout n entier nous posons
(21) λ(n) =
∑
d|n
µ(d)χ
( log d
logR
)
et nous de´finissons
(22) ν(n) =
φ(W )
W
logR · λ2(Wn+ b) .
On ve´rifie facilement que pour tout n ∈ [0, N [ on a 0 ≤ f(n) ≤ cν(n)
pour une certaine constante positive c. Ainsi la fonction f ve´rifie (a` une
normalisation pre`s) les proprie´te´s annonce´es dans le the´ore`me 4.
Il reste a` montrer que ν est un poids pseudo-ale´atoire, c’est a` dire que
cette fonction ve´rifie la condition sur les formes line´aires et la condition
sur les corre´lations. Nous ne donnons pas ici la preuve de ces proprie´te´s
et nous contentons de montrer comment obtenir l’estimation
E(ν | ZN ) = 1 + o(1) .
La me´thode qui suit n’est sans doute pas la plus simple possible mais
elle contient les principaux ingre´dients utilise´s dans la de´monstration
comple`te et e´claire le roˆle joue´ par le parame`tre R et par la fonction
χ. Intuitivement, le roˆle du parame`tre w est d’e´liminer les perturba-
tions produites par les petits nombres premiers. Soit en effet p ∈ P .
Les nombres premiers se re´partissent dans p− 1 classes de congruence
modulo p, ce qui cause une irre´gularite´ d’ordre 1/p, non ne´gligeable si
p est trop petit devant N .
5.2. Une re´e´criture. E(ν | ZN ) est le produit par C = W
−1φ(W ) logR
de
(23)
∑
d,d′
µ(d)µ(d′)χ
( log d
logR
)
χ
( log d′
logR
)
E(1d,d′(x) | x ∈ ZN)
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ou` d, d′ sont des entiers positifs et
1d,d′(x) =
{
1 si ppcm(d, d′) divise Wx+ b ;
0 sinon.
Nous e´valuons E(1d,d′ | ZN). A` cause des facteurs µ(d) et µ(d
′) nous
pouvons nous restreindre au cas ou` d et d′ sont sans carre´ et e´crire
d =
∏
p
pωp ; d′ =
∏
p
pω
′
p
ou` ω = (ωp ; p ∈ P ) et ω
′ = (ω′p ; p ∈ P ) sont des suites a` valeurs
dans {0, 1}. De´finissons Ep(η) pour p ∈ P et η ∈ {0, 1} par
(24) Ep(0) = 1 ; Ep(1) = 0 si p ≤ w et Ep(1) =
1
p
si p > w .
Nous avons
(25) E(1d,d′ | ZN ) =
∏
p
Ep(max(ωp, ω
′
p)) +N
−1O(1) .
En effet, s’il existe un premier p avec p ≤ w et max(ωp, ω
′
p) = 1 alors
1d,d′(x) = 0 pour tout x puisque p divise W et est premier avec b. Dans
le cas contraire la proportion des x ∈ ZN tels que ppcm(d, d
′) divise
Wx+ b est 1/ ppcm(d, d′) a` un N−1O(1) pre`s.
Nous comprenons maintenant le roˆle de la troncature effectue´e par
la fonction χ dans la de´finition de ν : pour tous les d conside´re´s, les
entiers 1, . . . , N − 1 se re´partissent suffisamment uniforme´ment dans
les classes de congruence modulo d. En effet, la somme (23) contient
au maximum R2 termes non nuls et la somme des erreurs N−1O(1) est
donc de la forme R2N−1O(1) ; le produit par C de cette expression est
un o(1) puisque R est une petite puissance de N .
Ainsi, en reportant l’estimation (25) dans (23) et en remplac¸ant la
fonction de Mo¨bius par sa de´finition, nous obtenons
(26) E(ν | ZN ) = o(1)
+C
∑
ω,ω′
χ
(∑
p ωp log p
logR
)
χ
(∑
p ω
′
p log p
logR
) ∏
p
(−1)ωp+ω
′
pEp(max(ωp, ω
′
p)) .
5.3. Transforme´e de Fourier. Dans l’article [GT], Green et Tao
utilisent une troncature brutale de la somme (21) de´finissant la fonc-
tion λ, comme dans les travaux de Goldston et Yıldırım. L’emploi de la
fonction lisse χ permet de se servir de la transforme´e de Fourier. Nous
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e´crivons
(27) χ(x) =
∫
τ(t)e−x(1+it) dt
ou` τ est une fonction a` de´croissance rapide. La somme dans la for-
mule (26) se met alors aise´ment sous la forme
(28)
∫∫
τ(t)τ(t′)
∏
p
Zp(t, t
′) dt dt′
ou`, en notant
z =
1 + it
logR
et z′ =
1 + it′
logR
nous avons
Zp(t, t
′) =
∑
η,η′∈{0,1}
(−1)η+η
′
Ep(max(η, η
′)) p−ηz−η
′z′ .
En remplac¸ant les Ep par leurs valeurs (24) nous obtenons
Zp(t, t
′) =
{
1 si p ≤ w ;
1− p−1−z − p−1−z
′
+ p−1−z−z
′
si p > w.
Il vient alors∏
p
Zp(t, t
′) =
∏
p>w
(
1− p−1−z − p−1−z
′
+ p−1−z−z
′
)
= (1 + o(1))
∏
p>w
(1− p−1−z)(1− p−1−z
′
)
1− p−1−z−z′
car w tend vers l’infini avec N et donc
(29)∏
p
Zp(t, t
′) = (1+o(1))
ζ(1 + z + z′)
ζ(1 + z)ζ(1 + z′)
(∏
p≤w
(1− p−1−z)(1− p−1−z
′
)
1− p−1−z−z′
)−1
.
Nous e´crivons l’inte´grale (28) comme somme de l’inte´grale pour t, t′
appartenant a` l’intervalle J = [−(logR)1/2, (logR)1/2] et d’un reste qui
est de la forme C−1o(1) a` cause de la de´croissance rapide de la fonction
τ .
Soient maintenant t et t′ appartenant a` J .
Comme W est tre`s petit devant (logR)1/2 nous avons
∏
p≤w
(1− p−1−z)(1− p−1−z
′
)
1− p−1−z−z′
= (1+o(1))
∏
p≤w
(1−p−1) = (1+o(1))
φ(W )
W
.
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D’autre part, l’estimation e´le´mentaire
ζ(1 + s) ∼
1
s
quand s→ 0 avec Re(s) > 0
nous donne
ζ(1 + z + z′)
ζ(1 + z)ζ(1 + z′)
= (1+o(1))
zz′
z + z′
= (1+o(1))
1
logR
(1 + it)(1 + it′)
2 + it + it′
.
En reportant ces valeurs dans (29) nous obtenons∫∫
J×J
∏
p
Zp(t, t
′) = C−1 (1+o(1))
∫∫
J×J
τ(t)τ(t′)
(1 + it)(1 + it′)
2 + it+ it′
dt dt′ .
Comme τ est a` de´croissance rapide, l’inte´grale de la deuxie`me fonction
en dehors de J × J est de un C−1 o(1) et nous obtenons∫∫ ∏
p
Zp(t, t
′) = C−1 (1 + o(1))
∫∫
τ(t)τ(t′)
(1 + it)(1 + it′)
2 + it + it′
dt dt′ .
Cette dernie`re inte´grale s’e´crit∫ +∞
0
ds
∫∫
τ(t)τ(t′)(1+it)(1+it′)e−s(2+it+it
′) dt dt′ =
∫ +∞
0
(χ′(s))2 ds = 1
et on a donc bien E(ν | ZN ) = 1 + o(1). 
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