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Abstract 
Recently a likelihood-based methodology has been developed by the Collaboratory for the 
Study of Earthquake Predictability (CSEP) with a view to testing and ranking seismicity 
models. We analyze this approach from the standpoint of possible applications to hazard 
analysis. We arrive at the conclusion that model testing can be made more efficient by 
focusing on some integral characteristics of the seismicity distribution. This is achieved either 
in the likelihood framework but with economical and physically reasonable coarsening of the 
phase space or by choosing a suitable measure of closeness between empirical and model 
seismicity rate in this space. 
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 1. Introduction. 
The assessment of seismic hazard and risk are based on maps of long-term rate 
of damaging seismic events. There is a wide diversity of approaches to the making of 
such maps, which differ in the use of historical and low magnitude seismicity, 
seismotectonic regionalization, the Gutenberg-Richter law, smoothing techniques, and 
so on (see, e.g., Molchan et al., 1997; Giardini, 1999 and references therein). For this 
reason, the initiative of the U.S. branch of the Collaboratory for the Study of 
Earthquake Predictability (CSEP) is important; its purpose is to develop a statistical 
methodology for objective testing and ranking of seismicity models (Field, 2007). That 
program has been implemented as the Regional Earthquake Likelihood Models 
(RELM) project for California (Schorlemmer et al., 2010) and now the methodology is 
in a stage of active analysis and development (see e.g. Lombardi and Marzocchi, 2010; 
Werner et al., 2010; Rhoades et al., 2011; Zechar et al.,2010). 
Below we examine the RELM methodology from the point of view of possible 
applications to hazard analysis, i.e., to the testing of long-term seismicity maps. We 
provide a brief description of basic elements of the methodology with a parallel 
discussion of its strong and weak points. 
 
2. The Seismicity Model 
A seismicity map describes the mean rate of target events j = )( j  in subsets 
 of space . Here G denotes the region and M the magnitude range of target 
events. The model 
j MG 
{ }j  is to be tested based on observations { }j)( j    in the 
subsets  for a period }{ j T . In the CSEP/RELM experiments, the subsets  are 
standard bins of 10 km in linear size and 0.1 in magnitude; the numbers of events in 
bins, {
j
}j , are generally low: 0,1,2, with the total number  
jN         (1) 
being a few tens of events.  
The statistical analysis of maps is based on the following assumption: the 
variables }{ j  are independent and poissonian, i.e., 
!./)( kekP jkjj
      (2) 
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 (the  hypothesis). 0H
The  hypothesis is reasonable for small time intervals. This circumstance is 
used by the authors of the methodology to test time-dependent forecasts. They consider 
the 
0H
}{ j  as a functions of time and in the same time extend the  hypothesis to the 
entire phase space  with an arbitrary
0H
TMG  T . The simplest cluster seismicity 
models like the Epidemic-Type Aftershock Sequence by Ogata (1998) show that the 
vector )}(t{ j  is stochastic and depends on the seismicity under study up to time t . On 
the contrary,  assumes that the time variables{0H )}(tj  are independent for different . 
This contradiction may cause appreciable difficulties in the testing of non-trivial time-
dependent forecasts (see more in Werner and Sornette (2008), Lombardi and Marzocchi 
(2010)). 
t
 In testing a long-term seismicity model, the  hypothesis is reasonable for 
main shocks only, i.e., the catalog needs to be declustered. This operation is not unique. 
Consequently, the statistical analysis should be weakly sensitive to the independence 
property of 
0H
}{ j  as much as possible, focusing on important parameters of the )(  
measure.  
 
3. Tests 
Nearly all goodness-of-fit tests of model }{ j  with data }{ j  suggested by the 
RELM working group are based on the likelihood approach. The log-probability of 
}{ j   
under the  hypothesis is 0H
)( jlL  ,       (3) 
where  is )(l
)!(ln)()(ln)()(  l    (4) 
in virtue of (2); by definition, 1!  for 0 . 
The -statistic (3) depends on the partition L }{ j  and the model { )( j }. The 
partition is the important component of the methodology, because the partition can be 
used to good advantage in the testing problem. The simplest examples of the partition 
are related to the following representation of the rate measure: 
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)()()( Mqgp  ,     (5) 
where  is the rate of target events in G ,  )( gp  and )( Mq   are normalized 
distributions of the events over space and over magnitude, respectively. 
Taking the case of the trivial partition as represented by the single 
element , we arrive at the statisticMG  N)( . The -statistic in this case 
labeled as  is then given by the relation (4); the distributions of  and  
depend on the single parameter
L
)(NL )(NL N
)( MG   , i.e.,  is sufficient statistic for the 
analysis of . 
N

If the partition deals with magnitude only then  MG jj    and  the -
statistic , , is sufficient for the analysis of the parameters 
L
)(ML )}M({ q j . In practice 
we use this partition to analyse the frequency-magnitude law. 
Finally, the space partition is based on MGjj  ;  the corresponding -
statistic, , is sufficient for the analysis of the parameters 
L
)(GL )}( Gp j{  . 
The conditional distribution of }{ j provided Nj   is the multinomial 
distribution with parameters , } p j;,...,{ 1 Npp n )( Gp j : 
           nkn
k
n
nn ppkk
NNkkP ...
!!...
!)|,...( 11
1
11   ,           Nkk n  ...1 .  (6) 
           The respective -statistic for the conditional distribution of L }{ j  is 
)!ln(!lnln)|(
11



n
j
jj
n
j
j NpNGL  .    (7) 
The statistics  and  enable us to perform a separate analysis of the 
parameters and  (see, e.g., Molchan and Podgaetskaya, 1973; Molchan et al., 
1997; Werner et al., 2010). The necessity for the separate analysis is caused by many 
things: the small amount of data , catalog declustering,  standardization of catalog 
magnitude,  etc. (see, e.g., Kagan, 2010, and Werner et.al, 2011). 
N
}jp
)|( NGL
N
 {
 
The significance of the L-test. 
The Monte Carlo method can be used to find the distributions of all type  
statistics under . In the case  the distribution (6) corresponds to the model 
of  independent trials with n  outcomes and probabilities . 
L
0H )|( NGL
N },...{ 1 npp
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The distribution of  can be used to find the observed significance level for an 
observed -value, : 
L
L Lˆ
}|ˆ{ˆ 0HLLP  . 
In the cases  the hypothesis  is rejected, if )(),|(),(: GLNGLMLL 0H ˆ  is below the 
nominal significance level 0  (the conventional value 0 =0.05 is used). In the case of 
statistic , both small and large values are suspect, so a two–sided test is used: N
1, 2/) 0ˆˆmin(   . 
This is a standard scheme for testing any hypothesis. The key point for 
applications in this scheme is the choice of the test statistic.  
 
4. Why L?  
To answer this question, let us discuss some peculiarities of the RELM 
experiment: 
-in general, the number of tested models )(  for the same territory can be arbitrary. 
This is naturally due to the existence of different approaches to create such models. 
Some local change in a test model can be considered as a new test model. The past 
seismicity may only impose some integral limitation on the )( ; 
- the partition },...,1,{ njj 
}{ j
 is usually very detailed, therefore n  is large and the 
numbers of events    are small; 
- any possible local relations between }{ j are not used.  To be specific if the bins 
are small we could assume that the}{ j j  are equal within some space structures; 
           In other words, in the RELM experiment we have to deal with the statistical 
problem of a large number of degrees of freedom  because usually . The 
advantage of the likelihood method in such conditions is not obvious. D.R.Cox and 
D.V.Hinkley (1974) in their book “Theoretical Statistics“ tried to formulate some 
general principles underlying the theory of statistical inference. One of the obstacles 
that impede the use of likelihood theory is worded as follows: "in considering problems 
with many parameters one generally focuses on a small number of components, but to 
do this one needs principles that are outside the "pure" likelihood theory" (Section 
2.4.VIII). 
f nf 
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In the hazard evaluation case we are interested in the accuracy of the rate 
measure )( . However small values }{ j  carry little information for this purpose and 
rejection of the },{ 0 H -hypothesis does not mean that the model )( is unsatisfactory. 
It is possible that some components of the hypothesis, i.e., independence of }{ j   or the 
Poisson property may be violated. 
In the framework of the likelihood approach we possess a good enough tool to 
focus on the essentials in the rate measure. The tool in question is the partition of the 
phase space. For purposes of seismic risk analysis the physically reasonable partitions 
with }{ j  that are not small are preferable. The effect of small/large values of }{ j can 
be observed by examining the -statistic for .  )|( NGL 1N
 
4.1. The case of large }{ j . 
Using (7) and the following approximation 
       2)/(! e                                                              
(8) 
for large }{ j  and  , we can represent  as follows: N )|( NGL
),ˆ(:)/ˆln(ˆ)|(
1
1 PPpppNGLN jj
n
j
j  

 ,   (9) 
where   for . 0ln xx 0x
Here,  is an empirical analogue of the distribution}/ˆ{ˆ NpP jj  }/{  jjpP  , 
while ),( 21 PP  is the well-known Kullback-Leibler entropy distance from  to  ( 
see, e.g., Harte and Vere-Jones, 2005). This distance is non-negative but is not a metric; 
for example, 
1P 2P
),( 12 PP),( 21 PP    . It is important that 0),( 21 PP  if and only if 
.  2P1P 
Consistency of the -test. )|( NGL
By (6), we have  as  becomes large; here  is the true distribution. 
Consequently,  for . We can use this fact to conclude that P 
is the true distribution if . Indeed, the relation implies  
t
jj pp ˆ
),ˆ( PP 
N
,Pt
ˆ(P
tt
j Pp }{
)( P
, P
1N
0)  0),( PPt
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tPP  . In statistical terms it means that the procedure of selecting the correct model 
based on small values of or |   is consistent (Borovkov, 1984). ),ˆ( PP )|(| 1 NGLN 
We remind this useful notion for the general situation. Suppose we accept the -
model when vector 
P
}{ j  belongs to some set N . Suppose this rule guarantees that the 
P-probability to reject the P -model is fixed, e.g., is equal to 0  . By definition, the rule 
is consistent if the tP -probability to accept the P -model goes to zero as . In 
other words, any consistent test must reject an incorrect model almost surely as   
becomes large. This natural property is highly desirable in the selection problem of the 
correct model. 
N
N
            In our case , where because the distribution of 
, provided 
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}Nc)N P ,ˆ({ P  0Nc
),ˆ( PP P  is true, is concentrated close to 0 as  increases indefinitely. But 
then the relation  is impossible for an incorrect distribution 
N
Nc)PP,ˆ( P  for large 
enough because the  is strictly positive. N ),( PPt
The -test.  2
The notion of the entropy distance from an empirical to the corresponding 
theoretical distribution becomes quite transparent in the case N>>1. We have  , 
hence 
t
jj pp ˆ
j
t
jj ppp ˆ(/ˆln  tjtj pp /) .                               (10) 
Using (9), we get 



n
j
jt pPP
1
ˆ(
),ˆ
)tP
t
j
t
j
p
p 2)
(
ˆ(PN
.    (11) 
The right-hand side of (11) is well known as the chi-square statistic. For large  in the 
conditions  the statistic  is approximately distributed as chi-square with 
f=n-1 degrees of freedom, hence the quantity -
N
0H ,
)| N(GL
()() GLNLG
  is of the order of 
. 
),ˆ( tPPN
n
Splitting of  )(GL
Note that 
)|( NL  .    (12) 
By (4), one has )/()( NNNL    where 01ln)(  xxx  and 
0)1()(max  x , i.e., f cNNL )(  i  |1/ N| . As we have shown, the 
contribution of  in (12) is of order n  in the case of the true)| N(GL P -model. Hence, 
the term  will dominate (12), if  is a satisfactory model but  is not. This 
circumstance emphasizes the need for separate analysis of 
)(NL }{ jp 
  and . In practice 
there are other reasons for this: the parameter 
}{ ip
  is very unstable because the 
declustering operation is not unique, and the Poisson distribution of is questionable 
(Kagan, 2010). 
N
 
4.2. The case of small }{ j  
This case with 0j  or 1 is typical of the RELM model experiments because 
of detailed space partition. As a result, one has !ln||ln)|( NNNNGL N    
where 
j
n
j
jN pN
ln1
1


  ,    0j  or 1,    ||/  jj pp , 
and  is the bin volume. A similar representation of the likelihood function was 
recommended for the testing of seismicity models by Rhoads et al. (2011).  
|| 
 
            To analyse the situation when , the1N }{ j values and bin size are small, we 
have to modify the statistic N  as follows:  
                                      .                                                             (13) )(ln)(ˆ gpdgpN 
Here Np /)()(ˆ    is the empirical distribution of the events in space, and is 
density of the rate model measure 
)(gp
)(p
N
. If the density is constant within the partition 
elements then both representation of  are identical. 
          The random variable N  given  is sum of   independent identically 
distributed random variables , where are random event locations in the space 
 with a distribution ; more exactly, 
0H N
)jg
x
(ln p
)(
jg
G :X PX   for the -model and P tPX   
for the true model. Therefore N  is approximately Gaussian with the following mean 
 and variance : )X(m NX /)(2
8 
 
9 
 
)
)(ln)()( gpdgxXm 
(ln)()( 22 gpdgxX   
,
 . () 2 Xm
Thus, the critical zone  of size ~95% for acceptance of model N P  looks as 
follows: 
NPPmN N /)(2)(
1   .     (14) 
If , then )()( tPmPm  tP  probability of N  is  >50%  . Indeed, given tP   we have the 
following representation: 
                                               NPPm ttN /)()(   , 
where   is approximately a standard Gaussian variable. Substituting this relation in 
(14) and taking the equality  into account, we have )()( tPmPm 
                           .            5.0)0())(/)(2()(   PPPPP tNt
Obviously, the relation does not yield the equality )()( tPmPm  tPP  , because this 
relation holds for any pair  and , where )(p p )()()(  pt   is orthogonal to 
the following functions:  1)(1 g and )((2 gln) pg  , i.e., 
,  .   0)(dg 0)( gpln)(dg
           Hence, the likelihood approach in the case of small }{ j  is not consistent 
because  for large enough . 5.0)( NtP N
 
5. Comparison of the models 
Schorlemmer et al. (2007) tried to rank the tested models using pairwise 
comparison of the hypotheses . To test )}(,{ )(0
)(  ii HH  )1(H  vs. )2(H , the statistic 
)2()1( LLR   is used (  is the -statistic for the )(iL L )(iH  hypothesis). A small observed 
value of R  under )1(H , i.e., 
0
)1( }|ˆ{  HRRP , 
is treated as evidence for the )2(H  model.  In classical approach the )2()1( LLR   test 
operates with unique reference model (see the Neyman-Pearson Lemma, Cox and 
Hinkley, 1974). On the contrary, in the CSEP/RELM approach any of tested models is 
considered as a reference, i.e., the direction in the test procedure is lost. Therefore 
interpretation of the testing results in such case might be difficult. We now consider this 
point. 
Proceeding as above, we shall restrict ourselves to the parameters  
alone. The analogue of 
),...{ 1 npp
R is then the statistic . In 
virtue of (7) one has 
)|( NG)|()|( )2()1( LNGLNGR 
)1()2()2()1(
1
1 /ˆlnˆ/ˆlnˆ/lnˆ)|( jjjjjjjj
n
j
j pppppppppNGRN  

 , 
or 
),ˆ(),ˆ()|( )1()2(1 PPPPNGRN   ,   (15) 
As above,  is the empirical distribution.  In contrast to the approximate 
relation between  and the entropy distance, the relation (15) is exact. The fact 
 >0 means that the empirical distribution 
}ˆ{ˆ jpP 
(GL )| N
)|( NGR Pˆ  is closer to )1(P  than to )2(P . 
The linearity of  in the data )|( NGR }{ j  makes it easier to estimate the 
distribution of this statistic (Rhoades et al, 2011), because for large  the quantity 
 is approximately normal and under 
N
)|(1 NGRN  )1(H  has the mean 
),(/ln )2()1()2()1(
1
)1( PPpppm jj
n
j
j  

    (16) 
and the variance  where N/2
                                             .                                     (17)
    
)/ln( 2)2()1(2)1(2 mppp jjj 
The following example demonstrates the difficulties arising in the  test 
interpretations. 
)|( NGR
Example. Let us consider a model  and the dual model 
, in other words, 
),...,( 121
)1(
nn ppppP 
)1(),...,( 112
)2( ppppP nn  P  and )2(P  are only different in two bins 
 and . It is convenient to use the following representation:  1 n
 ,      and   ,   ,                      ap )1(1  apn )1(  ap )2(1  apn )2(
where a  and 1 a . Then 




a
a
N
NGRN n ln)|( 11 .    (18) 
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Considering the case of large Nn ,,1  , we can have  >0 with )|( NGR )1(P -
probability  for a suitable parameters 95.0 ),,( Na  . Indeed, according to (16, 17), we 
have with probability >0.95 
NmNGRN /2)|(1  , 
where 

 

a
am ln2    and   
 

a
aa ln42 2 . 
The threshold Nm /2  is positive if ; for example, if  , )4/(22  Na 01.0a
009.0 , and  . 300N
Now impose a single requirement on the true model, namely, . Then one 
has  and therefore the true distribution of the 
t
n
t pp 1
)()( 11 n
t
n
t PP   R -statistic (18) 
will be symmetrical. This entails instability of the inferences based on . )|( NGR
To show this, we proceed as follows. Suppose we observe n 1 , then we have 
. Given 0)|( NGR )1(P , the model )1(P  will be rejected in favor of )2(P  at confidence 
level 95%. That means that the relation  is significant under ),ˆ(),ˆ( )1()2( PPPP  )1(P  
or briefly ( , where ' means ‘better than’. )1() P | )1() P2(P '
Due to duality of distributions )1(P and )2(P  we shall have the diametrically 
opposite inference, namely , if )( )2()1( PP  | )2(P 21    . Hence, in the case n 1  
the two models will reject each other. 
The CSEP group encountered this seeming contradictory situation empirically 
(Gerstenberger et al., 2009). Rhoads et al. (2011) explained it as follows: "In fact, an 
R -test rejection of model )1(P  does not imply anything regarding the superiority of 
model )2(P ; it simply indicates that the observed catalogue is inconsistent with model 
)1(P ". The last sentence is not entirely accurate. When the  test rejects )|( NGR )1(P -
model relative to a reference model )2(P  , that means that )1(P  has significant local 
departures from )2(P  . This does not mean, however, that )1(P  can be far from the true 
distribution in the area where both models are identical because the contribution of this 
area into the R-test is zero. 
 
 
11 
 
Inconsistency of the R-test.  
 We can consider  as a possible statistic for testing the model provided )|( NGR
)2(P  is a reference distribution. In such case the R -test will not necessarily be 
consistent, that is, the false model will not always be rejected as N becomes large. 
The proof of this statement is the same as in previous section 4.2 The key point 
here is the following. In the case of large }{ j  the random variable  
given  is approximately Gaussian with mean  
and variance of the type  (see (17)). By arguments of section 4.2, the R-test is 
consistent if the relation  results in 
)|(1 NGRNN

),(), )1()2( PPP ),( 0 PH ()( PPm 
t
NP /)(2
)( )1(Pm  )( tPm PP )1( .  However, this is not 
true. 
We can illustrate our assertion using the dual models ( but not)2()1( , PP tP ) from 
our example. One has 
          



a
appPm tn
tt ln)()( 1     and       



a
appPm n ln)()(
)1()1(
1
)1( .        (19) 
These quantities are equal if one has   only while other bin 
probabilities are arbitrary.  
)1()1(
11 n
t
n
t pppp 
 
6. The area skill score,  NA
The area skill score test, , was put forward by Zechar and Jordan (2010a,b). 
The test is based on the following helpful idea. Consider a family of subareas  of the 
region  that increases if  does: 
NA
hU
G h
GUUU hh  0 ,       hh                                      (20)      
For example, the family may be linked to levels of some positive function in G: 
})(:{ hgugUh  . 
The function  may be specified as a prior rate of seismic events within a 
magnitude range. 
)(gu
Suppose  gives the relative number of target events that fall in  for 
some test period. Accordingly, 
)(ˆ hFN hU

hU
h dgPUPhF )(:)()(                                             (21) 
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is the probability of a target event falling in  under . In this way we have 
reduced the problem of agreement between the data and the model to the classical 
problem of agreement between an empirical and a theoretical distribution. The freedom 
of choice for  allows one to focus on those elements in the models  which are 
important for the investigator and to group the available observations accordingly. 
hU },{ 0 PH
hU }{
)(iP
The statistic  is defined by Zechar and Jordan (2010a) in terms of the NA ),( n  
diagram (Molchan, 1997), but in the situation we are considering it can be represented 
as follows: 
  0 )())()(ˆ(2/1 hdFhFhFA NN .    (22) 
When  is large, the empirical distribution converges to the true distribution, , 
i.e., (22)  if . But this is true also for any distribution of the type 
 , where 
N
(
)(hF t
0
(hF t
)()( hFhF t
)(x)))(hF   is an arbitrary distribution on (0,1) with mean ½ .This 
fact means that the -test is not consistent. The formal way to prove the statement is 
the same as in section 4.2.  
NA
              Namely, the random variable 2/1 NN A  has the following representation 
in terms of  independent identically distributed variables : N }{ kh
                            . )(2/1 1 kN hFN
The distribution of  is  for the case of a kh )(hF P model and  for the case of the 
true model 
)(hF t
tP . Thus N  is asymptotically Gaussian with mean   for the 0)( Pm
P case and 
                   00 )())()(()()(2/1)( hdFhFhFhdFhFPm ttt
for the tP  case while the variance of N  for any model  is of order . 2/1N
We have already shown that the solution of the equation  is not unique 
and is given by the formula . Therefore, proceeding as in section 4.2, 
we can conclude that the -test is not consistent. 
)()( tPmPm 
))(()( hFhF t
A
The situation can be changed by transforming (22) into a distance as follows:  
                      ,   0 )())((|)()(ˆ|),ˆ( hdFhFhFhFFF N  
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where )(x  is some weight function. The case 2  with )1(/1)( xxx   or 
1)( x  gives the well-known nonparametric -test (Bolshev and Smirnov, 1983). 
The Kolmogorov-Smirnov (K-S) test gives us another example of distance (even a 
metric): 
2
|)()(ˆ|max),ˆ( hFhFFF  . 
 Rhoades et al., (2011) successfully applied the K-S test in the framework of the CSEP 
experiments.  
In other words, a reasonable choice of the metric can be a natural alternative to 
the likelihood method. The non-trivial part of this approach consists in the choice of the 
sequence of subsets  which depend on the goals of research.  hU
 
7. Conclusion 
The CSEP experiment deals with testing and ranking of seismicity rate models. 
In this approach there is no prior limitation on the number of models, all models are 
equally a priori acceptable, the number of partition elements of phase space, , to 
group the  data is large. Under these conditions the advantage of the likelihood (LH) 
method that is used as the main tool is not obvious.  
n
We analyzed theoretically the LH method in two particular cases: (1) numbers 
of events }{ j  in space bins are  large, which can be of interest for  the testing of long-
term seismicity maps, and (2) the }{ j  are small, which  is typical of the  CSEP 
experiments.  In the second case, LH method loses a highly desirable property, namely, 
statistical consistency. In other words, there exist nontrivial models which cannot be 
classified as wrong by the LH method as the number of observations  becomes large. 
The same is true regarding the other tests being used under the less stringent limitations 
on 
N
}{ j  (the R  and the Area Skill Score tests).  
The case of small }{ j  arises from the detailed partition of the phase space, i.e., 
when  is large. As a result, an additional undesirable property of the test methodology 
appears. The testing procedure is based on the rate model and on the assumption of 
independence of the variables
n
}{ j . Selection of the correct rate model is the most 
important part of the testing while the independence property is usually questionable. 
The greater  is, the more the independence property affects on the statistical n
14 
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conclusions. Consequently the statistical test analysis should be weakly sensitive to this 
property as much as possible, focusing on important elements of the rate measure. 
Practically this is achieved 1) by a physically reasonable coarsening of the phase space, 
and 2) by choosing a suitable measure of closeness between empirical and model 
seismicity rate in the space. A formal realization of this idea is presented in section 6 as 
a generalization of the Area Skill Score test. 
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