Abstract-In this work we address the challenging problem of 3D human pose estimation from single images. Recent approaches learn deep neural networks to regress 3D pose directly from images. One major challenge for such methods, however, is the collection of training data. Specifically, collecting large amounts of training data containing unconstrained images annotated with accurate 3D poses is infeasible. We therefore propose to use two independent training sources. The first source consists of accurate 3D motion capture data, and the second source consists of unconstrained images with annotated 2D poses. To integrate both sources, we propose a dual-source approach that combines 2D pose estimation with efficient 3D pose retrieval. To this end, we first convert the motion capture data into a normalized 2D pose space, and separately learn a 2D pose estimation model from the image data. During inference, we estimate the 2D pose and efficiently retrieve the nearest 3D poses. We then jointly estimate a mapping from the 3D pose space to the image and reconstruct the 3D pose. We provide a comprehensive evaluation of the proposed method and experimentally demonstrate the effectiveness of our approach, even when the skeleton structures of the two sources differ substantially.
INTRODUCTION
3D human pose estimation has a vast range of applications such as virtual reality, human-computer interaction, activity recognition, sports video analytics, and autonomous vehicles. The problem has traditionally been tackled by utilizing multiple images captured by synchronized cameras capturing the person from multiple views [7] , [48] , [61] . In many scenarios, however, capturing multiple views is infeasible which limits the applicability of such approaches. Since 3D human pose estimation from a single image is very difficult due to missing depth information, depth cameras have been utilized for human pose estimation [6] , [46] , [19] . However, current depth sensors are also limited to indoor environments and cannot be used in unconstrained scenarios. Therefore, estimating 3D pose from single, in particular, unconstrained images is a highly relevant task.
One approach to address this problem is to follow a fullysupervised learning paradigm, where a regression model [8] , [23] , [26] , [22] , [2] , [9] , [29] , [54] or a deep neural network [30] , [52] , [53] , [64] , [32] , [38] can be learned to directly regress the 3D pose from single images. This approach, however, requires a large amount of training data where each 2D image is annotated with a 3D pose. In contrast to 2D pose estimation, manual annotation of such training data is not possible due to ambiguous geometry and body part occlusions. On the other hand, automatic acquisition of accurate 3D pose for an image requires a very sophisticated setup.
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The popular datasets like HumanEva [47] or Human3.6M [23] synchronized cameras with a commercial marker-based system to obtain 3D poses for images. This requires a very expensive hardware setup and the requirements for marker-based system like studio environment and attached markers limits the applicability of such systems primarily to indoor laboratory environments. Some recent approaches such as EgoCap [43] allows to capture 3D poses in outdoor environments, but image data in such cases is restricted only to ego-centric views of the person. In this work, we propose a dual-source method that does not require training data consisting of pairs of an image and a 3D pose, but rather utilize 2D and 3D information from two independent training sources as illustrated in Fig. 1 . The first source is accurate 3D motion capture data containing a large number of 3D poses, and is captured in a laboratory setup, e.g., as in the CMU motion capture dataset [16] or the Human3.6M dataset [23] . Whereas, the second source consists of images with annotated 2D poses as they are provided by 2D human pose datasets, e.g., MPII Human Pose [4] , Leeds Sports Pose [25] and MSCOCO [31] . Since 2D poses can be manually annotated for images, they do not impose any restriction regarding the environment from where the images are taken. In fact any image from the Internet can be annotated and used. Since both sources are captured independently, we do not know the 3D pose for any training image. In order to bring the two sources together, we map the motion capture data into a normalized 2D pose space to allow for an efficient retrieval based on 2D body joints. Concurrently, we learn a 2D pose estimation model from the 2D images based on convolutional neural networks. During inference, we first estimate the 2D pose and retrieve the nearest 3D poses using an effective approach that is robust to 2D pose estimation errors. We then jointly estimate the projection from the 3D pose space to the image and reconstruct the 3D pose.
A preliminary version of this work was presented in [62] . In this work we leverage the recent progress in 2D pose estimation [56] , [24] , [12] , [36] , [59] , [20] , [21] , [34] , [11] , [18] , [40] , [ and improve the performance of [62] by a large margin. We further show that with the availability of better 2D pose estimates, the approach [62] can be largely simplified. We extensively evaluate our approach on two popular datasets for 3D pose estimation namely Human3.6M [23] and HumanEva [47] . On both datasets, our approach performs better or on par with the state-of-the-art. We provide an in-depth analysis of the proposed approach. In particular, we analyze the impact of different MoCap datasets, the impact of the similarity of the training and test poses, the impact of the accuracy of the used 2D pose estimator, and also the differences of the skeleton structure between the two training sources. Finally, we also provide qualitative results for images taken from the MPII Human Pose dataset [4] .
RELATED WORK
Earlier approaches for 3D human pose estimation from single images [8] , [1] , [51] , [2] , [9] , [33] utilize discriminative methods to learn a mapping from hand-crafted local image features (e.g., HOG, SIFT, etc.) to 3D human pose. Since local features are sensitive to noise, [26] proposed an approach based on a 3D pictorial structure model that combines generative and discriminative methods to obtain robustness to noise. For this, regression forests are trained to estimate the probabilities of 3D joint locations and the final 3D pose is inferred by the pictorial structure model. Since inference is performed in 3D, the bounding volume of the 3D pose space needs to be known and the inference requires a few minutes per frame. In addition to the local image features, the approach [22] also utilizes body part segmentation with a second order hierarchical pooling process to obtain robust image descriptors. Instead of computing low level image features, the approach [37] uses boolean geometric relationships between body joints to encode body pose appearance. These features are then used to retrieve semantically similar poses from a large corpus of 3D poses.
With the advances in deep learning, more recent approaches learn end-to-end CNNs to regress the 3D joint locations directly from the images [29] , [30] , [52] , [44] , [14] , [64] , [32] , [35] , [53] , [38] . In this direction, the work [29] is one of the earliest methods that presents an end-to-end CNN architecture, where a multi-task loss is proposed to simultaneously detect body parts in 2D images and regress their locations in 3D space. In [30] a max-margin loss is incorporated with a CNN architecture to efficiently model joint dependencies. Similarly, [64] enforces kinematic constraints by introducing a differentiable kinematic function that can be combined with a CNN. The approach [52] uses auto-encoders to incorporate dependencies between body joints and combines them with a CNN architecture to regress 3D poses. Approaches for data augmentation have also been proposed in [44] and [14] where synthetic training images are generated to enlarge the training data. [32] proposes to encode 3D pose using an Euclidean distance matrix formulation that implicitly incorporates body joint relations and allows to regress 3D poses in form of a distance matrix using a very small network architecture. The approaches [35] , [53] , [38] leverage the information about the locations of 2D body joints to aid 3D human pose estimation. While [35] directly uses the 2D joint coordinates to regularize the training of a CNN, [53] , [38] use confidence scoremaps of 2D body joints obtained using a CNN as additional features for 3D pose regression. All these approaches demonstrate very good performances for 3D pose estimation, but require a large amount of training data containing pairs of images and ground-truth 3D poses to train deep network architectures. This limits their applicability to the environments of the training data.
Estimating 3D human pose from a given 2D pose by exploiting motion capture data has also been addressed in the literature [50] , [41] , [63] , [49] , [58] , [65] , [10] , [45] , [13] , [28] , [55] . While early approaches [41] , [50] , [63] used manually annotated 2D joint locations, [49] , [58] are one of the first approaches that estimate the 3D pose from estimated 2D poses. With the progress in 2D pose estimation methods [56] , [36] , [12] , [24] , [59] , [20] , [21] , [34] , [11] , [18] , [40] , [15] , the number of approaches in this category also rose [65] , [10] , [13] , [28] , [55] . All these approaches have the benefit that they do not require training data containing images with annotated 3D poses, but rather only utilize 3D pose data to build their models.
In [63] , the 2D pose is manually annotated in the first frame and tracked in a video. A nearest neighbor search is then performed to retrieve the closest 3D poses. In [41] a sparse representation of 3D human pose is constructed from a MoCap dataset and fitted to manually annotated 2D joint locations. The approach has been extended in [58] to handle poses from an off-the-shelf 2D pose estimator [60] , and subsequently to videos in [17] . The information about the 2D body joints is used in [50] , [49] to constrain the search space of 3D poses. In [50] an evolutionary algorithm is used to sample poses from the pose space that correspond to the estimated 2D joint positions. This set is then exhaustively evaluated according to some anthropometric constraints. The approach is extended in [49] such that the 2D pose estimation and 3D pose estimation are iterated. In contrast to [41] , [58] , [50] , the approach [49] deals with 2D pose estimation errors.
An expectation maximization algorithm is presented in [65] to estimate 3D poses from monocular videos. Additional smoothness constraints are used to exploit the temporal information in videos. In addition to the 3D pose, [10] also estimates the 3D shape of the person. The approach exploits a high-quality 3D human body model and fits it to estimated 2D joints using an energy minimization objective. The approach is improved further in [28] by introducing an extra fitting objective and generating additional training data. In [13] a non-parametric nearest neighbor model is used to retrieve 3D exemplars that minimize the reprojection error from the estimated 2D joint locations. More recently, [55] proposes a probabilistic 3D pose model and combines it with a multi-staged CNN, where the CNN incorporates evidences from the 2D body part locations and projected 3D poses to sequentially improve 2D joint predictions which in turn also results in better 3D pose estimates.
Action specific priors learned from motion capture data have also been proposed for 3D pose tracking [57] , [5] . These approaches, however, are more constrained by assuming that the type of motion is known in advance and therefore cannot deal with a large and diverse pose dataset.
OVERVIEW
In this work, we aim to predict the 3D pose from an RGB image. Since acquiring 3D pose data in natural environments is impractical and annotating 2D images with 3D pose data is infeasible, we do not assume that our training data consists of images annotated with 3D pose. Instead, we propose an approach that utilizes two independent sources of training data. The first source consists of motion capture data, which is publicly available in large quantities Training Sources and that can be recorded in controlled environments. The second source consists of images with annotated 2D poses, which is also available and can be easily provided by humans. Since we do not assume that we know any relations between the sources except that the motion capture data includes the poses we are interested in, we preprocess the sources first independently as illustrated in Fig. 1 . From the image data, we learn a CNN to predict 2D poses from images. This will be discussed in Section 4. The motion capture data is prepared to efficiently retrieve 3D poses that could correspond to a 2D pose. This part is described in Section 5.1. We then estimate the 3D pose by minimizing the projection error under the constraint that the solution is close to the retrieved poses (Section 5.2). The source code of the approach is publicly available. 
2D POSE ESTIMATION
In this work, we use the convolutional pose machines (CPM) [59] for 2D pose estimation, but other CNN architectures, e.g. stacked hourglass [34] or multi-context attention models [15] , could be used as well. Given an image I, we define the 2D pose of the person as x = {x j } j∈J , where x j ∈ R 2 is the 2D coordinates of body joint j, and J is the set of all body joints. CPM consists of a multi-staged CNN architecture, where each stage t ∈ {1 . . . T } produces a set of confidence scoremaps s t = {s j t } j∈J , where s j t ∈ R w×h is the confidence score map of body joint j at stage t, and w and h are the width and the height of the image, respectively. Each stage of the network sequentially refines the 2D pose estimates by utilizing the output of the preceding stage and also the features extracted from the raw input image. The final 2D pose x is obtained as
.
In our experiments we will show that training the network on publicly available dataset for 2D pose estimation in-the-wild, such as MPII Human Pose dataset [4] , is sufficient to obtain state-ofthe-art results with our proposed method. 1 . http://pages.iai.uni-bonn.de/iqbal_umar/ds3dpose/
3D POSE ESTIMATION
While the CNN for 2D pose estimation is trained on the images with 2D pose annotations as shown in Fig. 1 , we now describe an approach that makes use of a second dataset with 3D poses in order to predict the 3D pose from an image. Since the two sources are independent, we first have to establish relations between 2D poses and 3D poses. This is achieved by using an estimated 2D pose as query for 3D pose retrieval (Section 5.1). The retrieved poses, however, contain many wrong poses due to errors in 2D pose estimation, 2D-3D ambiguities and differences of the skeletons in the two training sources. It is therefore necessary to fit the 3D poses to the 2D observations. This will be described in Section 5.2.
3D Pose Retrieval
In order to efficiently retrieve 3D poses for a 2D pose query, we preprocess the motion capture data. We first normalize the poses by discarding orientation and translation information from the poses in our motion capture database. We denote a 3D normalized pose with X and the 3D normalized pose space with Ψ. As in [63] , we project the normalized poses X ∈ Ψ to 2D using orthographic projection. We use 144 virtual camera views with azimuth angles spanning 360 degrees and elevation angles in the range of 0 and 90 degree. Both angles are uniformly sampled with a step size of 15 degree. We further normalize the projected 2D poses by scaling them such that the y-coordinates of the joints are within the range of [−1, 1]. The normalized 2D pose space is denoted by ψ and does not depend on a specific camera model or coordinate system. This step is illustrated in Fig. 1 . After a 2D pose is estimated by the approach described in Section 4, we first normalize it according to ψ, i.e., we translate and scale the pose such that the y-coordinates of the joints are within the range of [−1, 1], then use it to retrieve 3D poses. The distance between two normalized 2D poses is given by the average Euclidean distance of the joint positions. The Knearest neighbors in ψ are efficiently retrieved by a kd-tree [27] . The retrieved normalized 3D poses are the corresponding poses in Ψ.
3D Pose Estimation
In order to obtain the 3D pose X, we have to estimate the unknown projection M from the normalized pose space Ψ to the image. To this end, we minimize the energy
consisting of the two terms E p and E r , where α is a weighting parameter. The first term E p (X, M, s) measures the projection error of the 3D pose X and the projection M:
where x j is the joint position of the predicted 2D pose and X j is the 3D joint position of the unknown 3D pose. The second term enforces that the pose X is close to the retrieved 3D poses X k :
Minimizing the energy E(X, M) (2) over the continuous parameters X and M would be expensive. We therefore propose to obtain an approximate solution where we estimate the projection M first. For the projection, we assume that the intrinsic parameters are given and only estimate the global orientation and translation. The projectionM is estimated by minimizinĝ
using non-linear gradient optimization. Given the estimated projectionsM, we minimizê
to obtain the 3D pose X. In our experiments, we will also evaluate the case when camera orientation and translation are also known. In this case the projection M reduces to a rigid transformation of 3D pose X from normalized pose space Ψ to the camera coordinate system. The dimensionality of X can be reduced by applying PCA to the retrieved 3D poses X k . Reducing the dimensions of X helps to decrease the optimization time without loss in accuracy, as we will show in the experiments.
EXPERIMENTS
We evaluate the proposed approach on two publicly available datasets, namely Human3.6M [23] and HumanEva-I [47] . Both datasets provide accurate 3D poses for each image and camera parameters. For all cases, 2D pose estimation is performed by convolutional pose machines [59] trained on the MPII Human Pose dataset [4] , and no fine-tuning is performed, unless stated otherwise.
Evaluation on Human3.6M Dataset
For evaluation on the Human3.6M dataset, a number of protocols have been proposed in the literature. The protocol originally proposed for the Human3.6M dataset [23] , which we denote by Protocol-III, uses the annotated bounding boxes and the training data only from the action class of the test data. This simplifies the task due to the small pose variations for a single action class and the known person bounding box. Other protocols have been therefore proposed in [26] and [10] . In order to compare with other existing approaches, we report results for all three protocols [26] , [10] and [23] .
Human3.6M Protocol-I
Protocol-I, which was proposed by [26] , is the most unconstrained protocol. It does not make any assumption about the location and activity labels during testing, and the training data comprises all action classes. The training set consists of six subjects (S1, S5, S6, S7, S8 and S9), whereas the testing is performed on every 64 th frame taken from the sequences of S11. For evaluation, we use the 3D pose error as defined in [50] . The error measures the accuracy of the relative pose up to a rigid transformation. To this end, the estimated skeleton is aligned to the ground-truth skeleton by a rigid transformation and the average 3D Euclidean joint error after alignment is measured, where the body skeleton consists of 14 body joints namely head, neck, ankles, knees, hips, wrists, elbows and shoulders. In order to comply with the protocol, we do not use ground truth person bounding boxes, but instead use an off-the-shelf person detector [42] to detect the person's bounding box required for 2D pose estimation. We consider two sources for the motion capture data, namely the Human3.6M and the CMU motion capture dataset.
We first evaluate the impact of the parameters of our approach and the impact of different MoCap datasets. We then compare our approach with the state-of-the-art and evaluate the impact of the 2D pose estimation accuracy.
Parameters
Nearest Neighbors. The impact of the number of nearest neighbors K used during 3D pose reconstruction is evaluated in Fig. 2 . Increasing the number of nearest neighbors improves 3D pose estimation. This, however, also increases the reconstruction time. In the rest of this paper, we use a default value of K = 256 that provides a good trade-off between accuracy and run-time. We can see that using the CMU MoCap dataset results in a higher error as compared to the Human3.6M dataset. We will evaluate the impact of different MoCap datasets in more details later in this section. PCA. PCA can be used to reduce the dimension of X. While in [62] a fixed number of principal components is used, we use a more adaptive approach and set the number of principal components based on the captured variance. The number of principal components therefore varies for each image.
The impact of the threshold on the minimum amount of variation can be seen in Fig. 3 . If the threshold is within a reasonable range, i.e. between 0.8 and 1, the accuracy is barely reduced while the runtime decreases significantly compared to 1, i.e. without PCA. In this work, we use the minimum number of principle components that explain at least 80% of the variance of the retrieved 3D poses X k .
Energy Terms. The impact of the weight α in (2) is reported in Fig. 4 . If α = 0, the term E r is ignored and the error is very high. This is expected since E r constrains the possible solution while E p ensures that the estimated 3D pose projects onto the estimated 2D pose. In our experiments, we use α = 1.
Size of the MoCap database 
MoCap Data
Impact of MoCap dataset size. We evaluate the impact of the size of the MoCap dataset in Fig. 5 . Using the entire 469K 3D poses of the Human3.6M training set as motion capture data results in a 3D pose error of 68.8mm. Reducing the size of the MoCap data to 329K by removing similar poses reduces the error to 66.85mm. We consider two poses as similar when the Euclidean distance between both poses is less than a certain threshold, which is 20mm in this case. Removing similar poses ensures that the retrieved nearest neighbors for each test image embody a sufficient variety of 3D poses. However, decreasing the size of the MoCap dataset even further degenerates the performance. In the rest of our experiments, we use the MoCap dataset from Human3.6M with 329K 3D poses, where a threshold of 20mm is used to remove similar poses.
CMU Motion Capture Dataset. Since we do not assume that the images are annotated by 3D poses but use motion capture data as a second training source. We therefore evaluate our approach using the CMU motion capture dataset [16] for our 3D pose retrieval. We use one third of the CMU dataset and downsample the CMU dataset from 120Hz to 30Hz, resulting in 360K 3D poses. We remove similar poses using the same threshold (20mm) as used for Human3.6M which results in a final MoCap dataset with 303K 3D poses. Fig. 6 compares the pose estimation accuracy using both datasets, while the results for each activity can be seen in Tab. 1. As expected the error is higher due to the differences of the datasets.
To analyze the impact of the motion capture data more in detail, we have evaluated the pose error for various modifications of the MoCap data in Tab. 1. First, we remove all poses of a selected activity from the MoCap data and evaluate the 3D pose error for the test images corresponding to the removed activity. The error increases since the dataset does not contain poses related to the removed activity anymore. While the error still stays comparable for many activities, e.g. Direction, Discussion, etc., a significant increase in error can be seen for activities that do not share similar poses with other activities e.g. SitDown. However, even if all poses related to the activity of the test images are removed, the results are still good and better compared to the CMU dataset. This indicates that the error increase for the CMU dataset cannot only be explained by the difference of poses, but also other factors like different motion capture setups seem to influence the result. We will investigate the impact of the skeleton structure between two datasets in Section 6.2.
We also evaluate the case when MoCap data only consist of the poses of a specific activity. This also results in an increased mean pose estimation error and shows that having a diverse MoCap dataset is helpful to obtain good performance. Finally, we also report the error when the 3D poses of the test sequences are added to the MoCap dataset. In this case, the error is reduced from 61.53mm to 51.29mm.
Comparison with State-of-the-art Tab. 2 compares the performance of the proposed method with the state-of-the-art approaches [26] , [62] , [44] , [13] , [32] , [55] using both MoCap datasets. Our approach outperforms the other approaches. In particular, the 3D pose error reported in [62] is reduced from 108.3mm to 66.9mm when using the Human3.6M MoCap dataset. A similar decrease in error can also be seen for the CMU dataset (124.8mm vs. 91.0mm). The main improvement compared to [62] stems from the better 2D pose estimation model. Our approach also outperforms the recent methods [32] , [55] . While [32] relies on pair of images and 3D poses as training data, [55] learns a deep CNN model using the 2D pose data from Human3.6M. We on the other hand do not use pairs of images and 3D pose for training and only utilize a pre-trained model trained on the MPII Human Pose Dataset [4] for 2D pose estimation.
Impact of 2D Pose
We also investigate the impact of the accuracy of the estimated 2D poses. If we initialize the approach with the 2D ground-truth poses, the 3D pose error is significantly reduced as shown in Tab. 3 . This indicates that the 3D pose error can be further reduced by improving the used 2D pose estimation method. We also report the 3D pose error when both 3D and 2D ground-truth poses are available. In this case the error reduces even further which shows the potential of further improvements for the proposed method. We also compare our approach to [62] and [13] , which also report the accuracy for ground-truth 2D poses.
Human3.6M Protocol-II
The second protocol, Protocol-II, has been proposed in [10] . The dataset is split using five subjects (S1, S5, S6, S7, S8) for training and two subjects (S9 and S11) for testing. We follow [28] and perform testing on every 5 th frame of the sequences from the frontal camera (cam-3) and trial-1 of each activity. The evaluation is performed in the same way as in Protocol-I with a body skeleton consisting 14 joints. In contrast to Protocol-I, the ground-truth bounding boxes are, however, used during testing. Tab. 4 reports the comparison of the proposed method with the state-of-the-art approaches [3] , [41] , [65] , [10] , [28] , [55] , [32] . Our approach achieves comparable results to the state-of-the-art, while also outperforming other methods on some activities.
Human3.6M Protocol-III
The third protocol, Protocol-III, is the most commonly used protocol for Human3.6M. Similar to Protocol-II, the dataset is split by using subjects S1, S5, S6, S7 and S8 for training and subjects S9 and S11 for testing. The sequences are downsampled from the original frame-rate of 50fps to 10fps, and testing is performed on the sequences from all cameras and trials. The evaluation is performed without a rigid transformation, but both the ground-truth and estimated 3D poses are centered with respect to the root joint. We therefore have to use the provided camera parameters such that the estimated 3D pose is in the coordinate system of the camera. The training and testing is often performed on the same activity. However, some recent approaches also report results by training only once for all activities. In this work, we report results under both settings. In this protocol, a body skeleton with 17 joints is used and the ground-truth bounding boxes are used during testing. Note that even though the 3D poses contain 17 joints, we still use the 2D poses with 14 joints for nearest neighbor retrieval and only use the corresponding joints for optimizing objective (2). Tab. 5 provides a detailed comparison of the proposed approach with the state-of-the-art methods [23] , [29] , [54] , [52] , [66] , [64] , [45] , [55] , [32] , [13] .
Finally, we present some qualitative results in Fig. 7 . As it can be seen, our approach shows very good performance even for highly articulated poses and under severe occlusions.
Evaluation on HumanEva-I Dataset
We follow the same protocol as described in [49] , [26] and use the provided training data to train our approach while using the validation data as test set. As in [49] , [26] , we report our results on every 5
th frame of the sequences walking (A1) and jogging (A2) for all three subjects (S1, S2, S3) and camera C1. The 3D pose error is computed as in Protocol-I for the Human3.6M dataset.
We perform experiments with the 3D pose data from the HumanEva and CMU MoCap datasets. For HumanEva, we use the entire 49K 3D poses of the training data as MoCap dataset. Since the joint positions of skeleton used for HumanEva differs from the marked joint positions used for the MPII Human Pose dataset, we fine-tune the 2D pose estimation model on the HumanEva dataset using the provided 2D pose data. For fine-tuning, we run 500 iterations with a learning rate of 0.00008.
We also have to adapt the skeleton structure of the CMU dataset to the skeleton structure of the HumanEva dataset. As in [62] , we re-target the 3D poses in the CMU dataset to the skeleton of the HumaEva dataset using linear regression. To this end, we first search for each 3D pose in the CMU dataset the nearest neighbor in the HumanEva dataset and then select pairs of Re-targeting the skeletons of the CMU dataset to the skeleton of HumanEva reduces the error from 80.0mm to 50.5mm, and re-targeting the skeleton of HumanEva to CMU increases the error from 31.5mm to 58.4mm. This shows that the difference of the skeleton structure between the the two sources can have a major impact on the evaluation. This is, however, not an issue for an application where the MoCap dataset defines the skeleton structure.
We also compare our approach with the state-of-the-art approaches [26] , [58] , [39] , [49] , [50] , [8] , [62] , [32] in Tab. 7. Our method outperforms all other methods except of the two recent approaches [32] , [38] . Both approaches use pairs of images and 3D poses to learn a neural network model, while our approach considers them as independent sources and is therefore trained with less supervision.
Finally, we present qualitative results for a few realistic images taken from the MPII Human Pose dataset [4] in Fig. 8 . The results show that the proposed approach generalizes very well to complex unconstrained images.
CONCLUSION
In this work, we have proposed a novel dual-source method for 3D human pose estimation from monocular images. The first source is a MoCap dataset with 3D poses and the other source are images with annotated 2D poses. Due to the separation of the two sources, our approach needs less supervision compared to approaches that are trained from images annotated with 3D poses, which is difficult to acquire under real conditions. The proposed approach therefore presents an important step towards accurate 3D pose estimation in unconstrained images. Compared to the preliminary work, the proposed approach achieves a substantial lower pose estimation error. This is achieved by utilizing the strengths of recent 2D pose estimation methods and combining them with an efficient and robust method for 3D pose retrieval. We have performed a thorough experimental evaluation and demonstrated that our approach achieves competitive results in comparison to the stateof-the-art, even when the training data are from very different sources.
2D Pose
View Comparison with other state-of-the-art approaches on the HumanEva-I dataset. The average 3D pose error (mm) are reported for all three subjects (S1, S2, S3) and camera C1. * denotes a different evaluation protocol.
