The problem to sehedule n independent tasks nonpreemptively on m unrelated processors with the objective of minimizing the finishing time is considered. For the case of m=2, an approximate algorithm which has a worst-case performance ratio 1 +€ and runs in time 0 (nlogn) is proposed. For general m, by restricting the number of task types to k, a polynomial time (in n, m) exact algorithm is presented.
Introduction
We are given a set Y={T 1 ,T 2 ,_ •• ,T n } of n ~ 2 independent tasks, a set
.'c7'={P 1 ,P 2 , ... ,P m } of m;;; 2 unrelated processors, and a function \l(') mapping from 3'X ? into the set of positive integers. There is no precedence relations among tasks. A processor can work on only one task at a time, and a task can be worked on by any (one) processor. Tasks are processed nonpreemptively, i.e., once a task having started execution it will not be interrupted until its completion.
time of task T. that the times are given in integral multiples of a unit time. The "unrelated"
processors system which we treat is a generalization of the identical processors sys tern where \l . . is cons tant wi th respect to j i. e. is equal to r;
~J ~ (execution requirement of task T i ) and of the uniform processors system where by using the notion of processor's speed(s.) \l .. is expressed as r.ls .. In ] algorithm can be found to solve the problem. So the investigation has been directed to the fast approximate algorithms and the error analyses, or realistic simplifications of the problem.
For the identical and uniform processors system, simple heuristic algorithms such as LPT or MULTIFIT have been intensively studied [5, 2] , but these seem not to be directly applicable to the unrelated processors system.
For this system, polynomial time approximate algorithms were first studied by Ibarra and Kim [7] . They presented an nlogn time a-approximate (with fixed which is worst-case performance ratio 1+a) algorithm for m=2 processors case, guaranteed to be at most 1~15 times worse than the optimum (0=0.6). Horowitz 2m and Sahni [6] proposed an E:-approximate algorithm of time complexity 0 (n If:.) which can generate schdules arbitrarily close to the optimum for general m.
However the running time of their algorithm rapidly grows larger as desired relative error bound, E:, gets smaller. Davis and Jaffe [3] presented polynomial time approximate algorithms for the general m, and proved them to be at most 21iil'V 1.51iil times worse than the optimum. Recently, Potts [10] developed a linear programming based heuristic for general m. This algorithm has a worst-case performance ratio of 2 for m>3, and a modified version of it for m=2 has a ratio 1.5. As for the problem simplification, Leung [8] considered the identical processors system under the restriction that the number of different execution times is restricted to k(k«n), and presented a pOlynomial time exact algorithm.
In this paper we first propose the new approximate algorithm for unrelated processors system which runs faster than [6] and generates more accurate schedules than [7] or [10] . Next, for the general unrelated case, we present an exact algorithm which solves the simplified problem that the number of task types is restricted to k(k« n). This problem is an extension of [8] 
Scheduling on Two Processors
In this section we formulate the model for m=2 processors as 0-1 pro-
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Let xi be the 0-1 variable which represents whether the task Ti ~s processed by processor P 1 (x i =1) or by P z (xi=O). Then, our problem to minimize the n n greater of L ~'l'x, and L ~'Z'(l-x,) is expressed in the form of 0-1 proi=l 1.
1.
i=l 1.
gramming as;
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Copyright © by ORSJ. respectively (see Fig. 1 .). The basic idea of our algorithm is that if min(ll i1 ,1li2) < fO.£ for all. Here we have the next theorem. The algorithm enumerates all the subschedules of ffl with finishing times denoted by a(for Pl) and S(p 2 ). For each (a,S) it adds the subschedule of ~2 determined by Theorem 1, and selects the total schedule of the minimum length (see Fig. Z ).
The formal description of the algorithm follows. -a*S* holds. Accordingly fO = f~*S* and obviously I ;£ Ia*S*' then we have -f < -f fO f < fO fO " =f /f o 1 -a*S*;£ a*S*+ _ 'E: -+ 'E:, 1.e. ;£ +E:. We now consider the time requirement of Algorithm Al. It is easily seen that step 1 takes at most O(nlogn) time and that step 2 takes I ..9'11 (2 'n) time. Let E: be, for example, 0.1 then step 2 executes· its for all loop at most 2 r2 /E:l;. 1000000 times. This amount: of computation is not so excessive for today's ordinary computers. Moreover it should be noted that 2 f2 /E:l is a constant on n, i.e. however large n becomes. this coefficient never changes.
After all from the viewpoint of order in n. we can conclude that Algorithm Al needs O(nlogn) time for fixed E:.
The time requirement of Al can be improved by eliminating the subschedule of step 2 both a and S of which are longer than those of already appeared subschedules, and by using the solution of the relaxed problem (f*) as ! to decrease \ ~ \. Thus improved algorithm is refered as A2. On the other hand the schedule length given by Al may be slightly shortened, at cost of running time, by reassigning the tasks on the processor having the longer finishing time to another as long as the schedule length can be reduced.
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Numerical experiment and comparison
In the following, results of the numerical experiment to examine time requirements of 4 algorithms, Al(E=O.l), A2(revised Al, E=O.l), IoK(o~0.6) by Ibarra and Kim [7] and HoS(E=O.l) by Horowitz and Sahni [6] , are presented.
We In Fig. 3 However, in our experiment, the size of subinterval is observed to be less than 2 or so. The value of £ = 0.1 seems to be too small for the above idea to work effectively. As for Al and A2 their running times first increase and then decrease at the left side of n=50 or so where step 2 of algorithms dominates the total running time and I ~ I is maximized at about =20, while at the right side of it, they behave similarly to I'K, because O(nlogn) time step 1 dominates the total running time. The difference between Al and A2
shows that our improvement mentioned at the end of 2.2 is effective. Fig. 4 shows the case that is most unfavorable to algorithm Al or A2.
For n<20 the running time of Al appears to grow exponentially because I ~1 I=n and step 2 dominates the total time, while that of A2 increase more slowly (at the same rate as H·S). For n~20 where I .~ I is zero, running times of Al and A2 coincide and behave similarly to I·K. As for I'K and H'S, their running times are respectively almost same as in case 1. Through Fig. 3 and 4, I'K is seen to be the fastest of 4 algorithms.
Next, we consider the lengths of generated schedules. In the above case Here we can conclude that algorithm A2 based on A1 is much. faster than H·S under the same condition of accuracy and more accurate than I·K at the moderate cost of running time.
Scheduling on m Processors
In this section we consider the case of m>2 processors by assuming that the execution times list of each task, (1l'1,1l'2, •.. ,1l'm)' is drawn from an arbitrary set of k different lists (task types). This restriction is a natural extension of the idea introduced in [8] , and reflects the situation that we Regarding each pair (x 1j 'X 2j ) as a point on X 1 -X 2 plane, we can interpret the first m inequalities of (3.1) as the condition that the nonnegative integer valued point (x 1j 'X 2j ) must locate on or below the straight line ~lj'xlj + ~2/x2j = D for j=l ,2, ..• ,m (see Fig. 5 ). First we consider the subsystem of two processors, say PI and P 2 , denoted
Combining each boundary point of PI and each of P 2 (respectively 
. • n).
Later, we refer the index s* (0 ;;0 s* ;;0 t) that realizes the right-hand side
represents the composite boundary points for <P 1 -P j > processors system. can be computed from y(j) and u(j-1) as Theoretical order of the time requirement does not change, but the actual running time will be shortend in most of cases.
Illustrative example
To illustrate the above algorithm A3, we consider the following example.
=7, ~1.=(2 4 3) and ~2.=(6 3 4). Suppose that 12 is given as D (it is the optimum schedule length in this case).
At first u is set to (0, -00, -00, -00, -00 -00 -00 -00 -00
, , , ,.
, -00 , -00 , -00).
Next, y is computed at the first step of main for-loop as y = (2, 1, 1, 1, 0, 0, 0, -00, -00, -00, -00, -00).
At the same time realization index ]=7 and N 2 =7, the decision problem of this example with D = 12 is feasible. As for the actual schedule that realizes this schedule length, Lastly, formula (3.4) constructing an actual schedule is also extended to the
5=j+l 5
The overall general algorithm A4, which determines the optimum schedule length and constructs the actual schedule for it, can be written as follows. 
l. 5=j+l l.5
The algorithm starts with appropriate upper and lower bounds (p and p) of the optimum schedule length, and determines the optimum value by using A3g as a decision function of bisectional choices, and constructs the actual schedule according to formula (3.8).
Finally we shall estimate the time and space requirements of algorithm 
Conclusion
We have presented an E-approximate algorithm for the case of m=2 processors. This algorithm runs in fairly practical time for E=O.l or so, while the existing E-approximate algorithm works as almost exact (enumerative) one for the same degree of E. We have also shown that the running time of our algorithm is only a little (by constant term) larger than those of existing 6-approximate (6 ~ 0.5'1,0.6) algorithms for any n.
Basic idea of our algorithm (introduced in [9] ) is to treat dominant variables enumeratively and the rest approximately (continuous relaxation and rounding). The similar approach is found in [10] , where a relaxation problem is solved first and then all possible assignments of fractional variables are generated. But the classification of variables according to their importance is not considered there. Our simple idea seems to be applicable to some other combinatorial optimization problems.'
For the case of m>2 processors, we simplified the problem and have presented an exact algorithm to solve it. The running time of presented algorithm is considered to be reasonable only when the number of different task types (k) is small. Improvement of the running time may be possible by tighter estimations of lower and upper bounds for the optimum schedule length ff ' , ' f -(j) 1 . h h f or more e ~c~ent computat~on 0 U s, Jut lt cannot overcome t e growt 0 the time requirement when k becomes larger. To investigate various modifications of the original problem is the subject for a future study.
