We prove that for a discrete derterminatal process the BK inequality occurs for increasing events generated by simple points. We give also some elementary but nonetheless appealing relationship between a discrete determinantal process and the well-known CS decomposition.
1 Discrete determinantal process and the CS decomposition.
For basic properties of discrete determinantal process we refer to [2] and [3] . The CS decomposition is described in [4] , see also [1] Let Z = {z 1 , ..., z p }, 1 < p < N , be a set of orthonormal vectors in R N . We write Remark also that if Z ⊥ = {z p+1 , ..., z N } is a othonormal basis of the orthogonal complement E(Z)
⊥ of E(Z) in R N then obviously φ(Z ⊥ ) = {1, . . . , N } \ φ(Z).
Consider now the CS decomposition. Let E ⊂ R N be a vector space of dimension 1 < p < N . Fix distinct points J = {x 1 , . . . , x n } ⊂ {1, . . . , N }, 1 ≤ n ≤ p. The CS decomposition provides an orthonormal basis Z = {z 1 , ..., z p } of the vector space E and an orthonormal basis Z ⊥ = {z p+1 , ..., z N } of the orhogonal complement E(Z) ⊥ associated to Jordan (principal) angles between the space E and the basic subspace
Several cases can be distinguished. In order to simplify the writing we can take without loss of generality x i = i, i = 1, . . . , n . We note by e(k), k = 1, . . . , N the nul vector of the space R k .
I.-The case n < p et p + n < N There exist:
such that noting
is an orthonormal basis of E and the sequence Z = {z p+1 , ..., z N } is an orthonormal basis of the orthogonal complement E ⊥ II.-The case n < p et p + n > N There exist:
such that noting 
is an orthonormal basis of de E and the set
With the notations of points I-III we note
For Jordan angles appearing in the above CS decomposition we note (traditionally)
These formulas above imply at once Proposition 1 For a set J = {x 1 , . . . , x n }, n ≤ p we have:
3. If n<p and P {J ⊂ φ} > 0 then the conditional process
A more elaborate informations can be obtained from this point of view. For example
Sketch of proof.-The left and rigt sides of (4) do not depend of the choice of the basis of E and if we take the basis given by the CS decomposition then the formula is nearly obvious. Notice in particular that by proposition 1 the right side has a very simple expression.
2 The BK inequality: preliminary.
For a pair A, B ⊂ P(E), E = {1, . . . , N } of increasing events the disjoint intersection A • B is defined by
The process has the van den Berg -Kesten property (in short the BK property) if
for every pair of increasing events. In [2] R.Lyons asked if the BK property occurs in determinantal process setting.
A simple calculation gives:
Proposition 3 The inequality (5) is satisfied if and only if
Let A et B be a pair of increasing events. There exist two minimal sets
The sets A i , B i are minimal in the sense that no no-void A ∈ A (resp. B ∈ B) is stricly included in A i (resp. in B i ).
thus (6) becomes
P {φ / ∈ A ∪ B} ≤ P {φ / ∈ A} × P {φ / ∈ B} (7) so, if S 1 ∩ S 2 = ∅ then
the BK inequality is nothing else that a negative association inequality. R.Lyons proved in [2] that the process φ has negative association. Consequently the inequality (7) is satisfied. Therefore we have to study the case
Suppose now that A = B. Formula (6) becomes
If the sets of S(A) = {A 1 , . . . , A n } are disjoint, that is if
and formula (8) has following form
3 The BK inequality for increasing events A, B generated by simple points.
We will start by proving the inequality (9) when A is generated by simple points S(A) = {x 1 , . . . , x n }. We can suppose that x i = i, i = 1, . . . , n and that 1 ≤ n ≤ N − p (othervise there is nothing to prove). Consider: the determinantal process φ c = {1, . . . N } \ φ, the vectors
. . , n given by the CS decpmposition in case I, and
Lemma 4 We have
Proof.-It is obvious that
and forṽ i = (ṽ 1 i , . . . ,ṽ n i ) we havẽ
It follows that
as desired. We will need the following elementary lemma
Lemma 5 For all 0 < a ≤ 1 and n > 0 we have
Theorem 1 Let A be an increasing event generated by simple points x 1 , . . . , x n , 1 < n ≤ N − p. We have
Proof.-By (9) we have to prove that
or in terms of process φ
We note that
and that
which inserting in (19) yields
The last inequality follows easily from lemmas (4) et(5) . Indeed, by lemma (5) we have
From lemma (4) and Hadamard inequality we get
so it remains to apply the geometric-arithmetic mean inequality
to obtain (22) as desired.
The crucial point in the proof of theorem 1 is the inequality (24) which can be read as follows
Remark that (26) can be obtained also from
Lemma 6 For all k = 1, 2 we have
Proof.-It follows from proposition 1 that the process ψ = {φ c | x j ∈ φ c , ∀j = 1, k} is determinantal and that the formula (27) which reads P {x 1 ∈ ψ | x k ∈ ψ, } ≤ P {x 1 ∈ ψ} is satisfied.
From lemma 6 we get
and by induction we obtain (26).
We establish now
Theorem 2 Let A, B be increasing events generated by simples points. Then
Proof.-The proof proceeds by induction using theorem (1) and the following lemma.
Lemma 7 Let A et B be increasing events generated by simple points and such that the BK inegality
is satisfied for all determinantal discrete processes ψ associated to sets of orthonormal vectors of R N . Fix x 0 ∈ {1, . . . , N } such that x 0 / ∈ A ∪ B. Denote byÃ = σ{x 0 , A} the increasing event generated by the point x 0 and A. The BK inegality
is then satisfied forÃ, B and every discrete determinantal process ψ.
Proof.-Fix the determinantal process ψ and let S 1 , S 2 , by the minimal sets generating A and B. Suppose that S = S 1 ∩ S 2 = ∅ and that P {x 0 / ∈ ψ} > 0 (otherwise there is nothing to prove). We have
and
Formulas (6) and (33) implies that the BK-inequality (31) has the form
P {x / ∈ ψ 0 , ∀x ∈ S 1 ∪ S 2 } ≤ P {x / ∈ ψ 0 , ∀x ∈ S 1 } ×P {x / ∈ ψ, ∀x ∈ S 2 } (35) + x∈S P {x ∈ ψ 0 , y / ∈ ψ 0 , ∀y ∈ S 1 ∪ S 2 , y = x}.
From induction hypothesis of lemma 7 and formulas (6) and (32) we get P {x / ∈ ψ 0 , ∀x ∈ S 1 ∪ S 2 } ≤ P {x / ∈ ψ 0 , ∀x ∈ S 1 } ×P {x / ∈ ψ 0 , ∀x ∈ S 2 } (36) + x∈S P {x ∈ ψ 0 , y / ∈ ψ 0 , ∀y ∈ S 1 ∪ S 2 , y = x} but according proposition 1 we have P {x / ∈ ψ 0 , ∀x ∈ S 2 } ≤ P {x / ∈ ψ, ∀x ∈ S 2 }
and thus by (36 ) and (37) we obtain (35) which finish the proof of lemma 7.
To prove theorem 2 note that the minimal sets generating A and B are of the form S 1 = {x 1 , . . . x n1 , z 1 , . . . z q } and S 2 = {y 1 , . . . y n2 , z 1 , . . . z q } with S 1 ∩ S 2 = {z 1 , . . . z q } hence applying step by step the lemma 7 the result follows.
Concluding remarks.
Theorems 1-2 can be easily extended in the setting of general discrete determinantal process. A more difficult task is to prove that these results are still valid when the minimal sets are disjoint but not reduced to being singles points. All this will be detailed in a forthcoming paper.
