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1.1. INTRODUCTION 
The aim of this paper is to study the existence of positive solutions for 
the following nonlinear Dirichlet problem 
Au +f(x, u) = 0 in D 
u = 0 on r, (1.1) 
au/an + k(x)4 = 0 on r, . 
Here, D denotes a simply connected domain in the plane whose boundary 
aD is piecewise analytic and consists of two connected arcs r, and r, ; 
n is the outer normal, x = (xi , x2) is an arbitrary point in R2. K(X) 3 0 
belongs to the class C1+U(r,) where 01 is a number in (0, 1). f(x, t) is assumed 
to satisfy the conditions f(~, t) E Cm@ x R+) and f(~, 0) > 0 for all x E D. 
In addition we suppose that there exists a function m(t) 3 0 such that 
f(~, tr) -f(~, t2) > -m(tr)(t, - t2) for all t, < t, . This type of problem 
arises in the theory of chemical reactions and diffusion processes and has 
been investigated by many authors [l-3, 6-91. In this connection only 
positive solutions are of interest. We shall first study the particular problem 
with k(x) = 0, and f(~, t) = At+, X being a positive real number, and then 
apply the method of upper and lower solutions [l, 61 to establish the existence 
of a positive classical solutions of (1.1). Th e results resemble those of [3]. 
1.2. ASSUMPTIONS AND STATEMENT OF THE MAIN RESULT 
Let the boundary aD be given by the parametric representation x(s) 
where s is the arc-length. Furthermore, we assume that the right and the 
left-hand side derivatives with respect to S, $s + 0) and ff(~ - 0) exist 
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on I’, . The boundary aD is orientated such that (na , -&r) coincides with 
the outer normal n. The boundary arc r, has a finite number of corners 
xi = X(Q), i = 1, 2 ,...) m with outer angles +(a(~, + 0), *(si - 0)) = Pi 
taking their values in [-.rr, ~1. Let K(S) be the curvature of r, . It exists 
everywhere except at the corners Xi, i = 1,2,..., m. For any Bore1 set 
y C T’, we define 
CL(Y) = 1 K(S) ds* U-2) 
Y 
At the corners, K(S) has to be interpreted as a Dirac measure, i.e., 
p(&) = j-1: K(S) ds = fii , for all i = 1, 2 ,..., m. 
1 
Let p+(r,) = sup,(&)} where y C r, is an arbitrary Bore1 set. The boundary 
condition on r, ‘is to be understood such that (&/an) + Ku = 0 at every 
point of r, where the normal exists. 
Throughout this paper we shall assume that 
0 < ,+(r,) < Tr. (1.3) 
Let us write LY. = r - ,+(r,) and A = SD dx where dx = dx, dx, denotes 
the surface element in R2. Our main result is given in the following theorem. 
THEOREM 1 .I. Let the assumptions of Sections 1 .l and 1.2 hold, and let 
in addition, f (x, t) < Xet in D x [Wf, where X is any number 0 < h < a/A. 
The Problem (1.1) h as at least one positive solution u(x), for which the inequality 
holds. 
401 2or - (401~ - 4or)rA)li2 
e”(e) G a- . - 2or + (401~ - 4dA)lj2 (1.4) 
The result is optimal in the following sense. There exists a problem of 
type (1.1) which is solvable for each X E (0, or/A], but does not have a solution 
for X > a/A. 
EXAMPLE. Let D be the circular sector 
S(IX, R) = (0 < 0 < 01 < 77, r < R}, 
where (r, 0) are the polar coordinates and (042) R2 = A. Let r, correspond 
to the circular boundary arc p0 = {r = R} and r, to the two segments 
f; = (0 = 0 and 19 = a}. We take f(x, t) = bet with /\ > 0 and k(x) = 0. 
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In this case we have p+(r,) = n - 0~. Problem (1.1) has then a solution 
of the form U(Y) = log c - log(1 + (AcY~/S))~ where 
40~ 201 - (4012 - 4dA)li2 
’ = hA 2ci + (4a2 - 4c~hA)l/~ *
An argument using the symmetry of the minimal solution [7, 31 shows 
that the function U(Y) corresponds to the minimal solution of (1.1). By 
Theorem 3.2 [7] this particular problem has a positive solution if and only 
if U(Y) exists. This implies that 0 < X < a/A. The solution U(Y) satisfies 
the inequality U(Y) < log c. At the origin we have u(O) = log c which proves 
that the bound (1.4) is attained. 
2. A PRIORI BOUNDS 
Let the assumptions of the previous section be satisfied. This section 
deals with the following problem 
de, + Jle” = 0 in D 
v = 0 on r, 
awlan = 0 on r, , 
(2.1) 
where h is a positive real number. It belongs to the class of nonlinear Dirichlet 
problems considered in Section 1.1. Many results concerning Problem (2.1) 
were established by Cohen and Keller [7] provided (2.1) can be transformed 
into an integral equation. For this purpose, we need the Green’s function 
G(x, [) for the Laplace operator, subject to the boundary conditions 
G(x, 5) = 0 for x E r,, and 5 ED and (aG(x, [)/an) = 0 for x E I’, and 
[ E D. Under our assumptions such a function exists. Because of Riemann’s 
theorem there is a conformal mapping f: D -+ S(n, 1) (cf. example in 1 .l) 
such that f(r,,) = fa and f(r,) = f, . The Green’s function G(z, 5) in 
S(n, 1) with G(x, 5) = 0 for x of,, 5 E S(V, 1) and (a&r, I)/%) = 0 
for x E f, , ,$ E S(rr, 1) can be constructed by means of the symmetry 
principle and the Poisson formula. If x’ = f(x) and E’ = f(t), we set 
G(x, f) = G(x’, f’). It is well known that G(x, f) is a Green’s function 
in D. Furthermore it vanishes on I’,, for fixed 8 E D. Since r, is analytic 
a.e. f is also analytic a.e. on r, . This implies that aG/an = 0 on r, except 
at the corners Xi where we have 
lim 1 x - 
S-X, -5 1~ (aGm(~, 0 = 0, 
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01 being a number in [ -1, l), depending on the angle /Ii . The set of A > 0 
for which a solution exists is called the spectrum [7]. Cohen and Keller 
[7] proved that to each X in the spectrum there corresponds a minimal 
solution V(X; X); that is V(X; X) < V(x; h) in D for any positive solution 
V(x; X). They also showed that the spectrum is an interval (0, X*). If 
h < h’ E (0, X*) then the minimal solutions satisfy the inequality [7]. 
v(x; A) < v(x; A’) in D. (2.2) 
Let p[a(x; h)] be the lowest eigenvalue of the linear eigenvalue problem 
Apl + pe*(r:A)q = 0 in D 
q~ = 0 on r, 
a+h = 0 on r, , 
(2.3) 
V(X; h) being the minimal solution of (2.1). By a result of Keller and Cohen 
[7] it follows that 
for h E (0, X*). (2.4) 
LEMMA 2.1. For each X E (0, h*) the minimal solution v(x; h) is continuous 
from the left in h, uniformly for x E B. 
A proof of this statement can be found in [8]. 
LEMMA 2.2. There exists a number h, > 0 such that (2.1) has a solution. 
Proof. From the results of [12] it suffices to construct a positive upper 
solution Y such that 
AY + /\ey < 0 in D 
Y 3 0 on r, 
(W/an) 3 0 on r, . 
(2.5) 
Consider the solution of the Poisson problem AP + 1 = 0 in D, P = 0 
on r,, and #/aa = 0 on r, . Let M denote its maximum. If h < e-M, 
P is an upper solution. Thus, for each 0 < X < ep”, problem (2.1) has a 
solution. This completes the proof. Let V(X) = V(X; h) be the minimal 
solution, let D(t) = {X E D; U(X) > t} and aD(t) = (x E D; V(X) = t}. Fur- 
thermore, we denote the area of D(t) by a(t) = SD(t) dx and its inverse 
by t(a). From the assumptions on r, , r,, cannot be empty. Hence, a(0) = 
Jr, dx 3 A. Since a(t) is monotone, its inverse exists in [0, A]. For X > 0 
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we now consider the function H(a) = X Soota)) P(~;~) dx = h si et(‘) da. 
H(a) is an increasing function of a. It can therefore be differentiated a.e. 
We have 
dH/du = H’(a) = Xet(a) (2.6) 
and 
H”(a) = M”‘(dt/du). (2.7) 
If dt is sufficiently small, the area between X)(t) and ao(t + At) is [IO] 
u(t) - u(t + At) = j 
aD(t) 
dn ds + o(At), 
(24 
where dn(s) is the length of the normal between aD(t) and aD(t + At). 
Dividing (2.8) by At and letting At tend to zero we obtain 
-du/dt = 1 
aD(t) 
(&z/at) ds. 
Since aD(t) is the contour line v = t it follows that 
-duldt = J’ 
aD(t) 
WI grad v I). 
The Schwarz inequality yields 
U/l grad v I) ds 
iD(t) ’ grad ’ ’ ds ’ Is,,(t) ds/2’ 
Since v is a solution of (2.1) we have 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
By a result of [2] it follows that under our assumptions on D, r, and r, 
The equality sign holds only if D(t) is the circular sector S(CL, YJ and aD(t) 
corresponds to the circular boundary arc Y = y. . Inserting (2.13) (2.12), 
and (2.10) into (2.11) we obtain 
-du/dt . H(u) 3 2cuz, 
NONLINEAR DIRICHLET PROBLEMS 41 
which together with (2.7) and (2.6) leads to the differential inequality 
2WzH”(a) > --H’(a) * H(u). (2.14) 
Because of (2.11) and the remark concerning inequality (2.13), the equality 
sign holds only if 1 grad ZI 1 = const. along aD(t) and if D(t) = S(CX, rO) 
with aD(t) = {r = rO}. From (2.14) it follows that 
(&‘(a) - H + (H2/4~))’ 3 0 (2.15) 
and by evaluating this differential inequality we obtain 
{H[A] - 2aj2 3 4a2 - 4orXA. (2.16) 
Equality holds only for D = S(O~, R) and r,, = f, = {Y = R). 
LEMMA 2.3. If 0 < hA < 01 and if v(x; h) is the minimal solution of (2.1) 
then 
H[A] < 2cu - (40r2 - 4~hA)l/~. 
The equality sign holds only for D = S(OI, R) with r,, = I?, . 
(2.17) 
Proof. Let H[A] > 2ar. Because of (2.2) and Lemma 2.1 there exists a 
value x < h such that for E?[A] E 1 fD eV@GL) dx, v(x; A) being the minimal 
solution corresponding to x, we have g[A] = 201. (2.16) then yields AA > Q: 
and hence AA > JA > 01 which contradicts our assumption. The result 
of the extremal case follows from a direct computation, or by observing 
that the equality sign holds in (2.11) and (2.13). Inequalities for H[A] in 
the case of nonminimal solutions will be presented elsewhere. From (2.15) 
we conclude that 
Integration of this inequality leads to the following result for 
V m- - $$x v(x; A). 
LEMMA 2.4. Under the assumptions on D, r,, , r, stated in Section 1.2 
we have the following bound provided H[A] < 401 
(2.18) 
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Equality holds only for the circular sector S(ol, R) with r, = p0 . (Cf. example 
in 1.2). 
The next result is an immediate consequence of Lemma 2.4 and Lemma 2.3. 
THEOREM 2.1. Let D, r,, and J’, be defined as in Section 1.2, and let, 
i@ addition, 0 < XA < CY. Then 
,?& < 4cu 2a! - (4ff2 - 4dA)112 
’ hA 23 + (42 - &iA)1/2 . 
(2.19) 
Equality holds if and only if D = S(CU, R), r, = f; and r, = f,, . 
The next result is an extension of the Rayleigh-Faber-Krahn inequality 
[ll]. It was announced in [4] and a detailed proof is given in [Sj. 
LEMMA 2.5. Let D, I’, , and r, be deJined as in Section 1.2. Suppose 
further that v(x; X) is the minimal solution of (2.1). If H[A] < 2ar, then 
~[~(x; 41 2 A. (2.20) 
The equality sign OCCUYS only for the circular sector described in Theorem 2.1 
with R = (2ih)1/2. 
3. EXISTENCE THEOREM 
3.1. Consider problem (2.1) and let D, r, , I; be defined as in Section 1.2. 
We now employ the Green’s function G(x, E) for the Laplace operator 
on D, subject to the boundary conditions G(x, 5) = 0, for x E I’,, , and 
(~G(x, Q/&t) = 0 for x E I’, , to transform the boundary value problem 
(2.1) into the integral equation 
F(A, v) = v(x) - h Jo G(x, f) e”(e) d[ = 0. (3.1) 
For fixed h E UP, (3.1) can be interpreted as a Hammerstein equation in 
C*(B). The Frechet derivative at the point pi’, is the linear operator I - hB = F 
where Bw = SD G(x, 6) e”(f) m(f) de. 
THEOREM 3.1. Let D, I’, and r, be defined as in Section 1.2. For each 
0 < h < or/A the integral equation (3.1) has a solution v E C*(D). 
Proof, Because of Lemma 2.2 there exists a value X, > 0 and a function 
w. E c”(@ such that F(X, , no) = 0. Suppose that &,A < pi, and that D 
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is not the circular sector S(o1, (2/X)lj2). Furthermore, we assume that r+, 
is the minimal solution of (2.1). Because of Lemma 2.3 we have H[A] < 201, 
and by Lemma 2.5 it follows that p[a,(x; )\o)] > h. The Frtchet derivative 
8” has therefore a bounded inverse from Co(D) + CO(D). By the implicit 
function theorem there exists a number E > 0 such that for each 
X E [ho , ho + 61 Eq. (3.1) has a solution and hence a minimal solution 
a(x; ;\) E CO(D). Because of the a priori bound of Lemma 2.4 this procedure 
can be continued as long as 0 < hA < 01. For the circular sector we refer 
to the example at the end of Section 1.2. 
Classical results on the regularity of solutions of the integral Eq. (3.1) 
imply 
COROLLARY 3.1. Let D, To and I’, satisfy the hypothesis of the preceding 
theorem. Then Problem (2.1) has a positive solution for each 0 < h < a/A. 
Remark. If r, is empty, then we have 01 = ?T. In this case, a stronger 
result shows that (2.1) has a positive solution for all h E (0, (277/A)] [3]. 
PROOF OF THEOREM 1.1 
By Corollary 3.1 there exists a positive solution er(x; h) of problem (2.1). 
Because of the conditions on f (x, t) and k(x) we have d~(x; h) + f (x; A) < 0 
in D, w(x; h) = 0 on r. and (&(x; x)/&z) + k(x) v(x; X) 3 0 on r, ; ~(x; X) 
is an upper solution to problem (1.1). 
Let g(x, 5) be the Green’s function for the Laplace operator, subject to the 
boundary conditions g(x, I) = 0 for x E I’, , t E D and 
(@(x, 5)Pn) + k(x)&, 0 = 0 for x E rl , 5 E D. 
g(x, E) can be constructed in the following way. Let 5 E D be fixed and 
h(x) = G(x, 4) - g(x, 4). This function is harmonic in D and satisfies the 
boundary conditions h(x) = 0 on To and (ah/&z) + kh = KG on r, . 
According to the classical theory,l this boundary value problem is equivalent 
to the integral equation 
44 = s,, G(x, 7) k(7M7> 0 - h(v)1 4 . (3.2) 
For x E I’, , (3.2) can be interpreted as a Fredholm integral equation for 
the unknown function h(x). Because of the particular type of kernel, a 
1 A more detailed discussion of solving the boundary value problems with the 
help of integral equations is found in the book by 0. D. Kellogg, Foundations of 
Potential Theory 1967, p. 311. 
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continuous solution h(x) exists. Using the representation formula (3.2), 
we can construct h(x) for each x ED. Because of the Holder continuity 
of k(x), h(x) satisfies the boundary conditions a.e. in the classical sense. 
Consider the iteration scheme [12, p. 231 
%zw = j-p OV(5, %-I) + m(%L-, - %>I a, for n = 1, 2, 3,... 
us(x) = v(x; A), m = max m(t) 0 < t < log 4 (3.3) 
u,(x) is a solution of the boundary value problem 
Au, - mu, = -f(x, u,-J - mu,-, in D 
u n = 0 on F, 
au,/an + Ku, = 0 on r, . 
It follows that A(u, - V) - m(ui - V) > 0 in D, ur - o = 0 on r,-, and 
(a(u, - v)/an) + k(u, - V) < 0 on r, . By the maximum principle, we 
have ur < v in D, and by induction we conclude that u,, > ui > ua > 
*.. 3 ... > 0. 
Using the same arguments as in [7, Theorem 3.2; 12, p. 231 we show 
that this sequence converges uniformly to a positive solution of problem (1. l), 
which is bounded from above by v(x; A). 
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