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Abstract—It is shown that interleaved Reed–Solomon codes can
be list-decoded for burst errors while attaining the generalized
Reiger bound for list decoding. A respective decoding algorithm
is presented which is (signiﬁcantly) more efﬁcient than a burst list
decoder for a non-interleaved Reed–Solomon code with compa-
rable parameters. Finally, it is shown through counterexamples
that, unlike the special case of Reed–Solomon codes, interleaving
does not always preserve the list decoding properties of the
constituent code.
Index Terms—Burst errors, interleaving, list decoding, Reed–
Solomon codes, Reiger bound.
I. INTRODUCTION
Coding schemes for list decoding of isolated (random)
errors—especially schemes that are based on Reed–Solomon
codes (in short, RS codes) and derivatives thereof—have been
studied quite extensively [1]–[6]. Less, however, has been
published about list decoding of burst errors. In a recent
paper [7], several bounds were obtained on the parameters
of list decodable codes for single bursts. In particular, it was
shown in [7] that if a linear code C over GF(q) has a list
decoder that corrects any single burst error of length τ or less,
then—under certain additional conditions that will be recalled
below—the redundancy r of C is related to τ and the list size
ℓ by the following generalization of the Reiger bound:
r ≥ τ +
⌈τ
ℓ
⌉
(with the case ℓ = 1 corresponding to the classical Reiger
bound [8], [9]). It was also shown in [7] that this bound is
attained by (non-extended and possibly shortened) RS codes.
One drawback of RS codes is that their length is limited to
at most q−1. In this work, we show (in Section III) that for the
case where the list size ℓ divides the maximum burst length τ,
a (τ/ℓ)-level interleaving of an RS code of redundancy ℓ+1
has a burst list decoder with the speciﬁed ℓ and τ (for ℓ = 1,
this result is straightforward and well known). Observing that
the overall redundancy of the interleaved code is
τ
ℓ
· (ℓ + 1) = τ +
τ
ℓ
, (1)
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we thus obtain a construction that attains the above general-
ization of the Reiger bound and is τ/ℓ times longer than just
plainly taking one (non-interleaved) RS code. Furthermore, we
demonstrate that interleaved RS codes can be list-decoded for
bursts using an algorithm that is (signiﬁcantly) more efﬁcient
than a burst list decoder for a non-interleaved RS code with
comparable parameters (the complexity analysis is presented
in Section IV). Finally, in Section V, we show through an
example that, unlike the special case of RS codes, interleaving
does not always preserve the list decoding properties of the
constituent code.
Next, we introduce some deﬁnitions and notation.
Throughout this work, we let F denote the ﬁnite ﬁeld
GF(q). The order of an element γ in the multiplicative group
F∗ is denoted by ord(γ), and Fδ[x] denotes the set of all
univariate polynomials of degree less than δ over F in the
indeterminate x. For integers i < j, the notation [i,j⟩ stands
for the integer interval {k ∈ Z : i ≤ k < j}.
We say that a word e ∈ Fn is a τ-burst if either e = 0 (the
all-zero word) or the indexes i and j (in [0,n⟩) of the ﬁrst and
last nonzero entries in e satisfy j−i < τ. For a nonzero word
e, the notation λ(e) will stand for the value of i above, and
the value j −i+1 will be referred to as the (actual) length of
the τ-burst and will be denoted by L(e) (where L(0) = 0).
The set of all τ-bursts in Fn will be denoted by B(n,τ).
For a code C of length n over F and a word y ∈ Fn, we
denote by y − C the set {y − c : c ∈ C} (when C is linear,
this set is a coset of C within Fn). The minimum (Hamming)
distance of C will be denoted by d(C).
Let C be a code of length n over F. A (list) decoder for
C is a mapping D from Fn to the set of subsets of Fn, such
that for every y ∈ Fn,
D(y) ⊆ y − C
(we knowingly deviate here from the standard deﬁnition of
a decoder in that D returns a list of error words rather than
codewords). The list size of a decoder D is the largest size of
D(y) over all y ∈ Fn.
We say that D detects any single τ-burst error if for every
c ∈ C and e ∈ B(n,τ),
D(c + e) =
{
{0} if e = 0
∅ otherwise .
Such a decoder for C exists if and only if for every c ∈ C,
(c − C) ∩ B(n,τ) = {0} .
In particular, such a decoder exists if d(C) > τ.2
We say that D corrects any single τ-burst error if for every
c ∈ C and e ∈ B(n,τ),
e ∈ D(c + e) .
Equivalently, for every y ∈ Fn,
(y − C) ∩ B(n,τ) ⊆ D(y) . (2)
An (ℓ,τ)-burst list decoder for C is a decoder for C of list
size at most ℓ that corrects any single τ-burst error. From (2),
it readily follows that such a decoder exists if and only if for
every y ∈ Fn,
|(y − C) ∩ B(n,τ)| ≤ ℓ .
The next theorem is the generalization of the Reiger bound
which was proved in [7], specialized to linear codes.
Theorem 1.1 ([7, Thms. 2.2–2.3]): Let C be a linear code
of length n over F and let τ and ℓ be positive integers that
satisfy the following three conditions:
1) Either (ℓ+1)τ ≤ n, or ℓ|τ and 2τ ≤ n.
2) There is a decoder for C that detects any single τ-burst
error.
3) There is an (ℓ,τ)-burst list decoder for C.
Then the redundancy r of C satisﬁes
r ≥ τ +
⌈τ
ℓ
⌉
.
Conversely, it was also shown in [7] that RS codes attain
this bound.
Theorem 1.2 ([7, Thm. 4.1]): For 0 ≤ r < n < q, let
CRS(n,r) denote the RS code of length n and redundancy
r over F with a parity-check matrix
HRS = HRS(n,r) =
(
αst )r−1 n−1
s=0, t=0 , (3)
where α ∈ F∗ with ord(α) ≥ n. There is an (ℓ,τ)-burst list
decoder for CRS(n,r), whenever ℓ and τ are positive integers
that satisfy
r ≥ τ +
⌈τ
ℓ
⌉
.
(Note that condition 2 in Theorem 1.1 is also satisﬁed in this
case, since d(CRS) = r + 1 > τ.)
II. TOOLS
In this section, we consider the case τ = ℓ and prove a
reﬁnement of Theorem 1.2 for this case: we show that the
(ℓ,ℓ)-burst list decoder D guaranteed in Theorem 1.2 can
be assumed to satisfy a certain relationship between the size
of each list D(y) and the lengths of the bursts in D(y). In
particular, it will follow from our result that if one or more
of the decoded bursts turns out to have actual length that is
strictly smaller than ℓ, then such “deﬁciency” in the burst
length implies that the size of the decoded list size must, in
fact, be strictly smaller than ℓ. The stronger properties of D
that we show will then be used in Section III to prove that
interleaved RS codes have an (ℓ,τ)-burst list decoder and,
thus, they attain the bound of Theorem 1.1.
We recall the next theorem from [7], which will be used in
the sequel.
Theorem 2.1 ([7, Thm. 3.1]): For integers 1 < m ≤ r < q,
let β0,β1,...,βm−1 be elements in F∗ and let γ ∈ F∗ be
such that ord(γ) ≥ r. Also, let µ0,µ1,...,µm−1 be positive
integers such that
m−1 ∑
i=0
µi = r ,
and, for each i ∈ [0,m⟩, deﬁne the polynomial
Mi(x;βi,γ) =
r−1−µi ∏
t=0
(x − βiγt) (4)
(which is regarded as a univariate polynomial in the indeter-
minate x, with βi and γ serving as parameters). The following
two conditions are equivalent:
(i) There exist polynomials
ui(x) ∈ Fµi[x], i ∈ [0,m⟩ ,
not all zero, such that
m−1 ∑
i=0
ui(x)Mi(x;βi,γ) = 0 .
(ii) For some distinct h,k ∈ [0,m⟩ and some integer b in the
range −µh < b < µk,
βk
βh
= γb .
Remark 2.1: Theorem 2.1 holds vacuously also when m =
1, provided that we formally deﬁne M0(x,·,·) to be the
constant 1 in this case.
The next theorem is our reﬁnement of Theorem 1.2 for the
case τ = ℓ.
Theorem 2.2: For integers 0 < ℓ < r < n < q, let
CRS(n,r) be as in Theorem 1.2, and let the decoder D for
CRS(n,r) be deﬁned for every y ∈ Fn by
D(y) =
(
y − CRS(n,r)
)
∩ B(n,ℓ) .
Then D is an (ℓ,ℓ)-burst list decoder for CRS(n,r) and it
satisﬁes the following two properties:
(i) For every y ∈ CRS(n,ℓ+1),
D(y) = {0} .
(ii) For every y ∈ Fn \ CRS(n,ℓ+1),
∑
e∈D(y)
(ℓ + 1 − L(e)) ≤ ℓ . (5)
Proof: First, D is a decoder that corrects any single ℓ-
burst, since it satisﬁes the containment (2) (with equality) for
τ = ℓ. To verify property (i), note that y − CRS(n,r) ⊆
CRS(n,ℓ+1) and, therefore, the Hamming weight of every
nonzero word in y − CRS(n,r) exceeds ℓ+1. Property (ii)
follows from Lemma 2.3 below. Finally, since each term
ℓ+1−L(e) in (5) is a positive integer, we get that |D(y)| ≤ ℓ
for every y ∈ Fn and, so, D is indeed an (ℓ,ℓ)-burst list
decoder for CRS(n,r).
Remark 2.2: The inequality (5) can be rewritten as
|D(y)| ≤ ℓ −
∑
e∈D(y)
(ℓ − L(e)) .3
Thus, referring to the discussion at the beginning of this sec-
tion, we indeed see that if there are nonzero bursts e ∈ D(y)
with actual length L(e) < ℓ, then they force the size of the
list D(y) to be strictly smaller than ℓ.
The next lemma establishes property (ii) in Theorem 2.2.
Lemma 2.3: For integers 0 < ℓ < n < q, let CRS =
CRS(n,ℓ+1) be as deﬁned in Theorem 1.2 and let
e0,e1,...,em−1
be distinct words that belong to the same nontrivial coset y−
CRS (where y ̸∈ CRS). Then
m−1 ∑
i=0
(ℓ + 1 − L(ei)) ≤ ℓ . (6)
Proof: First, note that words ei with L(ei) > ℓ con-
tribute non-positive terms to the left-hand size of (6). Hence,
it sufﬁces to prove the lemma under the assumption that
ei ∈ B(n,ℓ) for all i ∈ [0,m⟩. Furthermore, we will assume
that n = ord(α) (otherwise, append ord(α)−n zeroes to each
ei and apply the proof to CRS(ord(α),ℓ+1)).
Our proof builds upon the one given in [7] for Theorem 1.2
but requires additional arguments in order to get to the ﬁner
result.
For i ∈ [0,m⟩, write
λi = λ(ei) , τi = L(ei) , and µi = ℓ + 1 − τi ; (7)
note that the support of ei is contained in the set
Ji = [λi,λi+τi⟩ . (8)
We need to show that
∑m−1
i=0 µi ≤ ℓ.
Suppose to the contrary that
∑m−1
i=0 µi ≥ ℓ + 1. Without
real loss of generality, we can assume hereafter in the proof
that the latter inequality holds with equality; otherwise, we
can increase some of the τi’s (effectively replacing some of
the actual burst lengths by upper bounds on these lengths) and
decrease the respective values of µi (= ℓ+1−τi) accordingly,
to achieve the equality
m−1 ∑
i=0
µi = ℓ + 1 . (9)
For i ∈ [0,m⟩, let
Mi(x) = Mi(x;αλi,α) =
τi−1 ∏
t=0
(x − αλi+t) (10)
be the specialization of (4) to γ = α, βi = αλi, r = ℓ+1, and
µi as in (7). The next steps in our proof are very similar to
the proof of Theorem 1.2 in [7], with r and ℓ therein replaced
by ℓ + 1 and m − 1, respectively. We include these steps in
Appendix A, for the sake of readability and completeness. It
follows from Appendix A that there exist polynomials
ui(x) ∈ Fµi[x] , i ∈ [0,m⟩ , (11)
not all zero, such that
m−1 ∑
i=0
ui(x)Mi(x) = 0 . (12)
Combining (9)–(12) with Theorem 2.1, we conclude that
there exist distinct h,k ∈ [0,m⟩ and some integer b in the
range −µh < b < µk such that
αλk−λh = αb ;
namely,
λk − λh ≡ b (mod n) , (13)
where we have used our assumption that n = ord(α). Without
loss of generality we can assume further that 0 ≤ b (< µk), or
else simply switch between the roles of h and k. Also, since
CRS is cyclic when n = ord(α), we can rotate the ei’s, all by
the same number ρ of positions, and the resulting new words
will all belong to the same coset of CRS. We should then add,
modulo n, the integer ρ to each λi (and, respectively, to each
index in each set Ji in (8)), to obtain the correct index values
for the rotated words. Thus, (13) still holds (for the same b)
regardless of the value of ρ; in particular, we can select ρ so
that (0 ≤) λh ≤ λk (< n).
Doing so, we get that
|Jh \ Jk| ≤ λk − λh = b . (14)
On the other hand, since eh and ek are distinct yet belong to
the same coset of CRS, the difference eh − ek is a nonzero
codeword of CRS and, as such, its Hamming weight is at least
ℓ + 2. Hence,
|Jh ∪ Jk| > ℓ + 1 (15)
and, so,
µk = ℓ + 1 − τk
(15)
< |Jh ∪ Jk| − |Jk| = |Jh \ Jk|
(14)
≤ λk − λh = b ,
thereby contradicting the fact that b < µk.
Remark 2.3: We have excluded from Lemma 2.3 the case
where y−C is the trivial coset C, since the inequality (6) does
not hold when m = 1 and e0 = 0.
It can be shown (by counterexamples) that Theorem 2.2(ii)
and Lemma 2.3 would no longer hold if we attempted to
generalize them to arbitrary linear codes that attain the bound
of Theorem 1.1 for τ = ℓ, not even when the codes are
maximum distance separable (MDS). See Example 5.1 in
Section V.
Furthermore, it is rather easy to see that Theorem 2.2(ii) and
Lemma 2.3 (or, rather, the discussion at the beginning of this
section) would no longer hold if we attempted to generalize
them to τ ̸= ℓ. Speciﬁcally, suppose that ℓ is a proper divisor
of τ and let D be the following list decoder for CRS(n,r),
where r = τ + (τ/ℓ):
D(y) =
(
y − CRS(n,r)
)
∩ B(n,τ) .
This decoder is a minimal (ℓ,τ)-burst list decoder in the sense
that it satisﬁes the containment (2) with equality. Yet, there
may be y ∈ Fn for which the list D(y) has size (exactly) ℓ,
even though it contains a burst of actual length smaller than
τ. In fact, there will always be such a y when ℓ = 1 and
τ > 1: for any e ∈ B(n,τ−1) we have D(e) = {e}, i.e.,
|D(e)| = ℓ = 1.4
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Fig. 1. Interleaved array, with a -burst error marked by the shaded area.
III. BURST LIST DECODING OF INTERLEAVED RS CODES
In this section, we show that when ℓ divides τ, a (τ/ℓ)-
level interleaving of CRS(n,ℓ+1) yields a code C that has an
(ℓ,τ)-burst list decoder. Speciﬁcally, the code C is deﬁned by
C = C(n,ℓ,τ) =
{
(c0|c1|...|cτ/ℓ−1) :
cj ∈ CRS(n,ℓ+1) for j ∈ [0,τ/ℓ⟩
}
;
namely, it consists of all n × (τ/ℓ) arrays over F whose
columns are codewords cj of CRS = CRS(n,ℓ+1). When
transmitted over a noisy channel, the array is sent row by row,
in which case a τ-burst error is seen as ℓ-burst errors in the
columns of the array, as shown in Figure 1. The shaded area
in the ﬁgure represents a largest possible set of entries that can
be affected by a single τ-burst: generally, entries in that area
(including leading or trailing entries) can still be error-free,
in which case some columns in the array may incur bursts of
length less than ℓ. While this observation is straightforward, it
is those lightly corrupted—yet still corrupted—columns that
could potentially fail the decoding of the array by requiring
the list size to be greater than ℓ. Indeed, this could happen
if CRS were replaced by an arbitrary constituent code C, even
when C is (ℓ,ℓ)-burst list decodable and d(C) ≥ ℓ + 2: see
Example 5.1 in Section V and Example B.1 in Appendix B.
However, as we show, Theorem 2.2 will guarantee decoding
success for C when C = CRS.
The following theorem is the main result of this paper.
Theorem 3.1: Given positive integers ℓ ≤ τ < n < q
such that ℓ|τ, let C be the (τ/ℓ)-level interleaving of CRS =
CRS(n,ℓ+1). Then C has an (ℓ,τ)-burst list decoder. In
particular, C attains the bound of Theorem 1.1 when 2ℓ ≤ n.
We will prove Theorem 3.1 by introducing an (ℓ,τ)-burst
list decoding algorithm for C. The algorithm is presented in
Figure 2, and the remaining part of this section is devoted to
analyzing that algorithm.
The input to the algorithm is an n × (τ/ℓ) array Y over
F, which is assumed to be a copy of a code array of C,
possibly corrupted by a τ-burst error. The algorithm consists
of three main loops: (A), (B), and (C). Loop (A) iterates over
the columns of Y , as long as the columns are codewords of
CRS. If Y is found to be error-free, then Loops (B) and (C) are
skipped, and the algorithm returns a list of size 1, containing
Input: received array Y = (y0|y1|...|yτ/ℓ−1) over F.
Data structures:
Integer intervals V ⊆ [0,n⟩;
Sets S, S
′ of intervals V ⊆ [0,n⟩;
Arrays EV over F indexed by intervals V . {
// Locate the ﬁrst erroneous column (if any): (A)
for
(
j ← 0; j < τ/ℓ; j++
) {
if
(
yj ̸∈ CRS
)
break; }
if
(
j ≥ τ/ℓ
)
Output {0n×(τ/ℓ)};
else
{
S ← ∅;
// Decode the ﬁrst erroneous column and generate (B)
// the (initial contents of the) interval set S:
for every e ∈ D(yj)
for
(
b = max(λ(e)+L(e)−ℓ,0)−1;
b < min(λ(e),n−ℓ); b++
) {
V ← [max(b,0),b+ℓ+1⟩;
S ← S ∪ {V };
EV ← (0n×j|e); }
// Decode the remaining columns using the intervals (C)
// in S as erasure locators:
for
(
k ← j + 1; k < τ/ℓ; k++
) {
S
′ ← ∅;
for every V ∈ S
if
(
DV (yk) contains a word e and L(e) ≤ ℓ
) {
if
(
e ̸= 0 and V = [λ(e),λ(e)+ℓ+1⟩
)
V
′ ← V \ {λ(e)+ℓ};
else
V
′ ← V ;
// V
′ qualiﬁes to survive in S:
S
′ ← S
′ ∪ {V
′};
EV ′ ← (EV |e); }
S ← S
′; }
Output {EV : V ∈ S}; }
}
Fig. 2. Decoding algorithm for the interleaved code C.
the all-zero n × (τ/ℓ) array.
When Y is ﬂagged with errors, Loop (B) is entered with the
index j pointing at the ﬁrst column, yj, in Y that is corrupted.
The (ℓ,ℓ)-burst list decoder D of Theorem 2.2 is applied to
that column, resulting in the list
D(yj) =
(
yj − CRS
)
∩ B(n,ℓ) = {e0,e1,...,em−1} .
Writing λi = λ(ei) and τi = L(ei), for each i ∈ [0,m⟩, the
following collection of up to ℓ + 1 − τi integer intervals Vi,b
is added to the interval set S that is computed in Loop (B):
Si =
{
Vi,b = [max(b,0),b+ℓ+1⟩ :
max(λi+τi−ℓ,0) − 1 ≤ b < min(λi,n−ℓ)
}
. (16)
Next, we state two lemmas regarding the interval set S.
Lemma 3.2: Suppose that E is an n × (τ/ℓ) array over F
that forms a τ-burst when unfolded (as in Figure 1). Assume5
in addition that E is in the coset Y −C and that column j in
E equals one of the words in D(yj). Then the nonzero entries
in E are all conﬁned to rows that are indexed by one of the
intervals V ∈ S.
Proof: Suppose that column j in E equals ei ∈ D(yj).
We show that the nonzero entries in E are conﬁned to rows
that are indexed by one of the intervals Vi,b ∈ Si in (16).
The projection of the τ-burst to column j forms an ℓ-burst
that is indexed by an interval [b′,b′+ℓ⟩, where
max(λi+τi−ℓ,0) ≤ b′ ≤ min(λi,n−ℓ)
(the max(·,0) and min(·,n−ℓ) just truncate the lower and
upper limits so that the interval [b′,b′+ℓ⟩ does not extend
beyond the array boundaries). Yet, we need to take into
account that row b′ − 1 might also be part of the τ-burst at
columns k > j, due to the “step” shown in Figure 1 (which
may occur if the τ-burst does not start right at the beginning
of a row). Letting b = b′ − 1, the result follows.
Lemma 3.3:
|S| ≤ ℓ .
Proof: Using the notation (16), we have
|S| ≤
m−1 ∑
i=0
|Si| ≤
m−1 ∑
i=0
(ℓ + 1 − τi) ≤ ℓ ,
where the last inequality follows from Theorem 2.2(ii).
Turning to Loop (C), this loop iterates over the remaining
columns in the array, and to each column, an erasure decoder
y  → DJ(y) for CRS is applied: given any subset J ⊆ [0,n⟩
and word y ∈ Fn, the set DJ(y) consists of all words in the
coset y−CRS whose support is contained in J. The subsets J
are taken as the intervals V ∈ S, and Lemma 3.2 guarantees
that the arrays EV that are formed in Loop (C) range over all
the τ-bursts in the coset Y −C. Furthermore, since |V | ≤ ℓ+1
for every V ∈ S, we get from the distance properties of CRS
that |DV (yk)| ≤ 1 for every k and V ; i.e., there is at most one
possible column e ∈ DV (yk) that can be appended to each
EV while still forming (the ﬁrst k +1 columns of) a τ-burst.
Hence, by Lemma 3.3, the output list, {EV : V ∈ S}, has
size at most ℓ. This completes the proof that the algorithm
in Figure 1 is an (ℓ,τ)-burst list decoder for C; namely, C
satisﬁes condition 3 in Theorem 1.1.
It is easy to see that C also satisﬁes condition 2; in fact,
Loop (A) can serve as a single (τ +(τ/ℓ))-burst error detector
for C, where an early “break” from the loop means that at least
one of the columns in Y has been subject to an (ℓ+1)-burst
error. Our requirement that 2ℓ ≤ n implies that C satisﬁes
condition 1 in Theorem 1.1, and, since the redundancy of C is
τ+(τ/ℓ) (see (1)), this code attains the bound of that theorem.
This completes the proof of Theorem 3.1.
Remark 3.1: The two “if”s in Loop (C) guarantee that the
returned list in Figure 2 contains only τ-bursts. Speciﬁcally,
the outer “if” will disqualify an interval V if the (unique)
burst error that is returned by the erasure decoder (at any
column) for that V has length ℓ + 1. And the inner “if”
guarantees (through shortening of the interval V ) that once
we incur the “step” in Figure 1, there will be no “step back”
in subsequent columns. The surviving (possibly shortened)
intervals are recorded into a temporary interval set S′ which, in
turn, is copied into S at the end of each iteration of Loop (C).
IV. DECODING COMPLEXITY
In this section, we present some implementation details
regarding the decoding algorithm in Figure 2 and compute
the time complexity of that algorithm. We then compare this
complexity with that of an (ℓ,τ)-burst list decoder for a non-
interleaved RS code with the same code length.
Loop (A) can be carried out by computing the syndrome,
with respect to the parity-check matrix HRS = HRS(n,ℓ+1)
in (3), of each column in the array Y (these syndromes will be
used also for columns j through τ/ℓ−1 in Loops (B) and (C)).
This computation requires less than 2(τ/ℓ)·(ℓ+1)n = O(τn)
arithmetic operations in F.
Loop (B) applies an (ℓ,ℓ)-burst list decoder for CRS(n,ℓ+1)
to column j in Y . Such a decoder, in turn, can be implemented
by applying iteratively an erasure decoder DJ(·) to that
column, where J ranges over the intervals
[b,b+ℓ⟩ , b ∈ [0,n−ℓ⟩ .
Given yj ∈ Fn, let S(x) be the syndrome polynomial in
Fℓ+1[x] that is associated with yj, namely, the coefﬁcients
of S(x) are given by the syndrome HRSyj. Also, for b ∈
[0,n−ℓ⟩, let b(x) be the erasure-locator polynomial
b(x) =
ℓ−1 ∏
t=0
(1 − αb+tx) .
It follows from the known properties of RS decoding (see, for
example, [10, Problem 6.11]) that D[b,b+ℓ⟩(yj) ̸= ∅ if and only
if the coefﬁcient of xℓ in the erasure evaluator polynomial,
 b(x) = b(x)S(x) MOD xℓ+1 , (17)
is zero (where MOD denotes remaindering). And when that
happens, the erasure values can be found by Forney’s algo-
rithm, namely, by evaluating the ratio − b(x)/(x′
b(x)) at
x = α−b,α−b−1,...,α−b−ℓ+1 [10, Section 6.5]. From (17)
we see that the polynomials  b(x) satisfy the relationship
 b+1(x) =  b(x)(1 − αb+ℓx)/(1 − αbx) MOD xℓ+1 ;
as such, they can be computed for all b ∈ [0,n−ℓ⟩ using
a total of O(ℓn) arithmetic operations in F. Recalling that
|(yj −CRS)∩B(n,ℓ)| ≤ ℓ, we will need to apply Forney’s al-
gorithm at most ℓ times; therefore, the overall time complexity
of Loop (B) is O(ℓn + ℓ3) operations in F.
Loop (C) amounts to applying an RS erasure decoder
DV (·), for each V ∈ S, to each of the remaining columns
of Y , where the complexity of each application of DV (·) is
O
(
|V |(ℓ+1)
)
= O(ℓ2); namely, Loop (C) can be carried out
using O
(
(τ/ℓ)|S|ℓ2)
= O(τℓ2) operations in F. We conclude
that the overall time complexity of the algorithm in Figure 2
is O(τn + τℓ2) = O
(
ℓ(N + ℓτ)
)
operations in F, where
N = (τ/ℓ)n stands for the effective length of C as a linear
code over F.
Our strategy for implementing an (ℓ,ℓ)-burst list decoder
for CRS(n,ℓ+1) (in the analysis of Loop (B)) can be applied
more generally to obtain an (ℓ,τ)-burst list decoder for the6
(non-interleaved) code CRS(N,τ +(τ/ℓ)). The resulting time
complexity turns out to be O
(
τ(N + ℓτ)
)
operations in
F (including the complexity of computing the syndrome),
which is τ/ℓ times larger than the decoding complexity of
an interleaved RS code of the same length.
V. COUNTEREXAMPLE
In Example 5.1 below, we present a construction of a linear
MDS code that attains the bound of Theorem 1.1 for τ =
ℓ = 3, yet violates Theorem 3.1 and—a fortiori—also violates
Theorem 2.2(ii) and Lemma 2.3. The purpose of this example
is to demonstrate that we do need to make essential use of
the particular structure of RS codes in order to obtain those
results.
We will make use of the following lemma.
Lemma 5.1: Let C be a linear code of length n over F,
and assume that C has a decoder which detects any θ-burst,
for some positive integer θ (in particular, θ can be taken as
d(C) − 1). Then C has an (ℓ,τ)-burst list decoder, whenever
τ ≤ θ and
ℓ ≥
⌈
n − τ + 1
θ − τ + 1
⌉
. (18)
Proof: Let {e0,e1,...,em−1} be the intersection (y −
C)∩B(n,τ) for some y ∈ Fn. We will show that m is bounded
from above by the right-hand side of (18). The result obviously
holds when m ≤ 1 (and, in particular, when y ∈ C), so we
can assume hereafter in the proof that m ≥ 2. Without loss
of generality we further assume that λ(ei−1) ≤ λ(ei) for all
i ∈ [1,m⟩.
Since ei−ei−1 ∈ C\{0} yet C∩B(n,θ) = {0}, it follows
that ei − ei−1 ̸∈ B(n,θ); that is, for every i ∈ [1,m⟩,
λ(ei) + L(ei) − λ(ei−1) ≥ L(ei − ei−1) ≥ θ + 1 ,
or
λ(ei) − λ(ei−1) ≥ θ + 1 − L(ei) . (19)
Therefore,
n ≥ λ(em−1) + L(em−1) − λ(e0)
= L(em−1) +
m−1 ∑
i=1
(
λ(ei) − λ(ei−1)
)
≥ L(em−1) +
m−1 ∑
i=1
(
θ + 1 − L(ei)
)
,
where the last step follows from (19). We thus obtain
n ≥ θ + 1 +
m−2 ∑
i=1
(
θ + 1 − L(ei)
)
≥ θ + 1 + (m − 2)(θ + 1 − τ)
= τ + (m − 1)(θ − τ + 1) ,
where the penultimate step is justiﬁed by the inequality
L(ei) ≤ τ. Hence,
m ≤
⌊
n − τ
θ − τ + 1
⌋
+ 1 =
⌈
n − τ + 1
θ − τ + 1
⌉
.
Example 5.1: Let F = GF(q) where q > 7 and let γ be an
element in F∗ such that ord(γ) ≥ 7. Consider the linear code
C of length n = 8 over F with a generator matrix
G =




1 1 1 1 1 1 1 1
α1 α4 α5 0 1 α2 α3 α6
α2
1 α2
4 α2
5 0 1 α2
2 α2
3 α2
6
α3
1 α3
4 α3
5 0 1 α3
2 α3
3 α3
6



 ,
where
αt =
1
1 − γt , 1 ≤ t ≤ 6 .
One can verify that the entries in the second row are all distinct
elements of F. Hence, C is MDS and d(C) = 5. It follows from
Lemma 5.1 that C has a (3,3)-burst list decoder and, as such,
it attains the bound of Theorem 1.1 for τ = ℓ = 3.
Next, we exhibit a coset of C which contains three nonzero
3-bursts, yet one of them is actually a 2-burst (and, therefore,
these words violate the inequality (6) in Lemma 2.3). Let u(x)
and v(x) be the following polynomials in F4[x]:
u(x) = (1 − α
−1
2 x)(1 − α
−1
3 x)(1 − α
−1
6 x)
and
v(x) = (1 − α
−1
1 x)(1 − α
−1
4 x)(1 − α
−1
6 x) .
It is easy to verify that
u(0) = v(0) = 1 and u(1) = v(1) = γ11 .
Now, consider the following three (column) words—e0, e1,
and e2—in B(8,3):
e0=


 


 




u(α1)
u(α4)
u(α5)−v(α5)
0
0
0
0
0


 


 




, e1=


 


 




0
0
−v(α5)
−1
−γ11
0
0
0


 


 




, e2=


 


 




0
0
0
0
0
v(α2)
v(α3)
0


 


 




.
It can be veriﬁed that the difference e0 − e1 equals the
following vector, whose entries are the values of u(x) at the
elements along the second row of G:
(
u(α1) u(α4) u(α5) u(0) u(1) u(α2) u(α3) u(α6)
)T
.
Similarly, e2 − e1 equals the vector whose entries are the
values of v(x) at those elements. It follows that e0 − e1 and
e2 − e1 are codewords of C, which means that e0, e1, and
e2 all belong to the same nontrivial coset e0 − C. Yet, since
L(e2) < 3, these three words violate the inequality (6).
A second coset that violates that inequality can be formed
by using the polynomials
^ u(x) = (1 − α
−1
1 x)(1 − α
−1
3 x)(1 − α
−1
6 x)
and
^ v(x) = (1 − α
−1
1 x)(1 − α
−1
4 x)(1 − α
−1
5 x) ,7
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
7
(e0|^ e0) (e1|^ e0) (e2|^ e1) (e2|^ e2)
Fig. 3. Four 6-bursts contained in the same coset of C in Example 5.1.
and deﬁning, respectively,
^ e0=




 



 

0
^ u(α4)
^ u(α5)
0
0
0
0
0




 



 

, ^ e1=




 



 

0
0
0
−1
−γ10
−^ u(α2)
0
0




 



 

, ^ e2=




 



 

0
0
0
0
0
^ v(α2)−^ u(α2)
^ v(α3)
^ v(α6)




 



 

.
Since ^ u(0) = ^ v(0) = 1 and ^ u(1) = ^ v(1) = γ10, we again
obtain that ^ e0 − ^ e1 and ^ e2 − ^ e1 are codewords of C, namely,
^ e0, ^ e1, and ^ e2 are 3-bursts that belong to the same coset ^ e0−C,
while L(^ e0) < 3.
Finally, we demonstrate that Theorem 3.1 becomes false if
we attempt to state it with C replacing CRS(n,ℓ+1) therein.
Speciﬁcally, we show that the 2-level interleaving C of C does
not have a (3,6)-burst list decoder, by exhibiting an 8×2 array
E over F for which the coset E−C contains more than three
6-bursts. Indeed, taking E = (e0|^ e0), the coset E−C contains
the four 8 × 2 arrays
(e0|^ e0) , (e1|^ e0) , (e2|^ e1) , and (e2|^ e2) ,
all of which are 6-bursts (see Figure 3: the bursts in the second
and third arrays incur a “step” up when moving from the ﬁrst
column to the second).
In Appendix B, we present another example of a (nonlinear
and non-MDS) code C with d(C) = ℓ+2 that has an (ℓ,ℓ)-burst
list decoder, yet the (τ/ℓ)-level interleaving of C is (ℓ′,τ)-
burst list decodable only for ℓ′ that grows quadratically with
ℓ.
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APPENDIX A
PART OF PROOF OF LEMMA 2.3
We include here the analysis which establishes (11)–(12).
For i ∈ [0,m⟩, denote by Hi the (ℓ+1) × τi sub-matrix of
HRS in (3) which is formed by the columns of HRS that are
indexed by the set Ji deﬁned in (8), namely:
Hi =
(
α(λi+t)s
) ℓ τi−1
s=0, t=0
.
Deﬁne also the (ℓ+1) × (ℓ+1) matrix Ti by
Ti =
(
Ii 0
Ai
)
,
where Ii is a τi ×τi identity matrix and Ai is the µi ×(ℓ+1)
echelon matrix
Ai =



 

Mi,0 Mi,1 ... Mi,τi
Mi,0 Mi,1 ... Mi,τi 0
0
...
... ···
...
Mi,0 Mi,1 ... Mi,τi



 

,
with Mi,j being the coefﬁcients of Mi(x) in (10), namely,
Mi(x) =
τi ∑
j=0
Mi,jxj .
Notice that AiHi = 0 and, so, the product TiHi results in an
(ℓ+1) × τi matrix Wi of the form:
Wi = TiHi =


(
α(λi+t)s )τi−1
s,t=0
0

 . (20)
Speciﬁcally, the ﬁrst τi rows form a non-singular square
Vandermonde matrix, whereas the remaining µi rows are all
zero.
Consider the following (m−1)(ℓ+1)×(m−1)(ℓ+1) matrix
B:
B =




 


 


H0 −H1 0
H0 −H2
. . .
...
H0 0 −Hm−1




 


 


(it is indeed easy to see from (7) and (9) that the sum
∑m−1
i=0 τi
equals (m−1)(ℓ+1)). Next, we multiply B to the left by an8
(m−1)(ℓ+1) × (m−1)(ℓ+1) block-diagonal matrix T which
contains the blocks T1,T2,...,Tm−1 along its main diagonal:
TB =





 


 

Z1 −W1 0
Z2 −W2
. . .
...
Zm−1 0 −Wm−1





 


 

,
where Wi is as in (20) and
Zi = TiH0 =


(
α(λ0+t)s )τ0−1
s,t=0
AiH0

 .
Recalling that e0,e1,...,em−1 belong to the same coset of
CRS, we get that HRSe0 = HRSei for every i ∈ [1,m⟩.
This implies that B has dependent columns and is therefore
singular; hence, so is the τ0 × τ0 matrix

 





A1H0
A2H0
. . .
Am−1H0

 





,
which is formed by taking the last µi rows of each Zi and
stacking them together for all i ∈ [1,m⟩ (from (9) we get that ∑m−1
i=1 µi = ℓ + 1 − µ0 = τ0). Hence, there exist row vectors
u1,u2,...,um−1, not all zero, such that ui ∈ Fµi and
m−1 ∑
i=1
uiAiH0 = 0 .
Equivalently, due to the structure of Ai and H0, there exist
polynomials
ui(x) ∈ Fµi[x] , i ∈ [1,m⟩ ,
not all zero, such that
m−1 ∑
i=1
ui(αλ0+t)Mi(αλ0+t) = 0 , t ∈ [0,τ0⟩ .
However, the latter condition means that the polynomial
m−1 ∑
i=1
ui(x)Mi(x)
is divisible by M0(x); namely, there exists a polynomial
u0(x) ∈ Fµ0[x] such that
m−1 ∑
i=0
ui(x)Mi(x) = 0 ,
thereby establishing (11)–(12).
APPENDIX B
ANOTHER COUNTEREXAMPLE
In Example B.1 below, we present a (nonlinear) code C
with d(C) = ℓ + 2 that has an (ℓ,ℓ)-burst list decoder, yet, as
τ grows, the (τ/ℓ)-level interleaving of C is (ℓ′,τ)-burst list
decodable only for ℓ′ that grows quadratically with ℓ.
Example B.1: Let ℓ be a positive even integer in the range
4 ≤ ℓ ≤ 2q, let τ ≥ ℓ2/2 be a positive integer multiple of ℓ,
and let n be an integer such that
n ≥ ℓ
(ℓ
2
+ 1
)
+
(ℓ
2
− 1
)
=
1
2
ℓ(ℓ + 3) − 1 .
For every j ∈ [0,ℓ/2⟩, ﬁx a word set
Ej =
{
ei,j : i ∈ [0,ℓ⟩
}
(21)
(of size ℓ), where each ei,j is a word in Fn with support
supp(ei,j) = [i(ℓ/2+1) + j,(i+1)(ℓ/2+1) + j⟩ (22)
(of size ℓ/2 + 1; note that by the choice of n, the right-hand
side of (22) is indeed contained in [0,n⟩). Figure 4 depicts an
n×(τ/ℓ) array, where in each column j ∈ [0,ℓ/2⟩, the stacked
rectangles (labeled “i,j”) represent the supports of ei,j ∈ Ej.
(The ﬁgure is drawn to scale for ℓ = 8.)
Fix A =
{
a0,a1,...,aℓ/2−1
}
to be a subset of Fn (of size
ℓ/2 ≤ q) with d(A) ≥ 2ℓ + 4; e.g., take some word a ∈ Fn
·
·
·
7;0
6;0
5;0
4;0
3;0
2;0
1;0
0;0
·
·
·
7;1
6;1
5;1
4;1
3;1
2;1
1;1
0;1
·
·
·
7;2
6;2
5;2
4;2
3;2
2;2
1;2
0;2
·
·
·
7;3
6;3
5;3
4;3
3;3
2;3
1;3
0;3
· · ·
· · ·
6
?
ℓ
2+1
?
6
ℓ+1
0 1 2 3 ···
Fig. 4. Figure for Example B.1.9
of Hamming weight 2ℓ+4 and let the words in A be distinct
scalar multiples of a (note that 2ℓ+ 4 < n when ℓ ≥ 4). The
code C is deﬁned as the union of the following ℓ/2 subsets of
Fn (each of size ℓ):
Cj = aj − Ej , j ∈ [0,ℓ/2⟩ .
It can be readily veriﬁed that d(C) = ℓ + 2: the Hamming
distance between any two distinct words within each subset
Cj is ℓ + 2, while the distance between any two words from
distinct subsets is at least (2ℓ+4)−(ℓ+2) ≥ ℓ+2. In addition,
C has an (ℓ,ℓ)-burst list decoder: indeed, if the intersection
(y − C) ∩ B(n,ℓ) contained more than ℓ words, then at least
two of them, say y − cj and y − ck, had to correspond to
codewords cj and ck that belong to distinct subsets Cj and
Ck. However, this is impossible, since cj and ck, and hence
y − cj and y − ck, differ on more than 2ℓ positions and,
therefore, cannot be both in B(n,ℓ).
Let C be the code over F obtained by a (τ/ℓ)-level
interleaving of C, and consider the following n × (τ/ℓ) array
over F:
Y = (a0|a1|...|aℓ/2−1|0|0|...|0) .
When we apply an (ℓ,ℓ)-burst list decoder D for C to each
column of Y , we get, for the ﬁrst ℓ/2 columns:
D(aj) = Ej , j ∈ [0,ℓ/2⟩
(for the remaining columns we get D(0) = {0}).
Next, for every (i,k) ∈ {(0,ℓ/2−1)} ∪
(
[1,ℓ⟩ × [0,ℓ/2⟩
)
,
deﬁne the n × (τ/ℓ) array
Ei,k = (ei,0|ei,1|...|ei,k|ei−1,k+1|ei−1,k+2|...
|ei−1,ℓ/2−1|0|0|...|0) ;
for k = ℓ/2 − 1, this deﬁnition reduces to:
Ei,ℓ/2−1 = (ei,0|ei,1|ei,2|...|ei,ℓ/2−1|0|0|...|0) .
For example, the support of E3,2 is marked in Figure 4 by the
shaded rectangles. Clearly, Ei,k ∈ Y − C. In addition, it can
be veriﬁed that each Ei,k is a τ-burst. Thus, we have shown
that the number of τ-bursts in Y −C is greater than ℓ(ℓ−1)/2
(which, in turn, is greater than ℓ when ℓ ≥ 4); namely, C has
no (ℓ(ℓ−1)/2,τ)-burst list decoder.
It still remains open how to make Example B.1 stronger by
constructing, for any given even list size ℓ and sufﬁciently
large ﬁeld F, a linear code Clin over F that satisﬁes the
following three properties:
(L1) Clin is MDS with d(Clin) = ℓ + 2.
(L2) Clin has an (ℓ,ℓ)-burst list decoder (and, so, Clin attains
the bound of Theorem 1.1).
(L3) For every j ∈ [0,ℓ/2⟩, there is a set Ej as in (21)–(22)
whose ℓ elements all belong to the same coset of Clin.
Whenever such a code Clin exists, it follows from the analysis
in Example B.1 that the (ℓ/2)-level interleaving of Clin yields
a code C that has no (ℓ(ℓ−1)/2,ℓ2/2)-burst list decoder.
For the special case of ℓ = 4, we have veriﬁed by a
computer program that properties (L1) and (L2) hold for
the linear [13,8] code over GF(67) that is generated by the
following 8 × 13 matrix:
Glin =











1 1 1 1 1 1 0 0 0 0 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 0
1 1 1 0 0 0 0 0 0 1 1 1 0
0 1 60 46 14 7 46 0 0 0 0 0 0
0 1 60 46 0 0 0 63 32 46 0 0 0
0 1 60 46 0 0 0 0 0 0 52 30 1
0 0 1 62 36 0 0 0 14 43 25 58 31
0 0 1 62 36 1 0 0 50 59 7 7 50











.
As for property (L3), it is easy to see from the ﬁrst three rows
of Glin that the following four words belong to the same coset
of Clin:
e0,0 = ( 66 66 66 0 0 0 0 0 0 0 0 0 0 )T
e1,0 = ( 0 0 0 1 1 1 0 0 0 0 0 0 0 )T
e2,0 = ( 0 0 0 0 0 0 1 1 1 0 0 0 0 )T
e3,0 = ( 0 0 0 0 0 0 0 0 0 1 1 1 0 )T .
Similarly, from the next three rows of Glin we get that the
following four words belong to the same coset of Clin:
e0,1 = ( 0 66 7 21 0 0 0 0 0 0 0 0 0 )T
e1,1 = ( 0 0 0 0 14 7 46 0 0 0 0 0 0 )T
e2,1 = ( 0 0 0 0 0 0 0 63 32 46 0 0 0 )T
e3,1 = ( 0 0 0 0 0 0 0 0 0 0 52 30 1 )T .
Thus, we conclude that the 2-level interleaving of Clin has no
(6,8)-burst list decoder.
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