This paper extends the work done by Angela Siegel [1] on subtraction games in which the subtraction set is N \ X for some finite set X. Siegel proves that for any finite set X, the G-sequence is ultimately arithmetic periodic, and that if |X|= 1 or 2, then it is purely arithmetic periodic. This note proves that if |X|= 3 then the G-sequence is purely arithmetic periodic. It is known that for |X|≥ 4 the sequence is not always purely arithmetic periodic.
Background
In calculating the nim sequence, it is natural to repeatedly apply the definition of the G function. However, for the proofs in this paper, we require a different algorithm which we will call the FES algorithm.
Algorithm 1. (FES Algorithm)
For k = 0, 1, 2, . . . find all m such that G(m) = k as follows:
Let n = min{i : G(i) is unknown }. G(n) = k. For x ∈ X considered in increasing order, If G(n + x) is unknown and for all m < n + x with G(m) = k we have (n + x) − m ∈ X then G(n + x) = k.
Theorem 2. Algorithm 1 correctly calculates the nim sequence.
Proof. The proof is by induction. The induction hypothesis is that after k iterations the algorithm has corrected labeled all the positions that have a nimber in the set {0, 1, . . . , k − 1}. We need to prove that the next iteration correctly computes the placement of the k's. We know that position n must have a k in it, because its value (by induction) is > k − 1, but it cannot be > k because there are no k's before it. The positions where it places the remaining k's are precisely those where you cannot reach a k by making a move. Thus by the same argument they must have a value of k.
As an example, here are the first few steps of the algorithm carried out for the FES set X = {2, 3, 6, 8} 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21 G(n) 0 1 0 1 2 3 2 3 0 1 2 3 n   0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21 G(n) 0 1 0 1 2 3 2 3 0 1 4 2 3 4 4 n 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21 G(n) 0 1 0 1 2 3 2 3 0 1 4 5 2 3 5 4 5 4 n 0 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21 . . .
Note that after the first k − 1 steps of this algorithm have been carried out, if we want to find which piles have nimber k, we don't need to know which piles have which nimber, only which piles have nimbers less than k. For this reason, after each step, we want to just think about n-values as either having a nimber or not yet having a nimber. Define the function Note that the beginning "chunk" is all *s and the end "chunk" is all blanks. We are interested in the middle "chunk," the short interval in which H k takes on values of both * and .
Lemma 3. For a fixed k, let n = min{i :
Proof. Let m ≥ n + max(X), let ℓ < k be a nimber, and let p be the smallest pile such that G(p) = ℓ. Then p < n. Then since m ≥ n + max(X) > p + max(X), we can move from a pile of size m to a pile of size p. This tells us that
Definition 4. The boundary pattern of H k is the sequence
These boundary patterns characterize the H k ;s in that knowing the boundary pattern of H k−1 is sufficient information to find the boundary pattern of H k . Note that the sequence of boundary patterns is ultimately periodic if and only if the nim sequence is ultimately arithmetic periodic, and that the sequence of boundary patterns is purely periodic if and only if the nim sequence is purely arithmetic periodic.
We can use this observation to reprove Siegel's Theorem 8.
Theorem 5. Given a finite set X, the nim sequence for the all-but subtraction game on with FES set X is eventually arithmetic periodic.
Proof. Consider directed graph where the vertex set is all possible boundary patterns, and each vertex has exactly one outgoing edge pointing to the next boundary pattern in the sequence. Since this graph is finite, (it has at most 2 max(X)−1 vertices) following any path eventually leads into a cycle, so the nim sequence is eventually ultimately periodic.
We will need the following crucial lemma from Siegel [1] . 
Proof. The proof is by induction on k. Since every previous nimber appears only three times, k will appear somewhere. Set n = min{i :
If this is the case, take G(n+b) = ℓ and m = min{i : G(i) = ℓ}. Then m < n so n+b = m+a+b. However this implies that m + a = n, so the FES algorithm would have set G(n) = ℓ. This is a contradiction, so G(n + b) = k.
The last step of the FES algoithm for finding i with G(i) = k considers G(n + a + b). However, n + a + b is stricly greater than any previously considered pile sizes, so G(n + a + b) is so far unknown. Thus the FES algorithm sets G(n + a + b) = k.
FES sets of size 3
Let G X be the nim sequence for the all-but subtraction game with FES set X. Siegel shows that if |X|= 1 or |X|= 2 then G X is purely arithmetic periodic. She makes some conjectures about |X|= 3, but leaves it largely open. In this section we show that if |X|= 3 then G X is purely arithmetic periodic.
Proof. Consider again the directed graph of boundary patterns. It is sufficient to prove that every vertex has an in-degree of exactly 1 since this will imply that the graph is just a collection of one or more disjoint cycles. Thus starting from the initial boundary pattern, if we follow the edges, we must eventually return to the initial boundary pattern.
Consider H k . We will show that we can uniquely reconstruct H k−1 from H k . We know that the first occurences of the nimbers occur in order. That is, min{i : G(i) = k − 1} ≤ min{i : G(i) = k}. Therefore lemma 6 implies that the third occurences also occur in order.
From here we know that max{i : H k (i) = * } is the third occurence of k − 1. In other words, if
. Now the only question is which of n + a and n + b has a G-value of k − 1? If only one of H k (n + a) and H k (n + b) is *, then that is the one with G-value k − 1. The only possible confusion comes when
Assume for contradiction that G(n + a) = k − 1. Then G(n + b) = ℓ < k − 1. Since ℓ < k − 1, we know that n + b must be the third occurence of ℓ. That is, ℓ = G(m) = G(m + a + b) and m + a + b = n + b.
However, since ℓ < k − 1, this means H ℓ (m + a) = . This is a contradiction, because lemma 6 implies that G(m + a) = ℓ. Now we know that given H k we can find which values of m have G(m) = k − 1 and from this we can construct H k−1 . This means that from a given boundary pattern, we can uniquely determine the boundary pattern that proceeds it, and so our proof is complete. Proof. We show by induction that the only boundary patterns that arise have the form *** ***. That is, i copies of followed by a − i copies of *, then another i copies of and another a − i copies of *.
Our first boundary pattern is blank and so it has the form desired form with i = a. From such a boundary pattern we run the FES algorithm. Take n = min{i :
The new boundary pattern is of the same from, with i decreased by 1 (mod a).
Since the FES algorithm does never sets G(n + b) = k, it runs the same as it would if X = {a, 2a}.
Proof. The argument is similar to the previous one. We show by induction the only boundary patterns that arise have the form ***. That is, i copies of followed by a − i copies of *. Our first boundary pattern is blank and so it has the form desired form with i = a. From such a boundary patterns we run the FES algorithm. Take n = min{i : G(i) is unknown }. Then G(n) = k. Then G(n + a) = k. Then n + b and n + 2b have n + a as an option so G(n + b) = k and G(n + 2b) = k. The new boundary pattern is of the same from, with i decreased by 1 (mod a).
Since the FES algorithm does never sets G(n + b) = k nor G(n + 2b) = k, it runs the same as it would if X = {a}. Proof. Assume not, and let n be the first pile on which they differ. That is, k = G {a,b,c} (n) = G {a,b} (n) = ℓ and G {a,b,c} (m) = G {a,b} (m) for all m < n. The mex sets for G {a,b,c} (n) and G {a,b} (n) only differ by one element, G(n − c). Since that one element is causing the first difference, we must have G(n − c) = k.
If G((n − c) + a) = k then since G X (n) = k, we must have that n − c + a is not an option of n. This means n − a = n − c + a or n − b = n − c + a. However, this implies c = 2a or c = a + b.
If G((n − c) + a) = k, then in {a, b} the options of n − c + b are a superset of the options of n − c, so G {a,b} (n − c + b) ≥ k. For n − c < m < n − c + b, n − c is an option of m, so G {a,b} (m) = k. Since n − c is not an option of n − c + b we have G {a,b} (n − c + b) = k.
However now we have that n − c + b is not an option of n, so n − a = n − c + b or n − b = n − c + b. This implies that c = a + b or c = 2b.
Theorem 11. If |X|= 3 then G X is purely arithmetic periodic.
Proof. The proof breaks down into three cases, which are taken care of in the previous three lemmas.
Conjectures & Future Work
The proof that G {a,b,a+b} is purely periodic gives no insight into the length of the period. However there seem to be some obvious patterns in the case where b > 3a. Lemma 6 implies that the period is three times the saltus, so we only need to consider the saltus. It is known that the period for {na, nb, n(a + b)} is n times the period for {a, b, a + b} so we only need to consider FES sets where a and b are relatively prime. The following pages contain the data from which this conjecture was drawn. 
