There have been rapid developments in model-based clustering of graphs, also known as block modelling, over the last ten years or so. We review different approaches and extensions proposed for different aspects in this area, such as the type of the graph, the clustering approach, the inference approach, and whether the number of groups is selected or estimated. We then review unsupervised learning of texts, also known as topic modelling, as the two areas are closely related. Also reviewed are the models that combine block modelling with topic modelling, as such incorporations are natural because both areas have the same goal of model-based clustering.
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Introduction
Models for clustering of graphs generally use statistical and/or probabilistic methods to divide the graph so that nodes within each group are structurally equivalent and/or closely connected. Stochastic block models (SBMs) are one prominent family of models for such purposes. In their simplest form, each node is assumed to belong to one of the K groups. For each pair of nodes, called a dyad hereafter, the observed existence or absence of an edge, binary or valued, is a realisation of a random variable, of which the probability distribution depends on the combination of the groups the two nodes belong to. The goal of the statistical learning is then to infer these unobserved groups based on the edges of the whole graph. We shall give a review of SBMs in their basic forms as well as their extensions, mainly by comparing how they deal with various issues. Such issues include the type of the graph (valued or binary, directed or undirected), the clustering approach (hard or soft), the inference approach (Markov chain Monte Carlo (MCMC) or variational), and selecting or estimating the (optimal) number of groups (fixed, modelled, or by some criterion).
A closely related field is topic modelling, in which a collection of texts/articles is analysed, according to the frequencies, relative and absolute, of different words in the articles, to soft cluster them into various topics. While topic modelling and SBMs are applicable to different types of information, textual for the former and relational for the latter, their ultimate goals are the same, which is modelbased clustering of non-numerical data. Similar issues to the aforementioned ones for SBMs are also dealt with in various works, which will therefore be reviewed in this article.
Topic modelling and SBMs can both be applied when it comes to sources of data such as academic articles, which consist of references/citations and texts, conditional on the availability of the respective types of information. In some cases, such as Liu et al. (2009) and Chang and Blei (2010) , the two models are applied simultaneously, utilising both types of information to obtain one set of results regarding the clustering of the articles. They will be reviewed along with a few related works.
Available in some textual or graph data is the temporal information, thus making longitudinal modelling natural and possible. However, incorporating it with into an SBM or a topic model is not trivial and has to be done with care.
Therefore, instead of reviewing the ever large literature of general longitudinal modelling and making it as the third pillar of this review, we shall treat it as another aspect in block modelling and/or topic modelling, intertwined with other aspects considered.
The review will be useful for future work combining most, or all, aspects of model-based clustering of graphs and/or texts. Specifically, it is possible to develop a soft-clustering model that handles both types of information simultaneously as well as the temporal information if available, infers the optimal number of groups/topics from the data, and applies to any type of the graph, with an efficient and scalable inference algorithm.
The rest of this article is organised as follows. The SBMs and related block models for graph clustering are reviewed in Section 2, while the topic models are reviewed in Section 3. Models combining the both as well as some miscellaneous models are reviewed in Section 4. The models are summarised and compared in a table, in each of the three main sections. A discussion is provided in Section 5 to conclude the article.
Block models
In this section, we shall first briefly revisit the lineage of the stochastic block model (SBM), formulate a basic version, and discuss each of the aforementioned aspects in Section 1. Some related models will also be introduced.
SBMs originated from their deterministic counterparts. Breiger et al. (1975) illustrated an algorithm to essentially permute the rows and columns of the adjacency matrix of a graph. The rearranged adjacency matrix contains some submatrices with zeros only, some others with at least some ones. The former and latter kinds of submatrices are summarised by 0 and 1, respectively, in what they called the "blockmodel", which can be viewed as the predecessor of the block matrix (explained below). White et al. (1976) followed this line but also calculated the densities of the blocks in some of their examples. The stochastic generalisation of the "blockmodel" was formalised by Holland et al. (1983) . While Wang and Wong (1987) applied the SBM to real directed graphs, they assumed that the block structure is known a priori. Snijders and Nowicki (1997) and Nowicki and Snijders (2001) studied a posteriori blocking, meaning that the groups are initially unknown and to be inferred via proper statistical modelling, for 2 and an arbitrary number of groups, respectively. This leads to the basic version of the SBM described below.
Consider a directed graph G = (N , E), where N is the node set of size n := |N |, and E is the edge list of size M := |E|. The corresponding n × n (binary) adjacency matrix is denoted by Y, which means Y pq = 1 when there is a directed edge for the dyad (p, q), Y pq = 0 otherwise, where M rs represents the (r, s)-th element of matrix M. Self-loops are not allowed and Y pp (p = 1, 2, . . . , n) is set to 0. While the graph considered here is a directed one, modifications of the technical details for an undirected graph are relatively straightforward.
In the SBM, each node belongs to one of the K(< n) groups. As the groups are unknown before modelling, for node p = 1, 2, . . . , n also defined is a K-vector Z p , all elements of which are 0, except exactly one that takes the value 1 and represents the group node p belongs to. This Z p is a latent variable, assumed to be independent of Z q for p = q. Also defined is an n × K matrix
T , such that Z pi is the i-th element of Z p . We assume apriori that the rows of Z are independent, and Pr(Z pi = 1) = θ i , where θ i is the i-th element of the K-vector θ = (θ 1 θ 2 . . . θ K ) T such that K i=1 θ i = 1. By inferring the latent groups Z, the main goal of fitting the SBM, which is to cluster the nodes according to their relational data, is achieved.
In order to describe the generation of the edges of G according to the groups the nodes belong to, a K × K block matrix, denoted by C, is introduced.
and represents the probability of occurrence of a directed edge from a node in group i to a node in group j. This means Y pq follows the Bernoulli distribution with success probability Z T p CZ q , and is independent of Y rs for (p, q) = (r, s), given Z p and Z q . Essentially, the dyads (pairs of nodes) in G are not independent marginally, but rather conditionally given the latent groups Z. Given that there is no symmetry assumed on C, Z T p CZ q and Z T q CZ p are not necessarily the same.
Given Z and C, the likelihood is
For node p = 1, 2, . . . , n, the latent group Z p is assumed to follow the multinomial distribution with probabilities θ, which means
Type of graph and extensions of the SBM
The basic version of the SBM introduced above is called Bernoulli SBM hereafter, as it is for binary graphs. In particular, the graph concerned so far is a binary directed one, which is quite popular in the literature. In the context of SBMs and related models, it has been studied by, for example, Airoldi et al. (2008) , Fu et al. (2009 ), Miller et al. (2009 , Yang (2011, 2014) , Guigourès et al. (2012 Guigourès et al. ( , 2018 , McDaid et al. (2013) , Vu et al. (2013) , Xu and Hero III (2013) , Côme and Latouche (2015) , Fan et al. (2015) , and Hayashi et al. (2016) . The binary undirected counterpart has also been studied extensively, by Snijders and Nowicki (1997) , Mørup et al. (2011 ), Latouche et al. (2012 , Kim et al. (2013) , McDaid et al. (2013) , Vu et al. (2013) , Matias et al. (2015) , Zhou (2015) , Li et al. (2016) , Yan (2016) , Ludkin et al. (2018) , and Matias and Miele (2017) , to name a few. Here, a constraint Y pq = Y qp (1 ≤ p, q ≤ n) is imposed for the adjacency matrix, resulting in the second product in (1) indexed by q > p instead of q = p. The binary directed acyclic counterpart has been stuided by Lee and Wilkinson (2018) , in which the possible combinations for (Y pq , Y qp ) are {(0, 0), (0, 1), (1, 0)}, and no directed cycles of any length are allowed. The second product in (1) is now indexed from q = p+ 1 to q = n, assuming that the nodes are already sorted in a topological order.
The Bernoulli SBM can be easily generalised or modified for valued graphs.
Apart from the aforementioned undirected and directed graphs, Nowicki and Snijders (2001) also studied directed signed graphs, where Y pq can take the value −1, 0, or 1. If we consider the dyad of a node of group i and a node of group j, and further define two K × K matrices D and E such that D ij and E ij represent the probabilities that the dyad takes the value 0 and −1, respectively, subject to C ij + D ij + E ij = 1, the edge probability, with a slight abuse of notation, is
where 1 {A} is the indicator function of event A. While Nowicki and Snijders (2001) also studied tournament with ties, in which the possible combinations for (Y pq , Y qp ) are {(−1, 1), (1, −1), (0, 0)}, the specification of the edge probability is omitted here because of the higher notational complexity than that for a binary graph (directed or not). This is also a possible reason for the limited adoption of models for this kind of graphs. Kurihara et al. (2006) considered a graph in which multiple edges between two nodes can be accounted for. Instead of taking the product over all dyads, they assumed each edge arises from the usual Bernoulli(Z T p CZ q ) distribution after drawing the two nodes p and q independently from a multinomial distribution with weights φ = (φ 1 , φ 2 , . . . , φ n ). If we assume the m-th edge corresponds to the dyad (p m , q m ), the likelihood is
While Kurihara et al. (2006) mainly considered bipartite graphs, we consider the two types of nodes as essentially the same set of nodes, to align with the notation in other models. Karrer and Newman (2011) also worked with (undirected) valued graphs, but arguably in a more natural way. They first redefined Y pq to be the number of edges for the dyad (p, q) following a Poisson distribution, and C ij the expected number of edges from a node in group i to a node in group j.
The density of Y pq is now
They argued that, in the limit of a large sparse graph where the edge probability equals the expected number of edges, this Poisson SBM is asymptotically equivalent to the Bernoulli SBM, according to the undirected version of (1). To further modify the model, a parameter φ i is introduced for each node, subject to a constraint n p=1 φ p 1 {Z pi = 1} = 1 for every group i, so that the expected number of edges for the dyad (p, q) is now
This is what they called the degree-corrected SBM. The parameters φ p and C ij have natural interpretations as their maximum likelihood estimates (MLEs) are the ratio of p's degree to the sum of degrees in p's group, and the total number of edges between groups i and j, respectively. While Karrer and Newman (2011) have also considered self-edges in their model, such treatment is omitted here for easier notational alignment. Yang et al. (2011) mainly worked with binary undirected graphs in their dynamic SBM (see Section 2.6), but briefly extended to the valued version, where Y pq , now the discrete number of interactions for dyad (p, q), is being modelled by a geometric distribution: Along with Nowicki and Snijders (2001) , Vu et al. (2013) also studied binary graphs as well as directed signed graphs. Furthermore, they proposed a model that connected the SBMs with exponential random graph models (ERGMs), another prominent class of social network analysis models which can be traced back to Holland and Leinhardt (1981) . In one example of the model by Vu et al. (2013) , the edge probability is
where x are the covariates, and f and g are functions that may depend on x. We do not specify the index of x because the covariates may depend on the nodes or the dyads. The parameter ψ is constant to both x and the groups p and q belong to, while the use of C, each element of which is possibly vector-valued and not bounded by 0 and 1, is to illustrate the dependence on the blocks and alignment with other models.
Peixoto (2018) extended the degree-corrected SBM (Karrer and Newman, 2011) by incorporating covariates x. Specifically, the joint density of Y and x is
where π (Y|Z, C, θ) is the product of (3) over all possible dyads. Integration over C and θ is carried out on both sides so that
This is termed the nonparametric weighted SBM. Furthermore, a hierarchical structure is incorporated, so that the groups are modelled by another SBM, and so on, if necessary. This allows K to be infered, which will be discussed in Section 2.5.
Non-SBMs for graphs
A class of models closely related to SBMs is the latent feature models (Miller et al., 2009 , Mørup et al., 2011 . There are no longer K groups but K features, and each element of Z p is a binary latent variable without constraint, representing the absence or presence of a latent feature, while Z reamins the collection of
in the matrix C represents the probability of an edge from a node with feature i to a node with feature j. Mørup et al. (2011) assumed that the feature combinations are independent, which means that the probability of an edge for the dyad (p, q) is
Pr (No edge from p with feature i to q with feature j|Z, C)
where P is a matrix such that P ij = log(1 − C ij ). Miller et al. (2009) specified the model in a slightly different way, by using a weight matrix W in place of C such that Z T p WZ q can take any real value, and a function σ(·) that maps
Not only do (7) and (8) look similar to the (conditional) edge probability Pr(Y pq = 1|Z, C) = Z T p CZ q in the aforementioned version of SBM, the latent feature models can also be reduced to the SBM when only one feature is allowed, by imposing the constraint Z T p 1 K = 1, where 1 K is a K-vector of 1's. Zhou (2015) proposed a similar model, called the edge partition model, in which each element of Z and W is assumed to come from the Gamma distribution, resulting in a non-negative value for Z T p WZ q , which is assumed to be the mean rate of interaction, for dyad (p, q) . Assuming that the number of interactions is Possion distributed and that p is connected to q if they have interacted once, we have Palla et al. (2012) extended the model by Miller et al. (2009) 
where σ(·) is the same as in Miller et al. (2009) 
Inference approach
Combining (1) and (2), inference is possible by the frequentist approach, via direct maximisation of likelihood or the expectation-maximisation (EM) algorithm Dempster et al. (1977) , both of which are illustrated in Snijders and Nowicki (1997) for a simple case where K = 2. However, we will focus on the more popular and arguably more powerful Bayesian approach here, as did Nowicki and Snijders (2001) . What remains is assigning priors to C and θ before inference can be carried out. We assume each element of C has an independent Beta prior, that is C ij ∼ Beta (A ij , B ij ), where A and B are K × K matrices with all positive hyperparameters. To align with the soft clustering approach in Section 2.4, we also assume θ arises from the Dirichlet(α1 K ) distribution, of which the parameter α comes from a Gamma(a, b) prior.
The joint posterior of Z, θ, C and α, up to a proportionality constant, is
Monte Carlo methods
If algorithmic simplicity is preferred to computational efficiency, inference can be carried out in a straightforward way via Markov chain Monte Carlo (MCMC).
More specifically, a simple regular Gibbs sampler can be used, where all the parameters and latent variables (except α) can be updated via individual Gibbs steps; see, for example, Nowicki and Snijders (2001) and Lee and Wilkinson (2018) . Other articles on SBMs that use MCMC include Yang (2011, 2014) , Yang et al. (2011 ), Palla et al. (2012 , DuBois et al. (2013) , McDaid et al. (2013) , Fan et al. (2015) , Zhou (2015) , Li et al. (2016) , Ludkin et al. (2018) , and Peixoto (2018) . It is also being used in latent feature models by Miller et al. 
Variational methods

An alternative to the Monte Carlo methods is the class of variational EM (VEM)
methods. The principle of these algorithms is to first provide a lower bound to the marginal log-likelihood, in which the latent variables (Z here) are integrated out, by the use of an approximate variational distribution. This lower bound is then tightened or maximised, with respect to the model parameters (θ, C and α here) as well as those of the variational distribution. We illustrate this using the Bernoulli SBM. By writing η = {θ, C, α}, for any distribution Q of the latent variables Z, we have
The second line is due to Jensen's inequality as the logarithm function is concave.
As log π(Y|η) = log π(Y|η)Q(Z)dZ, the difference in the inequality is
,
As the marginal likelihood on the left-hand side is constant to the choice of Q, maximising the first term with respect to Q and η is equivalent to minimising the K-L divergence, thus improving the approximation. While the ideal choice of Q(Z) is the conditional distribution π(Z|Y, η) such that the K-L divergence is 0, the latter is usually intractable in the models discussed here, and so the best tractable choices of Q(Z) are being sought. Usual choices are such that Q(Z) is factorisable, making analytical calculations of the lower bound possible.
Finally, the lower bound is iteratively maximised with respect to η in the M step, and (the parameters of) Q in the E step, in an EM algorithm. (2015), Hayashi et al. (2016) and Matias and Miele (2017) . Gopalan et al. (2012) and Kim et al. (2013) considered stochastic optimisation in place of EM algorithms, while Matias et al. (2015) considered variants of the M step. Hayashi et al.
(2016) opted for belief propagation as the alternative approach to obtaining the variational distribution Q, and investigated the fully marginalised version of (13), where η is integrated out, for the sake of model selection.
Miscellaneous
While most articles in the literature have used either Monte Carlo methods or variational methods, there are a few exceptions. In the degree-corrected (Poisson) SBM by Karrer and Newman (2011) , the log-likelihood can be obtained by summing the logarithm of (3) over all possible dyads. Instead of integrating out C and θ, they adopted a frequentist approach and substituted their respective MLEs to obtain the objective function π(Y|Z), which is the basis of their label-switching algorithm. In each step, each node is proposed to move from one group to another, and selected is the move that will most increase or least decrease π(Y|Z). Once all nodes have been moved and the group memberships Z are according updated, the objective function is calculated for all the steps this greedy algorithm passed through, and the one with the highest objective is selected as the initial state of another run of the algorithm. The algorithm is stopped when there is no further increase in the objective function. This label-switching algorithm is also incorporated by Xu and Hero III (2013) in the inference algorithm for their dynamic SBM, which will be discussed in Section 2.6. Côme and Latouche (2015) also proposed a greedy step in their inference algorithm. Before doing so, required is the integrated complete data log-likelihood (ICL) log π(Y, Z) by integrating out the parameters η = {θ, C, α}. They worked out an asymptotic version via certain approximations, as well as an exact version under certain priors. The ICL then becomes the objective function in their greedy optimisation algorithm. Similar to Karrer and Newman (2011) , in each step, each node is proposed to move from one group to another, and selected is the move that will most increase the ICL. However, if no proposed move results in an increase, Z p remains unchanged. The algorithm terminates again if there is no further increase in the objective. Finally, Yan (2016) com-bined the work by Karrer and Newman (2011) and Côme and Latouche (2015) , by approximating the ICL for the degree-corrected SBM. As the focus is selecting the number of groups by comparing the objective under different values of Yan (2016) only provided the calculations for the ICL in the absence of an inference algorithm for the parameters and/or the latent variables. The issue with selecting the optimal K will be revisited in Section 2.5.
Clustering approach
Most of the models introduced so far adopt a hard clustering approach, that is, each node belongs to one group. This is quite a different phenomenon (r = q). This means there is a latent variable Z pq corresponding to each possible dyad (p, q), instead of each node, and the collection of latent variables Z is now an n × n × K array. Comparing with (1), the likelihood is now
Furthermore, for each node p, there is now a (column) K-vector, denoted by θ p , of weights or probabilities which sum to 1. When interacting with node q, one position in Z pq is picked and set to 1 with probabilities θ p , all others remaining 0. The (prior) density of the latent variables Z now becomes
where
T is the n × K matrix of membership probabilities such that Θ pi is the i-th element of θ p . The weight vectors {θ 1 , θ 2 , . . . , θ K } are assumed to be independent and identically distributed (i.i.d.) according to the Dirichlet(α1 K ) distribution. This yields the joint posterior of Z, Θ, C and α:
Comparing this with (11) illustrates why the hard clustering approach is preferred in the literature of SBMs. As K is a lot smaller than n usually (hence the point of clustering), the computational cost mainly depends on the number of latent variables Z. In the hard and soft clustering approaches, this amounts to O(n) and O(n 2 ) iterations, respectively. The quadratic computation cost means that a simple Gibbs sampler is not very scalable in soft clustering. Therefore, Li et al. (2016) proposed a stochastic gradient MCMC algorithm, in which only a small mini-batch of the nodes is required in each iteration, to greatly reduce the computational overhead.
Assortativeness
While Li et al. (2016) proposed a scalable algorithm for the soft clustering approach, a difference should be noted between their model and the original model by Airoldi et al. (2008) . While the latter has K 2 free parameters in C, the former is based on the assortative model (Gopalan et al., 2012) , which imposes a constraint that C ij = δ for i = j, where δ is a parameter presumed to be smaller than C ii (i = 1, 2, . . . , K). While reducing the number of parameters in C from K 2 to K + 1 may not significantly reduce the computational cost unless K is large, it implies that the connectivity is expected to be high within groups and low between groups. Such a goal is that of community detection methods, which are clustering algorithms based on heuristic rules often without an underpinning statistical model. For an extensive review on community detection, see Fortunato (2010) .
That the assortative model is singled out here is due to the difference between block modelling and community detection. The main goal of block modelling is to cluster the nodes such that they are structurally equivalent (Holland et al., 1983) . In other words, the connectivity pattern of the nodes in one group with any group is similar (McDaid et al., 2013), but not necessarily high (within the same group) or low (with another group). One example that incorporating the assortativeness is not sensible is block modelling nodes in bipartite networks, in which connectivity is high between groups but zero within groups. Therefore, caution should be taken whenever an assortative SBM is used, although the stochastic gradient method by Li et al. (2016) should be easily generalisable to a non-assortative model.
Number of groups
In some earlier articles, the number of groups is fixed, rather than being estimated. Snijders and Nowicki (1997) set K = 2, enabling the MLE calculations and working out the associated EM algorithm. Karrer and Newman (2011) also focussed on K = 2 for their data but acknowledged the issue of assuming that K is given, which is usually not the case in practice. Yang et al. (2011) focussed on the dynamic structure of social networks, and fixed K to 2 for two of their datasets, and to 3 for a third dataset, by using prior knowledge on the three sets of data. Similarly, Vu et al. (2013) set K = 5 by following external relevant practices of using five groups for their data. Xu and Hero III (2013) 
for their Enron email network data, also using prior knowledge on the classes the nodes (employees) belonged to.
Criteria
Nowicki and Snijders (2001) made separate fits to their data using K = 2, 3, 4, 5, and compared the information as well as a parameter representing the "clearness" of the block structure, to aid their decision on K = 3. This set the precedent to using some kind of criterion to select the optimal K, usually viewed as a model selection problem. For example, aforementioned in Section 2.3 is Yan (2016) who used the ICL as the criteria, as did Côme and Latouche (2015) , Matias et al. (2015) and Matias and Miele (2017) . Another commonly used criterion used is the Bayesian information criterion (BIC) (Airoldi et al., 2008 , Fu et al., 2009 . Instead of using (an asymptotic approximation of) the ICL, log π(Y, Z), Latouche et al. (2012) proposed to approximate the integrated observed data log-likelihood, or simply the marginal loglikelihood, log π(Y), for selecting K. The approximation is non-asymptotic and variational based, similar to that described in Section 2.3.2, and is acronymised as the ILvb, with vb standing for variational Bayes. Similarly, Hayashi et al. (2016) provided an approximation to the marginal log-likelihood, this time an asymptotic one, called the fully factorised information criterion (F 2 IC). Gopalan et al. (2012) , DuBois et al. (2013) and Li et al. (2016) used the mean log-likelihood of held-out test data, termed perplexity by the latter, as the cri-terion for selecting K. Finally, Ludkin et al. (2018) considered the ratio of the sum of the squared distances in the k-means clustering for all nodes in different groups, to the sum of squared distances between all node pairs, in what they called the Elbow plot, to determine the number of groups.
Modelled
The formulation of the SBM and the inference algorithm in Section 2.3 relies on K being specified beforehand. To increase the flexibility of the model, θ
can be assumed to arise not from a Dirichlet distribution but from a (Hierarchical) Dirichlet process, which will be formally introduced in Section 3.2.1, as it was first used in topic modelling. In this way, K becomes a random quantity generated by the process, and potentially an infinite number of groups is allowed. By incorporating the Dirichlet process in the SBM, as did Kurihara et al.
(2006), Mørup et al. (2011 ), Tang and Yang (2011 , 2014 , Kim et al. (2013) and Fan et al. (2015) , K can be estimated along other parameters and latent variables.
A similar structure for models which are not SBMs can be incorporated, so that K can be modelled and inferred. In the latent feature model by Miller et al. (2009) , an Indian buffet process is used, while a hierarchical Gamma process is used in the edge partition model by Zhou (2015) .
Some models do not rely on a Dirichlet process to model and/or estimate K.
For example, a hierarchical structure can be put on the groups (or latent features), instead of the parameters, so that K is naturally being determined in the inference when fitting the whole hierarchical model. This has been done by Peixoto (2018) 
Longitudinal modelling
The SBMs and related models introduced so far assume that the graph is observed at one instant, which can be regarded as a cross-section of a graph that is evolving over time. Therefore, if temporal information of the interactions is available, or the graph is observed at multiple instants, longitudinal or dynamic models for graphs can be applied. In the dynamic MMSBM by Fu et al. (2009) and Xing et al. (2010) , the membership probabilities of node p is now indexed by time t, denoted by θ
p , and is dependent on θ (t−1) p via a state space model. Similarly, the block matrix now becomes C (t) , and evolves over time according to a separate and independent state space model. The latent pairwise group memberships at time t, Z (t) , is then generated by
. Finally, the observed graph Y (t) is assumed to arise from an MMSBM (Airoldi et al., 2008 ) with parameters C (t) and latent variables Z (t) . Fan et al. (2015) proposed two dynamic models, by combining the Dirichlet process and the MMSBM. In their mixture time variant (MTV) model, at each instant the group memberships Z (t) are drawn according to the membership probability vector Θ (t) , elements of which arises from a Dirichlet process. The process parameters in turn depend on the history of group member-
In the mixture time invariant (MTI) model, at each instant the group memberships Z (t)
p (i = 1, 2, . . . , K), also from a Dirichlet process, and the previous group memberships Z (t−1) . The graph Y (t) is then generated from an MMSBM with Z (t) , and a universal block matrix C. This means that the historical group memberships influence the distribution of the current ones, in the MTV and MTI models, through the Dirichlet process parameters and the group-specific (and time-invariant) membership probabilities, respectively. Yang (2011, 2014 ) adopted a similar idea in their dynamic SBM with temporal Dirichlet process. As hard clustering is used here, there is one membership vector θ (t) for all nodes at each instant. However, this θ (t) is dependent on the Dirichlet process parameter and the group memberships Z (t−1) at the previous instant, so that the collection {θ that the graph is allowed to be valued, in which case each element in C does not necessarily mean the edge probability. They noted that allowing the group memberships and the block matrix to vary over time will lead to identifiability and label-switching issues, therefore fixing C to be constant over time.
Xu and Hero III (2013) used a dynamic SBM quite different to the ones introduced so far. They considered the observed density of edges between two groups to be a noisy observation of a dynamic system, in which the corresponding element in the block matrix is the state. While C (t) is modelled by a state space model, there is none specified for the time-specific group memberships Z (t) .
Another distinctive model is the autoregressive SBM (Ludkin et al., 2018) , in which the group membership Z (t) p follows a continuous-time Markov chain (CTMC), meaning that node p spends an exponentially distributed time in a group, before moving to another group chosen uniformly at random from the remaining groups. If dyad (p, q) belongs completely to one group, that is, both p and q belong to the same group, the presence or absence of an edge over time is modelled by a separate CTMC, the transition rates of which are universal to all dyads that belong completely to the same group as (p, q). For all the remaining dyads where the group memberships do not coincide, there is one extra set of transition rates governing the independent edge process for each dyad. Essentially, there are n(n − 1)/2 CTMCs modelling the dyads, the parameters of which are determined, as always in SBMs, by the group memberships.
The models introduced so far model the evolution of a graph, usually a binary one, and observed at different instants. They are however not suitable for recurrent interaction events in a network, of which the times of interaction are random in nature. In the aforementioned DuBois et al. (2013), the interactions for the dyad (p, q) arise from a Poisson process with intensity exp(Z T p CZ q ). The intensity can be extended to depend on not only the group memberships only but also on the historical interactions. Specifically, it is the dot product of a vector summarising the interactions of the dyad and Z T p CZ q , which is now allowed to be vector-valued (essentially making C a 3-dimensional array).
However, due to such a generalisation, it is misleading to continue calling such model a Poisson process, because the piecewise constant intensity depends on the history of the process, thus making it self-exciting in nature. Matias et al. (2015) formulated a similar model using conditional Poisson processes. The block matrix C(t) is now a K × K matrix of intensity functions, not probabilities or scalar parameters. Conditional on Z p and Z q , which are assumed to remain unchanged over the course of time, the interactions of the dyad (p, q) follows a nonhomogeneous Poisson process with intensity Z T p C(t)Z q . Similar to Matias and Miele (2017) , identifiability and label-switching issues were also discussed. 
Comparison
Several aspects of SBMs and related models have been considered so far, namely the type of graph, whether the model is an SBM or not, the inference approach, the clustering approach, the number of groups, and whether there is longitudinal modelling. However, these aspects are not completely independent of each other. For example, opting for a latent feature model (Miller et al., 2009 , Mørup et al., 2011 ) not only deviates from an SBM, but also increases the computation complexity because the number of latent variable combination increases from K n to 2 Kn , thus in turn prompting for an efficient and scalable inference algorithm. Another example is that a soft clustering approach influences partly how K is being modelled or selected. The models considered here either opted for modelling by a Dirichlet process (Kurihara et al., 2006 , Kim et al., 2013 , Fan et al., 2015 or selecting by a criterion (Airoldi et al., 2008 , Fu et al., 2009 , Gopalan et al., 2012 , Li et al., 2016 . Also, the added computational complexity prompted Li et al. (2016) to propose an inference algorithm which exploits the sparity of graphs. Finally, using a variational approach more often results in K being selected by a criterion (Airoldi et al., 2008 , Fu et al., 2009 , Gopalan et al., 2012 , Latouche et al., 2012 , Matias et al., 2015 , Hayashi et al., 2016 , Matias and Miele, 2017 than not (Kurihara et al., 2006 , Kim et al., 2013 , Vu et al., 2013 . Note that these are not intended as definitive arguments but to highlight that the modelling, inference, and clustering approaches, and the issue with the number of groups, are quite interconnected. For a comprehensive comparison, please see Table 1, in which all the aspects are listed for all the models for graphs introduced so far.
Topic models
In this section, we briefly introduce the general form of topic models, in particular latent Dirichlet allocation. While they are not the main focus of this review, we will discuss aspects including the inference approach, dealing with the number of topics, and longitudinal modelling, which have been covered in Section 2 for SBMs. While the notation may look different to that in the literature, it is intended to align with what we have introduced for the SBMs.
In topic modelling, the basic units of data are documents and words. Assume that the there are m documents, and n distinct words in total, denoted by
The q-th word is represented by an n-vector
in which one element is 1, the rest 0. If W pqk = 1, this means the k-th word in V is the one used as the q-th word in document p. We also define the N p ×n matrix
tially is the whole of the data. Finally, an m×n matrix M, called the documentword frequency matrix, is defined. Each element M pk (p = 1, 2, . . . , m; k = 1, 2, . . . , n) represents the frequency of the word V k in the p-th document.
A common assumption in topic modelling is that there are K latent topics.
Associated with the i-th topic is an n-vector Collectively, we write Φ :
In a similar fashion, associated with the p-th document is a K-vector θ p , subject to the constraint θ The main difference between various topic models is the generating mechanism of the words in the documents. The principle in latent Dirichlet allocation (LDA) by (Blei et al., 2003) is that a document can belong to different topics when generating each word. Specifically, for document p, associated with the q-th word (q = 1, 2, . . . , N p ) is a K-vector latent variable, denoted by Z pq .
Only one element of Z pq is 1, representing the topic the document belongs to for this particular word, the rest of which 0. Collectively, we write Z p :=
which is a sequence of matrices as well as a collection of all latent variables.
To calculate the likelihood, we first break it down into components. The probability that topic i is chosen for word q in document p is given by Pr(Z pqi = 1) = Θ pi , while the probability that V k is selected for this particular word, given topic i is chosen, is Pr (W pqk = 1|Z pqi = 1) = Φ ik . The likelihood contribution
and the likelihood is multiplying (16) over p. The expression is made delibrately close to that for SBMs, such as (1).
Inference approach
We again opt for the Bayesian approach to inference. Apart from the Dirichlet distribution assumptions made for Φ and Θ, we assign a Gamma(a, b) prior to α and a Gamma(c, d) prior to β. Now, we can derive the joint posterior of Z, Φ, Θ, α and β:
This can be compared to (15) (2008), Ahmed and Xing (2010) and Griffiths and Ghahramani (2011) . However, such choices are more natural when the number of topics K is being modelled, rather than selected by a criterion. The processes that allow K to vary, namely the hierarchical Dirichlet process and the Indian buffet process, will be introduced in Section 3.2. Blei et al. (2003) , along with Wang et al. (2011) 
Number of topics
Using the same notation K as in Section 2 is because the number of topics in a topic model is analogous to the number of groups in an SBM. Therefore, there also exists the issue of whether K should be fixed, selected by a criterion, or modelled. Of the topic models reviewed here, only Blei and Lafferty (2006) used a fixed number of topics (K = 20). Blei et al. (2003) used the perplexity, which is the likelihood of held-out test data, to determine K. This is (almost) the same as the definition of perplexity in SBMs (Gopalan et al., 2012 , DuBois et al., 2013 , Li et al., 2016 . Griffiths and Steyvers (2004) selected K by the marginal log-likelihood, which is similar to Latouche et al. (2012) for SBMs, although they have not provided the derivations of this quantity log π (W), or approximations thereof. Arun et al. (2010) proposed an empirical measure to find the optimal K. They started with viewing that LDA essentially "factorises" the document-word frequency matrix M into the two stochastic matrices Φ and Θ (corresponding to M 1 and M 2 , respectively, in their notation). Of course, this does not mean that M = ΘΦ, however. They also defined the vector of document lengths
T . Finally, they gave the expression of the criterion for selecting K, as the symmetric K-L divergence between the distribution of the singular values of Φ, and the distribution obtained by normalising N T Θ.
Hierarchical Dirichlet process and Indian buffet process
The Dirichlet process (DP) and its hierarchical version have to be introduced before incorporating intto topic models. Let α 0 be a positive real number, and G 0 be a probability measure over support A. Writing G ∼ DP(α 0 , G 0 ) is equivalent to stating that, for any finite partition
The topic model introduced in the beginning of this section assumes that, for each document, there is a same number (K) of topics to choose from, and the membership probabilities θ p (p = 1, 2, . . . , m) form a K-vector which comes from a Dirichlet(α1 K ) distribution. If the assumption of a fixed K is to be relaxed, one way of doing so is to use incorporate the Dirichlet process. Specifically, each θ p now arises from a DP(α 0 , G 0 ), and can be interpreted as the document-specific mixing vector over a potentially infinite number of topics. Teh et al. (2005) further assumed that G 0 comes from a DP(γ, H), where γ is another positive scalar, H another base measure. By introducing this hierarchical structure (hence the name of the model), the measure G 0 is a discrete (or atomic) distribution, which ensures that the same set of topics is shared across all documents.
This description of the hierarchical Dirichlet process (HDP) is an informal one, and has omitted the technical details of actual sampling from a DP; see, for example, Teh et al. (2005) , Ren et al. (2008) , and Ahmed and Xing (2010) . What is to be highlighted here is that K arises naturally when sampling G 0 from DP(γ, H), and therefore does not need to be pre-specified. As the HDP concerns the generation of the mixing vectors θ p and is independent of the topic models, it can be incorporated in models that require these membership probabilities, hence its use in the SBMs discussed in Section 2.5.2.
It has been argued in Section 2.3 and shown by, for example, Griffiths and Steyvers (2004) that a Gibbs sampler can be derived for the parameters and the latent variables Z of the topic model when K is fixed. Teh et al. (2005) have shown that a Gibbs sampler is also possible under the HDP formulation, hence the preference to using MCMC as the inference algorithm too, in Ren et al. (2008) and Ahmed and Xing (2010) . While Papaspiliopoulos and Roberts (2008) proposed two MCMC algorithms to improve the then existing ones for HDP models in general, Wang et al. (2011) pointed out the limitation that such algorithms require multiple passes through all the data and are therefore not very scalable.
They proposed a variational infernce algorithm as an alternative.
So far, for a topic model or SBM, incorporating an HDP means that the quantity K corresponds to is potentially infinite and to be modelled. The equivalent for latent feature models exists and is termed the Indian buffet process, and again a Gibbs sampler for such models is possible. For a detailed introduction and an extensive review, see Griffiths and Ghahramani (2011) .
Longitudinal modelling
As temporal information is sometimes available for text data, such as academic articles, longitudinal or dynamic models can be incorporated in a similar way as they are for SBMs or other models for graphs. Blei and Lafferty (2006) proposed a dynamic topic model, in which the distribution of vocabulary for the i-th topic is now indexed by time t, denoted by φ as once the p-th document is generated from θ p there is no need to evolve its distribution over the topics. Instead, there is a "universal" vector of membership probabilities, denoted by ψ (t) , and depends on ψ (t−1) via a separate state space model. Assuming that, without loss of generality, the p-th document is to occur at time t, θ p is generated from ψ (t) with random noise. Words of the document are then generated in the usual way according to θ p and φ (t) .
Ren et al. (2008) introduced temporal dependency through the HDP in their dynamic model. As mentioned before, θ p arises from a DP(α 0 , G 0 ) in a nondynamic model. Here, Ren et al. (2008) assumed that the documents occurred sequentially, and that θ p depends on both θ p−1 and another DP, which also comes from DP(α 0 , G 0 ) and represents innovation. Ahmed and Xing (2010) modified the HDP in a slightly different way. The membership probabilities now come from an evolving G (t) , which depends on G 0 and G (t−1) through a state space model. They argued that their dynamic model allows topics to be born and die at any instant.
Comparison
Similar to the comparison for SBMs in Section 2.7, the modelling approach in topic models influences, and is influenced by other aspects discussed. For example, the use of a hierarchical process for the number of topics usually leads naturally to an MCMC algorithm, in particular a Gibbs sampler. While topic models are not the focus of this review, we related some of them with their counterparts for graphs, as similar issues regarding inference and dealing with K arise in both sets of models. For a comprehensive comparison between the topic models, please see Table 2 .
Models combining both
In this section articles that combine a model for graph and a topic model are reviewed. Similar to Sections 2 and 3, different aspects related to modelling and inference approaches are discussed. Table 3 : Models combining block models and topic models. Under the column "clustering", the first approach refers to the topics. If there is a second approach, it refers to the groups.
Type of data and modelling approach
In the articles reviewed in this section, the type of data available, in particular whether the textual information is for the edges or nodes in the graph, largely influences the modelling approach. The availability of such textual information is in turn determined by the nature of the data set itself. Therefore, we will review these two aspects together.
Textual edges
One famous example of data that contains both network and text information is the Enron Corpus, a large database of over 0.6 million emails by 158 employees of the Enron Corporation before the collapse of the company in 2001. The nature of an email network leads to a directed and valued graph, in which the nodes and edges are the employees and the email exchanges, respectively, with the latter of which the texts are associated. In terms of the models reviewed in Section 2, it has been studied by Fu et al. (2009 , Gopalan et al. (2012) , DuBois et al. (2013) , Xu and Hero III (2013) and Matias et al. (2015) . Models in which both the graph and the texts are studied include Zhou et al. (2006 ), McCallum et al. (2007 , Pathak et al. (2008) , Sachan et al. (2012) , Bouveyron et al. (2016) and Corneli et al. (2018) , which will be discussed individually. Zhou et al. (2006) proposed two models in which the graph is not modelled explicitly. Instead, each email, or communication document in general, is generated by an extension of LDA. In the first model, the membership probabilities θ is not associated with the document, but with the users involved with this document (for example, sender and receiver of an email). Then, the latent topic variable for word q in document p, denoted by Z pq as in Section 3, is generated according to the membership probabilities of the users. There is an additional layer in which users come from different groups (communities), but it is not that each user has a mixed membership over the groups, but that for each group there is a distribution of users representing their participation. In the second model, associated with each group is the membership probabilities θ of the topics, and associated with each topic is a distribution of the users. This time, it is not made clear how a word in the document is generated from the user, who is in turn generated by the topic.
Similar to those by Zhou et al. (2006) is the author-recipient-topic model by McCallum et al. (2007) , in which the membership probabilities θ are now specific to each author-recipient pair. For document p, the author and the set of recipients are treated as given. For word q in this document, a recipient is selected at random uniformly, and the latent topic Z pq follows a multinomial distribution according to the aforementioned pair-specific membership probabilities. Finally, the word is generated, as usual, according to the word distribution φ over the selected latent topic. Pathak et al. (2008) extended the author-recipient-topic model, by adding the group element of the authors and recipients. In particular, chosen at random uniformly is not the recipient but the group. Then, similar to Zhou et al. (2006) , the authors and recipients are selected according to a group-specific distribution of users. Sachan et al. (2012) introduced a topic user community model, which is different to those by Zhou et al. (2006) despite the similarities in the model names. For each sender, there is a group distribution, and for each sender-group pair, there is a distribution over the topics. There is one latent group for each document by the sender, and the latent topic variables for individual words are generated according to the aforementioned sender-group-specific probabilities. To complete the model specification, the recipients are chosen by a group-specific distribution of the latent group. Bouveyron et al. (2016) combined the SBM and LDA to form the stochastic topic block model (STBM). As in the SBM introduced in Section 2, the groups of nodes p and q arise from a multinomial distribution, and the edge variable Y pq follows a Bernoulli distribution with parameter Z T p CZ q , where Z p and Z q represent the memberships in the groups, not the topics. Now, for each pair of groups i and j, there is a specific vector θ ij representing the memberships in the topics, the collection of which, still denoted by Θ, is a 3-dimensional array. Then, the latent topic variables for individual words of a document from p to q follow a multinomial distribution with parameters Z T p ΘZ q , conditional on Y pq = 1. This means that the latent groups influence both the dyad and potentially the words in the document, if an edge exists. Corneli et al. (2018) extended the STBM by incorporating a dynamic component, and is the only work reviewed in this section with longitudinal modelling, possibly due to complexity of combining a model for a graph and a topic model.
Instead of conditioning on Y pq = 1, the occurrences of the documents from p to q arise from a nonhomogeneous Poisson process, according to the collection of group-pair-specific intensity functions and the latent groups Z p and Z q .
Furthermore, these intensity functions are piecewise constant, that is, constant within each of the time clusters, which are also latent variables and have to be inferred. Within each time cluster and conditioned on the existence of a document, the latent topic variables and individual words are again generated in the same way as in Bouveyron et al. (2016) . Essentially, Corneli et al. (2018) proposed a model for simultaneously clustering three aspects, namely the nodes into groups, the documents into topics, and the occurrences into time clusters.
It can also been seen as a generalisation, or even a direct combination, of both the STBM and the dynamic extension of the LDA.
Textual nodes
In another set of models, the entities are usually documents with texts and links between them. Note that a document is defined in its broad sense, as it can be a Wikipedia page, a blog post, or an academic article, the links in the last of which are citations or references. The data structure is then a graph, usually directed, with texts in the nodes. We shall discuss a few of them. Liu et al. (2009) argued that links between documents are not only determined by content similarity, but also by the connections between authors, because authors are naturally more aware of documents in their community and might not be aware of the possibly more relevant documents outside it. They introduced a topic-link LDA model, in which the edge probability between document p and q depends on a linear combination of document similarity and author similarity.
The former similarity is the dot product of the topic memberships θ p and θ q of the documents, generated as described in Section 3, while the latter is the dot product of the memberships of the authors, drawn in a similar way from a separate Dirichlet distribution. The coauthorship network of the authors, however, is not incorporated to enrich the information on the author memberships. Chang and Blei (2010) proposed a relational topic model, in which the graph of the documents depends on their content similarity. First, each document is generated according to LDA. Next, for documents p and q, their edge probability depends on the similarity between the latent variables Z p and Z q as defined in Section 3, quantified by a link probability function. Different version of this function are considered. Ho et al. (2012) introduced a model called TopicBlock, in which a latent hierarchical or tree structure is assumed to generate the documents, which are the leaf nodes. Also defined is a hierarchical node h, that is, the root or anything between the root and the leaves. Associated with h is a word distribution, denoted by φ h for alignment with notation in Section 3, as well as a parameter for the edge probability between any two documents that share h as their deepest common ancestor. Three things are then generated for each document. First, the path from the root to the document arises from a nested Chinese Restaurant process, which is related to the DP. Second, the words are generated according to a mixture of the distributions φ h of all the nodes h along the path. Finally, the presence or absence of edge of this document with another document fol-lows a Bernoulli distribution according to the parameter associated with their deepest common ancestor. The use of a hierarchical latent structure to infer the number of groups or topics and for scalability is similar to Peixoto (2018) .
Inference approach
As it is illustrated in Sections 2 and 3 that a naive MCMC algorithm can be derived for a block model and a topic model, respectively, it is natural and possible to derive a similar algorithm for a model that combines both, if scalability is less of a concern compared to algorithmic simplicity. Each of Zhou et al. (2006) On the other hand, the VEM algorithm described in Section 2.3.2 is very general and equally feasible as the alternative. Therefore, it has been used by Liu et al. (2009), Chang and Blei (2010) , Bouveyron et al. (2016) and Corneli et al. (2018) as the inference algorithm. Bouveyron et al. (2016) and Corneli et al. (2018) observed that, in their STBM and dynamic counterpart, the equivalent of the lower bound in (12) can be split into two components, one depending on the variational distribution of the latent topic vectors Z and the other not. Therefore they applied an extension of the VEM algorithm, called the classification VEM algorithm, in which the lower bound is maximised alternatively in two steps. In the first step, the lower bound is maximised with respect to the variational distribution and the collection of the word distributions, Φ, in the usual way of a VEM algorithm. In the second step, the maximisation is carried out in a greedy fashion with respect to the remaining latent variables, namely the latent groups in Bouveyron et al. (2016) , and the latent groups and latent time clusters in Corneli et al. (2018) .
Clustering approach
For data with textual edges, while soft clustering still applies to discovering the topics of these documents, it is less clear for the nodes (users). For example, in Zhou et al. (2006) and Pathak et al. (2008) , a distribution of users is associated with each group, rather than the other way round. In such cases, we only report the clustering approach for the documents in Table 3 . Sachan et al. (2012) are the only ones who soft clustered both the documents and users, the latter of which can belong to multiple documents and multiple groups. Bouveyron et al. (2016) and Corneli et al. (2018) hard clustered the nodes and soft clustered the documents, which are the predominant approaches in SBMs and topic models, respectively.
For data with textual nodes, the models essentially assume that the same set of latent variables, that is their group memberships influence both the generation of the words and the connection between the documents. The soft clustering or mixed membership approach adopted by LDA is possible to be carried over just to a model which combines LDA with a block model, overriding the usual hard clustering approach for the latter. This is the case for all of Liu et al. (2009), Chang and Blei (2010) , and Ho et al. (2012) .
Number of groups/topics
The number of groups or topics is usually fixed or determined by certain criterion, possibly because of the complexity of the model. For data with textual edges, both clustering the nodes into groups and the documents into topics are required. Zhou et al. (2006) used 6 groups and 20 topics for the Enron data set, while Pathak et al. (2008) used 8 groups and 25 topics, and perplexity is used by both McCallum et al. (2007) and Sachan et al. (2012) as the criterion, the latter of which selected 10 groups and 20 topics. On the other hand, while Corneli et al. (2018) used the ICL to find 6 groups and 9 topics. It should be noted that, such discrepancy is due to not only the choice of the criterion but also the model itself.
For data with textual nodes, clustering the nodes into groups is equivalent to clustering the documents in topics. Chang and Blei (2010) used various numbers (5,10,15,20,25) of topics for their data, while Liu et al. (2009) used perplexity as the criterion. Ho et al. (2012) are the only ones who used incorporated a DP in their hierarchical model, although the number of groups found is not reported. Furthermore, they fixed the hierarchical level to 2 or 3 for their data sets.
Discussion and conclusion
In this review we have seen a spectrum of statistical models on graphs and documents, in particular the SBMs and topic models, respectively. Some authors have also combined the sets of models in various ways, for data with both kinds of information. With the same goal, which is model-based clustering for non-quantitative data, they do share a lot of similarities in how they approach different aspects. For example, in terms of inference algorithms, Gibbs samplers and VEM algorithms are roughly equally split in each set of models. In terms of modelling or selecting the number of groups or topics, several criteria are commonly used regardless of the model structure. This means that methods explored in one field can be adapted if they have not been explored in the other.
There are visible deviations, however, possibly due to the inherent difference between relational data and textual data. A soft clustering approach, which is standard in topic models, proves to be a challenge to some SBMs and related graph models, as allowing mixed memberships for the nodes in a graph hinders the scalability of the resulting inference algorithm.
While this review is, to the best of our knowledge, comprehensive, it may not be exhaustive; see also the references of the reviewed models. Our contribution is that, instead of simply looking at each model as a unit, we investigate the important aspects in a cross-sectional way. Such investigations can be best summarised by Tables 1, 2 and 3. It is hoped that they can present the big picture or the landscape of the literature in a straightforward manner, so that the models most relevant to the reader can be pinpointed and compared with relative ease.
It might be possible to embed topic modelling as yet another aspect and create a new column in Table 1 , but we opted not to do that for two reasons. First, most of the models for graphs, apart from those few in Section 4, do not involve topic modelling, possibly because of the non-availability of the data. Second, topic models have made a lot of developments on their own, and at an earlier time, by looking at the publication years of the papers reviewed. We believe that separating the topic models from the block models provides the clearest cut of the literature, before combining them in Sesction 4.
Further directions can be made for extending models that combine SBMs and topic models, and can be split into the two broad categories as in Section 4.1.
For graphs with textual edges, while Corneli et al. (2018) currently represents the state-of-the-art among the models reviewed, a mixed membership version for the nodes could be incorporated. The number of groups/topics/time clusters could also be modelled, rather than selected by criterion, potentially by using a hierarchical DP, with the associated MCMC algorithm derived.
For graphs with textual nodes, there are at least two possible directions. One way is to develop a truly hierarchical model, potentially combining Ho et al. (2012) and Peixoto (2018) , to infer the number of groups and the depth of the hierarchical structure simultaneously. Another way is to combine Chang and Blei (2010) with a soft clustering SBM that uses a DP, such as Kurihara et al. (2006) , Kim et al. (2013) and Fan et al. (2015) , to infer the number of groups/topics.
Methods by, for example, Li et al. (2016) can also be incorporated to obtain a scalable and efficient inference algorithm. 
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