Delay-dependent stability analysis for discrete-time systems with time varying state delay by Stojanović Sreten B. & Debeljković Dragutin Lj.
 
Available on line at 
Association of the Chemical Engineers of Serbia AChE 
 
www.ache.org.rs/CICEQ 
  Chemical Industry & Chemical Engineering Quarterly 17 (4) 497−503 (2011)  CI&CEQ
 
 
497 
 
SRETEN B. STOJANOVIC
1 
DRAGUTIN LJ. 
DEBELJKOVIC
2 
1University of Niš, Faculty of 
Technology, Leskovac, Serbia 
2University of Belgrade, Faculty of 
Mechanical Engineering,  
Department of Control 
Engineering, Belgrade, Serbia 
SCIENTIFIC PAPER 
UDC 621.3 
DOI 10.2298/CICEQ110621035S 
   DELAY-DEPENDENT STABILITY ANALYSIS 
FOR DISCRETE–TIME SYSTEMS WITH 
TIME VARYING STATE DELAY 
The stability of discrete systems with time-varying delay is considered. Some 
sufficient delay-dependent stability conditions are derived using an appropriate 
model transformation of the original system. The criteria are presented in the 
form of LMI, which are dependent on the minimum and maximum delay bounds. 
It is shown that the stability criteria are approximately the same conservative 
as the existing ones, but have much simpler mathematical form. The numerical 
example is presented to illustrate the applicability of the developed results. 
Keywords: time-delay systems; interval time-varying delay; asymptotic 
stability; delay-dependent stability; Lyapunov method. 
 
 
Time-delay frequently occurs in many practical 
systems, such as manufacturing systems, telecom-
munication and economic systems etc. The existence 
of pure time lag, regardless if it is present in the con-
trol or/and the state, may cause undesirable system 
transient response, or even instability. 
A considerable attention has been paid to the 
problem of stability analysis and controller synthesis 
for continuous time-delay systems (see, e.g., [1-15] 
and the reference therein). However, less attention 
has been drawn to the corresponding results for dis-
crete-time delay systems (see, e.g., [13,16-28]). This 
is mainly due to the fact that such systems can be 
transformed into augmented systems without delay. 
This augmentation of the system is, however, inap-
propriate for systems with unknown delays and for 
systems with time-varying delays, which are the sub-
ject analysis in this work. Furthermore, such an ap-
proach is not implementable because the dimension 
of the augmented system increases with the delay 
size; when the delay is large, the augmented system 
will become much complex and thus difficult to ana-
lyze and synthesize. 
The existing stability conditions for time-delay 
systems can be classified into two types: delay-inde-
pendent stability conditions and delay-dependent sta-
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bility conditions. The former do not include any infor-
mation about the magnitude of the delay, while the 
latter do employ such information. It is well known 
that delay-dependent stability conditions are generally 
less conservative than delay-independent ones, espe-
cially when the magnitude of the delay is small. Re-
cently, increasing attention has been devoted to the 
problem of delay-dependent stability of linear systems 
with time-varying delay, including continuous-time [1- 
–6,8-15] and discrete-time systems [14,17-28]. The 
key point for deriving the delay-dependent stability cri-
terions is the choice of an appropriate Lyapunov–Kra-
sovskii functional. It is known that the general form of 
this functional leads to a complicated system of partial 
differential equations, yielding infinite dimensional li-
near matrix inequalities (LMIs). That is why many au-
thors have considered special forms of Lyapunov–Kra-
sovskii functional and thus have derived simpler, but 
more conservative, sufficient conditions which can be 
represented by an appropriate set of linear matrix in-
equalities (LMIs). 
In this paper, we propose new delay-dependent 
stability criteria, which dependent on the minimum 
and maximum delay bounds, for linear discrete sys-
tems with time-varying delays. By the Lyapunov func-
tion method, a delay-dependent criterion is derived in 
terms of linear matrix inequality (LMI), which can be 
solved efficiently by using standard optimisation tools. 
The special form of discrete-time counterpart Lyapu-
nov–Krasovskii functional and novel techniques to 
achieve the delay dependence are used. Finally, a S.B. STOJANOVIC, D.LJ. DEBELJKOVIC: DELAY-DEPENDENT STABILITY ANALYSIS…  CI&CEQ 17 (4) 497−503 (2011) 
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numerical example is included to show that our re-
sults are approximately the same conservative as the 
existing ones [23], but have much simpler mathema-
tical presentation. Our stability condition is expressed 
by means of one LMI, while the stability condition in 
[23] is presented by two LMI. 
Notation. 
n ℜ and  Z
+  denote the n-dimensional 
Euclidean space and positive integers. Notation P > 0 
( 0) ≥ P means that matrix P is real, symmetric and 
positive definite (semi-definite). For real symmetric 
matrices P and Q, the notation  > PQ  ( ≥ PQ ) means 
that matrix  − PQ  is positive definite (positive semi-
definite).  I is an identity matrix with an appropriate 
dimension. Superscript “T” represents the transpose. 
In symmetric block matrices or complex matrix ex-
pressions, we use an asterisk (*) to represent a term 
which is induced by symmetry. Matrices, if their di-
mensions are not explicitly stated, are assumed to be 
compatible for algebraic operations. 
PROBLEM FORMULATION AND SOME 
PRELIMINARIES 
Consider a linear discrete-time varying delay in 
the state: 
( 1)( ) ( ( ) ) xk A xk B xk hk += + −  (1) 
with an associated function of initial state: 
() () { } , , 1,...,0 MM xh h θψ θ θ =∈ − − + Δ   (2) 
where  ()
n xk∈ℜ  is the state at instant k, matrices 
nn A
× ∈ℜ and 
nn B
× ∈ℜ  are constant matrices. h(k) is 
the positive integer representing the time delay of the 
system that we assume to be time dependent and 
satisfies the following: 
() mM hh kh ≤≤  (3) 
where hm and hM and  are constant positive integer 
representing the minimum and maximum delays, res-
pectively. 
The assumption on the time delay h(k) in In-
equality (3) characterises the real situation in many 
practical applications. A typical example containing 
time delays that can be characterised by Inequality 
(3) can be found in networked control system, where 
the delays induced by the network transmission 
(either from sensor to controller or from controller to 
actuator) are actually time-varying, and can be as-
sumed to have minimum and maximum delay bounds 
without loss of generality.  
Let  () ,
n D Δℜ  is space of functions mapping the 
discrete interval Δ into 
n ℜ . Then, for  ( ) D φ θ ∈ : 
sup ()
D
θ
φφ θ
∈Δ
  (4) 
is the norm of an element  D φ ∈  in space D.  
Let  { } :,
D DD
γ φφ γ γ ℜ= ∈ < ∈ ℜ⊂ . 
Definition 1 [16]. The equilibrium state x = 0 of 
system given by Eq. (1) is asymptotically stable if any 
initial  () ψ θ  which satisfies: 
() D ψθ
∞ ∈  (5) 
holds: 
lim ( , ) 0
k k ψ
→∞ → x  (6) 
Lemma 1 [16]. If there exist positive numbers α 
and β and continuous functional  : V D →ℜ such that  
2
0( ) , 0 ,( 0 ) 0 kk k D Vx x x V α <≤ ∀ ≠ =  (7) 
2
1 ( )()( ) ( ) kk k Vx Vx Vx xk β + Δ− ≤ −   (8) 
k xD ∀∈ satisfying Eq. (1), then the solution x = 0 
of Eqs. (1) and (2) is asymptotically stable. 
Definition 2 [16]. Discrete system with time delay 
given by Eq. (1) is asymptotically stable if and only if 
its solution x = 0  is asymptotically stable. 
MAIN RESULTS 
In this section, we aim to establish an asymp-
totic stability criterion for the system given by Eq. (1) 
using the Lyapunov method combined with the linear 
matrix inequality (LMI) technique. Unlike [23], in this 
paper the transformation model is only partly used for 
the getting criteria. Our results are approximately the 
same conservative as the existing ones in literature 
[23], but have much simpler mathematical presen-
tation. Namely, our stability condition is expressed by 
means of one LMI, while the stability condition in [23] 
is presented by two LMI. 
Theorem 1. System given by Eq. (1) is asymp-
totically stable for all h satisfying Inequality (3) if there 
exist real symmetric matrices P > 0, Q > 0 and Z > 0 
satisfying the following LMI: 
() ( )
0
0
(1 ) ( )
()
TT T
M
TT
M
TT
Mm
T
ABP B A P BhAIZ
QB P B h B Z
Z
Z
PP h h QA P AB
ABP A
 Γ+ − −

∗− −  Ω= <
 ∗∗ −

∗∗ ∗ −  
Γ=− − + − + + + +
++
 
(9)
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()
()
() ( 1 ) ()
() () ()
( ) () ()
mx m x m
Axm B xm hm xm
AI x m B x mh m
η +−
=+ − −
=− + −

 (10) 
and  
() () ()
()
1
()
1
()
() () () ()
() ( 1)( )
() ( )
k
mkh k
k
mkh k
xk hk xk xk xk hk
xk xm xm
xk m η
−
=−
−
=−
−= −− −
=− + −
=−


 (11) 
Then, the system given by Eq. (1) can be trans-
formed into: 
1
()
(1 ) ( ) ( ( )
() () ( )
k
mkh k
xk A xk B xk hk
Axk B xk m η
−
=−
+= + −

=+ − 
 
  
i.e. 
1
()
( 1)( ) ( ) ()
k
mkh k
xk A Bxk B m η
−
=−
+= + −   (12) 
Choose a discrete-time counterpart Lyapunov- 
–Krasovskii functional candidate as: 
1234
1
1
2
()
1 1
3
21
11
4
() () () () ()
() () ()
( ) () ()
() ( ) ( )
() () ()
m
M
M
T
k
T
ikh k
h k
T
jh i k j
k
T
ih j k i
V kV kV kV kV k
Vk x kP xk
Vk x i Q x i
Vk x i Q x i
Vk j Z j ηη
−
=−
−+ −
=− + = + −
−−
=− = +
=+++
=
=
=
=



 (13) 
where P, Q and Z are positive definite matrices to be 
determined.  
Taking the forward difference: 
( 1)( ) VV k V k Δ= +− , 
along the solutions of system given by Eq. (1) and 
transformed system given by Eq. (12), we can obtain: 
() ()
1
2
1(1 ) ( )
1
1(1 )
11
() 1 ()
1
1( )
( ) () () () ()
() () ( ) ( )
() () () ()
() () ( ) ( )
() ()
(
kk
TT
ik h k ikh k
k
TT
ik h k
kk
TT
ikh k ik h k
k
TT
ik h k
T
T
Vk x i Q x i x i Q x i
xi Q x i xk Q x k
xi Q x i xi Q x i
xi Q x i xk Q x k
xkh k Q x kh k
x
−
=+ − + =−
−
=+ − +
−−
=− =+ −
−
=+ −
Δ= −
=+ −
−+ −
−= −
−− −
+




11
1(1 ) 1( )
)( ) ( )( )
kk
T
ik h k ik h k
iQ xi x iQ xi
−−
=+ − + =+ −
− 
 (15) 
Whereas: 
(1 ) ,( ) Mm hk h hk h +≤ ≥  (16) 
then: 
1
1(1 ) 1(1 )
1
11
1
1( )
() () () ()
() () () ()
() ()
m
m
mM
kh k
TT
ik h k ik h k
kh k
TT
ikh ik h
k
T
ik h k
xi Q x i xi Q x i
xi Q x i xi Q x i
xi Q x i
− −
=+ − + =+ − +
− −
=− + =+ −
−
=+ −
=+
+≤+
+



 (17) 
Therefore: 
() ()
() ()
2
11
1(1 ) 1( )
1
11 ( )
1
1( )
() () () () ()
() () () ()
() () () ()
() () () ()
() () ( ) ( )
m
M
TT
kk
TT
ik h k ik h k
TT
kh k
TT
ik h ik h k
k
TT
ik h k
Vk x k Q x k x k h kQ xk h k
xi Q x i xi Q x i
xk Q x k xkh kQ x kh k
xi Q x i xi Q x i
xi Q x i xk Q x k
−−
=+ − + =+ −
− −
=+ − =+ −
−
=+ −
Δ= −− −
+−
≤− − −
++ −
−=



() ()
1
() () ( ) ( )
m
M
kh
TT
ik h
xkh k Q x kh k xi Q x i
−
=+ −
−
−− + 
(18) 
 
 
 
 
[]
1
1
()
1
()
() ( 1 ) ( 1 ) () () () ( () ) ( )() ( )
() () () ( ) () () ( ) ( () ) ( )()
(( ) ) ( )
k
T TT
mkh k
k
TT T T T T T
mkh k
TT
m
Vk x k P xk x kP xk A xk B xk hk PA Bxk B m
x kP xk x k APA B P xk x k AP B m x k hk BPA Bxk
xkh k B P B m
η
η
η
−
=−
−
=−

Δ=+ + − = +− + − − 

   −= + − + − + − + +   
 +− − 


1
()
k
kh k
−
=− 
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In addition: 
() ()
()
() ()
()
1
3
2
1 1
21
1
2
1
2
() ( ) ( )
() ()
() ()
11
1( 2 )1 () ()
11
( ) () ()
m
M
m
M
m
M
m
M
h k
T
jh i k j
h k
T
jh i k j
T h
T
jh
T
mM
h
T
jh
TT
Mm
Vk x i Q x i
xi Q x i
xk Q x k
xk j Q x k j
hh x k Q x k
xk j Q x k j
hh x k Q x k x i
−+
=− + = +
−+ −
=− + = + −
−+
=− +
−+
=− +
Δ= −
−=
 −
=   −− + − + 
=− +−− + + −
−− + − + =
=− −




()
1
m
M
kh
ikh
Qx i
−
=− + 
 (19) 
Finally: 
()
1
4
1
11
1
1
1
()
() () ()
() ()
() () ( ) ( )
() () ( ) ( )
() () ( ) ( )
() () ( ) ( )
M
M
M
M
M
k
T
ih j k i
k
T
ih j k i
TT
ih
TT
M
ih
k
TT
M
mkh
TT
M
mkh k
Vk j Z j
jZ j
kZ k k iZ k i
hk Z k k i Z k i
hk Z k m Z m
hk Z k m Z m
ηη
ηη
ηη η η
ηη η η
ηη η η
ηη η η
−
=− = + +
−−
=− = +
−
=−
−
=−
−
=−
=−
Δ= −
−=
=− + +
=− + +
=−
≤−





1 k −

 (20) 
From Eqs. (14) and (18)-(20), we have: 
() ()
1234
1
()
1
()
1
() () () () ()
() ( ) ()
() ( )
( () ) ( )()
( () ) ( ) () ()
() () ( ) ( )
M
TT
k
TT
mkh k
TT
k
TT T
mkh k
k
TT
ik h
Vk Vk Vk Vk Vk
xkA P AB Px k
xk A P B m
x k hk BPA Bxk
xkh k B P B m xk Q x k
xkh k Q x kh k xi Q x i
η
η
−
=−
−
=−
−
=+ −
Δ= Δ+ Δ+ Δ+ Δ
 ≤+ − + 
 +− + 
+− + +
 +− − + − 
−− −+


() ()
1
1
()
( ) () ()
( ) ( ) () ()
m
m
M
h
kh
TT
Mm
ikh
k
TT
M
mkh k
hh x k Q x k x i Q x i
hk Z k m Z m ηη η η
−
=− +
−
=−
+
+− − +
+−



 (21) 
()()
()
1
()
1
()
() () [ ( )
( 1 )]() ()
() ( ( ) ) ( ) ( )
(( ) ) ( )
() ( ) ()
( )() () [( )()
(
TT
TT
Mm
k
TT
mkh k
k
TT
mkh k
T
T
M
Vk x k APA B P
dd Q x kx kA P B
mx k h k B P A B x k
xkh k B P B m
xkh k Q x kh k
h A Ixk B xk hk Z A Ixk
Bx k h k
η
η
−
=−
−
=−
Δ≤ + − +
 +− + + − 
×+ − + +
 +− − + 
+−× − −+
 +−+− −+ 
+−


()
1
()
) ] () ()
k
T
mkh k
mZ m ηη
−
=−
− 
 (22) 
Note that: 
11
() ()
11
() ()
1
()
1
() () ()
()
1
() ()
()
T
kk
T
m k hk m k hk
T
kk
mkh k mkh k M
k
mkh k
mZ m m
hk
Zm m
h
Zm
ηη η
ηη
η
−−
=− =−
−−
=− =−
−
=−

≥× 


×≥ × 

×



 (23) 
Therefore, we have: 
() ()
1
()
(
() () [ ( )
(1 ) ( ) ( ) ( )
1
2( )( ) ( )
2
1
(( ) ) 2 () ( )
2
() ( ) ()
1
2( ( ) ) ( )
2
TT
T
Mm M
TT T
M
k
TT
mkh k
TT
M
TT
mkh k
Vk x k APA B P
hh Q h A I Z A I x k
xk ABP BhAIZ B
xk hk x k AP B m
xkh k Qh B Z B x kh k
xkh k B P B m
η
η
−
=−
=−
Δ≤ + − +
+− ++ − − +
 ++ + − ×  
 ×− + − +  
+− − + −+
 +−−  

1
)
11
() ()
1
() ()
k
T
kk
mkh k mkh k M
mZ m
h
ηη
−
−−
=− =−
+
 −
+



 (24) 
i.e., 
() () ()
T Vk k k ξξ Δ≤Ω  (25) 
where: 
()
1
()
() () () ( )
11 ˆ () ( )
22
1 ˆ
2
1
ˆ ()( 1 )
() ()
T
k
TT T
mkh k
TT T
M
TT
M
M
T
Mm
T
M
kx k x k h k m
A BP BhAIZ B A P B
Qh B Z B B P B
Z
h
APA B P h h Q
hAIZ AI
ξη
−
=−

=− 

 
  Γ+ + − −
 
 
Ω= ∗ − + −  
 
 
∗∗ −  
   
Γ= + − + − + +
+− −

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Obviously,  () 0 Vk Δ<  if  0 Ω< . Introducing a 
substitution 2 PP ↔ , we have: 
() ( )
0
1
() ()
(1 ) ( ) ( )
TT T
M
TT
M
M
TT T
T
Mm M
A B PB h A I ZB A PB
Qh B Z B B P B
Z
h
PP A P AB ABP A
hh Q h A I Z A I


Γ+ + − − 
 Ω= ∗ − + − <

 ∗∗− 

Γ=− − + + + + +
+− ++ − −



(27)
 
Further: 
() ( )
1
()
1
() ()() 0
0
0
()
1
TT T
M
TT
M
M
TT
T
M
TT
MM
T
M
TT
T
M
ABP BhAIZ B A P B
Qh B Z B B P B
Z
h
ABP B A P B
QB P B
Z
h
hAIZ AI hAIZ B
hBZ B
ABP B A P B
QB P B
Z
h


Γ+ + − − 
 ∗− + − =

 ∗∗− 



Γ+ − 
 =∗ − − +

 ∗∗− 

 −− −

+∗ = 
 ∗∗ 


Γ+ − 
 =∗ − −

∗∗− 


[]
1 ()
1
() 00
0
T
T
M
AIZ
BZ Z ZA I Z B
h
−


 +



 −
 
+− − <  
 

 
(28)
 
where: 
() ()
() () ( 1)
TT
M
TT
Mm
hAIZ AI PP
A PA B A B P A h h Q
Γ=Γ− − − =− − +
++ + ++ − +

 (29) 
Using Schur complements, it is easy to see that 
the condition given by Inequality (28) is equivalent to: 
() ( )
1
0 0
1
TT T
TT
M
M
ABP B A P B AIZ
QB P B B Z
Z
h
Z
h
 Γ+ − −

∗− − 

∗∗−  <


 ∗∗ ∗ −
 
 (30) 
Introducing a substitution  M hZ Z ↔ , we obtain 
the LMI given by Inequality (9). From this, it follows 
that the Inequality (9) guarantees that  () 0 Vk Δ<  for 
all non-zero  () k ξ . Hence, the system given by Eq. (1) 
is asymptotically stable for all time-varying delay h(k) 
satisfying Inequality (3).  
Remark 1. The condition given by Inequality (9) 
in Theorem 1 is LMI condition, therefore can be easily 
checked by using standard numerical software. This 
condition depends on both the maximum and mini-
mum delay bounds. In [23] the stability condition is 
defined by two LMI and numerically more complex. 
Remark 2. The Lyapunov-Krasovskii functionals 
defined in this work (Theorem 1) and [23] (Theorem 
1) are mutually identical. However, they differ with res-
pect to the forward difference  ( 1)( ) VV k V k Δ= + − . 
For performing the forward difference [23] in a model 
transformation given in Eq. (12) is used twice, where-
as in our paper used only once (see Eq. (14)).  
Remark 3. From Theorem 1, for the constant 
delay case ( Mm hhh == ), we have the next result. 
Corollary 1. System given by Eq. (1) is asymp-
totically stable with h(k) = h if there exist real sym-
metric matrices P > 0, Q > 0 and Z > 0 satisfying the 
following LMI: 
() ( )
0
0
() ()
TT T
TT
TT T
ABP B A P Bh AIZ
QB P B h B Z
Z
Z
PP QA P AB ABP A
 Τ+ − −

∗− −  Φ= <
 ∗∗ −

∗∗ ∗ −  
Τ=− − + + + + +
 (31) 
Proof. From the condition given by Inequality (9), 
for  Mm hhh == , follows the condition given by In-
equality (31). 
RESULTS AND DISCUSSION 
In this section, one example is used to demon-
strate that the method presented in this paper is ef-
fective in implementation. 
Example 1. Consider the following two discrete-
time systems with time-varying delay in the state: 
S1:  
0.8 0 0.2 0
( 1)( ) ( ( ) )
0.05 0.9 0.4 0.1
xk xk xk hk
−   
+= + −    −−   
, 
[] 12 () () ()
T
xk x k x k =  
S2:  
0.6 0 0.1 0
( 1)( ) ( ( ) )
0.35 0.7 0.2 0.1
xk xk xk hk
  
+= + −   
  
, 
[] 12 () () ()
T
xk x k x k =  S.B. STOJANOVIC, D.LJ. DEBELJKOVIC: DELAY-DEPENDENT STABILITY ANALYSIS…  CI&CEQ 17 (4) 497−503 (2011) 
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Let first determine the upper limit of delay hM for 
{ } 0,1,2,3 m h ∈ , so that the systems S1 and S2 are 
asymptotically stable. Using Theorem 1 and Theorem 
1 from [23], the upper limit of delay hM for given hm are 
calculated and shown in Table 1. It is clear that the 
obtained results are almost identical. However, the 
advantage of our results compared to the results pre-
sented in [23] is the simpler mathematical and nu-
merical form. Namely, in Theorem 1 the stability con-
dition is expressed by means of one LMI, while the 
stability condition (Theorem 1 in [23]) is presented by 
two LMI. 
Also, using Corollary 1, the upper limit of cons-
tant delay h is calculated and shown in Table 1, so 
that the systems S1 and S2 are yet stable. It is ob-
vious that Corollary 1 gives wider range of delay. This 
is because the Corollary 1 assumes that the delay is 
constant, as opposed to Theorem 1 which takes into 
account the time-varying delay. 
In order to verify previous results, the system 
operation is simulated under the following conditions: 
S1:  
time-delay: a)  () 5 hk h == or b) 2 () 5 hk ≤≤  is ran-
dom integer variable. 
Initial state: 
{}
345543
() () ,
333333
5, 4,..., 0
T
x θψ θ
θ
 
==   −−−−−−  
∈− −
 
S2:  
time-delay: a)  () 10 hk h ==  or b) 2 () 10 hk ≤≤  is 
random integer variable. 
Initial state: 
 
Figures 1 and 2 show the initial condition res-
ponse of the systems S1 with  () 5 hk h == and S2 
with  () 10 hk h == . It is observed that the values of 
Table 1. Upper bounds of time delay 
System  Theorem 1 [23]  Theorem 1, this work  Corollary 1 
S1 0  ≤ h(k) ≥ 4  0 ≤ h(k) ≥ 4  h ≤ 11 
1 ≤ h(k) ≥ 4  1 ≤ h(k) ≥ 4 
2 ≤ h(k) ≥3   2 ≤ h(k) ≥5 
3 ≤ h(k) ≥ 5  3 ≤ h(k) ≥ 5 
S2 0  ≤ h(k) ≥ 10  0 ≤ h(k) ≥ 10  h ≤ 19 
1 ≤ h(k) ≥ 11  1 ≤ h(k) ≥ 11 
2 ≤ h(k) ≥ 12  2 ≤ h(k) ≥ 11 
3 ≤ h(k) ≥ 13  3 ≤ h(k) ≥ 11 
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Figure 1. Initial condition response of the system S1 
with constant time-delay  () 5 hk h ==. 
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Figure 2. Initial condition response of the system S2 
with constant time-delay () 1 0 hk h == . 
{}
54322345543
() () ,
33333333333
10, 9,...,0
T
x θψ θ
θ

==  −−−−−−−−−−− 
∈− −
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state variables x→0 when t→∞, which proves that the 
systems S1 and S2 are asymptotically stable. 
The initial condition response of the systems S1 
with time-varying delay and sequence time-varying 
delay 2≤h(k)≤5 as random integer variable are shown 
in Figures 3 and 4. From Figure 3, it is also observed 
that when t→∞, the values of state variables x→0, 
which proves that the system S1 is asymptotically 
stable. 
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Figure 3. Initial condition response of the system S1 
with time-varying delay 2≤h(k)≤5. 
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Figure 4. Time-varying delay is random integer 
variable 2≤h(k)≤5.. 
Figures 5 and 6 show the initial condition res-
ponse of the systems S2 with time-varying delay and 
sequence time-varying delay 2≤h(k)≤10. as random 
integer variable. From Figure 5, it can be also 
concluded that the system S2 is asymptotically stable. 
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Figure 5. Initial condition response of the system S2 with time-
varying delay 2≤h(k)≤10.. 
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Figure 6. Time-varying delay is random integer 
variable  () 1 0 hk h == . 
CONCLUSION 
In this paper, the problem of delay-dependent 
stability for discrete time systems with time-varying 
state delay is investigated. Some new LMI sufficient 
conditions are proposed, which is dependent of the 
minimum and maximum delay bounds. This stability 
condition can be easily verified via standard nume-
rical software. It was shown that the results coincide 
with the existing results from the literature. The ad-
vantages of our results, compared to the previously 
published results, are the simpler mathematical form 
and the numerical efficiency. Namely, in Theorem 1, 
we express the stability condition by means of one 
LMI, while previously two LMIs have been employed. 
Finally, a numerical example is included to show that 
our results are approximately the same conservative 
as the existing ones in the literature. 
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NAUČNI RAD 
   ANALIZA STABILNOSTI DISKRETNIH SISTEMA SA 
VREMENSKI PROMENLJIVIM KAŠNJENJEM 
KOJA UZIMA U OBZIR IZNOS KAŠNJENJA 
Razmatrana je stabilnost diskretnih sistema sa vremenski promenljivim kašnjenjem. Ko-
risteći odgovarajuću transformaciju modela originalnog sistema, izvedeni su dovoljni us-
lovi stabilnosti koji zavise od vremenskog kašnjenja. Kriterijumi stabilnosti su iskazani u 
obliku LMI i zavise od minimalne i maksimalne vrednosti kašnjenja. Pokazano je da ovi 
kriterijumi stabilnosti poseduju približno istu konzervativnost kao i postojeći kriterijumi iz 
literature, ali su u matematičkom smislu jednostavniji. Dat je numerički primer kojim se 
ilustruje upotrebljivost izvedenih rezultata. 
Ključne reči: sistemi sa kašnjenjem; sistemi sa promenljivim kašnjenjem datim u 
obliku intervala; asimptotska stabilnost; stabilnost zavisna od kašnjenja; Ljapu-
nova metoda. 
 
 