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SHARP ONE-SIDED CURVATURE ESTIMATES FOR
MEAN CURVATURE FLOW.
MAT LANGFORD
Abstract. We prove a sharp pinching estimate for immersed
mean convex solutions of mean curvature flow which unifies and im-
proves all previously known pinching estimates, including the um-
bilic estimate of Huisken [25], the convexity estimates of Huisken–
Sinestrari [26] and the cylindrical estimates of Huisken–Sinestrari
[28] (see also [6, 29]). Namely, we show that the curvature of the
solution pinches onto the convex cone generated by the curvatures
of any shrinking cylinder solutions admitted by the initial data.
For example, if the initial data is (m+ 1)-convex, then the curva-
ture of the solution pinches onto the convex hull of the curvatures
of the shrinking cylinders Rm × Sn−m√
2(n−m)(1−t)
, t < 1. In particu-
lar, this yields a sharp estimate for the largest principal curvature,
which we use to obtain a new proof of a sharp estimate for the
inscribed curvature for embedded solutions [13, 24, 31]. Making
use of a recent idea of Huisken–Sinestrari [29], we then obtain a
series of sharp estimates for ancient solutions. In particular, we
obtain a convexity estimate for ancient solutions which allows us
to strengthen recent characterizations of the shrinking sphere due
to Huisken–Sinestrari [29] and Haslhofer–Hershkovitz [22].
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1. Introduction
Let Mn be a smooth manifold of dimension n and I ⊂ R an inter-
val. A smooth one-parameter family X : Mn × I → Rn+1 of smooth
immersions X(·, t) : Mn → Rn+1 evolves by mean curvature flow if its
velocity at each point is given by its mean curvature at that point; that
is, if
∂tX(x, t) = ~H(x, t) (MCF)
for every (x, t) ∈ Mn × I, where ~H = div(DX) is the mean curvature
vector of the immersion. We will be interested in mean curvature flow of
mean convex (resp. strictly mean convex ) hypersurfaces; that is, two-
sided hypersurfaces such that, with respect to one of the two choices
of unit normal field ν, the mean curvature H = − ~H · ν is non-negative
(resp. positive). We will often say that a solution of (MCF) is a com-
pact/mean convex/etc. solution if all the time slices Mnt := Xt(M
n),
where Xt := X(·, t), are compact/mean convex/etc. Unless otherwise
stated, we allow the possibility that the solution consists of multiple
connected components.
A fundamental tool in the analysis of solutions of (MCF) is the
parabolic maximum principle. A basic consequence is the preservation
of mean convexity under the flow, since the mean curvature H satisfies
the Jacobi equation
(∂t −∆)H = |A|2H , (1.1)
where ∆ is the Laplace–Beltrami operator, A is the second fundamen-
tal tensor and | · | the norm corresponding to the induced geometry.
We will also be interested in other convexity conditions such as (strict)
convexity and (strict) k-convexity, where we recall that a hypersurface
is called convex 1 (resp. strictly convex ) if its Weingarten tensor A is
everywhere non-negative definite (resp. positive definite) and k-convex
(resp. strictly k-convex ) for some k ∈ {1, . . . n} if the sum κ1+ · · ·+κk
of its smallest k principal curvatures is everywhere non-negative (resp.
positive). More generally, we will consider n-dimensional hypersurfaces
whose Weingarten tensors, after choosing an orthonormal basis, lie, at
every point, inside some convex subset Γ ⊂ S(n) in the space S(n) of
self-adjoint endomorphisms of Rn. In order to ensure that the condi-
tion is independent of the choice of basis, we should require that Γ is
O(n)-invariant ; that is, invariant under the action of O(n) by conju-
gation. Moreover, since rescaling limits at singularities tend to move
1If Mn = ∂K for some convex body K ⊂ Rn+1, we will say, explicitly, that Mn
bounds a convex body.
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purely by scaling, we should also require that Γ is a cone; that is, in-
variant under scaling by positive numbers. A more subtle application
of the maximum principle—to the evolution equation for the second
fundamental form
(∇t −∆)A = |A|2A , (1.2)
where ∇t is the covariant time derivative (see e.g. [5, §6.3])—reveals
that such sets are preserved by (MCF) (see e.g. [20, §4 and §8], [5,
§7.3] or §2 below). In particular, k-convexity is preserved for any k ∈
{1, . . . , n}.
1.1. One sided curvature pinching. Mean curvature flow of convex
hypersurfaces in dimensions n ≥ 2 was studied in a groundbreaking
paper of Huisken [25], where it was proved that such hypersurfaces
shrink to ‘round’ points. A crucial part of the analysis was the umbilic
estimate, which states that given any ε > 0 there is a constant Cε,
which depends only on ε and the initial data, such that
|A˚|2 ≤ εH2 + Cε , (1.3)
where A˚ denotes the trace free part of A. In particular, this implies
that the scaling invariant ratio |A˚|2/H2 is becoming arbitrarily small
wherever H is blowing up. In other words, the hypersurface is, modulo
rescaling, umbilic at a singularity. To prove such an estimate, one
attempts to bound the function
fσ :=
|A˚|2
H2
Hσ
for some small σ > 0. Huisken achieves this by bounding the Lp-norms
of fσ for large p and σ ≈ p− 12 and applying a Stampacchia-type iteration
with the help of the Michael–Simon Sobolev inequality. This method
turns out to be quite robust and variants of the argument were later
applied to obtain curvature estimates in the non-convex setting. The
next breakthrough was the convexity estimate [26, 27] (see also [34]),
which states that, if the initial immersion is strictly mean convex, then
given any ε > 0 there is a constant Cε, which depends only on ε and
the initial data, such that
κ1 ≥ −εH − Cε . (1.4)
This estimate implies that the scaling invariant tensor A/H is non-
negative definite at a singularity, which markedly constrains the ge-
ometry of the hypersurface at such points. Interpolating between the
umbilic and convexity estimates (1.3) and (1.4) are the m-cylindrical
estimates [6, 28, 29]: If the initial immersion is (m + 1)-convex, m ∈
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{0, . . . , n − 1}, then given any ε > 0 there is a constant Cε, which
depends only on ε and the initial data, such that
|A|2 − 1
n−mH
2 ≤ εH2 + Cε . (1.5)
On a convex hypersurface, the left hand side of (1.5) is non-positive
only at points which are either strictly m-convex, κ1 + · · · + κm > 0,
or m-cylindrical, 0 = κ1 = · · · = κm and κm+1 = · · · = κn. This is
particularly restrictive in case m = 1 and n ≥ 3. Indeed, in that case,
up to rescaling, every singularity has the geometry of either shrinking
sphere Sn√
2n(1−t)
, a shrinking cylinders R×Sn−1√
2(n−1)(1−t)
or the strictly
convex, rotationally symmetric translating bowl [12, 21, 28]. Note that
the case m = 0 is just the umbilic estimate (1.3) and the case m = n−1
follows from the convexity estimate (1.4).
We also note that, somewhat surprisingly, the iteration method can
even be applied in the setting of fully non-linear curvature flows (by
isotropic, 1-homogeneous flow speeds), so long as the speed satisfies ap-
propriate structure conditions. Indeed, flows by convex speed functions
tend to admit lower curvature pinching [6, 9], whereas flows by con-
cave speed functions tend to admit upper curvature pinching [14, 30].
Moreover, no concavity assumption is necessary in two space dimen-
sions [3, 10].
In §3, we prove a unified and sharp result of the above form. Namely,
we show that the curvature of a mean convex solution pinches onto the
convex cone generated by the curvatures of any shrinking cylinders not
ruled out by the initial curvature hull. To state the result precisely,
we refer to an open, convex, O(n)-invariant cone Γ ⊂ S(n) in the
normed linear space S(n) of self-adjoint endomorphisms of Rn as a
pinching condition and call a point W ∈ S(n) cylindrical if, for some
m ∈ {0, . . . , n},W has a null eigenvalue of multiplicitym and a positive
eigenvalue of multiplicity (n − m). We will also abuse notation by
writing A(x,t) ∈ Γ if this is true after identifying (TxM, g(x,t)) with
(Rn, 〈· , ·〉
Rn
) by choosing some (and hence any) orthonormal basis for
(TxM, g(x,t)).
Theorem 1.1 (Pinching principle). Fix a dimension n ∈ N \ {1} and
a pinching condition Γ ⊂ S(n) and denote by Λ the convex hull of the
cylindrical points in Γ. Then, given any pinching condition Γ0 ⊂ S(n)
satisfying Γ0 \ {0} ⊂ Γ, a curvature scale Θ <∞, and any ε > 0, there
is a constant Cε = Cε(n,Γ0,Θ, ε) <∞ with the following property: Let
X : Mn × [t0, T )→ Rn+1 be a compact solution of (MCF) satisfying
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(1)
(
µt0(M
n)
σn
) 1
n
+
√
2n(T − t0) ≤ 2R, where σn := Area(Sn),
(2) max
Mn×{t0}
H ≤ ΘR−1 and
(3) A(x,t0) ∈ Γ0 for all x ∈Mn.
Then
dist(A(x,t),Λ) ≤ εH(x, t) + CεR−1 (1.6)
for all (x, t) ∈Mn × [t0, T ).
Of course, any compact solution of (MCF) arising from an initial
immersion X0 : M
n → Rn+1 satisfying A(x,0) ∈ Γ for all x ∈ Mn
satisfies each of the conditions (1)–(3) for some such R, Θ and Γ0. By
the strong maximum principle, this is also the case, after waiting a
short time, under the initial condition A(x,0) ∈ Γ.
Theorem 1.1 is asymptotically sharp: Fix Γ and choose m so that
the curvature of Rm × Sn−m lies in ∂Λ. Then given data n, Θ and Γ0
(containing the curvature of Rm×Sn−m) there is a sequence of compact
solutions Xi : M
n
i × [ti, 1) → Rn+1 of (MCF) satisfying (1)–(3) with
Ri → ∞ which converge locally uniformly to the shrinking cylinder
solution Rm × Sn−m√
2(n−m)(1−t)
, t ∈ (−∞, 1).
The proof of Theorem 1.1 boils down to two rather simple obser-
vations: First, the (signed) distance of the Weingarten curvature to
the boundary of a convex cone in S(n) is a supersolution of the Jacobi
equation (Proposition 2.2) and, second, the crucial estimates needed to
set up the Stammpachia iteration argument hold away from cylindrical
points (Lemma 2.1 and Proposition 2.7).
Each of the aforementioned one-sided curvature estimates is an easy
corollary of Theorem 1.1. The following corollary is not implied by the
previous estimates.
Corollary 1.2 (m-convexity estimate). Given a dimension n ∈ N \
{1}, a pinching constant α > 0, a curvature scale Θ < ∞ and any
ε > 0, there is a constant Cε < ∞ with the following property: Let
X : Mn × [t0, T ) → Rn+1 be a compact solution of (MCF) satisfying,
for some m ∈ {0, . . . , n− 2},
(1)
(
µt0(M
n)
σn
) 1
n
+
√
2n(T − t0) ≤ 2R, where σn := Area(Sn),
(2) max
Mn×{t0}
H ≤ ΘR−1 and
(3) min
Mn×{t0}
κ1 + · · ·+ κm+1
H
≥ α.
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Then (
κn − 1
n−mH
)
(x, t) ≤ εH(x, t) + CεR−1 (1.7)
for all (x, t) ∈Mn × [t0, T ).
Proof. Since the (m+1)-convexity condition describes a convex, O(n)-
invariant cone in S(n), we need only observe that each of the cylindrical
points admitted by the (m + 1)-convexity condition (and hence their
convex hull) is contained in the convex cone
Λ :=
{
W ∈ S(n) : W ≤ 1
n−mtr(W )I
}
.

This estimate is also asymptotically sharp, since the left hand side of
(1.7) vanishes on the shrinking cylinder Rm×Sn−m√
2(n−m)(1−t)
. Moreover,
it is not implied by the cylindrical estimates (1.5) (geometrically, the
cone which gives rise to the m-cylindrical estimate (1.5) is the round
cone whose axis is the umbilic ray and whose boundary contains the
m-cylindrical points).
Obtaining a sharp estimate for κn is a key step in our proof of a sharp
estimate for the inscribed curvature, which we shall now describe.
1.2. The inscribed curvature. We turn our attention now to em-
bedded hypersurfaces. Let Mn = ∂Ω ⊂ Rn+1 be a properly embedded
hypersurface bounding a precompact open set Ω ⊂ Rn+1 and equip Mn
with its outward pointing unit normal. Then the inscribed curvature
k(x) of a point x ∈ Mn is defined as the curvature of the boundary of
the largest ball which is contained in Ω and has first order contact with
Mn at x [8]. A straightforward calculation [4, Proposition 2] reveals
that
k(x) = sup
y∈Mn\{x}
k(x, y) , (1.8)
where
k(x, y) :=
2 〈x− y , ν(x)〉
Rn+1
‖x− y‖2
Rn+1
.
Similarly, one can define the exscribed curvature k(x) at x as the
(signed) boundary curvature of the largest ball, halfspace or ball com-
pliment having exterior contact at x. In that case, one observes
k(x) = inf
y∈M\{x}
k(x, y) . (1.9)
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Note that reversing the orientation of the hypersurface2 interchanges k
and k. Observing that either the supremum in (1.8) is attained, or else
k(x) = lim supy→x k(x, y) = supy∈TxM\{0}Ax(y, y)/gx(y, y), allows one
to obtain derivative identities (in, say, the viscosity sense) for k (and
similarly for k) by analysing the smooth ‘two-point functions’ k(x, y)
and Ax(y, y)/gx(y, y) [4, 7, 8]. In particular, along a solution of mean
curvature flow, we obtain
(∂t −∆)k ≤ |A|2k (1.10)
and
(∂t −∆)k ≥ |A|2k . (1.11)
Since H solves (1.1), a simple application of the maximum principle
reveals that mean convex solutions of mean curvature flow are inte-
rior (resp. exterior) non-collapsing : k (resp. k) can be compared
from above (resp. below) by H uniformly in time. For mean curva-
ture flow of convex hypersurfaces, a straightforward blow-up argument
shows that these ratios become optimal at a singularity [7], yielding a
rather straightforward proof of the theorems of Huisken [25] and Gage–
Hamilton [19] on the convergence of convex solutions of mean curvature
flow to round points. Moreover, Brendle [13] was able to prove, using a
Stampacchia iteration argument similar to those described above, that
this is also the case for mean convex mean curvature flow (see also [24]).
Precisely, Brendle showed that for any ε > 0 there is a constant Cε,
which depends only on ε and the initial data, such that
k −H ≤ εH + Cε . (1.12)
and
k ≥ −εH − Cε . (1.13)
These estimates are sharp due to the fact that k ≡ H and k ≡ 0 hold
identically on a shrinking cylinder Rn−1 × S1√
2(n−1)(1−t)
.
This estimate was improved for (m+1)-convex mean curvature flow
in [31] using a blow-up argument and the new compactness results of
Haslhofer–Kleiner [23]. In section §4 we will show that this estimate
also follows from a Stampacchia iteration argument.
Theorem 1.3 (Inscribed curvature pinching. Cf. [31]). Given a di-
mension n ≥ 2, a curvature scale Θ < ∞, a pinching constant α > 0,
2For a mean convex hypersurface, we will always define k and k with respect to
the normal whose mean curvature is non-negative. This agrees with the outward
pointing normal if Mn is connected.
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a collapsing constant Λ <∞ and any ε > 0, there is a constant Cε <∞
with the following property: Let X :Mn× [t0, T )→ Rn+1 be a compact
solution of (MCF) satisfying, for some m ∈ {0, . . . , n− 2},
(1)
(
µt0(M
n)
σn
) 1
n
+
√
2n(T − t0) ≤ 2R, where σn := Area(Sn),
(2) max
Mn×{t0}
H ≤ ΘR−1,
(3) min
Mn×{t0}
κ1 + · · ·+ κm+1
H
≥ α and
(4) max
Mn×{t0}
k
H
≤ Λ.
Then (
k − 1
n−mH
)
(x, t) ≤ εH(x, t) + CεR−1
for all (x, t) ∈Mn × [t0, T ).
We note that in [13], the m = n−1 case of (1.7) (which follows from
the convexity estimate (1.4)) is used to reduce to the ‘interior’ case
that the supremum in (1.8) is attained (recall that k = κn otherwise).
The m-convexity estimates (1.7) play this role in our proof.
One advantage of the Stampacchia iteration argument is that it
requires only one-sided non-collapsing (whereas the proof described
in [31] makes use of the techniques of [23], which fundamentally require
two-sided non-collapsing). In a separate article, with Lynch, we show
how to obtain analogous estimates for flows by non-linear functions of
curvature, where, in general, only one-sided non-collapsing holds.
1.3. Ancient solutions. In the second part of the paper, we consider
ancient solutions of (MCF). These are solutions of (MCF) which are
defined for time intervals I of the form (−∞, T ) with T ≤ ∞. For com-
pact Mn, we can assume without loss of generality that T = 1 is the
maximal existence time. In principle, this property should be extremely
rigid, since diffusion has had an arbitrarily long time to take effect. In-
deed, when n = 1, the only compact, convex, embedded ancient solu-
tions are shrinking circles and Angenent ovals [17]. For n ≥ 2, an anal-
ogous classification remains open; however, some recent breakthroughs
have been made. For instance, given any α > 0, the shrinking sphere
is the only α-non-collapsing (that is, H > 0 and −αH ≤ k ≤ k ≤ αH)
ancient solution which is either uniformly convex or of type-I curvature
growth (that is, lim supt→−∞
√
1− tmaxMn×{t}H < ∞) [22]. In fact,
the same statement is true for ancient solutions in dimensions n ≥ 2
when the non-collapsing condition is replaced by convexity [29]. The
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proof of the latter result is based on a clever modification of the proof
of Huisken’s umbilic estimate. The same idea applies to the cylindri-
cal estimates [29], so that convex, uniformly (m + 1)-convex ancient
solutions satisfy
|A|2 − 1
n−mH
2 ≤ 0 . (1.14)
Moreover, arguing via the strong maximum principle, it is shown that
strict inequality holds unless m = 1 (in which case the solution is
necessarily the shrinking sphere).
Adapting the argument of Huisken–Sinestrari, we are able to obtain
a sharp pinching estimate for ancient solutions, as long as the solution
has bounded rescaled volume; that is,
lim sup
t→−∞
1
(−t)n+1
∫ 0
t
∫
Mn
H(·, s) dµs ds <∞ . (1.15)
Note that, when the evolving hypersurfaces Mnt are mean convex and
bound precompact regions Ωt ⊂ Rn+1,
|Ωt| = |Ω0|+
∫ 0
t
∫
Mn
H(·, s) dµs ds .
Theorem 1.4. Fix a dimension n ∈ N \ {1} and a pinching condition
Γ ⊂ S(n) and denote by Λ the convex hull of the cylindrical points lying
in Γ. Let X : Mn × (−∞, 1)→ Rn+1 be a compact ancient solution of
(MCF) with bounded rescaled volume. Suppose, in addition, that the
solution is uniformly pinched, in the sense that
A(x,t) ∈ Γ0 for all (x, t) ∈Mn × (−∞, 0]
for some pinching condition Γ0 satisfying Γ0 \ {0} ⊂ Γ. Then
A(x,t) ∈ Λ for all (x, t) ∈Mn × (−∞, 1) .
Moreover, if Mn is connected, then A(x,t) ∈ int(Λ) for all (x, t) ∈
Mn× (−∞, 1) unless Λ is the umbilic ray and Mnt the shrinking sphere
Sn√
2n(1−t)
.
We note that it was left open in [29] whether or not the techniques
apply to the convexity estimate. The difficulty appears to arise in the
induction step in the proof of the convexity estimate in [26]: In order
to start the (k + 1)-st step, we require uniform pinching Hk ≥ αHk
for some α > 0, where Hk is the k-th mean curvature; however, the
conclusion of the k-th step only yields strict pinching Hk > 0. Under
the assumption of bounded rescaled volume, the desired estimate is an
immediate corollary of Theorem 1.4.
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Corollary 1.5. Fix n ∈ N \ {1} and let X : Mn × (−∞, 1) → Rn+1
be a compact, mean convex ancient solution of (MCF) with bounded
rescaled volume. Suppose, in addition, that
lim inf
t→−∞
κ1
H
> −∞ .
Then the solution is strictly convex for all t ∈ (−∞, 1).
The conditional bounded rescaled volume appears to be quite mild.
Indeed, it holds automatically if H is uniformly bounded in Ln or
L∞ for t < 0 (see Lemma 5.2). The latter is clearly true for type-I an-
cient solutions and, moreover, follows for convex ancient solutions from
Hamilton’s Harnack estimate [29]. A similar estimate holds for (inte-
rior) non-collapsing solutions [33] (see also [23]). In their classification
of embedded, closed, convex ancient solutions of the curve shortening
flow, Daskalopoulos, Hamilton and S˘es˘um show that bounds for the
curvature in L1 and L∞ are sufficient (and necessary) to deduce that a
closed, embedded ancient solution is convex [17]. A sup-bound for the
speed was assumed in the recent, very general, classification of con-
vex ancient solutions of curvature flows in the sphere [15] when the
corresponding flow does not admit an appropriate Harnack estimate3.
In any case, this is already sufficient to weaken the convexity assump-
tion in the rigidity result of Huisken and Sinestrari [29] and (when
n ≥ 2) the non-collapsing assumption in the result of Haslhofer and
Hershkovitz [22].
Corollary 1.6. Fix n ∈ N \ {1} and let X : Mn × (−∞, 1) → Rn+1
be a compact, connected, mean convex, embedded ancient solution of
(MCF) satisfying
lim inf
t→−∞
κ1
H
> −∞ .
Then the following are equivalent:
(1) Mnt is the shrinking sphere S
n√
2n(1−t)
(2) Mnt is uniformly convex:
lim inf
t→−∞
min
Mn×{t}
κ1
H
> 0 .
(3) Mnt has bounded rescaled diameter:
lim sup
t→−∞
diam(Mnt )√
1− t <∞ .
3It is tempting to conjecture that all ancient solutions should have bounded
mean curvature as t→ −∞; however, recent numerical evidence suggests that this
is false [11].
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(4) Mnt has bounded eccentricity:
lim sup
t→−∞
ρ+(t)
ρ−(t)
<∞ ,
where ρ+(t) and ρ−(t) denote, respectively, the circum- and in-
radii of Mnt .
(5) Mnt has bounded mean curvature ratios:
lim sup
t→−∞
maxMn×{t}H
minMn×{t}H
<∞ .
(6) Mnt has type-I curvature growth:
lim sup
t→−∞
√
1− t max
Mn×{t}
H <∞ .
(7) Mnt satisfies a reverse isoperimetric inequality:
lim sup
t→−∞
µt(M)
n+1
|Ωt|n <∞ .
As a consequence of the convexity estimate, we also obtain a sharp
estimate for the exscribed curvature, so long as the flow is exterior
non-collapsing.
Theorem 1.7. Fix n ∈ N and let X : Mn × (−∞, 1) → Rn+1 be a
compact, mean convex ancient solution of (MCF) with bounded rescaled
volume. Suppose, in addition, that
lim inf
t→−∞
min
Mn×{t}
k
H
> −∞ .
Then Mnt bounds a strictly convex region for all t ∈ (−∞, 1).
In particular, any compact, mean convex ancient solution of (MCF)
with bounded rescaled volume and more than one connected compo-
nent is exterior collapsing as t→ −∞.
Another immediate corollary of Theorem 1.4 is a sharp estimate for
the largest principal curvature.
Corollary 1.8. Fix n ∈ N \ {1} and let X : Mn × (−∞, 1) → Rn+1
be a compact, mean convex ancient solution of (MCF) with bounded
rescaled volume. Suppose, in addition, that
lim inf
t→−∞
min
Mn×{t}
κ1 + · · ·+ κm+1
H
> 0
for some m ∈ {0, . . . , n− 2}. Then(
κn − 1
n−mH
)
(x, t) ≤ 0
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for all (x, t) ∈ Mn × (−∞, 1). Moreover, if Mn is connected, then
the inequality is strict, unless m = 0 and Mnt the shrinking sphere
Sn√
2n(1−t)
.
This allows us to obtain a sharp estimate for the inscribed curvature,
so long as the flow is interior non-collapsing.
Theorem 1.9. Fix n ∈ N \ {1} and m ∈ {0, . . . , n − 1} and let X :
Mn × (−∞, 1)→ Rn+1 be a compact, mean convex ancient solution of
(MCF) with bounded rescaled volume. Suppose, in addition, that
lim inf
t→−∞
min
M×{t}
κ1 + · · ·+ κm+1
H
> 0
and
lim sup
t→−∞
max
M×{t}
k
H
<∞ .
Then
k(x, t)− 1
n−mH(x, t) ≤ 0
for all (x, t) ∈ Mn × (−∞, 1). Moreover, if Mn is connected, then
the inequality is strict, unless m = 0 and Mnt the shrinking sphere
Sn√
2n(1−t)
.
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2. Preliminaries
In this section, we collect some background results which are needed
for the proofs of the main theorems but may have a wider range of
applicability. Particular results of interest are Propositions 2.2, 2.4,
2.7 and 2.8.
We will begin with some evolution equations. So let X : Mn ×
I → Rn+1 be a smooth solution of (MCF) for some compact manifold
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Mn. Then the family µt := µ(·, t), t ∈ I, of measures induced by the
immersions Xt satisfy
d
dt
∫
η dµ =
∫ (
∂tη − ηH2
)
dµ (2.1)
for any η ∈ C∞(Mn×I), which is nothing more than the first variation
formula for the area. In fact, (2.1) holds for almost every t for test
functions which are only L1 in space and W 1,1 in time.
Next, we consider functions of curvature. First, by a simple compu-
tation making use of (1.2), we find
(∂t −∆)|A| = |A|2|A| − 1
2|A|3 |A⊗∇A−∇A⊗ A|
2 (2.2)
wherever A 6= 0. The gradient term on the right hand side will prove
useful.
Lemma 2.1 (Cf. [25, Lemma 2.3]). Given a dimension n ∈ N\{1} and
an open, O(n)-invariant cone Γ0 ⊂ S(n) whose closure does not contain
the cylindrical point diag(0, . . . , 0, 1), there is a constant γ > 0 with the
following property: Given a smooth, strictly mean convex immersion
X : Mn → Rn+1,
|A⊗∇A−∇A⊗A|2 ≥ γ|A|2|∇A|2
on the set Mn0 := {x ∈Mn : Ax ∈ Γ0}.
Proof. Fix any x ∈ Mn0 at which |A||∇A| 6= 0 and rescale so that
|A||∇A| = 1. By compactness of the set {(W,T ) ∈ Γ0×(Rn⊙Rn⊙Rn) :
|W ||T | = 1}, where ⊙ denotes the symmetric tensor product, it suffices
to prove that
|A⊗∇A−∇A⊗ A|2 > 0
at x. Suppose, to the contrary, that
A⊗∇A = ∇A⊗ A .
In a principal frame, this becomes, after applying the Codazzi identity,
κpδpq∇kAij = κiδij∇kApq (2.3)
for each p, q, k, i and j. By hypothesis, κn > 0. Fix k, i and j so that
∇kAij 6= 0. Then
κn∇kAij = κiδij∇kAnn , (2.4)
so that, in particular, i = j. By the Codazzi identity, the same ar-
gument implies k = j. Thus, ∇kAij is non-zero only if k = i = j.
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Returning to (2.4), we find
κn∇kAkk = κk∇kAnn
and conclude that k = n. That is, κn∇kAij is non-zero only if k = i =
j = n. On the other hand, for any i 6= n, (2.3) yields
κi∇nAnn = κn∇nAii = 0 .
It follows that κi = 0 unless i = n. But this contradicts the hypothesis
Ax ∈ Γ0. 
Next, we will consider the function which gives the distance of the
curvature A to the boundary of a pinching set Γ ⊂ S(n), but first we
need to recall some facts from convex geometry: Given a convex subset
C ⊂ E of a finite dimensional normed linear space E, we recall that
the signed distance to the boundary of E is given by
dC(x) = inf
ℓ∈SC
ℓ(x) , (2.5)
where SC denotes the set of supporting affine functionals for C; that
is, the set of affine linear maps ℓ : E → R satisfying ‖Dℓ‖ = 1 and
ℓ(x) ≥ 0 for all x ∈ C with equality at some x0 ∈ ∂C. We will also say
that ℓ supports C at x0 and denote by Sx0C the set of supporting affine
functionals which support C at x0. Note that dC(x) is the distance
from x to E \ C if x ∈ C and the negative of the distance from x to
C if x ∈ E \ C. Note also that, in case C is a cone, SC ⊂ E∗; that is,
the supporting affine functionals are linear functionals. Moreover, by
the Hahn–Banach Theorem, the infimum in (2.5) is always attained by
some ℓ ∈ SC.
Finally, observe that a convex, O(n)-invariant cone Γ ⊂ S(n) defines
a convex, symmetric4 cone γ ⊂ Rn (and vice versa) via the rule
z ∈ γ ⇐⇒ o(diag(z)) ⊂ Γ ,
where o denotes the orbit under the O(n) action, and
dγ(z) = dΓ(Z)
for any z ∈ γ and Z ∈ o(diag(z)).
Proposition 2.2. Let X : Mn × I → Rn+1 be a solution of mean
curvature flow. Given any closed, convex, O(n)-invariant cone Γ ⊂
S(n), the function G :Mn × I → R defined (with respect to some, and
hence any, orthonormal basis) by
G(x, t) := dΓ(A(x,t))
4That is, invariant under permutation of components.
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satisfies
(∂t −∆)G ≥ |A|2G (2.6)
in both the viscosity and the distributional sense.
Proof. We first show that the inequality holds in the viscosity sense.
Fix (x0, t0) ∈Mn × I and let ϕ ∈ C∞(Br(x0, t0)× (t0 − r2, t0]), r > 0,
be any smooth lower support function for G at (x0, t0); that is,
ϕ ≤ G on Br(x0, t0)× (t0 − r2, t0] and ϕ(x0, t0) = G(x0, t0) .
Here Br(x0, t0) := {x ∈Mn : dt0(x, x0) < r} denotes the time t0 metric
ball of radius r centred at x0.
We need to show that ϕ satisfies
(∂t −∆)ϕ ≥ |A|2ϕ
at the point (x0, t0). Fix an orthonormal basis {e0i }ni=1 at (x0, t0) and
let L0 ∈ SΓ be a supporting affine functional satisfying
G = Lij0 Aij at (x0, t0) .
Having fixed an orthonormal basis at (x0, t0), we can consider L0 as a
symmetric bilinear form acting on Tx0M . We smoothly extend L0 to
a symmetric bilinear form L defined in a neighbourhood of (x0, t0) by
setting L := Lij0 ei⊗ ej, where the orthonormal frame {ei}ni=1 is formed
by solving
∇ei ≡ 0 and ∇tei ≡ 0 with ei(x0, t0) = e0i
for any metric connection ∇. Set φ(x, t) := L(A(x,t)). Choosing r
smaller if needed, we can arrange that φ is defined on Br(x0, t0) ×
(t0−r2, t0]. Moreover, since the basis {ei}ni=1 remains orthonormal and
L0 ∈ SΓ, it is a consequence of the definition (2.5) that
φ ≥ G on Br(x0, t0)× (t0 − r2, t0] .
Thus, φ is a smooth upper support for G at (x0, t0). Since φ is smooth,
we can compute
(∂t −∆)ϕ ≥ (∂t −∆)φ
= (∂t −∆)(L(A))
= L((∇t −∆)A)− gkl (2∇kL(∇lA) +∇k∇lL(A))
= |A|2ϕ− gkl (2∇kL(∇lA) +∇k∇lL(A)) (2.7)
at (x0, t0). Choosing ∇ := ∇ yields the claim (later, we will choose ∇
more carefully).
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To see that the inequality is satisfied in the distributional sense,
it now suffices, by Alexandroff’s Theorem [1], to show that G is lo-
cally quasi-concave [18, Chapter 6]. To prove this, fix (x0, t0) and let
φ ∈ C∞(Br(x0) × (t0 − r2, t0]) be the upper support for G at (x0, t0)
constructed above. Setting u(s) := G ◦ γ for any unit length geodesic
γ : I →Mn with (γ(0), γ′(0)) = (x0, v), we find
u(s)− u(0) ≤ φ(γ(s))− φ(x0)
= s∇vφ(x0) + 1
2
s2∇2v,vφ(x0) + o(s2) .
Now set uλ(s) := u(s)− λs2, where λ := supBr/2(x0,t0) |∇2φ|. Then
uλ(s)− uλ(0) ≤ s∇vφ(x0) + 1
2
s2∇2v,vφ(x0)− λs2 + o(s2)
≤ s∇vφ(x0)− λ
2
s2 + o(s2) .
For s sufficiently small, we obtain
uλ(s) ≤ uλ(0) + s∇vφ(x0) .
Thus, at each point, we have found a supporting line lying locally above
the graph of uλ. This proves the claim. 
The following well-known ‘tensor maximum principle’ is an immedi-
ate corollary.
Corollary 2.3. Let X : Mn × [0, T ) → Rn+1 be a solution of mean
curvature flow and Γ ⊂ S(n) a closed, convex, O(n)-invariant cone.
Suppose that A(x,0) ∈ Γ for all x ∈ Mn. Then A(x,t) ∈ Γ for all
(x, t) ∈Mn × [0, T ).
A more careful analysis yields a stronger statement for the cones
Λm := Conv{Cylm} ,
where Conv denotes the convex hull in S(n) and Cylm denotes the
set of m-cylindrical points ; that is, the points W ∈ S(n) with a null
eigenvalue of multiplicity m and a positive eigenvalue of multiplicity
n−m.
Proposition 2.4. Let X : Mn × [0, T )→ Rn+1, n ≥ 2, be a compact,
connected solution of mean curvature flow and Λm ⊂ S(n) the convex
hull of the m-cylindrical points for some m ∈ {0, . . . , n− 1}. Suppose
that A(x,0) ∈ Λm for all x ∈ Mn. Then either A(x,t) ∈ int(Λm) for all
(x, t) ∈Mn × (0, T ) or m = 0 and Mnt is a shrinking sphere.
SHARP ONE-SIDED CURVATURE ESTIMATES FOR MCF 17
Proof. First, we make a more careful choice of the metric connection
in (2.7) in order to obtain a good gradient term (cf. [2, Theorem 3.2]).
Given any C ∈ Γ(M × [0, T ), T ∗M ⊗ T ∗M ⊗ TM) satisfying
g(C(w, u), v) + g(u, C(w, v)) = 0 for all u, v, w ∈ TM (2.8)
we can define a metric connection ∇ on TM (and the entire tensor
algebra using the Leibniz rule) via
∇uv := ∇uv + C(u, v) .
Recalling (2.7), we want to estimate the gradient term
QC(∇A) := − gkl
(
2∇kL(∇lA) +∇k∇lL(A)
)
at the point (x0, t0), where, with respect to the∇-parallel frame {ei}ni=1,
L = Lij0 ei⊗ej for some supporting affine functional L0 ∈ SΛm satisfying
G(x0, t0) = L0(A(x0,t0)). So we need to compute
∇kL = Lij0 (Ckipep ⊗ ej + Ckjqei ⊗ eq)
and
∇k∇lL = Lij0 (∇kClipep ⊗ ej +∇kCljqei ⊗ eq
+ Cli
pCkp
rer ⊗ ej + ClipCkjqep ⊗ eq
+Clj
qCki
pep ⊗ eq + CljqCkqrei ⊗ er) .
To simplify things, we can arrange that {e0i }ni=1 is a principal frame
and
L0 = diag(ℓ0)
for some ℓ0 ∈ S~κ(x0,t0)λm, where λm is the convex, symmetric cone in Rn
corresponding to Λm and ~κ denotes the eigenvalue n-tuple (κ1, . . . , κn).
Then, making use of the antisymmetry (2.8), we find
QC(∇A) = − 2
n∑
k,i,p=1
ℓi0Ckip (2∇kAip + Ckip(κp − κi))
= − 2
n∑
k=1
∑
i<p
(
ℓi0 − ℓp0
)
Ckip (2∇kAip + Ckip(κp − κi))
at the point (x0, t0).
Noting that ∇kAij = 0 whenever κi = κj, we can rewrite this as
QC(∇A) =
2
n∑
k=1
∑
κi<κp
(
ℓi0 − ℓp0
)
(κp − κi)
(
(∇kAip)2
(κp − κi)2 −
[
Ckip +
∇kAip
κp − κi
]2)
.
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If we choose C so that
(κj − κi)Ckij = −∇kAij
at (x0, t0) and set
Q(∇A) := 2 sup
ℓ∈S~κλm
n∑
k=1
∑
κi<κp
ℓi − ℓp
κp − κi (∇kAip)
2 ,
then we have proved that G satisfies
(∂t −∆)G ≥ |A|2G+Q(∇A)
in the viscosity sense.
Note that the gradient term is non-negative.
Claim 2.5. Let γ ⊂ Rn be a convex, symmetric cone. Then for each
w ∈ γ and each ℓ ∈ Sγ such that dγ(w) = ℓ(w),
(ℓi − ℓj)(wj − wi) ≥ 0 for each i, j .
Proof. Fix i, j ∈ {1, . . . , n}. By symmetry of γ, we have ŵ ∈ γ, where
ŵ is obtained from w by interchanging its i-th and j-th component;
that is,
ŵ := w − (wi − wj)(ei − ej) .
Since ℓ(w) = dγ(w) = dγ(ŵ) = inf ℓ̂∈Sγ ℓ̂(ŵ), we obtain
(ℓj − ℓi)(wi − wj) =
n∑
k=1
ℓk(ŵk − wk) ≥ dγ(ŵ)− dγ(w) = 0 .

So suppose now that G reaches zero at an interior point (x0, t0).
Then, by the strong maximum principle [16], G ≡ 0. Hence G is
smooth and satisfies
∇G ≡ 0 and Q(∇A) ≡ 0 .
It follows that
n∑
i=1
ℓi∇kAii = 0 for each k
and
ℓi∇kAij = ℓj∇kAij for each k, i, j
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at each point (x, t) for every supporting ℓ ∈ S~κ(x,t)γ. Putting these
together, we find
ℓk∇kH =
n∑
i=1
ℓk∇kAii =
n∑
i=1
ℓk∇iAki =
n∑
i=1
ℓi∇iAki =
n∑
i=1
ℓi∇kAii = 0
for each k. If ∇H ≡ 0 then, by compactness of M , the time slices
must be round spheres [1], which implies the claim; otherwise, there is
a point at which ℓk = 0 for some k. That is, ℓ · ek = 0. We claim that
κ1 = 0 at such a point.
Claim 2.6. Let ℓ ∈ Swλm support λm at w ∈ ∂λm. Then either ℓk 6= 0
for every k or there is an l such that wl = 0.
Proof. The claim is evident for m = n− 1, since in that case λm is the
non-negative cone γ+ = {w ∈ Rn : min1≤i≤n wi ≥ 0}. So suppose that
m ≤ n − 2. Note that λm is the convex hull of the cylindrical points
{(wmσ(1), . . . , wmσ(n)) : σ ∈ Pn}, where Pn denotes the set of permutations
of {1, . . . , n} and
wm := (0, . . . , 0︸ ︷︷ ︸
m−times
, 1, . . . , 1) .
Thus,
n∑
i=1
ℓiwmσ(i) ≥ 0 (2.9)
for each σ ∈ Pn. If ℓk = 0 for some k ∈ {1, . . . , n}, then applying (2.9)
to each σ satisfying σ(k) ∈ {m + 1, . . . , n} (i.e. by putting one of the
1’s in the σ(k)-th position), we find that the sum of any n − (m + 1)
of the components of ℓ is non-negative; that is,
n∑
m+2
ℓσ(i) ≥ 0 (2.10)
for each σ ∈ Pn. On the other hand, by the convex hull property, the
supporting hyperplane {z ∈ Rn : ℓ(z) = 0} must pass through at least
one cylindrical point. That is, there is some ω ∈ Pn such that
0 =
n∑
i=1
ℓiwmω−1(i) =
n∑
i=m+1
ℓω(i) . (2.11)
Combining (2.10) and (2.11), we deduce that
ℓω(i) = 0 for i = m+ 1, . . . , n and ℓω(i) ≥ 0 for i = 1, . . . , m .
It follows that ℓ supports the positive cone, which yields the claim. 
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It follows that the distance to the boundary of the positive cone
Γ+ := {W ∈ S(n) : W > 0} reaches an interior minimum at such a
point. The well-know splitting theorem for Γ+ (see, for example, [32,
Proposition 4.2.7]) now implies that the solution splits off a line. But
this is impossible by compactness of Mn. 
Next, we prove a geometric Poincare´ inequality for functions with
support compactly contained in the set of non-cylindrical points. To
formulate the estimate, we denote by
Cyl := ∪n−1m=0Cylm
the set of cylindrical points, where Cylm is the set of m-cylindrical
points defined above.
Proposition 2.7 (Poincare´ inequality (Cf. [25, Lemma 5.4] and [14,
Proposition 3.3])). Let Γ ⊂ S(n) be an open, O(n)-invariant cone sat-
isfying Γ \ {0} ⊂ {W ∈ S(n) : tr(W ) > 0} and Γ ∩ Cyl = ∅. Then
there is a constant γ = γ(n,Γ) > 0 with the following property: Let
X : Mn → Rn+1 be a smooth hypersurface and u ∈ W 2,1(Mn) a func-
tion for which the set {Ax : u(x) > 0, x ∈ Mn} is precompact and lies
in Γ. Then, for every r > 0,
γ
∫
u2|A|2 dµ ≤ r−1
∫
|∇u|2 dµ+ (1 + r)
∫
u2
|∇A|2
H2
dµ .
Proof. Define the tensor
C := A⊗A2 − A2 ⊗ A .
Observe that
|C|2 = 2
∑
i>j
κ2iκ
2
j(κi − κj)2.
It follows that C vanishes only at cylindrical points. In particular,
by homogeneity, and compactness of {W ∈ Γ : |W | = 1}, there is a
constant γ = γ(n,Γ) > 0 such that
|C|2 ≥ γ|A|2H4
for all points in the support of u. On the other hand, Simons’ identity
states that
∇(i∇j)Akl −∇(k∇l)Aij = Cijkl ,
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where the brackets indicate symmetrization. Thus,
γ
∫
u2|A|2 dµ ≤
∫
u2H−4|C|2
=
∫
u2H−4C ijkl(∇i∇jAkl −∇k∇lAij)
=
∫
u2
(
2H−4C ijklu−1∇iu− 4H−5C ijkl∇iH
+H−4∇iC ijkl
)∇jAkl
−
∫
u2
(
2H−4C ijklu−1∇ku− 4H−5C ijkl∇kH
+H−4∇kC ijkl
)∇lAij .
Estimating (using homogeneity and compactness) |C| ≤ c(n,Γ)H3 and
|∇C| ≤ c(n,Γ)H2|∇A| yields
γ
∫
u2|A|2 dµ ≤ c
∫
u2
(
2
|∇u|
u
|∇A|
H
+
|∇A|2
H2
)
for a constant c depending only on n and Γ. The claim now follows
from Young’s inequality. 
The following identity will play an analogous role for the inscribed
curvature k.
Proposition 2.8 (Cf. [8, §4], [7, §2] and [13, §3]). Let X : Mn =
∂Ωn+1 →֒ Rn+1 be a smooth, properly embedded, strictly mean convex
hypersurface. Then, on the set M := {x ∈M : k(x) > κn(x)},
1
2
H ≤ div (W 2∇k)− 〈W , ∇W 2∇kA〉+ 12 |W∇k|2tr(W ) . (2.12)
in both the viscosity and the distributional sense, where the tangent
bundle endomorphism W : M → T ∗M ⊗ TM is defined by W−1 :=
k I−A.
Proof. We first show that the inequality holds in the viscosity sense.
So fix x0 ∈M and let ϕ ∈ C∞(Br(x0)), r > 0, be an upper support for
k at x0; that is,
ϕ ≥ k on Br(x0) and ϕ(x0) = k(x0) .
Now, since k(x0) > κn(x0), there is a point y0 ∈ M \ {x0} such
that k(x0) = k(x0, y0). Choosing r possibly smaller (namely, so that
Br(x0) ∩ Br(y0) = ∅), we can arrange that k ∈ C∞(Br(x0) × Br(y0)).
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Thus, the function ϕ(x, y) := ϕ(x) is an upper support for k at (x0, y0).
Since both functions are smooth, this implies
−∇2ϕ ≤ −∇2k
at (x0, t0), where the Hessians are overM
n×Mn. To estimate the right
hand side, choose local orthonormal coordinates {xi} near x0 and {yi}
near y0 and, for any n× n matrix Λ, consider
∇∂
xi
+Λi
p∂ypk =
2
d2
(〈
∂xi − Λip∂yp , νx − kdw
〉
+ 〈dw , Ax(∂xi)〉
)
,
where we have defined
d(x, y, t) := ‖X(x, t)−X(y, t)‖ ; w(x, y, t) := X(x, t)−X(y, t)
d
,
and
∂xi :=
∂X
∂xi
; ∂yi :=
∂X
∂yi
,
with sub- and super-scripts x and y denoting quantities relating to the
first and second factors respectively.
We now compute the second derivatives.
∇∂
xj
+Λj
p∂yp∇∂xi+Λip∂ypk
=
2
d2
{
〈−Axijνx + ΛipΛjqAypqνy , νx − kdw〉
+
〈
∂xi − Λip∂yp , Axj q∂xq
〉−∇∂
xj
+Λj
q∂yqk
〈
∂xi − Λip∂yp , dw
〉
− k 〈∂xi − Λip∂yp , ∂xj − Λjq∂yq 〉
+
〈
∂xj − Λjq∂yq , Axi p∂xp
〉
+
〈
dw , ∇Axij − (Ax)2ijνx
〉
−∇∂xi+Λip∂ypk
〈
∂xj − Λjq∂yq , dw
〉}
. (2.13)
Next, we use the vanishing of the y-derivatives at y0 to determine
the tangent plane to Mn at y0:
Lemma 2.9 (See [8, Lemma 6]). Fix x0 ∈ Mn and suppose that
k(x0) = k(x0, y0) for some y0 ∈ Mn \ {x0}. Then
νy = νx − kdw
at (x0, y0).
Proof of Lemma 2.9. Since there is an inscribed ball B ⊂ Ω of radius
1/k touching ∂Ω at x0 and y0, we obtain
ν(y0) = k(x0, y0)
(
y0 −
(
x0 − 1
k(x0, y0)
ν(x0)
))
= (νx − dkw)|(x0,y0) .
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
Thus, the tangent plane at y0 is the reflection of the tangent plane at
x0 about the plane orthogonal to y0− x0. In particular, we can choose
the basis at y0 to be the reflection of the basis at x0:
∂yi = ∂
x
i − 2 〈∂xi , w〉w at (x0, y0) . (2.14)
Recall now that
∂xi k = −
2
d2
〈dw , (kI− Ax)∂xi 〉 . (2.15)
If we choose the basis at x0 so that A
x is diagonal, then
2
d2
〈dw , ∂xi〉 = − ∂
x
i k
k − κxi
.
In particular, this implies (at (x0, y0))
dw = 〈dw , νx〉 νx +
n∑
i=1
〈dw , ∂xi 〉 ∂xi
=
d2
2
(
kνx −
n∑
i=1
∂xik
k − κxi
∂xi
)
(2.16)
so that
2
d2
=
1
2
(
k2 +
n∑
i=1
(∂xik)
2
(k − κxi )2
)
. (2.17)
Applying Lemma 2.9 and equations (2.14), (2.16) and (2.17) to (2.13)
yields, after some calculation,
−∇i∇jϕ ≤ −∇∂
xj
+Λj
p∂yp∇∂xi+Λip∂ypk
≤ k(A2x)ij − k2Axij −∇∂xik
∇∂
xj
k
k − κxj
−∇∂
xj
k
∇∂xik
k − κxi
+
1
2
(
k2 +
n∑
i=1
(∂xik)
2
(k − κxi )2
)
(Xij − 2ΛipXpj + ΛipΛjqYpq)
+
n∑
p=1
∇∂xpk
k − κxp
∇pAxij (2.18)
at (x0, y0), where we have set X := kI−Ax and Y := kI−Ay. Writing
kA2x − k2Ax = −kAxX = −k(kI−X)X,
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the zero order terms can be collected, up to a factor of two, into the
matrix
Z := k2
(
X − 2ΛX + ΛY ΛT − 2
(
I− X
k
)
X
)
.
If Y is positive definite at (x0, y0), the expression is optimized with the
choice Λ := XY −1, in which case,
Z := k2
(
X −XY −1X − 2
(
I− X
k
)
X
)
= kX
(
I− kY −1 + I− kX−1)X
= kX
(
(Y − kI)Y −1 + (X − kI)X−1)X
= − kX (AyY −1 + AxX−1)X .
We claim that
AyY −1 ≥ k−1Ay .
Since each of the matrices in the expression can be mutually diagonal-
ized, it suffices to show that
κyi /k
1− κyi /k
≥ κyi /k
for each i, which follows immediately from the fact that κyi /k < 1.
Similarly, we obtain
AxX−1 ≥ k−1Ax .
It follows that
tr
(
WZW T
) ≤ −k(Hx +Hy) ≤ −kHx ,
where W := X−1. By a straightforward approximation argument, this
must also hold when Y is only non-negative definite at (x0, y0). Re-
turning to (2.18), we conclude that
1
2
H ≤ tr
{
∇2k (W · ,W · ) +∇W∇k A (W · ,W · )
− 2W 2(∇k)⊗W (∇k) + 1
2
|W∇k|2W
}
(2.19)
in the viscosity sense. To obtain (2.12), observe that
∇kW = W · ∇kA ·W −∇kkW 2
so that
div(W 2∇k) = tr (∇2k(W ·,W ·))+ 〈W , ∇W 2∇kA〉
+
〈
W 2 , ∇W∇kA
〉− 2 〈W 3(∇k) , ∇k〉 .
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The final two terms cancel with the second and third terms of (2.19),
which yields the claim.
To see that the inequality is satisfied in the distributional sense it now
suffices, as in the proof of Proposition 2.2, to find, for each x0 ∈ M ,
a smooth lower support φ ∈ C∞(Br(x0)), r > 0, for k at x0. Since
k(x0) > κn(x0), we have k(x0) = k(x0, y0) for some y0 ∈M , so that we
may take φ(x) := k(x, y0) ≤ k(x) on a small ball about x0 (i.e. one not
containing y0). 
Finally, we recall the following differential inequality for k under
mean curvature flow.
Lemma 2.10. Let X : Mn × [0, T )→ Rn+1 a smooth mean curvature
flow of properly embedded hypersurfaces Mnt = ∂Ω
n+1
t . Then
(∂t −∆)k ≤ |A|2k − 2
〈∇k , W (∇k)〉
on the set U := {(x, t) ∈ Mn × (0, T ) : k(x, t) > κn(x, t)} in both the
viscosity and the distributional sense, where the tangent bundle endo-
morphism W ∈ Γ(U, T ∗M ⊗ TM) is defined by W−1 := k I−A.
Proof. See [7, 8] and [13]. 
3. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. By time-translation and scal-
ing invariance of (MCF), it suffices to consider the case t0 = 0 and
R = 1. Let Λ be the convex hull of the cylindrical points in Γ and let
G1 :M
n × [0, T )→ R be the distance of A to Λ. Then
G1(x, t) := max{−dΛ(A(x,t)), 0} .
Thus, by Lemma 2.6, G1 satisfies
(∂t −∆)G1 ≤ |A|2G1
in the distributional sense. Using (2.2) and Lemma 2.1, we can modify
G1 to obtain a useful gradient term. Indeed, by Proposition 2.2, there
is a constant L = L(n,Γ0) < ∞ such that |A| ≤ LH under the flow.
Setting G2 := 2LH − |A|, we find
(∂t −∆)G2 = |A|2G2 + 1
2|A|3 |A⊗∇A−∇A⊗ A|
2 .
If we set
G := G21/G2 (3.1)
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then a straightforward computation yields
(∂t −∆)G ≤ |A|2G− G
2G2|A|3 |A⊗∇A−∇A⊗ A|
2 (3.2)
on the set {(x, t) ∈ Mn × [0, T ) : G(x, t) > 0} in the distributional
sense. Estimating
G2|A| ≤ 2L2H2
we obtain, from Lemma 2.1,
(∂t −∆)G ≤ |A|2G− γ1G |∇A|
2
H2
(3.3)
on the set Uε := {(x, t) ∈ Mn × [0, T ) : G(x, t) ≥ εH(x, t)} for some
γ1 = γ1(Γ0, ε).
Now consider, for any σ ∈ (0, 1), the function
Gε,σ := (G− εH)Hσ−1 .
We will prove the theorem by bounding Gε,σ from above for some σ ∈
(0, 1).
First observe that, by 3.3,
(∂t −∆)Gε,σ ≤ σ|A|2Gε,σ − γ1Hσ−1G |∇A|
2
H2
− σ(1− σ)Gε,σ |∇H|
2
H2
+ 2(1− σ)
〈
∇Gε,σ , ∇H
H
〉
≤ σ|A|2Gε,σ − γ1Gε,σ |∇A|
2
H2
+ 2|∇Gε,σ| |∇H|
H
(3.4)
on Uε in the distributional sense. Setting Gε,σ,+ := max{Gε,σ, 0} and
applying (2.1), we obtain (for almost every t ∈ [0, T ))
d
dt
∫
Gpε,σ,+dµ = p
∫
Gp−1ε,σ,+∂tGε,σ dµ−
∫
Gpε,σ,+H
2 dµ .
Discarding the second term on the right, applying (3.4) and integrating
the diffusion term by parts, we obtain
d
dt
∫
Gpε,σ,+dµ ≤ − p(p− 1)
∫
Gp−2ε,σ,+|∇Gε,σ|2dµ− γ1p
∫
Gpε,σ,+
|∇A|2
H2
dµ
+ 2p
∫
Gpε,σ,+
|∇Gε,σ|
Gε,σ
|∇H|
H
dµ+ σp
∫
Gpε,σ,+|A|2 dµ .
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Young’s inequality now yields
d
dt
∫
Gpε,σ,+dµ ≤ −
(
p2 − p 32 − p
)∫
Gp−2ε,σ,+|∇Gε,σ|2 dµ
−
(
γ1p− p 12
)∫
Gpε,σ,+
|∇A|2
H2
dµ
+ σp
∫
Gpε,σ,+|A|2 dµ . (3.5)
To estimate the final term, we apply the Poincare´ inequality, Propo-
sition 2.7, to the function u2 := Gpε,σ,+ with r = p
1
2 . Noting that
|∇u|2 = p2
4
Gp−2ε,σ,+|∇Gε,σ|2, this yields
γ2
∫
Gpε,σ,+|A|2 dµ ≤
p
3
2
4
∫
Gp−2ε,σ,+|∇Gε,σ|2 dµ
+
(
p
1
2 + 1
)∫
Gpε,σ,+
|∇A|2
H2
dµ , (3.6)
where γ2 > 0 depends only on n, Γ0 and ε. Applying this to (3.5) yields
d
dt
∫
Gpε,σ,+dµ ≤ −
(
p2 − p 32 − p− γ−12 σp
5
2
)∫
Gp−2ε,σ,+|∇Gε,σ|2 dµ
−
(
γ1p− p 12 − γ−12 σp(p
1
2 + 1)
)∫
Gpε,σ,+
|∇A|2
H2
dµ .
For large p and σ ∼ p− 12 the right hand side is non-positive.
Proposition 3.1. There exists ℓ = ℓ(n,Γ0, ε) > 0 such that, for almost
every t ∈ [0, T ),
d
dt
∫
Gpε,σ,+dµ ≤ 0
for all p > ℓ−1 and σ ≤ ℓp− 12 .
Just as in [25], we can now use the Michael–Simon Sobolev inequality
and Stampacchia’s lemma to extract an L∞-bound for Gε,σ,+ from the
Lp-estimate. This yields, for any ε > 0, constants σ0 = σ0(n,Γ0, ε) ∈
(0, 1) and C = C(n,Γ0,Θ, ε) <∞ such that
G ≤ εH + CH1−σ (3.7)
for any σ ∈ (0, σ0]. It follows that
G ≤ 2εH + Cε , (3.8)
where Cε = Cε(n,Γ0,Θ, ε).
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To complete the proof, we fix any η > 0 and consider two cases.
First, observe that
G1 ≤ ηH
whenever G1 ≤ η2LG2. On the other hand, if we set ε := η2/4L, then
(3.8) yields, wherever G1 >
η
2L
G2,
G1 ≤ G2
G1
(2εH + Cε)
≤ 2L
η
(2εH + Cε)
≤ ηH + Cη .
This completes the proof of Theorem 1.1.
4. Proof of Theorem 1.3
We now prove Theorem 1.3. Once again, it suffices to consider the
case t0 = 0 and R = 1. So fix m ∈ {0, . . . , n − 2} and set G1 :=
k − 1
n−m
H . Recalling Lemma 2.10, we obtain
(∂ −∆)G1 ≤ |A|2G1 +Q1(∇k)
on the set U := {(x, t) ∈ Mn × (0, T ) : k(x, t) > κn(x, t)} in the
distributional sense, where, in a principal frame,
Q1(∇k) = − 2
n∑
i=1
(∇ik)2
k − κi
.
This gradient term will be used to control terms involving ∇k.
Lemma 4.1. There is, for any ε > 0, a constant γ = γ(n, ε) > 0 such
that
−2
n∑
i=1
(∇ik)2
k − κi
≤ −γ |∇k|
2
G
on the set {(x, t) ∈M × (0, T ) : G(x, t) ≥ εH(x, t)}.
Proof. Since, for each i, k > κi, we can estimate
k − κi ≤ nk −H = nG+ m
n−mH ≤
(
n+
m
n−mε
−1
)
G .

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To control terms involving ∇A, we can make use of Lemma 2.1 by
modifying G1 as in the proof of Theorem 1.1. So set G2 := 2LH − |A|,
where L = L(n, α, Λ) is chosen so that
|A| ≤ LH and G1/G2 ≤ 1 .
Then the function
G := G21/G2 (4.1)
is well-defined and satisfies
(∂t −∆)G ≤ |A|2G− 4 G
G2
n∑
i=1
(∇ik)2
k − κi
− G
2G2|A|3 |A⊗∇A−∇A⊗A|
2
on the set U in the distributional sense. By Lemmas 2.1 and 4.1, there
is, for any ε > 0, a constant γ1 = γ1(n, α, Λ, ε) such that
5
(∂t −∆)G ≤ |A|2G− γ1G
( |∇k|2
G2
+
|∇A|2
H2
)
on the set Uε := U ∩ {(x, t) ∈ Mn × (0, T ) : G(x, t) > εH(x, t)} in the
distributional sense.
Next, fix ε > 0 and, by (3.7), constants σ0 = σ0(n, α, ε) ∈ (0, 12) and
K = C(n, α,Θ, ε) <∞ such that
κn(x, t)− 1
n−mH(x, t) ≤
ε
2
H(x, t) +KH1−σ (4.2)
for all (x, t) ∈ M×[0, T ) and σ ∈ (0, σ0), and define, for any σ ∈ (0, σ0),
Gε,σ,K := (G− εH)Hσ−1 −K .
For notational convenience, we also set
Gε,σ := (G− εH)Hσ−1 .
Then, using (4.2), we find
k − κn ≥ G1 − ε
2
H −KH1−σ
≥ G− ε
2
H −KH1−σ
= H1−σGε,σ,K +
ε
2
H
5Note that the cylindrical point diag(0, . . . , 0, 1) is ruled out by the initial pinch-
ing condition κ1 + · · ·+ κm+1 ≥ αH , m ∈ {0, 1, . . . , n− 2}.
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so that, wherever Gε,σ,K ≥ 0,
k − κn ≥ ε
2
H .
We will show that Gε,σ,K is bounded from above for some σ ∈ (0, σ0).
Observe first that Gε,σ,K satisfies the differential inequality
(∂t −∆)Gε,σ,K ≤ σ|A|2Gε,σ − γ1GHσ−1
( |∇k|2
G2
+
|∇A|2
H2
)
+ 2(1− σ)
〈
∇Gε,σ , ∇H
H
〉
(4.3)
on the support of Gε,σ,K in the distributional sense.
Setting Gε,σ,K,+ := max{Gε,σ,K, 0}, we will prove the following ana-
logue of Proposition 3.1.
Proposition 4.2 (Lp-estimate). There exists a constant ℓ > 0, which
depends only on n, α, Λ, and ε, such that
d
dt
∫
Gpε,σ,K,+ dµ ≤ σKp
∫
|A|2dµ
for all p ≥ ℓ−1 and σ ≤ ℓp− 12 .
Proof. Applying (4.3) and integrating the diffusion term by parts, we
obtain
d
dt
∫
Gpε,σ,K,+dµ ≤ − p(p− 1)
∫
Gp−2ε,σ,K,+|∇Gε,σ|2 dµ
+ σp
∫
Gp−1ε,σ,K,+Gε,σ|A|2
− γ1p
∫
Gp−1ε,σ,K,+GH
σ−1
( |∇k|2
G2
+
|∇A|2
H2
)
dµ
+ 2p(1− σ)
∫
Gpε,σ,K,+
|∇Gε,σ|
Gε,σ,K
|∇H|
H
dµ .
Estimating Gε,σ,K ≤ GH1−σ and, by Young’s inequality,
pKGp−1ε,σ,K ≤ Kp + (p− 1)Gpε,σ,K
and
2
|∇Gε,σ|
Gε,σ,K
|∇H|
H
≤ p 12 |∇Gε,σ|
2
G2ε,σ,K
+ p−
1
2
|∇H|2
H2
,
SHARP ONE-SIDED CURVATURE ESTIMATES FOR MCF 31
we obtain
d
dt
∫
Gpε,σ,K,+dµ ≤ − p
(
p− p 12 − 1
)∫
Gp−2ε,σ,K,+|∇Gε,σ|2dµ
− γ1p
∫
Gpε,σ,K,+
|∇k|2
G2
dµ
−
(
γ1p− p 12
)∫
Gpε,σ,K,+
|∇A|2
H2
dµ
+ 2σp
∫
Gpε,σ,K,+|A|2dµ+ σKp
∫
|A|2dµ . (4.4)
To estimate the penultimate term, we make use of Proposition 2.8.
Proposition 4.3 (Poincare´ inequality). There is a constant γ2 > 0,
which depends only on n, Λ and ε, such that
γ2
∫
Gpε,σ,K,+|A|2 dµ ≤ p
3
2
∫
Gp−2ε,σ,K,+|∇Gε,σ|2dµ
+ (p
1
2 + 1)
∫
Gpε,σ,K,+
|∇k|2
G2
dµ
+
∫
Gpε,σ,K,+
|∇A|2
H2
dµ .
Proof. Fix γ = γ(n, Λ) > 0 so that 2γ|A|2 ≤ H2. Then, by (2.12),
γ
∫
Gpε,σ,K,+|A|2 dµ ≤
1
2
∫
Gpε,σ,K,+H
2 dµ
≤
∫
Gpε,σ,K,+H
(
div
(
W 2∇k)− 〈W , ∇W 2∇kA〉
+
1
2
|W∇k|2tr(W )
)
dµ .
Integration by parts now yields
γ
∫
Gpε,σ,K,+|A|2 dµ
≤ −
∫
Gpε,σ,K,+H
2
(
p
〈∇Gε,σ
Gε,σ,K
,
W 2∇k
H
〉
+
〈∇H
H
,
W 2∇k
H
〉
+
〈
W ,
∇W 2∇kA
H
〉
− 1
2
|W∇k|2 tr(W )
H
)
dµ .
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Estimating |W | ≤ C(n, ε)H−1 and G ≤ C(n, Λ)H , we obtain
γ
∫
Gpε,σ,K,+|A|2 dµ ≤ C
∫
Gpε,σ,K,+
(
p
|∇Gε,σ|
Gε,σ,K
|∇k|
G
+
|∇k|
G
|∇A|
H
+
|∇k|2
G2
)
dµ ,
where C = C(n, Λ, ε). The claim now follows from Young’s inequality.

Applying Proposition 4.3 to the inequality (4.4) yields
d
dt
∫
Gpε,σ,K,+dµ ≤ − p
(
p− 2γ−12 σp
3
2 − p 12 − 1
)∫
Gp−2ε,σ,K,+|∇Gε,σ|2dµ
−
(
γ1p− 2γ−12 σp
(
p
1
2 + 1
))∫
Gpε,σ,K,+
|∇k|2
G2
dµ
−
(
γ1p− p 12 − 2γ−12 σp
)∫
Gpε,σ,K,+
|∇A|2
H2
dµ
+ σKp
∫
|A|2dµ .
This completes the proof of Proposition 4.2. 
The iteration argument leading to an upper bound for Gε,σ,K now
proceeds similarly as in [25]. The proof is then completed by estimating
as in the final argument of the proof of Theorem 1.1.
5. Ancient solutions
First, we prove Theorem 1.4.
Proof of Theorem 1.4. Choose L = L(n,Γ0) <∞ such that
|A| ≤ LH and − dΛ(A) ≤ L 12H ,
where dΛ denotes the signed distance to the boundary of Λ (see (2.5)),
and, as in the proof of Theorem 1.1, define a function G : Mn ×
(−∞, 1)→ R via
G :=
max{−dΛ(A), 0}2
2LH − |A| .
Set also, for any ε > 0 and σ ∈ (0, 1),
Gε,σ := (G− εH)Hσ−1 .
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Then, proceeding as in the proof of Theorem 1.1, we obtain the in-
equalities
d
dt
∫
Gpε,σ,+dµ ≤ −
(
p2 − p 32 − p
)∫
Gp−2ε,σ,+|Gε,σ|2 dµ
−
(
γ1p− p 12
)∫
Gpε,σ,+
|∇A|2
H2
dµ
+ σp
∫
Gpε,σ,+|A|2 dµ (5.1)
(cf. (3.5)) and
γ2
∫
Gpε,σ,+|A|2 dµ ≤
p
3
2
4
∫
Gp−2ε,σ,+|∇Gε,σ|2 dµ
+
(
1 + p
1
2
)∫
Gpε,σ,+
|∇A|2
H2
dµ (5.2)
(cf. (3.6)) for suitable constants γ1 and γ2 which depend only on n, Γ0
and ε, where Gε,σ,+ := max{Gε,σ, 0}. We used these to conclude that
d
dt
∫
Gpε,σ,+ dµ ≤ 0
for p sufficiently large and σ sufficiently small, of the order p−
1
2 ; how-
ever, choosing σ a little smaller (but still of order p−
1
2 ), we obtain the
following.
Lemma 5.1. There exists ℓ > 0, which depends only on n, Γ0 and ε,
such that
d
dt
∫
Gpε,σ,+ dµ ≤ −σp
∫
Gpε,σ,+|A|2 dµ (5.3)
for all p > ℓ−1 and σ < ℓp−
1
2 .
We can now proceed exactly as in [29, Theorem 5.2]: Since σ is of
the order p−
1
2 , we can still arrange that σp > 2n + 1 if p is sufficiently
large. In that case, δ := 2
σp+1
< 1
n+1
< 1. Thus, noting also that
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Gε,σ ≤ Hσ, we may estimate∫
Gpε,σ,+ dµ =
∫
G
p(1−δ)
ε,σ,+ G
δp
ε,σ,+ dµ
≤
∫
G
p(1−δ)
ε,σ,+ H
δσp dµ
=
∫
(Gpε,σ,+H
2)1−δHδ dµ
≤
(∫
Gpε,σ,+H
2 dµ
)1−δ (∫
H dµ
)δ
for p sufficiently large. Applying 5.3, and recalling the algebraic in-
equality n|A|2 ≥ H2, this yields
d
dt
∫
Gpε,σ,+ dµ ≤ − (2n+ 1)
∫
Gpε,σ,+|A|2 dµ
≤ −
∫
Gpε,σ,+H
2 dµ
≤ −
(∫
Gpε,σ,+ dµ
) 1
1−δ
(∫
H dµ
)− δ
1−δ
≤ −
(∫
Gpε,σ,+ dµ
)1+ 2
σp−1
(∫
H dµ
)− 2
σp−1
.
Setting
ϕ(t) :=
∫
Gε,σ,+(x, t)
p dµt(x) , ψ(t) :=
∫
H(x, t) dµt(x)
and β := 2
σp−1
, this becomes
d
dt
(
ϕ−β
)
= −βϕ−β−1 d
dt
ϕ ≥ βψ−β . (5.4)
Note that, if ϕ(s) = 0 for some s ∈ (−∞, 1), then ϕ(t) = 0 for all
t ∈ [s, 1) since the inequality G ≤ εH is preserved under the flow. Set
τ0 := sup{s ∈ (−∞, 0] : ϕ(t) > 0 for all t < s} .
Suppose that τ0 > −∞. Then (5.4) and Ho¨lder’s inequality yield
ϕ−β(τ)− ϕ−β(s) ≥ β
∫ τ
s
ψ−β(t)dt
≥ β(τ − s)1+β
(∫ τ
s
ψ(t)dt
)−β
(5.5)
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for any s < τ < τ0. Applying the bounded rescaled volume hypothesis
(1.15), we conclude
ϕβ(τ) ≤ C (1− s)
β(n+1)
(τ − s)1+β
for some C < ∞ and all s < τ < τ0. But 0 < nβ < 1, so that,
taking s → −∞, we obtain ϕ(τ) = 0, a contradiction. We are forced
to conclude that τ0 = −∞. It follows that G ≥ −εH for any ε > 0, and
hence A(x,t) ∈ Λ for all (x, t) ∈ Mn × (−∞, 1). The rigidity statement
now follows from Proposition 2.4. 
The following Lemma provides sufficient conditions for the bounded
rescaled volume hypothesis.
Lemma 5.2 (Cf. [29]). Let X : Mn × (−∞, 1) → Rn+1, n ≥ 2,
be a compact, connected, mean convex, embedded ancient solution of
(MCF). Suppose that one of the following hold:
(1) lim sup
t→−∞
∫
Hn dµ <∞,
(2) lim sup
t→−∞
max
Mn×{t}
H <∞,
(3) lim inf
t→−∞
min
Mn×{t}
κ1
H
> 0 or
(4) |∇H|2 ≤ 1
n− 1 |A˚|
2H2.
Then Mt has bounded rescaled volume.
Proof. The first three claims are proved just as in [29]: For the first
case, set
Λ := sup
t∈(−∞,0]
(∫
Hn dµ
) 1
n
<∞ .
Using Ho¨lder’s inequality and (2.1), observe that
d
dt
µ(Mn)
2
n =
2
n
µ(Mn)
2−n
n
d
dt
µ(Mn)
= − 2
n
µ(Mn)
2−n
n
∫
H2 dµ
≥ − 2
n
(∫
Hn dµ
) 2
n
≥ − 2
n
Λ2
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for t < 0. Integrating yields
µt(M
n) ≤ C(1− t)n2
for t < 0. Applying the isoperimetric inequality for compact subsets of
R
n+1 then yields
(n+ 1)ω
1
n+1
n+1 |Ωt| ≤ µt(Mn)
n+1
n ≤ C(1− t)n+12 ,
where ωn+1 is the volume of the unit ball in R
n+1. The claim follows.
For the second case, the speed bound yields a bound, for t < 0,
ρ+(t) ≤ C(1− t)
for the circumradius, which immediately yields the desired bound, for
t < 0,
|Ωt| ≤ C(1− t)n+1
for the enclosed volume.
For the third case, we apply the area formula to obtain∫
Hn dµ ≤ ε−n
∫
K dµ = ε−nArea(Sn)
for some ε > 0, where K is the Gauss curvature, which reduces to case
(1).
The final claim also follows from the first, after integrating the iden-
tity
d
dt
∫
Hn dµ = n
∫
Hn
(
H2|A˚|2 − (n− 1) |∇H|
2
H2
)
dµ ≥ 0 .

We now prove Corollary 1.6.
Proof of Corollary 1.6. The equivalence of (1) and (2) was proved by
Huisken and Sinestrari [29], as were the remaining cases under the
additional hypothesis that Mt is convex for all t. Thus, by Theorem
1.4, it suffices to prove that the solutions in the remaining cases have
bounded rescaled volume. This is immediate in case (3). Case (4)
follows from the comparison principle, which, comparing the solution
with shrinking sphere solutions, yields, for all t < 0,
ρ−(t) ≤ C
√
1− t
for some C <∞, reducing the hypothesis to that of case (3). To deal
with case (5), we recall that a well-known comparison argument for
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(1.1) yields
min
Mn×{t}
H ≤ C
√
n
2(1− t)
for some C <∞. It then follows from the hypothesis thatH is bounded
for t < 0 and the claim follows from Lemma 5.2. The proof is similar
for case (6). In the final case, we estimate, using Ho¨lder’s inequality,
|Ωt| − |Ω0| =
∫ 0
t
∫
H(·, s) dµs ds
≤
(∫ 0
t
∫
H2(·, s) dµs ds
) 1
2
(∫ 0
t
∫
dµs ds
) 1
2
=
(
µt(M
n)− µ0(Mn)
) 1
2
(∫ 0
t
µs(M
n) ds
) 1
2
≤ (µt(Mn)− µ0(Mn)) 12√−t µt(Mn) 12 .
The reverse isoperimetric inequality now yields
|Ωt| ≤ C
√
1− t |Ωt| nn+1
for t < 0. Rearranging yields
|Ωt| ≤ C(1− t)n+12 ,
which implies the claim. 
Remark 5.1. In some cases, we can already obtain information about
ancient solutions from Theorem 1.1 (or, indeed, from the previously
known estimates [25], [26]). For example, in [29] it was proved (see
equation (2.10) and Lemmas 4.1 and 4.4 and the proof of Theorem 4.2)
that compact, convex ancient solutions satisfying a reverse-isoperimetric
inequality automatically satisfy
µt(M
n)
1
n ≤ C√T − t ,
max
Mn×{t}
H ≤ C√
1− t
and
A ≥ εHg .
Theorem 1.1 then implies that the solution is a shrinking sphere.
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Another nice situation is the case of surfaces evolving in R3. In that
case, we have
− d
dt
µt(M
2) =
∫
H2 dµ ≥
∫
M2
+
H2 dµ ≥ 4
∫
M2
+
K dµ ≥ 4σ2 ,
where M2+ is the contact set of M and σ2 := Area(S
2). Integrating, we
find
4σ2(T − t) ≤ µt(M2) .
It now follows from Theorem 1.1 that mean convex, type-I ancient
solutions X :M2 × (−∞, 1)→ R3 of (MCF) satisfying
lim inf
t→−∞
min
M2×{t}
κ1
H
> −∞
are strictly convex. Arguing as in [29, Theorem 4.2] then implies that
M2t is uniformly convex, and hence, applying Theorem 1.1 once more,
a shrinking sphere.
Using Corollary 1.8, Theorem 1.9 can be proved by the same method
as Theorem 1.4.
Proof of Theorem 1.9. Define the function G as in 4.1 and set, for any
ε > 0 and σ ∈ (0, 1),
Gε,σ := (G− εH)Hσ−1 .
Since, by Corollary 1.8, κn− 1n−mH ≤ 0 (i.e. we can take K = 0 in the
definition of Gε,σ,K), we can proceed as in the proofs of Theorem 1.3
and Theorem 1.4 to obtain the inequality
d
dt
∫
Gpε,σ,+ dµ ≤ −σp
∫
Gpε,σ,+|A|2 dµ ,
where Gε,σ,+ := max{Gε,σ, 0}. We then continue as in the proof of
Theorem 1.4 to obtain G ≤ 0; that is,
k ≤ 1
n−mH .
To obtain the rigidity statement, assume that k = 1
n−m
H at some
interior point. It follows from the evolution equations for H (1.1) and
k (1.10) and the strong maximum principle [16] that k ≡ 1
n−m
H . If
k = κn at some point, the claim follows from Proposition 2.4 as in
Theorem 1.4. So suppose that k > κn everywhere. Then, together, the
evolution equation for H (1.1) and the presence of the gradient term in
the evolution equation for k on the set {k > κn} (Lemma 2.10) yield
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the conclusion ∇k ≡ 0, and hence ∇H ≡ 0. It follows that the solution
is a shrinking sphere [1]. 
Combining the argument in [13] with the convexity estimate of Corol-
lary 1.5, Theorem 1.7 is proved similarly.
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