Wireless sensor networks (WSNs) play an important role of the Internet of things as one of the core technologies in ubiquitous and pervasive computing. Middleware for WSNs is a hot topic as applications and platforms in WSNs have been widely developed. This paper comparatively reviews middleware systems for WSNs. In particular, the advanced middleware systems reported recently are reviewed and all the existing middleware systems are compared in terms of important features and characteristics. First, challenging issues about the important features for designing middleware for WSNs are introduced. Then, recent advancements in middleware for WSNs are reviewed and compared.
Introduction
A wireless sensor network (WSN) consists of spatially distributed autonomous sensors to monitor physical or environmental conditions, such as temperature, sound, pressure, etc., and to cooperatively deliver their data through the network to the sink node. Initially, the development of wireless sensor networks was motivated by military applications like battlefield surveillance. Today such networks are used in many industrial and consumer applications, such as industrial process monitoring and control, machine health monitoring, and so on.
In WSNs, processing power, storage, and communication capabilities of sensor nodes are relatively weak aspects, and sensor nodes are powered by small batteries. The three functions of data collection, processing and transmission need to be well balanced and cooperatively carried out by every sensor node. As a bridge between operating system and applications, middleware in WSNs plays important roles in data fusion, resource management, security, quality of service (QoS) support, etc [1] [2] [3] [4] . Even in middleware, energy conservation is one of the most important factors in battery-operated WSNs.
In this paper, design issues and recent advancements in middleware for WSNs are extensively surveyed and discussed. The advanced middleware systems reported recently are reviewed and all the existing middleware systems are compared in terms of important features and characteristics. First, important features and design issues in middleware for WSNs are addressed in brief. Then, the various approaches and systems of middleware for WSNs are reviewed and compared with each other.
The rest of this paper is organized as follows. In the next section, the key issues in the design of middleware for WSNs are introduced. In Section 3, middleware systems, including recent advancements, are reviewed and compared. Finally, this paper is concluded in Section 4.
Challenging Issues
In this section, important design issues in middleware systems for WSNs are summarized in brief.
Data Fusion
Most applications in WSNs need a large number of sensor nodes to effectively collaborate on information gathering, target surveillance and sensing the environment. Accordingly, in the process of collecting information, it is inappropriate for each node to transmit sensed data to the sink directly. In WSNs, the sensed information is inherently redundant, and such redundancy wastes a lot of bandwidth and precious energy. Data fusion refers to the process whereby multiple copies of data or information are combined to more efficiently serve the needs of the end users. In most WSN applications, under normal circumstances, monitoring the results does not require a lot of redundant raw data, and thus, data fusion is an effective means to deal with the problem.
Resource Management
The nodes in WSNs are usually powered by batteries, but the batteries are not easy to replace. So, how to effectively use the limited energy is one of the most concerning problems. In order to maximize the lifetime of WSNs, a variety of algorithms and protocols must be taken into account so they can use the limited energy effectively. Once a system is designed, energy use can be reduced further by dynamic power management [2] [3] . Dynamic power management is sometimes called dynamic energy management. In addition, dynamic voltage scaling is another approach to dynamic energy saving.
Scalability and Network Topology
In WSNs, because of the increased number of nodes and dynamic node mobility, node failure and communication failure will readily affect network topology and scalability. The middleware should be flexible enough to deal with these kinds of network issues [3] [4] .
Heterogeneity
Middleware should provide low-level programming models to meet the major challenge of bridging the gap between hardware technology and the broadly needed activities.
Application Knowledge
In the design of middleware, a wide range of applications and the problem of limited resources should be taken into account. It is not simple to take information about applications into middleware design. Even so, middleware is designed to support a wide range of applications [2] [3] [4] .
Security
WSNs are commonly used in military reconnaissance, medical and rescue forecast systems, etc. In many cases, WSNs are vulnerable to various security threats, such as eavesdropping, cajoling, imitation, injection. replay, denial of service, etc.
Quality of Service (QoS)
A WSN is composed of a large number of sensor nodes to accomplish a specific function. It uses self-organizing multi-hop communication from sensors to the sink. QoS metrics are bandwidth, loss rate, throughput, etc. Middleware needs to take into account the bandwidth allocation, availability, and so on, in order to ensure reliable and qualified service.
Limited Power
More than half of power consumption in a node is spent on wireless communications. The wireless communication comprises four operation modes: transmitting mode, receiving mode, idle mode and sleep mode. During sleep mode, no communication is enabled, and thus, little energy is consumed. However, it is limited to reduce wireless communications.
Middleware Systems for WSNs

Programming Models
Middleware is a very broad category, addressing different application requirements. Because middleware needs to support heterogeneous and distributed environments of both operating systems and network protocols, it must be able to provide a distributed environment for communications services. Middleware can be categorized into different groups in accordance with different programming models in WSNs. That is, various middle systems are classified into five different programming models of virtual machine, database, modular, application-driven and message-oriented approaches. The programming models in WSNs and the corresponding middleware systems are shown in Fig. 1 . 
Middleware Systems
Virtual Machine Approach
Generally, through the virtual machine, the interpreter and the agent, this approach provides a virtual machine environment in order to simplify application development and deployment.
A. Mate Mate [5] runs on the TinyOS virtual machine. Mainly focused on solving or overcoming bandwidth and energy constraints of WSNs, Mate effectively handles dynamic change in the network environment to provide better interaction and adaptability. Through the virtual machine, Mate provides users with an interface that supports heterogeneous networks and sensor data access functions. Mate uses synchronous mode to support packet transmission and timeouts, etc. Synchronous mode makes application programming simple.
B. MagnetOS
MagnetOS [6] is a distributed, adaptive, power-aware operating system for ad hoc and sensor networks. It also includes functions of middleware. It is a unifying, stand-alone system for ad hoc and sensor networks allowing them to be adaptive, efficient, general-purpose, and scalable.
The system adapts to resource constraints and changes in the underlying network in a rapid, yet temporally stable, manner. In particular, it adapts to changes in network topology, application behavior, and available resources. Policies and mechanisms used for adaptation yield good power utilization and increase system longevity, without excessive communication or power consumption.
The system executes applications over networks of nodes with heterogeneous resources and capabilities, as well as over both ad hoc and fixed nodes. Changes in underlying hardware or software choices as well as network infrastructure and physical characteristics do not require programmer involvement. The system and its underlying algorithms for optimization and adaptation work both on a single node and across a large network.
C. Scalable Wireless Sensor Network Query Machine SwissQM [7] is a stack-based virtual machine for WSNs. It was created at the Department of Computer Science at ETH (Eidgenössische Technische Hochschule) Zürich. SwissQM defines a bytecode instruction set that is independent of sensor platforms and application languages. Traditionally, WSNs are programmed using low-level languages, such as nesC, on systems such as TinyOS. This is, in general, difficult because the programmer needs to take care of many low-level details, which vary between different platforms. Creating bytecode rather than nesC code increases the abstraction level of programming sensor networks. In combination with a gateway system that accepts programs and queries written in a high-level language and translates them into bytecode, programming of WSNs can further be simplified. SwissQM is a flexible platform for programming WSNs and data acquisition tasks. SwissQM allows event processing at the sensor nodes; implementation of data-cleaning pipelines; finite state automata at the sensor nodes, pushing down complex processing functionality all the way to the sensor nodes; user-defined functions; a turing-complete programming model; and programming sensor networks using different high-level language front ends.
Database Approach
A. Cougar Cougar [8, 9] is perception data query middleware as a virtual relational database. Cougar uses a Structured Query Language (SQL)-like language to check sensor network management operations. System data are stored as the characteristics of its contents. In addition, Cougar's virtual abstract data type functions with associated attributes. Cougar is composed of a three-tier architecture, query agent, front-end components, and a graphical user interface. In addition, Cougar supports in-network processing, reduces energy consumption, and improves the life cycle of WSNs. Cougar is particularly suitable for large-scale sensor networks.
B. Sensor Information Networking Architecture (SINA) SINA [10] is based on spreadsheet database querying and monitoring. The spreadsheet method is abstract, and allows information management in order to meet the changes and demands of the application. In SINA, hierarchical clustering, an attribute-based naming mechanism and a data-centric operating mechanism are used. Each data element represents a sensor node attribute. The data element is unique, each sensor node maintains a data table, and the entire sensor network can be seen as a series of data table polymerizations. The query language can directly manipulate the underlying sensing hardware, includes location identification, and offers a complete communication function.
C. Data Service Middleware (DSWare) DSWare [11] provides data-centric and group-based services for WSNs. The real-time event service handles unreliability in individual sensor reports, correlation among different sensor observations, and inherent real-time characteristics of events. The event service supports confidence functions that are designed based on data semantics, including the relative importance of sub-events and historical patterns. When the failure rate is high, the event service enables partial detection of critical events to be reported in a timely manner. It can also be applied to differentiate between the occurrences of events and false alarms. It supports packet-based decision-making and reliable data storage, making it adaptable. It also supports data storage, caching, packet management, event detection, data ordering and scheduling operations.
D. TikiriDB
TikiriDB [12, 13] is a database abstraction layer for the Contiki operating system. TikiriDB provides functionalities for retrieving data from Contiki OS-based WSNs without needing programming knowledge of sensor nodes. TikiriDB provides a MySQL-like query interface. Clients can issue queries and retrieve corresponding results with TikiriDB. Clients provide a graphical view of queries and query results (using graphs and charts).
The TikiriSQL library gets client-issued queries, parses those queries, and generates query packets. The TikiriDB library gets result packets from Serial-Forwarder and sends them to the client. Serial-Forwarder listens to query packets sent by clients and sends them to a sensor mote that connect to a USB port. It uses a linked list to manage multiple client requests. The mote connected to the USB port reads query packets sent from Serial-Forwarder.
E. TinyDB TinyDB [14, 15] is the most primitive query processing database under the TinyOS operating system and was developed at the University of California, Berkeley. It is a distributed query processing method to handle queries with energy efficiency, using a sensor-based query language similar to SQL. In TinyDB, the routing tree is configured among the sensor nodes using a range of sensor nodes and sensing information as well as by using energy and reducing power consumption. TinyDB does not depend on the nesC language. A SQL interface is used to extract data of interest from the sensor nodes. The residual energy of sensors can be also retrieved effectively in TinyDB.
F. Not Only SQL (NoSQL)
The concept of NoSQL [16, 17] started in 1998. NoSQL databases are different from relational database management systems (RDBMS). An RDBMS is designed to guarantee atomicity, consistency, isolation, durability (ACID) properties. But NoSQL databases do not guarantee ACID properties. They are designed basically for performance and scalability. Normally, NoSQL databases are suitable for large sets of data. Working with a large set of data using a table-based database system, it needs a lot of resources to store such massive data, and operations are time-consuming. With NoSQL databases, handling a massive amount of data is much easier, and performance is better compared to an RDBMS. The only limitations with NoSQL are memory and processing speed. NoSQL database systems use a key and value pair to store data. So, if one wants to keep data in a persistent state and have access to them, this would be an ideal database system.
Modular Approach
A. Impala Impala [18] is intended to act as an operating system, resource manager and event filter, on top of which specific applications can be installed and run. Its major contributions are (i) to explore the implementation of a non-VM-based middleware layer intended for infrequent code updates and (ii) to link the functionality for application adaptability and application updates, offering a framework that works well for both. In addition to simulating large-scale sensor deployments, a full system was prototyped and evaluated [18] .
B. Agilla
Agilla [19] is the first mobile agent middleware for WSNs implemented entirely on TinyOS. Agilla is mobile agent-based middleware with a stack-based architecture. Its stack-based architecture reduces code size. Agilla allows agents to move from one node to another using two instructions: clone and move. Up to four agents can run on a single sensor node. Since one node can run multiple agents at the same time, multiple applications can be simultaneously supported on the network. To save energy, Agilla can move its agent to bring computation closer to the data rather than transmitting the data over an unreliable wireless network. Agilla does not have a policy for authenticating or monitoring agent activities. Also, its assembly-like and stack-based programming model makes programs difficult to read and maintain. Table 1 compares the different aspects of the existing middleware systems. The attributes include abstraction, data fusion, resource management, dynamic topology, application of knowledge, security, QoS, scalability, mobility, heterogeneity, and usability. These 14 attributes represent the features and characteristics of middleware systems in WSNs. Virtual machine-based middleware runs on each node, resulting in more energy overhead. Database-based middleware is relatively heavy. Table 2 shows the number of attributes in the category. From Table 2 , the six middleware systems of Mate, MagnetOS, SwissQM, Impala, Agilla and Milan are superior to the others in terms of the number of fully supported attributes. In other words, the virtual machine-based approach, modular programming approach, and application-driven approach are preferable. Even so, choosing a middleware system for a WSN is largely dependent upon what application is run on the WSN.
Comparison and Discussion
Conclusions
In this paper, the design issues and recent advancements of middleware systems in WSNs have been revisited, categorized, and compared. According to our qualitative comparison, the six middleware systems of Mate, MagnetOS, SwissQM, Impala, Agilla and MiLAN are superior to the others in terms of the number of fully supported attributes. However, choosing a middleware system for a WSN is dependent on its main application.
Even though many middleware systems have been researched and developed so far, there exist some problems, such as lack of flexibility to support different protocol stacks and QoS. The middleware in WSNs is still a hot topic, and there is a lot of research still to be done. Middleware development will help promote the development and deployment of WSNs. Correspondence should be addressed to Dr. Sangman Moh.
