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Abstract
We study the distributed message-passing model in which a communication network is repre-
sented by a graph G = (V,E). Usually, the measure of complexity that is considered in this model
is the worst-case complexity, which is the largest number of rounds performed by a vertex v ∈ V .
While often this is a reasonable measure, in some occasions it does not express sufficiently well the
actual performance of the algorithm. For example, an execution in which one processor performs
r rounds, and all the rest perform significantly less rounds than r, has the same running time as
an execution in which all processors perform the same number of rounds r. On the other hand,
the latter execution is less efficient in several respects, such as energy efficiency, task execution ef-
ficiency, local-neighborhood efficiency and simulation efficiency. Consequently, a more appropriate
measure is required in these cases. Recently, the vertex-averaged complexity was proposed by [12].
In this measure, the running time is the worst-case sum of rounds of communication performed
by all of the graph’s vertices, averaged over the number of vertices. Feuilloley [12] showed that
leader-election admits an algorithm with a vertex-averaged complexity significantly better than its
worst-case complexity. On the other hand, for O(1)-coloring of rings, the worst-case and vertex-
averaged complexities are the same. This complexity is O (log∗ n) [12]. It remained open whether
the vertex-averaged complexity of symmetry-breaking in general graphs can be better than the
worst-case complexity. We answer this question in the affirmative, by showing a number of re-
sults with improved vertex-averaged complexity for several different variants of the vertex-coloring
problem, for the problem of finding a maximal independent set, for the problem of edge-coloring,
and for the problem of finding a maximal matching.
∗This research has been supported by ISF grant 724/15, and by the Open University of Israel research fund.
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1 Introduction
1.1 Computational Model
We operate in the static, synchronous message passing model of distributed computation. In this
model, an n -vertex graph G = (V,E) is given, where the vertex set V represents the set of processors
and the edge set E represents the set of communication lines between processors in the underlying
network. All processors operate in parallel, where they can pass messages of unbounded size to their
neighbors in constant time, over the communication lines.
Also, we assume, in the static model, that no addition or deletion of vertices or edges is performed.
Every algorithm in this model operates in synchronous rounds, where all vertices start simultaneously
in round 0, and each vertex v ∈ V starts the i + 1-th round only after all vertices have finished the
i-th round.
The most important problems studied in this model include the problems of vertex coloring, edge
coloring, finding a maximal independent set (also known as MIS) and finding a maximal matching
(also known as MM). (See Section 5 for the definitions of these problems.) Many studies have been
conducted since the mid 80’s to try and find an efficient distributed solution to these problems. Notable
early studies include [1, 10, 14, 15, 16, 20, 21, 22].
1.2 Motivation
According to the worst-case complexity measure, the running time of an algorithm is the number of
rounds of the processor that is the last one to terminate. Even if n− 1 vertices terminate after just a
single round, and the remaining n-th vertex performs n rounds, the running time is n. According to
this measure, exactly the same running time is achieved in the scenario where each of the n processors
perform n rounds. The former scenario, however, is significantly better in several respects. First, the
overall energy consumption may be up to n times better. This is because the most significant energy
waste occurs during processor activity and communication. On the other hand, once a processor ter-
minates, it does not communicate any more, and does not perform local computations. Consequently,
in a network of processors that are fed by a common energy source, the former scenario may be n
times more energy efficient, although it has the same worst-case running time as the latter one.
Another advantage of the former scenario is in improving the running time itself, for a majority of
the network processors. One example of improving the running time of most of the network’s vertices,
is a task that consists of a pair of subtasks A,B that are executed one after another. It would be
better to execute the second task in each processor once it terminates, rather than waiting for all
processors to complete the first task. This may result in asynchronous start of the second task, which
requires more sophisticated algorithms, but significantly improves the running times of the majority of
processors. We note that if the average running time per vertex T¯A of the first task is asymptotically
smaller than its worst-case running time TA, that is, T¯A = o (TA), then the suggested execution is
indeed advantageous. The reason is, that the previous statement entails that most vertices run the
first task for o (TA) rounds.
Yet another example of the benefit of the former scenario is in simulations of large-scale networks.
These are commonly used for Big Data Analysis, as well as for efficiently executing algorithms on
big graphs [2]. In such algorithms, a distributed execution of a large-scale network is simulated by
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a smaller number of processors, or just by a single processor in some cases. Consequently, a single
processor has to simulate all rounds of a large number of vertices. In this case, minimizing the sum of
the number of rounds of all vertices is much more important than minimizing the maximum number of
rounds of a vertex. By minimizing this sum, the overall number of rounds a processor has to simulate
may be significantly smaller. Consequently, a complexity measure that takes into account the sum of
rounds is of great interest. Specifically, the vertex-averaged complexity is the sum of rounds of all n
processors divided by n.
2 Related Work
Research on the efficient distributed solution of the above-mentioned central graph-theoretic problems
conducted since the 1980’s and until a few years ago has focused almost exclusively on the analysis
of the time complexity of the developed algorithms in the worst-case scenario. On the other hand,
during the past few years, studies presenting new distributed algorithms for the solution of the above-
mentioned problems with no improvement in the worst-case scenario, but a significant improvement in
the average-case scenario have been published ([26, 12]). The analysis of the time complexity of such
algorithms in the average-case scenario is based on one of several different models.
In [12] (and also, in a later published extended version [11]), the model is static, that is, the vertices
and edges of the input graph do not change over time. Also, the running time of a vertex for a certain
algorithm A is defined in one of two ways, which the author shows to be equivalent. In the first
definition, a vertex chooses an output (its part of the solution for the problem we are trying to solve)
after some number of rounds, based on communication with its neighbors. After selecting the output,
the vertex can continue to transmit messages and perform computations, but cannot change its output.
In the second definition, each vertex starts with no knowledge about other vertices, and in the i-th
round knows the inputs and identities of its i-neighborhood. At some round, the vertex chooses an
output and terminates.
The average running time of an algorithm is computed by summing up the running time of all
vertices in the input graph and dividing the sum by the number of vertices in the graph. This measure
of average running time is called by the author the complexity of an ordinary node, or node-averaged
complexity. More formally, let there be a graph G, an algorithm A and let ID denote the set of legal
ID assignments. The above-mentioned measure of average running time is computed as follows:
T¯ (G) = max
I∈ID
1
n
∑
v∈V (G)
rG,I,A(v)
where the following notation has been used:
T¯ (G) The average running time of the inspected distributed algorithm for a graph whose number
of vertices is denoted by n.
V (G) The set of vertices of the graph G.
rG,I,A(v) The number of rounds until a vertex v terminates in the execution of algorithm A on G
with ID assignment I.
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In [26], the underlying network is assumed to be dynamic. That is, we begin with an initial graph and
an initial solution to some problem. Over a time period that consists of discrete units, vertices and
edges may be added or deleted from the initial graph. This may require correcting the solution of the
problem we wish to solve. In [26], the average time complexity of algorithms running in this model is
analyzed using amortized time analysis.
Some important results were obtained in [26] in the dynamic model as well. However, in this paper,
we will focus on the static model which is generally incomparable with the dynamic model. Therefore,
we will not elaborate on the results of [26] any further.
In [12], the author mainly studies the average time complexity of algorithms on cycles and other
specific sparse graphs. For the problem of leader election on cycles, the author showed the following
positive result. There is an exponential gap between the vertex-averaged complexity, which is O(log n),
and the worst-case time complexity, which is O(n). However, for other problems, such as 3-coloring
a cycle, the author shows that the vertex-averaged complexity cannot be improved. The author also
generalized this lower bound to a class of sparse graphs he called q-sparse graphs.
This paper employs the first definition of [12] with a slight difference. Once a vertex has finished
executing an algorithm and has decided upon a final output, it sends the final output once to all its
neighbors and terminates completely. Afterwards, the vertex performs no further local computation
or communication in subsequent rounds. We name the measure of time complexity obtained by taking
the mentioned first definition of [12], with the mentioned difference, the vertex-averaged complexity of
an algorithm.
3 Goal
Several different results were obtained by the author of [12]. One such result was negative, showing
that the vertex-averaged complexity and worst-case complexity of 3-coloring rings are asymptoti-
cally the same. Another result, on the other hand, was positive, showing that the vertex-averaged
complexity of leader election is O(log n) rounds, while in the worst-case, solving the same problem
requires Ω (n) rounds. However, the following question remained open for general graphs, and for
sparse graphs not contained in the class of q-sparse graphs studied in [12]. The question is, for
the above-mentioned symmetry-breaking problems (vertex-coloring, maximal independent set, edge-
coloring, maximal matching), whether an improvement can be achieved in terms of vertex-averaged
complexity. This is the subject of this paper.
4 Overview of Our Results and Comparison with Previous Work
Our first result is an O(a)-forests-decomposition with O(1) vertex-averaged complexity. The arboricity
a is the minimum number of forests that the edge-set of a graph can be partitioned into. For many
important graph families, such as planar graphs, graphs that exclude any fixed minor, and graphs
with constant genus, the arboricity is bounded by a constant. For graphs with constant arboricity,
we devise deterministic algorithms for O(a · log∗ n)-coloring, MIS, maximal matching and (2∆− 1)-
edge coloring with a vertex-averaged complexity of O (log∗ n). It was either shown or implied in
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[8], that any algorithm for O(a)-forests-decomposition or O(a · log∗ n)-vertex-coloring, for a constant
arboricity a, requires Ω(log n) rounds, or Ω
(
log n
log(log∗ n)
)
, respectively, in the worst-case. Therefore,
our results demonstrate that various problems, including coloring, have vertex-averaged complexity
that is significantly lower than the best possible worst-case complexity. This is interesting, in view
of the result of [12] that coloring rings (that have arboricity 2) with a constant number of colors has
the same vertex-averaged and worst-case complexities. Moreover, prior to our work, the best known
vertex-averaged complexities of the discussed problems were the same as the worst-case ones. Thus,
our results significantly improve the performance of the algorithms.
Our results also apply to non constant arboricity. In this case, for deterministic algorithms, for the
above-mentioned problems, we have an additive term between O˜(
√
a) and O(a) in the vertex-averaged
running time. (See tables 1, 2 for a detailed description of the running times of the various algorithms
of ours.) We note, however, that our algorithms do not incur an additional factor of O(log n) in the
running time. On the other hand, this factor is unavoidable in the worst-case analysis in the problems
of O(a)-forests-decomposition and O(a · log∗ n)-coloring. Computing an O(a)-forests-decomposition
requires Ω
(
log n
log a
)
rounds in the worst case. Computing an O (a · log∗ n)-vertex-coloring requires
Ω
(
log n
log(log∗ n)+log a
)
rounds in the worst-case. We also note, that for a = O(log∗ n), O (a · log∗ n)
coloring requires Ω
(
logn
log(log∗ n)
)
rounds in the worst-case [8]. (We elaborate further on the reason the
last lower bound holds for a = O(log∗ n) in Section 10).
In addition, we devise deterministic vertex coloring algorithms that are a function of a, n and
possibly also of a parameter k. One such algorithm computes an O(a2 logn)-coloring in O(1) vertex-
averaged complexity. Another algorithm computes an O(ka2)-coloring in O
(
log(k) n
)
vertex-averaged
complexity, where log(k) n is the iterated logarithmic function for k iterations. For an appropriate
value of k (described in Sections 7.5, 7.6), we obtainO
(
a2 · log∗ n)-vertex-coloring with vertex-averaged
complexity O (log∗ n). This last result is interesting due to the fact that the worst-case time complexity
of the best currently-known algorithm for O
(
a2
)
-vertex-coloring is O (logn). Also, the best-currently
known algorithm for O
(
a2
)
-vertex-coloring, for constant arboricity, is the best possible one, in the
worst case [8]. The newly devised algorithm colors a graph with nearly the same number of colors,
with a vertex-averaged complexity that is substantially smaller.
Yet another algorithm devised in the paper, deterministically colors an input graph using O (ka)
colors, with vertex-averaged complexity O
(
a log(k) n
)
.
Even more generally, for graphs with maximum degree ∆, we devise a scheme that reduces a
worst-case solution with f (∆, n) time to a solution with a vertex-averaged complexity of O (f (a, n)).
This works for any problem that satisfies that a partial solution to the problem can be extended to a
complete solution. (See Section 8 for more details.) We note that the aforementioned graph families
with constant arboricity have unbounded maximum degree. Consequently, the resulting running time
that depends on a, rather than on ∆, is significantly better. Moreover, we do not incur additional
logarithmic-in-n factors if they are not present in f (∆, n). This is in contrast to worst-case analysis
which necessarily incurs O(log n) factors in some problems, as explained above.
While all above-mentioned results are deterministic, with a guaranteed vertex-averaged complexity
bound, we also devise some randomized algorithms in which the bounds hold with high probability.
(This probability is 1 − 1
nc
, for an arbitrary large constant c.) In particular, our analysis of (∆ + 1)-
coloring of general graphs results in a vertex-averaged complexity of O(1), with high probability. In
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addition, we compute O (a log logn)-coloring with O(1) vertex-averaged complexity, which is of interest
when the arboricity is significantly smaller than the maximum degree.
Our results are obtained using structures that eliminate in each round or phase a constant frac-
tion of vertices from further participation in the algorithm. These vertices finalize their results, and
terminate. Consequently, the number of active vertices in each round or phase decays exponentially
as the algorithm proceeds. Consequently, the vertex-averaged number of rounds or phases is O(1).
(This is because the sum of rounds or phases performed by all vertices during the algorithm is O(n).)
In particular, the number of vertices that are active for a long period of time is very small, roughly
O
(
n
2i
)
, where i denotes the number of rounds or phases.
Tables 1-2 compare previous work with results obtained in this paper. We note the following:
• The time bound of each randomized algorithm holds with high probability.
• The time complexity of all results of previous work is a worst-case time complexity measure.
However, no algorithms with better vertex-averaged complexities have been previously devised,
to the best of our knowledge.
• The time complexity of results of this paper presented in the tables is a vertex-averaged com-
plexity measure.
• The parameters δ,ǫ and η denote an arbitrarily small positive constant.
• “(Det.)” denotes “Deterministic” and “(Rand.)” denotes “Randomized”.
Number of colors Our vertex-averaged time Previous running time
(worst case)
O(ka) O
(
a log(k) n
)
(Det.)
(2 ≤ k ≤ ρ (n), ρ (n) = O (log∗ n) is defined
in Section 7.5)
O (a logn) (Det.) [8]
O(a log∗ n) O (a log∗ n) (Det.) O (a logn) (Det.) [8]
O(a1+η) O(log a log logn) (Det.) O (log a logn) (Det.) [5]
O(a2 logn) O(1) (Det.) O
(
logn
log a+log log n
)
(Det.) [8]
O(ka2) O
(
log(k) n
)
(Det.)
(2 ≤ k ≤ ρ (n), ρ (n) = O (log∗ n) is defined
in Section 7.5)
O(log n) (Det.) [8]
O
(
a2 · log∗ n) O (log∗ n) (Det.) O(log n) (Det.) [8]
∆+ 1 O
(√
a log2.5 a+ log∗ n
)
(Det.) O
(√
∆ log2.5∆+ log∗ n
)
(Det.) [13]
∆+ 1 O(1) (Rand.) 2O(
√
log logn) (Rand.) [9]
O (a log logn) O(1) (Rand.) Ω
(
logn
log a+log log logn
)
(Det.) [8]
O (a logn) (Det.) [8]
O
(
log2 n
)
(Rand.) [8][4]
Table 1: Comparison of vertex-coloring algorithms.
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Problem Our vertex-averaged
time
Previous running time
(worst case)
Maximal Independent Set,
(2∆− 1)-edge-coloring,
Maximal Matching
O (a+ log∗ n) (Det.) 2O(
√
logn) (Det.) [25]
O
(
logn
log logn
)
(for a ≤ log 12−δ n) (Det.) [6]
O (a+ logn)
(for MM and (2∆− 1)-edge-coloring)
(Det.) [6, 7]
O(a+ aǫ logn) (for MIS) (Det.) [5, 6]
Table 2: Comparison of algorithms for the problems of MIS, (2∆− 1)-edge-coloring and maximal
matching.
5 Preliminaries
The k-vertex coloring problem, sometimes referred to in short as “graph coloring”, is the problem of
assigning each vertex of an undirected graph a color, such that no two adjacent vertices share a color.
In addition, at most k different colors may be used. The problem of k-edge coloring is the problem of
assigning each edge a color from a set of k different colors, such that each pair of edges which share an
endpoint are assigned different colors. The problem of finding a maximal independent set in a graph
is a problem, where given an undirected graph G = (V,E), one needs to find a subset I ⊆ V such that
no edge exists that connects any two different vertices v1, v2 ∈ I and for each vertex u ∈ V \ I, if u is
added to I, then I ∪ {u} is no longer an independent set. The problem of finding a maximal matching
in a given graph G = (V,E) is the problem of finding a subset of edges E′ ⊆ E, such that for each
pair of different edges e1, e2 ∈ E′, the two edges have no shared endpoint (vertex), and the addition
of any edge e from E \ E′ to E′ will result in the set E′ ∪ {e} no longer being a matching.
We call a vertex that has not yet finished executing a given distributed algorithm an active vertex.
Accordingly, we call a vertex that has finished executing a given distributed algorithm and no longer
takes part in it, an inactive vertex. For a graph G = (V,E), we denote ∆(G) = max
v∈V
deg(v), where
deg(v) is the number of edges in E incident on v. When the graph G is clear from context, we simply
write ∆. Also, given a graph G = (V,E) and a subset of vertices V ′ ⊆ V , we denote by G(V ′) the
subgraph of G induced by V ′.
Next, we present some definitions regarding edge orientations based on [4]. An orientation µ is an
assignment of directions to the edges of a graph G, such that every edge {u, v} of G is directed either
towards u or towards v. If an orientation does not contain any consistently oriented cycles (simple
cycles in which each vertex has out-degree 1 and in-degree 1), then we call it an acyclic orientation.
Also, the out-degree of an acyclic orientation µ of G (or, shortly, µ-out-degree) is the maximum
out-degree of a vertex in G with respect to µ. In addition, the length of an acyclic orientation µ of G
is the length of the longest directed path in G with respect to µ. Lastly, for an edge e = (u, v) oriented
towards v by µ, the vertex v is called the parent of u under µ. Conversely, The vertex u is called the
child of v under µ.
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6 Basic Techniques
6.1 Procedure Partition
In this section we present a basic building block that is used by many of our algorithms. This is an
algorithm devised in [8] (See also chapter 5 in [4]). The worst-case running time of the algorithm is
O (logn). In this section, however, we demonstrate that its vertex-averaged complexity is significantly
better, specifically, it is O(1). The algorithm is Procedure Partition, which receives as input an
undirected graph G = (V,E), the arboricity of the graph and a constant 0 < ǫ ≤ 2 and produces
as output a partition of the graph’s vertices into ℓ = ⌊ 2
ǫ
logn⌋ disjoint subsets H1, H2, ..., Hℓ such
that every vertex v ∈ Hi has at most A = (2 + ǫ) · a neighbors in the set
⋃ℓ
j=iHj . We call each
subset Hi an H-set. Procedure Partition is a subroutine in Procedure Forest-Decomposition (also
presented in [4]), which partitions the edges of an input graph into O(a) directed forests. Procedure
Forest-Decomposition is in turn used as a subroutine in additional algorithms presented in [4] for the
symmetry-breaking problems defined in Section 5.
In Procedure Partition, all vertices are active at the start of the algorithm’s execution. Every vertex
with at most A neighbors in the i-th round of the algorithm’s execution joins a subset of vertices Hi
and becomes inactive. It is shown in [4] that each vertex v ∈ V eventually joins some subset Hi,
becoming inactive.
It is also shown in [4] that the algorithm has a worst-case running time of O(log 2+ǫ
2
n) rounds.
Let ni denote the number of active vertices in the input graph G in round i (1 ≤ i ≤ log 2+ǫ
2
n) of
the algorithm’s execution. The following upper bound on ni that is provided in [4] is useful for our
analysis.
Lemma 6.1. [4] For 1 ≤ i ≤ ℓ, it holds that:
ni ≤
(
2
2 + ǫ
)i−1
n
Proof. According to [4], in each round i, for 1 ≤ i ≤ log 2+ǫ
2
n, there are at least ǫ2+ǫni vertices with
a degree of at most A = (2 + ǫ) · a and in each round i of the algorithm’s execution, all vertices
of degree at most A join Hi simultaneously, subsequently becoming inactive. Therefore, for round
i = 1, 2, ..., O(logn), the number of active vertices ni in round i satisfies:
ni ≤ ni−1 − ǫ
2 + ǫ
ni−1
= (1− ǫ
2 + ǫ
)ni−1
=
2
2 + ǫ
ni−1
=
(
2
2 + ǫ
)i−1
n
as required.
Also, let RoundSum(V ) denote the sum of rounds of all vertices in V in the execution of Procedure
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Partition. (For each vertex we count the number of rounds from the start until it terminates, and
RoundSum(V ) is the sum of all these values over all vertices in V .) We observe that if a certain vertex
v ∈ V was active in rounds 1, 2, ..., i for some 1 ≤ i ≤ log 2+ǫ
2
n then it adds 1 to the value of each of
the terms n1, n2, ..., ni. It follows that:
RoundSum(V ) =
log 2+ǫ
2
n∑
i=1
ni (1)
We present and prove an upper bound on RoundSum(V ) within the following lemma.
Lemma 6.2. It holds that RoundSum(V ) = O(n).
Proof. Applying the result of Lemma 6.1 to Equation 1, we obtain:
RoundSum(V ) =
log 2+ǫ
2
n∑
i=1
ni
≤
log 2+ǫ
2
n∑
i=1
(
2
2 + ǫ
)i−1
n
=
log 2+ǫ
2
n−1∑
i=0
(
2
2 + ǫ
)i
n
(1)
= O(n)
where transition (1) follows by computing the sum of the respective geometric series, while recalling
that 0 < ǫ ≤ 2 is a constant, and therefore 0 < 22+ǫ < 1.
If we take the value of RoundSum(V ) given in Lemma 6.2 and divide it by n, we obtain the
following theorem.
Theorem 6.3. Suppose we are given an input graph G = (V,E), where |V | = n. Then, the vertex-
averaged complexity of Procedure Partition on G, denoted T¯ (G), is T¯ (G) = O(1).
The result of Theorem 6.3, contrasted with the O(log n) rounds worst-case running time of Pro-
cedure Partition, implies that by creating in each round a single H-set using Procedure Partition
and then performing further operations on it internally, one can parallelize existing algorithms for the
symmetry-breaking problems defined in Section 5, possibly with some further modifications, obtaining
improved vertex-averaged complexity. This implication serves as the basis for improved algorithms
presented in this paper.
We note that throughout this section, and the rest of the paper, we assume that the arboricity of
the input graph is known to each vertex. For graphs whose arboricity is unknown, there are standard
reductions from the case of unknown arboricity to the case of known arboricity, such as Procedure
General-Partition in [8].
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6.2 Analysis of an Algorithm Composed of Procedure Partition and An-
other Distributed Algorithm
Let us define an algorithm C consisting of ℓ = O(log n) iterations as follows. In each iteration 1 ≤ i ≤ ℓ,
we perform two steps. The first step is to execute a single round of Procedure Partition, producing
a new H-set Hi. The second step is to have each vertex v ∈ Hi and these vertices only execute an
auxiliary algorithm A on the subgraph G(Hi) induced by Hi. Also, let TA denote the worst-case
running time of algorithm A. From these definitions and Theorem 6.3 the following corollary follows.
Corollary 6.4. For an input graph G = (V,E), let C be an algorithm as above. Then, algorithm C
has a vertex-averaged complexity of O(TA) rounds.
Proof. Let us denote the sum of the number of communication rounds in which the vertices of the
input graph running C take part by RoundSum(V, TA). Similarly to Lemma 6.2, we observe that:
RoundSum(V, TA) =
log 2+ǫ
2
n∑
i=1
ni · O(TA)
= O(TA) ·
log 2+ǫ
2
n∑
i=1
ni
= O(TA) · RoundSum(V )
By Lemma 6.2 the last expression satisfies:
O(TA) · RoundSum(V ) = O(n · TA)
Therefore, the vertex-averaged complexity of algorithm C is:
RoundSum(V, TA)
n
=
O(n · TA)
n
= O(TA)
As required.
It is important to note that though the ℓ executions of A are carried out sequentially on each H-set
Hi, and not on all H-sets in parallel, the vertex-averaged complexity of C is still O(TA).
7 Deterministic Algorithms
7.1 O(a)-Forests-Decomposition in O(1) Vertex-Averaged Complexity
In this section we present an average-time analysis of Procedure Forest-Decomposition devised in [8].
The algorithm receives the same input as Procedure Partition and returns a partition of the graph’s
edges into at most A = O(a) disjoint forests. This partition is also called an O(a)-forests-decomposition
of the graph’s edges. As for the structure of the algorithm, it first invokes Procedure Partition with
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its required input. Then, the algorithm orients each edge that connects vertices in different H-sets
towards the vertex in an H-set with a higher index. Each edge connecting vertices in the same H-set is
oriented towards the vertex with the higher ID value. Finally, each vertex v, in parallel, labels each of
its outgoing edges arbitrarily, each with a different label from the set {1, 2, ..., dout(v)}, dout(v) being
the outgoing degree of v. This produces the desired result in O (logn) rounds in the worst case, as
shown in [8].
We improve the vertex-averaged complexity of the procedure as follows. Immediately upon forma-
tion of each subset Hi in the i-th iteration of Procedure Partition’s main loop, we orient each edge in
the subset towards the endpoint with the higher ID. Simultaneously, we orient each edge between a
vertex v ∈ Hi and a vertex u 6= v not yet belonging to any subset, towards u (since u will join a subset
Hj for j > i). Afterwards, we label the edges the same way as in Procedure Forest-Decomposition. We
denote the devised algorithm by Procedure Parallelized-Forest-Decomposition. The following theorem
summarizes the properties of Procedure Parallelized-Forest-Decomposition.
Theorem 7.1. Procedure Parallelized-Forest-Decomposition, invoked with an input graph G = (V,E)
with arboricity a(G) = a and a parameter 0 < ǫ ≤ 2 returns an O(a)-forests-decomposition of E with
vertex-averaged complexity O(1).
Proof. First, we prove the correctness of the devised procedure. In each iteration i = 1, 2, ..., O(logn)
of the procedure, each edge with at least one endpoint in the subset Hi created in the current step is
oriented and labeled in the same manner as in Procedure Forest-Decomposition in [8]. Also, for each
step j = 2, 3, ..., O(logn) no orientation or labeling of any iteration i < j is overridden by that of the
current step j. Therefore, the eventual orientation and labeling of the edges of E is the same as that
produced by Procedure Forest-Decomposition. The orientation and labeling of edges carried out by
Procedure Forest-Decomposition correctly produces a partition of the edges of E into O(a) forests.
Therefore, the orientation and labeling carried out by Procedure Parallelized-Forest-Decomposition
also correctly produces such a partition of the edges of E.
We now analyze the vertex-averaged complexity of Procedure Parallelized-Forest-Decomposition.
In each iteration i = 1, 2, ..., O(logn) of the procedure’s main loop, at most 3 operations are carried
out by each active vertex, all of which can be carried out in a single round. The first operation is to
decide whether the vertex should join the H-set Hi. If a vertex decides to join the H-set Hi, then
it also performs the second and third operations, which are to orient and label the edges incident on
it. It follows that the total number of rounds carried out by the vertices of the input graph in the
execution of the devised procedure is at most
∑log 2+ǫ
2
n
i=1 ni, similarly to Equation 1. According to the
proof of Lemma 6.2, it holds that
∑log 2+ǫ
2
n
i=1 ni = O(n) and therefore the vertex-averaged complexity
of the devised procedure is O(1).
7.2 O(a2 log n)-Vertex-Coloring in O(1) Vertex-Averaged Complexity
In this section we employ Procedure Arb-Linial from [8] (that is based on [19]), that colors a graph with
a given O(a)-forest-decomposition using O(a2 logn) colors. In general, the procedure first computes
an O(a)-forest-decomposition within O(log n) time, and then computes this coloring within O(1) time.
But, given an O(a)-forest-decomposition, computing this coloring from it requires just 1 round. The
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procedure used in the second step of Procedure Arb-Linial, to compute an O(a2 logn)-coloring from
a given O(a)-forest-decomposition, will be henceforth referred to as Procedure Arb-Linial-Coloring.
Procedure Arb-Linial-Coloring takes as its input an O(a)-forest-decomposition of a graph containing
n vertices, where each vertex in the graph is colored using its own ID value and produces as output
an O(a2)-coloring of the input graph. (Actually, we will execute only one step of the procedure that
transforms an n-coloring into an O(a2 logn) coloring. In general, the procedure consists of O (log∗ n)
steps. Each of the O(log∗ n) steps transforms a current p-coloring into an O(a2 log p) coloring, for a
positive integer p. Then, another single round is executed to reduce a current O(a2 log a)-coloring into
an O(a2)-coloring.)
Our algorithm proceeds as follows. We execute Procedure Parallelized-Forest-Decomposition. In
each of the ℓ = O(log n) iterations of the main loop of the procedure, we perform two steps. The
first step, as before, is to form an H-set Hi and to decompose the edges of G(Hi) into O(a) forests.
The second step is to color the vertices of the current subset Hi using O(a
2 logn) colors using a single
round of Procedure Arb-Linial-Coloring.
We present and prove the correctness and vertex-averaged complexity of the devised algorithm in
the following theorem.
Theorem 7.2. For an input graph G = (V,E) with arboricity a, the devised algorithm achieves an
O(a2 · logn)-coloring in a vertex-averaged complexity of O(1) rounds.
Proof. First, we prove the coloring achieved is proper. For each 1 ≤ i ≤ ℓ the coloring within subset Hi
is proper, because it was obtained from invoking a single round of Procedure Arb-Linial-Coloring on
the vertices of Hi, a technique which correctly produces a proper O(a
2 logn) coloring in this invocation,
as proven within Theorem 5.2 and Lemma 5.4 in [4].
Let S be the set of vertices on which the devised algorithm is invoked. As explained in [4] in Section
3.10 and in [8], in the first round of Procedure Arb-Linial-Coloring, each vertex v ∈ S computes and
assigns itself a subset FID(v), unique to its ID value, from a collection J of n subsets of {1, 2, ..., 5 ·
⌈A2 logn⌉}. The assigned subset FID(v) satisfies, that for each other A subsets Fj1,Fj2 , ..., FjA of J ,
there is a value x ∈ FID(v) that satisfies {x} * ∪Ak=1Fjk . The existence of such a collection J is
guaranteed by Lemma 3.21 in [4]. The vertex v also computes the sets FID(u1), FID(u2), ..., FID(u|Π(v)|)
for each of its neighbors u1, u2, ..., u|Π(v)| ∈ Π(v), where Π(v) is the set of parents of v, and then chooses
a value x as described as its new color.
We shall prove by induction that for every H-set Hi the coloring achieved is proper for the vertices
of the sub-graph induced by ∪ij=1Hj . For i = 1, we have already shown that the coloring of the vertices
of the sub-graph induced by a specific H-set is proper. Therefore the coloring of the vertices of the
sub-graph induced by H1 is proper.
Suppose that the coloring achieved is proper for the vertices of the sub-graph induced by the
vertices of ∪kj=1Hj for a certain 1 < k < ℓ. For i = k + 1, let us inspect the H-set Hk+1 formed in
the (k + 1)-th iteration of the algorithm. We already know that the coloring achieved of the vertices
of the sub-graph induced by Hk+1 is proper. Let us look at 3 vertices u, v, w where u ∈ ∪kj=1Hj , v ∈
Hk+1, w ∈ V \ ∪Hk+1j=1 . Since within Procedure Arb-Linial each vertex chooses a different color than
each of its parents in the forests-decomposition created beforehand, the vertex v chose a different color
than w (regarding the ID value of w as its initial color) in the (k + 1)-th iteration of the devised
algorithm. Let us denote the color of each vertex y ∈ V in the current iteration k + 1 as cy. In the
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previous iteration, iteration k, the vertex u chose a color cu ∈ FID(u) that did not belong to any of the
sets FID(v1), FID(v2), ..., FID(v|Π(u)|) of any of the parents v1, v2, ..., v|Π(u)| of u. Specifically, this color
chosen by u satisfies cu /∈ FID(v). Therefore, necessarily it holds that cu 66= cv. It follows overall that
cu 6= cv and cv 6= cw. As this holds for any three vertices u ∈ ∪kj=1Hj , v ∈ Hk+1, w ∈ V \ ∪Hk+1j=1 , it
follows that the coloring achieved is proper for the vertices of the sub-graph induced by the vertices of
∪k+1j=1Hj . Therefore, for every H-set Hi the coloring achieved is proper for the vertices of the sub-graph
induced by ∪ij=1Hj . This holds in particular for ∪ℓj=1Hj , which constitutes the entire input graph,
obtaining that the coloring is proper for the entire input graph. Since each vertex v ∈ V is ultimately
colored using one of O(A2 logn) colors, the maximum amount of colors at the end of the execution of
this algorithm is O(A2 logn) = O(a2 logn).
We now analyze the vertex-averaged complexity of the devised algorithm. Since for each H-set Hi,
for 1 ≤ i ≤ ℓ, we execute a single round of Procedure Arb-Linial-Coloring in the second step of the
devised algorithm, according to Corollary 6.4, the vertex-averaged complexity of the devised algorithm
is O(1) rounds.
We note that the best currently-known algorithm requires Ω
(
logn
log a+log log n
)
time in the worst case
for computing an O(a2 logn) coloring from scratch. Theorem 7.2 implies the following corollary.
Corollary 7.3. For an input graph G = (V,E) with a constant arboricity a, our algorithm computes
an O(log n)-coloring with a vertex-averaged complexity of O(1).
7.3 O(a2)-Coloring in O(log log n) Vertex-Averaged Complexity
In this section we devise an algorithm for O(a2)-coloring that consists of two phases. The first phase
lasts for O(log logn) rounds, while the second phase lasts for O(log n) rounds. However, most vertices
of the input graph terminate within the first phase, and so the average running time per vertex of the
algorithm is only O(log logn). The algorithm proceeds as follows.
In the first phase, we execute Procedure Parallelized-Forest-Decomposition for t = ⌊c′ log logn⌋
iterations of its main loop, for c′ = log 2+ǫ
2
2. This invocation constructs H-sets H1, H2, ..., Ht, and
orients and labels the edges with at least one endpoint in subset Hi, once Hi has formed, for iterations
i = 1, 2, ..., t. Once t sets have been formed, we run Procedure Arb-Linial-Coloring for O(log∗ n) rounds
on them. This results in O(a2) colors, rather than O(a2 logn) when the procedure is executed just for
a single round. Then we assign each vertex in the t first H-sets formed so far a color 〈c, 1〉 where c is
the color assigned by Procedure Arb-Linial-Coloring. This completes the first phase of our algorithm.
In the second phase, we continue running Procedure Parallelized-Forest-Decomposition until every
vertex has joined some H-set. Then, we run Procedure Arb-Linial-Coloring for O(log∗ n) rounds again
on subgraph induced by the sets Ht+1 ∪Ht+2 ∪ ... ∪Hℓ. Finally, we assign 〈c, 2〉 as the final coloring
for each vertex in the subsets Ht+1, Ht+2, ..., Hℓ.
We analyze the devised algorithm in the following two lemmas.
Lemma 7.4. The devised algorithm properly colors the input graph using O(a2) colors.
Proof. First, we prove that the algorithm produces a proper coloring. Let cv = 〈c′v, iv〉 be the color as-
signed by the devised algorithm to a vertex v ∈ V where iv ∈ {1, 2}. Procedure Arb-Linial-Coloring was
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invoked on the sub-graph of the input graph induced by the t = ⌊c′ log logn⌋ first H-sets H1, H2, ..., Ht.
Also, Procedure Arb-Linial-Coloring correctly colors the vertices of an input graph with arboricity a,
given an O(a)-forests-decomposition of the input graph’s edges, using O(a2) colors, according to [8].
Therefore, for the t = ⌊c′ log logn⌋ firstH-setsH1, H2, ..., Ht, for each two vertices u, v ∈ ∪tj=1Hj , u 6= v
it holds that c′v 6= c′u. Analogously, for each two vertices u, v ∈ ∪O(log n)j=t+1 Hj , u 6= v, it also holds that
c′u 6= c′v. In addition, for each two vertices u, v, u 6= v for which u ∈ ∪tj=1Hj , v ∈ ∪O(logn)j=t+1 Hj, it
holds that iu = 1 6= 2 = iv. Therefore, for any pair of different vertices u, v ∈ V in the input graph
G = (V,E), it holds that cv 6= cu, and therefore the coloring produced by the devised algorithm is
proper.
As for the number of colors employed by the devised algorithm, each vertex is eventually assigned
an ordered pair 〈c, i〉 as its final color, where c is the color assigned to the vertex in the invocation of
Procedure Arb-Linial-Coloring, which produces a coloring using O(a2) different colors and i ∈ {1, 2}.
Therefore, the number of colors employed by the devised algorithm is at most twice the maximum num-
ber of colors employed by Procedure Arb-Linial-Coloring. Therefore, the devised algorithm employs
O(a2) colors, as required.
Lemma 7.5. The vertex-averaged complexity of the devised algorithm is O(log logn).
Proof. In the first phase of the devised algorithm, t = ⌊c′ log logn⌋ H-sets are formed, the edges in
the graph induced by them subsequently oriented and labeled and then Procedure Arb-Linial-Coloring
invoked on them. The worst-case time complexity of Procedure Arb-Linial-Coloring is O(log∗ n) and
the orienting and labeling steps occur in constant time. Therefore, the total number of rounds of all
vertices until this point is:
O (n · (log logn+ log∗ n)) = O(n log logn)
In the second phase, we partition the remaining vertices not yet belonging to any subset to subsets Hi
for⌊c′ log logn⌋ + 1 ≤ i ≤ ℓ. According to Lemma 6.1, the number of active vertices at this point of
the algorithm, that are in ∪O(log n)
i=⌊c′ log logn⌋+1Hi, for 0 < ǫ ≤ 2, is at most:
(
2
2 + ǫ
)⌊c′ log log n⌋
n ≤
(
2
2 + ǫ
)c′ log logn−1
n
≤
(
2 + ǫ
2
)
·
(
2
2 + ǫ
)log 2+ǫ
2
2 log logn
n
=
(
2 + ǫ
2
)
·
(
2 + ǫ
2
)log 2+ǫ
2
1
2 log logn
n
=
(
2 + ǫ
2
)
·
(
1
2
)log logn
n
= O
(
n
logn
)
Each of these vertices performs O(log n + log∗ n) = O(log n) rounds of computation. It follows that
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the vertex-averaged complexity of the devised algorithm is:
O(n log logn+ nlogn · logn)
n
=
O(n log logn)
n
= O(log logn)
as required.
Lemmas 7.4, 7.5 imply the following theorem.
Theorem 7.6. The devised algorithm properly colors an input graph using O(a2) colors with a vertex-
averaged complexity of O(log logn) rounds.
7.4 O (a)-Vertex-Coloring in O (a log log n) Vertex-Averaged Complexity
In this section we devise an algorithm that colors the vertices of an input graph using O (a) colors with
a vertex-averaged complexity of O (a log logn) rounds.
The algorithm consists of two phases. The first phase consists of t = ⌊log logn⌋ rounds and proceeds
as follows. To begin with, we execute Procedure Partition. In each iteration of Procedure Partition,
once an H-set Hi is formed, we do the following. First, we color the vertices of Hi using the (∆ + 1)-
coloring algorithm of [7]. Next, we compute an acyclic orientation of the edges of the sub-graph G (Hi),
by orienting each edge e = {u, v} in the set of edges of G (Hi) towards the vertex with a higher color
value. Subsequently, we orient each edge e = {u, v} connecting a vertex u ∈ Hi with a vertex v ∈ Hj
for j > i, towards v. Once the the first phase has completed, we recolor the vertices of ∪ti=1Hi using
the following method, used in chapter 5 of [4]. We start the recoloring at the vertices of Ht. Each
vertex v which has not yet assigned itself a color, within the recoloring stage, first waits for all of its
parents, with respect to the orientation created in the previous steps, to first choose a color, and then
chooses a new color cv for itself from the palette {1, 2, ..., A+ 1}. Then, the vertex v assigns itself the
color c′v = 〈cv, 1〉.
In the second phase, we perform the same operations as in the first phase, only that in the recoloring
stage, we start the recoloring at the H-set Hlog log n and stop it once we have completed the recoloring
of the vertices of Ht+1. Also, once a vertex v chooses for itself a new color cv ∈ {1, 2, ..., A+ 1}
different than that of each its parents, it then assigns itself the color c′v = 〈cv, 2〉. This completes the
description of the devised algorithm.
Lemma 7.7. The devised algorithm properly colors an input graph’s vertices using O (a) colors.
Proof. We first prove the devised algorithm computes a proper vertex-coloring of the input graph using
O (a) colors. We first observe, that according to Section 6.1, the maximum degree of each sub-graph
G (Hi), induced by an H-set Hi, is O (a). Therefore, each invocation of the (∆ + 1)-coloring algorithm
of [7] on an H-set Hi colors it using O (a) colors.
Next, we prove, that in the step of orienting the edges e = {u, v} where u, v ∈ Hi, for some H-set
Hi, we have computed an acyclic orientation of the edges of G (Hi). The proof we present is based on
Property 3.4 in [4]. We remind that in this step of the algorithm, we oriented each edge e = {u, v}
towards the vertex with the larger color value. Therefore, following this operation, each directed path
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in G (Hi) consists of vertices whose colors appear in a strictly ascending order. Therefore, the produced
orientation of the edges of G (Hi) is acyclic.
In addition, the orientation created by the algorithm for edges e = {u, v} for u ∈ Hi, v ∈ Hj , is also
acyclic, according to Section 7.1. Moreover, each vertex v ∈ Hi has at most A neighbors in ∪lognj=i Hj ,
according to Section 6.1.
Therefore, in the recoloring step of the devised algorithm, each vertex properly re-assigns itself
once a color different than that of each of its parents, with respect to the orientation created by the
devised algorithm, if such a color exists. Also, since each vertex v ∈ Hi has at most A neighbors in
∪lognj=i Hj , such a color necessarily exists. Therefore, the devised algorithm properly colors each of the
sub-graphs G (∪ti=1Hi), G
(
∪log log ni=t+1 Hi
)
of G. In addition, the color assigned to each vertex v, where
v ∈ G (∪ti=1Hi), or v ∈ G
(
∪log log ni=t+1 Hi
)
, is of the form 〈cv, i〉. The color cv is the color v assigned
itself in the recoloring step of the devised algorithm from the palette {1, 2, ..., A+ 1}, and for each two
vertices u, v, with colors 〈cu, i〉 , 〈cv, j〉, it holds that i 6= j. Therefore, the devised algorithm properly
colors the input graph using at most O (a) colors, as required.
Lemma 7.8. The devised algorithm’s vertex averaged complexity is O (a log log n) rounds.
Proof. In each of the two phases, executing all rounds of Procedure Partition requires O (n) rounds
in the worst case, according to Section 6.1. Each invocation of the (∆ + 1)-coloring algorithm of [7]
requires O (∆ + log∗ n) rounds, where ∆ in this context is the maximum degree in a subgraph induced
by a certain H-set Hi. Therefore, each invocation of the (∆ + 1)-coloring algorithm of [7] requires
O (a+ log∗ n) rounds. Each of the steps of orienting edges requires a constant number of rounds.
In the first phase, the recoloring step requires a number of rounds that is asymptotically equal to the
maximum length of the orientation created by the previous steps that included the orienting of edges.
This orientation is acyclic, as shown in the proof of Lemma 7.7. Therefore, the length of the orientation
within a certain H-set Hi is O(a). In addition, since t = O (log logn) are created and handled in the
first phase, the length of the orientation of the edges of G (∪ti=1Hi) is O (a log logn). Therefore, the
worst-case number of rounds required by the recoloring step in the first phase is O (a log logn).
In the second phase, following a similar analysis to that of the worst-case running time of the first
phase of the devised algorithm, the worst-case running time of the second phase is O (a logn).
According to Lemma 6.1, in iterations t+1 ≤ i ≤ O (logn) of the devised algorithm, that is, in the
second phase of the algorithm, the number of active vertices is O
(
n
2log logn
)
= O
(
n
log n
)
. In the first
phase, trivially at most n vertices are active. Therefore, the vertex-averaged complexity of the devised
algorithm is:
O
(
na log logn+ nlogn · a logn
n
)
= a log logn
as required.
We summarize the properties of the devised algorithm in the following theorem.
Theorem 7.9. The devised algorithm properly colors the vertices of an input graph using O (a) colors,
with a vertex-averaged complexity of O (a log logn) rounds.
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7.5 Segmentation: General O (kα)-Vertex-Coloring Scheme
In this section we devise a general scheme, which we call segmentation, that we will use to generalize
the algorithms of Sections 7.3, 7.4.
First, we present an intuition regarding the devised scheme. Roughly speaking, we divide the input
graph’s vertices into k subsets. The value k belongs to the set {2, 3, ..., ρ (n)}, where ρ (n) is the largest
integer, such that log(ρ(n)−1) n ≥ log∗ n . We chose ρ (n) as the maximum possible value k can take,
rather than log∗ n, for instance, to help obtain useful results, as will become clearer in a later analysis
in this section. For each i = 1, 2, ..., k the i-th subset consists of roughly log(i) n H-sets. Each of
these k subsets will be henceforth denoted as a segment. The first segment to be created during the
execution of the scheme is segment k, consisting of log(k) n subsets, then segment k − 1, consisting of
log(k−1) n subsets and so on, until all vertices of the graph belong to some H-set, and also to some
segment.
On each of these segments, we execute a slightly modified version of each of the algorithms of
Sections 7.3, 7.4. The main modification is that instead of executing the algorithm of each of these
mentioned sections over only 2 phases, we use k phases. We count the phases, from this point onward,
from k down to 1. Each phase i is executed on segment i. That is, we execute phase k on segment k,
then phase k − 1 on segment k − 1, and so on. In each phase, a different palette of colors is used to
internally color each segment, which results in a total number of colors of O (k · α), where α = O (a2),
in the case of the algorithm of Section 7.3, and α = O (a), in the case of the algorithm of Section 7.4.
We now explain the effect of the use of the scheme on the vertex-averaged complexity of the
algorithms obtained from using it. Based on the exponential decay in the number of active vertices
throughout the execution of Procedure Partition, as explained in Section 6.1, in each iteration 2 ≤
i ≤ k, the number of active vertices is O
(
n
log(i) n
)
. Also, following an analysis of the worst-case
running time of each phase, similarly to the proofs of Lemmas 7.5, 7.8, the worst-case time complexity
of phase i, is O
(
log(i) n
)
, in the case of the algorithm of Section 7.3, or O
(
a log(i) n
)
, in the case of
the algorithm of Section 7.4.
Figure 1 provides an illustration of an execution of the general scheme, when applied to the algo-
rithm of Section 7.4.
We now present a formal description of the general scheme. For the invocation of this general
scheme, we assume we are given algorithms A,B and C, whose properties we shall describe shortly.
The scheme devised in this section generally proceeds as follows. In a loop from i = k down to 1, in
each iteration i, we first produce up to O
(
log(i) n
)
subsets Hj using Procedure Partition, which we
also call a segment, as mentioned above. Upon the formation of each subset Hj , we invoke algorithm
A, then algorithm B, and then orient all edges which have one endpoint in Hj , and the other endpoint
outside any H-set, towards the latter endpoint. In parallel to the execution of algorithms A,B, and
the orientation of edges on the last H-set Hj formed by the invocation of Procedure Partition, we do
the following. We continue to execute Procedure Partition to form new H-sets, and run algorithms A
and B, and the orientation of edges, on these new H-sets, until O
(
log(i) n
)
H-sets have been formed
in the current iteration i, and algorithms A,B, and the orientation of edges have finished execution on
each H-set formed in the current iteration i.
No general constraints are imposed on the selection of an algorithm A. The purpose of algorithm
A, if it is necessary to invoke such an algorithm, is to produce output required by algorithms B, C
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Figure 1: An illustration of an execution of the general scheme for k = ρ (n).
when they are later executed. Algorithm B takes as input the sub-graph G (Hj), induced on an H-set
Hj , and produces as output an acyclic orientation of the edges of G (Hj) with length λ and out-degree
O (a), for an appropriate parameter λ.
Suppose that in the current iteration i of the devised scheme, the H-sets Hi1 , Hi2 , ..., Hil have been
formed. Algorithm C begins execution when algorithms A,B, and the step of the orientation of edges
finish their execution on Hi1 , Hi2 , ..., Hil . Let us denote H = {Hi1 , Hi2 , ..., Hil}. Algorithm C takes
as input the sub-graph G (∪H∈HH), together with the orientation µ computed by algorithm B on
the sub-graph G (∪H∈HH), where the length of µ is O
(
λ log(i) n
)
and its out-degree is O (a). Then,
algorithm C colors G (∪H∈HH) using O (α) colors.
In addition, we denote the worst-case time complexity of algorithms A, B by TA, TB, respectively.
We also denote the worst-case time complexity of algorithm C on a subgraph of the form G (∪H∈HH)
by TC,l. We now formally detail the steps of the devised scheme. The devised scheme proceeds as
follows:
1. For i = k down to 1:
(a) Let c = 2
ǫ
.
(b) For j = 1 to c · log(i) n:
i. Perform a round of Procedure Partition.
ii. Upon the formation of the H-set created in the current iteration j of the loop of step
1(b), invoke algorithm A on it.
iii. Once algorithm A completes execution on the H-set computed in step 1(b)i, execute
algorithm B on it.
iv. Suppose the H-set formed in the current iteration of the loop of step 1(b) is Hl. For
each vertex u ∈ Hl, for each edge e = {u, v} ∈ E, such that v does not yet belong to
any H-set, orient e towards v.
v. In parallel to the execution of steps 1(b)ii, 1(b)iii, 1(b)iv on the H-set formed in the
current iteration j of the loop of step 1(b), if j < c log(i) n, continue to the next iteration
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j + 1.
(c) Invoke algorithm C on the sub-graph G (H) induced by the set of vertices H ⊆ V , which
consists of all vertices which have joined an H-set in the current iteration i of the devised
scheme, using the palette {(i− 1)α, (i− 1)α+ 1, ..., iα− 1}.
The following lemma describes the correctness of the scheme and the number of colors the scheme
employs. The main idea is that each of the k segments is properly colored using a palette with O (α)
unique colors, resulting in an overall O(kα)-coloring of the input graph G.
Lemma 7.10. The devised scheme computes a proper coloring of an input graph G = (V,E) using
O (kα) colors.
Proof. Denote by Gi the subgraph of G induced by the vertices of segment i. We first prove that in
each invocation of algorithm C it receives an input of the form it requires. Suppose that in the current
invocation of algorithm C in iteration i of the loop of step 1 of the devised algorithm, it is invoked on
a sub-graph Gi. The execution of algorithm B before algorithm C guarantees that the vertices of Gi
are partitioned into H-sets, as required. By the properties of algorithm B, for each H-set Hj in Gi,
the orientation of the edges of G (Hj), produced by algorithm B, is acyclic, and has length at most λ.
Also, the orientation carried out in step 1(b)iv of the devised algorithm guarantees that the orientation
of edges connecting vertices in different H-sets in Gi is also acyclic. It follows that the orientation on
the edges of Gi is acyclic. Also, since there are O
(
log(i) n
)
H-sets in Gi, the orientation of the edges
of Gi has length O
(
λ log(i) n
)
, as required.
We now prove that the out-degree of the orientation of the edges of Gi is O (a), as required. By the
properties of the output of algorithm B, the out-degree of the orientation on each sub-graph G (Hj),
for an H-set Hj in Gi, is O (a). Also, according to Section 6.1, each vertex v ∈ Hj has O (a) neighbors
in H-sets Hl, for l ≥ j. Therefore, overall, the out-degree of the orientation of the edges of Gi is O (a),
as required.
We now prove that the devised algorithm computes a proper O (kα) coloring of the input graph
G. For each sub-graph Gi of G, by definition of algorithm C, the sub-graph Gi is properly colored.
For two different vertices u ∈ Gi, v ∈ Gj , for i 6= j, the vertex u was colored using algorithm C
using the palette {(i− 1)α, (i− 1)α+ 1, ..., iα− 1}, and the vertex v was colored using the palette
{(j − 1)α, (j − 1)α+ 1, ..., jα− 1}. Therefore, each of the two vertices u, v necessarily received a
different color.
Therefore, for each pair of different vertices u, v ∈ V , u, v have received a different color. Therefore,
the input graph G is properly colored, as required.
We now analyze the number of colors employed by the devised scheme. In each iteration 1 ≤ i ≤ k
of step 1 of the devised scheme, α colors are used by algorithm C to color the vertices of Gi. Since
these mentioned color palettes are all disjoint, the total number of colors used by the devised scheme
is O (kα), as required.
The following lemma describes the vertex-averaged complexity of the devised scheme.
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Lemma 7.11. The vertex-averaged complexity of the devised scheme is:
O
(
log(k) n+ TA + TB +
k−1∑
i=1
TC,i
log(i) n
+ TC,k
)
Proof. We first analyze the total number of communication rounds in the first iteration i = k of
step 1 of the devised scheme. The total number of communication rounds required for the execu-
tion of O
(
log(i) n
)
rounds of Procedure Partition, and for the orientation of edges in step 1(b)iv is
O
(
n log(k) n
)
rounds. The total number of communication rounds required for the execution of al-
gorithms A,B and C is O (n (TA + TB + TC,k)). Therefore, the total number of communication rounds
carried out in iteration i = k of step 1 of the devised algorithm is O
(
n
(
log(k) n+ TA + TB + TC,k
))
.
We now analyze the total number of communication rounds in iteration i < k of step 1 of the
devised scheme. According to Section 6.1, in each round j of Procedure Partition, where nj vertices
are active, at least a constant fraction of these nj vertices terminate. We run Procedure Partition in
each iteration 1 ≤ i ≤ k of the scheme for O
(
log(i) n
)
rounds. Therefore, at the end of an iteration
1 ≤ l ≤ k, only roughly O
(
n
2log
(l) n
)
vertices continue to run subsequent iterations (if such subsequent
iterations remain). Therefore, at the beginning of iteration i = l − 1, for 1 ≤ i < k, the number of
active vertices executing iteration i is only:
O
(
n
2log
(l) n
)
= O
(
n
2log
(i+1) n
)
= O
(
n
log(i) n
)
Therefore, following a similar analysis to that of the total number of communication rounds carried
out in iteration k of step 1 of the devised scheme, the total number of communication rounds carried
out in iteration i of step 1, for i < k, is:
O
(
n
log(i) n
(
log(i) n+ TA + TB + TC,i
))
= O
(
n+
n
log(i) n
(TA + TB + TC,i)
)
Therefore the total number of communication rounds carried out by the vertices of the input graph
in the execution of the devised scheme is:
O
(
n log(k) n+ nTA + nTB + nTC,k + nk +
k−1∑
i=1
n
log(i) n
(TA + TB + TC,i)
)
=
O
(
n log(k) n+ nTA + nTB + nTC,k + nk +
kn
log(k−1) n
(TA + TB) +
k−1∑
i=1
nTC,i
log(i) n
)
=
O
(
n log(k) n+ nk + n
(
1 +
k
log(k−1) n
)
(TA + TB) +
k−1∑
i=1
nTC,i
log(i) n
+ nTC,k
)
In addition, we chose 2 ≤ k ≤ ρ (n). By definition of ρ (n), it holds that k ≤ log∗ n, as otherwise it
would hold that log(ρ(n)−1) n = O(1), and specifically, that log(ρ(n)−1) n < log∗ n, contradicting the
definition of ρ (n). Also, by definition of ρ (n), it holds that log(k−1) n ≥ log∗ n. Therefore, the last
expression given for the total number of communication rounds carried out by the vertices of the input
19
graph in the execution of the devised scheme is equal to:
n · O
(
log(k) n+ TA + TB +
k−1∑
i=1
TC,i
log(i) n
+ TC,k
)
Therefore, the vertex-averaged complexity of the devised scheme is:
O
(
log(k) n+ TA + TB +
k−1∑
i=1
TC,i
log(i) n
+ TC,k
)
as required.
The properties of the scheme are summarized in the following theorem.
Theorem 7.12. The devised scheme properly colors an input graph using O (kα) colors, with a vertex-
averaged complexity of O
(
log(k) n+ TA + TB +
∑k−1
i=1
TC,i
log(i) n
+ TC,k
)
rounds.
In the following two sections, we describe how we apply the scheme devised in this section to the
algorithms of Sections 7.3, 7.4, to obtain a generalized version of each algorithm, as well as useful
special cases.
7.6 O(ka2)-Vertex-Coloring in O
(
log(k) n
)
Vertex-Averaged Complexity
In this section we generalize the algorithm of Section 7.3, using the general scheme of Section 7.6. To
this end, we devise an algorithm that colors the vertices of an input graph using O
(
ka2
)
colors within
a vertex-averaged complexity of O
(
log(k) n
)
rounds, for 2 ≤ k ≤ ρ (n). For k = ρ (n), we obtain an
O
(
a2 · log∗ n)-vertex-coloring with a vertex averaged complexity of O (log∗ n) rounds.
As algorithm A of the scheme of Section 7.5, we use a “null” algorithm that does nothing. As
algorithm B of the scheme, we invoke Procedure Parallelized-Forest-Decomposition. As algorithm C
of the same scheme, we use Procedure Arb-Linial-Coloring, which was defined in Section 7.2, and is a
step in the O
(
a2
)
-vertex-coloring algorithm of [8].
Theorem 7.13. The devised algorithm computes an O
(
ka2
)
-vertex-coloring of an input graph with a
vertex-averaged complexity of O
(
log(k) n
)
rounds.
Proof. We first prove the devised algorithm computes a proper coloring of the vertices of the input
graph. To do this, we first prove that the chosen algorithm B satisfies the properties required by the
scheme of Section 7.5. The value of λ in this case is irrelevant. The reason is that the chosen algorithm
C only requires that the edges of the sub-graph it is invoked on are decomposed into O (a) forests,
which is achieved by the chosen algorithm B, which is in fact an invocation of Procedure Parallelized-
Forest-Decomposition. However, an upper bound on the length of the orientation of the sub-graph
on which algorithm C is invoked is not needed. Also, since algorithm B consists of an invocation of
Procedure Parallelized-Forest-Decomposition, then according to Section 7.1, it decomposes the edges
of the sub-graph G (Hj) on which it is invoked, for an H-set Hj , into O (a) directed forests. Therefore,
the out-degree of the orientation of the edges of G (Hj) produced by algorithm B is O (a), as required.
20
In addition, we observe, that by the known correctness of the O
(
a2
)
-vertex-coloring algorithm of
[8], algorithm C properly colors each sub-graph Gi on which it is invoked. Therefore, according to
Theorem 7.12, the devised algorithm properly colors the input graph, as required.
As for the number of colors employed by the devised algorithm, according to Theorem 7.12, the
number of colors the devised algorithm employs is O
(
ka2
)
, as required.
We now analyze the vertex-averaged complexity of the devised algorithm. The chosen algorithm A
does nothing and therefore requires 0 rounds. The algorithm chosen as algorithm B invokes Procedure
Parallelized-Forest-Decomposition on an H-set Hj . When invoked on an entire input graph, the
worst-case time complexity of Procedure Parallelized-Forest-Decomposition is O (logn), the same as
the worst-case time complexity of Procedure Forests-Decomposition of [8]. However, when only the
orientation of edges is carried out by the algorithm on a sub-graph G (Hj) of G, for an H-set Hj ,
executing algorithm B requires O (1) rounds. Therefore, the worst-case time complexity of algorithm
B is O (1).
In addition, the worst-case time complexity of algorithm C, according to [8], is O (log∗ n) rounds.
Therefore, the vertex-averaged complexity of the devised algorithm is:
O
(
log(k) n+
k−1∑
i=1
n log(i) n
log(i) n
)
= O
(
log(k) n
)
as required.
For k = ρ (n), we obtain the following corollary.
Corollary 7.14. For k = ρ (n), the devised algorithm colors the vertices of an input graph using
O
(
a2 · log∗ n) colors, with a vertex-averaged complexity of O (log∗ n) rounds.
For graphs with constant arboricity, we obtain the following corollary.
Corollary 7.15. For k = ρ (n) and input graphs with arboricity a = O (1), the devised algorithm colors
the vertices of an input graph using O (log∗ n) colors, with a vertex-averaged complexity of O (log∗ n)
rounds.
7.7 O (ka)-Vertex-Coloring in O
(
a log(k) n
)
Vertex-Averaged Complexity
In this section we devise an algorithm that colors the vertices of an input graph using O (ka) colors
within a vertex-averaged complexity of O
(
a log(k) n
)
rounds, for 2 ≤ k ≤ ρ (n). Moreover, for
k = ρ (n), we obtain an O (a log∗ n)-vertex-coloring with a vertex averaged complexity of O (a log∗ n)
rounds.
We obtain the algorithm by using the scheme of Section 7.5. As algorithm A of Section 7.5 we
use the (∆ + 1)-vertex-coloring algorithm of [7]. As algorithm B of Section 7.5 we use the following
algorithm.
Each vertex v orients the edges incident on it using the following logic. For each edge that connects
the vertex v with a neighbor u in the same H-set, which has a different color, the edge is oriented
towards the vertex with the higher color value.
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As algorithm C of the scheme we use the following algorithm. We recolor vertices as follows. Suppose
we are currently looking at vertices which belong to the sub-graphGi of G (where Gi is defined as in the
proof of Lemma 7.10). Each vertex first waits for all its parents with respect to the orientation created
in previous steps to assign themselves a new color from the palette { (i− 1) (A+ 1) + l| 0 ≤ l ≤ A− 1},
and then chooses a new color for itself from the same palette, different than the color chosen by any
of its parents.
We summarize the properties of the devised algorithm in the following theorem.
Theorem 7.16. The devised algorithm properly colors the vertices of an input graph using O (ka)
colors, with a vertex-averaged complexity of O
(
a log(k) n
)
rounds.
Proof. We first prove the devised algorithm computes a proper vertex-coloring of the input graph using
O (ka) colors. We first observe, that according to Section 6.1, the maximum degree of each sub-graph
G (Hj), induced by an H-set Hj , is O (a). Therefore, each invocation of algorithm A on an H-set Hj
colors it using O (a) colors.
Next, we prove that algorithm B, in this case, satisfies the properties required by the scheme of
Section 7.5, for λ = O (a). That is, we prove, that for each H-set Hj on which algorithm B is invoked,
algorithm B produces an acyclic orientation of the edges of G (Hj) with length O (a) and out-degree
O (a). The proof we present is based on Property 3.4 in [4]. We remind that in the invocation of
algorithm B on the edges of G (Hj) we oriented each edge e = {u, v} towards the vertex with the
larger color value. Therefore, following this operation, each directed path in G (Hj) consists of vertices
whose colors appear in strictly ascending order. Therefore, the produced orientation of the edges of
G (Hj) is acyclic. Also, each directed path contains at most O (a) vertices, the same as the number of
colors used by algorithm A to color Hj . Therefore, the length of the orientation is O (a), as required.
As for the out-degree of the orientation, each vertex in Hj has O (a) neighbors in Hj , according to
Section 6.1, and therefore, in particular, has out-degree O (a), as required.
We now prove that algorithm C computes a proper coloring of the vertices of the input graph G.
We observe that according to Section 6.1, each vertex v ∈ Hi, for some 1 ≤ i ≤ ℓ, has at most A
neighbors in ∪ℓj=iHj . Since the color palette of algorithm C consists of α = A+ 1 colors, algorithm C
properly colors each sub-graph Gi.
We now analyze the vertex-averaged complexity of the devised algorithm. The worst-case time
complexity of algorithm A is known to be O (∆ + log∗ n) [7]. Since the maximum degree of each H-set
Hj is O (a), the worst-time complexity of each invocation of algorithm A is in fact O (a+ log∗ n).
The worst-case time complexity of algorithm B is constant, since it involves only each vertex locally
orienting edges incident on it.
The worst-case time complexity TC,i of invoking algorithm C on a sub-graph Gi is equal to the
length of the longest orientation in the sub-graph Gi. According to the above analysis of algorithm
B, the length of the longest orientation in each sub-graph G (Hj) of G, for an H-set Hj , following an
invocation of algorithm B, is O (a). Also, according to the proof of Lemma 7.10, the orientation on G
created by the scheme of Section 7.5 is acyclic. Since the vertices of each sub-graph Gi are partitioned
into O
(
log(i) n
)
H-sets, it follows that the length of the longest orientation in Gi is O
(
a log(i) n
)
.
Therefore, it holds that TC,i = O
(
a log(i) n
)
. Therefore, according to Lemma 7.5, the vertex-averaged
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complexity of the devised algorithm is:
O
(
log(k) n+ a+ log∗ n+
k−1∑
i=1
a log(i) n
log(i) n
+ a log(k) n
)
=
= O
(
a log(k) n
)
as required.
Therefore, according to Theorem 7.12, the devised algorithm properly colors the input graph using
O (ka) colors, with a vertex-averaged complexity of O
(
a log(k) n
)
rounds, as required.
Suppose we set k = ρ (n). By definition of ρ (n), it holds that log(k) n = logρ(n)+1 n ≤ log∗ n.
Therefore, for k = ρ (n), we obtain the following corollary.
Corollary 7.17. For k = ρ (n), the devised algorithm colors the vertices of an input graph using
O (a log∗ n) colors, with a vertex-averaged complexity of O (a log∗ n) rounds.
7.8 O(a1+η)-Vertex-Coloring in O(log a log log n) Vertex-Averaged Complex-
ity
7.8.1 Background
The algorithm presented in this section is based on Chapter 7 in [4] which contains a summary of
results presented in [5]. Chapter 7 in [4] presents methods for coloring an input graph with a known
arboricity a in an improved worst-case time complexity using at most a slightly asymptotically larger
number of colors compared to an earlier result from [8]. This last result obtained an O(a)-coloring
of an input graph in O(a log n) rounds. On the other hand, the result of Chapter 7 in [4] obtained
an O(a1+η)-coloring in a worst-case time complexity of O(log a logn) rounds, for an arbitrarily small
constant η > 0.
The above-mentioned result of [8], was obtained by an algorithm called Procedure Arb-Color, whose
properties are summarized in Theorem 5.15 in [8]. Procedure Arb-Color consists of several steps. The
first step consisted of executing Procedure Partition and then orienting and labeling the edges of the
graph in a similar fashion to the method used in Section 7.1. The second step consisted of coloring each
subgraph G(Hi) induced by a specific H-set Hi for i = 1, 2, ..., ℓ in parallel. The final step consisted
of performing a recoloring of the input graph’s vertices using a “backward” orientation starting from
the vertices of Hℓ and ending in the vertices of H1. The method used for recoloring was as follows.
Each parent first waits for each of its children to choose a color from a certain palette. Afterwards,
the parent chooses an available color from the same palette.
The improved results of Chapter 7 in [4] are based upon the following procedures. The first
procedure is Procedure Partial-Orientation. For an input graph G = (V,E), the procedure first
executes Procedure Partition on the vertices of V . The procedure then computes a defective coloring
of G(Hi) for each computed H-set Hi (a coloring where each vertex v ∈ Hi may have up to a certain
bounded number of neighbors d in G(Hi) with the same color as v). Subsequently, the procedure
uses the defective coloring to orient only edges connecting vertices with differing colors, or which
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belong to different H-sets. In addition to the input graph, this last procedure takes an integer t as
an argument used to determine the parameters of the defective coloring produced and used by the
procedure. Ultimately, the procedure produces an acyclic orientation of all edges of the input graph
that connect vertices in different H-sets, or that belong to the same H-set but connect vertices with
different colors. However, edges connecting vertices that belong to the same H-set and have the same
color remain unoriented. For appropriate values of t, the last procedure can produce orientations much
shorter than the O(a log n) orientation of [8].
The second procedure is Procedure Arbdefective-Coloring. The procedure takes three parameters
as input. The first is the input graph, and the latter two are two integers k, t. Procedure Arbdefective-
Coloring invokes Procedure Partial-Orientation and uses the produced partial orientation to recolor
the vertices, in order to produce an
⌊
a
t
+ (2 + ǫ) a
k
⌋
-arbdefective k-coloring of V .
A b-arbdefective c-coloring of a graph’s vertices is an assignment of one of c colors to each vertex,
such that the subgraph induced by the vertices with a certain color has arboricity at most b.
Procedure Arbdefective-Coloring does this as follows. Each vertex first waits for all of its parents
in the orientation to choose a color and then chooses a color used by the minimum number of parents.
The final procedure is Procedure Legal-Coloring which iteratively partitions the input graph G =
(V,E) into smaller subgraphs Gi, each induced by the set of vertices with a certain color i and each
with a gradually smaller bounded arboricity. The number of times that the graph is partitioned is
decided based on a parameter p passed to the procedure as an argument upon its invocation. Once
the arboricity of each subgraph created by the procedure becomes small enough, all such subgraphs
are colored in parallel using the recoloring scheme used in the final step of the above-mentioned
algorithm from [8]. A different unique color palette is used for each subgraph based on a unique
index given to each subgraph during the execution of the procedure, ensuring a proper coloring.
For completeness, we present pseudo-code for Procedure Partial-Orientation, Procedure Arbdefective-
Coloring and Procedure Legal-Coloring as Algorithms 1-3.
Finally, according to Corollary 4.6 in [5], for an arbitrarily small constant η > 0, invoking Procedure
Legal-Coloring with p = 2O(
1
η ) produces an O(a1+η)-coloring in O(log a logn) deterministic time. We
denote the last mentioned algorithm, which produces an a1+c-vertex-coloring for an arbitrarily small
constant c > 0, as Procedure One-Plus-Eta-Legal-Coloring(G, c).
Algorithm 1 Procedure Partial-Orientation(G, t) [4]
1: H1, H2, ..., Hℓ := an H-partition of G.
2: for i = 1, 2, ..., ℓ in parallel do
3: compute an
⌊
a
t
⌋
-defective O
(
t2
)
-coloring ψi of G (Hi)
4: end for
5: for each edge e = (u, v) in E in parallel do
6: if u and v belong to different H-sets then
7: orient e towards the endpoint with greater H-index.
8: else
9: /* u, v ∈ Hi for some i, 1 ≤ i ≤ ℓ */
10: if u and v have different colors then
11: orient e towards the endpoint with greater ψi-color.
12: end if
13: end if
14: end for
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Algorithm 2 Procedure Arbdefective-Coloring(G, k, t) [4]
1: µ = Partial-Orientation(G, t)
2: once all the parents u of v with respect to µ have selected a color φ (u), v selects a color φ(v) from
the palette {1,2,...,k} which is used by the minimum number of parents of v.
Algorithm 3 Procedure Legal-Coloring(G, p) [4]
1: G1 := G
2: α := α (G1) /* α (G) is assumed to be known to all vertices. */
3: G := G1 /* The set of subgraphs */
4: while α > p do
5: Gˆ := ∅ /* Temporary variable for storing refinements of the set G */
6: for each Gi ∈ G in parallel do
7: G
′
1, G
′
2, ..., G
′
p := Arbdefective-Coloring(Gi, k := p, t := p)
/* G
′
j is the subgraph of Gi induced by all the vertices that are assigned the color j by the
arbdefective coloring.*/
8: for j := 1, 2, ..., p in parallel do
9: z := (i− 1) · p+ j /* Computing a unique index for each subgraph. */
10: Gˆz := G
′
j
11: Gˆ := Gˆ ∪
{
Gˆz
}
12: end for
13: end for
14: G := Gˆ
15: α :=
⌊
α
p
+ (2 + ǫ) · α
p
⌋
/* The new upper bound for the arboricity of each of the subgraphs. */
16: end while
17: A := ⌊(2 + ǫ)α⌋+ 1
18: for each Gi ∈ G in parallel do
19: color Gi legally using the palette {(i− 1) ·A+ 1, (i− 1) · A+ 2, ..., i ·A}
/* Using Theorem 5.15 from [4] */
20: end for
7.8.2 Improved Results
In order to obtain an O
(
a1+η
)
-vertex-coloring algorithm with an improved vertex-averaged complexity,
we devise a new algorithm based on Procedure Legal-Coloring from [5].
We define a slightly modified version of Procedure Arbdefective-Coloring from [5]. Our version
receives as input two integers k, t, as in the original procedure, and an additional argument, which is
a partition of the input graph’s vertices into h H-sets H = {H1, H2, ..., Hh}. We henceforth refer to
this modified version of Procedure Arbdefective-Coloring as Procedure H-Arbdefective-Coloring. The
procedure computes an
⌊
a
t
+ (2 + ǫ) · a
k
⌋
-arbdefective O(k)-coloring of H. The running time depends
on the number of H-sets in H, rather than on logn, as in the original procedure.
We now present the algorithm for the main result of this section. First, we define some notation.
We denote the devised algorithm as Procedure One-Plus-Eta-Arb-Col(G, i, a), where the arguments
of Procedure One-Plus-Eta-Arb-Col are as follows. The argument G is a graph the algorithm receives
as input, i is an index given to the graph, to track the current depth of the recursion, and a is the
arboricity of G. The algorithm begins by invoking One-Plus-Eta-Arb-Col(G, 1, a), where G is the
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original input graph, and a is the arboricity of G.
Also, every vertex v ∈ V begins with an “empty” color string, consisting of 0 characters, and to
which additional characters can be appended. We now describe the steps of Procedure One-Plus-Eta-
Arb-Col.
One-Plus-Eta-Arb-Col(G, i, a)
1. Let C be a sufficiently large constant.
2. If a < C then compute an O(1) = O(a2)-coloring of G using our O(a2)-coloring algorithm from
Section 7.6, Theorem 7.13, using k = 2.
3. Else:
(a) Compute a partition of V into the H-sets
H = {H1, H2, ..., Hr}, for r = ⌈2 log logn⌉. Denote H = ∪rj=1Hj .
(b) Invoke One-Plus-Eta-Legal-Coloring
(
G(V \H), 1logC
)
of [5] and add the prefix ’1’ to each
resulting color.
(c) In parallel to 3(a), 3(b), do 3(c)i followed by 3(c)ii:
i. Compute an a
C
-arbdefective O(C)-coloring ofH by invoking Procedure H-Arbdefective-
Coloring with parameters G(H), k = t = (3 + ǫ)C, for ǫ = 2, and H.
Let G1, G2, ...., Gq denote the resulting subgraphs induced by colors 1, 2, ..., q = O(C),
respectively.
ii. For j = 1, 2, ..., q in parallel: Invoke One-Plus-Eta-Arb-Col(Gj, i + 1, ⌊a/C⌋), and add
the prefix ′2j′ to each resulting color.
We prove the correctness of the procedure in the following lemma.
Lemma 7.18. For an input graph G = (V,E), Procedure One-Plus-Eta-Arb-Col produces a proper
coloring of the vertices of V .
Proof. Let us denote by b the maximum value the argument i of the invocation of Procedure One-
Plus-Eta-Arb-Col takes in any invocation of Procedure One-Plus-Eta-Arb-Col. We prove Procedure
One-Plus-Eta-Arb-Col produces a proper coloring of G by induction on the value l = b− i.
In the base case, it holds that l = b − b = 0. This means that for the graph G given as input to
the current invocation of A, it holds that a < C. Therefore, step 2 is executed, which colors G using
O(a2) colors, using the algorithm from Section 7.6, Theorem 7.13. By the correctness of the algorithm
of Theorem 7.13, the coloring produced by Procedure One-Plus-Eta-Arb-Col in this case is proper, as
required.
Now, suppose that Procedure One-Plus-Eta-Arb-Col properly colors the input graph G for l = k,
where 0 < k < b. We shall now prove that Procedure One-Plus-Eta-Arb-Col properly colors the input
graph G for l = k + 1.
Since l = k + 1 > 1, in the current invocation of Procedure One-Plus-Eta-Arb-Col, it holds that
a ≥ C. Therefore, in this case, step 3 is executed. In particular , step 3(b) is executed. Following
the execution of step 3(b), by the correctness of Procedure One-Plus-Eta-Legal-Coloring, shown in [5],
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the subgraph G(V \H) of G is properly colored. Also, at the end of step 3(b), we add the prefix ′1′
to each resulting color, and at the end of step 3(c)ii, each vertex v ∈ H is assigned some color with
a prefix of ′2′. Therefore, necessarily, for each edge {u, v} ∈ E, such that u ∈ H and v ∈ V \H , the
vertices u, v have been assigned different colors at the end of the execution of step 3.
We now prove that for each edge {u, v} ∈ E, such that u, v ∈ H , the vertices u, v have different
colors. In step 3(c)i we compute an a
C
-arbdefective O(C)-coloring of the vertices of H . Then, in
step 3(c)ii, for each subgraph Gj , for j = 1, 2, ..., q = O(C), induced by the arbdefective coloring
computed in step 3(c)i, we invoke One-Plus-Eta-Arb-Col(Gj, i + 1, ⌊a/C⌋). For each invocation of
the form One-Plus-Eta-Arb-Col(Gj, i + 1, ⌊a/C⌋) it holds that l = b − (i + 1) = k. Therefore, by
the inductive hypothesis, each invocation One-Plus-Eta-Arb-Col(Gj, i+ 1, ⌊a/C⌋), carried out in step
3(c)ii, produces a proper coloring of the vertices of the subgraph Gj , induced by the vertices of H that
were assigned the color j by Procedure H-Arbdefective-Coloring in step 3(c)i. Therefore, for each edge
{u, v}, such that u, v are both vertices of some subgraph Gj , the vertices u, v have different colors at
the end of step 3(c)ii.
In addition, in step 3(c)ii, for each j = 1, 2, ..., q = O(C), for each vertex v ∈ Gj , after the
invocation One-Plus-Eta-Arb-Col(Gj, i + 1, ⌊a/C⌋) assigned v some color c, we added the prefix ′2j′
to c. Therefore, for each edge {u, v} ∈ E, where u ∈ Gj1 , v ∈ Gj2 , for 1 ≤ j1 < j2 ≤ h, it holds that
u, v have different colors.
Overall, for each edge {u, v} ∈ E, it holds that u, v have different colors at the end of the current
invocation of Procedure One-Plus-Eta-Arb-Col. Therefore, for l = k+1, an invocation of the form One-
Plus-Eta-Arb-Col(G, b−k−1, ⌊a/C⌋) produces a proper coloring of G. Therefore, for any 1 ≤ i ≤ b, the
invocation One-Plus-Eta-Arb-Col(G, i,⌊a/C⌋) produces a proper coloring of G. Therefore, Procedure
One-Plus-Eta-Arb-Col produces a proper coloring of G, as required.
Next, we analyze the number of colors used by Procedure One-Plus-Eta-Arb-Col. We first present
an intuitive explanation for computing the number of colors used by Procedure One-Plus-Eta-Arb-Col.
Let us examine a recursive invocation of Procedure One-Plus-Eta-Arb-Col, for which a ≥ C. We
observe that G(V \H) is colored using a1+η colors, for a sufficiently small constant η > 0. In addition,
we divide G(H) into q = O(C) subgraphs Gj , each with arboricity at most
⌊
a
C
⌋
. The number of colors
we use to color G(H) is q, multiplied by the number of colors used by the recursive invocation of
Procedure One-Plus-Eta-Arb-Col on every subgraph Gj .
Therefore, the number of colors used by Procedure One-Plus-Eta-Arb-Col is:
f(a) = a1+η + q · f
(⌊ a
C
⌋)
Also, if a < C in the current invocation of Procedure One-Plus-Eta-Arb-Col, we color the current
subgraph using O(C2) colors. Thus, for a sufficiently large value of C, the solution of the recursive
formula is:
O
(( q
C
)logC a · a1+η)
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If q
C
is constant and C is sufficiently larger than q
C
, then:
O
(( q
C
)logC a · a1+η) = O (a1+η′)
for an arbitrarily small constant η′ > 0. Indeed, in our algorithm q
C
= (3+ǫ)C
C
= 3 + ǫ, that is, q
C
is
constant. Also, we can choose C to be arbitrarily larger than 3+ ǫ, thus obtaining the required result.
The analysis of the number of colors employed by Procedure One-Plus-Eta-Arb-Col is presented in the
following lemma.
Lemma 7.19. For an input graph G = (V,E), Procedure One-Plus-Eta-Arb-Col colors the vertices of
V using O
(
a1+η
)
colors, for an arbitrarily small constant η > 0.
Proof. We first consider the maximum number of colors required by all graphs G(H). Let us denote
C1 = 3+ ǫ. In each execution of step 3(c)i, we further divide the currently processed subgraph G, into
q = O(C) subgraphs G1, G2, ..., Gq, where each subgraph Gj , for 1 ≤ j ≤ q, has an arboricity of at
most a
C
. After at most logC a executions of step 3(c)i, we will reach the state where a < C. At this
point, we have divided the original input graph given as argument to the invocation One-Plus-Eta-
Arb-Col(G, 1, a) into at most (C1C)
logC a subgraphs. Each of these subgraphs is colored using at most
C2C
2 colors in step 2, for an appropriate constant C2 > 0. Therefore, the executions of steps 2,3(c),
without taking into account yet the adding of the prefix ′2j′ to each color produced by the recursive
invocation of Procedure One-Plus-Eta-Arb-Col in step 3(c)ii, increase the number of colors used to
color the subgraphs G(H) by a factor of at most C2C
2.
Also, in each execution of step 3(c)ii, to each subgraph Gj , for j = 1, 2, .., q, produced in step 3(c)i,
we append the prefix ′2j′ to the color assigned to each vertex of Gj by invoking One-Plus-Eta-Arb-
Col(Gj , i + 1, ⌊a/C⌋). Again, after at most logC a invocations of step 3(c), we will reach the state
where a < C and execute step 2 once. Therefore, the maximum number of times a prefix of the form
′2j′ is added to a color is logC a times, for j = 1, 2, ..., q = C1C. In particular, appending the character
′2′ as a prefix to some color at most logC a times increases the number of colors used to color the
subgraphs G(H) by a factor of at most 2logC a. In addition, adding the prefix ′j′ to some color at most
logC a times increases the number of colors used to color the subgraphs G(H) by a factor of at most
(C1C)
logC a.
Therefore, the adding of the prefix ′2j′ to the color produced by the recursive invocation of Pro-
cedure One-Plus-Eta-Arb-Col increases the number of colors used to color the subgraphs G(H) by a
factor of at most:
2logC a · (C1C)logC a
Overall, the number of colors used to color the subgraphs G(H) is at most:
C2C
2 · 2logC a · (C1C)logC a = C2C2 · a 1logC · 2logC a log(C1C)
= C2C
2 · a 1logC · a log(C1C)logC
= C2C
2 · a 1logC · a logC1logC +1
= C2C
2 · a1+ logC1+1logC
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We now look at the maximum number of colors used to color the subgraphs G(V \H). These subgraphs
are colored in the execution of step 3(b). In this step, the subgraph G (V \H) is colored using the invo-
cation One-Plus-Eta-Legal-Coloring
(
G(V \H), 1logC
)
, using at most C3a
1+ 1logC , for some sufficiently
large constant C3. Then, to each resulting color the prefix
′1′ is added. Therefore, the maximum
number of colors used to color the subgraphs G (V \H) is at most:
2logC a · C3a1+ 1logC = a 1logC · C3a1+ 1logC
= C3a
1+ 2logC
Let us set C4 = max
{
C2C
2, C3
}
. Overall, the maximum number of colors used by Procedure One-
Plus-Eta-Arb-Col to color an input graph G is at most:
2C4a
1+
logC1+3
logC = 2C4a
1+
log(3+ǫ)+3
logC
< 2C4a
1+ log 8+3logC
= 2C4a
1+ 6logC
Let us denote η = 6logC . It follows that for a sufficiently large constant C > 0, the maximum number
of colors used by Procedure One-Plus-Eta-Arb-Col is O
(
a1+η
)
, as required.
Lemma 7.20. For an input graph G = (V,E), Procedure One-Plus-Eta-Arb-Col colors the vertices of
V with a vertex-averaged complexity of O(log a log logn) rounds.
Proof. The worst-case time complexity required by coloring each subgraph G(V \H), using Procedure
One-Plus-Eta-Legal-Coloring, requires at most the worst-case time complexity of executing Procedure
One-Plus-Eta-Legal-Coloring on the original graph G given as input to the invocation One-Plus-Eta-
Arb-Col(G, 1, a). The worst-case time complexity of Procedure One-Plus-Eta-Legal-Coloring, when
executed on an input graph G = (V,E) with arboricity a, is O(log a logn) = O(log2 n) rounds. The
last transition follows from the fact that a ≤ n.
Also, we only execute Procedure One-Plus-Eta-Legal-Coloring on a subgraph G (V \H) induced by
theH-setsHr+1, ..., HO(log n), which were produced by executing Procedure Partition on G. We remind
that we set ǫ = 2. Similarly to the analysis of the vertex-averaged complexity of Procedure Partition,
the number of vertices that take part in this invocation of Procedure One-Plus-Eta-Legal-Coloring is
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at most:
⌈
log 2+ǫ
2
n
⌉
∑
i=⌈2 log logn⌉+1
ni ≤
log 2+ǫ
2
n+1∑
i=2 log log n+2
(
2
2 + ǫ
)i−1
n
=
log n+1∑
i=2 log log n+2
(
1
2
)i−1
n
=
logn−2 log logn−1∑
i=0
(
1
2
)i+2 log logn+1
n
≤ n ·
(
1
2
)2 log log n+1
· 1−
(
1
2
)logn
1− 12
=
n
2log log
2 n
· O(1)
= O
(
n
log2 n
)
In addition, as explained above, the maximum depth of the recursion, when invoking One-Plus-Eta-
Arb-Col(G, 1, a), is at most:
logC a =
log a
logC
=
1
logC
log a = O(log a)
For all recursive invocations One-Plus-Eta-Arb-Col(G, i, a), with the same value of i, the coloring of
each subgraph G(V \H) is carried out in parallel. Therefore, the sum of the number of rounds carried
out by all vertices executing step 3(b) throughout the execution of Procedure One-Plus-Eta-Arb-Col
on the original input graph is at most:
O(log2 n) ·O
(
n
log2 n
)
· O(log a) = O (n log a)
We now analyze the worst-case time complexity of coloring each subgraph G(H). The recursive
invocation of Procedure One-Plus-Eta-Arb-Col stops when a < C. In this case, step 2 is executed.
In step 2, we compute an O(a2) coloring of each subgraph G (H) in parallel using the algorithm of
Theorem 7.13, which has a vertex-averaged complexity of O(log logn). Also, the number of vertices
executing the coloring of the subgraphs G(H) can trivially be at most n. Therefore, the sum of the
number of rounds of communication executed by each vertex taking part in the execution of step 2 is
O(n log logn).
We now analyze the worst-case time complexity of each execution of Procedure H-Arbdefective-
Coloring. In our algorithm, we invoked Procedure H-Arbdefective-Coloring with the integer parameters
k = t = (3 + ǫ)C. Following a similar analysis to that of the worst-case time complexity of Procedure
Arbdefective-Coloring in [5], the worst-case time complexity of Procedure H-Arbdefective-Coloring is
O(t2 |H|) = O(r). Since |H| = r = O(log logn), the worst-case time complexity of a single execution
of Procedure H-Arbdefective-Coloring in our algorithm is O(log logn).
As explained above, the maximum depth of the recursion, when invoking One-Plus-Eta-Arb-
Col(G, 1, a), is O(log a). This is also the maximum number of times any vertex v ∈ V executes
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Procedure H-Arbdefective-Coloring. Since the number of vertices executing Procedure H-Arbdefective-
Coloring can trivially be at most n, the sum of the number of rounds of communication carried out by
all vertices executing Procedure H-Arbdefective-Coloring throughout the execution of Procedure One-
Plus-Eta-Arb-Col is O(n log a log logn). Therefore, the vertex-averaged complexity of the execution of
Procedure One-Plus-Eta-Arb-Col on an input graph G is:
O (n log a) +O (n log a log logn)
n
= O (log a log logn)
as required.
The following theorem summarizes the properties of Procedure One-Plus-Eta-Arb-Col.
Theorem 7.21. Procedure One-Plus-Eta-Arb-Col computes a proper O
(
a1+η
)
-vertex-coloring of an
input graph G = (V,E) with a vertex-averaged complexity of O(log a log logn) rounds, for an arbitrarily
small constant η > 0.
8 Solving Problems of Extension from any Partial Solution in
Improved Vertex-Averaged Complexity
8.1 General Method
In this section we define a class of problems we name problems of extension from any partial solution.
Also, we devise a general method for converting an algorithm for a problem from this class with a
worst-case time complexity of f(∆, n) to an algorithm with a vertex-averaged complexity of f(a, n).
We begin with some definitions.
Definition 8.1. Suppose we are given a graph G = (V,E) and a problem P . Then P is a problem
of extension from any partial solution, if for any subgraph H ′ = (V ′, E′), V ′ ⊆ V , E′ ⊆ E, with a
proper solution S′ to P , there exists an algorithm A that can compute a solution S for P on G without
changing the solution S′ for H ′.
We refer to such an algorithm A as an algorithm for a problem of extension from any partial
solution.
We observe that the main symmetry-breaking problems the paper deals with, vertex-coloring, MIS,
edge-coloring and maximal matching, are all problems of this class. We also note that in [11], the
author refers to the set of languages corresponding to the class of problems of extension from any
partial solution as completable LCL* languages, where LCL* is defined by the same author in [11] as
the set of languages L, for which there exists a constant-time distributed verification algorithm that
accepts at every node of a given graph if and only if the graph belongs to the language L. (This is an
extension of the term locally checkable labelings (LCL), used to describe problems where the validity
of the solution can be verified within a constant number of rounds. The term LCL, to the best of
our knowledge, was first presented in [23]). An early paper related to LCL and problems of extension
from any partial solution is [17]. In [17], the authors dealt with methods for transforming an incorrect
solution for certain problems, such as MIS, into a correct one, in a time complexity that depends on
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the number of faulty vertices in the graph, rather than, for example, on the number of all vertices in
the graph, which can potentially be much larger.
We now present a general method to convert an algorithm which solves a problem of extension
from any partial solution with a worst-case time complexity given as a function of ∆, n to another
algorithm for the same problem, with a vertex-averaged complexity given as a function of a, n.
Theorem 8.2. Suppose we are given a problem of extension from any partial solution P and an
algorithm for a problem of extension from any partial solution A for solving P with a worst-case
time complexity of f(∆, n). Then, there exists an algorithm A′ for solving P with a vertex-averaged
complexity of O (f(a, n)).
Proof. We prove this theorem by presenting a general method to convert algorithm A to a different
algorithm A′ as described. Suppose that our algorithms are invoked on some input graph G = (V,E).
The conversion method accepts as input algorithm A and, if necessary, an additional algorithm B.
Algorithm B is a general notation for an algorithm that is used in the case of problems, where a label
needs to be assigned to each edge, such as edge-coloring and maximal matching. We say that it is
necessary to invoke such an algorithm B if and only if the problem we are trying to solve is concerned
with assigning a label to each edge. If an algorithm is used as algorithm B, we require algorithm B
to satisfy several properties. The motivation for the use of an algorithm B is better clarified in the
following outline of the produced algorithm A′.
Algorithm A′ performs ℓ = O(log n) iterations. In each iteration 1 ≤ i ≤ ℓ, it invokes algorithm A
on G (Hi). If it is not necessary to invoke algorithm B, then by definition of A, the solution computed
so far for G
(∪ij=1Hj) is proper. Otherwise, for i ≥ 2, at this point, edges crossing from Hi to ∪i−1j=1Hj
will remain unhandled. Therefore, we invoke the input algorithm B. We require algorithm B to
satisfy the following properties. First, algorithm B needs to satisfy that at the end of its execution,
the solution computed so far for P , on G
(∪ij=1Hj) is proper. Second, its worst-case time complexity
needs to be O (f(a, n)), to help obtain the improved vertex-averaged complexity. Lastly, to help obtain
the improved vertex-averaged complexity, algorithm B must be executed only by the vertices of Hi.
Examples of the usage of an algorithm B can be found in Section 8.2. Next, for each 1 ≤ i ≤ ℓ,
let G (Hi) = (Hi, Ei) where Ei = {e = {u, v} ∈ E|u, v ∈ Hi}. We define the steps of the conversion
method more formally as follows:
1. Execute Procedure Parallelized-Forest-Decomposition.
2. Within the invocation of Procedure Parallelized-Forest-Decomposition in step 1, we perform the
following steps in each iteration i of the procedure’s main loop:
(a) We compute an H-set Hi and decompose all edges of Ei into oriented forests.
(b) We invoke algorithm A on the subgraph G(Hi) of G.
(c) In addition, for i ≥ 2, if necessary, we invoke another algorithm B as described above on
the sub-graph induced by all edges {u, v} ∈ E, such that u ∈ ∪i−1j=1Hj , v ∈ Hi.
3. We note that algorithm A is invoked on Hi+1 only after all of the following events have occurred:
(a) Algorithm A has completed execution for Hi.
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(b) Algorithm B has completed execution for Hi.
(c) TheH-setHi+1 has been formed by iteration i+1 of Procedure Parallelized-Forest-Decomposition.
(d) All edges of Ei+1 have been decomposed into O(a) oriented forests.
First, we prove the correctness of this general method. Namely, we prove that algorithm A′ computes
a proper solution for P , on G.
In each iteration i of the main loop of algorithm A′ we invoke algorithm A on G (Hi). Also,
according to the definition of A, we do not change the partial solution computed so far on the sub-
graph G
(∪i−1j=1Hj). If it is not necessary to execute an algorithm B, the solution computed so far for
G
(∪ij=1Hj) is proper, by the definition of algorithm A. Otherwise, for i > 1, we invoke algorithm B on
the subgraph induced by the edges {u, v}, such that u ∈ ∪i−1j=1, v ∈ Hi. By the definition of algorithm
B, at the end of the execution of algorithm A′, the solution produced so far for P , on G (∪ij=1Hj), is
proper. It easily follows that the solution produced at the end of the execution of algorithm A′ for P
on G is proper, as required.
We now prove that algorithm A′ has a vertex-averaged complexity of O (f(a, n)). As explained in
Section 6.1, for a subgraph G (Hi) of G for some H-set Hi, for any vertex v ∈ Hi it holds that the
degree of v is O(a).
Therefore, the execution of algorithm A in each iteration of the main loop of algorithm A′ has a
worst-case running time of O (f(a, n)). Also, if we invoke some procedure as algorithm B, its worst-
case time complexity is by definition O (f (a, n)). Therefore, it follows from Corollary 6.4 that the
vertex-averaged complexity of algorithm A′ is O (f(a, n)), as required.
8.2 Applications to Specific Problems of Extension from any Partial Solu-
tion
In this section we present several corollaries. Each of the corollaries constitutes an application of
Theorem 8.2. Within the section, we use A,B to denote the algorithms that are also denoted as A,B
in Theorem 8.2 and A′ to denote the algorithm generated by the method of Theorem 8.2.
The first corollary we present obtains an improved vertex-averaged complexity for (∆ + 1)-vertex-
coloring. We obtain this corollary as follows, for a given graph G = (V,E). We denote by degG(v)
the degree of a vertex v ∈ V in the graph G. Also, we define the problem (deg+1)-list-coloring as
follows. Each vertex v ∈ V is assigned a list of colors L(v) ⊆ C, for some finite set C, such that
|L(v)| ≥ degG(v) + 1. Then, we need to assign a color cv ∈ L(v) to each vertex v ∈ V , that is different
than the color of each neighbor of v.
We also employ a result of [13]. Specifically, Theorem 4.1 of [13] implies that (deg+1)-list-coloring
can be solved in O(
√
∆ log2.5∆) rounds in the worst-case. Henceforth, we refer to this implied algo-
rithm as Procedure Deg-Plus1-List-Col.
We now devise our algorithm for computing a (∆+1)-vertex-coloring in improved vertex-averaged
complexity. We denote this algorithm as algorithm A′. We obtain algorithm A′ by using the following
procedure as algorithmA. Initially, each vertex v ∈ V is given a list of colors, as in the case of (deg+1)-
list-coloring, with C = {1, 2, ...,∆+ 1}. In each iteration i of algorithm A′, we invoke Procedure Deg-
Plus1-List-Col on the subgraph G(Hi). Subsequently, each vertex v sends the color it assigned itself
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to each neighbor u ∈ (V \ ∪ij=1Hj) and then u removes the color of v from L(u). The next corollary
summarizes the properties of the devised algorithm.
Corollary 8.3. For a given graph G = (V,E), the vertices of V can be colored using ∆+1 colors with
a vertex-averaged complexity of O(
√
a log2.5 a+ log∗ n) rounds.
Proof. First, we prove that the algorithmA properly colors the vertices ofHi. For each edge {u, v} ∈ E,
where u, v ∈ Hi, the vertices u, v necessarily have different colors, by the correctness of Procedure Deg-
Plus1-List-Col, according to [13].
Suppose now that i ≥ 2. Let us look at an edge e = {u, v} ∈ E, where u ∈ Hj , v ∈ Hi, for
j < i. At the end of iteration j of algorithm A′, u sent its color to v, and subsequently, v removed
the color from L(v). At the beginning of each iteration i of algorithm A′, for each vertex v ∈ V , at
most degG(v)−degG(Hi)(v) colors have been removed from L(v). Therefore, in iteration i of algorithm
A′, it holds that |L(v)| ≥ degG(Hi)(v) + 1. Therefore, an available color exists for coloring v and it is
different than that of u. Therefore, algorithm A′ produces a proper coloring, as required.
As for the number of colors used by algorithm A′, all colors are taken from the set {1, 2, ...,∆+1},
so the total number of colors used is ∆+ 1, as required.
We now analyze the worst-case time complexity of algorithm A. The worst-case time complexity
of algorithm A is asymptotically at most the worst-case time complexity of the execution of Procedure
Deg-Plus1-List-Col, when executed on a subgraph induced by an H-set Hi. Therefore, based on the
discussion preceding this corollary, the worst-case time complexity of algorithm A is O(√a log2.5 a +
log∗ n).
Therefore, by Theorem 8.2, the vertex-averaged complexity of algorithm A′ is O(√a log2.5 a +
log∗ n), as required.
We now present an algorithm that obtains improved vertex-averaged complexity for MIS. We
denote by MIS(H) an MIS for a certain graph H . In addition, for 1 ≤ i ≤ ℓ we denote by MISi a
set of vertices v ∈ Hi satisfying the following properties. The first property is that for each vertex
u ∈ (Hi \MISi), u has some neighbor v ∈ ∪ij=1MISj . The second property is that for each vertex
v ∈ MISi, v has no neighbors in ∪ij=1MISj . From these properties, it follows that ∪ij=1MISj is an
MIS for G
(∪ij=1Hj). In particular, for i = 1, MIS1 is simply an MIS for G(H1).
We achieve the result stated by the corollary by using the following algorithm as algorithm A, in
each iteration i of algorithm A′. The algorithm consists of two steps. Initially, MIS(G) = ∅.
In the first step, we compute a proper ∆(G(Hi))+ 1 coloring of the vertices of Hi using Procedure
Deg-Plus1-List-Col where each vertex v ∈ V is given an initial list of colors L(v) = {1, 2, ..., degG(Hi)(v)+
1}. In the second step, we compute MISi as follows. We execute a loop for j = 1, 2, ...,∆(G(Hi))+ 1.
In each iteration j of this loop, each vertex v ∈ Hi with color j that has no neighbor in ∪il=1MISl
adds itself to MISi. The devised algorithm corresponds to the following corollary.
Corollary 8.4. For a graph G = (V,E), an MIS can be computed for G with a vertex-averaged
complexity of O(a+ log∗ n) rounds.
Proof. We first prove the correctness of algorithm A′. This is done by first proving that in each
iteration i of A′, after computing MISi, it holds that ∪ij=1MISj is an MIS for G
(∪ij=1Hj). We prove
this by induction on the value of the current iteration i of A′.
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For the base case i = 1, in the second step of the invocation of algorithm A, we are in fact executing
the reduction from MIS to (∆ + 1)-vertex-coloring, described in Section 3.2 of [4], for the subgraph
G(Hi) of G induced by Hi. Therefore, by the correctness of this reduction, MISi is in this case, an
MIS for G(∪1j=1Hj) = G(H1), as required.
Suppose now, that for i ≤ k < ℓ, ∪ij=1MISj is an MIS for G
(∪ij=1Hj). We now prove that
∪k+1j=1MISj is an MIS for G
(∪k+1j=1Hj). To this end, we prove that at the end of iteration i = k + 1
of algorithm A′, the set MISk+1 satisfies the two properties mentioned in the beginning of the proof,
that a set MISi needs to satisfy.
As for the first property, let us suppose for contradiction that there exists a vertex u ∈ (Hi \MISi),
such that u has no neighbor in ∪il=1MISl. However, this means that in the appropriate iteration
j of the loop in the second step of algorithm A, u would have checked and found that it had no
neighbor in ∪il=1MISl. Subsequently, the vertex u would have added itself to MISi, contradicting
that u ∈ (Hi \MISi).
As for the second property, let us assume for contradiction that there exists a vertex v ∈MISi that
has some neighbor u ∈MISl for some l ≤ i. Also, suppose that during the execution of the first step
of algorithm A, u was colored with some color j1, while v was colored with some color j2. Without
loss of generality, suppose that j2 > j1. Therefore, during the execution of the loop of the second step
of algorithm A, the vertex v would have found out in iteration j2 that u ∈MISl and would have not
joined MISi, leading to a contradiction.
Therefore, the two above-mentioned properties, that a setMISi needs to satisfy, hold for i = k+1.
Therefore, they hold for any 1 ≤ i ≤ ℓ. In particular, they hold for i = ℓ. That is, ∪ℓj=1MISj is a
set of vertices, such that every vertex in ∪ℓj=1Hj \ ∪ℓj=1MISj has some neighbor in ∪ℓj=1MISj , and
∪ℓj=1MISj is independent. Therefore, ∪ℓj=1MISj is an MIS for G, as required.
We now analyze the worst-case time complexity of algorithm A. Using a similar analysis to that
carried out in the proof of Corollary 8.3, the worst-case time complexity of the first step of algorithm
A is O(√a log2.5 a+ log∗ n).
We now analyze the worst-case time complexity of the second step of algorithm A. In the second
step, we execute a loop consisting of a number of iterations equal to the number of colors used to color
the vertices of Hi in the first step of algorithm A. Also, each iteration of the loop requires constant
time. It can be easily verified that the number of colors used is at most ∆(G(Hi)) + 1. According to
Section 6.1, it holds that ∆(G(Hi)) = O(a). Therefore, the worst-case time complexity of algorithm
A is O(√a log2.5 a+ a+ log∗ n).
Therefore, by Theorem 8.2, the vertex-averaged complexity of algorithm A′ is O(a+ log∗ n).
Another corollary follows from Corollary 8.4 as follows.
Corollary 8.5. For a graph G = (V,E) with a constant arboricity a, an MIS can be computed with a
vertex-averaged complexity of O(log∗ n) rounds.
We now present an algorithm which obtains improved vertex-averaged complexity for (2∆− 1)-
edge-coloring. We obtain the result by using the following algorithms as algorithms A,B in each
iteration i of algorithmA′. The algorithmwe use as algorithmA is as follows. We invoke a deterministic
(2∆− 1)-edge-coloring algorithm from [24] on G(Hi).
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We now describe the algorithm used as algorithm B. First, we note that in the beginning of each
iteration i, algorithm A′ oriented all edges e = {u, v} ∈ E, such that u ∈ Hi, v ∈ V \ ∪i−1k=1Hk.
Also, each vertex v ∈ Hi labeled each of the outgoing edges incident on it with a different label from
{1, 2, ..., A}. Next, we describe the operations we perform in algorithm B.
We execute a loop for j = 1, 2, ..., A. We denote by Gj(v) the star subgraph of G induced by all
edges e = {u, v}, such that u ∈ ∪i−1k=1Hj , v ∈ Hi and e is labeled j. In each iteration j of this loop,
each vertex v ∈ Hi sequentially, within O(1) communication rounds, assigns a color to each edge of
Gj(v) that has not yet been assigned to any edge incident on it in G, from the palette {1, 2, ..., 2∆−1}.
Subsequently, v sends the colors assigned to edges incident on it, that have already been colored, to
all its neighbors in V \ ∪ik=1Hk. Then, each neighbor w ∈ V \ ∪ik=1Hk of v marks the colors sent to
it by v as colors that can’t be assigned to edges that haven’t yet been colored. The devised algorithm
corresponds to the following corollary.
Corollary 8.6. For an input graph G = (V,E), it is possible to deterministically compute a (2∆− 1)-
edge-coloring with a vertex-averaged complexity of O(a+ log∗ n) rounds.
Proof. We first prove the correctness of the devised algorithm. Suppose that we have invoked the
devised algorithm A′ on some graph G = (V,E). For some 1 ≤ i ≤ ℓ, let us look at some H-set Hi.
For two edges {u, v},{u,w}, such that u, v, w ∈ Hi, by the correctness of the (2∆− 1)-edge-coloring
algorithm of [24], {u, v}, {u,w} have different colors.
Suppose now that i ≥ 2. For two edges e = {u, v}, e′ = {u,w}, such that u, v ∈ Hi, w ∈ Hk for
k < i, the vertex u colored e′ after e. Therefore, when u colored e′, it made sure to use an available
color from the palette {1, 2, ..., 2∆− 1}, that is different than that of e. Such a color necessarily exists
since each edge in E can intersect at most 2∆− 2 other edges. Therefore, e, e′ have different colors.
Let us look now at two edges e = {u, v}, e′ = {w, x}, such that u,w ∈ Hk, for some k < i and
v, x ∈ Hi, and e, e′ have a common endpoint. Suppose for contradiction that e, e′ have the same color. If
u = w, then e, e′ were assigned different labels in the step of O(a)-forests-decomposition that algorithm
A′ carried out in the beginning of its iteration k. Therefore, for some j1 6= j2, 1 ≤ j1, j2 ≤ A, in the
loop of algorithm B, executed in iteration i of algorithm A′, the edges e, e′ were colored in iterations
j1, j2, respectively. Suppose without loss of generality that j2 > j1. Then the edge e
′ was colored after
e. Therefore, x assigned an available color to e′ from the palette {1, 2, ..., 2∆− 1}, different than that
of e. Therefore, e, e′ have actually been assigned two different colors, leading to a contradiction.
Suppose now that v = x. If e, e′ have the same label j, then v assigned each edge e, e′ a different
available color from the palette {1, 2, ..., 2∆− 1} in iteration j of the loop of algorithm B. Suppose
that the edges e, e′ have different labels j1, j2, respectively, and that without loss of generality it holds
that j2 > j1. Then, e
′ received a different color from the palette {1, 2, ..., 2∆− 1} than e in iteration
j2 of the loop of algorithm B, leading to a contradiction. Therefore, for any two edges e, e′ ∈ E, e, e′
received different colors, completing the proof of correctness.
As for the number of colors used by the algorithm, each edge e ∈ E is assigned some color from
{1, 2, ..., 2∆− 1}. Therefore, the number of colors employed by algorithm A′ is at most 2∆− 1.
We now analyze the vertex-averaged complexity of algorithm A′. The worst-case time complexity
of algorithm A is asymptotically equal to that of the (2∆− 1)-edge-coloring algorithm of [24], when
executed on a sub-graph of G induced by an H-set Hi. This time complexity is O (a+ log
∗ n). In
algorithm B, we execute a loop consisting of O(a) iterations, where each iteration takes constant time.
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Therefore, by Theorem 8.2, the vertex-averaged complexity of algorithm A′ is O(a + log∗ n), as
required.
Corollary 8.6 implies the following corollary for graphs with a constant arboricity.
Corollary 8.7. For an input graph G = (V,E) with arboricity a = O(1), one can deterministically
compute a (2∆− 1)-edge-coloring of the edges of E with a vertex-averaged complexity of O(log∗ n).
We now devise an algorithm for MM with improved vertex-averaged complexity. We use the
following algorithms as algorithms A,B in each iteration i of A′. We note that whenever an edge
e = {u, v} is added to the matching, u, v become inactive and stop taking part in algorithm A′.
In algorithm A we compute an MM for G(Hi) using an algorithm from [24]. While doing so, for
i ≥ 2, we make sure not to add edges that are incident on other edges, that have already been added
in iterations k < i. We execute algorithm B if i ≥ 2. In algorithm B, we handle edges e = {u, v}, such
that u ∈ Hk for some k < i and v ∈ Hi. In algorithm B, we execute a loop for j = 1, 2, ..., A. In each
iteration j of this loop, each vertex v ∈ Hi selects a single edge, from the described edges e labeled j,
that isn’t incident on another edge e′ belonging to the matching, if such an edge exists, and adds it to
the matching. The devised algorithm corresponds to the following corollary.
Corollary 8.8. For an input graph G = (V,E), a maximal matching can be computed for the edges
of G with a vertex-averaged complexity of O(a + log∗ n) rounds.
Proof. We first prove the correctness of algorithm A′. We prove this by induction on the number of
the current iteration i of algorithm A′. In the base case, we simply invoke the known algorithm from
[24] on G(H1). Therefore, by the correctness of the MM algorithm of [24], algorithm A′ correctly
computes an MM for G(H1).
Suppose now that algorithm A′ correctly computes an MM for G(∪kl=1Hl) for some 1 < k < ℓ. We
now prove that algorithmA′ correctly computes an MM at the end of iteration i = k+1 for G(∪k+1l=1 Hl).
To prove this, we need to prove that the matching computed so far, at the end of iteration k + 1 of
algorithm A′, indeed contains no pair of intersecting edges and that it is maximal for G(∪k+1l=1 Hl).
Let us look at some pair of intersecting edges e = {u, v}, e′ = {u,w}, such that e, e′ ∈ E, u, v, w ∈
∪k+1l=1Hl. Following a proof similar to that of the correctness of the algorithm devised in Corollary 8.6,
we can show that if one of the edges e, e′ belongs to the matching computed at the end of iteration
i = k + 1, then the other does not. Therefore, the matching computed indeed contains no pair of
intersecting edges.
We now prove that the matching computed at the end of iteration i = k + 1 of algorithm A′ is
maximal. Suppose for contradiction that at the end of iteration k + 1 of A′ there exists an edge
e = {u, v} ∈ E, such that u ∈ ∪k+1l=1Hl, v ∈ Hk+1, which intersects no other edge e′ in the matching
and does not belong to the matching. If u ∈ Hk+1, then by the correctness of the MM algorithm
of [24], during the execution of algorithm A, e would have been added to the matching, leading to a
contradiction. If u ∈ Hl, for some l < k + 1, and e has some label 1 ≤ j ≤ A, then in iteration j of
the loop of algorithm B, e should have been added to the matching, also leading to a contradiction.
Therefore, the matching computed at the end of iteration k+1 of algorithm A′ is maximal. It follows
that the matching computed at the end of iteration k+1 is indeed a maximal matching for G(∪k+1l=1 Hl).
Therefore, the matching algorithm A′ computes for G is indeed a maximal matching for G.
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We now analyze the vertex-averaged complexity of algorithm A′. The worst-case time complexity
of algorithm A, where we execute the MM algorithm of [24], following a similar analysis to that of
the proof of Corollary 8.6, is O(a + log∗ n). Also following a similar analysis to that of the proof of
Corollary 8.6, the worst-case time complexity of algorithm B is O(a).
Therefore, by Theorem 8.2, the vertex-averaged complexity of algorithm A′ is O(a + log∗ n), as
required.
Corollary 8.8 implies an additional corollary for graphs with constant arboricity.
Corollary 8.9. For an input graph G = (V,E) with a known arboricity a = O(1), an MM can be
computed within a vertex-averaged complexity of O(log∗ n) rounds.
9 Randomized Algorithms
9.1 Overview
In this section we present randomized algorithms that achieve an improved vertex-averaged complexity
with high probability. In contrast to deterministic algorithms, for which a guaranteed upper bound
exists on the average number of rounds per vertex required in any execution, it is not guaranteed for
any randomized algorithm that an upper bound for its vertex-averaged complexity will hold for any
single execution, but such an upper bound can be shown to hold with high probability.
9.2 A Randomized (∆+ 1)-Vertex-Coloring in O(1) Vertex-Averaged Com-
plexity
In this section we analyze the vertex-averaged complexity of the randomized algorithm for (∆ + 1)-
vertex-coloring presented in Section 10.1 in [4] as Procedure Rand-Delta-Plus1. This is a variant
of Luby’s algorithm [21]. In this algorithm, in each round, each vertex v ∈ V for an input graph
G = (V,E) first draws a single bit b from {0, 1} uniformly at random. If the bit drawn is 0, the bit is
discarded and then v continues to the next round. Otherwise, v draws a color uniformly at random
from the set {1, 2, ...,∆+ 1} \ Fv where Fv is the set of final colors selected by neighbors of v. If the
color chosen by v is different than the color chosen by each of its neighbors which also chose a color
in the current round, and also different than that of each of its neighbors which decided upon a final
color in a previous round, then v declares the color chosen to be its “final color”, sending a message to
its neighbors announcing it. Then, every neighbor u of v that has not decided upon a final color yet,
updates its list of “final colors” Fu accordingly, adding the color chosen by v. We present and prove
the following claim about the algorithm’s vertex-averaged complexity.
Theorem 9.1. For an input graph G = (V,E) with maximum degree ∆ it is possible to compute a
(∆+1)-vertex-coloring of G within a vertex-averaged complexity of O(1) rounds, with high probability.
Proof. It it shown in [4] that the probability for a vertex v to terminate in a given round is at least 14 .
The explanation for this is as follows. Suppose that in some round i, in the first step of the algorithm,
some vertex v ∈ V , chose a bit 1 from {0, 1} uniformly at random. Therefore, in the second step of
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the algorithm, it chose a color uniformly at random from {1, 2, ...,∆+ 1} \ Fv. For some neighbor u
of v, the probability that u chose some color in the current round and that v chose the same color as
u is at most:
1
2(∆ + 1− |Fv|)
This follows from the following observations. The probability for u not to discard the bit b ∈ {0, 1} it
initially selected uniformly at random is 12 . In addition, v has at most ∆+ 1− |Fv| different colors to
choose from.
Therefore, using the union bound, the probability for v to select in a given round a color identical
to the color chosen by any of its neighbors is at most (∆+1−|Fv |)2(∆+1−|Fv |) =
1
2 . Also, the probability for v not
to discard its bit b ∈ {0, 1} and proceed to select uniformly at random a color from {1, 2, ...,∆+1}\Fv
is 12 . It follows that the probability for v to select a color different from that of each of its neighbors
is at least 14 , as required.
Therefore, the probability that a vertex v does not terminate in a given round is at most 34 . Let
us denote the number of vertices of V that have not terminated in a given round i as Xi. Also, for
a vertex v and a round i, let us denote by Xv,i the following random variable. The random variable
Xv,i receives the value 1 if v did not choose a final color and did not terminate in round i, on the
condition that v did not terminate in any round j < i. Otherwise, if v terminates in round i, it holds
that Xv,i = 0. By the linearity of expectation, it follows that E[Xi] ≤ 34ni where ni is the number of
active vertices in round i, that is vertices that have not yet decided upon a final color.
Now, let us denote the vertices of V as v1, v2, ..., vn. Also, for each random variableXv,i, for a vertex
v ∈ V , we define a twin random variable Xˆv,i, such that the resulting random variables Xˆv,i satisfy the
following properties. For each v ∈ V , the random variables Xv,i, Xˆv,i have the same distribution, and
the random variables Xˆv1,i, Xˆv2,i, ..., Xˆvn,i are independent. In addition, we denote Xˆi =
∑n
j=1 Xˆvj ,i.
Therefore, by applying the Chernoff bound, we obtain the following:
Pr
[
Xi ≥ 15
16
ni
]
≤ Pr
[
Xi ≥
(
1 +
1
4
)
E[Xi]
]
= Pr

Xi ≥
(
1 +
1
4
) n∑
j=1
E[Xvj ,i]


= Pr

Xi ≥
(
1 +
1
4
) n∑
j=1
E
[
Xˆvj ,i
]
= Pr
[
Xi ≥
(
1 +
1
4
)
E[Xˆi]
]
≤ e−
( 14 )
2
· 3
4
ni
3
= e−
ni
64
Also, because in each round a vertex does not terminate with probability at most 34 , the probability
for any vertex not to terminate after c′ logn rounds, for an appropriate constant c′ ≥ 5, by the union
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bound, is at most:
n ·
(
3
4
)c′ log n
=
n
nc
′ log 43
<
n
n2
=
1
n
Therefore, either for the current round i the value of ni satisfies
ni
64 ≥ logn64c for a constant c > 1, in
which case the number of vertices that have not yet terminated becomes smaller by a constant fraction
with high probability, or ni < 4, 096c · logn, in which case, each vertex that has not yet terminated in
this round will terminate after O(log n) more rounds with high probability. Let k denote the number of
the first round in which nk < 4, 096c · logn. Then the total number of rounds of computation executed
by all vertices is with high probability at most:
k−1∑
i=1
(
3
4
)i
· n+O (log2 n) = O(n) +O (log2 n) = O(n)
Therefore, the vertex-averaged complexity of the devised algorithm is O(1). In terms of the number
of colors employed by the algorithm, it remains at most ∆+ 1, as the final color of each vertex v ∈ V
is still only one color cv ∈ {1, 2, ...,∆+ 1}.
Therefore, the vertex-averaged complexity of this known algorithm is O(1) rounds only. Also the
achieved coloring is proper as we haven’t changed the original algorithm in this analysis in any way. In
addition, the achieved coloring employs at most ∆+1 colors as is already presented in [4]. This result
is far superior to any currently known worst-case time result for (∆ + 1)-vertex-coloring according to
[3].
We also remind that a lower bound of Ω (log∗ n) rounds was presented in [12] for deterministic
3-vertex-coloring of cycles. Cycles satisfy ∆ = 2. Therefore, this lower bound holds for deterministic
(∆ + 1)-vertex-coloring for general graphs. On the other hand, by Theorem 9.1, using randomiza-
tion helps obtain an algorithm with a vertex-averaged complexity that isn’t bounded from below by
Ω (log∗ n), and that is even constant. A similar, weaker result was already presented in [12]. In the
latter case, the author showed that in the case of 3-coloring cycles, using the randomized algorithm
described in this section, for ∆ = 2, the expected vertex-averaged complexity was constant. The
result of the analysis in this section, however, is stronger, since it applies to a general value of ∆, and
since it shows the time complexity of the algorithm described in this section to be constant with high
probability, rather than only show the expected value of the time complexity is constant.
9.3 Additional Randomized Vertex-Coloring Algorithms Using O(1)Vertex-
Averaged Complexity
In this section, we devise a new randomized algorithm based on the randomized (∆ + 1)-vertex-coloring
algorithm of Section 9.2. The devised algorithm consists of two phases, and proceeds as follows.
In the first phase, we execute t = ⌊2 log logn⌋ iterations of Procedure Partition, thus forming the
H-sets H1, H2, ..., Ht. Upon the formation of each H-set Hi, for 1 ≤ i ≤ t, we invoke the randomized
(∆ + 1)-vertex-coloring algorithm of Section 9.2 on G (Hi), with the palette {1, 2, ..., A+ 1}. Once a
vertex selects a final color cv from this palette, according to the execution on G(Hi), we assign each
vertex v ∈ Hi the color 〈cv, i〉.
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In the second phase, that starts in round t+1, we continue executing Procedure Partition, in order
to compute the sets Ht+1, Ht+2, ...Hℓ (possibly in parallel to actions of some vertices in H1, H2, ..., Ht
that still have not terminated phase 1). Then, we perform a loop from j = ℓ down to t + 1. In each
iteration j of this loop, we invoke the algorithm of Section 9.2 with the palette {A + 2, ..., 2A + 2}.
We note that for each iteration j < ℓ, each vertex v ∈ Hj first waits for all its neighbors in ∪ℓl=j+1Hl
to terminate and choose a color from the palette {A + 2, A + 3, ..., 2A + 2}, and only then invokes
the algorithm of Section 9.2. The properties of the devised algorithm are summarized in the following
theorem.
Theorem 9.2. The devised algorithm colors an input graph G = (V,E) with a known arboricity a
using O(a log logn) colors with a vertex-averaged complexity of O(1) rounds, with high probability.
Proof. First, we prove the algorithm computes a proper coloring of the input graph. According to
Section 6.1, the maximum degree of each H-set Hi, for 1 ≤ i ≤ ℓ, is ∆(G (Hi)) = A = O(a). We
invoked the algorithm of Section 9.2 with a palette of size A + 1 on G (Hi), for each 1 ≤ i ≤ ℓ.
Therefore, for any two vertices u, v ∈ Hi, for 1 ≤ i ≤ ℓ, by the correctness of the algorithm of Section
9.2, u, v have different colors, as required. For two vertices u ∈ Hj , v ∈ Hi, such that 1 ≤ j, i ≤ t, j < i,
they have each respectively been assigned the colors 〈cu, j〉 , 〈cv, i〉. Since the color of the vertices u, v
differs at least in one component, the second component, they have different colors.
Let us now look at two vertices u ∈ Hj , v ∈ Hi, such that t + 1 ≤ i, j ≤ ℓ, j < i. In iteration
l = j of the loop of the second phase of the devised algorithm, we invoked the algorithm of Section 9.2
with the palette {A+2, A+3, ..., 2A+2}. By construction of the devised algorithm, the vertex u was
colored after v, using the standard randomized (∆ + 1)-vertex-coloring algorithm of Section 9.2, while
avoiding the use of colors already chosen by neighbors of u in V \
(
∪jl=1Hl
)
. Therefore, if u has an
available color to choose from the respective palette, it is different than the color of each neighbor of
u in V \
(
∪jl=1Hl
)
. The vertex u executes the standard randomized (∆ + 1)-vertex-coloring algorithm
of Section 9.2, using a palette of colors of size A+1, while u has at most A neighbors in V \
(
∪jl=1Hl
)
,
according to Section 6. Therefore, u has at least one available color to choose from, when it executes
the standard randomized (∆ + 1)-vertex-coloring algorithm of Section 9.2. Therefore, for any two
vertices u ∈ Hj , v ∈ Hi, for t+ 1 ≤ i, j ≤ ℓ, j < i, the vertices u, v have different colors.
For any two vertices u ∈ ∪ti=1Hi, v ∈ ∪ℓi=t+1Hi, the vertices u, v each respectively either chose a
color 〈cu, i〉, where cu ∈ {1, 2, ..., A+ 1}, or a color from the palette {A + 2, A+ 3, ..., 2A+ 2}. Since
the set from which the vertex u chose its color, and the set from which v chose its color, are disjoint,
the vertices u, v necessarily have different colors. Therefore, for any two vertices u, v ∈ V , it holds that
u, v have different colors, as required.
We now analyze the number of colors employed by the devised algorithm. In the first phase, each
vertex v ∈ Hi, for 1 ≤ i ≤ t, chooses a color 〈cv, i〉, where cv ∈ {1, 2, ..., A+ 1} and t = ⌊2 log log n⌋.
In the second phase, each vertex v ∈ ∪ℓi=t+1Hi chooses a color from the set {A+ 2, A+ 3, ..., 2A+ 2}.
Therefore, the total number of colors used by the devised algorithm is O (a log logn).
We now analyze the vertex-averaged complexity of the devised algorithm. We want to show that the
total number of communication rounds carried out by all vertices of V is O(n) with high probability.
First, we analyze the total number of rounds of communication carried out in the first phase of the
devised algorithm.
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Denote by ni the number of active vertices in the input graph that haven’t yet finished all compu-
tation at the beginning of iteration i = 1, 2, ..., t of the first phase. Also, suppose that the execution of
the algorithm of Section 9.2 on G (Hi) begins in round ri. Then, denote by ni,j the number of vertices
in Hi that remain uncolored by the invocation of the algorithm of Section 9.2 in round j ≥ ri. Also,
let j = k be the first round where ni,j < 4, 096c · logn for a constant c > 1. Then, according to the
proof of Theorem 9.1, the total number of rounds of communication executed by the vertices of a given
subset Hi in the execution of the algorithm of Section 9.2 is, with high probability, at most:
k−1∑
j=1
(
3
4
)j
· ni,j +O (logn) = O(ni) +O (log n)
It follows that with high probability, the total number of rounds of communication carried out by the
vertices of ∪ti=1Hi is:
t∑
i=1
O (ni) +O (t logn) = O (n+ logn log logn) = O(n)
We now analyze the total number of rounds of communication carried out in the second phase of the
devised algorithm. Let us look at some vertex v ∈ Hi, for t+ 1 ≤ i ≤ ℓ. For each two different rounds
j, k of the algorithm of Section 9.2 executed by the vertex v, such that j < k, the color chosen by v in
round k is independent of the color it chose in round j. Also, according to Section 9.2, in each round,
in the execution of the algorithm of Section 9.2, the vertex v has a probability of at most 34 to choose
a color identical to the color chosen by one of its neighbors, and thus, not to terminate. Therefore, the
probability that v doesn’t terminate after l rounds is at most
(
3
4
)l
.
Throughout the execution of the second phase of the devised algorithm, there can trivially be no
more than n active vertices in any round. Therefore, by the union bound, the probability that in the
execution of the algorithm of Section 9.2, in an iteration t+ 1 ≤ i ≤ ℓ of the loop of the second phase
of the devised algorithm, at least one vertex v ∈ Hi doesn’t terminate after l rounds is at most:
(
3
4
)l
· n = 2l·log 34 · n
=
n
2l·log
4
3
Specifically, for l =
(
ci + 1 +
2
ǫ
) · 1
log 43
· logn for a sufficiently large constant ci > 1, the probability
of the last mentioned event is at most n
n
ci+1+
2
ǫ
= 1
n
ci+
2
ǫ
. We remind, that according to Section 6.1,
it holds that ℓ = ⌊ 2
ǫ
logn⌋ ≤ 2
ǫ
logn. Choosing an appropriate constant cmin = mint+1≤i≤ℓ ci, by the
union bound, the probability that in at least one iteration t + 1 ≤ i ≤ ℓ of the second phase of the
devised algorithm, the running time of the invocation of the algorithm of Section 9.2 requires more
than
(
ci + 1 +
2
ǫ
) · 1
log 43
· logn rounds, is at most:
ℓ
ncmin+
2
ǫ
≤
2
ǫ
logn
ncmin+
2
ǫ
≤ n
2
ǫ
ncmin+
2
ǫ
=
1
ncmin
<
1
n
Therefore, with high probability, the worst-case time complexity of the second phase of the devised
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algorithm is O
(
log2 n
)
. Also, according to Lemma 6.1, the number of active vertices in the execution of
the second phase of the devised algorithm is O
(
n
log2 n
)
. Therefore, the total number of communication
rounds carried out in the second phase of the devised algorithm is O(n), with high probability.
Therefore, for a suitable choice of the constant c′ from the proof of Theorem 9.1, and of the constants
ci, for t + 1 ≤ i ≤ ℓ, the total number of communication rounds carried out by the vertices of the
input graph in the execution of the devised algorithm is O(n), with high probability. Therefore, the
vertex-averaged complexity of the devised algorithm is O(1) rounds, with high probability, as required.
10 Discussion
Based on the results presented so far, we make several observations. We remind that a summary of
the results obtained in the paper can be found in Section 4. One observation we make pertains to
differences obtained so far, between the lower and upper bounds on the vertex-averaged complexity of
the solution of the problems studied in this paper. For example, let us look at the currently-known best
lower bound on the vertex-averaged complexity of deterministic O (a · log∗ n)-vertex-coloring. In this
case, the only known non-trivial lower bound on the vertex-averaged complexity is Ω (1). For constant
arboricity, our results are away of this bound only by a factor of log∗ n. For non-constant arboricity,
there exists a difference between the worst-case lower bound of Ω (1) and the vertex-averaged time
complexity of the respective algorithm we devised, which is O (a log∗ n). An interesting question these
observations raise, is whether the lower bound for deterministic O (a · log∗ n)-vertex-coloring can be
shown to be ω (1), and in particular, how close it is to O (a log∗ n) rounds.
As another example, in the case of randomized p-vertex-coloring, for p ∈ {O (a log logn) ,∆+ 1}, we
have obtained the best possible results (up to constant factors). Namely, for p ∈ {O (a log logn) ,∆+ 1},
we have presented methods for coloring an input graph with a vertex-averaged complexity of O (1)
rounds, with high probability.
Another observation we make is about the difference between the best vertex-averaged complex-
ity obtained using deterministic algorithms, and the best vertex-averaged complexity obtained using
randomized algorithms. This observation concerns only the vertex-coloring algorithms presented in
this paper, as the algorithms presented for MIS, MM and (2∆ + 1)-edge-coloring are all determinis-
tic. Consider for example the case of O (a log logn)-vertex-coloring. In this case, the vertex-averaged
time complexity of the deterministic algorithm we devised in Section 7.7 is O (a log logn), according
to Theorem 7.16. On the other hand, the randomized algorithm of Section 9.3 has a vertex-averaged
complexity of only O (1) rounds, with high probability. Therefore, there is a difference in this case of
O (a log logn) rounds between the vertex-averaged complexity of the deterministic algorithm and the
randomized algorithm.
This raises the question whether there exists a deterministic O (a log logn)-vertex-coloring algo-
rithm with a vertex-averaged complexity that is o (a log logn), and how much of an improvement can
be obtained.
In the case of (∆ + 1)-vertex-coloring, the deterministic algorithm of Corollary 8.3 requires a vertex-
averaged complexity of O(
√
a log2.5 a + log∗ n) rounds, which depends on both a and n. On the
other hand, the standard randomized (∆ + 1)-vertex-coloring algorithm, described in Section 9.2,
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has a vertex-averaged complexity of only O (1) rounds, with high probability. This last mentioned
difference between the last two mentioned algorithms raises the question to what extent can the vertex-
averaged complexity of the deterministic algorithm of Corollary 8.3 be made closer to the constant
vertex-averaged complexity of the standard randomized (∆ + 1)-vertex-coloring algorithm, described
in Section 9.2.
Yet an additional observation that can be made regarding the results obtained in this paper, relates
to the difference between the known worst-case lower bounds for the problems that were dealt with in
this paper, and certain results obtained in this paper. Namely, the vertex-averaged complexity of some
of the algorithms described in this paper, is asymptotically lower than the worst-case lower bound for
the same respective problems. Following are some examples of this observation.
In the case of O (a · log∗ n)-vertex-coloring, for constant arboricity a, it is implied in [8] that solving
this problem requires Ω (logn) time in the worst case. However, the deterministic algorithm of Section
7.7 obtains a vertex-averaged complexity of O (log∗ n).
In the case of (∆ + 1)-vertex-coloring, we have shown in Section 9.2 that the standard randomized
(∆ + 1)-vertex-coloring algorithm described in the same section has a vertex-averaged complexity of
O (1) rounds, with high probability, while in the worst-case scenario, according to [19], such a coloring
requires Ω (log∗ n) rounds, even with the use of randomization.
In the case of O (a · log∗ n)-vertex-coloring, for constant arboricity, a deterministic algorithm we
presented in Section 7.7 produces the coloring with a vertex-averaged complexity of O (a log∗ n) =
O (log∗ n) rounds. This last mentioned vertex-averaged complexity is considerably lower than the
worst-case lower bound for for O(aq)-coloring, q > 2, which is, for general arboricity, Ω
(
logn
log a+log q
)
[8]. In particular, for a = O (log∗ n), the worst-case lower bound for O (a log∗ n) is Ω
(
logn
log(log∗ n)
)
.
11 Conclusion and future research directions
We observe that from a theoretical point of view, the measure of vertex-averaged complexity seems
promising as an optimization criterion. In particular, in many cases where a certain pair of algorithms
have the same asymptotic worst case running time, the measure of vertex-averaged complexity provides
a way to decide which algorithm is expected to yield better performance in practice, especially in
scenarios such as those mentioned in Section 1.2.
Regarding possible directions for future research on the subject of vertex-averaged complexity, one
direction is to perform an experimental evaluation of the value of using vertex-averaged complexity
as an optimization criterion. The goal of such experimentation would be to confirm that the frame-
work obtains simulations with a significantly smaller actual running time (and equivalently, also, a
significantly smaller total number of rounds over all simulated processors).
Another possible research direction, is an empirical evaluation of the extent to which algorithms
with improved vertex-averaged complexity, for tasks consisting of at least two sub-tasks, allow a faster
execution of the complete task for most of the simulated network’s processors.
An additional research direction is to try and improve upon the results obtained in this paper. In
particular, one can try and work on developing algorithms with better vertex-averaged complexity for
the problems discussed in the paper, as well as possibly other important graph-theoretic problems.
In addition, one can try and research regarding possible non-trivial (in particular, non constant)
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lower bounds on the vertex-averaged complexity of the symmetry-breaking problems discussed in this
paper, as well as the vertex-averaged complexity of possibly other important graph-theoretic problems.
Currently, the only known non-trivial lower bound is the lower bound of Ω (log∗ n) rounds for the
deterministic 3-coloring of rings (and therefore, for many other types of coloring problems, as well),
presented in [12].
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