Despite their success, existing meta reinforcement learning methods still have difficulty in learning a meta policy effectively for RL problems with sparse reward. To this end, we develop a novel meta reinforcement learning framework, Hyper-Meta RL (HMRL), for sparse reward RL problems. It consists of meta state embedding, meta reward shaping and meta policy learning modules: The cross-environment meta state embedding module constructs a common meta state space to adapt to different environments; The meta state based environment-specific meta reward shaping effectively extends the original sparse reward trajectory by cross-environmental knowledge complementarity; As a consequence, the meta policy then achieves better generalization and efficiency with the shaped meta reward. Experiments with sparse reward show the superiority of HMRL on both transferability and policy learning efficiency.
especially with sparse rewards. In particular, we make two observations: 1) The rewards of tasks in the same environment tend to be homogeneous which may weaken the capacity for effective crosstask reward utilization; 2) While cross-environment meta knowledge can be complementary to enrich the reward over the tasks across environments, thus mitigates the sparse reward issue.
Motivated by these observations, this work is aimed to devise a cross-environment meta learning approach with sparse reward. We propose a hyper meta RL framework, called Hyper-Meta RL, which consists of three meta modules. We devise the cross-environment meta state embedding module and environment-specific meta reward shaping module to support the general meta policy learning module. The meta state is embedded across environments.
Based on the general meta-state, the meta reward shaping module is dedicated to generate targeted reward shaping function. Further, the meta state and additional reward signals can improve the meta policy model to reduce the negative influence of missing reward signal. Moreover, the shared meta state space benefits meta reward shaping and provides a flexible mechanism to integrate domain knowledge from multiple environments.
The Hyper-Meta RL framework is illustrated in Fig. 1 . The main contributions of this work are as follows:
1) For sparse reward, a hyper-meta reinforcement learning method is proposed, to jointly utilize the information of tasks from multiple environments, in contrast to existing works for single environment. As a natural way to improve generalization for meta policy learning, this is the first work (to our best knowledge) for cross-environment meta-RL.
2) For each environment, an environment-specific meta reward shaping technique is developed. The shaping is fed with the meta state learned from domain knowledge in both current and the other environments. It can speed up new task learning either with or without meta policy, and meanwhile the policy consistency can be theoretically ensured.
3) We show that our methods can effectively improve both generalization capability and transfer efficiency, especially under environments with notable heterogeneity, as shown in our experiments for the Dynamic Four Room game.
Finally, we point out that our approach in fact can be regarded as a hierarchical structure for task learning. The environment acts as the group of tasks, which can either be formed by prior knowledge or other means. In contrast, existing methods treat all tasks as in a single environment. Hence the improvement can be attributed to both our hyper-meta methods as well as the prior of the task set structure. At least, our method allows a direct and effective way to incorporate environment priors, which are often easily available or naturally arise e.g. in Dynamic Four Room game.
Related work
Reward Shaping. The objective in RL is to maximize expected discounted long-term return:
The reward signal is often weak or even missing in many applications [18, 19, 11] , making it more difficult to learn the optimal policy. The reward shaping technique is used to solve this problem by adding an extra reward signal F, leading to the composite reward R F = R+F. Usually, the shaping reward F encodes some heuristic knowledge for more effective optimal policy search. It is worth noting that modifying the original reward will eventually change the task and may cause the policy inconsistency. To solve this problem, potential-based reward shaping is proposed in [18] :
where s, s denote two consecutive states and a denotes the action; φ is a potential function; the function value F denotes the reward shaping signal as the difference between the potential of s and s; γ denotes a discount rate. It has been proved that potential-based reward shaping is the only sound way to ensure the policy consistency [18] .
The dynamic potential-based reward shaping in [4] extends the original reward shaping to allow dynamic shaping and maintain the policy consistency:
where t and t are two consecutive time stamps. Here the potential function can be learned during the training process.
Meta Reinforcement Learning. It aims to learn a common structure between different tasks, so as to solve new and relevant tasks more efficiently. Meta learning methods can be employed in both supervised learning [25, 21, 7] and reinforcement learning [9, 6, 26, 7] . Meta RL methods can also be divided into two categories: model-based meta RL and model-free meta RL. The modelbased meta RL methods have the advantage to directly model dynamic environments, specifically by the environment parameters [2, 20] or priors [8] . Model-based methods usually obtain worse asymptotic performance than model-free meta-RL [2] . MAML [7] is used in [3] to adapt different learned dynamics by ensemble.
On the other hand, model-free meta RL methods can be divided into three classes: 1) recurrence based meta-RL methods, which use recurrent neural network (RNN) to establish the meta task embedding [6, 15, 26] ; 2) gradient based meta-RL methods, which are mostly extended from MAML [7] . These methods aim to learn a meta policy and some well-defined meta parameters simultaneously. The meta parameter can be set as the exploration [10, 9] , advantage function [29] , reward shaping [31] and etc; 3) hybrid meta-RL methods [12, 23] , considered as the hybrid of the above two techniques.
In the Model-Agnostic Meta-Learning (MAML) framework [7] , meta learning is directly introduced to RL, by learning a prior through a series of tasks. Many subsequent meta-RL methods are based on MAML, and different priors are set as the meta parameters. [28] models the hyperparameter in the return function as the meta knowledge, to learn a better return function. [10, 9] set the exploration policy as the meta knowledge, while [29] meta-learns the advantage function instead.
These meta-RL methods mostly focus on RL with dense reward, and few pay attention to set reward related components as meta knowledge. NoRML [29] meta-learns the advantage function for sparse reward. [31] introduces MAML to enhance the reward shaping technique, to efficiently handle sparse reward. However this method mainly focuses on employing meta-RL to better solve RL problem not on developing new meta-RL methods. Further, the above meta-RL methods mostly address learning of different tasks from the same environments. For a more general meta-RL model with sparse reward, utilizing limited reward signals from relevant environments to model the meta-RL algorithm can be a natural but currently under-investigated way to increase the generalization and transfer abilities, which motivates this paper.
Hyper-Meta RL with Sparse Reward
Our key idea is to combine model-based meta RL and model-free meta RL. Instead of modeling the environment directly, our approach indirectly utilizes the common knowledge to model the crossenvironment meta knowledge, which is denoted as the Cross-Environment Meta State Embedding. As detailed in Fig. 1 , our Hyper-Meta RL method consists of three modules: 1) cross-environment meta state embedding module (see Sec. 3.2); 2) environment-specific meta reward shaping module (see Sec. 3.3); 3) meta policy learning module (see Sec. 3.4) . Further the policy consistency can be proved to maintain on new tasks (see Sec. 3.5), thus the method can be extended to different tasks in a stable fashion. p  d  a  t  e  m  e  t  a  p  o  l  i  c  y  w  i  t  h  a  l  l  t  a  s  k  -s  p  e  c  i  f  i  c  p  o  l  i  c  i  e  s   U  p  d  a  t  e  e  a  c  h  t  a  s  k  -s  p  e  c  i  f  i  c  p  o  l  i  c  y  w  i  t  h  i  t  s  o  w  n  e  x  t  e  n  d  e  d   t  a  s  k  t  r  a  j  e  c  t  o  r  y  a  n  d  t  h  e  c  o  m  m  o  n  m  e  t  a  p  o  l  i  c Figure 1 : Overview of HMRL: 1) Tasks from k environments generate trajectories by their task specific policies {θ i,j } separately; 2) Cross-Environment Meta State Embedding (Meta-SE) module obtains meta states s m from domain knowledge in multi-environments and generated trajectories.
3) Environment-specific Meta Reward Shaping (Meta-RS) module employs the meta states obtained by Meta-SE to calculate the meta reward shaping, as to generate extended trajectories. 4) Meta Policy (Meta-PC) θ is learned based on the extended trajectories with meta state embedding and meta reward shaping. Environments can be formed by prior or by other means in advance.
Preliminaries and Problem Formulation
We first introduce the popular meta-learning method Model-Agnostic Meta-Learning (MAML) in details, which serves as a basic technique employed in our approach. MAML meta-learns an policy initialization θ (meta policy) of model parameters based on a series of tasks {T i } by:
where θ i are the task-specific policy with respect to task T i , and is updated from the meta policy θ; α and β are both learning rates; L T i denotes the loss with respect to task T i . Now we consider a set of tasks {E 1 , E 2 , · · · , E k } from k environments, where E i is the task subset for environment i. The extended Markov decision process (MDP) is defined:
where there are n i tasks for environment i; S i j , A i j denote the state and action set of the task j for environment i respectively, and P i j (s |s, a) denotes the corresponding transition probability function with s, s ∈ S i j , a ∈ A i j ; a shared meta state space S m is introduced based on some domain knowledge of all environments, and the corresponding meta transition probability function is denoted as P m (s |s, a); γ denotes the discount factor; our newly devised rewardR is used as will be discussed later in the paper.
Cross-Environment Meta State Embedding
The cross-environment meta state embedding module focuses on embedding both the domain knowledge of the environment and the trajectory of the environment-specific task into a unified meta state space. The prior knowledge among different environments should be properly determined to define the shared meta state space S m . The setting of the meta state space is flexible, while the embedding function can further be pertinently learned in the closed loop of the whole algorithm. We can append some task specific parameters into the original state space so as to process the difference among tasks, and the meta state embedding function h maps the task state to these specific parameters. This way will be used to the Point Agent Control problem in experiments section, while the task-driven hyper-parameter ω together with original state are set to be the meta state. More generally, the function h can directly embed the original agent state together with some global features of the related task into a shared latent space, which is denoted as the meta state space. The meta state space in a certain extent represents the common feature of all environment-specific tasks, for which we can introduce some domain knowledge. For the second Dynamic Four Room problem, although the room size is changing, but all tasks are based on a "four room" environment. Hence we can set the dimension of the meta state space be 4 (output dimension of h, in our framework, we call it cross-environment meta state embedding size), which is generated by a 2 × 2 matrix. Note the dimension setting is not very sensitive as will be verified in our experiments.
Environment-specific Meta Reward Shaping
The environment-specific meta reward shaping module focuses on constructing the shaped reward, i.e.,R = R + F. This module is based on the the potential-based reward shaping, while the crossenvironment meta states are set to be the input of the potential function φ. The formulation is as:
where s m ∈ S m and s m ∈ S m . The potential function φ plays the key role in the above reward shaping, which is meta-learned. The parameter γ denotes the discount factor of the RL problem. The cross-environment meta sate contains not only the state information but also the environmentspecific task information. As a result, the potential value φ(s m ) will also be environment driven. The policy consistency for reward shaping will still hold, as will be proved in the next subsection.
The policy consistency will strength the adaption to new tasks.
Meta Policy Learning
As shown in Fig. 1 , the meta policy is learned based on the extended trajectories of different tasks, while the meta state embedding and meta reward shaping are employed to support meta policy implicitly. We introduce the MAML framework to compute the meta policy iteratively. For the j-th task T i j of environment E i , the agent aims to find the task-specific policy θ i,j which can maximize the accumulated shaped rewardR, and the loss with respect to task T i j is:
where s i,j t ∈ S i j and a i,j t ∈ A i j ; s i,j,t+1 m ∈ S m and s i,j,t m ∈ S m are both meta sate vectors corresponding to s i,j t+1 and s i,j t respectively. The meta state based meta reward shaping is introduced to modify original reward in order to increase the training efficiency. Actually each meta state s i,j,t m in T i j is determined by the original state s i,j t and some fixed task features, so that the shaping function value F(s i,j,t m , s i,j,t+1 m ) is fixed with respect to θ i,j . The gradient of L T i j corresponding to θ i,j is the same as follows:L
which also denotes the original loss function without meta reward shaping. The meta policy θ and task-specific policies {θ i,j } can be iteratively learned by Eq. 3.3, following MAML. The meta state embedding h and meta reward shaping φ will be alternatively updated together with the meta policy. Before discussing details of learning the meta state embedding h and the meta reward shaping potential function φ, we can assume that for each meta state s * m ∈ S m , no less than one original state corresponds to it. Without loss of generality, the state set corresponding to s * m is denoted as S(s * m ). The potential function φ can be expressed as:
5)
where function V * (·) denotes the classical optimal value function. However, the optimal value function V * is extremely hard to guarantee, we employ the return function to approximately estimate the optimal value function, i.e.,
where the return function is calculated as follows:
The loss function with respect to the meta state embedding and meta reward shaping can be established based on Eq. 3.6. For each s m ∈ S m , we define the loss function as follows:
Further by fixing the last φ(s m ) with h and φ from former iteration, and considering all significant meta state s m ∈ S m (depending on specific test problems), we obtain the overall loss for meta state embedding and meta reward shaping:
The meta state embedding function h and meta reward shaping potential function φ are both updated by gradient descent via Eq. 3.8. The overall meta-RL scheme is shown in Alg. 1. With the obtained meta policy θ, meta state embedding h and meta reward shaping φ, we can do fine-tune on new tasks and the detailed algorithm is given in Alg. 2. To emphasize, new tasks can utilize only the obtained meta state embedding and meta reward shaping modules, without the meta policy. These two meta modules can independently be applied to new tasks with new policy structure, thus their policy structure can be different from that of the meta policy. Sample batch of tasks {T ∼ p(T )}; 5: for allT do 6: Sample m extended trajectories D := {τ (T )} with meta states h, reward shaping φ, policy θ;
7:
Evaluate ∇ θ LT (θ) using D and Eq. (3.3);
8:
Update task-specific policy θT by SGD: θT = θ − α∇ θ LT (θ);
9:
Sample extended trajectoriesD := {τ (T )} with meta state embedding h, reward shaping φ and task-specific policy θT ; 
Theoretical Study and Discussions
Policy Consistency. For classical reward shaping, any potential-based reward shaping can guarantee the consistency of optimal policy [18, 4] . However HMRL aims to learn meta modules to fulfill policy adaptation on different tasks rather than getting the optimal policy on a specific task. We are concerned with the question that if the meta reward shaping scheme is applied on new task learning, whether the optimal policy keeps still. The following theory shows, using meta reward shaping can maintain policy consistency on new tasks.
Theorem 3.1. Assume a new task T = {S, A, P, γ, R} has the same meta state space S m with the obtained meta RL model. If the environment-specific meta reward shaping F(s m , s m ) is utilized, then it will have the consistency of optimal policy between the extended new task T = {S, S m , A, P, γ, R+ F} and original task T .
Proof. Consider the accumulated reward for task T , i.e. G T = T i=0 γ i R(s i ), where s i ∈ S. Further the accumulated reward for extended task T can be calculated as 9) which indicates that the difference between the accumulated reward G T and G T is a constant because φ(s 0 m ) is independent with the policy. Further the goal to calculate the optimal policy for two tasks is to maximize the accumulated rewards G T and G T respectively. The optimal policies are equivalent with each other based on (3.9).
From cross-back to single-environment. In the above, the cross-environment setting is mainly considered for HMRL, whereby tasks from different environments are jointly explored for meta reward reconstruction. On the other hand, with a great flexibility, HMRL can also be degenerated to the classic single-environment case. Specifically, we can still establish the meta state embedding module, but it will model the meta state knowledge of different tasks generated from the same environment. Hence, the meta reward shaping module will be focused on the single environment. To our knowledge, our degenerated single-environment HMRL is the first meta-RL algorithm to establish the taskspecific meta state for meta reward shaping.
Experiments and Discussion
To RL problems with sparse reward are evaluated across multiple environments: Point Agent Control and four room problem with dynamic room space which is based on [1] . In the first problem, the rotation parameter ω is used to define and generate different environments as well as tasks in each environment. For the second problem, multiple environments naturally arise according to the different sizes of room space. We compare two competitive meta RL baselines: the seminal MAML [7] , and the state-of-theart NoRML [29] for sparse reward. MAML is enhanced with a meta-SGD [13] extension, which replaces the fixed common learning rate among tasks with a learned task-specified rate. NoRML is implemented to additionally learn a general advantage function besides the policy parameters. For fair comparison, all methods are trained with the same inner-loop and outer-loop iteration numbers. The detailed settings are listed in Appendix.
Problem I: Point Agent Control
In the 2D Point Agent Control problem, the agent need to move from its start position to an end. The agent starts at the position (0, 0) with the target (1, 0); the state is the current position of the agent; each action of the agent can be specified by its movement a t = [dx t , dy t ] where dx t ∈ [−1, 1], dy t ∈ [−1, 1]. The new state can be expressed as:
where the rotation parameter ω is used to define different environments, and further divide tasks in each environment. In our experiment, the task distribution is uniform on ω ∈ (−π/2, π/2) into 5000 segments. The agent's movement is restricted in a square region x t , y t ∈ [−2, 2]. If the agent reaches within 0.1 distance to the target, the task is flagged as finished. Each rollout has a maximum horizon of 100 steps. The range of ω, i.e. (−π/2, π/2), is divided into 5000 sub-intervals corresponding to k = 5000 environments in total, from which a mini-batch of 10 environments are sampled in each iteration for gradient descent. In our experiment, we define each sampled environment i corresponds to one task i.e. n i = 1. The reason for the above settings is that for a more direct comparison, we would like to follow the task dividing protocol in NoRML, which meta-learns 5000 tasks divided as we do. This setting is also designated to verify our model's capability to handle such an extreme and degenerated case. The meta state is represented by a mixture of original state and the rotation parameter ω.
The meta state embedding function h is set to be a simple fully connected network. The meta reward shaping potential function φ is set as a two-layer fully connected network and each layer has 50 units.
The original setting in NoRML is that the agent obtains −1 for each step without any information about the step. Note this setting is called 'sparse reward' in NoRML, but it is actually a dense reward. We consider two typical sparse reward cases: 1) fully sparse scenario, in which the agent cannot get any reward signal unless it has finished the rollout and can obtain a reward after the rollout ends: 1 − 0.9 * n step /n max , where n step denotes the number of steps to finish the rollout, and the fixed maximum step n max is set 100; 2) partially sparse scenario, in which the agent can get a reward in every 10 steps, i.e., the negative distance to the target. In line with NoMRL, the dense reward scenario is also compared, in which the agent makes the negative distance to the goal as the reward in each step. Fig. 2 compares the training processes for different reward settings. We also compare with the a modified version of Hyper-Meta RL, called 'HMRL-w/o-mse', in which only the meta reward shaping module is utilized without the meta state embedding (the reward shaping is based on original states). Our proposed HMRL outperforms on the two sparse reward environments. Especially for the fully sparse reward scenario in Fig. 2(a) , HMRL not only guarantees the best training performance, but also the least iterations to converge. The superiority of HMRL over HMRL-w/o-mse proves the effectiveness of meta state embedding on sparse reward problems. However, HMRL does not obtain much improvement for dense reward. It is not surprising because our reward shaping technique is tailored to sparse reward, and it can cause unstable training for dense reward case when the used potential function varies in the early training stage. Note the final performance is still similar.
Further we discuss the efficiency of meta state embedding and meta reward shaping, together with the generalization ability of the obtained meta policies, which are learned through all compared algorithms in sparse reward scenarios. Gray-scale Map. To show the efficacy of our meta state embedding and meta reward shaping, we employ the popular gray-scale map to visualize the potential values (φ in F) of HMRL ( Fig. 3(a) ,3(b),3(c)) and compare HMRL-w/o-mse ( Fig. 3(d) , 3(e), 3(f)) for ω = 0. In Fig. 3 , when the state is more close to the target (1, 0), it can obtain a higher potential value. The agent will get a positive potential by reward shaping when it moves from a lower potential value state to a higher one. This shows the obtained environment-specific meta reward shaping is effective and stable for different testing environments. Besides, the comparison also shows that the meta state embedding brings positive guide than original state for fully sparse reward and partially sparse reward cases (larger potential value of 'target' state).
New Task Adaptation. The adaptation comparison of learnt meta policies are proposed in Fig. 4 and Fig. 5 on new testing tasks with ω ∈ {− π 2 , − π 3 , − π 6 , 0, π 6 , π 3 , π 2 }, which are not involved in the training tasks. All algorithms are trained on the fully sparse reward scenario. Fig. 4 shows the dense rewards. Fig. 5 shows the corresponding tasks' trajectories. Eventually, as meta-RL usually suffers from biased due to the limited number of samples and the difficulty of calculating exact Hessian [14] . All compared methods employ the biased gradient estimation [7, 29] . It is natural that different obtained meta policies may have different advantageous test tasks. As a result, calculating the advantageous area is a reasonable way to show the adaptation. HMRL covers the largest area in Fig. 4 , which indicates the best adaptation performance. It is observed that all methods tend to pay a particular areas of rotations (tasks). This has also been widely discussed in [14] , and in fact the trials are performed by random initialization with preference to certain tasks. How to established a more comprehensive evaluation with less individual method's bias is beyond the scope of this paper. and the task will be set with random start and target points. All environments have four rooms. So a mini-map which contains the 'four-room' structure and the relative location of the agent and target can be built to denote the shared meta state space. In HMRL, we use a multi-layer CNN to implement the meta state embedding h and network structure of different embedding sizes are given in Appendix. To cover all room sizes, we use a 13 × 13 matrix which represents environment structure, including wall, doors and points of the target and agent. To simplify the meta state embedding module, we use a hand-defined 2 × 2 matrix which contains the location of the agent and the target (see Fig. 7(a) ). HMRL-w/o-mse cannot be used, because there is little common potential among tasks in different environments. Fig. 7(a) shows the training efficiency of HMRL, which outperforms others for the Dynamic Four Room problem with sparse reward. Our cross-environment meta state embedding and environmentspecific reward shaping techniques can benefit both training efficiency and generalization, especially for tasks generated from relevant environments.
The fine-tuned learning curve presented in Fig. 7(c) is on a completely new task (moving from point (0, 0) to (3, 13) ) from a new larger environment (25 × 25) and with the sparse reward which Figure 8 : Heat map of the overall mean occurrence probability for learning a new task in Four Square Room. In the left plot, advantage actor critic (A2C) [16] is used on new task policy training. While the right plot utilizes the obtained meta state embedding (MSE) and meta reward shaping (MRS) in HMRL-hd-ms which achieves better exploration efficiency. only returned after finishing the rollout as: 1 − 0.9 * n step /n max , where n step denotes the number of steps to finish the rollout, and the fixed maximum step n max is set 100. The obtained meta policy, meta state embedding, meta reward shaping can speed up and stabilize the training.
We also make a comparison on different embedding sizes of the cross-environment meta state embedding which has been shown in Fig. 7(b) where we can see the embedding size has little influences on performance. As shown in Fig. 8 , the mean heat map of all trajectories for the above new task shows improvement in new task's exploration efficiency.
Conclusion
A hyper-meta reinforcement learning method (HMRL) has been proposed to handle the sparse reward problem. The cross-environment meta state embedding and environment-specific meta reward shaping modules are devised to cooperate with the general meta policy learning module, which increase the generalization and learning efficiency of meta-RL. A shared meta state space is designed with a specific meta reward shaping technique, which enables and improves the capability of extracting complementary meta knowledge, introducing domain knowledge, speeding up the policy learning for new tasks. Experiments with sparse reward demonstrate the superiority of the proposed method on both transferability and efficiency. Future work will explore adaptive environment forming over tasks.
