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We present a novel approach to modeling dynamics of trapped, degenerate, weakly interacting
Bose gases beyond the mean field limit. We transform a many-body problem to the interaction
representation with respect to a suitably chosen part of the Hamiltonian and only then apply
a multimode coherent-state ansatz. The obtained equations are almost as simple as the Gross–
Pitaevskii equation, but our approach captures essential features of the quantum dynamics such as
the collapse of coherence.
The mean-field approximation has become a power-
ful tool for modeling dynamics of degenerate gases of
weakly interacting bosonic atoms [1–3]. In this approxi-
mation, a Bose–Einstein condensate (BEC) or, in a case
of low-dimensional geometry, a quasicondensate is de-
scribed by a complex-valued classical field subject to the
time-dependent Gross-Pitaevskii equation (GPE). Ther-
mal and even quantum zero-point fluctuations can be
incorporated into this classical-field picture within the
truncated Wigner approximation (TWA) [4] via initial
conditions. Unfortunately, the TWA with quantum noise
provides physically meaningful solutions on rather a re-
stricted time scale [5]. An alternative to the mean-field
calculations is given by the quantum Boltzmann equation
that can be derived by the standard techniques of the
non-equilibrium quantum field theory [6–8]. Buchhold
and Diehl [9] derived kinetic equations not only for pop-
ulations, but also for anomalous correlations in phonon
modes in one dimension (1D). However, the quantum
field theory methods are developed for a bulk medium
in the thermodynamic limit, where the excitation spec-
trum is continuous and on-shell self-energies have there-
fore a non-zero imaginary part. In experiment, the fi-
nite size of trapped ultracold atomic clouds makes their
excitation spectra discrete with frequencies of different
excitation modes being well resolvable [10, 11]. The
multiconfigurational time-dependent Hartree method for
bosons (MCTDHB) [12] is suitable for numerical mod-
eling the non-mean-field dynamics of finite-size systems.
However, it seems that the MCTDHB well describes the
experimental data only in situations where the number
of involved configurations remains small because of lim-
itations specific for a given process, such as paramet-
ric excitation of a Bose–Einstein condensate (BEC) [13],
and remains otherwise suitable mainly for few-body prob-
lems. A recently developed truncated conformal space
approach [14, 15] works well at relatively low excitation
energies of a bosonic system, as numerical diagonaliza-
tion methods in general do.
Experiments with ultracold bosonic gases exhibiting
effects beyond the mean field include, first of all, ob-
servations of the collapse and revival dynamics in opti-
cal lattices [16, 17]. Moreover, redistribution of atomic
population between lattice sites accompanying this phe-
nomenon has been detected in a recent experiment [18].
The available theory [19–21] does not account for mul-
timode aspects of the problem and remains a matter-
wave analog of the well-known Jaynes–Cummings model
in quantum optics [22, 23].
The multimode approach that we present here can be
called a scrambled mean field method. It bears cer-
tain similarities to the rotated Hartree method [24], but
is remarkably simpler. Consider a Hamiltonian Hˆ =
Hˆh + Hˆa that describes a BEC or a low-dimensional qua-
sicondensate in collective variables [1–3]. Its harmonic
part, Hˆh, can be written after diagonalization as Hˆh =
h¯
∑
j ωj bˆ
†
j bˆj , where bˆ
†
j and bˆj are the creation and annihi-
lation operators, respectively, of excitation quanta in the
jth elementary mode with the fundamental frequency ωj
(bˆ†j and bˆj obey the standard bosonic commutation rules).
We denote the eigenstates of Hˆh, i.e., Fock states of ele-
mentary excitations, by |n〉 = |{n1, n2, n3, . . .}〉, where
bˆ†j bˆj |n〉 = nj |n〉. The anharmonic part Hˆa of the Hamil-
tonian describes interaction between elementary excita-
tions. This interaction is assumed to be small in order to
make elementary excitations well defined. Usually Hˆa
can be expanded in Taylor series in bˆ†j and bˆj begin-
ning from a cubic term in a general case. The first-order
perturbative correction to the energy of the state |n〉 is
given by the matrix element 〈n|Hˆa|n〉. The lowest order
term that contributes to 〈n|Hˆa|n〉 is a quartic one, more
precisely, its diagonal part Hˆqd =
h¯
2
∑
j,j′ gjj′ bˆ
†
j bˆ
†
j′ bˆj′ bˆj ,
so that 〈n|Hˆa|n〉 = h¯2
∑
j,j′ gjj′nj(nj′ − δjj′) + ∆En,
where ∆En is the contribution of higher-order terms and
gjj′ = gj′j .
Now we need to introduce a unitary operator that in-
duces quantum correlations between the modes. In con-
trast to Ref. [24], it contains no time-dependent pa-
rameters to be determined from the variational princi-
ple, but we derive instead its form from the perturbation
theory considerations. We rearrange the terms in the
Hamiltonian as Hˆ = Hˆ0 + Vˆ , where Hˆ0 = Hˆh + Hˆqd
and Vˆ = Hˆa − Hˆqd. The evolution of the wave func-
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2tion |Ψ〉 os the system is governed by the Schro¨dinger
equation ih¯ ∂∂t |Ψ〉 = Hˆ|Ψ〉. Our first step is to introduce
the interaction representation with respect to the diag-
onalizable anharmonic Hamiltonian Hˆ0. This is done
by an unitary transformation |Ψ〉 = Uˆr(t)|Ψ˜〉, where
Uˆr(t) = exp(−iHˆ0t/h¯). This transformation does not
mix different Fock states of elementary excitations, but
induces correlations between modes via the energy shift
for elementary excitations depending on the quantum
state of all the other modes and hence “scrambles” |Ψ˜〉.
After this transformation the Schro¨dinger equation reads
as
ih¯
∂
∂t
|Ψ˜〉 = ˆ˜V (t)|Ψ˜〉, (1)
where
ˆ˜V (t) = Uˆ−1r (t)Vˆ Uˆr(t). (2)
The field operators for the modes transform as
Uˆ−1r (t)bˆjUˆr(t) = Aˆj bˆj , Uˆ−1r (t)bˆ†jUˆr(t) = bˆ†jAˆ†j , (3)
Aˆj = exp
(
− iωjt− i
∑
j′
gjj′ bˆ
†
j′ bˆj′t
)
. (4)
Eqs. (3, 4) allow us to write ˆ˜V in explicit form.
We assume that initially, at t = 0, the state of the
system is a product of coherent states (normalized to
unity eigenstates of the respective annihilation operators
[25]) for each mode. This type of initial conditions is also
assumed in the mean field theory. Now we make the vari-
ational ansatz in the coherent state form not for |Ψ〉, but
for the wave function in the interaction representation:
|Ψ˜〉 =
∏
j
e−|ψj |2/2 ∞∑
nj=0
(ψj bˆ
†
j)
nj
nj !
 |0〉, (5)
where |0〉 is the vacuum state for all the modes. By
minimizing the action S = ∫ dt 〈Ψ˜|(ih¯ ∂∂t − ˆ˜V ) |Ψ˜〉 we
obtain the evolution equations for the complex functions
ψj(t) parametrizing the coherent states in Eq. (5):
ih¯
∂
∂t
ψj =
∂
∂ψ∗j
〈Ψ˜| ˆ˜V (t)|Ψ˜〉. (6)
To give a recipe for the calculation of 〈Ψ˜| ˆ˜V |Ψ˜〉, we as-
sume that Vˆ can be expanded in Taylor series in cre-
ation and annihilation operators and consider a term
Vˆ j1...jlj′1...j′l′
= hj1...jlj′1...j′l′
∏l
κ=1 bˆ
†
jκ
∏l′
κ′=1 bˆj′κ′
, where hj1...jlj′1...j′l′
is a
constant. A straightforward calculation based on elemen-
tary properties of coherent states yields
〈Ψ˜| ˆ˜V
j1...jl
j′1...j
′
l′
|Ψ˜〉 ≡ 〈Ψ˜|Uˆ−1r (t)Vˆ j1...jlj′1...j′l′ Uˆr(t)|Ψ˜〉
= hj1...jlj′1...j′l′
l∏
κ=1
ψ∗jκ
l′∏
κ′=1
ψj′
κ′
e
iν
j1...jl
j′
1
...j′
l′
t
×
exp
[
−
∑
j
|ψj |2
(
1− e
iG
j1...jl
j′
1
...j′
l′ ;j
t)]
, (7)
where
νj1...jlj′1...j′l′
=
l∑
κ=1
(
ωjκ +
l∑
λ=κ+1
gκλ
)
−
l′∑
κ′=1
(
ωj′
κ′
+
l′∑
λ′=κ′+1
gκ′λ′
)
, (8)
Gj1...jlj′1...j′l′ ;j
=
l∑
κ=1
gjjκ −
l′∑
κ′=1
gjj′
κ′
. (9)
The number of the system modes to be taken into ac-
count is to be determined in each particular case from
physics considerations. A good guidance can be ob-
tained from the thermalization argument. We calculate
the mean energy E = 〈Ψ|Hˆ|Ψ〉 at t = 0, assume that
the system equilibrates at t→∞, and calculate the tem-
perature that corresponds to the internal energy E (if
the total number of elementary excitation is conserved,
we need to determine also the chemical potential). The
number of modes with the mean number of quanta larger
than 1 at thermal equilibrium will give an estimation for
the minimal number of modes to be considered.
After solving Eq. (6) with the initial conditions
ψj(0) = ψ0j , we can the find quantum-mechanical expec-
tation value 〈Oˆ〉 ≡ 〈Ψ|Oˆ|Ψ〉 for any observable Oˆ as a
function of time. For example, 〈bˆj+bˆ†j〉 = ψj exp{−iωjt−∑
j′ |ψj′ |2[1− exp(igjj′t)]}+ c.c. .
We test our method on the Hamiltonian of a two-
dimensional (2D) harmonic oscillator with a quartic per-
turbation:
Hˆ = h¯ω0
[
1
2
(
− ∂
2
∂x2
− ∂
2
∂y2
+ x2 + η2y2
)
+
αxxx
4 + 2αxyx
2y2 + αyyy
4
]
. (10)
The co-ordinates x and y in Eq. (10) are dimensionless.
Since this Hamiltonian describes only two modes, many
its eigenstates |Φλ〉 and respective eigenenergies λ can
be found numerically with a high precision up to pretty
high values of λ. In Fig. 1 we show the quantum me-
chanical mean value and variance of x obtained by solving
Eq. (6) in compartison with the results directly following
from the expansion |Ψ(t)〉 = ∑λ e−iλt/h¯|Φλ〉〈Φλ|Ψ(0)〉.
The same data for y as well as the covariance Cov{xy} =
〈xy〉 − 〈x〉〈y〉 are shown in Supplemental Material [26].
Our numerical method reproduces the behavior of the ex-
pectation values and second-order correlations quite well.
As the initially coherent wave packet disperses in the
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FIG. 1: (Color online) (a) The mean value and (b) the vari-
ance of the co-ordinate x obtained from the numerical solution
of Eq. (6) (red solid line) and from exactly propagated wave
function using 1400 lowest eigenstates determined by the nu-
merical diagonalization of Eq. (10) (black dashed line). Values
on the axes are dimensionless, the time being scaled by the
fundamental frequency ω0. Parameters of the Hamiltonian
(10) are: η = 1.4, αxx = 1.9 × 10−3, αxy = 1.0 × 10−3, and
αyy = 1.1 × 10−3. The initial coherent state is characterized
by 〈x〉 = 4√2, 〈−i∂/(∂x)〉 = 0, 〈y〉 = 0, 〈−i∂/(∂y)〉 = 7
√
η/2
at t = 0.
anharmonic potential, its regular motion characterized
by oscillating expectation values of the co-ordinates is
damped and the co-ordinate variances reach their asymp-
totic values. We tested numerical energy conservation for
our method and found 〈Ψ|Hˆ|Ψ〉 not exhibiting a system-
atic drift and deviating from its initial value by 1% at
maximum [26].
We choose the phase difference dynamics in an ex-
tended bosonic Josephson junction as the first appli-
cation of our method to a system with a nontrivially
large number of modes. We consider ultracold gas of
bosonic atoms in a trap consisting of two tunnel-coupled
atomic waveguides, to be referred as the left and right
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FIG. 2: (Color online) (a) Mean global phase difference cal-
culated using the quantum model Eq. (6) with M = 21
modes (red solid line) and the mean field approximation
(green dashed line) and (b) its variance according to the quan-
tum model as the function of the dimensionless time ωJt for
h¯ω‖ = 3Uc and h¯ωJ = 30Uc. The initial coherent state cor-
responds to 〈φˆ〉 = 1.5 + 0.5 sin(pis/2), 〈ρˆ〉 = 0.
waveguides. The longitudinal trapping is harmonic with
the fundamental frequency ω‖. In order to simplify the
overview of the example, we make a few approximations.
We assume that the number of atoms is small enough to
neglect the dependence of the radial width of the atomic
cloud on the local density [27], but large enough to pro-
vide an inverted parabolic Thomas–Fermi longitudinal
profile of the 1D atomic density. Also we consider only
antisymmetric modes (out-of-phase motion in the left
and right waveguides) and neglect their coupling to the
symmetric (in-phase) modes, thus reducing our problem
to an ultracold-atom implementation of the sine-Gordon
model, but, in contrast to Ref. [28], the mean 1D den-
sity profile is in our case non-uniform and proportional
to 1 − s2, where s is the dimensionless (scaled to the
Thomas–Fermi equilibrium radius RTF) longitudinal co-
ordinate. The Hamiltonian reads then
Hˆ =
∫ 1
−1
ds
[
Uc
2
ρˆ2 +
h¯2ω2J
Uc
(1− s2)
(
1− cos φˆ
)
+
h¯2ω2‖
2Uc
(1− s2)
(
∂φˆ
∂s
)2 ]
. (11)
4Here φˆ is the operator of the local phase difference be-
tween the left and right waveguides, ρˆ is the operator
of the conjugate (density-difference) variable. The latter
is made dimensionless by scaling to R−1TF, since we use
the dimensionless co-ordinate s, so that the commuta-
tion relation [ρˆ(s), φˆ(s′)] = iδ(s−s′) holds. The charging
energy Uc is positive, since we consider repulsive interac-
tions between atoms. In repulsively interacting quantum
gases at low energies the kinetic energy is dominated by
phase fluctuations [1, 2], therefore we omit a term propor-
tional to [∂ρˆ/(∂s)]2 in Eq. (11) from the very beginning.
The Josephson oscillation frequency corresponding to the
peak mean density (at s = 0) is denoted by ωJ.
In Fig. 2 the results of modeling of the mean and vari-
ance of the global phase difference φ¯ = 12
∫ 1
−1 ds φˆ are pre-
sented (we drop the operator hat above φ¯ to keep nota-
tion simple; this observable can be measured by standard
experimental techniques [29]). Regular Josephson oscil-
lations decay and the quantum uncertainty of φ¯ becomes
large compared to its zero-point level, but still within a
range corresponding to high visibility of the integrated
interference picture. Their damping of oscillations is not
as fast and perfect as in the experiment [29], perhaps,
because the model Hamiltonian (11) designed to demon-
strate the proof of principle is too simplified.
The numerical method to solve Eq. (6) is overviewed
in Supplemental Materials [26]. Its most non-trivial
part is related to the evaluation of exponential factors
appearing in the r.h.s. of Eq. (7). On first glance one
may get an impression that, e.g., estimation of a quartic
interaction Hamiltonian for M modes requires indepen-
dent calculation of O(M4) different terms. However,
this “curse of dimensionality” [30] can be circumvented
in a very efficient way. At times gjj′t <∼ 1, which are
sufficiently long to observe the collapse of coherence, we
can make two simplifications. Firstly, we can neglect
the non-commutativity of bˆj and Aˆj′ and, hence, set
νj1...jlj′1...j′l′
≈∑lκ=1 ωl −∑l′κ′=1 ωl′ [see Eqs. (3, 4, 8)]. Sec-
ondly, we can write exp[−|ψj |2(1 − e
iG
j1...jl
j′
1
...j′
l′ ;j
t
)] ≈
exp[i|ψj |2Gj1...jlj′1...j′l′ ;jt −
1
2 (|ψj |Gj1...jlj′1...j′l′ ;jt)
2], em-
ploy the identity exp[− 12 (|ψj |Gj1...jlj′1...j′l′ ;jt)
2] =∫∞
−∞ dσ exp(iσ|ψj |Gj1...jlj′1...j′l′ ;jt −
1
2σ
2)/
√
2pi, and re-
place the integration by numerical averaging over a
normally distributed pseudorandom parameter σ. These
two approximations radically reduce rank of tensors
used in numerical evaluation of the r.h.s. of Eq. (6).
To summarize, we developed a novel approach to nu-
merical simulation of the dynamics of finite-size bosonic
systems beyond the mean field approximation. Our
method is free from the curse of dimensionality and de-
signed to evaluate time scales of the multimode quantum
dynamics manifested through the collapse of coherence
as well as expectation values and correlations of simple
observables. The description of scattering of quanta into
initially empty modes remains beyond its scope. The
main advantage of our method compared to the multi-
configuration approaches [31, 32] is its remarkable sim-
plicity and numerical efficiency in terms of the compu-
tational time and resources; it can be applied to obtain
qualitative estimations on such long time scales that the
number of configurations needed for the solution by stan-
dard methods becomes impractically large. Our method
may be used not only in physics of trapped ultracold
atomic gases, but also in other fields, such as molecular
and chemical physics.
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I. The 2D model
For the 2D Hamiltonian Eq. (10) we introduce
bˆx =
1√
2
(
x+
∂
∂x
)
,
bˆ†x =
1√
2
(
x− ∂
∂x
)
,
bˆy =
1√
2
(√
η y +
1√
η
∂
∂y
)
,
bˆ†y =
1√
2
(√
η y − 1√
η
∂
∂y
)
and evaluate the r.h.s. of Eq. (6) exactly. The obtained
set of two equations for complex functions ψx and ψy
is solved using a standard package of Wolfram Mathe-
matica 8. The results for the expectation value and the
variance of y as well as for the covariance of x and y are
plotted below (red solid line). Black dashed line shows
the results following from the numerical diagonalization
of Eq. (10).
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The energy conservation by our scrambled mean-field
method is evident from the following ratio of the numer-
ical mean energy Enum to the mean energy Eex of the
initial state calculated from the results of numerically
exact diagonalization of Eq. (10):
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II. Josephson junction
The harmonic part of the Hamiltonian Eq. (11) is
diagonalized by solving the eigenvalue problem
ω2J(1− s2)fj(s)− ω2‖
d
ds
[
(1− s2)dfj(s)
ds
]
= ω2j fj(s),
with the boundary condition requiring fj |s→±1 to be fi-
nite. The functions fj(s) are real and orthonormalized,∫ 1
−1 ds fj(s)fj′(s) = δjj′ . Then the annihilation and cre-
ation operators are defined as
bˆj =
√
h¯ωj
2Uc
Pˆj + i
√
Uc
2h¯ωj
UcΦˆj ,
7bˆ†j =
√
h¯ωj
2Uc
Pˆj − i
√
Uc
2h¯ωj
UcΦˆj ,
where Pˆj =
∫ 1
−1 ds fj ρˆ and Φˆj =
∫ 1
−1 ds fj φˆ.
To simulate numerically the evolution of the anhar-
monic system in the basis of M = 21 mode, we re-
placed the integral in Eq. (11) with a sum over M
Gauss–Legendre quadrature points [1]. This quadra-
ture formula approximates an integral of a function
z(s) as
∫ 1
−1 ds z(s) ≈
∑M
k=1 wkz(sk), where sk’s are
the roots of the Legendre polynomial PM(s) and wk =
2/[MPM−1(s) ddsPM(s)]|s=sk are the respective weights.
Then Eq. (11) in the M-mode approximation reads as
Hˆ =
M∑
j=1
(
Uc
2
Pˆ 2j +
h¯2ω2j
2Uc
Φˆ2j
)
+
h¯2ω2J
Uc
M∑
k=1
wk(1− s2k)(1−
1
2
φˆ2k − cos φˆk),
where the second line represents the anharmonic part
Hˆa of the Hamiltonian and φˆk =
∑M
j=1 fj(sk)Φˆj . The
coupling constants in Hˆqd are then given by
gjj′ = − Uc
4h¯(1 + δjj′)
ω2J
ωjω′j
M∑
k=1
wk(1− s2k)f2j (sk)f2j′(sk).
As discussed in the main text, on the time scale t <∼
h¯/Uc we neglect the anharmonicity-induced corrections
(of the order of Uc/h¯) to eigenfrequencies ωj . To the
same approximation we neglect the difference between
Hˆa and its normally ordered form : Hˆa :, where the nor-
mal ordering is taken with respect to the creation and
annihilation operators of collective excitations (but not
of atoms).
Eq. (6) is solved using the second-order predictor-
corrector method. The main difficulty is to evalu-
ate exp[−|ψj |2(1 − e
iG
j1...jl
j′
1
...j′
l′ ;j
t
)] ≈ exp[i|ψj |2Gj1...jlj′1...j′l′ ;jt −
1
2 (|ψj |Gj1...jlj′1...j′l′ ;jt)
2] on each step. As explained in the main
text, we use the identity exp(− 12τ2) = 〈eiστ 〉, where 〈. . .〉
denotes averaging over Gaussian fluctuations of the ran-
dom parameter σ with zero mean and unity variance.
This is implemented as follows. Before starting the nu-
merical propagation in Eq. (6), we prepare the set of real
vectors σ
(j)
γ , j, γ = 1, 2, . . . ,M by generating M pseu-
dorandom vectors, orthogonalizing them and imposing
normalization
∑M
γ=1 σ
(j)
γ σ
(j′)
γ = δjj′ . This normalization
corresponds to 〈σ(j) 2γ 〉 = 1. The same set of vectors σ(j)γ
is used throughout the numerical propagation of Eq. (6).
Each time step of the predictor-corrector scheme is re-
peated 2M times with a temporal replacement of ψj by
ψj exp(i`
∑
j′ gjj′ |ψj′ |σ(j
′)
γ t) with γ running from 1 toM
and ` = ±1 and the averaged result determines the values
of ψj at the next grid point of the time axis. Note that
taking both signs of ` provides automatically the equal-
ity to zero of the imaginary part of our approximation of
Gaussian factors.
Our solution is stable against choosing different sets
of σ
(j)
γ . As we can see from the next plot, the discrep-
ancy ∆φ¯ between values of the global phase difference
φ¯ obtained from two numerical solutions with different
choices of σ
(j)
γ is of the order of 10−2 rad.
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Our final test shows that the energy is conserved at the
accuracy of about 2%, as we can see from comparison of
the averaged values of the Hamiltonian 〈Hˆ〉 ≡ 〈Ψ|Hˆ|Ψ〉
at t > 0 and t = 0.
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