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• パーシステントホモロジー すべての 𝜀 を同時に考える．
• 点集合 𝑋 = 𝑥௜ ௜ୀଵ௠ ⊂ 𝐑ௗ  ,   𝑋ఌ ≔ ∪௜ୀଵ௠ 𝐵ఌ  (𝑥௜) 
• 位相空間の増大列 X ∶   𝑋ఌభ ⊂ 𝑋ఌభ ⊂ ⋯ ⊂ 𝑋ఌಽ (𝜀ଵ < ⋯ < 𝜀௅)
• 異なるパラメータ 𝜀௜ < 𝜀௝   に対し，ホモロジー生成元の関係づけが可能






PD = 離散測度と思う 𝜇஽ ≔ ∑ 𝛿௫೔௫೔∈஽ 𝐷 = 𝑥௜  生成・消滅時刻 
PDのRKHSへの埋め込み
ℇ௞:      𝜇஽ ↦ ∑ 𝑘(⋅, 𝑥௜)௜ ∈ 𝐻௞,    
• Persistence Weighted Gaussian Kernel
アイデア:対角線に近い生成元はノイズの可能性が高い重みを小さく
𝑘௉ௐீ 𝑥, 𝑦 = 𝑤 𝑥 𝑤 𝑦 exp −
𝑦 − 𝑥 ଶ
2𝜎ଶ
• 重み関数 𝑤 𝑥 ≔ arctan 𝐶Pers 𝑥 ௣     (𝐶,𝑝>0)
• ベクトル化により既存の統計的手法が利用可能





(Bendich et al 2014)
タンパク質の構造変化
構造による機能の違い
(Kovacev-Nikolic et al 2015)
コンピュータビジョン
形状の記述
(Freedman & Chen 2009) 非晶質












































• 目的:  液相からガラス相に転移する温度を特定したい.
• データ:  SiO2分子動力学（MD）シミュレーション
(Nakamura et al 2016 PNAS)
検出された変化点 = 3100K





3D plot by PCA
(Nakamura et al 











(𝜇ଵ, … , 𝜇௧) = 𝑈Γ𝑉்












60 C𝛼.  初期状態は伸ばした状態．
• カーネル法によるベクトル時系列をSVDによりモード分解
参考文献 Kusano, G., Fukumizu, K., Hiraoka, Y. (2018) Kernel method for persistence diagrams via 
kernel embedding and weight factor.  Journal of Machine Learning Research 
変化点 𝑡 = 670-700
カーネル主成分分析による
３次元プロット
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