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Recently, Novikov found a new integrable equation (we call it
the Novikov equation in this paper), which has nonlinear terms
that are cubic, rather than quadratic, and admits peaked soliton
solutions (peakons). Firstly, we prove that the Cauchy problem for
the Novikov equation is locally well-posed in the Besov spaces Bs2,r
(which generalize the Sobolev spaces Hs) with the critical index
s = 32 . Then, well-posedness in Hs with s > 32 , is also established
by applying Kato’s semigroup theory. Finally, we present two
results on the persistence properties of the strong solution for
the Novikov equation.
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1. Introduction
In this paper, we consider the following integrable partial differential equation:
∂tu − ∂t∂2x u + 4u2∂xu = 3u∂xu∂2x u + u2∂3x u (1.1)
which was discovered very recently by Vladimir Novikov in a symmetry classiﬁcation of nonlocal
PDEs with quadratic or cubic nonlinearity [11]. The perturbative symmetry approach yields necessary
conditions for a PDE to admit inﬁnitely many symmetries. Using this approach, Novikov was able to
isolate Eq. (1.1) and ﬁnd its ﬁrst few symmetries, and he subsequently found a scalar Lax pair for it
(also see [7]), then proved that the equation is integrable.
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(1− ∂2x ) gives the equivalent nonlocal equation
∂tu + u2∂xu + G ∗
(
3u∂xu∂
2
x u + 2(∂xu)3 + 3u2∂xu
)= 0. (1.2)
By comparison with the Camassa–Holm equation [1]:
∂tu + u∂xu + G ∗
(
u2 + 1
2
(∂xu)
2
)
= 0,
and the Degasperis–Procesi equation [5]:
∂tu + u∂xu + G ∗
(
3
2
u2
)
= 0,
it is easy to see that (1.1) (or (1.2)) has nonlinear terms that are cubic, rather than quadratic.
In [8], Hone and Wang gave a matrix Lax pair for the Novikov equation, and showed how it was
related by a reciprocal transformation to a negative ﬂow in the Sawada–Kotera hierarchy. Inﬁnitely
many conserved quantities were found, as well as a bi-Hamiltonian structure. Then in [7], Hone,
Lundmark and Szmigielski calculated the explicit formulas for multipeakon solutions of (1.1), using
the matrix Lax pair found by Hone and Wang.
The rest of this paper is organized as follows. In Section 2, we prove the local well-posedness
of the initial value problem associated with Eq. (1.1) in the Besov space B
3
2
2,1. In Section 3, local
well-posedness is established in Hs for s > 32 . The persistence properties of the strong solution are
established in the last section.
2. Local well-posedness in B
3
2
2,1
In [3], Danchin proved local well-posedness for the Camassa–Holm equation in B
3
2
2,1. Our motiva-
tion here is getting the critical regularity exponent for local well-posedness. In this section, by using
Danchin’s method, we will show:
Theorem 2.1. Given u(x, t = 0) = u0 ∈ B
3
2
2,1 , then there exists a maximal T = T (u0) > 0 and a unique solu-
tion u to Eq. (1.1) (or Eq. (1.2)) such that
u = u(·,u0) ∈ C
([0, T ]; B 322,1)∩ C1([0, T ]; B 122,1).
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·,u0) : B
3
2
2,1 →
C([0, T ]; B
3
2
2,1) ∩ C1([0, T ]; B
1
2
2,1) is continuous.
Before going further into details, we introduce the following deﬁnition for the Besov spaces Bs2,r
which are closely related to Hs:
Deﬁnition 2.2. Let s ∈ R and r ∈ [1,+∞]. Denote
‖u‖Bs2,r :=
[( 1∫
−1
(
1+ ξ2)s∣∣uˆ(ξ)∣∣2 dξ
) r
2
+
∑
q∈N
( ∫
2q|ξ |2q+1
(
1+ ξ2)s∣∣uˆ(ξ)∣∣2 dξ)
r
2
] 1
r
with an obvious modiﬁcation if r = +∞.
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s
2,r = {u ∈ ψ‖u‖Bs2,r < +∞}. More descriptions
are given in [13].
Remark 2.1. Hs = Bs2,2. Moreover, the spaces Hs and Bs2,r are very close. We shall often use the
following chain of continuous embedding for s′ < 32 < s:
Hs ↪→ B
3
2
2,1 ↪→ H
3
2 ↪→ B
3
2
2,∞ ↪→ Hs
′
.
That s = 32 is critical for well-posedness has to do with the fact that it is also the critical value
for the embedding Hs ↪→ Lip to be true (Lip here denotes the bounded Lipschitz functions). Indeed,
denoting P (D) = −(1− ∂2x )−1, Eq. (1.1) may be rewritten as a nonlinear transport equation:
∂tu + u2∂xu = P (D)
(
3u∂xu∂
2
x u + 2(∂xu)3 + 3u2∂xu
)
. (2.1)
During the proof of Theorem 2.1, we will use the following ﬁve properties which have been proved
by Danchin [4]:
(i) The space B
1
2
2,1 is continuously embedded in B
1
2
2,∞ ∩ L∞ .
(ii) The space B
1
2
2,∞ ∩ L∞ is an algebra.
(iii) The usual product is continuous from B
− 12
2,1 × (B
1
2
2,∞ ∩ L∞) to B
− 12
2,∞ .
(iv) For any s ∈ R and r ∈ [1,+∞], the operator P (D) maps continuously Bs2,r into Bs+12,r .
(v) There exists a constant C > 0 such that holds the following interpolation inequality:
‖ f ‖
B
1
2
2,1
 C‖ f ‖
B
1
2
2,∞
log
(
e +
‖ f ‖
B
3
2
2,∞
‖ f ‖
B
1
2
2,∞
)
.
Here we omit the constant C for conciseness.
Now, let us start our proof for Theorem 2.1.
The ﬁrst step is to prove the existence of the solution.
Lemma 2.3. Let u0 ∈ B
3
2
2,∞ ∩ Lip, then there exists a time T > 0 such that (1.1) has a solution u ∈
C([0, T ]; B
3
2
2,1) ∩ C1([0, T ]; B
1
2
2,1).
Before beginning the proof, we need list the following technical result in [3]: if the equation has
the following form:
∂t f + v∂x f = F , f |t=0 = f0,
then, when r = 1 or s 	= 1p + 1, we have
∥∥ f (t)∥∥Bsp,r  eCV (t)
(
‖ f0‖Bsp,r +
t∫
0
e−CV (t)
∥∥F (τ )∥∥Bsp,r dτ
)
, (2.2)
where V (t) = ∫ t0 ‖∂xv‖
B
d
p ∩L∞
dτ if s < dp + 1 and V (t) =
∫ t
0 ‖∂xv‖Bs−1p,r dτ otherwise.p,r
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1
2
2,∞ ↪→ Lip and use a standard
iterative process to build a solution. Introduce a nonnegative molliﬁer ρ ∈ C∞0 (R) such that
∫
R
ρ = 1,
and denote ρ(n)(x) = ndρ(nx). We choose u0 = 0 and deﬁne a sequence of smooth functions (u(n))n∈N
solving the following transport equation:
(
∂t +
(
u(n)
)2
∂x
)
u(n+1) = P (D)(3u(n)∂xu(n)∂2x u(n) + 2(∂xu(n))3 + 3(u(n))2∂xu(n)),
u(n+1)
∣∣
t=0 = u(n+1)0 := ρ(n+1) ∗ u0.
Denote K = 3u(n)∂xu(n)∂2x u(n) + 2(∂xu(n))3 + 3(u(n))2∂xu(n) . Making use of (2.2), we know
∥∥u(n+1)(t)∥∥
B
3
2
2,1
 e
C
∫ t
0 ‖∂x(u(n))2(τ )‖
B
3
2
2,1
dτ
×
(∥∥u(n+1)0 ∥∥
B
3
2
2,1
+
t∫
0
e
−C ∫ t0 ‖∂x(u(n))2(τ )‖
B
3
2
2,1
dτ∥∥P (D)K∥∥
B
3
2
2,1
dτ
)
,
while ‖P (D)K‖
B
3
2
2,1
dτ  C‖u(n)‖3
B
3
2
2,1
, in addition, as ‖ρ(n+1)‖L1 = 1, the inequality ‖u(n+1)0 ‖
B
3
2
2,1

‖u0‖
B
3
2
2,1
is true. So we have
∥∥u(n+1)(t)∥∥
B
3
2
2,1
 e
C
∫ t
0 ‖∂x(u(n))2(τ )‖
B
3
2
2,1
dτ
×
(
‖u0‖
B
3
2
2,1
+ C
t∫
0
e
− ∫ t0 ‖∂x(u(n))2(τ )‖
B
3
2
2,1
dτ∥∥u(n)∥∥3
B
3
2
2,1
dτ
)
. (2.3)
Let us ﬁx a T > 0 such that 2C‖u0‖
B
3
2
2,1
T < 1 and suppose that
∥∥un(t)∥∥
B
3
2
2,1

‖u0‖
B
3
2
2,1
1− 2C‖u0‖
B
3
2
2,1
t
, for all t ∈ [0, T ]. (2.4)
Plugging (2.4) in (2.3) eventually yields
∥∥u(n+1)(t)∥∥
B
3
2
2,1
 1
(1− C‖u0‖
B
3
2
2,1
)
1
2
×
(
‖u0‖
B
3
2
2,1
+ C‖u0‖3
B
3
2
2,1
t∫
0
dτ
(1− C‖u0‖
B
3
2
2,1
)
3
2
)

‖u0‖
B
3
2
2,1
1− 2C‖u0‖
B
3
2
t
.2,1
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3
2
2,1). This clearly entails that u
2n∂xun is
uniformly bounded in C([0, T ]; B
1
2
2,1) and P (D)K has been shown to be uniformly bounded in
C([0, T ]; B
3
2
2,1). We conclude that the sequence (u
(n))N is uniformly bounded in C([0, T ]; B
3
2
2,1) ∩
C1([0, T ]; B
1
2
2,1). The sequence (u
(n))N tends to a limit u ∈ C([0, T ]; B
3
2
2,1) ∩ C1([0, T ]; B
1
2
2,1), this en-
ables us to prove that u indeed solves (1.1). 
The second step is to prove the uniqueness of the solution.
Lemma 2.4. Let u and v be solutions to (1.1) with initial datum u0 and v0 respectively. Assume that u0 and
v0 belong to B
3
2
2,∞ ∩ Lip, and that u and v belong to L∞(0, T ; B
3
2
2,∞ ∩ Lip) ∩C([0, T ]; B
1
2
2,∞). Let w := v − u
and w0 := v0 − u0 . There exists a constant C such that if for some t0  T ,
sup
t∈[0,T ]
(
e
−C ∫ t0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ∥∥w(t)∥∥
B
1
2
2,∞
)
 1, (2.5)
then, denoting F (z) := z log(e + z), the following inequality holds true for t ∈ [0, t0]:
‖w(t)‖
B
1
2
2,∞
e
 e
C
∫ t
0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ
×
(‖w0‖
B
1
2
2,∞
e
)exp[−C ∫ t0 F (‖u‖2
B
3
2
2,∞∩Lip
+‖u‖
B
3
2
2,∞∩Lip
‖v‖
B
3
2
2,∞∩Lip
+‖v‖2
B
3
2
2,∞∩Lip
)dτ ]
.
(2.6)
In particular, (2.6) holds true to [0, T ] provided that
‖w0‖
B
1
2
2,∞
 e
1−exp[−C ∫ t0 F (‖u‖2
B
3
2
2,∞∩Lip
+‖u‖
B
3
2
2,∞∩Lip
‖v‖
B
3
2
2,∞∩Lip
+‖v‖2
B
3
2
2,∞∩Lip
)dτ ]
. (2.7)
Proof. Since u and v solve Eq. (2.1),
∂tu + u2∂xu = P (D)
(
3u∂xu∂
2
x u + 2(∂xu)3 + 3u2∂xu
)
,
∂t v + v2∂xv = P (D)
(
3v∂xv∂
2
x v + 2(∂xv)3 + 3v2∂xv
)
,
clearly, w solves the following transport equation: ∂t w + u2∂xw = P (D)K ′ , where
K ′ = 3w∂xw∂2x w + 3∂2x wv∂xu + 3w∂xv∂2x u + 3∂xw∂2x vu + 2∂xw
(
(∂xv)
2 + ∂xv∂xu + (∂xu)2
)
+ 3v2∂xw + 3w(u + v)∂xu.
By virtue of estimate (2.2), the following inequality hold true:
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B
1
2
2,∞
 ‖w0‖
B
1
2
2,∞
e
C
∫ t
0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ
+
t∫
0
e
C
∫ t
τ ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ ′
×(∥∥w(u + v)∂xv∥∥
B
1
2
2,∞
+ ∥∥P (D)K∥∥
B
1
2
2,∞
)
dτ . (2.8)
Then, we can bound the right-hand side as follows
∥∥w(u + v)∂xv∥∥
B
1
2
2,∞
 C‖w‖
B
1
2
2,∞∩L∞
‖u + v‖
B
1
2
2,∞∩L∞
‖∂xv‖
B
1
2
2,∞∩L∞
 C‖w‖
B
1
2
2,1
(‖u‖
B
3
2
2,∞∩Lip
‖v‖
B
3
2
2,∞∩Lip
+ ‖v‖2
B
3
2
2,∞∩Lip
)
,
and
∥∥P (D)K ′∥∥
B
1
2
2,∞
 C‖w‖
B
1
2
2,1
(‖u‖2
B
3
2
2,∞∩Lip
+ ‖u‖
B
3
2
2,∞∩Lip
‖v‖
B
3
2
2,∞∩Lip
+ ‖v‖2
B
3
2
2,∞∩Lip
)
.
Plugging the above inequalities in (2.8), we infer that
e
−C ∫ t0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ∥∥w(t)∥∥
B
1
2
2,∞
 ‖w0‖
B
1
2
2,∞
+ C
t∫
0
e
C
∫ τ
0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ ′
‖w‖
B
1
2
2,∞
× (‖u‖2
B
3
2
2,∞∩Lip
+ ‖u‖
B
3
2
2,∞∩Lip
‖v‖
B
3
2
2,∞∩Lip
+ ‖v‖2
B
3
2
2,∞∩Lip
)
log
(
e +
‖w‖
B
3
2
2,∞
‖w‖
B
1
2
2,∞
)
dτ . (2.9)
Denote
W (t) := e
−C ∫ t0 ‖∂xu2‖
B
1
2
2,∞∩L∞
dτ∥∥w(t)∥∥
B
1
2
2,∞
,
H(t) := ∥∥u(t)∥∥2
B
3
2
2,∞
+ ∥∥u(t)∥∥
B
3
2
2,∞
∥∥v(t)∥∥
B
3
2
2,∞
+ ∥∥v(t)∥∥2
B
3
2
2,∞
.
Because for x ∈ (0, T ] and α > 0,
log(e + α/x) log(e + α)(1− log x)
is true, inequality (2.9) can be rewritten as
W (t)W (0) + C
t∫
H(τ ) log
(
e + H(τ ))W (τ )(1− logW (τ ))dτ ,0
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W (t)
e

(
W (0)
e
)exp[−C ∫ t0 H(τ ) log(e+H(τ ))dτ ]
,
which is what we desire. Of course when (2.6) holds with t0 = T , we can get the inequality (2.7). 
The third step is to prove the continuity with respect to initial data.
Lemma 2.5. For any u0 ∈ B
3
2
2,1 , there exist a T > 0 and a neighborhood V of u0 in B
3
2
2,1 such that for any
v ∈ V , which is the solution of Eq. (1.1) with the initial datum v0 , the map
Φ : v0 → v(·, v0) : V ⊂ B
3
2
2,1 → C
([0, T ]; B 322,1)∩ C1([0, T ]; B 122,1)
is continuous.
Firstly, we prove the continuity in C([0, T ]; B
1
2
2,1).
Claim 2.6. Let us ﬁx a u0 ∈ B
3
2
2,1 and a δ > 0, then there exist a T > 0 and an M > 0 such that for any u
′
0 ∈ B
3
2
2,1
with ‖u′0 − u0‖
B
3
2
2,1
 δ, the solution u′ = Φ(u′0) of Eq. (1.1) associated to u′0 belongs to C([0, T ]; B
3
2
2,1) and
satisﬁes
∥∥u′∥∥
L∞(0,T ;B
3
2
2,1)
 M 12 .
Indeed, from (2.3) and (2.4) we know when we ﬁx a T > 0 such that 2C‖u′(t)‖
B
3
2
2,1
T < 1 and
suppose that
∥∥u′(t)∥∥
B
3
2
2,1

‖u′0‖
B
3
2
2,1
1− 2C‖u′0‖
B
3
2
2,1
t
, for all t ∈ [0, T ].
Since ‖u′0 − u0‖
B
3
2
2,1
 δ, we get ‖u′0‖
B
3
2
2,1
 ‖u0‖
B
3
2
2,1
+ δ. One can choose some suitable constant C ,
such that
T = C/(δ + ‖u0‖
B
3
2
2,1
)
and M
1
2 = 2δ + 2‖u0‖
B
3
2
2,1
.
Now, combining the above uniform bounds with Lemma 2.4, we infer that if
∥∥u′0 − u0∥∥
B
1
2
2,∞
 e1−exp[−CMT log(e+M)]
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‖Φ(u′0) − Φ(u0)‖
L∞(0,T ;B
1
2
2,∞)
e
 eCMT
(‖u′0 − u0‖
B
1
2
2,∞
e
)exp[−CMT log(e+M)]
.
Interpolating with the uniform bounds in C([0, T ]; B
3
2
2,1), we know that Φ is (Hölder) continuous from
B
3
2
2,1 into C([0, T ]; B
1
2
2,1).
Then, let us prove the continuity in C([0, T ]; B
3
2
2,1). Let u
(∞)
0 ∈ B
3
2
2,1 and (u
(n)
0 )n∈N tend to u
(∞)
0
in B
3
2
2,1. Denote by u
(n) the solution corresponding to datum u(n)0 . Thanks to step one, one can ﬁnd T ,
M > 0 such that for all n ∈ N, u(n) is deﬁned on [0, T ] and
sup
n∈N
∥∥u(n)∥∥
L∞T (B
3
2
2,1)
 M 12 . (2.10)
According to step one, proving that v(n) tends to u(∞) in C([0, T ]; B
3
2
2,1) amounts to proving that
v(n) := ∂xu(n) tends to v(∞) := ∂xu(∞) in C([0, T ]; B
1
2
2,1).
Note that v(n) solves the following transport equation:
∂t v
(n) + u(2n)∂xv(n) = f (n), v(n)
∣∣
t=0 = ∂xu(n)0 ,
with
f (n) = −2u(n)(∂xu(n))2 + 3P (D)(3(∂xu(n))2∂2x un + u(n)(∂2x u(n))2
+ (u(n))2(∂2x u(n))+ 2u(n)(∂xu(n))2 + u(n)∂xu(n)∂2x u(n))
+ ∂x P (D)
(
3u(n)∂xu
(n)∂2x u
(n) + 2(∂xu(n))3 + 3(u(n))2∂xu(n)).
Following Kato [9], we decompose v(n) into v(n) = z(n) + w(n) with
∂t z
(n) + u(2n)∂xz(n) = f (n) − f (∞), z(n)
∣∣
t=0 = ∂xu(n)0 − ∂xu(∞)0 ,
∂t w
(n) + u(2n)∂xw(n) = f (∞), w(n)
∣∣
t=0 = ∂xu(∞)0 .
Using the properties of Besov spaces exhibited in this section, we know
‖ f ‖
B
1
2
2,1
 C‖ f ‖
B
1
2
2,∞
log
(
e +
‖ f ‖
B
3
2
2,∞
‖ f ‖
B
1
2
2,∞
)
,
one can easily check that ( f (n))n∈N¯ is uniformly bounded in C([0, T ]; B
1
2
2,1). Moreover, we can obtain
the following inequalities:
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B
1
2
2,1
 C
∥∥∂xu(n) − ∂xu(∞)∥∥
B
1
2
2,1
(∥∥u(n)∥∥2
B
1
2
2,1
+ ∥∥u(n)∥∥
B
1
2
2,1
∥∥u(∞)∥∥
B
1
2
2,1
)
+ C∥∥u(n) − u(∞)∥∥
B
1
2
2,1
∥∥u(∞)∥∥2
B
1
2
2,1
.
Therefore, product laws in Besov spaces combined with (2.2) yield
∥∥z(n)(t)∥∥
B
1
2
2,1
 e
C
∫ t
0 ‖∂xu(2n)(τ )‖
B
1
2
2,1
dτ∥∥∂xu(n)0 − ∂xu(∞)0 ∥∥
B
1
2
2,1
+
t∫
0
e
−C ∫ tτ ‖∂xu(2n)(τ )‖
B
1
2
2,1
dτ ′∥∥ f (n) − f (∞)∥∥
B
1
2
2,1
dτ
 e
C
∫ t
0 ‖u(2n)(τ )‖
B
3
2
2,1
dτ(∥∥∂xu(n)0 − ∂xu(∞)0 ∥∥
B
1
2
2,1
+ C
t∫
0
∥∥u(∞)∥∥2
B
1
2
2,1
∥∥u(n) − u(∞)∥∥
B
1
2
2,1
dτ
+ C
t∫
0
(∥∥u(n)∥∥2
B
1
2
2,1
+ ∥∥u(n)∥∥
B
1
2
2,1
∥∥u(∞)∥∥
B
1
2
2,1
)∥∥∂xu(n) − ∂xu(∞)∥∥
B
1
2
2,1
dτ
)
. (2.11)
Before ﬁnishing the proof, we need the following technical proposition.
Proposition 2.7. Denote N¯ = N ∪ {∞}. Let (v(n))n∈N¯ be a sequence of functions belonging to C([0, T ]; B
1
2
2,1).
Assume that v(n) is the solution to the equation
∂t v
(n) + a(2n)∂xv(n) = f , v(n)
∣∣
t=0 = v0,
with v0 ∈ B
1
2
2,1 , f ∈ L1(0, T ; B
1
2
2,1) and
sup
n∈N
∥∥∂xa(2n)(t)∥∥
B
1
2
2,1
 α(t), for some α ∈ L1(0, T ).
In addition a(2n) tends to a(∞) in L1(0, T ; B
1
2
2,1), then v
(n) tends to v(∞) in C([0, T ]; B
1
2
2,1).
Proof. Let w(n) := v(n) − v(∞) . We have
∂t w
(n) + a(2n)∂xw(n) =
(
a(∞) − a(2n))∂xv(∞).
Let us make the additional assumption that v0 ∈ B
3
2
2,1 and f ∈ L1(0, T ; B
3
2
2,1). In this particular case,
(2.2) ensures that v(n) ∈ C([0, T ]; B
3
2
2,1) with
∥∥v(n)(t)∥∥
B
3
2
2,1
 eC
∫ t
0 α(τ )dτ ‖v0‖
B
3
2
2,1
+
t∫
eC
∫ t
τ α(τ
′)dτ ′∥∥ f (τ )∥∥
B
3
2
2,1
dτ . (2.12)0
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∥∥w(n)(t)∥∥
B
1
2
2,1

t∫
0
e
C
∫ t
τ ‖∂xa(2n)(τ ′)‖
B
1
2
2,1
dτ ′∥∥(a(∞) − a(2n))(τ )∂xv(∞)(τ )∥∥
B
1
2
2,1
dτ .
Therefore, using the fact that B
1
2
2,1 is an algebra and combining with (2.12), we can get
∥∥w(n)(t)∥∥
B
1
2
2,1
 CeC
∫ t
0 α(τ )dτ
(
‖v0‖
B
3
2
2,1
+
t∫
0
∥∥ f (τ )∥∥
B
3
2
2,1
dτ
) t∫
0
∥∥(a(∞) − a(2n))∥∥
B
1
2
2,1
dτ , (2.13)
which yields the desired result of convergence. For the non-smooth case, similarly to the method used
in [4], we can also get, when n tends to inﬁnity, w(n) tends to 0 in C([0, T ]; B
1
2
2,1). So the proof is
completed.
This proposition tells us w(n) tends to v(∞) = ∂xu(∞) in C([0, T ]; B
1
2
2,1). Let ε > 0, combining the
above estimates (2.10) and (2.11), when n ∈ N is large enough, we can conclude
∥∥∂xu(n)(t) − ∂xu(∞)(t)∥∥
B
1
2
2,1
 ε + CMeCMt
(∥∥∂xu(n)0 − ∂xu(∞)0 ∥∥
B
1
2
2,1
+
t∫
0
∥∥∂xu(n) − ∂xu(∞)∥∥
B
1
2
2,1
dτ +
t∫
0
∥∥u(n) − u(∞)∥∥
B
1
2
2,1
dτ
)
.
As u(n) tends to u(∞) in C([0, T ]; B
1
2
2,1), when n is very large, the last term is less than ε. Hence, using
the Gronwall lemma, we get
∥∥∂xu(n) − ∂xu(∞)∥∥
L∞(0,T ;B
1
2
2,1)
 C
(
ε + ∥∥∂xu(n)0 − ∂xu(∞)0 ∥∥
B
1
2
2,1
)
,
here the constant C depends only on M and T . So the claim is true. The proof of Lemma 2.5 is
complete. 
3. Local well-posedness in Hs
In this section, by applying Kato’s semigroup theory [9], we can obtain the local well-posedness in
Sobolev spaces Hs , s > 32 , as was done for the Camassa–Holm equation in [2].
Theorem 3.1. Given u(x, t = 0) = u0 ∈ Hs(R), s > 3/2, then there exist a maximal T = T (u0) > 0 and a
unique solution u to Eq. (1.1) (or Eq. (1.2)) such that
u = u(·,u0) ∈ C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)).
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·,u0) : Hs →
C([0, T ); Hs(R)) ∩ C1([0, T ); Hs−1(R)) is continuous.
Remark 3.1. For s > 32 , it is well known that H
s ↪→ B
3
2
2,1, so Theorem 2.1 implies Theorem 3.1. But we
still want to give a proof for Theorem 3.1 by a theorem due to Kato [9], since the estimates themselves
are very interesting.
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form for our purpose. Consider the abstract quasi-linear evolution equation:
du
dt
+ A(u) = f (u), t > 0; u(0) = u0. (3.1)
Let X and Y be Hilbert spaces such that Y is continuously and densely embedded in X and let
Q : Y → X be a topological isomorphism. L(Y , X) denotes the space of all bounded linear operator
from Y to X (and we write L(X), if X = Y ).
First we introduce some deﬁnitions and notations. For simplicity, we drop R in our notations of
function spaces if there is no ambiguity. Additionally, D(A) denotes the domain of the operator A.
[A, B] denotes the commutator of linear operators A and B . ‖ · ‖s and (·,·)s denote the norm and
inner product of Hs , s ∈ R respectively.
G(X) denotes the set of all negative generators of C0-semigroup on X . More precisely, we denote
by G(X,M, β) the set of all linear operator A in X such that −A generates a C0-semigroups {e−t A}
with ‖e−t A‖ Meβt , 0 t < ∞. In particular, A is m-accretive if A ∈ G(X,1,0), in which case {e−t A}
is a contraction semigroup. A is quasi-m-accretive if A ∈ G(X,1, β).
Theorem 3.2. (See [9].) Assume that
(i) A(y) ∈ L(Y , X) for y ∈ X with
∥∥(A(y) − A(z))w∥∥X μ1‖y − z‖X‖w‖Y , y, z,w ∈ Y ,
and A(y) ∈ G(X,1, β) uniformly on bounded sets in Y .
(ii) Q A(y)Q −1 = A(y) + B(y), where B(y) ∈ L(X) is bounded, uniformly on bounded sets in Y . Moreover
∥∥(B(y) − B(z))w∥∥X μ2‖y − z‖Y ‖w‖X , y, z ∈ Y , w ∈ X .
(iii) f : Y → Y and extends also to a map from X into X, f is bounded on bounded sets in Y , and
∥∥ f (y) − f (z)∥∥Y μ3‖y − z‖Y , y, z ∈ Y ,∥∥ f (y) − f (z)∥∥X μ4‖y − z‖X , y, z ∈ X .
Here, μ1 , μ2 and μ3 depend only on max{‖y‖Y ,‖z‖Y }, and μ4 depends only on max{‖y‖X ,‖z‖X }. If the
above conditions (i), (ii) and (iii) hold, given u0 ∈ Y , there is a maximal T > 0 depending only on ‖u0‖Y and
a unique solution u to Eq. (3.1) such that
u = u(·,u0) ∈ C
([0, T ); Y )∩ C1([0, T ); X).
Moreover, the map u0 → u(·,u0) is continuous from Y to C([0, T ); Y ) ∩ C1([0, T ); X).
Set A(u) = u2∂x , f (u) = −G ∗ (3u∂xu∂2x u + 2(∂xu)3 + 3u2∂xu), Y = Hs , X = Hs−1, and Q =
(1 − ∂2x )
1
2 . Obviously, Q is an isomorphism of Hs onto Hs−1. In order to prove Theorem 3.1 by
applying Theorem 3.2, we only need to verify A(u) and f (u) which satisfy the conditions (i)–(iii).
The ﬁrst step is to prove condition (i). In this step, there is a lemma as follows:
Lemma 3.3. The operator A(u) = u2∂x with u ∈ Hs, s > 32 , belongs to G(Hs−1,1, β), and A(u) ∈
L(Hs, Hs−1). Moreover,
∥∥(A(y) − A(z))w∥∥s−1 μ1‖y − z‖s−1‖w‖s, y, z,w ∈ Hs.
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there is a real number β such that
(a) (A(u)y, y)s−1 −β‖y‖2s−1,
(b) −A(u) is the inﬁnitesimal generator of a C0-semigroup on Hs−1 for some λ > β .
First, let us prove (a). Because of u ∈ Hs , s > 32 , it follows that u and ∂xu belong to L∞ and
‖∂xu‖L∞  C‖u‖s . Note that [Q s−1, ∂x] ≡ 0, and
Q s−1
(
u2∂x y
)= [Q s−1,u2]∂x y + u2Q s−1(∂x y) = [Q s−1,u2]∂x y + u2∂xQ s−1 y.
Thus, we have
(
A(u)y, y
)
s−1 =
(
Q s−1
(
u2∂x y
)
, Q s−1 y
)
0
= ([Q s−1,u2]∂x y, Q s−1 y)0 + (u2∂xQ s−1 y, Q s−1 y)0.
By integrating by parts, we obtain
(
A(u)y, y
)
s−1 = −
(
∂x
[
Q s−1,u2
]
Q 1−s,
(
Q s−1 y
)2)
0 −
(
u∂xuQ
s−1 y, Q s−1 y
)
0
−C
2
∥∥[Q s−1,u2]Q 1−s∥∥L(L2)∥∥Q s−1 y∥∥20 − C2 ‖u‖s‖∂xu‖L∞
∥∥Q s−1 y∥∥20
−C
2
‖u‖2s−1
∥∥Q s−1 y∥∥20 − C2 ‖u‖2s−1
∥∥Q s−1 y∥∥20 −C‖u‖2s−1‖y‖2s−1.
Setting β = C‖u‖2s , we have (A(u)y, y)s−1 −β‖y‖2s−1.
Next, we prove (b). Let S = Q s−1. We know that S is an isomorphism of Hs−1 onto L2 and Hs−1
is continuously and densely embedded in L2 as s > − 32 . Deﬁne A1(u) = S A(u)S−1 = Q s−1A(u)Q 1−s ,
and B1(u) = A1(u)− A(u). Let u ∈ Hs , y ∈ L2 and use the fact that [∂x, Q s−1] ≡ 0 again, then we have
B1(u) = Q s−1u2∂xQ 1−s − u2∂x =
[
Q s−1,u2
]
∂xQ
1−s,
and we can get the following inequality:
∥∥B1(u)y∥∥0 = ∥∥[Q s−1,u2]∂xQ 1−s∥∥0  ∥∥[Q s−1,u2]Q 2−s∥∥L(L2)∥∥Q −1∂x y∥∥0
= ∥∥[Q s−1,u2]Q 2−s∥∥L(L2)‖∂x y‖−1  C‖u‖2s ‖y‖0.
Therefore we obtain B1(u) ∈ L(L2). By virtue of Theorem 5.5 and Theorem 5.8 in [12], we conclude
that Hs−1 is −A-admissible. So −A(u) is the inﬁnitesimal generator of a C0-semigroup on Hs−1.
Then let y, z, w ∈ Hs , s > 32 , because Hs−1 is a Banach algebra, we have
∥∥(A(y) − A(z))w∥∥2s−1 = ∥∥(y2 − z2)∂xw∥∥2s−1  C∥∥y2 − z2∥∥2s−1‖∂xw‖2s−1
 C
(‖y‖2s + ‖z‖2s )‖y − z‖2s−1‖w‖2s μ21‖y − z‖2s−1‖w‖2s .
So ‖(A(y)− A(z))w‖s−1 μ1‖y− z‖s−1‖w‖s . Here μ1 depends on max{‖y‖s−1,‖z‖s−1}. Taking z = 0
in the above inequality, we obtain that A(y) ∈ L(Hs, Hs−1). We complete the proof of Lemma 3.3. 
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Lemma 3.4. B(u) = [Q ,u2]∂xQ −1 ∈ L(Hs−1) for u ∈ Hs with s > 32 . Moreover,
∥∥(B(y) − B(z))w∥∥s−1 μ2‖y − z‖s‖w‖s−1, y, z ∈ Hs, w ∈ Hs−1.
Proof. Let y, z ∈ Hs and w ∈ Hs−1, then we have
∥∥(B(y) − B(z))w∥∥s−1 = ∥∥[Q , (y2 − z2)]∂xQ −1w∥∥s−1 = ∥∥Q s−1[Q , (y2 − z2)]∂xQ −1w∥∥0

∥∥Q s−1[Q , (y2 − z2)]Q 1−s∥∥L(L2)∥∥Q s−2∂xw∥∥0
 C
∥∥y2 − z2∥∥s‖w‖s−1 μ2‖y − z‖s‖w‖s−1,
here μ2 depends only on max{‖y‖s,‖z‖s}. Taking z = 0 in the above inequality, we get that
B(u) ∈ L(Hs−1). This completes the proof of Lemma 3.4. 
The third step is to prove the condition (iii). There is a corresponding lemma for this condition.
Lemma 3.5. Let f (u) = −G ∗ (3u∂xu∂2x u + 2(∂xu)3 + 3u2∂xu), then f is bounded on bounded sets in Hs,
and satisﬁes
(a) ‖ f (y) − f (z)‖s μ3‖y − z‖s , y, z ∈ Hs,
(b) ‖ f (y) − f (z)‖s−1 μ4‖y − z‖s−1 , y, z ∈ Hs−1 .
Proof. (a) Let y, z ∈ Hs , s > 32 . Since Hs is a Banach algebra, it follows that
∥∥ f (y) − f (z)∥∥s = ∥∥−G ∗ (3(y∂x y∂2x y − z∂xz∂2x z)+ 2((∂x y)3 − (∂xz)3)+ 3(y2∂x y − z2∂xz))∥∥s
 ‖−G‖L∞
(
3
∥∥(y − z)(∂x y − ∂xz)(∂2x y − ∂2x z)∥∥s + 3∥∥(∂2x y − ∂2x z)y∂xz∥∥s
+ 3∥∥(y − z)∂x y∂2x z∥∥s + 3∥∥(∂x y − ∂xz)∂2x yz∥∥s
+ 2∥∥(∂x y − ∂xz)((∂2x y)2 + ∂x y∂xz + (∂2x z)2)∥∥s
+ 3∥∥y2(∂x y − ∂xz)∥∥s + 3∥∥(y2 − z2)∂xz∥∥s)
 1
2
(
3‖y − z‖s‖∂x y − ∂xz‖s−1
∥∥∂2x y − ∂2x z∥∥s−2 + 3∥∥∂2x y − ∂2x z∥∥s−2‖y‖s‖∂xz‖s−1
+ 3‖y − z‖s‖∂x y‖s−1
∥∥∂2x z∥∥s−2 + 3‖∂x y − ∂xz‖s−1∥∥∂2x y∥∥s−2‖z‖s
+ 2‖∂x y − ∂xz‖s−1
(‖∂x y‖2s−1 + ‖∂x y‖s−1‖∂xz‖s−1 + ‖∂xz‖2s−1)
+ 3‖y‖2s ‖∂x y − ∂xz‖s−1 + 3
(‖y‖s + ‖z‖s)‖y − z‖s‖∂xz‖s−1)
 C
(‖y‖2s + ‖y‖s‖z‖s + ‖z‖2s )|‖y − z|‖s
μ3‖y − z‖s,
where μ3 depends only on max{‖y‖s,‖z‖s}. This prove (a). Taking z = 0 in the above inequality, we
obtain that f is bounded on bounded sets in Hs .
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∥∥ f (y) − f (z)∥∥s−1 μ4‖y − z‖s−1, y, z ∈ Hs−1,
where μ4 depends only on max{‖y‖s−1,‖z‖s−1}. This completes the proof of Lemma 3.5. 
Remark 3.2. We will consider global existence or singularity formation in future works. It is a chal-
lenging problem, since the conservation laws cannot be used to control the regularity.
4. Persistence properties
In [6,10], the spacial decay rate for the strong solution to the Camassa–Holm equation was es-
tablished provided that the corresponding initial datum decays at inﬁnity. This kind of property is
so-called persistence property.
Similarly, for the Novikov equation, we also have the following persistence properties for the strong
solution.
Theorem 4.1. Assume that for some T > 0, and s > 32 , u ∈ C([0, T ] : Hs(R)) is a strong solution of the initial
value problem associated to Eq. (1.2), and that u0(x) = u(x,0) satisﬁes
∣∣u0(x)∣∣, ∣∣∂xu0(x)∣∣∼ O (e−θx) x ↑ ∞, for some θ ∈ (0,1).
Then
∣∣u(x, t)∣∣, ∣∣∂xu(x, t)∣∣∼ O (e−θx) x ↑ ∞
uniformly in the time interval [0, T ].
Theorem 4.2. Assume that for some T > 0, and s > 32 , u ∈ C([0, T ] : Hs(R)) is a strong solution of Eq. (1.2)
and that u0(x) = u(x,0) satisﬁes
∣∣u0(x)∣∣∼ O (e−x), ∣∣∂xu0(x)∣∣∼ O (e−αx) as x ↑ ∞,
for some α ∈ (1/2,1). Then
∣∣u(x, t)∣∣∼ O (e−x) as x ↑ ∞
uniformly in the time interval [0, T ].
Remark 4.1. Unfortunately, we cannot prove unique continuity property and inﬁnite propagation speed
for the Novikov equation at present.
First, we proceed to prove Theorem 4.1.
Proof of Theorem 4.1. For simplicity, we introduce the following notations
E(u) = 3u∂xu∂2x u + 2(∂xu)3 + 3u2∂xu, (4.1)
M = sup
t∈[0,T ]
∥∥u(t)∥∥s. (4.2)
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get
∫
R
u2n−1∂tu dx+
∫
R
u2n−1u2∂xu dx+
∫
R
u2n−1G(x) ∗ E(u)dx = 0. (4.3)
Note that the estimates
∫
R
u2n−1∂tu dx = 1
2n
d
dt
∥∥u(t)∥∥2nL2n = ∥∥u(t)∥∥2n−1L2n ddt
∥∥u(t)∥∥L2n ,
and
∣∣∣∣
∫
R
u2n−1u2∂xu dx
∣∣∣∣ ∥∥∂xu(t)∥∥L∞∥∥u(t)∥∥2n+1L2n ,
are true. Moreover, using Hölder’s inequality in (4.3), we deduce that
d
dt
∥∥u(t)∥∥L2n  ∥∥∂xu(t)∥∥L∞∥∥u(t)∥∥2L2n + ∥∥G(x) ∗ E(u)∥∥L2n .
Because of the Gronwall’s inequality, we can obtain
∥∥u(t)∥∥L2n 
(∥∥u(0)∥∥2L2n +
t∫
0
∥∥G(x) ∗ E(u)∥∥L2n dτ
)
eMt . (4.4)
Since f ∈ L1(R) ∩ L∞(R), we have
lim
q→∞‖ f ‖Lq = ‖ f ‖L∞ . (4.5)
Noticing that G ∈ L1 and E(u) ∈ L1 ∩ L∞ , we get the following inequality by taking the limit in (4.4)
from (4.5):
∥∥u(t)∥∥L∞ 
(∥∥u(0)∥∥2L∞ +
t∫
0
∥∥G(x) ∗ E(u)∥∥L∞ dτ
)
eMt .
Then, differentiating (1.2) with respect to x-variable produces the equation
∂t∂xu + 2u(∂xu)2 + u2∂2x u + ∂xG(x) ∗
(
3u∂xu∂
2
x u + 2(∂xu)3 + 3u2∂xu
)= 0.
We can multiply this equation by (∂xu)2n−1, n ∈ Z+ , integrate the result in the x-variable, and use
integration by parts:
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∫
R
2u(∂xu)
2n−1(∂xu)2 dx
∣∣∣∣ 2∥∥u(t)∥∥L∞∥∥∂xu(t)∥∥L∞∥∥∂xu(t)∥∥2nL2n ,
∫
R
(∂xu)
2n−1∂t∂xu dx = 1
2n
d
dt
∥∥∂xu(t)∥∥2nL2n = ∥∥∂xu(t)∥∥2n−1L2n ddt
∥∥∂xu(t)∥∥L2n ,
∫
R
u2(∂xu)
2n−1∂2x u dx =
1
2n
∫
R
u2d(∂xu)
2n = −1
n
∫
R
u∂xu(∂xu)
2n dx.
As before, we also can get the following inequalities:
d
dt
∥∥∂xu(t)∥∥L2n  2C∥∥u(t)∥∥L∞∥∥∂xu(t)∥∥L∞∥∥∂xu(t)∥∥L2n + ∥∥G(x) ∗ E(u)∥∥L2n ,
∥∥∂xu(t)∥∥L2n 
(∥∥u(0)∥∥L∞∥∥∂xu(0)∥∥L2n +
t∫
0
∥∥∂xG(x) ∗ E(u)(τ )∥∥L2n dτ
)
e2Mt .
Using the same method and passing to the limit in this inequality one can obtain
∥∥∂xu(t)∥∥L∞ 
(∥∥u(0)∥∥L∞∥∥∂xu(0)∥∥L∞ +
t∫
0
∥∥∂xG(x) ∗ E(u)(τ )∥∥L∞ dτ
)
e2Mt .
As in [6], we shall now repeat the arguments using the weight
ϕN(x) =
⎧⎨
⎩
1, x 0,
eθx, x ∈ (0,N),
eθN , x N,
where N ∈ Z+ . Observe that for all N we have
0 ϕ′N(x) ϕN(x), for all x ∈ R.
Using the notation E(u) in (4.1), from (1.2) we obtain
∂t(uϕN) +
(
u2ϕN
)
∂xu + ϕNG ∗ E(u) = 0,
so, we also get
∂t(∂xuϕN) + 2u(∂xuϕN)∂xu + u2ϕN∂2x u + ϕN∂xG ∗ E(u) = 0.
We need some tricks to deal with the following term, as in [14]:∫
R
(ϕN)
2n−1u2n−1ϕN∂xu dx =
∫
R
(ϕNu)
2n−1[∂x(uϕN) − u∂x(ϕN)]dx
=
∫
R
(ϕNu)
2n−1d(ϕNu) −
∫
R
(ϕNu)
2n−1u∂x(ϕN)dx

∫
(ϕNu)
2n dx.R
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∫
R
(ϕN )
2n−1(∂xu)2n−1ϕN∂2x u dx. Hence, as in the weightless
case, we get the following inequality in view of (4.2):∥∥u(t)ϕN∥∥L∞ + ∥∥∂xu(t)ϕN∥∥L∞
 e2Mt
(∥∥u(0)ϕN∥∥L∞ + ∥∥u(0)ϕN∥∥L∞∥∥∂xu(0)ϕN∥∥L∞)
+ e2Mt
( t∫
0
∥∥ϕNG(x) ∗ E(u)(τ )∥∥L∞ + ∥∥ϕN∂xG(x) ∗ E(u)(τ )∥∥L∞
)
dτ .
A simple calculation shows that there exists C > 0, depending only on θ ∈ (0,1) such that for any
N ∈ Z+ ,
ϕN
∫
R
e−|x−y| 1
ϕN(y)
dy  C = 4
1− θ .
Thus, we have
∣∣ϕNG(x) ∗ (∂xu)3(x)∣∣=
∣∣∣∣12ϕN(x)
∫
R
e−|x−y|(∂xu)3(y)dy
∣∣∣∣
 1
2
ϕN(x)
∫
R
e−|x−y| 1
ϕN(y)
ϕN(y)∂xu(y)(∂xu)
2(y)dy
 1
2
(
ϕN(x)
∫
R
e−|x−y| 1
ϕN(y)
dy
)
‖∂xuϕN‖L∞‖∂xu‖2L∞
 C‖∂xuϕN‖L∞‖∂xu‖2L∞
and
∣∣ϕN∂xG(x) ∗ (∂xu)3(x)∣∣=
∣∣∣∣12ϕN(x)
∫
R
sgn(x− y)e−|x−y|(∂xu)3(y)dy
∣∣∣∣
 1
2
ϕN(x)
∫
R
e−|x−y| 1
ϕN(y)
ϕN(y)∂xu(y)(∂xu)
2(y)dy
 1
2
(
ϕN(x)
∫
R
e−|x−y| 1
ϕN(y)
dy
)
‖∂xuϕN‖L∞‖∂xu‖2L∞
 C‖∂xuϕN‖L∞‖∂xu‖2L∞ .
Using the same method, we can estimate other terms:∣∣ϕNG(x) ∗ u∂xu∂2x u(x)∣∣ C‖∂xu‖2L∞‖uϕN‖L∞ ,∣∣ϕN∂xG(x) ∗ u∂xu∂2x u(x)∣∣ C‖∂xu‖2L∞‖uϕN‖L∞ ,∣∣ϕNG(x) ∗ u2∂xu(x)∣∣ C‖∂xuϕN‖L∞‖u‖2L∞ ,∣∣ϕN∂xG(x) ∗ u2∂xu(x)∣∣ C‖∂xuϕN‖L∞‖u‖2L∞ .
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∥∥u(t)ϕN∥∥L∞ + ∥∥∂xu(t)ϕN∥∥L∞
 C˜
(∥∥u(0)ϕN∥∥L∞ + ∥∥u(0)ϕN∥∥L∞∥∥∂xu(0)ϕN∥∥L∞)
+ C˜
t∫
0
(‖ϕN∂xu‖L∞‖∂xu‖2L∞ + ‖ϕNu‖L∞‖∂xu‖2L∞ + ‖ϕNu‖L∞‖u‖2L∞)dτ
 C˜
(∥∥u(0)ϕN∥∥L∞ + ∥∥u(0)ϕN∥∥L∞∥∥∂xu(0)ϕN∥∥L∞)
+ C˜
t∫
0
(∥∥u(τ )∥∥2L∞ + ∥∥∂xu(τ )∥∥2L∞)(∥∥ϕNu(τ )∥∥L∞ + ∥∥∂xu(τ )∥∥L∞)dτ
 C˜
(∥∥u(0)ϕN∥∥L∞ + ∥∥∂xu(0)ϕN∥∥L∞)+ C˜
t∫
0
(∥∥ϕNu(τ )∥∥L∞ + ∥∥∂xu(τ )∥∥L∞)dτ .
Hence, for any n ∈ Z+ and any t ∈ [0, T ] we have
∥∥u(t)ϕN∥∥L∞ + ∥∥∂xu(t)ϕN∥∥L∞  C˜(∥∥u(0)ϕN∥∥L∞ + ∥∥∂xu(0)ϕN∥∥L∞)
 C˜
(∥∥u(0)max(1, eθx)∥∥L∞ + ∥∥∂xu(0)max(1, eθx)∥∥L∞).
Finally, taking the limit as N goes to inﬁnity we ﬁnd that for any t ∈ [0, T ],
∥∥u(x, t)eθx∥∥L∞ + ∥∥∂xu(x, t)eθx∥∥L∞  C˜(∥∥u(0)max(1, eθx)∥∥L∞ + ∥∥∂xu(0)max(1, eθx)∥∥L∞),
which completes the proof of Theorem 4.1. 
Now, let us give a simple proof for Theorem 4.2:
Proof of Theorem 4.2. We should use Theorem 4.1 to prove this theorem.
For any t1 ∈ [0, T ], integrating Eq. (1.2) over the time interval [0, t1] we get
u(x, t1) − u(x,0) =
t1∫
0
u2∂xu(x, τ )dτ +
t1∫
0
G(x) ∗ E(u)(x, τ )dτ = 0. (4.6)
From Theorem 4.1 it follows that
t1∫
0
u2∂xu(x, τ )dτ ∼ O
(
e−x
)
x ↑ ∞.
We shall show that the last term in (4.6) is O (e−x), thus we have
t1∫
G(x) ∗ E(u)(x, τ )dτ = G(x) ∗
t1∫
E(u)(x, τ )dτ = G(x) ∗ ρ(x).0 0
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G(x) ∗ ρ(x) = 1
2
∫
R
e−|x−y|ρ(y)dy = 1
2
e−x
x∫
−∞
eyρ(y)dy + 1
2
ex
∞∫
x
e−yρ(y)dy,
we have
e−x
x∫
−∞
eyρ(y)dy = O (1)e−x
x∫
−∞
e2y dy ∼ O (1)e−x ∼ O (e−x) as x ↑ ∞,
ex
∞∫
x
e−yρ(y)dy = O (1)ex
x∫
−∞
e−2y dy ∼ O (1)e−x ∼ O (e−x) as x ↑ ∞.
Thus
t1∫
0
G(x) ∗ E(u)(x, τ )dτ ∼ O (e−x) as x ↑ ∞.
From (4.6) and |u0(x)| ∼ O (e−x) as x ↑ ∞, we know
∣∣u(x, t1)∣∣∼ O (e−x) as x ↑ ∞.
Because of the arbitrariness of t1 ∈ [0, T ], we can obtain
∣∣u(x, t)∣∣∼ O (e−x) as x ↑ ∞
uniformly in the interval [0, T ]. This completes the proof. 
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