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21 Introduction
In this paper, we consider minimizing the sum of nonsmooth, convex func-
tionals over a closed convex projectable constraint set. The incremental sub-
gradient method[12] and the parallel subgradient method[7, 10] are subgradient–
projection algorithms for solving the minimization problem. The simplest
subgradient–projection method is as follows: µ0 ∈ H and
µn+1 := P (µn − sngn), (1)
where P stands for the projection onto the constraint set, gn is the subgra-
dient of the sum of all objective functionals at µn, and {sn} is a positive
number sequence called step–size[3, Section 8.2]. The step–size {sn} is gen-
erally expressed as sn := cs
?
n, where s
?
n is the basic diminishing step–size and
c is the regulation constant value. To make the convergence speed of the
sequence {µn} defined by (1) faster, we should empirically select the suitable
regulation constant value.
One iteration of the incremental subgradient method[12] sequentially uses
the iterator (1) on each of the functionals in order to minimize their sum. On
the other hand, one iteration of the parallel subgradient method[7] uses the
iterator (1) independently on each of the functionals and reduces their results
to their barycenter. The sequence generated by the incremental subgradient
method and the parallel subgradient method converges to a solution of the
minimization problem[7, Theorem 3.6],[12, Proposition 2.4].
In the unconstrained minimization problem for differentiable functionals,
a line search is used to select a suitable step–size. In particular, the Wolfe
conditions are step–size criteria for the line search. The Wolfe conditions
are such that the step–size must satisfy a sufficient decrease condition and
a curvature condition[13, Chapter 3]. The sufficient decrease condition is
that the step–size is acceptable only if its functional value is below a linear
function with a negative slope. This condition ensures that the algorithms
update the solution to a better one. However, it is not enough to ensure
that the algorithm makes reasonable progress because it will do so for all
sufficiently small step–sizes. Therefore, a curvature condition is invoked that
generates sequence further enough along the chosen direction.
Our main idea is to use a line search and a parallel subgradient method
to accelerate the existing methods. Reference [4] provides the method (1)
with a line search that minimizes the objective functional. However, this
method assumes that the objective functional is differentiable. In addition,
3it is designed for single–core computing; it is not useful in parallel computing
environments. Reference [9] gives a method for solving fixed-point problems,
covering the constrained minimization problem discussed in this paper, with
a line search. This method has fast convergence property, though it de-
cides only the coefficient of the convex combination and is not designed for
multi–core computing. The results in [7, 8, 10, 12] use a suitable regulation
constant value to converge efficiently. However, this value depends on various
factors, such as the number of objective functionals, number of dimensions,
the shapes of objective functionals and constraint sets, and the selection of
subgradients. Hence, selection or adjustment of this value is very difficult.
In contrast to previous reports, this paper proposes incremental and parallel
subgradient methods with a line search to find better step–sizes than the
ones used in the existing methods. This is realized by means of turning the
step-length into a step-range. We will show that these methods converge
weakly to an optimizer to the problem when the step-range is diminishing.
The convergence analysis in this paper is a generalization of the previously
reported results in [7, 12].
We also compare our algorithms and existing algorithms[7, 12] on a con-
crete optimization problem using a real computer. The results show that
our algorithms converge faster. In particular, we implemented the parallel
subgradient method and its extension for a multi–core computer. The ex-
perimental results show that parallel computing with a multi–core computer
reduces the effect of appending a line search to each iteration; the overall pro-
cessing speed is as high as that of the original parallel subgradient method.
Reference [5] pointed out that the computational complexities of evaluating
practical objective functions can be extremely high. Indeed, acceleration
methods driven by parallel computation have been developed as an antidote
in recent years[5, 6, 11]. However, no parallel computing experiment has yet
been tried in the previous research [8, 10]. Here, we conducted experiments
on a multi–core computer showing that our parallel method reduces the run-
ning time and iterations needed to find an optimal solution compared with
other ones.
This paper is organized as follows. Section 2 gives the mathematical pre-
liminaries and the mathematical formulation of the main problem. Section 3
presents our algorithms. We also show the fundamental properties of these
algorithms that are used to prove the main theorems. Section 4 presents
their convergence analyses. Section 5 describes numerical comparisons of the
proposed algorithms with the existing ones in [7, 12]. Section 6 concludes
4this paper.
2 Mathematical Preliminaries
Let (H, 〈·, ·〉) be a real Hilbert space with its induced norm defined by ‖x‖ :=
〈x, x〉. We define the notation R+ := (0,∞) and N := {1, 2, . . .}. Let
xn → x denote that the sequence {xn} converges to x and let xn⇀x denote
that the sequence {xn} converges weakly to x.
A subgradient g of a convex function f : H → R at a point x ∈ H is
defined by g ∈ H such that f(x) + 〈y − x, g〉 ≤ f(y) for all y ∈ H. The set
of all subgradients at x is denoted as ∂f(x) [15],[16, Section 7.3].
The metric projection onto a nonempty, closed convex set C ⊂ H is
denoted by PC : H → H. It is defined by PC(H) ⊂ C and ‖x − PC(x)‖ =
infy∈C ‖x − y‖[1, Section 4.2, Chapter 28]. PC satisfies the nonexpansivity
condition [16, Subchapter 5.2]; i.e. ‖PCx− PCy‖ ≤ ‖x− y‖ for all x, y ∈ H.
The following propositions are used to prove our main theorems.
Proposition 1. [17, Exercise 4.1.31] Let {an}, {bn} ⊂ [0,∞). Suppose that
there exists a ∈ R+ such that an → a. Then, limn→∞ anbn = a limn→∞ bn.
Proposition 2. [2, Lemma 1.7] Suppose that {an}, {bn} ⊂ [0,∞) such that
an+1 ≤ an + bn for all n ∈N . If
∑∞
n=1 bn <∞, then limn→∞ an exists.
Proposition 3. [1, Theorem 3.32] Let C be a convex subset of H. Then, C
is closed if and only if it is weakly closed.
Proposition 4. [1, Theorem 9.1, Proposition 9.26] Let g : H → R be convex
and continuous. Then g is weakly lower semicontinuous.
Proposition 5 (Opial’s theorem). [14, Lemma 1] Let {xn} be a sequence in
H with xn⇀x and x 6= y. Then, limn→∞ ‖xn − x‖ < limn→∞ ‖xn − y‖.
Proposition 6. [16, Theorem 5.4.1] Let {xn} be a bounded sequence in H.
Then {xn} is weakly convergent if and only if each weakly convergent subse-
quence of {xn} has the same weak limit.
52.1 Main Problem
Let fi : H → [0,∞) (i = 1, 2, . . . , K) be convex, continuous functions
and let C be a nonempty, closed convex subset of H. We will examine the
following problem[7, 12],
Minimize f(x) :=
K∑
i=1
fi(x),
Subject to x ∈ C.
(2)
The following assumptions are made throughout this paper.
Assumption 1 (Subgradient Boundedness). [12, Assumption 2.1] For all
i = 1, 2, . . . , K, there exists Mi > 0 such that
‖g‖ ≤Mi (x ∈ C; g ∈ ∂fi(x)).
We define a constant M :=
∑K
i=1Mi.
Assumption 2 (Existence of Optimal Solution). [12, Proposition 2.4] argminx∈C f(x) 6=
∅.
3 Proposed Methods and their Fundamental
Properties
3.1 Incremental Subgradient Method
This subsection presents the incremental subgradient method, Algorithm 1,
for solving the problem (2). Let us compare Algorithm 1 with the existing
one [12]. The difference is step 6 of Algorithm 1. The step–size λn of the
existing method is decided before the algorithm runs. However, Algorithm 1
only needs the step–range [λn, λn]. —A Step–size within the range used
by Algorithm 1 can be automatically determined in run–time. Algorithm 1
coincides with the incremental subgradient method when λn := λn := λn,
which means that it is a generalization of the method in [12]. In this case,
Algorithm 1 chooses only one step–size λn from the step–range.
This difference has three merits. First, we do not need to adjust the step–
size in Algorithm 1 precisely. In our experiments, Algorithm 1 converged
6Algorithm 1 Incremental Subgradient Method
Require: ∀n ∈N , [λn, λn] ⊂ R+.
1: n← 1, x1 ∈ C.
2: loop
3: yn,0 := xn.
4: for i = 1, 2, . . . , K do . In sequence
5: gn,i ∈ ∂fi(yn,i−1).
6: λn,i ∈ [λn, λn]. . By a line search algorithm
7: yn,i := PC(yn,i−1 − λn,ign,i).
8: end for
9: xn+1 := yn,K .
10: end loop
as fast as the best incremental subgradient method when the step–range
contained roughly the best step–size for the existing method (this is shown
in Section 5). The second merit is that the algorithm can be applied to
the difficult objective problems for which a suitable step–size is difficult to
choose with the existing method. It requires only the step–range. Hence, we
do not need to give a pre–determined step–size to it. Finally, the step–size
is appropriately selected using a line search in step 6 of the algorithm, and it
accelerates convergence. Subsection 3.3 provides some examples of the line
search, and Section 5 examines the convergence properties.
Algorithm 1 satisfies the following properties.
Lemma 1 (Fundamental Property of Algorithm 1). Let {xn} be a sequence
generated by Algorithm 1. Then, for all y ∈ C and for all n ∈ N , the
following inequality holds:
‖xn+1 − y‖2 ≤ ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2.
Proof. Fix y ∈ C and n ∈N arbitarily. From the nonexpansivity of PC , the
7definition of subgradients, and Assumption 1, we have
‖xn+1 − y‖2 = ‖PC(yn,K−1 − λn,Kgn,K)− PC(y)‖2
≤ ‖yn,K−1 − y − λn,Kgn,K‖2
= ‖yn,K−1 − y‖2 − 2λn,K〈yn,K−1 − y, gn,K〉+ λ2n,K‖gn,K‖2
= ‖xn − y‖2 − 2
K∑
i=1
λn,i〈yn,i−1 − y, gn,i〉+
K∑
i=1
λ2n,i‖gn,i‖2
≤ ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(yn,i−1)− fi(y)) + λ2n
K∑
i=1
M2i ,
where the second equation comes from ‖x−y‖2 = ‖x‖2−2〈x, y〉+‖y‖2 (x, y ∈
H). Using the definition of subgradients and the Cauchy–Schwarz inequality,
we have
‖xn+1 − y‖2
≤ ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y))− 2
K∑
i=1
λn,i(fi(yn,i−1)− fi(xn)) + λ2n
K∑
i=1
M2i .
≤ ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y)) + 2λn
K∑
i=1
Mi‖yn,i−1 − xn‖+ λ2n
K∑
i=1
M2i .
Further, the nonexpansivity of PC and the triangle inequality mean that, for
all i = 2, 3, . . . , K,
‖yn,i−1 − xn‖ = ‖PC(yn,i−2 − λn,i−1gn,i−1)− PC(xn)‖
≤ ‖yn,i−2 − xn − λn,i−1gn,i−1‖
≤ ‖yn,i−2 − xn‖+ λn,i−1‖gn,i−1‖
≤ ‖yn,i−2 − xn‖+ λnMi−1
≤ λn
i−1∑
j=1
Mj.
From above inequality and the fact that ‖yn,0 − xn‖ = ‖xn − xn‖ = 0, we
8find that
‖xn+1 − y‖2
≤ ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y)) + 2λ2n
K∑
i=1
Mi
i−1∑
j=1
Mj + λ
2
n
K∑
i=1
M2i
= ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2n
(
K∑
i=1
Mi
)2
= ‖xn − y‖2 − 2
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2.
This completes the proof.
3.2 Parallel Subgradient Method
Algorithm 2 below is an extension of the parallel subgradient method[7]. The
Algorithm 2 Parallel Subgradient Method
Require: ∀n ∈N , [λn, λn] ⊂ R+.
1: n← 1, x1 ∈ C.
2: loop
3: for all i ∈ {1, 2, . . . , K} do . Independently
4: gn,i ∈ ∂fi(xn).
5: λn,i ∈ [λn, λn]. . By a line search algorithm
6: yn,i := PC(xn − λn,ign,i).
7: end for
8: xn+1 :=
1
K
∑K
i=1 yn,i.
9: end loop
difference between Algorithm 2 and the method in [7] is step 5 of Algorithm 2.
The existing method uses a given step–size λn, while Algorithm 2 chooses a
step–size λn from the step–range [λn, λn] at run–time.
The common feature of Algorithm 2 and the parallel subgradient method[7]
is loop independence (step 3). This loop structure is not influenced by the
computation order. Hence, the elements of this loop can be computed in
parallel. Therefore, parallelization using multi–core processing reduce the
9time needed for computing this loop procedure. Generally, the main loop of
Algorithm 2 is computationally heavier than the parallel subgradient method
[7] because it appends the step–size selection (line search) procedure to the
existing one. Hence, acceleration through paralellization alleviates the effect
of the line search procedure (This is shown in Section 5).
Next, we have the following lemma.
Lemma 2 (Fundamental Property of Algorithm 2). Let {xn} be a sequence
generated by Algorithm 2. Then, for all y ∈ C and for all n ∈ N , the
following inequality holds:
‖xn+1 − y‖2 ≤ ‖xn − y‖2 − 2
K
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2.
Proof. Fix y ∈ C and n ∈ N arbitrarily. From the convexity of ‖ · ‖2, the
nonexpansivity of PC , the definition of subgradients, and Assumption 1, we
have
‖xn+1 − y‖2 =
∥∥∥∥∥ 1K
K∑
i=1
PC(xn − λn,ign,i)− PC(y)
∥∥∥∥∥
2
≤ 1
K
K∑
i=1
‖xn − y − λn,ign,i‖2
≤ 1
K
K∑
i=1
(‖xn − y‖2 − 2λn,i〈xn − y, gn,i〉+ λ2n,i‖gn,i‖2)
≤ ‖xn − y‖2 − 2
K
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2.
This completes the proof.
3.3 Line Search Algorithms
Step 6 of Algorithm 1 and step 5 of Algorithm 2 are implemented as line–
searches. The algorithms decide an efficient step–size λn in [λn, λn] by using
yn,i−1 in Algorithm 1 (or xn in Algorithm 2), gn,i, fi and other accessible
informations on i. This is the principal idea of this paper. We can use any
algorithm that satisfies the above condition. The following are such examples.
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Algorithm 3 Discrete Argmin Line Search Algorithm
1: xp :=
{
yn,i−1 (Algorithm 1),
xn (Algorithm 2)
.
2: λn,i ← L1λn + (1− L1)λn.
3: for Lt ∈ {L2, L3, . . . , Lk} do
4: t← Ltλn + (1− Lt)λn.
5: if fi(PC(xp − tgn,i)) < fi(PC(xp − λn,ign,i)) then
6: λn,i ← t
7: end if
8: end for
The simplest line search is the discrete argmin, as shown in Algorithm 3.
First, we set the ratio candidates {L1, L2, . . . , Lk} ⊂ [0, 1]. In each iteration,
we compute all of the candidate objectives when the step–size λn,i = Ltλn +
(1− Lt)λn (t = 1, 2, . . . , k) and take the best step–size.
Algorithm 4 is a line search based on the Wolfe conditions. It finds a
Algorithm 4 Uniform–Interval Armijo Line Search
1: xp :=
{
yn,i−1 (Algorithm 1),
xn (Algorithm 2)
.
2: for IR = 0, 0 + d, 0 + 2d, . . . , 1− d, 1 do
3: λn,i ← (1− IR)λn + IRλn.
4: if fi(PC(xp− λn,ign,i)) ≤ fi(xp)− c1〈xp−PC(xp− λn,ign,i), gn,i〉 then
5: stop (success).
6: end if
7: end for
8: stop (failed).
step–size that satisfies the sufficient decrease condition with d–interval grids.
Once this step–size has been found, the algorithm stops and the step–size
it found is used in the caller algorithm. However, this algorithm may fail
(step 8). To avoid such a failure, we made the caller algorithm will use λn.
This is the largest step–size of the candidates for making an effective update
of the solution.
The grid of Algorithm 4 can be changed into a logarithmic one. Algo-
rithm 5 below uses such a logarithmic grid. The results of the experiments
11
Algorithm 5 Logarithmic–Interval Armijo Line Search
1: xp :=
{
yn,i−1 (Algorithm 1),
xn (Algorithm 2)
.
2: for IR = 1, 1/a, 1/a
2, . . . , 1/ak do
3: λn,i ← IRλn + (1− IR)λn.
4: if fi(PC(xp− λn,ign,i)) ≤ fi(xp)− c1〈xp−PC(xp− λn,ign,i), gn,i〉 then
5: stop (success).
6: end if
7: end for
8: stop (failed).
described in Section 5 demonstrate the accelerating effect of this algorithm.
4 Convergence Analysis
Here, we first show that the limit inferiors of {f(xn)} generated by Algo-
rithms 1 and 2 are equal to the optimal value of f . Next, we show that
{xn} converges weakly to a solution of the main problem (2). The following
assumption is used to show convergence of Algorithms 1 and 2.
Assumption 3 (Step–Size Compositions).
∞∑
n=1
λn =∞,
∞∑
n=1
λ
2
n <∞, lim
n→∞
λn
λn
= 1,
∞∑
n=1
(λn − λn) <∞.
The existing methods [7, 8, 10, 12] require a suitable regulation constant
value in order to converge efficiently. However, this value differs depending on
the number of objective functionals or dimensions, the shape of the objective
functionals or the constraint set, the selection of subgradients, and so on.
The step–sizes of our proposals can be selected at run–time. This feature
makes our methods much more flexible than the existing ones.
Lemma 3 (Evaluation of the Limit Inferior). For a sequence {xn}, if there
exists α ∈ R+ such that, for all y ∈ C and for all n ∈N ,
‖xn+1 − y‖2 ≤ ‖xn − y‖2 − 2α
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2, (3)
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then,
lim
n→∞
f(xn) = min
x∈C
f(x).
Proof. Assume that limn→∞
∑K
i=1(λn,i/λn)fi(xn) 6= minx∈C f(x). Then, ei-
ther limn→∞
∑K
i=1(λn,i/λn)fi(xn) < minx∈C f(x) or minx∈C f(x) < limn→∞
∑K
i=1(λn,i/λn)fi(xn)
holds. First, we assume limn→∞
∑K
i=1(λn,i/λn)fi(xn) < minx∈C f(x). Recall
{xn} ⊂ C and the definition f(x) :=
∑k
i=1 fi(x) in the main problem (2).
The property of the limit inferior and Proposition 1 ensure that
min
x∈C
f(x) ≤ lim
n→∞
f(xn)
= 1 · lim
n→∞
k∑
i=1
fi(xn)
= lim
n→∞
λn
λn
k∑
i=1
fi(xn)
Further, from the positivity of fi (i = 1, 2, . . . , K), the fact that λn ≤ λn,i
and the assumption that limn→∞
∑K
i=1(λn,i/λn)fi(xn) < minx∈C f(x) lead to
min
x∈C
f(x) ≤ lim
n→∞
k∑
i=1
λn
λn
fi(xn)
≤ lim
n→∞
K∑
i=1
λn,i
λn
fi(xn)
< min
x∈C
f(x).
This is a contradiction. Next, we assume minx∈C f(x) < limn→∞
∑K
i=1(λn,i/λn)fi(xn)
and let yˆ ∈ argminx∈C f(x). Then, there exists ε > 0 such that
f(yˆ) + 2ε = lim
n→∞
K∑
i=1
λn,i
λn
fi(xn).
From the definition of the limit inferior, there exists n0 ∈ N such that, for
all n ∈N , if n0 ≤ n then
lim
n→∞
K∑
i=0
λn,i
λn
fi(xn)− ε ≤
K∑
i=0
λn,i
λn
fi(xn).
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Now, λn,i/λn ≤ 1 and 0 ≤ fi(yˆ) (i = 1, 2, . . . , K) hold. Therefore, for all
n ∈N , if n0 ≤ n then
ε = lim
n→∞
K∑
i=1
λn,i
λn
fi(xn)− ε− f(yˆ)
≤
K∑
i=0
λn,i
λn
fi(xn)−
K∑
i=1
fi(yˆ)
≤
K∑
i=0
λn,i
λn
(fi(xn)− fi(yˆ)).
From inequality (3), for all n ∈N , if n0 ≤ n, we have
‖xn+1 − y‖2 ≤ ‖xn − y‖2 − 2α
K∑
i=1
λn,i(fi(xn)− fi(y)) + λ2nM2
≤ ‖xn − y‖2 − 2αλnε+ λ2nM2
= ‖xn − y‖2 − λn(2αε− λnM2).
From Assumption 3, n1 ∈ N exists such that n0 ≤ n1 and, for all n ∈ N , if
n1 ≤ n, λn ≤ αε/M2. Hence, if n1 ≤ n, we have
0 ≤ ‖xn+1 − y‖2
≤ ‖xn − y‖2 − αελn
≤ ‖xn1 − y‖2 − αε
n∑
k=n1
λk.
for all n ∈N . From Assumption 3, the right side diverges negatively, which
is a contradiction. Overall, we have
lim
n→∞
K∑
i=1
λn,i
λn
fi(xn) = min
x∈C
f(x).
Next, let us assume that limn→∞
∑K
i=1(λn,i/λn)fi(xn) 6= limn→∞ f(xn). Now,
λn,i/λn ≤ 1 and 0 ≤ fi(xn) (i = 1, 2, . . . , N) hold for all n ∈N . Therefore,
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we have
lim
n→∞
K∑
i=1
λn,i
λn
fi(xn) ≤ lim
n→∞
K∑
i=1
fi(xn)
= lim
n→∞
f(xn).
Hence, from the positivity of fi (i = 1, 2, . . . , K), the fact that λn ≤ λn,i,
and Proposition 1, we have
lim
n→∞
f(xn) = lim
n→∞
λn
λn
f(xn)
= lim
n→∞
K∑
i=1
λn
λn
fi(xn)
≤ lim
n→∞
K∑
i=1
λn,i
λn
fi(xn)
< lim
n→∞
f(xn).
However, this is a contradiction. This completes the proof.
Theorem 1 (Main Theorem). The sequence {xn} generated by Algorithm 1
or 2 converges weakly to an optimal solution to the main problem (2).
Proof. Let yˆ ∈ argminx∈C f(x) and fix n ∈N . From Lemmas 1 and 2, there
exists α ∈ R+ such that
‖xn+1 − yˆ‖2 ≤ ‖xn − yˆ‖2 − 2α
K∑
i=1
λn,i(fi(xn)− fi(yˆ)) + λ2nM2.
By 0 ≤ fi(yˆ), fi(xn) (i = 1, 2, . . . , K), we have
‖xn+1 − yˆ‖2 ≤ ‖xn − yˆ‖2 − 2αλn
K∑
i=1
fi(xn) + 2αλn
K∑
i=1
fi(yˆ) + λ
2
nM
2
= ‖xn − yˆ‖2 − 2αλn
K∑
i=1
(fi(xn)− fi(yˆ)) + 2α(λn − λn)
K∑
i=1
fi(yˆ) + λ
2
nM
2
≤ ‖xn − yˆ‖2 + 2αf(yˆ)(λn − λn) + λ
2
nM
2
≤ ‖x1 − yˆ‖2 + 2αf(yˆ)
n∑
i=1
(λi − λi) +M2
n∑
i=1
λ
2
i .
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From Assumption 3, the left side of the above inequality is bounded. Hence,
{xn} is bounded. From Proposition 2, J ∈ R exists for all yˆ ∈ argminx∈C f(x)
such that limn→∞ ‖xn − yˆ‖ = J . Moreover, from Lemma 3, a subsequence
{f(xni)} ⊂ {f(xn)} exists such that limi→∞ f(xni) = f(yˆ). From Propo-
sition 3, C is a weak closed set. Therefore, there exists a subsequence
{xnij } ⊂ {xni} and a point u ∈ C such that xnij ⇀u. Hence, from Proposi-
tion 4, we obtain
min
x∈C
f(x) ≤ f(u)
≤ lim
j→∞
f(xnij )
= lim
i→∞
f(xni)
= min
x∈C
f(x).
This implies that u ∈ argminx∈C f(x). Let {xnik} ⊂ {xni} be another sub-
sequence and assume xnik ⇀v ∈ argminx∈C f(x) and u 6= v. From Proposi-
tion 5, we have
lim
n→∞
‖xn − u‖ = lim
j→∞
‖xnij − u‖ < limj→∞ ‖xnij − v‖ = limn→∞ ‖xn − v‖
= lim
k→∞
‖xnik − v‖ < limk→∞ ‖xnik − u‖ = limk→∞ ‖xn − u‖.
This is a contradiction. Accordingly, any subsequence of {xni} weakly con-
verges to u ∈ argminx∈C f(x). Therefore, from Proposition 6, xni ⇀u. Now
let {xnj} ⊂ {xn} be another subsequence and assume xnj ⇀w 6= u. Then,
from Proposition 5, we have
lim
n→∞
‖xn − u‖ = lim
i→∞
‖xni − u‖ < lim
i→∞
‖xni − w‖ = lim
n→∞
‖xn − w‖
= lim
j→∞
‖xnj − w‖ < lim
j→∞
‖xnj − u‖ = lim
n→∞
‖xn − u‖.
This is a contradiction. Therefore, any subsequence of {xn} weakly converges
to u ∈ argminx∈C f(x). Hence, by Proposition 6, xn⇀u. This completes
the proof.
5 Numerical Experiments
In the results that follow, the vector ei (i = 1, 2, . . . , N) denotes the i-th
natural base, and N := 1000 and K := 16. We applied Algorithm 1 and 2
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to the problem,
Minimize f(x) :=
K∑
i=1
fi(x) =
K∑
i=1
(
N∑
j=1
ai,j|〈ej, x〉 − bi,j|
)
,
Subject to x ∈ C := {x ∈ RN : ‖x‖ ≤ 1},
where ai,j ∈ R+, bi,j ∈ R (i = 1, 2, . . . , K; j = 1, 2, . . . , N).
This experiment used a high–performance computer mutsu: a Linux com-
puter with two Intel Xeon E5-2640 v3 CPUs and 64GB RAM. We wrote the
experimental programs in the C programming language with the GNU Scien-
tific Library. The parameters ai,j ∈ (0, 1) (i = 1, 2, . . . , K; j = 1, 2, . . . , N),
bi,j ∈ (−1, 0) (i = 1, 2, . . . , K; j = 1, 2, . . . , N) were chosen using the
gsl rng uniform pos procedure, which generates random values based on
the MT19937(Mersenne–Twister) algorithm.
The incremental subgradient method [12] and parallel subgradient method
[7] were used for comparison. As the proposed algorithms, we evaluated Al-
gorithms 1 and 2 with the step–range defined by λn := 1/(n + 1001) and
λn := 1/(n + 1). We measured the incremental subgradient method [12]
(Algorithm 1 with λn = λn = λn) and the parallel subgradient method
[7] (Algorithm 2 with λn = λn = λn) with a diminishing step–size λn :=
1/n, 10−2/n, 10−3/n. The initial point x1 ∈ (−2, 2)N was chosen randomly,
and the evaluation involved computing averages of 100 samples. Moreover,
the “Independently” statement of Algorithm 2 was computed in parallel.
We used Algorithm 5 with a := 8 = 23 and k := 5 to select λn,i ∈
[λn, λn] in Algorithms 1 and 2. We set the parameter a as a power of 2 to
avoid computational errors and computed its involutions using the bit–shift
operation. We also set the parameter k such that IR and 1/a
k are small
enough.
Figure 1 compares the behaviors of the incremental subgradient method[12]
and Algorithm 1. The y–axes in Figures 1a and 1b represent the value of
f(x). The x–axis in Figure 1a represents the number of iterations, and the
x–axis in Figure 1b represents the elapsed time. The results show that Al-
gorithm 1 converges faster than the incremental subgradient method does.
Figure 2 compares the behaviors of the parallel subgradient method[7] and
Algorithm 2. The y–axes in Figures 2a and 2b represent the value of f(x).
The x–axis in Figure 2a represents the number of iterations, and the x–axis
in Figure 2b represents the elapsed time. The results show that Algorithm 2
converges faster than the parallel subgradient method does.
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Figure 1: Behavior of f(xn) for the Incremental Subgradient Method[12] and
Algorithm 1
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Figure 2: Behavior of f(xn) for the Parallel Subgradient Method[7] and
Algorithm 2
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Now let us see the effect of multi–core computing. Table 1 compares
experimental results computed with and without multiple cores for Algo-
rithm 2. The methods were evaluated on the same problem, random seeds,
Table 1: Effect of multi–core computing in 1000 iterations
Step–size Computation Time f(x) Acceleration Ratio
λn :=
1
n+1
Multi–Core 0.153436
7065.010835 0.294515
Sequential 0.520977
λn :=
10−3
n+1
Multi–Core 0.155112
7492.360699 0.302137
Sequential 0.513383
Line Search
Multi–Core 0.225443
7065.010790 0.223350
Sequential 1.009367
initial point, computer and experimental environments. In other words, the
experiment genuinely evaluated the effect of multi–core computing. The
values of “Time” and “f(x)” in Table 1 are those at the 1000th iteration.
The results show that multi–core computing accelerated the algorithm and
provided a 70%∼80% time reduction.
Finally, let us discuss the overhead of the line search procedure in the
incremental subgradient method (Figure 1). It appears that the convergence
speed of the proposed algorithm, as evaluated by the number of iterations,
is slower than that evaluated by the elapsed time. However, the overhead of
the line search procedure is lessened with the parallel subgradient method
(Figure 2 and Table 1). This means that multi–core computing reduces the
effect of the overhead; i.e., the parallel subgradient method enjoys the effect
of line search acceleration more than the incremental subgradient method
does.
6 Conclusion
We proposed step–size run–time selectable extensions, i.e., line searchable
extensions, of the incremental subgradient method and parallel subgradient
method. We showed that the extended algorithms converge to an optimal
solution of the problem of minimizing the sum of objective functionals over
a constraint set. We also found that they converge faster than existing algo-
rithms. Regarding the parallel subgradient method in particular, the issue of
19
the computational overhead of the line search can be resolved using multi–
core computing. Overall, our methods are useful for accelerating complex
problems for which it is difficult to set a suitable step–size.
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