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ON THE CUP PRODUCT FOR HILBERT SCHEMES OF POINTS IN THE PLANE
MATHIAS LEDERER
Abstract. We revisit Ellingsrud and Strømme’s cellular decomposition of the Hilbert scheme of points in the
projective plane. We study the product of cohomology classes defined by the closures of cells, deriving neces-
sary conditions for the non-vanishing of cohomology classes. Though our conditions are formulated in purely
combinatorial terms, the machinery for deriving them includes techniques from Białynicki-Birula theory: We
study closures of Białynicki-Birula cells in complete complex varieties equipped with ample line bundles. We
prove a necessary condition for two such closures to meet, and apply this criterion in our setting.
1. Introduction
The Hilbert scheme of n points in the projective plane is the moduli space of homogeneous ideals in
S := C[x0, x1, x2], or equivalently, closed subschemes of P
2, with constant Hilbert function n. The cellular
decomposition P2 = A2
š
A1
š
A0 induces a decomposition into locally closed subschemes
Hn(P2) =
ž
n2+n1+n0=n
Hn2(A2)ˆ Hn1,lin(A2)ˆ Hn0,punc(A2),
where the three factors parametrize ideals supported in the respective cofactors of P2. Upon using the
coordinate ring S1 := C[y1, y2] of A
2 and identifying A1 = V(y2) and A
0 = V(y1, y2), the three factors
appearing in the displayed coproduct read
Hn2(A2) :=
 
ideals I Ď S1 : dim(S1/I) = n2
(
,
Hn1,lin(A2) :=
 
ideals I Ď S1 : dim(S1/I) = n1, supp(I) Ď V(y2)
(
,
Hn0,punc(A2) :=
 
ideals I Ď S1 : dim(S1/I) = n0, supp(I) = V(y1, y2)
(
.
They come in a chain of closed immersions
Hn,punc(A2) Ď Hn,lin(A2) Ď Hn(A2).
The smallest member of the chain is called the punctual Hilbert scheme, the largest the Hilbert scheme
of points in the affine plane. The scheme in the middle doesn’t have a distinguished name, even though
it is of utmost importance in linking Hilbert schemes of points to the ring of symmetric functions [Nak99,
Corollary 9.15].
The scheme Hn(P2) is smooth and projective of dimension 2n [Fog68]. Ellingsrud and Strømme con-
structed cellular decompositions of the three factors Hn2(A2), Hn1,lin(A2) and Hn0,punc(A2), thus refining
the above-displayed coproduct into a cellular decomposition [ES87,ES88]. For doing so, they used specific
actions of the torus C‹ on Hn2(A2), Hn1,lin(A2) and Hn0,punc(A2), respectively. The fixed points of all
three actions are monomial ideals M∆. Here the subscript ∆ is the standard set or staircase of the mono-
mial ideal M∆, i.e., the set of elements of N
2 not showing up as exponents in the monomial ideal. Thus in
particular, |∆| = dimC S
1/I. Since the fixed points of the action are isolated, the Białynicki-Birula sinks,
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or BB sinks
H∆2lex(A
2) :=
 
I P Hn2(A2) : lim
tÑ0
t.I = M∆2
(
,
H
∆1,lin
lex (A
2) :=
 
I P Hn1,lin(A2) : lim
tÑ0
t.I = M∆1
(
,
H
∆0,punc
lex (A
2) :=
 
I P Hn0,punc(A2) : lim
tÑ0
t.I = M∆0
(
are affine spaces [BB73]. Our notation is motivated by the fact that Ellingsrud and Strømme’s choice of
torus actions implies that the BB sinks are the schemes parametrizing ideals whose lexicographic Gröbner
deformations are the given monomial ideals,
H∆2lex(A
2) =
 
I P Hn2(A2) : inlex(I) = M∆2
(
,
H
∆1,lin
lex (A
2) =
 
I P Hn1,lin(A2) : inlex(I) = M∆1
(
,
H
∆0,punc
lex (A
2) =
 
I P Hn0,punc(A2) : inlex(I) = M∆0
(
.
The three schemes are therefore also known as Gröbner basins.
Ellingsrud and Strømme, with a later correction by Huibregtse [Hui05], were able to determine the
dimensions of the three Gröbner basins displayed above. They proved that
dim(H∆lex(A
2)) = |∆|+ h(∆),
dim(H∆,linlex (A
2)) = |∆|,
dim(H
∆,punc
lex (A
2)) = |∆| ´w(∆),
where h(∆) is the height and w(∆) is the width of ∆. Conca and Valla proved the same formulæ using
Hilbert-Burch matrices [CV08]. The cellular decomposition of the Hilbert scheme of points in the projective
plane thus reads
Hn(P2) =
ž
|∆2|+|∆1|+|∆0|=n
(∆2,∆1,∆0)
˝,
where we use the shorthand notation
(∆2,∆1,∆0)
˝ := H∆2lex(A
2)ˆ H∆1,linlex (A
2)ˆ H
∆0,punc
lex (A
2)
for the affine cell corresponding to torus fixed point (M∆2 ,M∆1 ,M∆0). Moreover, ignoring any danger of
confusion with triples of standard sets, we denote by
(∆2,∆1,∆0) := (∆2,∆1,∆0)˝,
the corresponding closed variety, and by
[∆2,∆1,∆0] := [(∆2,∆1,∆0)]
its cohomology class. Since the Hilbert scheme of points in the projective plane is smooth and projective,
the classes [∆2,∆1,∆0], for all triples of standard sets such that |∆2|+ |∆1|+ |∆0| = n, form a basis of
its cohomology module H‹(Hn(P2)) [Ful98, Example 1.9.1]. Ellingsrud and Strømme’s formulæ for the
dimension of the affine cells of Hn(P2) completely determine the additive structure of H‹(Hn(P2)): For
k = 0, . . . , 2n, a basis of Hk(Hn(P2)), the k-th graded piece of cohomology1 of Hn(P2) given by
Tk :=
 
(∆2,∆1,∆0) : |∆2|+ h(∆2) + |∆1|+ |∆0| ´w(∆0) = k
(
.
The goal of the present paper is to shed some light on the multiplicative structure of H‹(Hn(P2)). We
will show that it rarely happens that [∆2,∆1,∆0] ¨ [∆
1
2,∆
1
1,∆
1
0] ‰ 0, making the matrix of multiplication in
H‹(Hn(P2)) with respect to Ellingsrud and Strømme’s basis rather sparse. The crucial notion is that of a
family of partial orders, given by integral weight vectors.
1Since cohomology vanishes in odd degrees, we skip the factor 2 appearing in the actual values of ‹. We might as well be working
in the Chow ring, which is isomorphic to the cohomology ring, the degree k part in Chow corresponding to the degree 2k part in
cohomology.
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Definition 1. (a) Let st3,n denote the set of triples of standard sets whose cardinalities sum to n.
(b) For each general enough2 weight vector λ P Z2 such that λ1 ă 0 ă λ2, we define a partial ordering ďλ
on st3,n by saying that (∆2,∆1,∆0) ďλ (∆
1
2,∆
1
1,∆
1
0) if
‚ |∆2| ě |∆
1
2| and |∆0| ď |∆
1
0|, or
‚ |∆j| = |∆
1
j| for all j and
˝ xµ,∆2y :=
ř
αP∆2
xµ, αy ě xµ,∆12y, where µ P Z
2 is such that µ1 ! µ2 ă 0,
˝ xλ,∆1y ě xλ,∆
1
1y, and
˝ xν,∆0y ě xν,∆
1
0y, where ν P Z
2 is such that µ1 ! µ2 ă 0.
(c) We use the involution
ι : st3,n Ñ st3,n : (∆2,∆1,∆0) ÞÑ (∆
t
0,∆
t
1,∆
t
2),
which takes partial ordering ďλ to partial ordering ď´(λ2,λ1), and T
k to T2n´k.
“join”
Theorem 2. Assume that the product of two classes [∆2,∆1,∆0] and [∆
1
2,∆
1
1,∆
1
0] ‰ 0 is a non-zero element of
the cohomology ring H‹(Hn(P2)) of the Hilbert scheme of points in the projective plane. Then (∆2,∆1,∆0) ďλ
ι(∆12,∆
1
1,∆
1
0) for all general enough weights λ, with equality holding only if (∆2,∆1,∆0) = ι(∆
1
2,∆
1
1,∆
1
0).
The case in which |∆j| = |∆
1
2´j| for all j is the one where Theorem 2 reveals most about the cohomology
of Hn(P2). In this case the relevant structures are partial orderings ďξ induced by weights ξ = µ, λ, ν on
the individual sets
stm :=
 
standard sets ∆ Ď N2 : |∆| = m
(
,
in which ∆ ďξ ∆
1 if xξ,∆y ě xξ,∆1y. Remember the natural partial ordering, or dominance partial
ordering on stm [Mac95, p.7], in which ∆ ď ∆
1 if the two equivalent conditions are satisfied,
‚ for all i, the sum of the sizes of the lowest i rows of ∆ is at most as large as the sum of the sizes of
the lowest i rows of ∆1, and
‚ for all j, the sum of the sizes of the leftmost j columns of ∆ is at least as large as the sum of the
sizes of the leftmost j columns of ∆1.
We will show in the Appendix that partial orderings ďξ , for ξ = µ, λ, ν, are refinements of ď in the sense
that ∆ ď ∆1 implies ∆ ďξ ∆
1. Here are a few examples to illustrate how far refinement goes.
Example 3. (i) For m ď 5, the natural partial ordering on stm is known to be a total ordering. The partial
orderings ďξ and ď coincide.
(ii) The natural partial ordering on st6 is known to have incomparable elements. They are also incomparable in
partial orderings ďξ .
(iii) Figure 1 shows the Hasse diagram of the poset (st7,ď), arrows pointing from smaller to larger elements.
The three weight vectors serve as tie-breakers for elements incomparable under the natural partial ordering.
However, they do so in three different ways. The figure also shows the additional arrows in the respective Hasse
diagrams of (st7,ďξ), drawn in red for ξ = µ, blue for ξ = λ, and green for ξ = ν.
(iv) Figure 2 shows one half of the Hasse diagram of the poset (st8,ď), the other half arising by symmetry and
transposition. The three weight vectors are tie-breakers for all standard sets but the two at the far right. More-
over, two choices of λ lead to two different poset structures: The dashed and dotted blue arrows, respectively,
show the Hasse diagram in the cases λ1 + λ2 ă 0 and λ1 + λ2 ą 0.
The upshot of these examples — and may more which shall not be presented here — is the following:
The larger m, the farther is ď from being a total ordering. Weights µ and ν repair this shortcoming to a
certain extent, making some but not all incomparable pairs comparable. For weight λ, the situation is even
better: Though some pairs remain incomparable under ďλ, several λ exist for which partial orderings ďλ
2Sufficient genericity of λ holds if the only fixed points of the action on Hn(A2) with weight λ are monomial ideals. This holds
true if xλ, α´ βy ‰ 0 for all α, β lying in any standard set of cardinality 2n+ 1, say.
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Figure 1. The poset (st7,ď) and total orderings induced by weights
Figure 2. The poset (st8,ď) and partial orderings induced by weights
are different from each other. Theorem 2 therefore allows to derive that [∆2,∆1,∆0] ¨ [∆
1
2,∆
1
1,∆
1
0] = 0 in
many more cases than its analogue would if we replaced ďλ by the natural partial ordering.
Corollary 4. For k = 0, . . . , 2n, let Tk be the basis of Hk(Hn(P2)) given by all (∆2,∆1,∆0) P st3,n such that
n+ h(∆2)´w(∆0) = k. For each numbering (t1, . . . , td) of T
k such that whenever ti ăλ tj, then i ă j, the matrix
of the Poincaré pairing
Hk(Hn(P2))ˆH2n´k(Hn(P2))Ñ Z,
with respect to bases (t1, . . . , td) on the first factor and (ι(t1), . . . , ι(td)) on the second factor is upper triangular
with 1s on the diagonal.
Example 5. Figure 3 shows the Hasse diagram of the basis T4 of H4(H4(P2)). The matrix of the Poincaré pairing
with respect to that basis and its transpose is a block matrix

t1
...
t8
t9
...
t13


¨
[
ι(t1) . . . ι(t8) ι(t9) . . . ι(t13)
]
=


1 ‹
. . .
0 1
0
0
1 ‹
. . .
0 1


.
Outline of the paper. Section 2 gives a short account of Ellingsrud and Strømme’s BB cells in schemes
Hn(A2), Hn,lin(A2) and Hn,punc(A2). The emphasis of this section is on the identification of ideals in S
and triples of ideals in S1. We will conclude that section with the remark that Ellingsrud and Strømme’s
cellular decomposition of Hn(P2) is not a BB decomposition. Section 3 provides the token from Białynicki-
Birula theory necessary for the proof of Theorem 2: Consider a complete complex variety X equipped with
an ample line bundle and a torus action with isolated fixed points, and the BB cells X˝v of points floating
into v from above and Xw˝ of points floating into v from below. We will give a necessary condition in
terms of the line bundle for X˝v to meet X
w
˝ . Hence also a necessary condition for the respective closures to
meet. The main source of inspiration to that section was [Knu10]. Section 4 then applies the findings from
Białynicki-Birula theory, plus some elementary observations from [Led14], to the scheme Hn(P2), thus
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t1 := ( ,H, ) t2 := ( , , ) t3 := ( ,H, )
t4 := ( , , )
t5 := ( , , )
t6 := ( ,H, ) t7 := ( , , ) t8 := ( ,H, )
t9 := (H, ,H)
t10 := (H, ,H)
t11 := (H, ,H)
t12 := (H, ,H)
t13 := (H, ,H)
Figure 3. The poset basis of H4(H4(P2))
proving Theorem 2. The Appendix contains a few clarifications about the partial orderings ďµ, ďλ, ďν as
discussed in Example 3. Moreover, we will specify generic monomial ideals of given weights, a notion we
use in the proof of Theorem 2.
Acknowledgements. I wish to thank Anthony Iarrobino and Bernd Sturmfels for giving me the opportu-
nity to present preliminary versions of this work at Northwestern University at Boston and Max Planck
Institut für Mathematik in Bonn, respectively. Bernd noted the analogy of my results to a statement in
toric varieties, as presented in Example 12. I then rewrote my paper according to Bernd’s suggestions
with the help of Allen Knutson, whom I thank for many very valuable remarks.
2. Ellingsrud and Strømme’s cellular decomposition
We use the cellular decomposition of P2 = Proj (S) into A2 = P2zV(x2), A
1 = V(x2)zt(1 : 0 : 0)u and
A0 = t(1 : 0 : 0)u. An ideal I P Hn(P2) can uniquely be written as I = I2 X I1 X I0, where supp(Ij) Ď A
j.
The individual ideals Ij have constant Hilbert functions nj whose sum equals n. Hence the decomposition
of Hn(P2) into strata Hn2(A2)ˆ Hn1,lin(A2)ˆ Hn0,punc(A2) as presented in the Introduction. We identify
ideals I = I2 X I1 X I0 in S with triples (I2, I1, I0) of ideals in S
1 by de-homogenizing,
I(x0, x1, x1) ÞÑ
(
I2(y1, y2, 1), I1(y1, 1, y2), I0(1, y1, y2)
)
.
The two-dimensional torus T of diagonal matrices in SL(3) acts on the polynomial ring S by scaling
the variables: If t = (t0, t1, t2) P T then t.x
α := tα00 t
α1
1 t
α2
2 x
α. This translates into an action on P2 where
t.(a0 : a1 : a2) = (t
α0
0 a0 : t
α1
1 a1 : t
α2
2 a2). The fixed points of this action are (1 : 0 : 0), (0 : 1 : 0) and
(0 : 0 : 1). The T-action on S also induces an action on Hn(P2) by t.I = xt. f : f P Iy. This action respects
the decomposition into strata Hn2(A2)ˆ Hn1,lin(A2)ˆ Hn0,punc(A2). In particular, the fixed points under
this action are ideals of shape I = M∆2 XM∆1 XM∆0 , where each M∆ j Ď S is a monomial ideal supported
in Aj. Equivalently, the fixed points are triples (M∆2 ,M∆1 ,M∆0) of monomial ideals M∆ j Ď S
1.
The datum of a weight vector w := (w0,w1,w2) P Z
3 such that w0 + w1 + w2 = 0 is equivalent to the
datum of an embedding
T := C‹ ãÑ T : t ÞÑ (tw0, tw1, tw2).
We obtain induced actions of the one-dimensional torus T on the geometric objects P2 and Hn(P2). The
action of T on Hn(P2) also respects its decomposition into strata Hn2(A2)ˆ Hn1,lin(A2)ˆ Hn0,punc(A2).
If the weight vector is general enough, then the T-fixed points on Hn(P2) are still triples (M∆2 ,M∆1 ,M∆0)
of monomial ideals in S1. The BB strata of that action are therefore affine cells contained in Hn2(A2),
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Hn1,lin(A2) and Hn0,punc(A2), respectively. For determining a basis of the cohomology module of Hn(P2),
it suffices to find (possibly different) weight vectors such that we know the BB strata of the respective
actions in Hn2(A2), Hn1,lin(A2) and Hn0,punc(A2) explicitly enough.
Proposition 6 (cf. [ES87,ES88,Hui05,CV08]). (i) General weight vectors w,w1 P Z3 exist such that
‚ w0 ă w1 ă w2 and w0 +w1 +w2 = 0,
‚ the same holds for the primed vector,
‚ w0 ´w2 ! w1 ´w2 ă 0, more precisely, w0 ´w2 ă n(w1 ´w2),
‚ w0 ´w1 ă 0 ă w2 ´w1,
‚ w10 ´w
1
1 ă 0 ă w
1
2 ´w
1
1, and
‚ 0 ă w11 ´w
1
0 ! w
1
2 ´w
1
0, more precisely, w
1
1 ´w
1
0 ă n(w
1
2 ´w
1
0).
(ii) The weight w defines an action T ýHn(P2) with isolated fixed points (M∆2 ,M∆1 ,M∆0) such that the BB
sink of points floating into (M∆2 ,M∆1 , x1y) from above is the subscheme H
∆2
lex(A
2)ˆ H∆1,linlex (A
2)ˆH.
(iii) The weight w1 defines an action T ýHn(P2) with isolated fixed points (M∆2 ,M∆1 ,M∆0) such that the BB
sink of points floating into (x1y,M∆1,M∆0) from above is the subschemeHˆ H
∆1,lin
lex (A
2)ˆ H
∆0,punc
lex (A
2).
Proof. (i) is elementary.
(ii) Under the identification of ideals in S and triples of ideals in S1, the action T ýHn(P2) translates
into three actions of T on Hn2(A2), Hn1(A2) and Hn0(A2), respectively, induced by actions
T ýS1 : t.yα = txα,(w0´w2,w1´w2)yyα,
T ýS1 : t.yα = txα,(w0´w1,w2´w1)yyα,
T ýS1 : t.yα = txα,(w1´w0,w2´w0)yyα,
respectively. Here it is important to note that the weight vector of the second action is such that w0´w1 ă 0
and w2 ´ w1 ą 0, to the effect that the BB sink of points floating into a fixed point M∆1 from above is
contained in Hn1,lin(A2); and the weight vector of the third action is such that w0 ´w1 ą 0 and w2´w1 ą
0, to the effect that the BB sink of points floating into a fixed point M∆0 from above is contained in
Hn1,punc(A2). Both facts have been used in [ES87, ES88], and are proved on a schematic level in [EL12].
However, for the time being, we will only be using the first and the second of the three actions; we will
return to the third action in Section 4.
The first action sends each polynomial f =
ř
αPN2 aαy
α P S1 to t. f =
ř
αPN2 aαt
x(w0´w2,w1´w2),αyyα. Let
aβy
β be theweight-initial term of f , i.e., the term for which the product x(w0´w2,w1´w2), βy is minimal.
Our choice of (w0´w2,w1´w2) immediately shows that the weight-initial term of f is its lex-initial term.
Under the T action on Hn2(A2), an ideal I2 is sent to
t.I2 =
C
t. f
tx(w0´w2,w1´w2),βy
=
ÿ
αPN2
aαt
x(w0´w2,w1´w2),α´βyyα : f P I
G
In the limit as t Ñ 0, all summands aαt
x(w0´w2,w1´w2),α´βy for which x(w0 ´ w2,w1 ´ w2), αy ă x(w0 ´
w2,w1 ´ w2), βy get killed. Since these terms are the lex-trailing terms, the limit is the lexicographic
Gröbner deformation. The BB sink of points I2 P H
n2(A2) floating into fixed point M∆2 therefore equals
H∆2lex(A
2).
The second action sends each polynomial f to t. f =
ř
αPN2 aαt
x(w0´w1,w2´w1),αyyα. The weight-initial
term of f is now the summand aβy
β for which the product x(w0 ´w1,w2 ´w1), βy is minimal. Given any
f P S1, its weight-initial term is clearly not its lex-initial term. We claim that if f is an element of the
reduced lexicographic Gröbner basis of an ideal I1 P H
n1,lin(A2), then it is. Once this claim is proved,
the same arguments as before show that the BB sink of points I1 P H
n1,lin(A2) floating into M∆1 equals
H
∆1,lin
lex (A
2).
Let us prove our claim in the most direct way, without reference to [ES88,Hui05,CV08]. It suffices to
show that if in( f ) = yα, then f contains no term aβy
β such that β2 ă α2. We establish this by applying
a series of deformations to I1. Each will be a limit limtÑ0 t.I1 under a torus action induced from T ýS
1
with a weight vector u P Z2.
ON THE CUP PRODUCT FOR HILBERT SCHEMES OF POINTS IN THE PLANE 7
The first action has weight vector u := (´1, 0). Since I1 is supported on the y1-axis, the deformation
limtÑ0 t.I1 is an ideal defining a point in H
n1,punc(A2) invariant under this torus action. However, the
weight u was chosen such that each f = yα +
ř
βP∆1,βăα
aβy
β appearing in the reduced lexicographic
Gröbner basis of I1 deforms to limtÑ0 t. f = y
α +
ř
β1=α1,β2ăα2
aβy
β. The limits of the polynomials f form
the reduced lexicographic Gröbner basis of the limiting ideal. The ideal spanned by them can only be
supported at the origin if aβ = 0 for all β such that β1 = α1 and β2 ă α2.
For defining the next action, we turn the weight vector (´1, 0) clockwise and rescale it so as to obtain
u P Z2 pointing slightly upward into the third quadrant of the plane. We stop turning when we first
find an element from the reduced lexicographic Gröbner basis of I1 having initial term y
α and a trailing
term aβy
β such that xu, α ´ βy = 0. The deformation limtÑ0 t.I1 then defines a point in H
n1,punc(A2)
invariant under this torus action. The reduced lexicographic Gröbner basis of the limiting ideal is formed
by polynomials limtÑ0 t. f , where f runs through the reduced lexicographic Gröbner basis of I1. Once
more we see that the ideal spanned by these polynomials can only be supported at the origin if aβ = 0 for
all β such that xu, α´ βy = 0.
We keep turning u clockwise and deforming I1, thus showing that more and more coefficients aβ vanish.
The arguments remain valid as long as u stays in the interior of third quadrant. This finishes the proof of
the claim.
(iii) The action T ýHn(P2) translates into actions on the three types of Hilbert schemes induced by
T ýS1 : t.yα = txα,(w
1
0´w
1
2,w
1
1´w
1
2)yyα,
T ýS1 : t.yα = txα,(w
1
0´w
1
1,w
1
2´w
1
1)yyα,
T ýS1 : t.yα = txα,(w
1
1´w
1
0,w
1
2´w
1
0)yyα,
respectively. Only the last two actions are relevant in (ii). The second action here is identical to the second
action in (ii). The BB sink of points I1 P H
n1,lin(A2) floating into M∆1 therefore equals H
∆1,lin
lex (A
2).
For proving that the BB sink of points I0 P H
n0,punc(A2) floating into M∆0 equals H
∆0,punc
lex (A
2), we
show that if f is an element of the reduced lexicographic Gröbner basis of an ideal I0 P H
n0,punc(A2),
then its initial term with respect to the weight (w11´w
1
0,w
1
2´w
1
0) is at the same time its lex-initial term. It
suffices to show that if in( f ) = yα, then f contains no term aβy
β such that β2 ă α2 or β2 = α2 and β1 ă α1.
The non-existence of aβy
β such that β2 ă α2 follows from the fact that the ideal I0 also defines a point
in Hn0,lin(A2). For showing the non-existence of aβy
β such that β2 = α2 and β1 ă α1, we consider the
torus action on Hn0,punc(A2) induced from T ýS1 with weight vector u := (0, 1). Since I0 is supported
at the origin, the deformation limtÑ0 t.I0 is an ideal defining a point in H
n0,punc(A2) invariant under this
torus action. The polynomials limtÑ0 t f , for all f from the reduced lexicographic Gröbner basis of I0,
form the reduced lexicographic Gröbner basis of the limiting ideal. The ideal spanned by them can only
be supported at the origin if aβ = 0 for all β such that β2 = α2 and β1 ă α1. 
It’s not possible to impose the conditions from Proposition 6 (i) for one and the same weight vector
w = w1. This is why Ellingsrud and Strømme’s cellular decomposition is not a BB decomposition. The
next two sections will be dedicated to a somewhat more sophisticated application of Białynicki-Birula
theory to our setting.
3. Some complements on Białynicki-Birula theory
The following proposition was communicated to the author by Allen Knutson.
Proposition 7. Let X be a complete complex variety with an ample line bundle L and T ýX an action with
isolated fixed points. We denote by
X˝v := tx P X : lim
tÑ0
t.x = vu,
Xw˝ := tx P X : lim
tÑ8
t.x = wu
the BB cells of points flowing into v and w from above and below, respectively, and by Φ(v) the T-weight of L |v. If
X˝v XX
w
˝ is nonempty and v ‰ w, then Φ(v) ă Φ(w).
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Proof. This statement and its proof are the same spirit as [Knu10, Proposition 2.1]. A general point a P X
defines a morphism f : T Ñ X : t ÞÑ t.a. Since the T-action is not assumed to be faithful, the map f is
generically k : 1 for some k ě 1. The projective line P1 is a compactification of T; if a P X˝v X X
w
˝ , then the
morphism f extends to g : P1 Ñ X, sending 0 and 8 to v and w, respectively. Completeness of X implies
that the extension of f is unique.
The pullback of L along g is a line bundle L 1 on P1 whose only poles and zeros are found at 0 and 8.
Their respective degrees are Φ(v) and Φ(w), and
deg(L 1) = Φ(w)´Φ(v).
The pushforward of L 1 along g shows that the degree of L 1 equals k times the degree of the restriction
of L to the image of g. The line bundle L being ample, it has a positive degree, as does its restriction to
the image of g. Thus the inequality Φ(w)´Φ(v) ą 0 follows. 
Lemma 8. In the setting of Proposition 7, let a P Xv := X˝v and p := limtÑ0 t.a. If v ‰ p, then Φ(v) ă Φ(p).
Proof. The line bundle L pulls back from X to the complete variety Xv. In the special case L = O(1),
the statement of the lemma is part of [Knu10, Corollary 2.1]. The proof of the cited corollary is based
on [Knu10, Lemma 2.1], which states a number of facts about the line bundleO(1) on Xv. These statements
are proved by pulling back the line bundle to P1 by a morphism g : P1 Ñ P1 as in the proof of Proposition
7. The proof of the lemma is based on the classification of equivariant line bundles on P1, which is given
by the degree and the torus weight on the fiber over 0. This classification, however, doesn’t care if the
line bundle on P1 is the pullback of O(1) or of a more general L . The proof of [Knu10, Corollary 2.1]
therefore works for an arbitrary line bundle L on Xv. 
Theorem 9. In the setting of Proposition 7, Xv XX
w ‰ H only if v = w or Φ(v) ă Φ(w).
Proof. Consider a point a P Xv X X
w and its limits p := limtÑ0 t.a and q := limtÑ8 t.a. Lemma 8, its
analogue for limits as t Ñ8, and Proposition 7 show that
Φ(v) ď Φ(p) ď Φ(q) ď Φ(w),
with strict inequality if any two of the fixed points don’t agree. 
Corollary 10. In the situation of Theorem 9, pick all Xv of a given dimension m ´ k, where m = dim(X) thus
obtaining a basis of Hk(X), and pick all Xw of dimension k, thus obtaining a basis of Hm´k(X). Then the matrix of
the Poincaré pairing Hk(X)ˆ Hm´k(X) Ñ Z with respect to the two bases, ordered in the weight-increasing way,
is upper triangular with 1s on the diagonal.
Proof. Completeness of X implies that the Białynicki-Birula strata X˝v with v running through the set of
fixed points, form a cellular decomposition of X [BB73, Theorem 4.4], as do the strata Xw˝ . The cohomology
classes of their closures are therefore a basis of the module H‹(X). The two bases of Hk(X) and Hm´k(X),
respectively, are obtained by picking elements from the appropriate graded pieces. Upper triangularity
of the matrix follows from Theorem 9. Since the Poincaré pairing is perfect, the diagonal entries of the
matrix are 1. 
Remark 11. Another statement from Białynicki-Birula’s article allows to understand the 1s on the diagonal
in a very direct way. The tangent spaces T+v (X) := Tv(X
˝
v ) and T
´
v (X) := Tw(X
v
˝) are called the positive
and negative weight spaces, respectively. In the setting of Proposition 7, Φ(v) = Φ(w) if, and only if,
v = w, in which case the tangent space of X at v decomposes into
Tv(X) = T
+
v (X)‘ T
´
v (X)
by [BB73, Theorems 4.1 and 4.4]. In other words, the closures Xv and X
v meet transversally in vertex v.
Since the proof of [BB73, Theorem 4.2] also shows that v is the only point in Xv X X
v, the matrix of the
Poincaré pairing has a 1 in row Xv and column X
v.
The author thanks Bernd Sturmfels for communicating the following example and generously provid-
ing a folded napkin akin to the polytope from Figure 4. The reason why this example is discussed in so
ON THE CUP PRODUCT FOR HILBERT SCHEMES OF POINTS IN THE PLANE 9
much detail here is its role as a model case for the Hilbert scheme of points in the projective plane, to be
discussed in the next section.
v0
v1
v2
v3
v4
v5
P Ď MbZ R
λ P M‹
(XP)
˝
v3
(XP)
˝
v2
(XP)
v3
˝
(XP)
v2
˝
Figure 4. A polytope P; a linear form λ defining a direction of flow; fixed points vi
ordered according to their weight; points in (XP)
˝
vi
and (XP)
vi
˝ are below and above the
dashed lines, respectively; (XP)vi X (XP)
v j ‰ H only if i ď j.
Example 12. Let M – Zd be a lattice. A full dimensional smooth lattice polytope P Ď MbZ R, as pictured in
Figure 4, defines a smooth projective variety XP. Topologically, XP is the closure of the image of T ãÑ P
s´1 given
by t ÞÑ (tα)αPPXM. In particular, each vertex v P P defines a point v P XP. Schematically, XP is embedded into
projective space Ps´1 whose homogeneous coordinate ring is generated by indeterminates xα, one for each α P PXM.
An open affine cover of XP is given by schemes Uv := Spec Sv, one for each vertex v P P, where
Sv := C
[
xα
xv
: α P PXM
]
/Iv,
the binomial ideal Iv implementing all Z-linear relations between lattice vectors α´ v, for α P M.
The d-torus T = SpecC[M] naturally acts on each coordinate ring, T ýSv : t.
xα
xv
= tv´α xαxv . The induced
actions on patches Uv are compatible with each other, hence a T-action on the entire variety XP. The orbit-cone
correspondence [CLS11, Theorem 3.2.6] implies that vertices v P P correspond to maximal cones σv in the dual
fan ΣP of P, which in turn correspond to T-fixed points in XP. We therefore denote by v P XP the fixed point
corresponding to vertex v P P.
We pull back the ample line bundle O(1) on Ps´1 to an ample line bundle L on XP. Let’s compute, for each
fixed point v P XP, the weight of the T-representation L |v. We denote by Ev the set of α P PXM that are reached
first when walking away from v on edges of P. Smoothness of P says that for each v, the set tα´ v : α P Evu is a
Z-basis of M. Therefore, Uv = Spec S1v – A
d, where
S1v = C
[
xα
xv
: α P Ev
]
.
Locally around v, the sheaf L is isomorphic to the restriction of O
Pd
(1) to Uv, whose module of global sections is
Γ(Uv,O(1)) = xv ¨ S1v. The T-action on that module is given by t.(xv ¨
xα
xv
) = t´α(xv ¨
xα
xv
). This formula holds
for all α P Ev and also for α = v. In particular, the T-action on secions of L of shape “xv times a constant” is
given by multiplication by t´v. The stalk L |v – C contains precisely those elements, so the T-action on L |v is
multiplication by t´v. In other words, L |v has T-weight ´v.
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Consider a linear form λ : M Ñ Z separating the vertices of P, i.e., xλ, vy ‰ xλ,wy for vertices v ‰ w. The
element λ P M‹ corresponds to an embedding T ãÑ T, hence an action T ýXP. The general choice of λ implies that
T-fixed points of XP correspond to vertices of P. Restricting the T-action to the subtorus T amounts to replacing t
v
by txλ,vy. The T-weight on L |v is therefore Φ(v) = ´xλ, vy. Thus the assumptions of Proposition 7 are satisfied.
The Białynicki-Birula cells (XP)
˝
v and (XP)
v
˝ have explicit characterizations. Both types of cells are contained in
the open neighborhood Uv of v. The torus action on closed points, i.e., maximal ideals in S
1
v, is given by
t.
B
xα
xv
´ aα : α P Ev
F
=
B
txλ,v´αy
xα
xv
´ aα : α P Ev
F
=
B
xα
xv
´ txλ,α´vyaα : α P Ev
F
.
The limit as t Ñ 0 of this ideal exists in S1v if, and only if, aα = 0 for all α P Ev such that xλ, α´ vy ă 0. Thus
(XP)
˝
v = Spec S
1
v/
B
xα
xv
: xλ, α´ vy ă 0
F
,
and similarly for (XP)
v
˝, whose ideal is defined by the property xλ, α´ vy ą 0. Accordingly, Figure 4 shows points
in (XP)
˝
v lying above the dashed line through v and points in (XP)
v
˝ below them. The figure illustrates the statement
of Theorem 9 and Corollary 10:
‚ (XP)vi only meets (XP)
v j if vi = vj or Φ(vi) ă Φ(vj), and
‚ (XP)vi and (XP)
vi meet transversally in vi, the tangent space decomposing into vectors above and below the
dashed line through vi.
4. Torus weights of triples of monomial ideals
Now we apply the findings of the previous section to the scheme Hn(P2). For constructing a line
bundle on that scheme, we embed it into a suitable projective space and pull back O(1). Remember that
statements (ii) and (iii) from Proposition 6 only characterized the BB sinks of two special types of torus
fixed points, (M∆2 ,M∆1 ,H) and (H,M∆1,M∆0), respectively, in terms of lexicographic Gröbner basins.
The technique for doing so was based on a study of weights w and w1. We will be investigating more
general fixed points (M∆2 ,M∆1 ,M∆0), using more general weights w
2. We will always choose w2 general
enough so that the only fixed points of the induced action T ýHn(P2) are monomial ideals in S.
Lemma 13. Consider the closed immersion
ι : Hn(P2)Ñ GnSn Ñ P
N ,
where
‚ the first map is the closed immersion from into the Grassmannian of rank n quotients of the d-th graded
piece of the polynomial ring S, for some d ě n, and
‚ the second map is the Plücker embedding.
Let L be the pullback of the line bundle O(1) on PN by that immersion. Let w2 P Z3 be a weight such that
‚ w20 + w
2
1 +w
2
3 = 0,
‚ w20 ă w
2
1 ă w
2
2 , and
‚ the only fixed points of the induced action T ýHn(P2) are monomial ideals in S, identified with triples of
monomial ideals in S1.
We denote by Φw2(∆2,∆1,∆0) P Z the induced T-weight of L |(M∆2 ,M∆1 ,M∆0)
. Then
Φw2(∆2,∆1,∆0) = ´xw
2,∆ădy ´ xw
2, ι2(∆2)y ´ xw
2, ι1(∆1)y ´ xw
2, ι0(∆0)y,
where ∆ăd is the simplex in N
3 of all elements of degrees ă d and
ιj : N
2 Ñ N3 : (α1, α2) ÞÑ
$’&’%
(α1, α2, d´ α1 ´ α2) if j = 2,
(α1, d´ α1 ´ α2, α2) if j = 1,
(d´ α1 ´ α2, α1, α2) if j = 0.
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Figure 13 illustrates how immersions ιj identify triples of monomial ideals in S
1 with special types
of monomial ideals in S. It also shows the range from which weights w2 will be taken, along with the
particular weights w and w1 from Proposition 6. All vectors are drawn such that their tails sit in the
barycenter of the simplex
 
α P N3 : |α| = d
(
.
0
1
2
∆2 =
∆1 =
∆0 =
"
α P ∆ :
|α| = d
*
=
w
w1
range...
...of w2
e0´ e2
e1´ e0
e2´ e1
Figure 5. Identification of triples of monomial ideals in S1 and monomial ideals in S, and
the weights w and w1
Proof of Lemma 13. The first of the two immersions is described in [Bay82, §VI.1], [IK99, Proposition C.30]
and [HS04, Theorem 4.4] for arbitrary Grothendieck Hilbert schemes. The scheme Hn(P2) is a special
case in which the immersion is described thusly: Take a point a in Hn(P2), say, an A-valued one, where
A is any C-algebra. This point is is a homogeneous ideal I Ď SbC A such that for large d, the quotient
(SbC A)d/Id is a locally free A-module of rank n. After replacing I by its saturation, we may assume
that the quotient is locally free of rank n for all d ě n. The last inequality is a consequence of the
Gotzmann number of the constant Hilbert polynomial n being equal to n. After passing to a Zariski-open
subset of Spec A, we may assume that (SbC A)d/Id is free of rank n. The epimorphism of A-modules
(SbC A)d Ñ (SbC A)d/Id is therefore represented by a matrix C with entries in A with n rows and (
n+2
2 )
columns. The columns represent the images of the monomials yα in (SbC A)d/Id, written in terms of a
basis of that quotient.
After passing to a smaller Zariski-open subset of Spec A, we may assume a basis of (SbC A)d/Id to
be given by all yβ of total degree d lying in the standard set ∆ of a monomial ideal M∆ Ď S. The matrix
C therefore contains an identity block indexed by columns yβ, for all β P ∆ of total degree d. For each
yα P M of total degree d0, there exist unique c
α
β P A such that
yα =
ÿ
βP∆,|β|=d0
aαβy
β P (SbC A)d/Id,
or equivalently,
fα := y
α ´
ÿ
βP∆,|β|=d0
aαβy
β P Id0 .
Column yα of matrix C therefore has entries aαβ P A if α P M∆, and δ
α
β otherwise. Upon reordering
the columns of C, we obtain C =
(
E A
)
, where E is the identity matrix and A is the matrix of
coefficients aαβ of polynomials fα. The matrix C defines a point in the Grassmannian G
n
Sn
. The cited results
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from [Bay82, IK99,HS04] say that assigning to point a P Hn(P2) that point in the Grassmannian defines a
closed immersion
Hn(P2)Ñ GnSn ,
and that we may play the same game in any degree d ě n: For each yα P M of total degree d, find unique
bαβ P A such that
fα := y
α ´
ÿ
βP∆,|β|=d
bαβy
β P Id;
write their coefficients into a matrix D =
(
E B
)
; get a map
Hn(P2)Ñ GnSd .
This map is a closed immersion factoring through the first closed immersion.
The Plücker embedding then sends the point represented by matrix D to the point represented by a
one-row matrix whose entries are the maximal minors of the matrix D. For tracing the effect of the action
T ýHn(P2) on that image point, we first observe that
t. fα
txw,αy
= yα ´
ÿ
βP∆,|β|=d
txw,β´αybαβy
β P Id,
which has the entry bαβ of matrix D replaced by t
xw,β´αybαβ. We may multiply the entire αth row of the
rescaled matrix with txw,αy without changing its point in the Grassmannian. The T-action may therefore
be understood to just scale column yβ of D by the factor txw,βy. After applying the Plücker embedding, the
action therefore sends a point with homogeneous coordinates (det(C1D))D to the point with homogeneous
coordinates (txw,Dy det(C1D))D, where xw,Dy :=
ř
βPDxw, βy.
Locally around the T-fixed point M∆ Ď S, projective space P
N is an affine space with coordinate ring
S∆ := C
[
xE
x∆
: E Ď tα P N3 : |α| = du, |E| = n, E ‰ ∆
]
We have just shown that the action
T ýS∆ : t.
xE
x∆
:= t´xw,Ey+xw,∆y
xE
x∆
induces an action on projective space equivariant with respect to the immersion Hn(P2) ãÑ PN . The same
arguments as in Example 12 show that the stalk O(1)|M∆ of line bundle O(1) on P
N has T-weight ´xw,∆y.
Therefore, so does the stalk L |M∆ of line bundle L := ι
‹O(1) on Hn(P2). The statement of the lemma is
now just a reformulation of this formula in terms of triples of monomial ideals in S1. 
In the proof of Theorem 2, we will be using torus actions T ýS1 with general weights u, v P Z2 such
that u1, u2 ă 0 and v1, v2 ą 0, respectively, and the induced BB decompositions
Hn(A2) =
ž
|∆|=n
H∆u (A
2),
Hn,punc(A2) =
ž
|∆|=n
H
∆,punc
v (A
2).
The respective cofactors parametrize ideals I Ď S1 floating into M∆ from above under the action induced
by T ýS1 with weight vectors u and v, respectively. When using weights different from the ones consid-
ered by Ellingsrud and Strømme, the structure of the BB sinks is in general hard to determine [Con11].
However, it turns out that we only have to work with very specific types of monomial ideals.
Definition 14. Schemes Hn(A2) and Hn,punc(A2) are smooth and irreducible of dimensions 2n and n´ 1,
respectively [Fog68,Bri77]. The above-displayed BB decompositions therefore contain unique members of
maximal dimensions 2n and n´ 1, respectively. We call the corresponding torus fixed point the generic
monomial ideals in Hn(A2) and Hn,punc(A2) with respect to the weights u and v, respectively.
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The shape of generic standard sets for a given weight shall be specified in the Appendix.
Proof of Theorem 2. Under our identification of ideals I = I2X I1 X I0 in S with triples (I2, I1, I0) of ideals in
S1, the BB sinks of an action T ýHn(P2) inherited from T ýS with a general weight w2 take the shape
BB(w2)˝(∆2,∆1,∆0)
:=
"
(I2, I1, I0) P H
n2(A2)ˆ Hn1,lin(A2)ˆ Hn0,punc(A2) :
limtÑ0 t.w2(I2, I1, I0) = (M∆2 ,M∆1 ,M∆0)
*
= H∆2
w2(2)
(A2)ˆ H∆1,linlex (A
2)ˆ H
∆0,punc
w2(0)
(A2),
BB(w2)
(∆2,∆1,∆0)
˝ :=
"
(I2, I1, I0) P H
n2,punc(A2)ˆ Hn1,lin(A2)ˆ Hn0(A2) :
limtÑ8 t.w2(I2, I1, I0) = (M∆2 ,M∆1 ,M∆0)
*
» H∆0
´w2(0)
(A2)ˆ H
(∆11)
t,lin
lex (A
2)ˆ H
∆2,punc
´w2(2)
(A2).
Here and in what follows we use the notation w2(2) := (w20 ´ w
2
2 ,w
2
1 ´ w
2
2) and analogues for indices 1
and 0. As for the middle factor in the first formula, we might have used the weight w2(1) as a subscript;
however, as was shown in the proof of Proposition 6, the weight w2(1) plus the fact that we consider ideals
supported in V(y2) implies that the BB sink is the same thing as the lexicographic Gröbner basin. As for
the the middle factor in the second formula, we used the identity
H
∆
1
1,lin
´w2(1)
(A2) = H
(∆11)
t,lin
lex (A
2)
coming from the fact that the weight ´w2(1) is positive in the first component and negative in the second
component. Moreover, in the second of the above-displayed formulæ we reversed the order of the three
factors, so as to get them into our usual “plane–line–point” shape.
Take two homology classes such that [∆2,∆1,∆0] ¨ [∆
1
2,∆
1
1,∆
1
0] ‰ 0, then (∆2,∆1,∆0)X (∆
1
2,∆
1
1,∆
1
0) ‰ H.
Remember that the last two varieties are not closures of BB cells. The idea of our proof is to embed them
into closures of BB cells and use those ambient BB cells as approximations of the varieties we wish to
study. We use a number of weights w2 for deriving inequalities on the standard sets ∆i,∆
1
j. Independently
of the weight chosen, inclusions
H∆2lex(A
2) Ď HΓ2
w2(2)
(A2), H
∆0,punc
lex (A
2) Ď HΓ0
w2(0)
(A2),
H
∆
1
2
lex(A
2) Ď H
Γ
1
2
´w2(0)
(A2), H
∆
1
0,punc
lex (A
2) Ď H
Γ
1
0
´w2(2)
(A2),
hold true, where MΓi denotes the generic monomial ideals for the respective weights. Therefore,
(∆2,∆1,∆0) Ď H
Γ2
w2(2)
(A2)ˆ H∆1,lin
w2(1)
(A2)ˆ H
Γ0,punc
w2(0)
(A2) = BB(w2)(Γ2,∆1,Γ0),
(∆12,∆
1
1,∆
1
0) Ď H
Γ12
´w2(0)
(A2)ˆ H
∆11,lin
w2(1)
(A2)ˆ H
Γ10,punc
´w2(2)
(A2) » BB(w2)(Γ
1
0,(∆
1
1)
t,Γ12).
Note that the second formula doesn’t state equality but rather just isomorphism, given by reversing the
roles of variables x0, x1, x2. Since the spaces on the left-hand side intersect nontrivially, so do the spaces
on the right-hand side. Theorem 9 therefore says that
Φw2(Γ2,∆1, Γ0) ď Φw2(Γ
1
0, (∆
1
1)
t, Γ12).
Using the explicit formula for weights from Lemma 13, this inequality reads
´ xw2(2), Γ2y ´ xw
2(1),∆1y ´ xw
2(0), Γ0y ´w
2
2 |Γ2|d´w
2
1 |∆1|d´w
2
0 |Γ0|d
ď´ xw2(2), Γ10y ´ xw
2(1), (∆11)
ty ´ xw2(0), Γ12y ´w
2
2 |Γ
1
0|d´w
2
1 |(∆
1
1)
t|d´w20 |Γ
1
2|d.
If we choose d " n, then only the last three summands on either side contribute to the inequality. We
are then left with inequality
xw2, (|Γ0| ´ |Γ
1
2|, |∆1| ´ |∆
1
1|, |Γ2| ´ |Γ
1
0|)y ě 0,
which says that the angle between the two vectors in the plane is at most pi/2. At this point we use two
specific weights w2. The first weight of choice is such that w22 ´ w
2
1 " w
2
1 ´ w
2
0 . Visually this is the blue
vector pointing to the far left in Figure 5. Then the previous inequality amounts to
|Γ2| ´ |Γ
1
0| = |∆2| ´ |∆
1
0| ě 0.
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The second of choice is such that w21 ´ w
2
0 " w
2
2 ´ w
2
1 . Visually this is the blue vector pointing to the far
right in Figure 5. Then the above inequality amounts to
|Γ0| ´ |Γ
1
2| = |∆0| ´ |∆
1
2| ď 0.
We thus obtain
‚ |∆2| ě |∆
1
0| and |∆0| ď |∆
1
2|,
i.e., the first of the two bulleted conditions from Definition 1.
Say equality holds here. Then also |∆1| = |∆
1
1|. At this point we make explicit use of affine cells
(∆2,∆1,∆0)
˝ and (∆12,∆
1
1,∆
1
0)
˝ in Hn(P2) as visualized in Figure 6. As for the first cell, we use it literally
as defined in the Introduction, so (∆2,∆1,∆0)
˝ parametrizes triples (I2, I1, I0) of ideals
˝ I2 Ď C[
x0
x2
, x1x2 ] such that inlex(I2) = M∆2 , where
x0
x2
ą x1x2 ;
˝ I1 Ď C[
x0
x1
, x2x1
] supported in V( x2x1 ) such that inlex(I1) = M∆1 , where
x0
x1
ą x2x1
; and
˝ I0 Ď C[
x1
x0
, x2x0 ] supported at the origin such that inlex(I0) = M∆0 , where
x1
x0
ą x2x0 .
Hence the picture on the left-hand side of Figure 6. For indicating the “direction of flow”, the generic
monomial ideals in C[ x0x2 ,
x1
x2
] and C[ x1x0 ,
x2
x0
], respectively, are drawn in blue, and the least generic ones
(whose cells are in fact points) are drawn in blue. This is in analogy to the use of red and blue in Figure
4. As for the second cell, defined by reversing the order of the variables. Read in this way, (∆12,∆
1
1,∆
1
0)
˝
parametrizes triples of ideals
˝ I2 Ď C[
x0
x2
, x1x2 ] supported at the origin such that inlex(I2) = M∆2 , where
x1
x2
ą x0x2 ;
˝ I1 Ď C[
x0
x1
, x2x1 ] supported in V(
x0
x1
) such that inlex(I1) = M∆1 , where
x2
x1
ą x0x1 ; and
˝ I0 Ď C[
x1
x0
, x2x0 ] such that inlex(I0) = M∆0 , where
x2
x0
ą x1x0 .
Hence the picture on the left-hand side of Figure 6. Note the new “direction of flow”, which got reversed
when reversing the order of the variables.
0
1
2
0
1
2
V(I0)
V(I1)
V(I2)
V(I12)
V(I11)
V(I10)
Figure 6. Points in (∆2,∆1,∆0)
˝ and the coordinate-reversed version of (∆12,∆
1
1,∆
1
0)
˝, and
the most generic and least generic monomial ideals on four factors
Passing to the closures of the two affine cells, it’s fairly easy to see that the assumption that nj := |∆j| =
|∆12´j| for j = 0, 1, 2, plus the fact that
˝ the support of I1 can’t leave the line V(x2) Ď P
2,
˝ the support of I0 can’t leave the point V(x1, x2) Ď P
2,
˝ the support of I11 can’t leave the line V(x0) Ď P
2,
˝ the support of I12 can’t leave the point V(x0, x1) Ď P
2
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implies that the locus where (∆2,∆1,∆0) and (∆
1
2,∆
1
1,∆
1
0) intersect is contained in the product of schemes
Hn2,punc(A2) parametrizing ideals supported in (1 : 0 : 0), Hn1,punc(A2) parametrizing ideals supported
in (0 : 1 : 0), and Hn0,punc(A2) parametrizing ideals supported in (0 : 0 : 1). In particular, if (I22 , I
2
1 , I
2
0 ) is
a point from the intersection, then
I2j P H
∆ j
lex(A
2)X H
(∆12´j)
t
lex (A
2),
where the closure is taken within H
n2
lex(A
2).
For j = 2, this inclusion says that the component I22 of any element of (∆2,∆1,∆0) X (∆
1
2,∆
1
1,∆
1
0)
lies in (∆2,H,H) X (H,H,∆
1
0). Therefore, (∆2,∆1,∆0) X (∆
1
2,∆
1
1,∆
1
0) ‰ H if, and only if, (∆2,H,H) X
(H,H,∆10) ‰ H, in which case we write the last two two schemes as closures of BB cells,
(∆2,H,H) = H
∆2
w2(2)
(A2)ˆ HH,lin
w2(1)
(A2)ˆ H
H,punc
w2(0)
(A2) = BB(w2)(∆2,H,H),
(H,H,∆10) = H
(∆10)
t
´w2(0)
(A2)ˆ HH,lin
w2(1)
(A2)ˆ H
H,punc
´w2(2)
(A2) » BB(w2)((∆
1
0)
t,H,H).
Once more Theorem 9 allows to derive an inequality on w2-weights which, by Lemma 13, reduces to
´xw2(2),∆2y ď ´xw
2(2), (∆10)
ty,
i.e., the inequality xµ,∆2y ě xµ, (∆
1
0)
ty as claimed in Definition 1. The claim for j = 0 follows by symmetry.
For j = 1, we analogously see that (∆2,∆1,∆0)X (∆
1
2,∆
1
1,∆
1
0) ‰ H if, and only if, (H,∆1,H)X (H,∆
1
1,H) ‰
H, in which case the inequality from Theorem 9 reducing to xλ,∆1y ě xλ, (∆
1
1)
ty. 
Appendix
We first collect a few elementary facts about the natural partial ordering ď and the partial orderings ďξ
on stm induced by weights ξ = µ, λ, ν as in Definition 1, only proving the least obvious statement.
Lemma 15. The two partial orderings ďµ and ďν on stm are dual to each other in the sense that ∆ ďµ ∆
1 if, and
only if, (∆1)t ďν ∆t.
Lemma 16. The partial ordering ďµ on stm is the lexicographic refinement of ď(´1,0) by ď(0,´1) in the sense that
∆ ďµ ∆
1 if, and only if,
‚ ∆ ď(´1,0) ∆
1, or
‚ ∆ =(´1,0) ∆
1 and ∆ ď(0,´1) ∆
1.
Proposition 17. The three partial orderings ďξ , for ξ = µ, λ, ν, are refinements of the natural partial ordering ď
on stm in the sense that ∆ ăξ ∆
1 whenever ∆ ă ∆1,
Proof. Assume that the partial ordering ď(´1,0) is a refinement of the natural partial ordering. Then
Lemma 16 implies that the statement of the proposition holds for weights ξ = µ and ξ = ν. Moreover, the
identity xξ,∆y = x(ξ1, 0),∆y+ x(0, ξ2),∆y plus the assumption that λ1 ă 0 ă λ2 plus Lemma 15 implies
that the statement of the proposition holds for weight ξ = λ.
Consider two elements of stm such that ∆ ă ∆
1. We label each box in ∆1z∆ by the its row index, and each
box in ∆z∆1 by the negative of its row index, thus obtaining a disjoint sum of two skew Young tableaux,
cf. Figure 7. Then the sum of the labels of all boxes from the tableaux is x(´1, 0),∆y ´ x(´1, 0),∆1y.
For showing that the sum is positive, we enumerate the elements of the respective differences in the
lex-increasing way,
∆z∆1 = tα1, . . . , αdu ,
∆
1z∆ =
 
α11, . . . , α
1
d
(
.
The assumption that ∆ ă ∆1 implies that αi ă α
1
i for all i. Positivity follows. 
Lastly we give explicit descriptions of the generic monomial ideals from Definition 14.
Proposition 18. Let u, v P Z2 be weights such that u1, u2 ă 0 and v1, v2 ą 0, respectively.
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0 ´1
´1
´1
2 3
3
´4
´4
´5
´5
´6
´6
´6
7
7
8
8
´9
´9
10
10
11
11
12
12
Figure 7. The differences of two standard sets ∆ ď ∆1
(i) The generic monomial ideal in Hn(A2) with respect to u is the unique MΓ such that for all α P N
2zΓ and for
all β P Γ, the inequality
xu, α´ βy ă 0
holds true.
(ii) More explicitly, if u1 ă u2, then Γ contains the first n members of the sequence
(0, 0),
(0, 1),
...
(0,m´ 1),
(1, 0), (0,m),
(1, 1), (0,m+ 1),
...
(1,m´ 1), (0, 2m´ 1),
(2, 0), (1,m), (0, 2m),
(2, 1), (1,m+ 1), (0, 2m+ 1),
...
(2,m´ 1), (1, 2m´ 1), (0, 3m´ 1), . . . ,
where m is the unique integer such that m´ 1 ă u2/u1 ă m. If u1 ą u2, then the transposed analogue of this
statement holds true.
(iii) The generic monomial ideal in Hn,punc(A2) with respect to v is the vertical strip t0u ˆ t0, . . . , n ´ 1u if
v1 ă v2 and the horizontal strip t0, . . . , n´ 1uˆ t0u otherwise.
Proof. (i) The scheme Hn(A2) is covered by affine open patches
H∆(A2) :=
 
ideals I Ď S1 : S1/I is free with a basis (xβ : β P ∆)
(
,
one for each standard set ∆ of cardinality n [KR05, Hui06, GLS07, Led11]. The coordinate ring of that
scheme is a quotient of polynomial ring
T := C[Tα,β : α P p∆],
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where p∆ is a sufficiently large finite standard set containing ∆, by an ideal J Ď T spanned by quadratic
equations expressing that the quotient of T[x1, x2] by the ideal
I :=
@
xα ´
ÿ
βP∆
Tα,βx
β : α P p∆z∆D
be a free T-module with basis (xβ : β P ∆). In other words, I defines a T-valued point in H∆(A2). The
BB sink H∆u (A
2) is obtained from H∆(A2) by killing all Tα,β such that xu, α´ βy ą 0. The scheme H
n(A2)
being smooth of dimension 2n, so is H∆(A2). The same holds true for H∆u (A
2) if, and only if, none of the
variables Tα,β such that xu, α´ βy ą 0 get killed.
(ii) is elementary.
(iii) The scheme Hn,punc(A2) is covered by affine open patches H∆,punc(A2) := H∆(A2)X Hn,punc(A2).
The ideal
I :=
@
x1 ´
n´1ÿ
j=1
Tjx
j
2, x
n
2
D
,
where the Tj are variables, defines a C[T1, . . . , Tn]-valued point in H
n,punc(A2). Therefore, if Γ is the
vertical strip as defined in the proposition, then HΓ,punc(A2) = SpecC[T1, . . . , Tn]. If v1 ă v2, then I lies
in the BB sink of the T-action with weight v. This proves the one half of (iii), the second following by
symmetry. 
References
[Bay82] David Bayer, The division algorithm and the Hilbert scheme, Ph.D. thesis, Harvard University, 1982.
[BB73] A. Białynicki-Birula, Some theorems on actions of algebraic groups, Ann. of Math. (2) 98 (1973), 480–497. MR 0366940 (51 #3186)
[Bri77] Joël Briançon, Description de HilbnCtx, yu, Invent. Math. 41 (1977), no. 1, 45–89. MR 0457432 (56 #15637)
[CLS11] David A. Cox, John B. Little, and Henry K. Schenck, Toric varieties, Graduate Studies in Mathematics, vol. 124, American
Mathematical Society, Providence, RI, 2011. MR 2810322 (2012g:14094)
[Con11] Alexandru Constantinescu, Parametrizations of ideals in K[x, y] and K[x, y, z], J. Algebra 346 (2011), 1–30. MR 2842069
(2012i:13030)
[CV08] Aldo Conca and Giuseppe Valla, Canonical Hilbert-Burch matrices for ideals of k[x, y], Michigan Math. J. 57 (2008), 157–172,
Special volume in honor of Melvin Hochster. MR 2492446 (2009k:13042)
[EL12] Laurent Evain and Mathias Lederer, Białynicki-Birula schemes in higher dimensional Hilbert schemes of points, arXiv:1209.2026
[math.AG], submitted.
[ES87] Geir Ellingsrud and Stein Arild Strømme, On the homology of the Hilbert scheme of points in the plane, Invent. Math. 87 (1987),
no. 2, 343–352. MR 870732 (88c:14008)
[ES88] , On a cell decomposition of the Hilbert scheme of points in the plane, Invent. Math. 91 (1988), no. 2, 365–370. MR 922805
(89f:14007)
[Fog68] John Fogarty, Algebraic families on an algebraic surface, Amer. J. Math 90 (1968), 511–521. MR 0237496 (38 #5778)
[Ful98] William Fulton, Intersection theory, second ed., Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of
Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics], vol. 2, Springer-Verlag, Berlin, 1998. MR 1644323 (99d:14003)
[GLS07] T. S. Gustavsen, D. Laksov, and R. M. Skjelnes, An elementary, explicit, proof of the existence of Hilbert schemes of points, J. Pure
Appl. Algebra 210 (2007), no. 3, 705–720. MR MR2324602 (2008g:14002)
[HS04] Mark Haiman and Bernd Sturmfels,Multigraded Hilbert schemes, J. Algebraic Geom. 13 (2004), no. 4, 725–769. MRMR2073194
(2005d:14006)
[Hui05] Mark Huibregtse, On Ellingsrud and Strømme’s cell decomposition of Hilbn
A2C
, Invent. Math. 160 (2005), no. 1, 165–172.
MR 2129711 (2006c:14006)
[Hui06] Mark E. Huibregtse, An elementary construction of the multigraded Hilbert scheme of points, Pacific J. Math. 223 (2006), no. 2,
269–315. MR MR2221028 (2007m:14005)
[IK99] Anthony Iarrobino and Vassil Kanev, Power sums, Gorenstein algebras, and determinantal loci, Lecture Notes in Mathematics,
vol. 1721, Springer-Verlag, Berlin, 1999, Appendix C by Iarrobino and Steven L. Kleiman. MR 1735271 (2001d:14056)
[Knu10] Allen Knutson, A compactly supported formula for equivariant localization and simplicial complexes of Białynicki-Birula decomposi-
tions, Pure Appl. Math. Q. 6 (2010), no. 2, Special Issue: In honor of Michael Atiyah and Isadore Singer, 501–544. MR 2761856
(2012c:53126)
[KR05] Martin Kreuzer and Lorenzo Robbiano, Computational commutative algebra. 2, Springer-Verlag, Berlin, 2005. MR MR2159476
(2006h:13036)
[Led11] Mathias Lederer, Gröbner strata in the Hilbert scheme of points, J. Commut. Algebra 3 (2011), no. 3, 349–404. MR 2826478
(2012j:14006)
18 MATHIAS LEDERER
[Led14] , Combinatorial duality of Hilbert schemes of points in the affine plane, arXiv:1401.0179 [math.AG], submitted.
[Mac95] I. G. Macdonald, Symmetric functions and Hall polynomials, second ed., Oxford Mathematical Monographs, The Claren-
don Press, Oxford University Press, New York, 1995, With contributions by A. Zelevinsky, Oxford Science Publications.
MR 1354144 (96h:05207)
[Nak99] Hiraku Nakajima, Lectures on Hilbert schemes of points on surfaces, University Lecture Series, vol. 18, American Mathematical
Society, Providence, RI, 1999. MR 1711344 (2001b:14007)
E-mail address: mathias.lederer@uibk.ac.at
Department of Mathematics, University of Innsbruck, Technikerstrasse 21a, A-6020 Innsbruck, Austria
