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On quasi-Herglotz functions in one variable
Annemarie Luger and Mitja Nedic
Abstract. In this paper, we introduce the class of (complex) quasi-Herglotz
functions as the complex vector space generated by the convex cone of ordinary
Herglotz functions. We prove different characterization theorems, in particular,
an analytic characterization. The subclasses of quasi-Herglotz functions that
are identically zero in one half-plane and rational quasi-Herglotz functions are
investigated in detail. Finally, we relate to weighted Hardy spaces and the
Cauchy transform on the unit circle.
1. Introduction
Holomorphic functions in a domain in C form the centrepiece of one-dimensional
complex analysis. However, in certain applications, we often restrict ourselves to
a smaller subclass of functions where we can derive additional information. One
such prominent class of functions is the class of Herglotz functions (also called
Nevanlinna functions Herglotz-Nevanlinna functions, Pick functions, R-functions,
etc.), which consists of all holomorphic functions on C \R with certain symmetry-
and sign-conditions, cf. Definition 2.1. These functions appear in many applica-
tions,generally speaking, in extension theory of symmetric operators and, in par-
ticular, in the moment problem [1], Titchmarsh-Weyl functions for differential op-
erators and as certain transfer functions. But these functions are also used in
connection with passive systems, e.g. with sum rules in electromagnetics [2] and
convex optimization using B-splines [7], or for homogenization, to name but a few.
The effectiveness of this particular class of functions can partly be attributed
to the classical integral representations theorem, see e.g. [3, 9], which states that
a function h is Herglotz function if and only if it can be written in the form
h(z) = a+ b z +
1
pi
∫
R
1 + t z
t− z dν(t),
with the details being recalled in Theorem 2.2 and representation (2.6).
In this article, however, we are dealing with a new class of functions, which
admit an integral representation of the form above, however, the parameters a, b and
ν not only lack a sign constraint but are also allowed to be complex, cf. Definition
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2 ANNEMARIE LUGER AND MITJA NEDIC
3.1 and Theorem 3.3. This definition has its origins not only in mathematical
curiosity, but also in connection with non-passive systems, in particular, in a recent
application of a slightly smaller class of functions in convex optimization [8]. There,
the class of real quasi-Herglotz functions is used to demonstrate the modelling of
a non-passive gain media formulated as a convex optimization problem, where the
measure ν from the corresponding integral representation is modelled by using a
finite expansion of B-splines and point masses.
In this paper, we introduce the class of (complex) quasi-Herglotz functions as
the complex vector space generated by the convex cone of ordinary Herglotz func-
tions, cf. Definition 3.1. We then proceed to prove an integral representation
theorem for quasi-Herglotz functions, cf. Theorem 3.3, where uniqueness is the
most interesting issue. Furthermore, we answer the question which holomorphic
functions are actually quasi-Herglotz functions by an analytic characterizarion, cf.
Theorem 4.1. Later, we characterize the subclasses of quasi-Herglotz functions that
are identically zero in one half-plane, cf. Proposition 6.2 and Theorem 6.4, as well
rational quasi-Herglotz functions of different types, cf. Theorems 7.2, 7.4 and 7.6.
The structure of the paper is as follows. After the introduction in Section 1,
we give the necessary background information about ordinary Herglotz functions
in Section 2. In Section 3 we introduce quasi-Herglotz functions, collect some basic
properties and prove the integral representation whereas in Section 4 the analytic
characterization is given and in Section 5 we discuss symmetry properties as well
as in what extent are quasi-Herglotz functions determined by their values in one
half-plane. Section 6 focuses quasi-Herglotz functions that are identically zero in
one half-plane. Rational quasi-Herglotz functions are discussed in Section 7 and
Section 8 relates quasi-Herglotz functions to other areas of analysis. In particular,
Section 8.1 highlights the intersection between quasi-Herglotz functions that are
identically zero in one half-plane and a weighted Hardy space H1 and Section 8.2
presents how the Cauchy transform of a complex Borel measure on the unit circle
S1 may be viewed as a special case of a quasi-Herglotz function, cf. Theorem 8.3.
2. Background
We start be recalling the definition of a Herglotz function, cf. [9].
Definition 2.1. A function h : C \ R → C is called Herglotz function if it is
holomorphic with
Im[h(z)]
Im[z]
≥ 0 and h(z) = h(z)
for all z ∈ C \ R.
We stress that this definition, where the function h is defined both in the upper
and the lower half-plane, does not constitute the only possible way of introducing
Herglotz functions, and another - equivalent - way of defining Herglotz function will
be discussed in Section 6.
The classical integral representation formula for Herglotz functions may be
presented in the following formulation, cf. [3, 9].
Theorem 2.2. A function h : C \ R → C is a Herglotz function if and only if
h can be written, for every z ∈ C \ R, as
(2.1) h(z) = a+ b z +
1
pi
∫
R
K(z, t)dµ(t),
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where the kernel K : (C \ R)× R→ C is defined as
K(z, t) :=
1
t− z −
t
1 + t2
=
1 + t z
(t− z)(1 + t2)
and a ∈ R, b ≥ 0 and µ is a positive Borel measure on R satisfying the growth
condition
(2.2)
∫
R
1
1 + t2
dµ(t) <∞.
Furthermore, representation (2.1) is unique for a given function h and the
collection (a, b, µ) of the representing parameters is called the data corresponding
to the function h in the sense of representation (2.1). Moreover, it holds that
a = Re[h(i)]
and that the measure µ is given by the Stieltjes inversion formula [9], i.e.
(2.3) lim
y→0+
∫
R
g(x)Im[h(x+ i y)]dx =
∫
R
g(t)dµ(t)
for any C1-function g : R → R such that there exists a constant C ∈ R with the
property that |g(x)| ≤ C(1 + x2)−1 for all x ∈ R.
To be able to describe the parameter b, we recall first the definition of a non-
tangential limit. An upper Stoltz domain with centre t0 ∈ R and angle θ ∈ (0, pi2 ] is
the set
{z ∈ C+ | θ ≤ arg(z − t0) ≤ pi − θ},
see Figure 1. The symbol z ∨−→ t0 then denotes the limit z → t0 in any upper Stoltz
domain with centre t0 and the symbol z ∨−→∞ denotes the limit |z| → ∞ in any
upper Stoltz domain with centre 0. Lower Stoltz domains are defined analogously
and non-tangential limits in a lower Stoltz domain are denoted by z ∧−→t0 or z ∧−→∞.
Note that in the literature, slightly different notations are also used for these non-
tangential limits. Finally, an example of an upper and lower Stoltz domains are
visualized in Figure 1.
x
i y
t1
t2 θ1
θ2
Figure 1. An upper Stoltz domain with centre t1 and angle θ1
and a lower Stoltz domain with centre t2 and angle θ2.
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We may now describe the constant b from representation (2.1) as
(2.4) b = lim
z
∨−→∞
h(z)
z
= lim
z
∧−→∞
h(z)
z
.
Sometimes, it is more convenient to rewrite representation (2.1) in such a way
that the measure µ is replaced by a finite measure. This can be done, for example,
by defining, for any measure µ as before, a measure ν via
(2.5) dν(t) :=
1
1 + t2
dµ(t)
Representation (2.1) may thus be rewritten as
(2.6) h(z) = a+ b z +
1
pi
∫
R
K˜(z, t)dν(t),
where the kernel K˜ : (C \ R)× R→ C is defined by
K˜(z, t) :=
1 + t z
t− z = (1 + t
2)K(z, t).
3. Quasi-Herglotz functions and basic properties
The set of ordinary Herglotz function is a convex cone, i.e. any non-negative
linear combination of Herglotz functions is again a Herglotz function. The introduc-
tion of quasi-Herglotz function extends the set of Herglotz functions to a complex
vector space.
Definition 3.1. A function q : C \R→ C is called a quasi-Herglotz function if
there exist Herglotz functions h1, h2, h3 and h4, such that it holds, for all z ∈ C\R,
that
(3.1) q(z) = (h1 − h2)(z) + i (h3 − h4)(z).
Remark 3.2. Decomposition (3.1) of a function q is not unique, as one may
add a fixed Herglotz function h to both functions h1 and h2 (or to h3 and h4) and
still get the same function q as a result.
3.1. An integral representation for quasi-Herglotz functions. Our first
result is an integral representation theorem for quasi-Herglotz functions which, in
parts, is a straight forward consequence of Theorem 2.2. The crucial point in the
statement, however, concerns the uniqueness of the data. Moreover, it shows that
quasi-Herglotz functions are the largest class of holomorphic functions on C\R ad-
mitting an integral representation of the same form as ordinary Herglotz functions.
Theorem 3.3. A function q : C \ R → C is a quasi-Herglotz function if and
only if q can be written, for every z ∈ C \ R, as
(3.2) q(z) = a+ b z +
1
pi
∫
R
K˜(z, t)dν(t),
where a, b ∈ C and ν is a complex Borel measure on R. Furthermore, this repre-
sentation is unique, i.e. each quasi-Herglotz function q is uniquely determined by
its data-triple (a, b, ν).
Remark 3.4. A complex (or signed) Borel measure is finite by definition.
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Proof. First, if q is a quasi-Herglotz function, then it can be written as
q(z) = (h1 − h2)(z) + i (h3 − h4)(z),
where h1, h2, h3, h4 are four Herglotz functions. Each of these four Herglotz func-
tions admits an integral representation of the form (2.6), and combining these gives
an integral representation of the form (3.2) for the function q.
Conversely, any function q, defined by the integral representation (3.2) on C\R
may be written as a combination of four Herglotz functions by splitting a = a1 −
a2 + i (a3−a4) ∈ C, b = b1− b2 + i (b3− b4) ∈ C and ν = ν1− ν2 + i (ν3− ν4), where
aj , bj ≥ 0 and νj are finite positive Borel measure. The Herglotz function hj can
then be taken as given by the data (aj , bj , νj) in the sense of representation (2.6).
Therefore, it remains to show that the data corresponding to a function q is
uniquely determined by the function. To that end, suppose that there exists two
sets of data, namely (a, b, ν) and (a′, b′, ν′), such that the function q admits a
representation of the form (3.2) with respect to both sets of data.
If this is the case, then considering the limit
lim
z
∨−→∞
q(z)
z
via representation (3.2) using the two data sets (a, b, ν) and (a′, b′, ν′) yields that
b = b′. Considering the expression q(i) + q(−i) in an analogous way yields a = a′.
Thus, it remains to show that ν = ν′. To do this, it suffices to prove, for a
complex Borel measure η on R, that
(3.3)
∫
R
K˜(z, t)dη(t) = 0
for all z ∈ C \ R implies that η ≡ 0. First, investigating the conjugate of equality
(3.3) yields
0 =
∫
R
K˜(z, t)dη(t) =
∫
R
K˜(z, t)dη(t) =
∫
R
K˜(ζ, t)dη(t)
where ζ ∈ C\R, η := ηre− i ηim and ηre and ηim are two signed measures on R such
that η = ηre + i ηim. Therefore, if a complex measure η satisfies equality (3.3), so
does its conjugate measure η. Hence, it follows that∫
R
K˜(z, t)dηre(t) =
∫
R
K˜(z, t)dηim(t) = 0
for all z ∈ C \ R.
As such, we may assume, without loss of generality, that η is a signed measure.
Considering, again, the conjugate of equality (3.3), we infer that
(3.4) 0 =
∫
R
K˜(z, t)dη(t)−
∫
R
K˜(z, t)dη(t)
=
∫
R
K˜(z, t)dη(t)−
∫
R
K˜(z, t)dη(t) = 2i
∫
R
(1 + t2)P1(z, t)dη(t),
where P1 denotes the Poisson kernel of the upper half-plane C+, i.e.
(3.5) P1(z, t) := Im[z]|t− z|2 .
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Let η1 and η2 be two finite positive Borel measures on R, such that η = η1 − η2,
and define, further, two positive Borel measures ρ1 and ρ2 on R by setting
dρj(t) := (1 + t
2)dηj(t)
for j = 1, 2. Then, we infer from equation (3.4) that∫
R
P1(z, t)dρ1(t) =
∫
R
P1(z, t)dρ2(t)
for all z ∈ C \ R. An elementary property of the Poisson kernel implies now that
ρ1 ≡ ρ2, yielding back that η1 ≡ η2 or, in other words, that η ≡ 0. This finishes
the proof. 
The following corollary is now an immediate consequence of the preceding proof.
Corollary 3.5. The numbers a and b from Theorem 3.3 are equal to
(3.6) a =
1
2
(
q(i) + q(−i))
and
(3.7) b = lim
z
∨−→∞
q(z)
z
= lim
z
∧−→∞
q(z)
z
.
It turns out that the measure ν also satisfies an inversion formula similar to
formula (2.3). In fact, we are going to prove later in Proposition 3.13 that
lim
y→0+
∫
R
g(x) 12i (q(x+ i y)− q(x− i y))dx =
∫
R
g(t)(1 + t2)dν(t)
for all admissible function g. However, the proof of this results requires that we
first study a subclass of quasi-Herglotz functions.
3.2. Zeros and compositions. In some sense, quasi-Herglotz functions be-
have very similarly to ordinary Herglotz functions, whereas in other respects, they
are quite different. For example, it is well known that Herglotz-functions have nei-
ther poles nor zeros in C \ R. This follows from their definition and the fact that
for any Herglotz function h also the quotient z 7→ − 1h(z) is a Herglotz-function.
For quasi-Herglotz functions, however, the situation is different. By definition,
their poles are restricted to the real line, however, they can have non-real zeros
of arbitrary order. Hence, for a quasi-Herglotz function q, in general, rational
transformations of q are no longer quasi-Herglotz-functions.
More generally speaking, in the case of ordinary Herglotz functions, it is an
immediate consequence of the maximum principle that a Herglotz function h attains
a real value at some point in C\R if and only if the function h is identically equal to
a real-constant function. Hence, one may always compose two Herglotz functions as
long as the first function is not a real-constant function. This is not true anymore
for quasi-Herglotz functions in general. Consider, for example, the compositions
z 7→ − 1
h(z)
and z 7→ h(− 1z ).
If q is a quasi-Herglotz function, then the function
z 7→ q(− 1z )
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is still a quasi-Herglotz function, which follows from the fact that every quasi-
Herglotz function can be written in the form (3.1) together with the corresponding
property for ordinary Herglotz functions. On the other hand, the function
z 7→ − 1q(z)
will not be well-defined as soon as the function q has attains a zero in C \ R.
3.3. Real quasi-Herglotz functions. We introduce the following special
class of quasi-Herglotz functions.
Definition 3.6. A quasi-Herglotz function is called real if its representing
parameters are real, i.e. a, b ∈ R and ν is a signed Borel measure on R.
An alternative characterization of real quasi-Herglotz functions is given by the
following corollary of Theorem 3.3, relating the above definition to [8, Def. 2.1].
Corollary 3.7. A quasi-Herglotz function q is real if and only if for any four
function h1, h2, h3 and h4 satisfying formula (3.1) it holds that h3 = h4.
Remark 3.8. Corollary 3.7 shows that real quasi-Herglotz function extend
the cone of ordinary Herglotz functions to a real vector space, which is done by
considering all possible differences of two Herglotz functions.
Real quasi-Herglotz functions behave similarly to ordinary Herglotz functions
when it comes to their real and imaginary parts, as the following corollary of The-
orem 3.3 shows.
Corollary 3.9. Let q be a real quasi-Herglotz functions. Then it holds, for
every z ∈ C+, that
Re[q(z)] = a+ b Re[z] +
1
pi
∫
R
(
(1 + t2)Q1(z, t)− t
)
dν(t)
and
Im[q(z)] = b Im[z] +
1
pi
∫
R
(1 + t2)P1(z, t)dν(t),
where P1 and Q1 denote the Poisson kernel and conjugate Poisson kernel of the
upper half-plane in one variable, respectively, i.e.
P1(z, t) := Im[z]|t− z|2 and Q1(z, t) :=
Re[z] + t
|t− z|2 ,
where z ∈ C \ R and t ∈ R.
3.4. Stieltjes inversion formula. For ordinary Herglotz functions, it is the
imaginary part of the function that determines the representing measures as evident
from formula (2.3). For quasi-Herglotz functions, it’s imaginary part does no longer
play the same role. Instead, we need an appropriate substitute and to that end, we
consider the following definitions.
Definition 3.10. Let q be a quasi-Herglotz function. Then, its conjugate
function q is the quasi-Herglotz function given by the conjugate parameters of q,
i.e. if q is represented by the data (a, b, ν) in the sense of Theorem 3.3, then q
represented by the data (a, b, ν).
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Definition 3.11. Let q be a quasi-Herglotz function. Then, its quasi-real part
qre and quasi-imaginary part qim are defined, for z ∈ C \ R, as
qre(z) :=
1
2
(q(z) + q(z)) and qim(z) :=
1
2i
(q(z)− q(z)).
We observe that if the function q is represented by the data (a, b, ν), then
its quasi-real part qre is represented by the data (Re[a],Re[b], νre) and its quasi-
imaginary part qim is represented by the data (Im[b], Im[b], νim). In other words,
the quasi-real and quasi-imaginary parts of a quasi-Herglotz function are real quasi-
Herglotz functions. Note, furthermore, that
q(z) = qre(z) + i qim(z)
for every z ∈ C \ R, while
qre(z) 6= Re[q(z)] and qim(z) 6= Im[q(z)]
in general.
We will now show that real quasi-Herglotz functions satisfy a direct analogue of
the Stieltjes inversion formula (2.3) for ordinary Herglotz functions, which will then
be used to determine the analogue of the Stieltjes inversion formula for (non-real)
quasi-Herglotz functions.
Lemma 3.12. Let q be a real quasi-Herglotz function. Then, its representing
measure ν satisfies the formula
(3.8) lim
y→0+
∫
R
g(x)Im[q(x+ i y)]dx =
∫
R
(1 + t2)g(t)dν(t)
for any C1-function g : R → R such that there exists a constant C ∈ R with the
property that |g(x)| ≤ C(1 + x2)−1 for all x ∈ R.
Proof. Without loss of generality, we may assume that that the function q
is represented by the data (0, 0, ν) and let ν1 and ν2 be two finite positive Borel
measures on R, such that ν = ν1 − ν2.
Consider now the ordinary Herglotz functions hj , represented by the data
(0, 0, µj) for j = 1, 2, where the measures µj are defined as
dµj(t) := (1 + t
2)dνj(t).
For the functions hj , the usual Stieltjes inversion formula (2.3) applies, yielding, in
terms of the measure νj , that
(3.9) lim
y→0+
∫
R
g(x)Im[hj(x+ i y)]dx =
∫
R
(1 + t2)g(t)dνj(t)
for j = 1, 2 and g any C1 function satisfying the assumption formula (2.3). Sub-
tracting equality (3.9) for the function h2 from equality (3.9) for the function h1
gives the desired result. 
Proposition 3.13. The measure ν from Theorem 3.3 satisfies the formula
(3.10) lim
y→0+
∫
R
g(x) 12i (q(x+ i y)− q(x− i y))dx =
∫
R
g(t)(1 + t2)dν(t),
where g : R → C is a C1-function such that there exists a constant C ≥ 0 so that
|g(x)| ≤ C(1 + x2)−1 for all x ∈ R.
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Proof. By Lemma 3.12, we know that the functions qre and qim satisfy the
formulas
(3.11) lim
y→0+
∫
R
g1(x)Im[qre(x+ i y)]dx =
∫
R
g1(t)(1 + t
2)d(νre)(t)
and
(3.12) lim
y→0+
∫
R
g2(x)Im[qim(x+ i y)]dx =
∫
R
g2(t)(1 + t
2)d(νim)(t),
where g1, g2 : R→ R are two C1-functions satisfying the assumption of the Stieltjes
inversion formula.
Adding now to formula (3.11) an i-multiple of formula (3.12) yields
lim
y→0+
∫
R
(g1 + i g2)(x) (Im[qre(x+ i y)] + i Im[qim(x+ i y)]) dx
=
∫
R
(g1 + i g2)(t)(1 + t
2)dν(t).
Observing that
Im[qre(x+ i y)] + i Im[qim(x+ i y)] =
1
2i
(q(x+ i y)− q(x+ i y))
=
1
2i
(q(x+ i y)− q(x− i y))
finishes the proof. 
While not directly related to the Stieltjes inversion formula (3.10), the following
result distils important additional information about the representing measure ν
from Theorem 3.3.
Proposition 3.14. Let q be a quasi-Herglotz function, let ν be its representing
measure in the sense of Theorem 3.3 and let m ∈ N. Then, for any t0 ∈ R, it holds
that
lim
z
∨−→ t0
(t0 − z)mq(z) = lim
z
∧−→ t0
(t0 − z)mq(z) =
{
(1 + t20)ν({t0}) ; m = 1,
0 ; m ≥ 2.
The proof of this results follows the same outline as the proof of the correspond-
ing results for ordinary Herglotz functions, see e.g. [9], and is, hence, omitted here.
4. An analytic characterization of quasi-Herglotz functions
The following theorem answers the question which holomorphic functions on
C \ R can be written as a (complex) linear combination of Herglotz functions by
giving an analytic characterization of quasi-Herglotz functions.
Theorem 4.1. Let q : C \ R → C be a holomorphic function. Then q is a
quasi-Herglotz function, i.e. there exist two numbers a, b ∈ C and a complex Borel
measure ν on R, such that, for every z ∈ C \ R,
(4.1) q(z) = a+ b z +
1
pi
∫
R
K˜(z, t)dν(t),
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if and only if the function q satisfies, first, a growth condition, namely there exists
a number M ≥ 0 such that for all z ∈ C \ R
(4.2) |q(z)| ≤M 1 + |z|
2
|Im[z]| ,
and, second, the regularity condition
(4.3) sup
r∈(0,1)
∫
R
|q(t+ i r)− q(t− i r)| dt
1 + t2
<∞.
Proof. Step 1: Assume first that the function q satisfies conditions (4.2)
and (4.3). Following the idea of Vladimirov’s proof of the integral representation
theorem for Herglotz functions, i.e. Theorem 2.2, [15, pp. 290–292], we now show
that the function q, under our assumptions, admits a representation of the form
(4.1).
For any r ∈ (0, 1), consider the auxiliary functions fr and gr defined by
fr(z) :=
q(z + i r)
1 + z2
and gr(z) :=
q(z − i r)
1 + z2
.
The function fr is meromorphic on C \ {Im[z] = −r}, while the function gr is
meromorphic on C \ {Im[z] = r}. Both functions have simple poles at ±i.
Let now R > 1 and take Θ+R to be the standard upper half-circle contour
in C, consisting of the line segment [−R,R] and the half-circle θ+R , and oriented
counter-clockwise. Similarly, let Θ−R be the standard lower half-circle contour in C,
consisting of the line segment [−R,R] and the half-circle θ−R , and oriented clockwise.
The contours Θ+R and Θ
−
R are visualized in Figure 2.
x
i y
Θ+R
+i
−i
x
i y
Θ−R
+i
−i
Figure 2. The contours of integration Θ+R (left) and Θ
−
R (right)
with respect ot the points ±i.
Step 1.A: Assume from now on that z ∈ C+ and that R > |z|. Then, by the
residue theorem, it holds that
1
2pii
∮
Θ+R
fr(t)
t− zdt = Res
(
ξ 7→ fr(ξ)
ξ − z ; z
)
+ Res
(
ξ 7→ fr(ξ)
ξ − z ; i
)
= fr(z) + lim
ξ→i
q(ξ + i r)
(ξ − i)(ξ + i)(ξ − z) (ξ − i) = fr(z)−
q(i+ i r)
2i(z − i)
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and
1
2pii
∮
Θ−R
gr(t)
t− zdt = −Res
(
ξ 7→ gr(ξ)
ξ − z ;−i
)
= − lim
ξ→−i
q(ξ − i r)
(ξ − i)(ξ + i)(ξ − z) (ξ + i) = −
q(−i− i r)
2i(z + i)
.
Using inequality (4.2), we may now estimate the integrals of the functions fr
and gr over the arcs θ+R and θ
−
R , respectively. In particular, it holds that∣∣∣∣∣
∫
θ+R
fr(t)
t− zdt
∣∣∣∣∣ =
∣∣∣∣∣
∫
θ+R
q(t+ i r)
(t− z)(1 + t2)dt
∣∣∣∣∣
=
∣∣∣∣∫ pi
0
q(Reiθ + i r) iReiθ
(Reiθ − z)(1 +R2e2iθ)dθ
∣∣∣∣ ≤ ∫ pi
0
R |q(Reiθ + i r)|
|Reiθ − z| |1 +R2e2iθ|dθ
≤ RM (1 + (r +R)
2)
(R− |z|)(R2 − 1)
∫ pi
0
1
R sin θ + r
dθ,
where the last inequality holds due to the assumption that the function q satisfies
the growth condition (4.2). Using a standard trigonometric integral-substitution,
we compute, for R > r > 0, that∫ pi
0
1
R sin θ + r
dθ =
[
1√
R2 − r2 ln
∣∣∣∣∣
√
R2 − r2 −R− r tan( θ2 )√
R2 − r2 +R+ r tan( θ2 )
∣∣∣∣∣
]θ=pi
θ=0
=
1√
R2 − r2 ln
∣∣∣∣∣
√
R2 − r2 −R√
R2 − r2 +R
∣∣∣∣∣ R→∞−−−−→ 0.
Therefore, we conclude that
(4.4)
∣∣∣∣∣
∫
θ+R
fr(t)
t− zdt
∣∣∣∣∣ R→∞−−−−→ 0.
Analogously, one may show that
(4.5)
∣∣∣∣∣
∫
θ−R
gr(t)
t− zdt
∣∣∣∣∣ R→∞−−−−→ 0,
allowing us to conclude that
(4.6) lim
R→∞
∮
Θ+R
fr(t)
t− zdt =
∫
R
fr(t)
t− zdt and limR→∞
∮
Θ−R
gr(t)
t− zdt =
∫
R
gr(t)
t− zdt.
Combining these results with the previous calculations yields
fr(z) =
1
2pii
∫
R
fr(t)
t− zdt+
q(i+ i r)
2i(z − i) ,
0 =
1
2pii
∫
R
gr(t)
t− zdt+
q(−i− i r)
2i(z + i)
.
Subtracting the second of the above equalities from the first and multiplying both
sides of the result by 1 + z2 yields
q(z + i r) =
1 + z2
2pii
∫
R
1
t− z (fr(t)− gr(t))dt(4.7)
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+(1 + z2)
q(i+ i r)
2i(z − i) − (1 + z
2)
q(−i− i r)
2i(z + i)
=
1 + z2
2pii
∫
R
1
t− z (q(t+ i r)− q(t− i r))
1
1 + t2
dt
+
z + i
2i
q(i+ i r)− z − i
2i
q(−i− i r).
Let {rn}n∈N ⊆ (0, 1) be a monotonically decreasing sequence converging to zero.
For any n ∈ N, we define now a complex Borel measure νn on R via
dνn(t) :=
1
2i
(q(t+ i r)− q(t− i r)) 1
1 + t2
dt.
By the assumption that the function q satisfies the regularity condition (4.3), we
infer that the sequence of measures {νn}n∈N is uniformly bounded in the natural
norm on the space of complex Borel measures. Therefore, by Helly’s selection
principle [11, Sec. VIII.4], there exists a subsequence {rnk}k∈N ⊆ {rn}n∈N and a
complex Borel measure ν, such that
νnk
w∗−−→ ν as k →∞,
where w∗ denotes that the limit is taken in the weak∗-sense.
As such, when taking the limit as k →∞ in representation (4.7), we get
q(z) =
1 + z2
pi
∫
R
1
t− zdν(t) +
z + i
2i
q(i)− z − i
2i
q(−i)(4.8)
=
1 + z2
pi
∫
R
1
t− zdν(t) +
z
2i
(q(i)− q(−i)) + 1
2
(q(i) + q(−i)).
Furthermore, the integral in the above representation may be rewritten as
1 + z2
pi
∫
R
1
t− zdν(t) =
1
pi
∫
R
1 + t z
t− z dν(t)−
z
pi
∫
R
dν(t),
refining representation (4.8) into
q(z) =
1
pi
∫
R
1 + t z
t− z dν(t) + z
(
1
2i
(q(i)− q(−i))− 1
pi
∫
R
dν(t)
)
+
1
2
(
q(i) + q(−i)).
This gives an integral representation of the form (4.1) for z ∈ C+.
Step 1.B: On the other hand, if z ∈ C− and R > |z|, it holds, by the residue
theorem, that
1
2pii
∮
Θ+R
fr(t)
t− zdt = Res
(
ξ 7→ fr(ξ)
ξ − z ; i
)
= lim
ξ→i
q(ξ + i r)
(ξ − i)(ξ + i)(ξ − z) (ξ − i) = −
q(i+ i r)
2i(z − i)
and
1
2pii
∮
Θ−R
gr(t)
t− zdt = −Res
(
ξ 7→ gr(ξ)
ξ − z ; z
)
− Res
(
ξ 7→ gr(ξ)
ξ − z ;−i
)
ON QUASI-HERGLOTZ FUNCTIONS IN ONE VARIABLE 13
= −gr(z)− lim
ξ→−i
q(ξ − i r)
(ξ − i)(ξ + i)(ξ − z) (ξ + i) = −gr(z)−
q(−i− i r)
2i(z + i)
.
The estimates (4.4) and (4.5) hold also for z ∈ C−, which implies the equalities
(4.6). Combining this result with the previous calculations yields
0 =
1
2pii
∫
R
fr(t)
t− zdt+
q(i+ i r)
2i(z − i) ,
−gr(z) = 1
2pii
∫
R
gr(t)
t− zdt+
q(−i− i r)
2i(z + i)
.
Subtracting the second of the above equalities from the first and multiplying both
sides of the result by 1 + z2 yields
q(z − i r) = 1 + z
2
2pii
∫
R
1
t− z (q(t+ i r)− q(t− i r))
1
1 + t2
dt
+
z + i
2i
q(i+ i r)− z − i
2i
q(−i− i r).
Taking r → 0+ gives the same formula as before, finishing the first half of the proof.
Step 2: Assume now that the function q admits a representation of the form
(4.1). By Theorem 3.3, the function q is a quasi-Herglotz function, implying that
there exists four ordinary Herglotz functions h1, h2, h3 and h4 such that equality
(3.1) is satisfied.
By a result of Vladimirov, cf. [14, Thm. 1] and [15, pg. 203], ordinary Herglotz
functions satisfy the growth condition (4.2) for z ∈ C+. The symmetry formula
for ordinary Herglotz functions extends this result to C−. Indeed, if a Herglotz
function h satisfies condition (4.2) for z ∈ C+ with some constant M ≥ 0, then, for
z ∈ C−, it holds that
|h(z)| = |h(z)| ≤M 1 + |z|
2
−Im[z] = M
1 + |z|2
|Im[z]| .
Therefore, as any quasi-Herglotz function can be written in the form (3.1), it will
also satisfy condition (4.2).
In order to show that the function q also satisfies the regularity condition (4.3),
we calculate first that
q(z)− q(z) = 2 i b Im[z] + 2 i
pi
∫
R
(1 + t2)P1(z, t)dν(t)
for every z ∈ C\R, where P1 denotes the Poisson kernel as defined in formula (3.5).
Hence, the integral appearing in condition (4.3) may be estimated, for r ∈ (0, 1),
as
0 ≤
∫
R
|q(t+ i r)− q(t− i r)| dt
1 + t2
≤
∫
R
2 b r
1 + t2
dt+
2
pi
∫
R
1
1 + t2
(∫
R
(1 + τ2)P1(t+ i r, τ)d|ν|(τ)
)
dt
≤ 2 b pi + 2
pi
∫
R
(1 + τ2)
(∫
R
P1(t+ i r, τ)
1 + t2
dt
)
d|ν|(τ)
= 2 b pi + 2
∫
R
(1 + τ2)(1 + r)
(1 + r)2 + τ2
d|ν|(τ).
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Here, the Fubini-Tonelli theorem was used to change the order of integration be-
tween the t- and τ -variables. We observe now that
1
2
≤ (1 + τ
2)(1 + r)
(1 + r)2 + τ2
≤ 2
for all τ ∈ R and all r ∈ [0, 1], allowing us to conclude that∫
R
|q(t+ i r)− q(t− i r)| dt
1 + t2
≤ 2 b pi + 4
∫
R
d|ν|(τ)
independently of r ∈ (0, 1), finishing the proof. 
Remark 4.2. In the regularity condition (4.3), it would suffice to assume the
existence of a number δ > 0 such that the supremum in condition (4.3) is finite
when taken over all r ∈ (0, δ).
The preceeding theorem and its proof yield additional information about the
data of a quasi-Herglotz function as well as the following corollaries.
Corollary 4.3. Let q be a quasi-Herglotz function given by the data (a, b, ν).
Then, the number b satisfies
b =
1
2i
(q(i)− q(−i))− 1
pi
∫
R
dν(t)
and the measure ν is equal to the weak∗ limit, as y → 0+, of the measures given by
the densities
x+ i y 7→ 1
2i
(q(x+ i y)− q(x− i y)) 1
1 + x2
.
Corollary 4.4. If q : C\R→ C is a holomorphic function satisfying Vladimi-
rov’s growth condition (4.2), the regularity condition (4.3) and, in addition, q(i) =
q(−i) = 0, then there exists a complex Borel measure ν such that
q(z) =
1 + z2
pi
∫
R
1
t− zdν(t).
Furthermore, we may adapt Theorem 4.1 in order to give an analytic charac-
terization of real quasi-Herglotz functions.
Corollary 4.5. Let q : C \ R → C be a holomprhic function. Then q is a
real quasi-Herglotz function if and only if it satisfies the growth condition (4.2), the
regularity condition (4.3) and the symmetry condition
(4.9) q(z) = q(z)
for all z ∈ C \ R.
Proof. If q is a real quasi-Herglotz function, then it satisfies the three given
conditions due to Theorems 3.3 and 4.1. Conversely, if the function satisfies the
growth condition (4.2) and the regularity condition (4.3), it is a quasi-Herglotz
function by Theorem 4.1. Therefore, it remains to show that the symmetry con-
dition (4.9) implies that all of the representing parameters of the function q are
real.
For the number a, we infer, using Corollary 3.5, that
a =
1
2
(
q(i) + q(−i)) = 1
2
(
q(i) + q(i)
)
= Re[q(i)] ∈ R.
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Similarly, for the number b, Corollary 3.5 implies that
b = lim
z
∨−→∞
q(z)
z
= lim
z
∨−→∞
q(z)
z
= lim
z
∧−→∞
q(z)
z
= b,
yielding that b ∈ R. Finally, note that, in this case,
1
2 i
(
q(x+ i y)− q(x− i y)) = 1
2 i
(
q(x+ i y)− q(x+ i y)) = Im[q(x+ i y)],
yielding, via Proposition 3.13, that the measure ν is a signed measure. This finishes
the proof. 
The growth condition (4.2) and the regularity condition (4.3) are independent,
complementary, conditions, as will be illustrated shortly via three examples. One
may interpret the regularity condition (4.3) as guaranteeing that the function q
behaves sufficiently well at the real axis, cf. Example 4.7, as well as at infinity
when when approaching tangentially to the real line, cf. Example 4.6. On the
other hand, the growth condition (4.2) guarantees that the function q behaves
sufficiently well at infinity when approaching non-tangentially, cf. Example 4.8. In
total, the two condition constrain the behaviour of the function q over all of the
boundary of C \ R.
Example 4.6. Consider the function
q(z) :=
{
z ; z ∈ C+,
−z ; z ∈ C−.
This function satisfies condition (4.2), but does not satisfy condition (4.3). Indeed,
we calculate that
|q(t+ i r)− q(t− i r)| 1
1 + t2
=
2|t|
1 + t2
,
which is not integrable at ±∞. ♦
Example 4.7. Consider the function
q(z) :=
{ − 1z ; z ∈ C+,
1
z ; z ∈ C−.
This function satisfies condition (4.2), but does not satisfy condition (4.3). Indeed,
we calculate that
|q(t+ i r)− q(t− i r)| 1
1 + t2
=
−2 t
(1 + t2)(r2 + t2)
.
As r → 0+, the above sequence of functions tends to
−2
t(1 + t2)
,
which is not integrable at 0. ♦
Example 4.8. Consider the function q(z) := e−z
2
for z ∈ C \R. This function
satisfies condition (4.3), but does not satisfy condition (4.2). Indeed, we calculate
that
|q(t+ i r)− q(t− i r)| 1
1 + t2
= 2 e−t
2+r2 | sin(2 r t)| 1
1 + t2
≤ 2 e−t2+1 1
1 + t2
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which is integrable. On the other hand, for z = i y, condition (4.2) is equivalent to
the inequality
|y|ey2 ≤M(1 + |y|2).
for some M ∈ R. However, such an inequality can never be satisfied for large y. ♦
5. Symmetry and uniqueness
We return now to the definition of Herglotz functions. As mentioned in Section
2, Definition 2.1 is not the only way Herglotz functions are defined in the literature.
One way is to consider functions that are defined, a priori, only on the upper half-
plane C+.
Definition 5.1. A function h : C+ → C is called a Herglotz function (on C+)
if it is holomorphic with Im[h(z)] ≥ 0 for all z ∈ C+.
Using this definition, one may establish an integral representation as in Theo-
rem 2.2 for z ∈ C+, including the statement about uniqueness of the data. However,
representation (2.1) is automatically well-defined for any z ∈ C \ R, which may be
used to extend any Herglotz function on C+ to a function defined on C \ R. This
extension is called the symmetric extension, since it automatically satisfies the con-
dition that h(z) = h(z) and will be a Herglotz function on C \ R, i.e. it will
satisfy Definition 2.1. Conversely, the restriction to C+ of any Herglotz function on
C \R will satisfy Definition 5.1. Hence a Herglotz-function is uniquely determined
by its values in one half plane only. As we will see, however, this is not true for
quasi-Herglotz functions.
To start with, we note that, instead of the symmetry requirement h(z) = h(z)
for ordinary Herglotz functions in Definition 2.1, for quasi-Herglotz functions, the
following corollary of Theorem 3.3 holds.
Corollary 5.2. Let q be a quasi-Herglotz function and q its conjugate func-
tion. Then, it holds for every z ∈ C \ R that
(5.1) q(z) = q(z).
Proof. Using, representation (3.2), we calculate, for every z ∈ C \ R, that
q(z) = a+ b z +
1
pi
∫
R
K˜(z, t)dν(t) = a+ b z +
1
pi
∫
R
K˜(z, t)dν(t) = q(z),
as desired. 
For real quasi-Herglotz functions, Corollary 5.2 implies immediately that values
of the function in one half-plane are uniquely determined by its values in the other
half-plane. Indeed, as q = q for real quasi-Herglotz functions, one may make use of
the same idea as with ordinary Herglotz functions.
However, for general quasi-Herglotz functions, this is not necessarily the case.
For example, it is not enough to say that we are considering the function q(z) := i
for z ∈ C+, as it is unclear to which quasi-Herglotz function we are referring. It
may be the quasi-Herglotz function q(z) = i for z ∈ C \ R, which is represented by
the data (i, 0, 0) in the sense of Theorem 3.3, or it may be the function
(5.2) q(z) :=
{
i ; z ∈ C+,
−i ; z ∈ C−,
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which is represented by the data (0, 0, λ˜R), where λ˜R denotes the finite Lebesgue
measure on R, i.e. the measure given by formula (2.5) if µ = λR.
Combining these two functions, one may construct the function
q1(z) :=
{
0 ; z ∈ C+,
−i ; z ∈ C−,
which is represented by the data (− 12 i, 0, 12 λ˜R) in the sense of Theorem 3.3. Hence,
if one adds (any constant multiple of) the function q1 to a given quasi-Herglotz
function, the values of this function in the upper half-plane are not going to change,
while the values in the lower half-plane will.
6. Quasi-Herglotz functions that are identically zero in one half-plane
Consider now the following question: if we are given a quasi-Herglotz function,
how many other quasi-Herglotz functions attain the same values in one half-plane
while attaining different values in the other half-plane. Answering this question
amounts to characterizing all quasi-Herglotz functions that are identically zero in
one half-plane, which we will do now.
6.1. Characterizations. We begin by presenting a corollary of the symmetry
formula (5.1) for quasi-Herglotz functions that are identically zero in the lower half-
plane.
Corollary 6.1. Let q be a quasi-Herglotz function that is given as
q(z) :=
{
f(z) ; z ∈ C+,
0 ; z ∈ C−,
for some function f : C+ → C. Then, its conjugate function q is equal to
q(z) =
{
0 ; z ∈ C+,
f(z) ; z ∈ C−.
With the help of this corollary, we may now charaterizes quasi-Herglotz func-
tions that are identically zero in the lower half-plane in terms of their quasi-real
and quasi-imaginary parts.
Proposition 6.2. Let q be a quasi-Herglotz function. Then, the function q
is identically zero in the lower half-plane if and only if its quasi-real and quasi-
imaginary parts satisfy the relation
(6.1) qre(z) = −i qim(z)
for z ∈ C−.
Remark 6.3. The above condition on qre and qim can be also written as
qre(z) = L(z) qim(z)
for z ∈ C \ R, where L denotes the quasi-Herglotz function given by the finite
Lebesgue measure (0, 0, λ˜R), i.e. the function q from formula (5.2). This follows by
extending condition (6.1) via the symmetry formula (5.1).
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Proof. Assume first that the function q is identically zero in the lower half-
plane and equal to some function f in the upper half-plane. By Corollary 6.1, we
infer, for z ∈ C−, that
qre(z) =
1
2
(q(z) + q(z)) =
1
2
f(z)
and
qim(z) =
1
2 i
(q(z)− q(z)) = − 1
2 i
f(z).
Thus, relation (6.1) is satisfied.
Conversely, if the quasi-real and quasi-imaginary parts qre and qim satisfy rela-
tion (6.1), it holds, for z ∈ C−, that
q(z) = qre(z) + i qim(z) = −i qim(z) + i qim(z) = 0,
finishing the proof. 
The following theorem gives, instead, a characterization of quasi-Herglotz func-
tions that are identically zero in the lower half-plane in terms of the data of the
function in question.
Theorem 6.4. A quasi-Herglotz function q is identically zero in the lower half-
plane C− if and only if it holds, for its data (a, b, ν), that b = 0,
(6.2) a =
i
pi
∫
R
dν(t)
and
(6.3)
∫
R
t− i
t− zdν(t) = 0
for all z ∈ C−.
Proof. First, assume that q is identically zero in C−. Then, by formula (3.7),
it holds that
b = lim
z
∧−→∞
q(z)
z
= lim
z
∧−→∞
0 = 0.
Furthermore, by formula (3.6), it holds that
a =
1
2
(
q(i) + q(−i)︸ ︷︷ ︸
= 0
)
=
1
2
q(i) =
1
2
(
a+
i
pi
∫
R
dν(t)
)
,
yielding the desired description of the constant a. Finally, for any z ∈ C−, it holds,
using representation (3.2), that
0 = q(z) =
i
pi
∫
R
dν(t) +
1
pi
∫
R
K˜(z, t)dν(t) =
z + i
pi
∫
R
t− i
t− zdν(t),
yielding that ∫
R
t− i
t− zdν(t) = 0
for all z ∈ C− \ {−i}. However, since the function
z 7→
∫
R
t− i
t− zdν(t)
is holomorphic in C−, it must, by the identity principle, also equal zero when
z = −i.
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Conversely, assume that the data of the function q satisfies the prescribed
conditions. Then, representation (3.2) can be rewritten as
q(z) =
i
pi
∫
R
dν(t) +
1
pi
∫
R
K˜(z, t)dν(t) =
z + i
pi
∫
R
t− i
t− zdν(t),
which is equal to zero for any z ∈ C− by the condition on the measure ν. This
finishes the proof. 
Remark 6.5. From the above proof, it follows immediately that if one would
like to describe quasi-Herglotz functions that are identically zero in C+, then the
conditions on the data (a, bν) become b = 0,
a = − i
pi
∫
R
dν(t)
and ∫
R
t− i
t− zdν(t) = 0
for all z ∈ C+.
Corollary 6.6. Let ν be a complex Borel measure on R, such that equality
(6.3) is satisfied for all z ∈ C−. Then, there exists precisely one quasi-Herglotz
function q with representing measure ν such that q(z) = 0 for all z ∈ C−.
Proof. By Theorem 6.4, choosing b = 0 and a given by formula (6.2) will yield
a quasi-Herglotz function with the desired properties. Furthermore, if (a′, b′, ν) is
another data-set yielding a quasi-Herglotz function with the desired properties,
then, by Theorem 6.4, it must hold that b′ = 0 = b and
a′ =
i
pi
∫
R
dν(t) = a,
showing the uniqueness the function q. 
The above corollary reformulates the statement of Theorem 6.4 to say that
there exists a bijection between the sub-space of quasi-Herglotz functions that are
identically zero in the lower half-plane and the space of complex Borel measures
such that equality (6.3) is satisfied for all z ∈ C−.
Example 6.7. Consider the complex Borel measure ν on R, defined by
ν(U) :=
∫
R
χU (t)
(t+ i)2
dt,
where U ⊆ R is a Borel measurable set and χU denotes its characteristic function.
It follows now by standard residue calculus that∫
R
t− i
t− zdν(t) =
∫
R
t− i
t− z
dt
(t+ i)2
= 0
for every z ∈ C−. Furthermore, it holds that ν(R) = 0. Therefore, the data
(0, 0, ν) satisfies the assumptions of Theorem 6.4 and defines, via representation
(3.2), a quasi-Herglotz function that is identically zero in C−. This function q is
equal to
q(z) =
1
pi
∫
R
1 + t+, z
t− z
dt
(t+ i)2
=
 2 i+
4
z + i
; z ∈ C+,
0 ; z ∈ C−,
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while its conjugate function q may be obtained directly from Corollary 6.1. ♦
6.2. Refinements and other properties. The first result follows from the
general properties of quasi-Herglotz functions and gives a necessary condition on
the measure ν to be a representing measure of a quasi-Herglotz function vanishing
in one half-plane.
Proposition 6.8. Let q be a quasi-Herglotz functions that is identically zero
in (at least) one half-plane and let ν be its representing measure in the sense of
Theorem 3.3. Then, the measure ν cannot have any point-masses, i.e. it holds that
ν({t0}) = 0 for all points t0 ∈ R.
Proof. By Proposition 3.14, it holds, for any point t0 ∈ R, that
(1 + t20)ν({t0}) = lim
z
∨−→ t0
(t0 − z)q(z) = lim
z
∧−→ t0
(t0 − z)q(z).
As the function q is identically zero in (at least) one half-plane, (at least) one of
the above limits, and thus both, is equal to zero. This gives the desired result. 
The following corollaries describe in more detail the role of signed measures as
representing measures of quasi-Herglotz functions that are identically zero in one
half-plane.
Corollary 6.9. Let q be a quasi-Herglotz function that is identically zero in
(at least) one half-plane. Then, it is represented by the data (0, 0, ν) if and only if
ν(R) = 0. Furthermore, the measure ν cannot be a signed measure, i.e. it holds
that νim 6≡ 0, unless q ≡ 0.
Proof. The first statement is an obvious consequence of Theorem 6.4. To show
also the second statement, assume, without loss of generality, that there exists a
non-trivial quasi-Herglotz function q that it identically zero in the lower half-plane,
such that it is represented by the data (0, 0, ν), where ν is a signed measure on
R. This implies that q is a real quasi-Herglotz function, implying that its values
in C \ R are determined uniquely by its values in one half-plane, cf. Section 5.
Therefore, the function q is either identically zero overall in C\R or not identically
zero in either half-plane. Both cases lead to a contradiction, finishing the proof. 
Corollary 6.10. Let q be a quasi-Herglotz function that is identically zero in
C− and assume that its representing measure ν is a signed measure, i.e. νim ≡ 0.
Then, it holds that Re[a] = 0 and ν = −Im[a] λ˜R.
Proof. By the assumptions of the corollary and by Theorem 6.4, we infer that
the quasi-real and quasi-imaginary parts of the function q are given by the data
qre ∼ (Re[a], 0, νre) and qre ∼ (Im[a], 0, 0),
respectively. For z ∈ C−, we may now infer, via Proposition 6.2, that
qre(z) = i qim(z) = i Im[a].
Therefore, for z ∈ C+, it holds that
qre(z) = qre(z) = −i Im[a].
The desired result now follows by the uniqueness-statement of Theorem 3.3. 
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7. Rational quasi-Herglotz functions
Rational functions constitute an easy way to generate examples of quasi-Herglotz
functions and may illustrate how large particular subclasses of quasi-Herglotz func-
tions actually are. Specifically, we are going to show that any rational quasi-
Herglotz function may be decomposed into a sum of three quasi-Herglotz functions
of a very particular type, cf. Theorem 7.6. We start with an easy but useful
observation.
Remark 7.1. If a quasi-Herglotz function q is rational in a half-plane, i.e. it
can be written, for z in that half-plane, as q(z) = P (z)Q(z) for two coprime complex
polynomials P and Q, then the polynomials P and Q have to have satisfy the
following properties.
(i) It holds that deg(P ) ≤ deg(Q) + 1 (due to the existence of the limit in
equality (3.7)),
(ii) The zeros of the polynomial Q do not lie in this half plane (due to holo-
morphy).
(iii) The real zeros of the polynomial Q are simple (due to Proposition 3.14).
The first theorem of this section characterizes quasi-Herglotz functions that are
equal to a rational functions in C+ and identically zero in C−.
Theorem 7.2. Let q : C \ R → C be a holomorphic function for which there
exist two coprime complex polynomials such that
(7.1) q(z) =

P (z)
Q(z)
; z ∈ C+,
0 ; z ∈ C−.
Then, the function q is a quasi-Herglotz function if and only if the polynomials P
and Q are such that Q(z) 6= 0 for all z ∈ C+ ∪ R and deg(P ) ≤ deg(Q).
Proof. Assume first that the function q of the form (7.1) is a quasi-Herglotz
function. By Corollary 3.5, it holds that
0 = lim
z
∧−→∞
q(z)
z
= lim
z
∨−→∞
q(z)
z
= lim
z
∨−→∞
P (z)
z Q(z)
,
which is only possible if deg(P ) ≤ deg(Q).
We know now from Remark 7.1 that the polynomial Q has, at most, simple
real zeros. To exclude even this option, suppose that t0 ∈ R is such a zero of Q.
Then, we may factor the polynomial Q as
Q(z) = (z − t0)Q˜(z)
for all z ∈ C, where Q˜ is polynomial for which Q˜(t0) 6= 0. For the function q, we
now infer, via Propositions 3.14 and 6.8, that
0 = lim
z
∨−→ t0
(t0 − z)q(z) = lim
z
∨−→ t0
P (z)
Q˜(z)
=
P (t0)
Q˜(t0)
6= 0,
implying the desired contradiction. Here, we note that P (t0) 6= 0 due to the
assumption that P and Q are coprime.
Conversely, suppose that the polynomials P and Q satisfy the conditions of the
theorem. Then, the function q of the form (7.1) clearly satisfies the growth condition
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(4.2) due to the degree-constraint for the polynomials P and Q. Therefore, it
remains to show that the function q also satisfies the regularity condition (4.3), as
the result, thereafter, follows from Theorem 4.1.
To that end, we note that, due to the assumptions on the polynomials P and
Q, we have, for any fixed r ∈ [0, 1], that the function
t 7→
∣∣∣∣P (t+ i r)Q(t+ i r)
∣∣∣∣
is a bounded continuous function on R, with an upper bound that, in general,
depends on r ∈ [0, 1]. However, as the interval [0, 1] is compact, there exists an
upper bound that is independent of r, i.e. there exists a constant C ∈ R such that∣∣∣∣P (t+ i r)Q(t+ i r)
∣∣∣∣ ≤ C
for all t ∈ R and all r ∈ [0, 1]. Hence,∫
R
∣∣∣∣P (t+ i r)Q(t+ i r)
∣∣∣∣ 11 + t2 dt ≤ C pi,
finishing the proof. 
Remark 7.3. A trivial reformulation of the above theorem states that a holo-
morphic function q : C \R→ C for which there exist two coprime complex polyno-
mials such that
q(z) =
 0 ; z ∈ C
+,
P (z)
Q(z)
; z ∈ C−,
is a quasi-Herglotz function if and only if the polynomials P and Q are such that
Q(z) 6= 0 for all z ∈ C− ∪ R and deg(P ) ≤ deg(Q).
The second theorem of this section describes which quasi-Herglotz functions
are equal to rational functions on C.
Theorem 7.4. Let q : C \ R → C be a holomorphic function for which there
exist two coprime complex polynomials such that
(7.2) q(z) =
P (z)
Q(z)
for all z ∈ C \ R. Then, the function q is a quasi-Herglotz function if and only if
the polynomials P and Q are such that all the zeros of Q are simple real zeros and
deg(P ) ≤ deg(Q) + 1.
Proof. Assume first that the function q of the form (7.2) is a quasi-Herglotz
function. Then, by Remark 7.1, the polynomials P and Q satisfy all of the condi-
tions listed in the theorem.
Conversely, suppose that the polynomials P and Q satisfy the conditions of the
theorem. Due to the degree-constraint for the polynomials P and Q, any function
q of the form (7.2) clearly satisfies the growth condition (4.2). In order to show
that any such function q also satisfies the regularity condition (4.3), we note that,
due to the assumptions on the polynomials P and Q, there exist a number b ∈ C
and a complex polynomial P˜ with deg(P˜ ) ≤ deg(Q) such that
P (z)
Q(z)
= b z +
P˜ (z)
Q(z)
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for all z ∈ C \ R. Thus, we have, for any fixed r ∈ [0, 1], that the function
t 7→
∣∣∣∣∣b(t+ i r) + P˜ (t+ i r)Q(t+ i r) − b(t− i r)− P˜ (t− i r)Q(t− i r)
∣∣∣∣∣
=
∣∣∣∣∣2 i r b+ P˜ (t+ i r)Q(t− i r)− P˜ (t− i r)Q(t+ i r)Q(t+ i r)Q(t− i r)
∣∣∣∣∣
is a bounded continuous function on R, with an upper bound that, in general,
depends on r ∈ [0, 1]. The results now follows via an analogous argument as in the
proof of the previous theorem. 
Remark 7.5. A function q from Theorem 7.4 may also be written as
q(z) = b z +
P (z)
Q(z)
where b ∈ C and P and Q are such coprime polynomials that all the zeros of Q are
simple real zeros and deg(P ) ≤ deg(Q).
The third and final theorem of this section gives the announced decomposition
of a general reational quasi-Herglotz function.
Theorem 7.6. Let q : C \ R → C be a holomorphic function for which there
exist two pairs of coprime complex polynomials P1, Q1 and P2, Q2 such that
(7.3) q(z) :=

P1(z)
Q1(z)
; z ∈ C+,
P2(z)
Q2(z)
; z ∈ C−.
Then, the function q is a quasi-Herglotz function if and only if it can be written
as a sum of quasi-Herglotz functions from Theorem 7.2, Remark 7.3 and Theorem
7.4.
Proof. If a function can be written as a sum of functions from Theorem 7.2,
Remark 7.3 and Theorem 7.4 it is obviously a quasi-Herglotz function.
Conversely, assume that a function q of the form (7.3) is a quasi-Herglotz
function. By Corollary 3.5, it holds that
lim
z
∨−→∞
q(z)
z
= lim
z
∨−→∞
P1(z)
z Q1(z)
<∞
and
lim
z
∧−→∞
q(z)
z
= lim
z
∧−→∞
P2(z)
z Q2(z)
<∞.
Furthermore, the two limits are always equal, implying that there exist numbers
a1, a2, b ∈ C and complex polynomials P˜1, Q˜1, P˜2 and Q˜2 such that
q(z) = b z +

a1 +
P˜1(z)
Q˜1(z)
; z ∈ C+,
a2 +
P˜2(z)
Q˜2(z)
; z ∈ C−,
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where P˜1 and Q˜1 are coprime with deg(P˜1) < deg(Q˜1) and P˜2 and Q˜2 are coprime
with deg(P˜2) < deg(Q˜2).
Via the fundamental theorem of algebra, we may, for j = 1, 2, factorize the
polynomial Q˜j as
Q˜j(z) = Qj1(z)Qj2(z),
where the polynomial Qj1 has leading coefficient one and only has real zeros, while
the polynomial Qj2 only has zeros lying in C− when j = 1 and only has zeros lying
in C+ when j = 2. Using partial fraction decompositions, the function q may now
be rewritten as
(7.4) q(z) = b z+

P11(z)
Q11(z)
P21(z)
Q21(z)
+

a1 +
P12(z)
Q12(z)
0
+

0 ; z ∈ C+,
a2 +
P22(z)
Q22(z)
; z ∈ C−,
where, for j = 1, 2, we have Pj1(z)Qj2(z) + Pj2(z)Qj1(z) = P˜j(z) with deg(Pj1) <
deg(Qj1) and deg(Pj2) < deg(Qj2). Note also that, for j = 1, 2, the pairs of
polynomials Pj1 and Qj1, as well as Pj2 and Qj2, are coprime.
The two functions in the decomposition (7.4) that are identically zero in one
half-plane clearly satisfy the conditions of Theorem 7.2 or Remark 7.3, respectively.
Therefore, it remains to show that the function
q1 : z 7→

P11(z)
Q11(z)
; z ∈ C+,
P21(z)
Q21(z)
; z ∈ C−,
satisfies the conditions of Theorem 7.4. To that end, note that the function q1 is,
for certain, a quasi-Herglotz function, as all of the other functions in decomposition
(7.4) have been shown to, or are assumed to, be quasi-Herglotz functions.
Hence, we may apply Proposition 3.14, yielding, for m ≥ 2 and t0 ∈ R, that
0 = lim
z
∨−→ t0
(t0 − z)m P11(z)
Q11(z)
= lim
z
∧−→ t0
(t0 − z)m P21(z)
Q21(z)
.
Thus, both polynomials Q11 and Q21 only have simple zeros. For m = 1, the above
limits are still equal, though they may be non-zero, with this option occurring if
and only if one, and thus both, of the polynomials has a zero at t0. Therefore, we
conclude that the polynomials Q11 and Q12 have identical zeros while having the
same leading coefficient. Therefore, they are the same.
As such, it remains to show that the polynomials P11 and P12 also are identical.
To that end, denote k = deg(Q11) and let t1, t2, . . . , tk be the zeros of Q11, i.e.
Q11(z) =
k∏
`=1
(z − t`).
At any point t` with 1 ≤ ` ≤ k it holds, due to Proposition 3.14, that
P11(t`)
k∏
j=1
j 6=`
(z − t`)−1 = P12(t`)
k∏
j=1
j 6=`
(z − t`)−1.
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Hence, the polynomials P11 and P12 coincide in k points. As their degrees are, in
addition, strictly less than than k, the result follows. 
Remark 7.7. If one assumes, as in the proof above, that all of the P,Q-pairs
of polynomials appearing in formula (7.4) are coprime, then the decomposition in
formula (7.4) is unique for a given function q.
Theorem 7.6 implies that there exists no rational quasi-Herglotz functions of
the form
q(z) =

P1(z)
Q(z)
; z ∈ C+,
P2(z)
Q(z)
; z ∈ C−,
with distinct polynomials P1 and P2. Furthermore, for any rational quasi-Herglotz
function written in the form (7.3), the polynomials Q1 and Q2 must have equal real
zeros, i.e. there exists no quasi-Herglotz function for which Q1(t0) = 0 for some
t0 ∈ R, but Q2(t0) 6= 0. Furthermore, as noted in Remark 7.1, all of the real poles of
a reational quasi-Herglotz function must be simple. On the other hand, Theorem 3.2
shows that quasi-Herglotz functions are the largest class of holomoprhic functions
on C \ R admitting a representation of the form (3.2). Hence, we may ask what
would need to change in representation (3.2) in order to allow for e.g. rational
functions with second order poles on R. As the problem with higher order real
poles stems from the regularity condition (4.3), the following example shows that
it would be reasonable to have a representing distribution instead of a representing
measure.
Example 7.8. Consider the function q(z) := z−2 for z ∈ C \ R. This function
fails to satisfy the regularity condition as∫
R
|q(t+ i r)− q(t− i r)| dt
1 + t2
=
∫
R
4 r|t|
(1 + t2)(t2 + r2)2
dt
=
4 (1− r2 + 2 r2 ln(r))
r(1− r2)2
r→0+−−−−→ +∞.
As such, it is not a rational quasi-Herglotz function and does not admit an integral
representation of the form (3.2). However, we note this particular function admits
a representation of an analogous form as (3.2) where the measure ν is replaced by
a distribution V with compact support. Indeed, for any such distribution V and
a, b ∈ C, the expression
q(z) = a+ b z +
1
pi
〈
V, t 7→ K˜(z, t)〉
determines a well-defined function on C\R. For the particular choice a = −1, b = 0
and V = piδ′0, i.e. the derivative of the Dirac distribution, it holds that
−1 + 1
pi
〈
piδ′0, t 7→ K˜(z, t)
〉
=
1
z2
for every z ∈ C \ R. Furthermore, for this function q, it still holds that
a =
1
2
(
q(i) + q(−i))
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and that
lim
z
∨−→∞
q(z)
z
= lim
z
∧−→∞
q(z)
z
= b.
Note, however, that we do not discuss if such a representation is unique, nor the
most general class of distributions that could be used. ♦
8. Connections with other topics
8.1. Weighted Hardy space H1. For quasi-Herglotz functions that are iden-
tically zero in C− the regularity condition (4.3) reminds on the defining (but
stronger) condition for a certain weighted Hardy space H1(C+;w). In this section
we are going to compare these spaces.
Let f ∈ O(C+), let w(x) := (1 + x2)−1 be a weight-function on R and consider
the expression
‖f‖1,w := sup
y>0
∫
R
|f(x+ i y)|w(x)dx = sup
y>0
∫
R
|f(x+ i y)| dx
1 + x2
.
The weighted Hardy space H1(C+;w) is then defined as
H1(C+;w) := {f ∈ O(C+) | ‖f‖1,w <∞}.
For any function f ∈ H1(C+;w) we may now consider the function q on C \R,
defined via
(8.1) q(z) :=
{
f(z) ; z ∈ C+,
0 ; z ∈ C−.
This function surely satisfies the regularity condition (4.3) as the requirement that
‖f‖1,w < ∞ is much stronger than condition (4.3). To show that the function q
also satisfies growth condition (4.2), it suffices to show this for the function f . To
that end, consider the function g : C+ → C given as
g(z) :=
f(z)
(z + i)2
.
This function lies in the un-weighted Hardy space H1(C+) as
sup
y>0
∫
R
|g(x+ i y)|dx = sup
y>0
∫
R
|f(x+ i y)|
x2 + (1 + y)2
dx ≤ ‖f‖1,w <∞.
Due to a standard result for Hardy spaces, cf. [12, Thm. 5.19], the function g has
a boundary value g˜ on R almost everywhere. Furthermore, g˜ ∈ L1(R) and it holds
that
(8.2) g(z) =
1
2pi i
∫
R
g˜(t)
t− zdx
for all z = x+ i y ∈ C+. Hence,
|g(x+ i y)| ≤ 1
2pi
‖g˜‖L1(R)
y
,
yielding, in terms of the function f , that
|f(x+ i y)| ≤ 1
2pi
‖g˜‖L1(R) |x+ i y + i|
2
y
≤M 1 + x
2 + y2
y
for some constantM ≥ 0. Therefore, every function f ∈ H1(C+;w) that is extended
to a function q on C \ R via formula (8.1) gives rise to a quasi-Herglotz function.
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Note also that, for a function g ∈ H1(C+), representation (8.2) is automatically well-
defined for all z ∈ C \R and it holds that g(z) = 0 for all z ∈ C− [12, Thm. 5.19].
Hence, in this sense H1(C+;w) is contained in the set of quasi-Herglotz functions
vanishing in the lower half plane. However, theses sets do not coincide. Namely,
let q be a quasi-Herglotz function that is identically zero in C− and consider the
function f on C+ given as the restriction of the function q to the upper half-plane,
i.e.
f(z) := q|C+(z).
For such a function f , it does not necessarily hold that ‖f‖1,w < ∞. Indeed,
consider the function
q(z) :=
{ √
z ; z ∈ C+,
0 ; z ∈ C−,
where the branch cut of the square-root is taken along the negative real axis. This
function obviously satisfies the growth condition (4.2) and we can easily check that
is also satisfies the regularity condition (4.3), as it holds, for any y ∈ [0, 1], that∫
R
|q(x+ i y)| dx
1 + x2
=
∫
R
(x2 + y2)
1
4
1 + x2
dx ≤
∫
R
(1 + x2)−
3
4 dx =
√
pi
Γ( 14 )
Γ( 34 )
,
where Γ denotes Euler’s Gamma function.
Let now f be the restriction of q to C+, i.e. f(z) =
√
z for z ∈ C+. For any
y > 0, we estimate that∫
R
|f(x+ i y)| dx
1 + x2
=
∫
R
(x2 + y2)
1
4
1 + x2
dx =
√
y
∫
R
(1 + x
2
y2 )
1
4
1 + x2
dx
≥ √y
∫
R
dx
1 + x2
= pi
√
y
y→∞−−−→∞.
Hence, we have found that there exist quasi-Herglotz functions that are identically
zero in C− such that their restrictions to C+ do not belong to H1(C+;w).
8.2. Cauchy transform on the unit disk. The integral representation the-
orem 3.3 can be reinterpreted to answer the question which function on C \ R can
appear as the integral transform of a complex Borel measure ν, where the trans-
form is given by the kernel K˜. On the unit disk, a classical answer to an analogous
question is known, but the integral kernel used there is not a direct biholomorphic
transform of the kernel K˜. The classical setting on the unit circle is the following,
cf. [4].
Let σ be a complex Borel measure on the unit circle S1 and let Cˆ denote the
Riemann sphere, i.e. Cˆ = C ∪ {∞} equipped with the standard topology of the
sphere S2. The Cauchy transform C of a measure σ is a function on Cˆ \S1 defined
as
(Cσ)(τ) :=
∫
S1
1
1− ζ τ dσ(ζ) =
∫
S1
ζ
ζ − τ dσ(ζ).
Any measure σ on S1 can be transformed to a measure σ˜ on [0, 2pi) via the change
of variables ζ = ei s. In the s-variable, the Cauchy transform takes the form
(8.3) (Cσ)(τ) =
∫
[0,2pi)
i ei s
1− e−i sτ dσ˜(s) =
i σ˜({0})
1− τ + i
∫
(0,2pi)
ei s
1− e−i sτ dσ˜(s).
Note that (Cσ)(∞) = 0 for any measure σ.
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The Cayley transform ψ can, in the present context, be viewed as an automor-
phism of Cˆ. It is given by the formula
ψ : ζ 7→ i 1 + ζ
1− ζ
and maps
ψ :
D → C+,
C \ D → C− \ {−i},
{∞} → {−i},
S1 \ {1} → R,
{1} → {∞}.
As such, for s ∈ (0, 2pi), we have ψ(ei s) ∈ R. The inverse Cayley transform ϕ is
given by
ϕ : ξ 7→ ξ − i
ξ + i
.
In particular, for t ∈ R, it holds that ϕ(t) ∈ S1 \ {1}. If a change of variables
between s ∈ (0, 2pi) and t ∈ R is given by ei s = ϕ(t), then
ds =
2
1 + t2
dt.
A classical theorem of Tumarkin now characterizes which holomorphic functions
appear as the Cauchy transform of a complex Borel measure on the unit circle, cf.
[4, Thm. 5.3.1] and [13, Thm. 1].
Theorem 8.1 (Tumarkin). Let F be a holomorphic function on Cˆ \ S1 with
F (∞) = 0. Then, there exists a complex Borel measure σ on S1 such that Cσ = F
if and only if
(8.4) sup
r∈(0,1)
∫
S1
|F (r ζ)− F (r−1ζ)|ζ−1dζ <∞.
Remark 8.2. A generalization of this theorem to arbitrary domains appears
in [10] where the idea is to preserve the form of the integral representation, i.e.
have a representation of the form ∫
γ
dσ(ζ)
ζ − τ ,
while weakening the regularity requirement. Therefore, this generalization does not
relate to quasi-Herglotz function in any stronger form than Theorem 8.1 already
does. Representations of the same form have also been considered in e.g. [5, 6],
see also [4] for a general overview.
Via the Cayley transform and its inverse, the information from Theorem 8.1 can
be translated to the case of quasi-Herglotz functions. If q is a holomorphic function
on C\R, then F = q ◦ψ is a holomorphic function on Cˆ\S1. The requirement that
F (∞) = 0 implies that we must have q(−i) = 0. Note that this cannot be satisfied
by any ordinary Herglotz function.
Furthermore, the regularity condition (8.4) is related to the regularity condition
(4.3). Condition (8.4) can first be rewritten as
sup
r∈(0,1)
∫
[0,2pi)
|q(ψ(r ei s))− q(ψ(r−1 ei s)|ds <∞,
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where a factor of i from the change of variables was thrown away as it does not
influence the finiteness of the above supremum. Since this integral is weighted
against the Lebesgue measure on [0, 2pi), we may skip integration over the point at
zero. Using the bijection between (0, 2pi) and R mentioned earlier, we may further
rewrite condition (8.4) as
sup
r∈(0,1)
∫
R
|q(ψ(r ϕ(t)))− q(ψ(r−1 ϕ(t)))| dt
1 + t2
<∞,
where a factor of 2 was thrown away as before. In condition (8.4), for a fixed ζ ∈ S1,
the functions r 7→ r ζ and r 7→ r−1 ζ parametrize, for r ∈ (0, 1), the two segments of
the radial line between 0 and ∞ passing through ζ. After the transformation, for a
fixed t ∈ R, the function r 7→ ψ(r ϕ(t)) parametrizes, for r ∈ (0, 1), the circular arc
between +i and t that approaches the real line at the angle pi2 while the function
r 7→ ψ(r−1 ϕ(t)) parametrizes the mirrored arc between −i and t. This is visualized
in Figure 3.
x
i y
0
ζ
∞
x
i y
+i
−i
t
Figure 3. Approaching a point ζ ∈ S1 in condition (8.4) and the
corresponding situation on the real line.
Conversely, in the regularity condition (4.3), we approach a given number t ∈ R
via the straight lines between t ± i and t. Under the inverse Cayley transform ϕ,
the point t maps to a point ζ ∈ S1 \ {1}, while
ϕ(t+ i) =
1 + ζ
3− ζ =: ζ+ and ϕ(t− i) = −
(
1 + ζ
3− ζ
)−1
=: ζ−.
The circle containing the points ζ, ζ+ and ζ− always intersects the unit circle at an
angle of pi2 . Moreover, the point ζ+ ∈ D always lies on the circle {|z− 12 | = 12} while
the point ζ− ∈ C \D always lies on the circle {Re[z] = 1}∪ {∞}. This is visualized
in Figure 4.
The following theorem now establishes the precise relation between Cauchy
transforms on the unit circle and quasi-Herglotz functions.
Theorem 8.3. Let q : C \ R → C be a holomorphic function. Then, q is a
quasi-Herglotz function if and only if there exists a number c ∈ C and a complex
Borel measure σ on S1 such that it holds, for every z ∈ C \ R, that
(8.5) q(z) = c+ (Cσ)(ϕ(z)),
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x
i y
t− i
t
t+ i
x
i y
ζ−ζ
ζ+
Figure 4. Approaching a point t ∈ R in condition (4.3) and the
corresponding situation on the unit circle.
where ϕ denotes the inverse Cayley transform and C denotes the Cauchy transform.
Furthermore, the number c is given in terms of the function q (or its data (a, b, ν))
as
(8.6) c = q(−i) = a− i
(
b+
1
pi
∫
R
dν(t)
)
.
Proof. Assume first that we have a function q on C \ R defined via equality
(8.5) for some number c and some measure σ as in the theorem. Using the second
form in equality (8.3) to write the Cauchy transform Cσ of the measure σ, we
infer via equality (8.5) that the function q admits, for every z ∈ C \ R, an integral
representation of the form
q(z) = c+
i σ˜({0})
1− ϕ(z) + i
∫
(0,2pi)
ei s
1− e−i sϕ(z)dσ˜(s),
where the measure σ on S1 has been reparametrized to a measure σ˜ on [0, 2pi) as
before. Changing the variable s ∈ (0, 2pi) to t ∈ R by setting ei s = ϕ(t) yields
q(z) = c+
i σ˜({0})
1− ϕ(z) + i
∫
R
ϕ(t)
1− ϕ(z)ϕ(t)
· 2
1 + t2
dµ˜(t),
where µ˜ is the transform of the measure σ˜ under this change of variables. Simpli-
fying the above expression now yields
(8.7) q(z) = c+
z + i
2
σ˜({0}) +
∫
R
(t− i)(z + i)
(t− z)(t+ i)2 dµ˜(t)
= c+
z + i
2
β +
∫
R
(t− i)2(z + i)
(t− z)(t+ i) dν˜(t),
where β := σ˜({0}) and
dν˜(t) :=
1
1 + t2
dµ˜(t).
We claim now that representation (8.7) is actually of the form (3.2), implying,
by Theorem 3.3, that the function q is actually a quasi-Herglotz function. To do
that, we will show how to define the data (a, b, ν) may be defined in terms of
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the numbers c, β and the measure ν˜, yielding the desired result by the uniqueness
statement of Theorem 3.3. As such, we calculate that
(8.8)
1
2
(
q(i) + q(−i)) = c+ i(β
2
+
∫
R
t− i
t+ i
dν˜(t)
)
and
lim
z
∨−→∞
q(z)
z
= lim
z
∧−→∞
q(z)
z
=
β
2
,
while it holds that, for any function g as in Proposition 3.13, that
lim
y→0+
∫
R
g(x) 12i (q(x+ i y)− q(x− i y))dx
= lim
y→0+
∫
R
g(x)
(
β y
2(1 + t2)
+
∫
R
P1(x+ i y, t)(t− i)2dν˜(t)
)
dx
= pi
∫
R
g(t)(t− i)2dν˜(t) = pi
∫
R
g(t)(1 + t2)
t− i
t+ i
dν˜(t).
Here, we used the Fubini-Tonelli theorem to change the order of integration with
respect to the t- and x-variables. Note also that the pi-factor comes from the Poisson
kernel. If we now define
a := c+ i
(
β
2
+
∫
R
t− i
t+ i
dν˜(t)
)
, b :=
β
2
and
dν(t) := pi
t− i
t+ i
dν˜(t),
then representation (3.2) becomes representation (8.7), as desired. Furthermore,
returning with this information to equality (8.8), we infer that the representing
parameters a, b and ν for the function q and the number c do indeed satisfy equality
(8.6).
Conversely, assume that we start with a quasi-Herglotz function q. Then, one
may define a number c ∈ C using equality (8.6) and the integral representation
(3.2) for the function q may be rewritten as
q(z) = c+ i
(
b+
1
pi
∫
R
dν(t)
)
+ b z +
1
pi
∫
R
K˜(z, t)dν(t)
= c+ b(z + i) +
1
pi
∫
R
(
K˜(z, t) + i
)
dν(t)
= c+ b(z + i) +
1
pi
∫
R
(t− i)(z + i)
(t− z)(t+ i)2 · (t+ i)
2dν(t).
Define now β := 2b and
dµ˜(t) :=
1
pi
(t+ i)2dν(t).
Using this, we may now construct a measure σ˜ on [0, 2pi) by setting σ˜({0}) := β = 2b
and choosing σ˜|(0,2pi) to be determined by the change of variables ei s = ϕ(t), i.e.
dσ˜|(0,2pi)(s) = 2
1 + t2
dµ˜(t).
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The measure σ˜ can then be reparametrized to a measure σ on S1. By reversing the
calculations made before, equality (8.5) holds for this particular measure σ and the
number c as defined before, finishing the proof. 
Theorem 8.3 shows that Cauchy transforms of complex Borel measures on S1
form a strict subclass of quasi-Herglotz functions when mapped over to C \ R via
the Cayley transform. In particular, this subclass does not include any non-trivial
ordinary Herglotz function, but does include all quasi-Herglotz functions that are
identically zero in the lower half-plane. However, the full class of quasi-Herglotz
functions may be recovered with the addition of a complex constant.
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