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BAB III 
PERANCANGAN SISTEM 
       Pada bab ini membahas tentang mengenai analisis dan perancangan 
sistem.pembahsan analisis  terbagi menjadi 2 yakni analisis masalah dan analisis 
sistem. Analisis masalah di sini akan membahas berkenaan permasalahan pada 
simulasi jaringan yang akan dibuat sehingga didapatkan hasil simulasi yang 
valid. Sedangkan perancangan sistem akan membahas tentang Analisis terhadap 
kinerja Analisis Bottleneck dan Bufferbloat pada AQM (Active Queue 
Management) Droptail,RED dan SFQ di Komunikasi Data TCP Newreno serta 
perancangan sistem meliputi topologi, flowchart dan perancangan simulasi. 
Selain perancangan sistem, bahasan ini akan menjabarkan skenario pengujian. 
3.1. Analisa Masalah 
 Terdapat beberapa masalah  yang di angkat dalam penelitian ini yaitu 
membahas tentang kinerja dari sebuah AQM (Aactive Queue Management) 
Droptail, RED, dan SFQ terhdap komunikasi data TCP New Reno dalam 
menangani congestion network. Dalam permasalahan di peneliitian terdapat 2 
masalah yang dapat mengkibatkan terjadinya congestion network yaitu botlleneck 
dan bufferbloat. Dari ke permasalahan nantinya akan di ujikan di beberapa 
sekenario di dalam AQM Droptail, RED, dan SFQ terhadap komunikasi data TCP 
Newreno di topologi Dum-beel. Dari hasil analiasa bagaimana kinerja beberapa 
AQM di komunikasi data TCP NewReno  menangani  kedua  permasalahan 
congestion network di harapkan nantinya akan mengetahui varian AQM yang lebih 
baik dalam memnangani botlleneck dan bufferbloat dengan hasil simulasi yang di 
harapkan. 
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3.2. Analisis Sistem  
       Menggacu  pada sistem perancangan simulasi di penelitian ini menggunakan 
simulator jaringan yaitu softwere NS-2 (Network Simulator -2) sebagai alat pembuatan 
simulasi topologi jaringan yang akan di ujikan. Di NS-2 bahasa yang di gunakan  
menggunakan bahasa pemrograman Bahasa C++ serta TCL (Tool Comment 
Language). Bahasa perogaraman ini nantinya di gunakan dalam membuat simulasi 
agar dapat berjalan di NS-2. Secara umumnya untuk menjalankan NS-2 harus membuat 
rancangan  terlebih dahulu menggunakan bahasa Tcl seperti jenis propagasi yang 
digunakan, tipe antrian atau Queue, jumlah paket maksimal dalam  jumlah 
node,queue/aqm  yang akan digunakan, tipe routing protocol, dan tipe komunikasi 
data apayang di pakai. Setelah membuat sekenario  dan  konfigurasi jenis paket yang 
akan dialirkan pada komunikasi datanya, yang artinya bahasa Tcl disini berfungsi  
untuk membuat alur jalan antar node satu dengan node lainnya supaya nantinya  dapat 
mengirimkan data antar node pada simulasi topologi nantinya, dan juga konfigurasi di 
TCP yang digunakan pada penelitian ini. Xgraph merupakan program yang dapat 
menampilkan data grafik pada tampilan sumbu X dan Y dari data file input standar. 
Xgraph pada NS-2 digunakan untuk menggambar plot karakteristik parameter jaringan 
seperti yang ada pada QoS maupun parameter lain seperti congestion window.  
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3.3. Analisa Kebutuhan Sistem 
          perangkat keras dan perangkat lunak yang di butuhkan dalam penelitian inii 
dengan spesifikasi yang cocok dan dibutuhkan untuk dapat membangun simulasi 
yang sesuai dengan fungsi dan kebutuhan yang telah dirancang, yaitu : 
a. Software 
       Perangkat lunak yang digunakan dalam simulasi ini adalah sebagai berikut : 
- Network Simulator – 2, perangkat lunak ini digunakan untuk kebutuhan 
simulasi aplikasi, tipe jaringan, protokol, pemodelan dan lalu lintas jaringan 
serta elemen – elemen jaringan. Simulasi ini sendiri memanfaatkan gabungan 
bahasa C++ dengan Tcl. 
- Sublime Text 3, perangkat lunak yang digunakan dalam membangun script 
C++ dan Tcl yang nantinya akan di compile dengan software Network 
Simulator – 2 sehingga menghasilkan file yang digunakan sebagai virtualisasi 
simulasi dan trace aktivitas komunikasi data. 
- Xgraph, perangkat lunak untuk memvisualisasikan hasil trace dari Network 
Simulator – 2 dalam bentuk grafik atau plot. 
- Fungsi awk , digunakan sebagai trace aktivitas komunikasi data yang lebih 
difokuskan dalam pengambilan data quality of service. 
b. Hardware 
Adapun perangkat keras yang digunakan dalam simulasi ini, yakni Personal 
Computer dengan spesifikasi : 
- sistem operasi Xubuntu 18.04  
- Intel(R) Celeron(R) CPU  1.50GHz 
- 4096MB RAM  
-Graphic card Nvidia Optimus  1GB 
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3.4. Analisis sitem Metodelogi Alur penelitian  
Berikut ini adalah alur penjabaran dari penelitian tugas akhir ini yang rancangan 
alurnya seperti di bawah ini. 
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Gambar 3. 1 Alur Metode Penelitian 
Menentukan node dan 
membuat  topologi jaringan 
Menentukan  transport 
bertipe TCP New Reno 
Menentukan skema 
permasalahan bottleneck dan 
bufferbloat 
Pengolahan data 
Mengunakan AWK  
Menentukan  node bertipe antrian 
AQM Droptail,RED dan SFQ 
Menjalankan 
script di NS2 
Data hasil  
Berupa file .Tr  
selesai 
Analisa data dari Hasil pengolahan 
data simulasi jaringan  
Instalasi simulation network NS2 
dan membuat script  .TCL   
mulai 
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Penjelasan Diagram Alur Penelitian : 
3.4.1. Instalasi Ns2 
              Untuk memulai alur di penelitian ini maka penulis menggunakan simulator 
Network Simulator 2 (NS2) sebeagai sarana unutuk melakukan beberapa sekenario 
pengujian dalam penelitian ini. Untuk menjalankan simulasi NS2 terlebih dahulu 
menginstal Network Simulator 2 (NS2) dan paket-paketnya. Lalu Kemudian Membuat 
script yang berekstensi (.tcl). Script tersebut memuat konfigurasi yang memuat bentuk 
topologi jaringan, protokol yang dijalankan, model antrian, ukuran link, arah koneksi 
node, dan konfigurasi untuk mendapatkan. output dari simulasi yang dijalankan. 
Setelah konfigurasi terbentuk, maka file konfigurasi (.tcl) dan dijalankan[20].  
3.4.2. Menentukan node dan membuat Topologi   
   Penulis disini membuat node dan menentukan  sekema topologi  jaringan terlebih 
dahulu dan  topologi disesuaikan dengan yang di butuhkan dalam pengujian nantinya. 
Topologi yang di gunakan dalam penelitian adalah topologi dumb bell. Dalam topologi 
tersebut terdapat  8 node  dengan 3 node sender pengirim  paket  dan 3 reciver   dan 2 
lagi sebagai router atau node  penghubung antara sender dan reciver. 
3.4.3 Menentukan  node bertipe antrian AQM Droptail,RED dan SFQ 
       Disini penulis menentukan dan membuat sekema hubungan antara node nantinya 
bertipe antrian  AQM (Active Queue Management ) Droptail,RED dan SFQ di dalam 
NS2. AQM ini nantinya menentukan besar kecilnya buffer dan bandwith dalam 
pengiriman suatu paket data. Dari pengiriman paket data masing-masing AQM 
mempunyai manajemen antrian yang berbeda seperti Droptail merupakan bagian dari 
penjadwalan FIFO dimana data yang datang terlebih dahulu akan keluar terlebih 
dahulu juga. (Random Early Detection) RED merupakan sebuah model antrian yang 
bertugas untuk memanajemen paket-paket atau mengdrop paket sebelum congestion 
terjadi dengan cara menandai atau melakukan drop secara acak.  SFQ (Stochastic Fair 
Queuing) adalah  suatu mekanisme antrian congestion control dengan membuat 
bebrapa  pembagian atau sekumpulan flow antrian  yang mengunakan proses  hash. 
Dari semua AQM nantinya akan di ujikan di permasalahan congestion network 
bottleneck dan bufferbloat. pada  tahapan  ini nantinya  node n3 dan n4 akan di  
terapkan metode antrian AQM Droptail, RED dan  SFQ.  
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3.4.4.  Menentukan  transport bertipe TCP New Reno   
      Penulis menentukan dan membuat komunikasi paket data menggunakan 
Transmission Control Protocol (TCP) bertipe TCP New Reno pada  sekenario 
pengujian  atau simulasi di semua node yang ada di NS2. TCP  NewReno adalah 
pengmembangan dari TCP Reno Cuma perbedaan dari pengembangan di TCP New 
reno berada pada fase Fase fast recovery dimana TCP NewReno mampu menanggani 
multiple paket error atau paket drop. Jika di dalam window TCP NewReno mengalami 
paket single error maka TCP New Reno akan kembali ke fase intransmit lalu di 
lanjutkan ke fase fast recovery. Jika dalam window terjadi multiple drop maka TCP  
Reno akan  kembali ke fase slow start berbeda dengan TCP New Reno akan tetap di 
fase recovery karena TCP New Reno mampu menangani multiple drop atau 2 paket 
error[13]. 
3.4.5 Menentukan skema permasalahan bottleneck dan bufferbloat 
     Dan pada pengujian bottleneck nantinya dalam kecepatan transmissi paket data 
dalam menggunakan bandwith antara node  nantinya akan di perkecil sehingga 
mengakibatkan bottleneck misalnya koneksi antara  node1 dan node2 kecepatan 
bandwithnya 5 mbps sedangkan koneksi node-node  lainya mempunyai bandwith 10 
mbps[6].  Di sini penulis menentukan skema permasalahan bottleneck dan bufferbloat 
di dalam simulasi jaringan NS2. Untuk sekema bufferbloat nantinya queue buffer yang 
berada di dalam AQM akan di tingkatkan secara bertahap sampai buffer maksimum 
pada AQM tersebut. Dalam keadaan default rata-rata AQM mempunyai queue hingga 
50 dan mencapai daya tampung hingga 200 jika akan melebihi itu maka akan 
mengakibatkan terjadinya [7]. pada  nantinya node n3 dan n4 pada link bottleneck 5  
mbps dan 15 mbps di pengujian 10 mbps dan 20 mbps.sedangkan untuk bufferbloat 
menggunkan variasi buffer mulai dari 60,200 dan 400 buffer yang dimana nantinya 
mengakibatkan bufferbloat.  
3.4.6 Pengolahan data 
    Setelah Script di jalankan maka di peroleh sebuah output yang di sebut file.tr. Dari 
data yang di hasilkan merupakan data mentah sehingga perlunya di  olah  atau di filter 
dengan menggunkan script .AWK [19].dimana nantinya script .AWK digunakan untuk 
mencari nilai rata-rata throughput, rata-rata byte percongestion  window ,rata-rata 
delay dan paket lost atu paket drop. Dan bisa juga di buat trafik dari simulasi jaringan 
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tadi dengan mengunakan x-graph dengan format data “.xg” sebagai output dari 
simulasi jaringan yang telah di buat. 
3.4.7 Analisa Data  dari simulasi jaringan  
       Dari hasil  beberapa data sekenario pengujian yang  diperoleh, penulis nantinya  
akan melakukan analisis sehingga dapat menarik sebuah kesimpulan dari penelitian 
ini.dari hasil proses data mentah NS-2 dan hasil yang telah di proses untuk mencari 
nilai QoS oleh sofwere file AWK sehinga dapat memperoleh hasil dan kesimpulan dari 
analisa tugas akhir ini. 
3.5. Perancangan Simulasi Jaringan  
       Pada perancangan sekenario pengujian di simulasi jaringan ini yaitu menganalisis 
kinerja dari sebuah AQM (Active Queue Management )  terhadap permasalahan 
Bottleneck dan Bufferbloat di komunikasi data TCP NewReno dan bagaimana 
menjalankan Network Simulator-2 agar dapat digunakan untuk melakukan simulasi 
jaringan dengan baik. Network Simulator – 2 membutuhkan GCC serta TCL/Tk agar 
dapat dijalankan dengan baik di komputer. GCC dan TCL/Tk adalah GNU Compiler 
Collection mengunkan Bahasa C++ dan standar untuk sistem operasi Unix seperti 
Linux ataupun sistem operasi lainya seperti Windows. Simulasi dilakukan dengan cara  
menempatkan node di posisi yang sesuai dengan penempatan topologi yang akan di 
buat nantinya. Jenis paket yang digunakan dalam komunikasi data dari satu node ke 
node lain ditentukan dalam skenario yang telah dibuat sesuai dengan kebutuhan uji 
simulasi. selama proses pengiriman paket data terjadi yang nantinya setiap beraktivitas 
dalam hal ini adalah congestion window dan nantinya QoS akan dicatat dalam file log 
yang berekstensi *.tr. 
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3.6. Skenario Simulasi 
       Skenario simulasi yang digunakan pada analisis kinerja AQM terahdap congestion 
network bottleneck dan bufferbloat dengan membuat 6 sekenario pengujian yang dapat 
mengakibatkan terjadinya congestion network untuk membandingkan antara variaan 
kinerja  AQM. Untuk membandingkan knerja performa kinerja AQM Droptail, RED 
dan SFQ terhadap komunikasi data TCP NewReno maka dilakukan tahap sekenario 
perancanaan simulasi jaringan  dengan parameter yang telah di tentukan dan ketetapan 
parameter yang akan di ujikan seperti dengan pengujian seperti perubahan buffer dan 
bandwith pada Tabel 3.1. Untuk topologi untuk menunjang skenario pengujian ini 
menggunakan toplogi dumb-bell. Untuk menentukan sekenario pengujian bottleneck 
dan bufferbloat dalam penelitian ini dengan menggunakan 8 node yang di mulai dari 
node n0 sampai n7 dengan perantara node penghubung di node n3 dan n4 yang 
nantinya akan di terapkan metode AQM dan pengujian yang  nantinya dapat 
menimbulkan congestion network bottleneck dan bufferbloat pada Gambar 3.3. 
Setelah melakukan  beberapa sekenario pengujian maka peroses selanjutnya adalah 
melakukan pengumpulan data dan analisis. Untuk mengambil data yang diperlukan di  
file trace dengan file penyimpanan file .tr yang telah dibuat oleh NS2 ketika berhasil 
menjalankan skenario. Kemudian untuk mengetahui nilai dari QoS dengan cara 
mengolah data mentah NS2 di file .tr menggunkan softwere AWK dan bahasa AWK 
untuk menggolah data mentah dari NS2 untuk memperoleh hasil nilai QoS 
throughput,paket drop dan end to delay  dari sekenario  simulasi jaringan yang telah 
di buat. 
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3.7. Parameter Simulasi: 
       Pada penelitian ini, penulis menggunakan simulator dalam melakukan 
pengujian. Simulator yang digunakan adalah Network Simulator2 (NS2). 
Parameter yang digunakan dalam pengujian dan penelitian ini sebagai berikut : 
 
Parameter   simulasi Nilai parameter 
Droptail RED SFQ 
Link Node  
 n0-n3, n1-n3,n2,n3 dan  
n4-n5,n4-n6,n4-n7 
 
Bandwidth          
10,20 Mbps 
Delay 
Propagation  
10 ms 
Bandwidth       
10,20 Mbps 
Delay 
Propagation 
10 ms 
Bandwidth     
10,20 Mbps 
Delay 
Propagation  
 10 ms 
Link Node n3-n4 
Bottleneck link 
Bandwidth              
5,15 Mbps 
Delay 
Propagation  
10 ms 
Bandwidth           
5,15 Mbps 
Delay 
Propagation   
10 ms 
Bandwidth             
5,15  Mbps 
Delay  
Propagation  
 10 ms 
Protokol Transport 
 
Tcp New Reno Tcp New Reno Tcp New Reno 
Durasi simulasi 60 menit 60 menit 60 menit 
Buffer size 60,200,400 60,200,400 60,200,400 
Jumlah paket data 1000 1000 1000 
Tabel 3. 1. Parameter Simulasi 
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3.8. Topologi Simulasi 
     Topologi dibawah ini merupakan topologi sederhana yang bernama dumb-
bell. Topologi ini pada umumnya digunakan untuk mengamati, mempelajari 
efek penyempitan bandwidth dimana contohnya seperti gambar di bawah ini 
[21]. Topologi  ini juga  sering di gunakan untuk mengguji  masalah congestion 
network yang dapat mengangu kesetabilan dalam jaringan yang dapat 
mengakibatkan penurunan bandwith atau throughput. Dengan topologi dumb-
bell ini berfungsi untuk mempermudah analisa serta efisien untuk melakukan 
pengujian terhadap servis-servis yang ada dalam jaringan. 
 
 
 
 
 
 
 
 
 
         
 
 
 
 
       
 
    Pada topologi diatas node n0,n1 dan n2 yang akan dikoneksikan dengan n5,n6 dan 
n7  melalui  dua node sebagai penghubung yaitu node  n3 dan n4 sebagai perantara  
node yang akan terhubung seperti node n5 n6 dan n7. Alur dari topologi di atas yaitu 
n0 ke n5 lalu n1 ke n6 dan n2 ke n7 semua node  melawati node pertantara untuk 
menghungkan node tersebut yaitu melweati node n3 dan n4. 
 
 
 
 
 
 
Gambar 3. 2 Topologi dumb-bell 
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3.9. Sekenario Pengujian  
      Pada sekenario pengujian ini, akan  menjalankan 3 trafik TCP secara bersamaan 
mulai detik ke 0.1 hingga berakhir pada 60 menit . Trafik TCP1 berasal dari n0 untuk 
trafik TCP2 berasal dari n1 dan TCP3 berasal dari node n2. Node n3 dan n4 dalam hal 
ini bertindak sebagai persntara node yang menghubungkan node lainya yang dan 
menjalankan mekanisme pengujian di bottleneck. Pada node n3 dan n4 akan 
diaplikasikan dengan model 3 AQM atau antrian tadi yaitu Droptail,RED dan SFQ 
dengan menambahkan pengujian dari tingkat nilai buffer 60 ,maximal 200  sampai 
buffer 400 yang memungkinkan terjadinya bufferbloat  dengan  kecepatan bandwith 
10mbps,20mbps dan bottleneck 5mbps,15mbps. Dengan sekenario pengujian seperti 
topologi di bawah ini 
 
      Pada sekenario pengujian di atas menunjukan jalanya jaringan  komonikasi data 
dari  node n0, n1, n2 dan  akan menuju ke node n5,n6 dan n7 serta sebagai TCP 
shinknya. Melalui perantara penghubung 2 yaitu node n3 dan n4 sebagai perantara 
antara node pengirim paket data. Di dalam penelitian ini ada 18 sekenario  pengujian 
dengan membagi setiap 3 model AQM mempunyai 6 sekenario yang berbeda 
bedasarkan dari pengujian parameter seperti di bawah ini 
Gambar 3. 3 sekenario pengujian 
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3.9.1.  pengujian AQM Droptail 
No AQM Buffer Kecepatan 
bandwith 
Bottleneck 
1 Droptail 60 10 mbps 5 mbps 
2 Droptail 200 10 mbps 5 mbps 
3 Droptail 400  10 mbps 5 mbps 
4 Droptail 60 20 mbps 15 mbps 
5 Droptail 200 20 mbps 15 mbps 
6 Droptail 400  20 mbps 15 mbps 
Tabel 3. 2 pengujian AQM Droptail dengan variasi  bottleneck dan bufferbloat  
 
3.9.2  pengujian AQM RED 
No AQM Buffer Kecepatan 
bandwith 
Bottleneck 
1 RED 60 10 mbps 5 mbps 
2 RED 200 10 mbps 5 mbps 
3 RED 400  10 mbps 5 mbps 
4 RED 60 20 mbps 15 mbps 
5 RED 200 20 mbps 15 mbps 
6 RED 400  20 mbps 15 mbps 
                 Tabel 3. 3 pengujian AQM RED dengan variasi bottleneck dan bufferbloat. 
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3.9.3. pengujian AQM SFQ 
No AQM Buffer Kecepatan 
bandwith 
Bottleneck 
1 SFQ 60 10 mbps 5 mbps 
2 SFQ 200 10 mbps 5 mbps 
3 SFQ 400  10 mbps 5 mbps 
4 SFQ 60 20 mbps 15 mbps 
5 SFQ 200 20 mbps 15 mbps 
6 SFQ 400  20 mbps 15 mbps 
           Tabel 3. 4 pengujian AQM SFQ dengan variasi bottleneck dan bufferbloat 
3.10. Cara kerja AQM (Active Queue Management)Droptail RED dan SFQ 
 
3.10.1.Cara kerja AQM  DROPTAIL di pengujian 
 
    Cara kerja AQM  DROPTAIL   ketika sebuah paket akan di kirimkan  dengan metode 
AQM Droptail  dan pada saat itu kedatangan paket yang lain maka paket yang akan 
dikirim terlebih dahulu  adalah paket yang awal masuk dan setelah itu paket lainya  
baru  akan dirkirimkan. 
Gambar 3. 4 Cara kerja AQM  DROPTAIL 
 36 
 
3.10.2. Cara kerja AQM  RED di pengujian  
 
  Cara kerja AQM RED  ketika sebuah paket data masuk ke AQM RED maka paket 
tersebut maka akan di bagi menjadi dua  yaitu minimal threshold dan maximal 
threshold ketika paket data masuk di minimal threshold maka akan di kirimakan secara 
langsung dan ketika paket data yang masuk melebihi kapasitas maximal threshold di 
drop langsung. Ketika paket data yang masuk berada di antara kapssitas maximal dan 
minimal threshold maka akan di drop secara random untuk menimalisir congestion 
pada pengiriman paket.  
 
 
 
 
 
 
 
 
 
 
Gambar 3. 5 Cara kerja AQM RED 
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 3.10.3. Cara kerja AQM SFQ di pengujian 
 
Gambar 3. 6 Cara kerja AQM SFQ 
      Cara kerja AQM SFQ ketika ada sebuah paket pertama  masuk dan  kemudian 
diikuti oleh paket kedua yang masuk secara hampir bersamaan masuk di AQM SFQ  
maka paket kedua akan dikirimkan atau di sisipkan paket ke paket pertama dengan 
pembagian substream-substream yang ada di AQM SFQ tanpa adanya menunggu 
antrian giliran pengiriman paket data selesai terlebih dahulu seperti droptail dan ketika 
melebihi kapasitas buffer maka paket tersebut akan di drop. 
 
 
