This paper is concerned with the parameter estimation of a general class of nonlinear dynamic systems in state-space form. More specifically, a Maximum Likelihood (ML) framework is employed and an Expectation Maximisation (EM) algorithm is derived to compute these ML estimates. The Expectation (E) step involves solving a nonlinear state estimation problem, where the smoothed estimates of the states are required. This problem lends itself perfectly to the particle smoother, which provide arbitrarily good estimates. The maximisation (M) step is solved using standard techniques from numerical optimisation theory. Simulation examples demonstrate the efficacy of our proposed solution.
Introduction
The significance and difficulty of estimating nonlinear systems is widely recognised [1, 31, 32] . As a result, there is very large and active research effort directed towards the problem. A key aspect of this activity is that it generally focuses on specific system classes such as those described by Volterra kernels [4] , neural networks [37] , nonlinear ARMAX (NARMAX) [29] , and HammersteinWiener [41] structures, to name just some examples. In relation to this, the paper here considers Maximum Likelihood (ML) estimation of the parameters specifying a relatively general class of nonlinear systems that can be represented in state-space form.
Of course, the use of an ML approach (for example, with regard to linear dynamic systems) is common, and it is customary to employ a gradient based search technique such as a damped Gauss-Newton method to actually compute estimates [30, 46] . This requires the computation of a cost Jacobian which typically necessitates implementing one filter derived (in the linear case) from a Kalman filter, for each parameter that is to be estimated. An alternative, recently explored in [17] in the context of bilinear systems is to employ the Expectation Maximisation algorithm [8] for the computation of ML estimates.
Unlike gradient based search, which is applicable to maximisation of any differentiable cost function, EM methods are only applicable to maximisation of likelihood functions. However, a dividend of this specialisation is that while some gradients calculations may be necessary, the gradient of the likelihood function is not required, which will prove to be very important in this paper. In addition to this advantage, EM methods are widely recognised for their numerical stability [28] .
Given these recommendations, this paper develops and demonstrates an EM-based approach to nonlinear system identification. This will require the computation of smoothed state estimates that, in the linear case, could be found by standard linear smoothing methods [17] . In the fairly general nonlinear (and possibly non-Gaussian) context considered in this work we propose a "particle based" approach whereby approximations of the required smoothed state estimates are approximated by Monte Carlo based empirical averages [10] .
It is important to acknowledge that there is a very significant body of previous work on the problems addressed here. Many approaches using various suboptimal nonlinear filters (such as the extended Kalman filter) to ap-proximate the cost Jacobian have been proposed [5, 22, 27] . Additionally, there has been significant work [3, 12, 40] investigating the employment of particle filters to compute the Jacobian's necessary for a gradient based search approach.
There has also been previous work on various approximate EM-based approaches. Several authors have considered using suboptimal solutions to the associated nonlinear smoothing problem, typically using an extended Kalman smoother [13, 15, 19, 43] .
As already mentioned, this paper is considering particle based approaches in order to solve the involved nonlinear smoothing problem. This idea has been partially reported by the authors in two earlier conference publications [45, 47] .
An interesting extension, handling the case of missing data is addressed in [20] . Furthermore, in [26] , the authors introduce an EM algorithm using a particle smoother, similar to the algorithm we propose here, but tailored to stochastic volatility models. The survey paper [3] is one of the earliest papers to note the possiblility of EM-based methods employing particle smoothing methods.
Problem Formulation
This paper considers the problem of identifying the parameters θ for certain members of the following nonlinear state-space model structure x t+1 = f t (x t , u t , v t , θ), (1a) y t = h t (x t , u t , e t , θ).
Here, x t ∈ R nx denotes the state variable, with u t ∈ R nu and y t ∈ R ny denoting (respectively) observed input and output responses. Furthermore, θ ∈ R n θ is a vector of (unknown) parameters that specifies the mappings f t (·) and h t (·) which may be nonlinear and timevarying. Finally, v t and e t represent mutually independent vector i.i.d. processes described by probability density functions (pdf's) p v (·) and p e (·). These are assumed to be of known form (e.g.,Gaussian) but parameterized (e.g.,mean and variance) by values that can be absorbed into θ for estimation if they are unknown.
Due to the random components v t and e t , the model (1) can also be represented via the stochastic description
where p θ (x t+1 | x t ) is the pdf describing the dynamics for given values of x t , u t and θ, and p θ (y t | x t ) is the pdf describing the measurements. As is common practise, in (2) the same symbol p θ is used for different pdf's that depend on θ, with the argument to the pdf denoting what is intended. Furthermore, note that we have, for brevity, dispensed with the input signal u t in the notation (2) . However, everything we derive throughout this paper is valid also if an input signal is present.
The formulation (1) and its alternative formulation (2) capture a relatively broad class of nonlinear systems and we consider the members of this class where p θ (x t+1 | x t ) and p θ (y t | x t ) can be explicitly expressed and evaluated.
The problem addressed here is the formation of an estimate θ of the parameter vector θ based on N measurements One approach is to employ the general prediction error (PE) framework [30] to deliver θ according to
with cost function V (θ) of the form
. (4) and with Θ ⊆ R n θ denoting a compact set of permissible values of the unknown parameter θ. Here,
is the mean square optimal one-step ahead predictor of y t based on the model (1). The function (·) is an arbitrary and user-chosen positive function.
This PE solution has its roots in the Maximum Likelihood (ML) approach, which involves maximising the joint density (likelihood) p θ (Y N ) of the observations:
To compute this, Bayes' rule may be used to decompose the joint density according to
Accordingly, since the logarithm is a monotonic function, the maximisation problem (6) is equivalent to the minimisation problem
where
(9) The PE and ML approaches both enjoy well understood theoretical properties including strong consistency, asymptotic normality, and in some situations asymptotic efficiency. They are therefore both an attractive solution, but there are two important challenges to their implementation.
First, both methods require knowledge of the prediction density p θ (y t | Y t−1 ). In the linear and Gaussian case, a Kalman filter can be employed. In the nonlinear case (1) an alternate solution must be found.
Second, the optimisation problems (3) or (8) must be solved. Typically, the costs V (θ) or L θ (Y N ) are differentiable, and this is exploited by employing a gradient based search method to compute the estimate [30] . Unfortunately, these costs will generally possesses multiple local minima that can complicate this approach.
Prediction Density Computation
Turning to the first challenge of computing the prediction density, note that by the law of total probability and the Markov nature of (2)
where x t is the state of the underlying dynamic system. Furthermore, using the Markov property of (2) and Bayes' rule we obtain
Finally, by the law of total probability and the Markov nature of (2)
Together, (11), (10) are known as the "measurement update" and (12) the "time update" equations, which provide a recursive formulation of the required prediction density p θ (y t | Y t−1 ) as well as the predicted and filtered state densities
In the linear and Gaussian case, the associated integrals have closed form solutions which lead to the Kalman filter [25] . In general though, they do not. Therefore, while in principle (10)- (12) provide a solution to the compu-
, there is a remaining obstacle of numerically evaluating the required n x -dimensional integrals.
In what follows, the recently popular methods of sequential importance resampling (SIR, or particle filtering) will be employed to address this problem.
However, there is a remaining difficulty which is related to the second challenge mentioned at the end of section 2. Namely, if gradient-based search is to be employed to compute the estimate θ, then not only is p θ (y t | Y t−1 ) required, but also its derivative
Unfortunately the SIR technique does not lend itself to the simple computation of this derivative. One approach to deal with this is to simply numerically evaluate the necessary derivative based on differencing. Another is to employ a search method that does not require gradient information. Here, there exist several possibilities, such as Nelder-Mead simplex methods or annealing approaches [44, 48] .
This paper explores a further possibility which is known as the Expectation Maximisation (EM) algorithm, and is directed at computing an ML estimate. Instead of using the smoothness of L θ , it is capable of employing an alternative feature. Namely, the fact that L θ is the logarithm of a probability density p θ (Y N ), which has unit area for all values of θ. How the EM algorithm is capable of utilising this simple fact to deliver an alternate search procedure is now profiled.
The Expectation Maximisation Algorithm
Like gradient based search, the EM algorithm is an iterative procedure that at the k'th step seeks a value θ k such that the likelihood is increased in that
is employed to achieve this. However, unlike gradient based search, the model is capable of guaranteeing increases in L θ (Y N ).
The essence of the EM algorithm [8, 33] is the postulation of a "missing" data set X N = {x 1 , · · · , x N }. In this paper, it will be taken as the state sequence in the model structure (1), but other choices are possible, and it can be considered a design variable. The key idea is then to consider the joint likelihood function
with respect to both the observed data Y N and the missing data X N . Underlying this strategy is an assumption that maximising the "complete" log likelihood
As a concrete example, if the model structure (1) was linear and time-invariant, then knowledge of the state x t would allow system matrices A, B, C, D to be estimated by simple linear regression. See [16] for more detail, and [34] for further examples.
The EM algorithm then copes with X N being unavailable by forming an approximation 
The utility of this approach depends on the relationship between L θ (Y N ) and the approximation
. This may be examined by using the definition of conditional probability to write
Taking the conditional mean E θ k {· | Y N } of both sides then yields
Therefore
The rightmost integral in (18) is the Kullback-Leibler divergence metric which is non-negative. This follows directly upon noting that since for
where the equality to zero is due to the fact that p θ (X N | Y N ) is of unit area for any value of θ. As a consequence of this simple fact
This delivers the key to the EM algorithm. Namely,
The EM algorithm exploits this to deliver a sequence of values θ k , k = 1, 2, · · · designed to be increasingly good approximations of the ML estimate (6) via the following strategy.
Calculate:
Step):
Compute:
If not converged, update k → k + 1 and return to step 2.
The termination decision in step 4 is performed using a standard criterion such as the relative increase of L θ (Y N ) or the relative increase of Q(θ, θ k ) falling below a predefined threshold [9] .
The first challenge in implementing the EM algorithm is the computation of Q(θ, θ k ) according to the definition (15a). To address this, note that via Bayes' rule and the Markov property associated with the model structure (1)
When the model structure (1) is linear and the stochastic components v t and e t are Gaussian the log p θ terms are either linear or quadratic functions of the state x t . Taking the conditional expectation (15a) in order to compute Q(θ, θ k ) is then simply achieved by invoking a modification of a standard Kalman smoother [16, 24] .
In the more general setting of this paper, the situation is more complicated and requires an alternative approach.
To develop it, application of the conditional expectation operator E θ k {· | Y N } to both sides of (23) yields
Computing Q(θ, θ k ) therefore requires knowledge of densities such as p θ k (x t |Y N ) and p θ k (x t+1 , x t |Y N ) associated with a nonlinear smoothing problem. Additionally, integrals with respect to these must be evaluated. Outside the linear case, there is no hope of any analytical solution to these challenges. This paper therefore takes the approach of evaluating (25a)-(25c) numerically.
Computing State Estimates
The quantities I 1 , I 2 , I 3 in (25) that determine Q(θ, θ k ) depend primarily on evaluating the smoothed density
and expectations with respect to it.
To perform these computations, this paper employs sequential importance resampling (SIR) methods. These are often discussed under the informal title of "particle filters", and the main ideas underlying them date back half a century [35, 36] . However, it was not until 1993 that the first working particle filter was discovered by [21] . As will be detailed, this approach first requires dealing with the filtered density p θ (x t | Y t ), and hence the discussion will begin by examining this.
Particle Filtering
The essential idea is to evaluate integrals by a randomised approach that employs the strong law of large numbers (SLLN). For example, if it is possible to build a random number generator that delivers (suitably uncorrelated) realisations {x i } with respect to a given target probability density π(x), then by the SLLN, for a given (measurable) function g
with equality (with probability one) in the limit as M → ∞.
Certainly, for some special cases such as the Gaussian density, random number generator constructions are well known. Denote by q(x) the density for which such a random variable generator is available, and denote bỹ x i ∼ q(x) a realisation drawn using this generator.
A realisation x j ∼ π(x) that is distributed according to the target density π(x) is then achieved by choosing the j'th realisation x j to be equal to the valuex i with a certain probability w(x i ). More specifically, for j = 1, . . . , M , a realisation x j is selected asx i randomly according to
This step is known as "resampling", and the random assignment is done in an independent fashion. The assignment rule (27) works, since by the independence, the probability that as a result x j takes on the valuex i is the probability q(x i ) thatx i was realised, times the probability w(x i ) that x j is then assigned this value. Hence, withx i viewed as a continuous variable, rather than one from a discrete set {x
so that x j is a realisation from the required density π(x).
The challenge in achieving this is clearly the specification of a density q(x) from which it is both feasible to generate realisations {x i }, and for which the ratio w(x) in (28) can be computed. To address this, consider the following selections:
This choice of proposal density q is feasible since a realisationx i t ∼ p θ (x t | x t−1 ) may be obtained by simply generating a realisation v i t ∼ p v , and substituting it, a given x t−1 , a measured u t and model-implied θ into f t in (1a) in order to deliver a realisationx i t .
Furthermore, if x t−1 used in (30) is a realisation distributed as x t−1 ∼ p θ (x t−1 | Y t−1 ) then the unconditional proposal density q is given by the law of total probability as (31) and hence by the time update equation (12) q(x t ) = p θ (x t | Y t−1 ).
As a result, the ratio w = π/q implied by the choice (30) can be expressed as
(33) where the measurement update equation (11) is used in progressing to the last equality.
According to the model (1), the numerator in this expression is simply the pdf of g t (x t , u t , e t , θ) for givenx i t , u t , θ and hence computable. Additionally, the denominator in (33) is independent ofx i t , and hence simply a normalising constant to ensure unit total probability so that
This analysis suggests a recursive technique of taking realisations
, using them to generate candidatex i t via the proposal (30) , and then resampling them using the density (34) to deliver realisations
Such an approach is known as sequential importance resampling (SIR) or, more informally, the realisations {x j t }, {x i t } are known as particles, and the method is known as particle filtering.
Algorithm 2 Basic Particle Filter
according tõ
(3) Compute the importance weights {w
(4) For each j = 1, . . . , M draw a new particle x j t with replacement (resample) according to,
(5) If t < N increment t → t + 1 and return to step 2, otherwise terminate.
It is important to note that a key feature of the resampling step (37) is that it takes an independent sequence {x i t } and delivers a dependent one {x i t }. Unfortunately, this will degrade the accuracy of approximations such as (26) , since by the fundamental theory underpinning the SLLN, the rate of convergence of the sum to the integral decreases as the correlation in {x i t } increases [38] . To address this, note that the proposal values {x i t } are by construction independent, but distributed asx i t ∼ p θ (x t | Y t−1 ). Using them, and again appealing to the law of large numbers
where the transition from (38a) to (38b) follows by (33) . Note that the expectation in (38c) is identical to that in (26) with π(x t ) = p θ (x t | Y t ). However, since the sum in (38a) involves independent {x i t } rather than the dependent {x i t } used in (26) , it will generally be a more accurate approximation to the expectation.
As a result it is preferable to use the left hand side of (38a) rather than the right hand side of (26) . The former, due to use of the "weights" {w(x i t )} is an example of what is known as "importance sampling" [42] . This explains the middle term in the SIR name given to Algorithm 2.
Of course, this suggests that the resampling step (37) is not essential, and one could simplify Algorithm 2 by removing it and simply propagating the weights {w i t } for a set of particles {x i t } whose positions are fixed. Unfortunately this extreme does not work over time since the resampling is critical to being able to track movements in the target density p θ (x t | Y t ).
Recognising that while resampling is necessary, it need not be done at each time step t, and recognising the possibility for alternatives to the choice (32) for the proposal density have lead to a range of different particle filtering methods [10] . All deliver values {w A mathematical abstraction, which is a useful way of encapsulating this deliverable, is the discrete Dirac delta approximation of p θ (x t | Y t ) given by
Underlying this abstraction is the understanding that substituting p θ for p θ delivers finite sum approximations to integrals involving p θ .
Particle Smoother
The stochastic sampling approach for computing expectations with respect to the filtered density p θ (x t | Y t )
can be extended to accommodate the smoothed density p θ (x t | Y N ). The same abstraction just introduced of
will be used to encapsulate the resulting importance sampling approximations. To achieve this, note that using the definition of conditional probability several times
where the last equality follows from the fact that given x t+1 , by the Markov property of the model (1) there is no further information about Y t+1:N available in x t and hence
Consequently, via the law of total probability and Bayes' rule
This expresses the smoothing density p θ (x t | Y N ) in terms of the filtered density p θ (x t | Y t ) times an x t dependent integral. To compute this integral, note first that again by the law of total probability, the denominator of the integrand can be written as
As explained in the previous section, the particle filter (39) may be used to compute this via importance sampling according to
To complete the integral computation, note that for the particular case of t = N , the smoothing density and the filtering density are the same, and hence the weights in (40) may be initialised as w 
The remaining p θ (x t | Y t ) term in (42c) may be represented by the particle filter (39) so that the smoothed density p θ (x t | Y N ) is represented by
These developments can be summarised by the following particle smoothing algorithm.
Algorithm 3 Basic Particle Smoother
(1) Run the particle filter (Algorithm 2) and store the predicted particles {x via the formulae (46b), (46c). (4) Update t → t−1. If t > 0 return to step 3, otherwise terminate.
Like the particle filter Algorithm 2, this particle smoother is not new [11] . Its derivation is presented here so that the reader can fully appreciate the rationale and approximating steps that underly it. This is important since they are key aspects underlying the novel estimation methods derived here.
Note also that there are alternatives to this algorithm for providing stochastic sampling approximations to func-tions of the smoothed state densities [6, 7, 14, 18, 39] .
The new estimation methods developed in this paper are compatible with any method the user chooses to employ, provided it is compatible with the approximation format embodied by (40) . The results presented in this paper used the method just presented as Algorithm 3.
6 The E Step: Computing Q(θ, θ k )
These importance sampling approaches will now be employed in order to compute approximations to the terms I 1 , I 2 and I 3 in (25) that determine Q(θ, θ k ) via (24) . Beginning with I 1 and I 3 , the particle smoother representation (46) achieved by Algorithm 3 directly provides the importance sampling approximations
A vital point is that when forming these approximations, the weights {w Evaluating I 2 given by (25b) is less straightforward, due to it depending on the joint density p θ (x t+1 , x t |Y N ). Nevertheless, using the particle filtering representation (39) together with the smoothing representation (46a) leads to the following importance sampling approximation.
Lemma 6.1 The quantity I 2 defined in (25b) may be computed by an importance sampling approximation I 2 based on the particle filtering and smoothing representations (39), (44) that is given by
where the weights w ij t|N are given by
PROOF. First, by the definition of conditional probability
Substituting (52) into (51) and using Bayes' rule in conjunction with the Markov property of the model (1) delivers
Therefore, the particle filter and smoother representations (39), (46a) may be used to deliver an importance sampling approximation to I 2 according to
Finally, the law of total probability in combination with the particle filter (39) provides an importance sampling approximation to the denominator term given by
Again, all weights and particles in this approximation are computed by Algorithms 2 and 3 run with respect to the model structure (1), (2) parametrised by θ k .
Using these importance sampling approaches, the function Q(θ, θ k ) given by (24), (25) may be approximately computed as Q M (θ, θ k ) defined by
where I 1 , I 2 and I 3 are given by (48a), (49) and (48b), respectively. Furthermore, the quality of this approximation can be made arbitrarily good as the number M of particles is increased.
With an approximation Q M (θ, θ k ) of the function Q(θ, θ k ) required in the E step (21) of the EM Algorithm 1 available, attention now turns to the M step (22) . This requires that the approximation Q M (θ, θ k ) is maximised with respect to θ in order to compute a new iterate θ k+1 of the maximum likelihood estimate.
In certain cases, such as when the nonlinearities f t and h t in the model structure (1) are linear in the parameter vector θ, it is possible to maximise Q M (θ, θ k ) using closed-form expressions. An example of this will be discussed in Section 10.
In general however, a closed form maximiser will not be available. In these situations, this paper proposes a gradient based search technique. For this purpose, note that via (55), (48) and (49) the gradient of Q(θ, θ k ) with respect to θ is simply computable via
With this gradient available, there are a wide variety of algorithms that can be employed to develop a sequence of iterates θ = β 0 , β 1 , · · · that terminate at a value β * which seeks to maximise Q M (θ, θ k ).
A common theme in these approaches is that after initialisation with β 0 = θ k , the iterations are updated according to
Here H j is a positive definite matrix that is used to deliver a search direction p j by modifying the gradient direction. The scalar term α j is a step length that is chosen to ensure that Q M (β j +α j p j , θ k ) ≥ Q M (β j , θ k ). The search typically terminates when incremental increases in Q M (β, θ k ) fall below a user specified tolerance. Commonly this is judged via the gradient itself according to a test such as |p T j g j | ≤ for some user specified > 0.
In relation to this, it is important to appreciate that it is in fact not necessary to find a global maximiser of Q(θ, θ k ). All that is necessary is to find a value θ k+1 for which Q(θ k+1 , θ k ) > Q(θ k , θ k ) since via (20) this will guarantee that L(θ k+1 ) > L(θ k ). Hence, the resulting iteration θ k+1 will be a better approximation than θ k of the maximum likelihood estimate (8).
Final Identification Algorithm
The developments of the previous sections are now summarised in a formal definition of the EM-based algorithm this paper has derived for nonlinear system identification.
Algorithm 4 (Particle EM Algorithm)
(a) Run Algorithms 2 and 3 in order to obtain the particle filter (39) and particle smoother (46a) representations. (b) Use this information together with (48a), (48b) and (49) to Calculate:
explicitly if possible, otherwise according to (57). (4) Check the non-termination condition Q(θ k+1 , θ k ) − Q(θ k , θ k ) > for some user chosen > 0. If satisfied update k → k + 1 and return to step 2, otherwise terminate.
It is worth emphasising a point made earlier, that while the authors have found the simple particle and smoothing Algorithms 2 and 3 to be effective, the user is free to substitute alternatives if desired, provided the results they offer are compatible with the representations (39), (46a).
It is natural to question the computational requirements of this proposed algorithm. Some specific comments relating to this will be made in the example section following. More generally, it is possible to identify the computation of I 2 given by (49) and its gradient (56c) as a dominating component of both the E and M steps. As is evident, it requires O(N M 2 ) floating point operations.
This indicates that the computing load is sensitive to the number M of particles employed. Balancing this, the experience of the authors has been that useful results can be achieved without requiring M to be prohibitively large. The following simulation section will provide an example illustrating this point with M = 100, and 1000 iterations of Algorithm 4 requiring approximately one minute of processor time on a standard desktop computing platform.
Convergence
It is natural to question the convergence properties of this iterative parameter estimation procedure. These will derive from the general EM algorithm 1 on which it is based, for which the most fundamental convergence property is as follows.
If the EM algorithm terminates at a point θ k+1 because it is a stationary point of Q(θ, θ k ), then it is also a stationary point of the log likelihood L(θ). Otherwise, the likelihood is increased in progressing from θ k to θ k+1 .
Lemma 9.1 Let θ k+1 be generated from θ k by an iteration of the EM Algorithm (21), (22) . Then
Furthermore, equality holds in this expression if and only if both
and
hold for almost all (with respect to Lebesgue measure) X N .
PROOF. See Theorem 5.1 in [16] .
An important point is that the proof of this result only depends on Q(θ k+1 , θ k ) ≥ Q(θ k , θ k ) being nondecreasing at each iteration. It does not require that θ k+1 be a maximiser of Q(θ, θ k ).
This provides an important theoretical underpinning for the EM method foundation of Algorithm 4 developed here. Its application is complicated by the fact that only an approximation
However, this approximation is arbitrarily accurate for a sufficiently large number M of particles.
Lemma 9.2 Consider the function Q(θ, θ k ) defined by (24)-(25c) and its SIR approximation Q M (θ, θ k ) defined by (48a)- (49) and (55) which is based on M particles. Suppose that
hold for all θ, θ k ∈ Θ. Then with probability one
PROOF.
By application of Corollary 6.1 in [23] .
Together, Lemmas 9.1 and 9.2, do not establish convergence of Algorithm 4, and are not meant to imply it.
Indeed, one drawback of the EM algorithm is that except under restrictive assumptions (such as convex likelihood), it is not possible to establish convergence of the iterates {θ k }, even when exact computation of the Estep is possible [34, 49] .
The point of Lemma 9.1 is to establish that any algorithmic test that Q(θ, θ k ) has not decreased (such as step (4) of Algorithm 4) guarantees a non-decrease of L(θ).
Hence EM is capable of matching the guaranteed non cost-decreasing property of gradient based search.
Of course, this depends on the accuracy with which Q(θ, θ k ) can be calculated. The point of Lemma 9.2 is to establish that the particle-based approximant Q M (θ, θ k ) used in this paper is an arbitrarily accurate approximation of Q(θ, θ k ). Hence Lemma 9.2 establishes a scientific basis for employing Q M (θ, θ k ).
Numerical Illustrations
In this section the utility and performance of the new Algorithm 4 is demonstrated on two simulation examples. The first is a linear time-invariant Gaussian system. This is profiled since an exact solution for the expectation step can be computed using the Kalman smoother [16] . Comparing the results obtained by employing both this, and the particle based approximations used in Algorithm 4 therefore allow the effect of the particle approximation on estimation accuracy to be judged.
The performance of Algorithm 4 on a second example involving a well studied and challenging nonlinear system is then illustrated.
Linear Gaussian System
The first example to be considered is the following simple linear time series 
The estimation problem is to determine just the θ = a parameter on the basis of the observations Y N . Using EM methods it is straightforward to also estimate the c, q and r parameters as well [16] . However, this example concentrates on a simpler case in order to focus attention on the effect of the particle filter/smoother approximations employed in Algorithm 4.
More specifically, via Algorithm 4, a particle based approximation Q M (a, a k ) can be expressed as
where d is a constant term that is independent of a and ψ(·) and γ(·) are defined as
Since Q M (a, a k ) in (67) is quadratic in a, it is straightforward to solve the M step in closed form as
Furthermore, in this linear Gaussian situation Q(θ, θ k ) can be computed exactly using a modified Kalman smoother [16] . In this case, the exact Q(a, a k ) is again of the quadratic form (67) after straightforward redefinitions of ψ and γ, so the "exact" M step also has the closed form solution (69).
This "exact EM" solution can then be profiled versus the new particle filter/smoother based EM method (67)-(69) of this paper in order to assess the effect of the approximations implied by the particle approach.
This comparison was made by conducting a Monte Carlo study over 1000 different realisations of data Y N with N = 100. For each realisation, ML estimates a were computed using the exact EM solution provided by [16] , and via the approximate EM method of Algorithm 4. The latter was done for two cases of M = 10 and M = 500 particles. In all cases, the initial value a 0 was set to the true value a .
The results are shown in Figure 1 . There, for each of the 1000 realisations, a point is plotted with x co-ordinate the likelihood value L( a) achieved by 100 iterations of the exact EM method, and y co-ordinate the value achieved by 100 iterations of Algorithm 4.
Clearly, if both approaches produced the same estimate, all the points plotted in this manner should lie on the solid y = x line shown in Figure 1 . For the case of M = 500 particles, where the points are plotted with a cross 'x', this is very close to being the case. This illustrates that with sufficient number of particles, the use of the approximation Q M in Algorithm 4 can have negligible detrimental effect on the final estimate produced.
Also plotted in Figure 1 using an 'o' symbol, are the results obtained using only M = 10 particles. Despite this being what could be considered a very small number of particles, there is still generally reasonable, and often good agreement between the associated approximate and exact estimation results. 
A Nonlinear and Non-Gaussian System
A more challenging situation is now considered that involves the following nonlinear and time-varying system 
This has been chosen due to it being acknowledged as a challenging estimation problem in several previous studies in the area [11, 18, 21] .
To test the effectiveness of Algorithm 4 in this situation, a Monte Carlo study was again performed using 104 different data realisations Y N of length N = 100. For each of these cases, an estimate θ was computed using 1000 iterations of Algorithm 4 with initialisation θ 0 being chosen randomly, but such that each entry of θ 0 lay in an interval equal to 50% of the corresponding entry in the true parameter vector θ . In all cases M = 100 particles were used.
Using these choices, each computation of θ using Algorithm 4 took 58 seconds to complete on a 3 GHz quadcore Xeon running Mac OS 10.5.
The results of this Monte Carlo examination are provided in Table 1 , where the rightmost column gives the sample mean of the parameter estimate across the Monte Carlo trials plus/minus the sample standard deviation. Note that 8 of the 104 trials were not included in these calculations due to capture in local minima, which was defined according to the relative error test |( θ i − θ i )/θ i )| > 0.1 for any i'th component. Considering the random initialisation, this small number of required censoring and the results in Table 1 are considered successful results.
It is instructive to further examine the nature of both this estimation problem and the EM-based solution. For this purpose consider the situation where only the b and q parameters are to be estimated. In this case, the log-likelihood L θ (Y ) as a function of b with q = q = 0 is shown as the solid line in Figure 2 . Clearly the log-likelihood exhibits quite erratic behaviour with very many local maxima. These could reasonably be expected to create significant difficulties for iterative search methods, such as gradient based search schemes for maximising L θ (Y ).
However, in this simplified case, the EM-based method of this paper seems quite robust against capture in these local maxima. For example, the trajectory of the parameter estimates over 100 iterations of Algorithm 4 and over 100 different length N = 100 data realisations, and 100 random initialisations for the b parameter, with the q parameter initialised at q = 0.001 are shown in Figure 3 . Here, M = 50 particles were employed, and in all cases, an effective estimate of the true parameter value b = 25 was obtained. cumventing the highly irregular "slice" at q = 0 illustrated in Figure 2 . As a result, the bulk of them lie in much better behaved regions of the likelihood surface.
This type of behaviour with associated robustness to get captured in local minima is widely recognised and associated with the EM algorithm in the statistics literature [34] . Within this literature, there are broad explanations for this advantage, such as the fact that (20) implies that Q(θ, θ k ) forms a global approximation to the log likelihood L θ (Y ) as opposed to the local approximations that are implicit to gradient based search schemes. However, a detailed understanding of this phenomenon is an important open research question deserving further study.
A further intriguing feature of the EM-algorithm is that while (20) implies that local maxima of L θ (Y ) may be fixed points of the algorithm, there may be further fixed points. For example, in the situation just studied where the true q = 0, if the EM-algorithm is initialised with q 0 = 0, then all iterations θ k will be equal to θ 0 , regardless of what the other entries in θ 0 are.
This occurs because with v t = 0 in (1a), the smoothing step delivers state estimates completely consistent with θ 0 (a deterministic simulation arises in the sampling (2a)), and hence the maximisation step then delivers back re-estimates that reflect this, and hence are unchanged. While this is easily avoided by always initialising q 0 as non-zero, a full understanding of this aspect and the question of further fixed points are also worthy of further study.
Conclusion
The contribution in this paper is a novel algorithm for identifying the unknown parameters in general stochastic nonlinear state-space models. To formulate the problem a maximum likelihood criterion was employed, mainly due to the general statistical efficiency of such an approach. This problem is then solved using the expectation maximisation algorithm, which in turn required a nonlinear smoothing problem to be solved. This was handled using a particle smoothing algorithm. Finally, the utility and performance of the new algorithm was demonstrated using two simulation examples.
