Memory technology today constitutes a mix of both the new and the not so new. Semiconductor RAM, introduced in 1970, is taking more of the market, but core memory-a technology that is over 20 years oldis projected to hold constant at least through 1980 . CCD, introduced commercially in 1975 , may go to 250K-bit chips'at less than 10 millicents/ bit in this period and may capture a small portion of the disk market by 1985. Meanwhile disks, which have been around since 1956, retain a large share of the bulk market in the face of the new technologies.
By the same token, the basic concepts in word processing, distributed files, and digital communications that promise to revolutionize information handling in business are not very new either. What is new is the continuing decline in semiconductor costs, making the implementation of these concepts cost effective. Even while progress continues at a rapid clip, device designers still struggle with continuing problems-how to test ever larger chips, how to scale up their size successfully.
Accompanying the price declines is the never-ending task of finding new markets, as well as the need for new devices to penetrate these markets. The microprocessor as a controller of consumer products offers a series of such large-productionoriented markets.
On the "new" side is gallium arsenide, a semiconductor material with much to offer in gigabit-computing applications. But it has disadvantages, too, and the "conventional" materials, such as SOS, are still in the game.
Again, it has become commonplace to note that the changing ratio of costs is affecting the tradeoffs in system architecture. Still new, however, is the great amount of work necessary to figure it all out! Memory update Although semiconductor memories have captured a significant market, with installed random access memories estimated at somewhere between 500 x 109 and 1012 bits, other forms of memory refuse to take a back seat, as represented by currently available disk capacity of 10"5 bits.
Core versus RAM. Clearly, many of us were excessively optimistic in the past, as we frequently and confidently predicted the imminent capture of the core market by semiconductor RAMs. Our beliefs were all the more fortified by the perception that cores had never been popular anyway, even in their heyday. However, many current projections, although unanimously showing a continuing increase in the semiconductor RAM market (projected as increasing from 140 x 109 bits in 1976 to 617 x 109 bits in 1980), also show the core market remaining relatively constant at 75-85 x 109 bits through this period. The core market can be related to a number of factors, including established volume production, which the market translates to a proven approach, field service, dependable services, reasonable cost, and proven reliability. A continuing core demand exists for nonvolatile memory in process control, bulk store, unattended system, and a variety of military applications. The trends in core components are 18-mil (dry press process dominated), 1 4-mil (tape and dry press processes), and 9-mil (where the tape process should prevail). While stringing of 3-wire for 3D organizations currently dominates, 2-wire-2¼/2D organization allows systems to grow.
The bulk store is a segmented market, where maintenance and reliability are important in the size range of 0.5 to 4.0 megabytes, and the 2:1 price disadvantage over disk is not critical. Office. One of these areas is the future office, which may bear only a superficial resemblance to today's office. For example, many think that the current emphasis on the traditional one manager/one secretary relationship is wrong. They expect secretarial teams using word-processing equipment tied into data processing concepts such as central file management, digital office-to-office communications, and smart copier substructures to evolve. New tools, such as the DEC word processor and the Lanier "pocket secretary" are already assisting in this evolution. A number of US government studies have indicated that these approaches are feasible. One commercial utility, showing current savings of $200,000 per year on its word-processing centers, expects savings to reach $2.5 million when its system is fully implemented. The concepts are no longer in the future; they are here now. And decreasing semiconductor costs are making their implementation more practicable.
Not only are improved systems needed to increase management effectiveness, but issues of information pollution, improved alphanumeric presentationis, shortage of clerical help, paper costs, and degenerating postal systems must be dealt with. New systems must handle large amounts of data as well as support a variety of individual information needs, while still retaining some of the operating style and personal contacts characteristic of earlier systems. Most previous systems have provided less than promised, because of unexpectedly high costs, operating difficulties, and maintenance requirements. Even with less expensive and more effective components, controlling the quality and type of data will present a challenge to management.
Microprocessors. In implementing these concepts, microprocessors will be used. But the evolution of the bipolar microprocessor has proceeded so rapidly that it has become difficult to say even what the device is, let alone determine how fast it is, how large it is, or what benefits it offers. Consider the Nova 1200. In 1970 a typical parts count was 100 and the processor operated at a 300-nanosecond rate between successive next-state decisions. In 1979 a comparable processor will be fabricated with 30 parts and operate at an 80-nanosecond rate.
At the same time, though, system designers are asking, "What is the semiconductor industry doing for me?" In particular, with LSI chips already representing mid-range machines at times, will system designers be able to use chips readily? Some Testing. One major concern was the move from LSI to VLSI (very large scale integration) leading to the problem of not testing enough (testing too much is just as bad!). The concern is that before long we may be making IC's that we cannot test. At best, the cost of test design is increasing at a rapid rate as circuit complexity increases. Logic Changing emphasis. These new controller components do not fit the pattern of standard computer constraints. Execution speeds and instruction sets are not important features. The number of support components, I/O capabilities, and power-supply requirements are more important to total system cost and performance. Cost and reliability are primary constraints, even to the point of modifying the specification face of a cost increase. The high cost of regulated power precludes the use of any circuit beyond zener-diode performance levels.
Isolation from AC line transients must be developed in the case of home appliances.
The automobile is a very hostile environment: almost military temperature ranges and a 2:1 variation in battery voltage. Memory volatility is a matter of concern (will electronics provide a reliable auto clock?). In the automobile engine application, the microprocessor is the heart of a system used to control the ignition, exhaust gas recirculation, and fuel functions. This system is intended to provide a more nearly optimum engine control strategy than is possible through a strictly mechanical system. The microprocessor collects and interprets sensor data under software control. Equations within the software control program utilize this data to provide correct The role of government agencies increases in direct proportion to market size: UL and FCC approvals are standard-an interesting addition is the consumer-advocate groups.
Conventional and unconventional approaches
Gigabit computing represents one of the frontiers of device technology today. The controversy surrounding it resembles that attending the introduction of nanosecond logic. What are the applications for gigabit computing? Are the testing and designverification problems of VLSI solvable? Can we produce these newer devices for a commercial environment?
Every technology has its competition, which very often accelerates as success is encountered. A major incentive for the development of high-speed computing devices is the cost of parallel architectures, even though NMOS LSI has changed the cost scenario to the point of putting a microprocessor into the most mundane peripherals. Still, gigabit devices might not generate the system-level performance advantage needed to propel them into widespread use.
The principal application for highperformance computing at present is in the military. Satellites are a dramatic example. In space, computers must be low-power and high-speed; data bases are small. Phased-array radar systems are also tending to digital solutions; they require high computing power and have large data bases.
Gallium arsenide. The "unconventional" technology is gallium arsenide, a material that has a much better bulk mobility than silicon and a peak electron velocity higher in lower electron fields. With such high mobility, the limiting factor is not transit speed but transconductance and load capaciThe "unconventional" technology is gallium arsenide. However, power dissipation is a critical problem in large-scale GaAs devices. GaAs does dissipate more static power than CMOS circuits but it is claimed that the real problem is switching power-load capacitance charging and discharging. Since GaAs has such a low threshold voltage, CV2 is reduced by reducing V. This is analagous to ECL devices. Therefore, the power dissipation versus frequency of GaAs doesn't rise nearly as fast as that of other technologies.
Then, too, there are processing anomalies. GaAs "doesn't rust," so that obtaining oxide deposition becomes a problem. The supporting technology for GaAs is microwave devices, which do not have an investment equal to that in MOS or bipolar. Logic devices in SSI and MSI have been demonstrated.
Silicon on sapphire. The "conventional" approach is SOS. Gigabit computing has to assume LSI packaging; otherwise, interconnections and large physical layouts would increase propogation delays too far. SOS is a good contender for gigabit use; it has a respectable speed-power product, it does not require more complex processing than today's devices, and it takes advantage of MOS advances. Not only is a heavy investment in a new technology avoided, but yields are already predictable and controllable.
The CMOS structure draws power only when it switches. In an LSI component, only a small percentage of gates are logically active at any instant of time, so that total CMOS power dissipation may be much less than that of a technology with static power dissipation (TTL, ECL, etc.). Dissipation is a major considerationthe ultimate limit to gate density is power dissipation, and the best solution would be devices that turn off automatically (without external control). Even at the system level, power dissipation is expensive. Increases in moving air requirements reflect increases in packaging constraints and size. System-level speed is dependent on many more factors than charge mobility and transit time. Physical layout, power distribution, and interconnection delays may not be made up in device speed. On the other hand, sometimes memory hierarchy might make device speed irrelevant.
This brings us back to the original question. SOS can solve most of the problems now, but GaAs will require considerable investment before payoff. But the real world differs from the laboratory in so many ways-device speed, complexity, system architecture needs. Practical applications develop much faster than laboratory research. The issues aren't clear enough to focus the research. Significantly, Japan has made a positive commitment to GaAs, LSI devices, and gigabit computing architectures. Will the effect of their research alter our directions?
Impact of costs on system architecture The life-cycle costs of LSI components, particularly from the viewpoint of a large, high-reliability, real-time processor such as that used in a telephone switching network, are more important than acquisition costs. These processors are characterized by the need for operating without interruption over a long service life, which may extend to 40 years, with a modest annual demand of 100 to 1000 systems. In a long service life system, the cost impact of less than perfect reliability and the life- more to provide a user a debugged, documented word of program than it costs for the corresponding word of memory. In such systems the need is great for higher-level languages that can utilize the processing power and inexpensive memory that LSI provides to reduce software development costs.
According to one speaker, constructing a large mainframe processor out of arrays of microprocessors is not viable today because of many unsolved interconnection problems and because special software must be developed. A design that currently works uses several microprocessors together with associated common hardware to cooperatively emulate the execution of highlevel macro-instructions from the repertoires of existing processors. In the future, VLSI may make the customchip approach economically viable. It should then become possible to achieve mainframe performance levels at intelligent terminal costs. However, because of the high level of integration achievable with VLSI, it seems very likely that the production volume of chips used in processors will be too low to attract the attention of commercial semiconductor houses. This may lead mainframe computer manufacturers to develop in-house LSI facilities.
The Cm* Modular Multi-Microprocessor has been in development at Carnegie-Mellon University for two years. A 10-processor LSI-11 configuration with 560 kilobytes of memory is operational, each processor having associated local memory. However, since all processors share the same large physical address space, memory references can be made conveniently to local memory, the memory of a "nearby" processor (processors are grouped into clusters in order to share memory mapping logic), or to the memory of a processor in another cluster. A kernel operating system is running to provide essential services for application programs, and several operating system primitives have been implemented in microcode. A number of benchmark programs have been run. Some of these approach a linear speedup by the addition of processors. Analysis of these programs indicates that the first-order characteristics of their behavior can be understood from measurements of the memory access patterns and the average times between successive memory references.
Projecting costs. The importance of projecting the costs of memory, logic, and other computer elements was stressed in view of the 2-year development times typical of digital electronic products and of the additional time required for the product to achieve significant volume. Normally, 3 to 5 years elapse from the start of a design based on a current technology to the attainment of significant product volume. The Non-members -$12.00 Members -$9.00
