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 1. Introduction 
Let A denote the class of functions of the form: 
f (z ) = z + 
∞ ∑ 
n =2 
a n z n , (1)∗ Corresponding author. Tel.: +20 1090388351. 
E-mail addresses: mkaouf127@yahoo.com (M.K. Aouf), 
adelaeg254@yahoo.com (A.O. Mostafa), hanaa_zayed42@yahoo.com 
(H.M. Zayed). 
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S1110-256X(16)00012-2 Copyright 2016, Egyptian Mathematical Society. Pr
under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-
http://dx.doi.org/10.1016/j.joems.2015.12.001 which are analytic and univalent in the open unit disc U = { z :
z ∈ C and | z | < 1}. For g(z ) ∈ A of the form: 
g(z ) = z + 
∞ ∑ 
n =2 
g n z n , (2)
the Hadamard product (or convolution) of two power series f ( z )
and g ( z ) is given by (see [1] ): 
( f ∗ g)(z ) = z + 
∞ ∑ 
n =2 
a n g n z n = (g ∗ f )(z ) . (3)
We recall some deﬁnitions which will be used in our paper. 
Deﬁnition 1.1. For two functions f ( z ) and g ( z ), analytic in U , we
say that the function f ( z ) is subordinate to g ( z ) in U , and writ-
ten f ( z ) ≺g ( z ), if there exists a Schwarz function w (z ) , analytic
in U with w (0) = 0 and | w (z ) | < 1 such that f (z ) = g(w (z ))
oduction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ). 
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b  z ∈ U ) . Furthermore, if the function g ( z ) is univalent in U , 
hen we have the following equivalence (see [2] ): 
f (z ) ≺ g(z ) ⇔ f (0) = g(0) and f (U ) ⊂ g(U ) . 
eﬁnition 1.2. A function f (z ) ∈ A is called starlike of order
(denoted by S ∗(α)) , if f ( z ) satisﬁes the following condition: 
e 
{
z f ′ (z ) 
f (z ) 
}
> α ( 0 ≤ α < 1 ; z ∈ U ) . (4) 
lso, a function f (z ) ∈ A is called convex of order α (denoted
y K(α)) , if f ( z ) satisﬁes the following condition: 
e 
{
1 + z f 
′′ (z ) 
f ′ (z ) 
}
> α ( 0 ≤ α < 1 ; z ∈ U ) . (5) 
he classes S ∗(α) and K(α) were studied by MacGregor [3] , 
child [4] , Pinchuk [5] and others. From (4) and (5) we can see
hat 
f (z ) ∈ K(α) ⇐⇒ z f ′ (z ) ∈ S ∗(α) . (6)
e denote by S ∗ = S ∗(0) and K = K(0) , where S ∗ and K are
he classes of starlike and convex functions, respectively, (see 
obertson [6] ). 
eﬁnition 1.3. A function f (z ) ∈ A is said to be k -uniformly
onvex function (denoted by k − UCV ), if 
e 
{
1 + z f 
′′ (z ) 
f ′ (z ) 
}
≥ k 
∣∣∣∣ z f ′′ (z ) f ′ (z ) 
∣∣∣∣ ( k ≥ 0 ; z ∈ U ) . (7) 
lso, a function f (z ) ∈ A is said to be k -starlike function (de-
oted by k − ST ), if 
e 
{
z f ′ (z ) 
f (z ) 
}
≥ k 
∣∣∣∣ z f ′ (z ) f (z ) − 1 
∣∣∣∣ ( k ≥ 0 ; z ∈ U ) . (8) 
he classes of k -uniformly convex functions and k -starlike func- 
ions were introduced by Kanas and Wisniowska (see [7,8] ). 
eﬁnition 1.4 [9 , with p = 1 ] . For −1 ≤ A < B ≤ 1 , | λ| <
π
2 
and 0 ≤ α < 1, we say that a function f (z ) ∈ A is in the class
 
λ( A , B , α) if it satisﬁes the subordination condition: 
 
iλ f ′ (z ) ≺ cos λ
[
(1 − α) 1 + Az 
1 + Bz + α
]
+ i sin λ. (9) 
sing the principle of subordination, f ( z ) ∈ R λ( A , B , α) if
nd only if there exists function w (z ) satisfying w (0) =
 and | w (z ) | < 1 (z ∈ U ) such that 
 
iλ f ′ (z ) = cos λ
[
(1 − α) 1 + Aw (z ) 
1 + Bw (z ) + α
]
+ i sin λ, 
r, equivalently, 
e iλ( f ′ (z ) − 1 ) 
Be iλ f ′ (z ) − [ Be iλ + (A − B)(1 − α) cos λ] 
∣∣∣∣ < 1 (z ∈ U ) . (10) 
For suitable choices of A , B and α, we obtain the followingubclasses: D(i) R λ(−1 , 1 , α) = R λ(α) (0 ≤ α < 1) (see Kanas and Sri-
vastava [10] ); 
(ii) R λ(A, B, 0) = R λ(A, B) 
(
−1 ≤ A < B ≤ 1 , | λ| < π
2 
)
(see Shukla and Dashrath [11] ); 
(iii) R 0 (−β, β, 0) = D (β) the class of functions f (z ) ∈ A sat-
isfying the condition 
∣∣∣∣ f ′ (z ) − 1 f ′ (z ) + 1 
∣∣∣∣ < β (0 < β ≤ 1 ; z ∈ U ) , 
introduced and studied by Padmanabhan [12] and later 
Caplinger and Causey [13] ; 
(iv) R 0 (−β, β, α) = R (α, β) the class of functions f (z ) ∈
A satisfying the condition 
∣∣∣∣ f ′ (z ) − 1 f ′ (z ) + 1 − 2 α
∣∣∣∣ < β (0 ≤ α < 1 ; 0 < β ≤ 1 ; z ∈ U ) , 
studied by Junenja and Mogra [14] . 
Also, we note that: 
R λ(−β, β, α) = R λ(α, β) = 
f (z ) ∈ A : 
∣∣∣∣ f ′ (z ) − 1 f ′ (z ) − 1 + 2(1 − α) e −iλ cos λ
∣∣∣∣ < β ( | λ| 
< 
π
2 
; 0 ≤ α < 1 ; 0 < β ≤ 1 ; z ∈ U ) 
}
. 
The (Gaussian) hypergeometric function 2 F 1 ( a , b ; c ; z ) is de-
ned by 
 
F 1 (a, b; c ; z ) = 
∞ ∑ 
n =0 
(a ) n (b) n 
(c ) n (1) n 
z n (z ∈ U ; c  = 0 , −1 , −2 , . . . ) , 
here 
γ ) n = 
⎧ ⎪ ⎨ 
⎪ ⎩ 
1 if n = 0 , 
γ (γ + 1)(γ + 2) 
. . . (γ + n − 1) if n ∈ N = { 1 , 2 , . . . } . 
e note that 2 F 1 ( a , b ; c ; 1) converges for Re (c − a − b) > 0 and
s related to gamma function by 
 
F 1 (a, b; c ; 1) = (c )(c − a − b) 
(c − a )(c − b) . (11) 
sing the (Gaussian) hypergeometric function, consider the 
unctions 
(a, b; c ; z ) = z 2 F 1 (a, b; c ; z ) (z ∈ U ) , (12)
 μ(a, b; c ; z ) = (1 − μ) [ g(a, b; c ; z ) ] 
+ μz [ g(a, b; c ; z ) ] ′ (z ∈ U ; μ ≥ 0) , (13) 
nd 
 μ,δ (a, b; c ; z ) = (1 − μ+ δ) [ g(a, b; c ; z ) ] + (μ − δ) z [ g(a, b; c ; z ) ] ′ 
+ μδz 2 [ g(a, b; c ; z ) ] ′′ (z ∈ U ; μ, δ ≥ 0 ; μ ≥ δ) . (14) 
he mapping properties of functions h μ( a , b ; c ; z ) and J μ, δ( a ,
 ; c ; z ) were studied by Shukla and Shukla [15] and Tang and
eng [16 , with p = 1 ], respectively. 
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 For a function f (z ) ∈ A belonging to the class k -uniformly
convex functions, denoted by k − UCV , the following holds (see
[7] ): 
| a n | ≤ (P 1 ) n −1 n ! (n ≥ 2) , (15)
where P 1 = P 1 (k ) is the coeﬃcient of z in the function 
p k (z ) = 1 + 
∞ ∑ 
n =1 
P n (k ) z n , (16)
which is the extremal function for the class P(p k ) related to the
class k − UCV by the range of the expression 1 + z f ′′ (z ) 
f ′ (z ) (z ∈ U ) .
Similarly, if f (z ) ∈ A belongs to the class k -starlike functions
denoted by k − ST , then (see [8] ): 
| a n | ≤ (P 1 ) n −1 
(n − 1)! (n ≥ 2) . (17)
Using the Gaussian hypergeometric function 2 F 1 ( a , b ; c ; z ),
Hohlov (see [17] ) deﬁned the linear operator I a,b,c : A → A by
the convolution 
[ I a,b,c ( f ) ] (z ) = z 2 F 1 (a, b; c ; z ) ∗ f (z ) ( f ∈ A ) . (18)
2. Main results 
Unless otherwise mentioned, we assume throughout this pa-
per that C \{ 0 } = C ∗, −1 ≤ A < B ≤ 1 , | λ| < π
2 
, 0 ≤ α < 1, k
≥ 0, μ, δ ≥ 0 and μ ≥ δ. 
To establish our results, we need the following lemmas. 
Lemma 2.1 [9 , Theorem 4, with p = 1 ] . A suﬃcient condition
for f ( z ) deﬁned by (1.1) to be in the class R λ( A , B , α) is 
∞ ∑ 
n =2 
n ( 1 + | B | ) | a n | ≤ (B − A )(1 − α) cos λ. (19)
Lemma 2.2 [9 , Theorem 1, with p = 1 ] . Let the function
f ( z ) deﬁned by (1.1) be in the class R λ( A , B , α), then 
| a n | ≤ (B − A )(1 − α) cos λn (n ≥ 2) . (20)
Lemma 2.3 [7] . Let f (z ) ∈ A . If for some k , the following in-
equality 
∞ ∑ 
n =2 
n (n − 1) | a n | ≤ 1 k + 2 , (21)
holds, then f ∈ k − UCV . The number 1 k +2 cannot be increased. 
Lemma 2.4 [8] . Let f (z ) ∈ A . If for some k , the following in-
equality 
∞ ∑ 
n =2 
[ n + k (n − 1) ] | a n | ≤ 1 , (22)
holds, then f ∈ k − ST . Theorem 2.1. Let a, b ∈ C ∗ and c be a real number such that c >
| a | + | b | + 1 . Then the suﬃcient condition for g ( a , b ; c ; z ) to be in
the class R λ( A , B , α) is that 
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + | ab | 
(c − | a | − | b | − 1) 
]
≤
[
1 + (B − A )(1 − α) cos λ
( 1 + | B | ) 
]
. (23)
Proof. Since 
g(a, b; c ; z ) = z + 
∞ ∑ 
n =2 
(a ) n −1 (b) n −1 
(c ) n −1 (1) n −1 
z n (z ∈ U ) , 
According to Lemma 2.1 , we need only to show that 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 
∣∣∣∣ ≤ (B − A )(1 − α) cos λ. (24)
Since 
| (d ) n | ≤ ( | d | ) n , (25)
then, the left hand side of (24) is less than or equal to 
∞ ∑ 
n =2 
n ( 1 + | B | ) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
= T 1 . 
So, we obtain 
T 1 = ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
+ 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
] 
= ( 1 + | B | ) 
[
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
+ | ab | 
c 
(c + 1)(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) − 1 
]
= ( 1 + | B | ) (c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + | ab | 
(c − | a | − | b | − 1) 
]
− ( 1 + | B | ) . 
But this last expression is bounded above by (B −
A )(1 − α) cos λ if (23) holds. This completes the proof of
Theorem 2.1 . 
Theorem 2.2. Let a, b ∈ C ∗ and c be a real number such that c >
| a | + | b | + 2 . Then the suﬃcient condition for h μ( a , b ; c ; z ) to be
in the class R λ( A , B , α) is that 
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + ( 1 + 2 μ) | ab | 
(c − | a | − | b | − 1) 
+ μ( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 
]
≤
[
1 + (B − A )(1 − α) cos λ
( 1 + | B | ) 
]
. (26)
Proof. Clearly h μ( a , b ; c ; z ) has the series representation 
h μ(a, b; c ; z ) = z + 
∞ ∑ 
n =2 
[ 1 + μ(n − 1) ] (a ) n −1 (b) n −1 
(c ) n −1 (1) n −1 
z n (z ∈ U ) , 
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∞ 
 
n =2 
n ( 1 + | B | ) 
∣∣∣∣[ 1 + μ(n − 1) ] (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 
∣∣∣∣
≤ (B − A )(1 − α) cos λ. (27) 
sing (25) , the left hand side of (27) , is less than or equal to 
∞ 
 
n =2 
n ( 1 + | B | ) [ 1 + μ(n − 1) ] ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
= T 2 . 
ow 
 2 = ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
[ 1 + μ(n − 1) ] ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
+ 
∞ ∑ 
n =2 
[ 1 + μ(n − 1) ] ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
] 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
+ ( 1 + 2 μ) 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
+ μ
∞ ∑ 
n =3 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −3 
] 
= ( 1 + | B | ) 
[
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
+ ( 1 + 2 μ) | ab | 
c 
(c + 1)(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) 
+ μ( | a | ) 2 ( | b | ) 2 
(c ) 2 
(c + 2)(c − | a | − | b | − 2) 
(c − | a | )(c − | b | ) − 1 
]
= ( 1 + | B | ) (c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + ( 1 + 2 μ) 
× | ab | 
(c −| a | −| b | −1) + μ
( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 
]
− ( 1 + | B | ) , 
nd this last expression is bounded above by (B − A )(1 −
) cos λ if (26) holds. This ends the proof of Theorem 2.2 . 
heorem 2.3. Let a, b ∈ C ∗ and c be a real number such that c >
 a | + | b | + 3 . Then the suﬃcient condition for J μ, δ( a , b ; c ; z ) to be
n the class R λ( A , B , α) is that 
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + ( 1 + 2 μ − 2 δ + 4 μδ) 
× | ab | 
(c − | a | − | b | − 1) + (μ − δ + 5 μδ) 
× ( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 + μδ
( | a | ) 3 ( | b | ) 3 
(c − | a | − | b | − 3) 3 
]
≤
[
1 + (B − A )(1 − α) cos λ
( 1 + | B | ) 
]
. (28) 
roof. By means of (14) , we obtain 
 μ,δ (a, b; c ; z ) = z + 
∞ ∑ 
n =2 
[
1 + (n − 1)(μ − δ + nμδ) ]
× (a ) n −1 (b) n −1 
(c ) n −1 (1) n −1 
z n (z ∈ U ) . rom Lemma 2.1 , we need only to prove that 
 3 = 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣[1 + (n − 1)(μ − δ+nμδ) ] (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 
∣∣∣∣
≤ (B − A )(1 − α) cos λ. (29) 
sing (25) , we have 
 3 ≤
∞ ∑ 
n =2 
n ( 1 + | B | ) [1 + (n − 1)(μ − δ) 
+ n (n − 1) μδ)] ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
n 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
+ 
∞ ∑ 
n =2 
n (n − 1)(μ − δ) 
× ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
+ 
∞ ∑ 
n =2 
n 2 (n − 1) μδ ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
] 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
+ ( 1 + 2 μ − 2 δ + 4 μδ) 
×
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
+ (μ − δ + 5 μδ) 
×
∞ ∑ 
n =3 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −3 
+ μδ
∞ ∑ 
n =4 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −4 
] 
= ( 1 + | B | ) 
[
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
+ ( 1 + 2 μ − 2 δ + 4 μδ) | ab | 
c 
(c + 1)(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) 
+ (μ − δ + 5 μδ) ( | a | ) 2 ( | b | ) 2 
(c ) 2 
(c + 2)(c − | a | − | b | − 2) 
(c − | a | )(c − | b | ) 
+ μδ ( | a | ) 3 ( | b | ) 3 
(c ) 3 
(c + 3)(c − | a | − | b | − 3) 
(c − | a | )(c − | b | ) − 1 
]
= ( 1 + | B | ) (c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + ( 1 + 2 μ − 2 δ + 4 μδ) 
× | ab | 
(c − | a | − | b | − 1) + (μ − δ + 5 μδ) 
( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 
+ μδ ( | a | ) 3 ( | b | ) 3 
(c − | a | − | b | − 3) 3 
]
− ( 1 + | B | ) . 
he proof now follows by (29) . 
heorem 2.4. Let a, b ∈ C ∗ and c be a real number such that c >
 a | + | b | + 2 . If the following inequality 
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + 3 | ab | 
(c − | a | − | b | − 1) 
+ ( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 
]
≤
[
1 + (B − A )(1 − α) cos λ
1 + | B | 
]
, (30) 
olds, then [ I a , b , c ( f )]( z ) maps the class S ∗ to the class R λ( A , B , α).
roof. Since 
 I a,b,c ( f ) ] (z ) = z 2 F 1 (a, b; c ; z ) ∗ f (z ) 
= z + 
∞ ∑ 
n =2 
(a ) n −1 (b) n −1 
(c ) n −1 (1) n −1 
a n z n (z ∈ U ) . 
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 It suﬃces to show that 
T 4 = 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 
∣∣∣∣| a n | ≤ (B − A )(1 − α) cos λ. 
(31)
By making use of (25) and the fact that f (z ) ∈ S ∗ (i.e., | a n | ≤
n if f (z ) ∈ A ) (see [1] ), we get 
T 4 ≤
∞ ∑ 
n =2 
n 2 ( 1 + | B | ) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =3 
n 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
+ 
∞ ∑ 
n =2 
n 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
] 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =3 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −3 
+ 3 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −2 
+ 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
] 
= ( 1 + | B | ) 
[ 
( | a | ) 2 ( | b | ) 2 
(c ) 2 
∞ ∑ 
n =0 
( | a | + 2) n ( | b | + 2) n 
(c + 2) n (1) n 
+ 3 | ab | 
c 
∞ ∑ 
n =0 
( | a | + 1) n ( | b | + 1) n 
(c + 1) n (1) n + 
∞ ∑ 
n =1 
( | a | ) n ( | b | ) n 
(c ) n (1) n 
] 
= ( 1 + | B | ) 
[
( | a | ) 2 ( | b | ) 2 
(c ) 2 
(c + 2)(c − | a | − | b | − 2) 
(c − | a | )(c − | b | ) 
+ 3 | ab | 
c 
(c + 1)(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) 
+ (c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) − 1 
]
= ( 1 + | B | ) (c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
1 + 3 | ab | 
(c − | a | − | b | − 1) 
+ ( | a | ) 2 ( | b | ) 2 
(c − | a | − | b | − 2) 2 
]
− ( 1 + | B | ) . 
It is easy to see that the last expression is bounded above by
(B − A )(1 − α) cos λ if (30) holds. 
Theorem 2.5. Let a, b ∈ C ∗ and c be a real number such
that c > | a | + | b | + 1 . If the inequality (23) satisﬁed, then
[ I a , b , c ( f )]( z ) maps the class K to the class R λ( A , B , α). 
Proof. It suﬃces to prove that 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 
∣∣∣∣| a n | ≤ (B − A )(1 − α) cos λ. (32)
By inequality (25) and the fact that f (z ) ∈ K (i.e., | a n | ≤
1 i f f (z ) ∈ A ) (see [1] ), we obtain the required result. 
Theorem 2.6. Let a, b ∈ C ∗ and c be a real number. If, for some
k , the following inequality 
3 F 2 ( | a | , | b | , P 1 ; c, 1 ; 1 ) ≤
[
1 + (B − A )(1 − α) cos λ
1 + | B | 
]
, (33)
is true, then [ I a , b , c ( f )]( z ) maps the class k − UCV to the class
R λ( A , B , α). Proof. We need to prove that 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 a n 
∣∣∣∣ ≤ (B − A )(1 − α) cos λ. (34)
The left hand side of (34) , by (25) and the suﬃcient condition
(15) , is less than or equal to 
∞ ∑ 
n =2 
n ( 1 + | B | ) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
(P 1 ) n −1 
n ! 
= T 5 . 
Now 
T 5 = ( 1 + | B | ) 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 (P 1 ) n −1 
(c ) n −1 (1) n −1 (1) n −1 
= ( 1 + | B | ) [3 F 2 ( | a | , | b | , P 1 ; c, 1 ; 1 ) − 1 ]. 
From (34) , we obtain the required result. 
Theorem 2.7. Let a, b ∈ C ∗ and c be a real number. If, for some
k , the following inequality 
| ab | P 1 
c 3 
F 2 ( | a | + 1 , | b | + 1 , P 1 + 1 ; c + 1 , 2 ; 1 ) 
+ 3 F 2 ( | a | , | b | , P 1 ; c, 1 ; 1 ) 
≤
[
1 + (B − A )(1 − α) cos λ
1 + | B | 
]
, (35)
satisﬁed, then [ I a , b , c ( f )]( z ) maps the class k − ST to the class
R λ( A , B , α). 
Proof. It is enough to show that 
∞ ∑ 
n =2 
n ( 1 + | B | ) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 a n 
∣∣∣∣ ≤ (B − A )(1 − α) cos λ. (36)
The left hand side of (36) , by (25) and the suﬃcient condition
(17) , is less than or equal to 
∞ ∑ 
n =2 
n ( 1 + | B | ) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
(P 1 ) n −1 
(n − 1)! = T 6 , 
and 
T 6 = ( 1 + | B | ) 
[ ∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 (P 1 ) n −1 
(c ) n −1 (1) n −1 (1) n −2 
+ 
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 (P 1 ) n −1 
(c ) n −1 (1) n −1 (1) n −1 
] 
= ( 1 + | B | ) 
[ ∞ ∑ 
n =0 
( | a | ) n +1 ( | b | ) n +1 (P 1 ) n +1 
(c ) n +1 (1) n (2) n 
+ 3 F 2 ( | a | , | b | , P 1 ; c, 1 ; 1 ) − 1 
] 
= ( 1 + | B | ) | ab | P 1 
c 3 
F 2 ( | a | + 1 , | b | + 1 , P 1 + 1 ; c + 1 , 2 ; 1 ) 
+ ( 1 + | B | ) [3 F 2 ( | a | , | b | , P 1 ; c, 1 ; 1 ) − 1 ]. 
Now, the proof of Theorem 2.7 is completed. 
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 heorem 2.8. Let a, b ∈ C ∗ and c be a real number such that c >
 a | + | b | + 1 . If, for some k , the following inequality 
B − A )(1 − α) cos λ | ab | (c )(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) ≤
1 
(k + 2) , 
(37) 
atisﬁed, then [ I a , b , c ( f )]( z ) maps the class R λ( A , B , α) to the class
 − UCV . 
roof. By the suﬃcient condition (21) , we need to show that 
∞ 
 
n =2 
n (n − 1) 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 a n 
∣∣∣∣ ≤ 1 (k + 2) . (38) 
he left hand side of (38) , by (25) and the suﬃcient condition
20) , is less than or equal to 
∞ 
 
n =2 
n (n − 1) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
(B − A )(1 − α) cos λ
n 
= (B − A )(1 − α) cos λ
∞ ∑ 
n =2 
(n − 1) ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
= (B − A )(1 − α) cos λ | ab | 
c 
(c + 1)(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) 
= (B − A )(1 − α) cos λ | ab | (c )(c − | a | − | b | − 1) 
(c − | a | )(c − | b | ) . 
e note that the last expression is bounded above by 1 
(k +2) if 
37) holds. 
heorem 2.9. Let a, b ∈ C ∗ ( | a |  = 1 , | b |  = 1) and c be a real
umber such that c > max { 0 , | a | + | b | − 1 } . If, for some k , the
ollowing inequality 
(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
[
(k + 1) − k (c − | a | − | b | ) 
( | a | − 1)( | b | − 1) 
]
≤ 1 + 1 
(B − A )(1 − α) cos λ + 
k (1 − c ) 
( | a | − 1)( | b | − 1) . (39) 
atisﬁed, then [ I a , b , c ( f )]( z ) maps the class R λ( A , B , α) to the class
 − ST . 
roof. Making use of the suﬃcient condition (22) , it is enough 
o prove that 
∞ 
 
n =2 
[ n (1 + k ) − k ] 
∣∣∣∣ (a ) n −1 (b) n −1 (c ) n −1 (1) n −1 a n 
∣∣∣∣ < 1 . (40) 
he left hand side of (40) , by (25) and the suﬃcient condition
20) , is less than or equal to 
∞ ∑ 
n =2 
[ n (1 + k ) − k ] ( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
(B − A )(1 − α) cos λ
n 
= (B − A )(1 − α)(1 + k ) cos λ
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 
− k (B − A )(1 − α) cos λ
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n 
= (B − A )(1 − α)(1 + k ) cos λ
∞ ∑ 
n =2 
( | a | ) n −1 ( | b | ) n −1 
(c ) n −1 (1) n −1 − k (B − A )(1 − α) cos λ (c − 1) 
( | a | − 1)( | b | − 1) 
×
[ ∞ ∑ 
n =0 
( | a | − 1) n ( | b | − 1) n 
(c − 1) n (1) n − 1 −
( | a | − 1)( | b | − 1) 
(c − 1) 
] 
= (B − A )(1 − α) cos λ(c )(c − | a | − | b | ) 
(c − | a | )(c − | b | ) 
×
[
(1 + k ) − k (c − | a | − | b | ) 
( | a | − 1)( | b | − 1) 
]
− (B − A )(1 − α) cos λ
[
1 − k (c − 1) 
( | a | − 1)( | b | − 1) 
]
. 
y a simpliﬁcation, we see that the last expression is bounded
bove by 1 if (39) holds. 
emark. By specializing A , B and α in the above theorems, we
ill obtain new results for diﬀerent classes mentioned in the in-
roduction. 
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