Abstract. Fix a function W (x 1 , . . . , x d ) = d k=1 W k (x k ) where each W k : R → R is a strictly increasing right continuous function with left limits. For a diagonal matrix function A, let
where each W k : R → R is a strictly increasing right continuous function with left limits. For a diagonal matrix function A, let ∇A∇ W = d k=1 ∂x k (a k ∂ W k ) be a generalized second-order differential operator. We are interested in studying the homogenization of generalized second-order difference operators, that is, we are interested in the convergence of the solution of the equation
to the solution of the equation λu − ∇A∇ W u = f, where the superscript N stands for some sort of discretization. In the continuous case we study the problem in the context of W -Sobolev spaces, whereas in the discrete case the theory is developed here. The main result is a homogenization result. Under minor assumptions regarding weak convergence and ellipticity of these matrices A N , we show that every such sequence admits a homogenization. We provide two examples of matrix functions verifying these assumptions: The first one consists to fix a matrix function A with some minor regularity, and take A N to be a convenient discretization. The second one consists on the case where A N represents a random environment associated to an ergodic group, which we then show that the homogenized matrix A does not depend on the realization ω of the environment. Finally, we apply this result in probability theory. More precisely, we prove a hydrodynamic limit result for some gradient processes.
Introduction
In the '50s William Feller introduced a more general concept of differential operators, that is, operators of the type (d/dW )(d/dV ) where, typically, W and V are strictly increasing functions with V (but not necessarily W ) being continuous. In this paper we are interested in the formal adjoint of (d/dW )(d/dV ), which is simply (d/dV )(d/dW ), in the case V (x) = x is the identity function. For more details on Feller's operators, we refer the reader to [3, 4, 10] .
Recently, the formal adjoint operator (d/dx)(d/dW ) and some non-linear versions were obtained as scaling limits of interacting particle systems in inhomogeneous media. They may model diffusions with permeable membranes at the points of the discontinuities of W , see [1, 5, 7, 2, 14] for further details. In [14] , for instance, the author introduces an extension of the formal adjoint operator to higher dimensions and provides some results regarding this extension. Informally, fix a strictly increasing right continuous functions with left limits and periodic increments, W k : R → R, k = 1, . . . , d, and let
The generalized Laplacian operator is given by
Note that W k (x) = x, k = 1, . . . , d, corresponds to the classic Laplacian operator. Furthermore, In [12] the authors studied the space of functions f having weak generalized gradients ∇ W f = (∂ W1 f, . . . , ∂ W d f ), which they called the W -Sobolev space. Several properties, that are analogous to those in classical Sobolev spaces, are also obtained. Recently, in [13] , W -Sobolev spaces of higher order were defined and results on elliptic regularity were obtained.
Our goal in this paper is to approximate a solution of a certain continuous partial differential equation driven by a generalization of the laplacian by considering a sequence of discrete functions given by solutions of discrete versions of such equations.
A first contribution of the current paper, presented in Section 4.1, is to build a theory in discrete setup that is analogous to the theory introduced in [12] . In particular, we introduce the W -interpolation and present some results in order to get connections between the discrete and continuous Sobolev spaces.
The main contribution are the results related to homogenization presented in Section 5. Informally speaking, we considered discrete problems of the form λu N − ∇ N A N ∇ N W u N where A N are sequence of diagonal matrices functions, then we define a matrix A as being a homogenization of the sequence of matrices A N if some convergences, in appropriate spaces hold, and also if the limit is related a continuous problem associated the matrix A. The main result of this paper, namely Theorem 5.8, can be summarized in following: under minor assumptions regarding weak convergence and ellipticity on these matrices A N , we show that every such sequence admits homogenization.
This result can be incorporated in several situations. We provide two examples that cover many of them. The first consists in fixing a matrix function A with some minor regularity, and let A N be a convenient discretization. Theorem 5.8 ensures the convergence of the solutions u N to u 0 , which is associated the problem with A. The other example consists of an example of stochastic homogenization. Indeed, let A N be a sequence of random matrix functions satisfying an ergodicity condition. Then, we show that, this sequence admits homogenization, and that the homogenized matrix A does not depend on the realization ω of the random environment. The focus of this approach is to study the asymptotic behavior of the coefficients for a family of random difference schemes, whose coefficients can be obtained by the discretization of random high-contrast lattice structures. In this sense, we want to extend the theory of homogenization of random difference operators developed in [11] , which was also tackled in seminal paper by Kozlov [8] . We also want to generalize its main Theorem (Theorem 2.16) to the context in which we have weak generalized derivatives in the sense of W -Sobolev spaces.
Finally, as an application of this theory, we prove a hydrodynamic limit result, which is, per se, an interesting result, since it extends the main result obtained by [14] . More precisely, one must observe that this is a non-trivial extension, since the fact that the matrix A can be non-constant creates a large difficulty to the method presented there. More precisely, the method consisted in studying the spectral decomposition, and the resolvent operator of the operator L W = d k=1 ∂ x k ∂ W k . Thus, in our setup, that allows the matrix function A to be non-constant, would force one to look for spectral decomposition and the resolvent operator of the operator
The remaining of the article is organized as follows: in Section 2 we provide a brief review on W -Sobolev spaces; in Section 3, we define a new space of test functions needed in subsequent sections; in Section 4 we introduce a discrete analogous to the continuous W -Sobolev spaces, and then, interpolation and projection results connecting the discrete and continuous versions; in Section 5 we provide main results of this article; in Section 6 we apply the results of this article to prove a hydrodynamic limit for gradient processes with conductances in random environments. Finally, we provide an Appendix with a proof to an auxiliary result.
W -Sobolev space
In this Section we recall some notation and results of [5, 12, 14] . Denote by
where each W k : R → R is a strictly increasing right continuous function with left limits (càdlàg), with periodic increments, in the sense that for all u ∈ R,
if the above limit exists. Denote the generalized gradient of f by 
and by · x k ⊗W k the norm induced by this inner product. The set A W k of the eigenvectors of
forms a complete orthonormal system in L 2 (T), (see [5] ). Let
and denote by
and extend to D W by linearity. In particular, D W is dense in L 2 (T d ) and, the set A W forms a complete, orthonormal, countable system of eigenvectors for the operator L W . More details can be found in [14] .
Denote by
consisting of the functions f that have zero mean with respect to the measure d(
satisfying the following integral by parts identity (4)
For this reason for each function g ∈ H 1,W we denote G k simply by ∂ W k g, and we call it the k-th generalized weak derivative of the function g with respect to W .
In [12] it is shown that G k is unique and the set H 1,W (T d ) is a Hilbert space with respect to the inner product 
Furthermore,
A new space of test functions
We will now define a new space of test functions that will be needed in the proof of the hydrodynamic limit in Section 6, and also to prove the Compensated Compactness Theorem (Lemma 5.2).
In this paper we deal with discrete approximations of functions defined on the torus T d . To obtain a hydrodynamic limit, we will eventually need to apply these discretizations to test functions of the WSobolev space. The problem is that these test functions are defined as functions in L 2 (T d ), and thus, the discretization procedure obtained by restricting the test function to T d N is not well-defined. Therefore, we will define a new space of test functions suitable for discretizations, which we will denote by D W (T d ). Note that in [12] we considered another space for test functions, namely D W , whose definition was given in the previous Section.
Another motivation for such definition is of independent interest: to develop a classical theory of functions that admit generalized derivatives. In fact, these test functions will be such that one may apply the operator
To this end, recall, from (1), the definition of W . For f : T → R, let D(f ) be the set of its discontinuity points. For k = 1, . . . , d let also C W k (T) be the set of càdlàg functions f :
We endow C W k (T) with the sup norm · ∞ . Equation (2) in the one-dimensional case becomes
is well-defined and differentiable, and that
In [5] , it is proved that D W k is the set of functions f in C W k (T) such that (6) f
, where a, b are real numbers satisfying
The first requirement corresponds to the boundary condition f (1) = f (0) and the second one to the boundary condition df /dW k (1) = df /dW k (0). Let us now define a d-dimensional counterpart to the sets C W k (T) and D W k , respectively:
. . , d} , and,
where ⊗ denotes the tensor product. That is, for functions
and span(A) stands for the linear space generated by the set A. In other words, C W (T d ) and D W (T d ) are the spaces generated by functions of the form
is "almost" the tensor product of the spaces D W1 , . . . , D W d , the reason why it is not, is that the tensor product of topological spaces is defined as a closure of the previous space, and we do not want to take this closure.
is such that its partial derivative in the kth direction exists, then, the function a k ∂ W k f also admits a partial derivative in the kth direction and we have 
The following result shows that D W (T d ) can be used as a space for test functions:
Proof. We begin by noting that the first statement follows directly from the second statement. We will, thus, prove the second statement.
Begin by noticing that from Proposition 7.1 in Appendix, D W k is dense in C(T) in the sup norm. To extend this result to the d-dimensional case, note that, since T is a compact Hausdorff space, we can use Stone-Weierstrass Theorem to conclude that 
Let us define a function f :
We then have the following remark:
Proof. From the definition of C W (T d ), there exist b j ∈ R, and functions u
Therefore, it is enough to show that each function u j k is bounded in T. Suppose that u j k is not bounded, then, there exists a sequence (t n ) in T such that
By compactness of T and using the identification T = [0, 1), we can find a monotone subsequence t ni , such that lim i t ni ∈ T. If t ni is increasing, then the existence of left limits of u j k shows that |u j k (t ni )| is bounded, whereas if t ni is decreasing, the right-continuity shows that |u j k (t ni )| is bounded. This contradiction concludes the proof.
The discrete W -Sobolev space
In this Section, we introduce the notion of discrete W -Sobolev space. As in the continuous case considered in [12] , we obtain similar results for the discrete setup. Furthermore, we introduce the W -interpolation, and we also deal with other types of interpolations. Finally, we present some results in order to get connections between the discrete and continuous Sobolev spaces.
We will now define and obtain some results on a discrete version of the W -Sobolev space. For f :
, which is the standard difference operator on the kth canonical direction, and is given by (10) ∂
and
, which is the W k -difference operator given by
Denote by 
respectively. Consider the following notation for their induced norms:
These norms are natural discretizations of the norms considered in continuous case. Using the same arguments used in [12] to prove Poincaré inequality, one can easily prove its discrete version: Lemma 4.1 (Discrete Poincaré Inequality). There exists a finite constant C such that
We will now provide results on discrete elliptic equations. We remark that the proofs of these lemmas are identical to the ones in the continuous case, and the reader is then referred to [12] . Let λ ≥ 0 and A = (a kk (x)) d×d , x ∈ T d , be a diagonal matrix function satisfying the ellipticity condition: there exists a constant θ > 0 such that θ −1 ≤ a kk (x) ≤ θ, for every x ∈ T d and every k = 1, . . . , d. We are interested in studying the problem (11) T 
The bilinear form B N [·, ·] associated with the elliptic operator T N λ is given by
where u, v : 
In this case we have uniqueness of the solution disregarding addition by constants. Moreover, if
There exists a unique weak solution u : Motivated by Lemma 2.1 we are able to obtain a characterization of the elements of the discrete dual Sobolev space.
, the discrete dual Sobolev space. Then, there exist unique functions
. We denote the functional f by
Proof. let u be the unique weak solution obtained by Lemma 4.4 when λ = 1 , A the identidy matrix and,
Connections between the discrete and continuous Sobolev spaces. Let us consider the natural partition of
We will now introduce some interpolation different schemes, that is, procedures to extend u N from 
However, extend a function u N :
is not straightforward. To do so, we need the definition of W -interpolation, which we give below.
Using the standard construction of d-dimensional linear interpolation, see for instance [9] , it is possible to define the W -interpolation of a function u N :
Let us consider a new type of interpolation, which are actually d (one for each m = 1, . . . , d) interpolations:
A simple calculation shows that
We now establish the connection between the discrete and continuous spaces by showing how a sequence of functions defined in
With respect to convergence of functionals, we say that a sequence of functionals
converges weakly (resp. strongly) to f in H −1 
and, one of the sequences
Then, the others also converge to u in the same manner.
and, one of the sequences (u *
Proof. We start with the
We will prove that ( u N ) also converges to u. The remaining cases can be handled in a similar manner. Note that (16) implies the uniform boundedness of the norms u * . From this, to prove the convergence we are interested, it is enough to prove the convergence
Let Φ N be the piecewise-constant function which coincides with Φ at the lattice-points
By explicit form of the interpolations, we have
After a summation by parts we transfer in each term inside the braces one of the W -differences from u N to Φ and thus, the resulting expression is
and the exchange of the order of integration is due to Fubini's Theorem. Note that
where in the last equality the constant C > 0 does not depend on N . In this way, |R N | is bounded by a finite sum (that depends on d) of terms of the form
, where the previous estimates follow from Cauchy-Schwarz inequality. By hypothesis (16) and the fact that Φ ∈ C ∞ (T d ) the sums inside the brackets are bounded. Thus, R N goes to zero as N → ∞. Therefore, we have shown that
This concludes the proof for the first case. Now, let us consider the L 2 Wj (T d ) case. The proof is similar to previous case. To keep notation simple, fix, without loss of generality, j = 1. The beginning of the proof is exactly the same as in the previous case, one just needs to replace the Lebesgue measure dy by the product measure d(y 1 ⊗ W 1 ). The essential difference comes in the estimation of the term
We will now provide this estimation. The previous term is bounded above by
So the new term |R N | is, again, bounded by a finite sum (that depends on d) of terms of the form
By hypothesis (17) and the fact that Φ ∈ C ∞ (T d ) the sums inside the brackets are bounded and thus R N goes to zero as N → ∞. Therefore, we have shown that
This concludes the proof.
We will now state and prove the strong counterpart to the above Lemma:
sequence of functions and C > 0 be a constant such that
(18) u N H1,W (T d N ) ≤ C for all N ≥ 1 .
Then, if one of the sequences
, then the others also converge to u in the same manner.
Proof. Let us consider the case u * N → u in L 2 (T d ) and we will prove that u
The remaining cases can be proved analogously. Recall the notation introduced at the beginning of this subsection and note that
A simple computation show that the quantity |u *
N (y)| assumes its largest value onQ(x) at one of the vertices of Q N (x) and that this value is equal to
In this way, R N is bound above by
where in the previous expression, C 1 is a constant that depends on d (one may take, for instance,
Thus, it follows that
as N → ∞. This concludes the proof.
Finally, we have the following Lemma regarding strong and weak compactness: Note that
where z, in the previous expression, represents the summation over all vertices of the cell Q N (x). Further, for m = 1, 2, . . . , d, we have, by an explicit computation,
where (∂ 
Thus we have shown that
where the last inequality follows from (21), and this concludes the proof.
We will now obtain the converse procedure, that is, how to use a measurable function f in L 2 (T d ) to properly define a mesh function in T d N . This is not straightforward, since the restriction of f to the set {0, 1/N, . . . , (N − 1)/N } d is not well-defined (this is a set of Lebesgue measure zero).
, consider the mesh functions defined on the discrete torus
f (y)dy, and
and 
Proof. We will prove the first assertion. The proof of second is analogous. Recall the notation used in the previous lemmas. Since the continuous functions are dense in
where the last inequality follows from Hölder's inequality. Thus, the previous expression is bounded above by
To conclude, note that by compacity of T d the continuous function f is, in fact, uniformly continuous. So, for a fixed ǫ > 0, there exists N 0 such that η ∞ < 1/N 0 implies that |f (y + η) − f (y)| < ǫ 1/2 /2 d . Therefore, the previous expression is bounded by ǫ, and the proof of the Lemma follows.
Homogenization
Our main goal in this Section is to prove the convergence of energies, namely Proposition 5.6, and also the Homogenization Theorem, Theorem 5.8. This last result is presented with fairly general hypotheses on the matrices A N . In Proposition 5.9 we provide an example of a very large class of functions that admit homogenization and in subsection 5.3 we consider a scenario in which A N represents a random environment. We begin with some definitions and auxiliary results.
5.1. Definitions and auxiliary results. We now focus on the analysis of the asymptotic behavior of the sequence (u N ) given by solutions of the equations
where f N are fixed functions defined on The continuous counterpart of the theory developed in Subsection 4.1 can be found in [12] . More precisely, one can find results on existence, uniqueness and boundedness of weak solution of the problem
We say that the diagonal matrix A N = (a 
where u N :
R is the solution of the (25) and u 0 ∈ H 1,W (T d ) is the unique weak solution of the (26). In this case, we say that the diagonal matrix A is a homogenization of the sequence of random matrices A N . We also say that the operator ∇A∇ W is a homogenization of the sequence of random operators ∇ N A N ∇ N W . Next, we present an estimate that will be useful in this Section.
Proof. Using lemma 4.4, we obtain a constant C 1 , not depending on N such that
, and f N is weakly convergent, it is bounded, and thus there exists a constant C 2 ≥ 0, such that
We will now prove a very simple version of the compensated compactness Theorem.
Let us deal with each term in the right-hand side of the previous equation. Note that
Note that, from Lemma 3.5, φ is bounded, and since (w k,N ) is a weakly convergent sequence, its norm is uniformly bounded. Therefore, the previous equation tends to zero as N → ∞. We now deal with the other term. Begin by recalling that φ is bounded. Thus, q k φ ∈ L This concludes the proof.
We conclude this subsection with a version of Compensated Compactness Theorem for discrete approximations.
Corollary 5.3 (Compensated Compactness for Discrete Approximations). For
where
Therefore, we may apply lemma 5.2 to conclude that
Remark 5.4. One should notice that lemma 5.2 is, indeed, a version of the Compensated Compactness
Theorem. In fact, the classical assumptions would be g k,N → g k and
should be understood as in lemma 2.1. However, in our setup, the functional induced by g k,N coincides with −∂ x k g k,N , and thus, since
we recover strong convergence for g k,N . The reason why the functional induced by
g k,N is −∂ x k g k,N instead
of the standard functional is because the standard functional given by
φ → T d g k,N φdx is not well-defined for g k,N ∈ L 2 x k ⊗W k (T d ). In fact, g k,N may not belong to L 2 (T d ).
Main Results.
We are now in a position to state and prove the homogenization of the difference operators introduced in the previous Section. We begin by proving an auxiliary lemma that will be needed in the proof of the convergence of energies of a sequence of homogenized matrices.
Lemma 5.5. Let X be a Banach space and X * its dual. If f N ∈ X * is such that f N → f ∈ X * , and u N ∈ X is such that u N → u ∈ X weakly. Then,
Proof. Since u N converges weakly in X, it forms a bounded sequence, that is, there exists C ≥ 0 such that, for each N ≥ 1, u N ≤ C. We also have
which tends to zero as N → ∞. On the other hand, from weak convergence,
The next proposition shows that even though the H-convergence only requires weak convergence in its definition, it yields a convergence in a strong sense (convergence in the L 2 -norm for the piecewise-constant interpolation). 
and, u 0 is the weak solution of (26). Then, the following limit relations hold true:
0 (x)dx, and
Proof. We begin by proving that
as N → ∞. As we plan on using Lemma 4.8, we need to obtain a bound. By Lemma 5.1, the sequence u N is · 1,W bounded uniformly. In particular, there exist constants
Now, observe that from Lemma 4.7, there exist functions f 0,N , . . . , f d,N such that
This motivates us to define the following functionals g i,
We have, by hypothesis, that f N → f strongly, which means
Nevertheless, by equation (15), we have
and thus
Using Lemma 4.8, (30) implies
and (31) implies
, we may apply Lemma 5.5 to equations (32) and (33) to obtain that
Note that
, and
Thus, from (34) and (35), f N (u N ) converges to f (u 0 ). Now, note that
since, by the hypothesis that A H −→ A, u 0 is the weak solution of λu 0 − ∇A∇ W u 0 = f. Note also that
which, after a summation by parts in the above expressions, and using that
That is, there exist ǫ > 0 and a subsequence (u Nj ) such that
for all j. By Lemma 4.10, we have that there exists v ∈ L 2 (T d ) and a further subsequence (also denoted by u Nj ) such that
Using Lemma 4.9, we further obtain that
This implies that
but this is a contradiction. Indeed, from H convergence of A N to A, we have that u N → u 0 weakly in
and at the same time
The proof thus follows from expression (36). 
as N → ∞. Therefore, using (37) and (38), we obtain
We will now state and prove the main result of this paper. 
In particular,
Applying (39) to u N , we obtain
Thus, for each k = 1, . . . , d, and using Lemma 5.1, we have
Using the same argument (from weak convergence of the functionals) we can find a constant
is a separable Hilbert space, we can find a further subsequence (also denoted by u N ), such that
Since (u N ) is uniformly bounded in the Sobolev-norm and L 2 (T d ) is precompact in this space we have
On the other hand,
From the very definition of the functional ∇ N A N ∇ N W u N , the previous convergence means that for each k, a
Since θ −1 < a N kk (x) < θ, we have that 1/a N kk is uniformly bounded, and 1/a
. In fact, if there exists a measurable set A with positive d(
From the Compensated Compactness Theorem (take q
From uniqueness of the weak limit, we have that
Thus, we can summarize our findings:
Therefore, u solves the problem λu − ∇A∇ W u = f, where A is the diagonal matrix with entries given by 1/b k .
To conclude the proof it remains to be shown that we can pass from the subsequence to the sequence. This follows from uniqueness of weak solutions of the problem (26), see [12, Proposition 3.4] . The fact that any converging subsequence is a solution to the same problem, and the fact that u N is uniformly bounded in the Sobolev norm, thus we can find a convergent subsequence (thus a sequence that do not converge to the solution, must converge to somewhere else, since the limit point is also a solution, uniqueness shows the result).
We will now provide an example of a very large class of functions that admit homogenization. Recall the definition of the space M W given below Remark 3.1. 
On the other hand, we also have the pointwise convergence of 1/a N kk to 1/a kk , and the bound 1/a
Therefore, the result follows from Theorem 5.8.
Homogenization of Random difference operators.
In this subsection we consider the homogenization problem when the matrix A N represents a random environment. More precisely, we focus on the analysis of the asymptotic behavior of the sequence (u N ) given by solutions of the equations
where f N are fixed functions defined on
) are the difference operators and, the random diagonal matrix A N = (a kk ) d×d of order d represent the statistically homogeneous rapidly oscillating coefficients. Therefore these equations are driven by the random difference operators ∇ N A N ∇ N W , and to fully understand them, we need to understand the random matrices A N . Thus, let (Ω, F , µ) be a standard probability space and {T x : Ω → Ω; x ∈ Z d } be a group of F -measurable and ergodic transformations which preserve the measure µ:
•
, is equal to a constant µ-a.e..
Note that the last condition implies that the group T x is ergodic. We call the underlying probability space (Ω, F , µ) random environment, and a point ω ∈ Ω a realization of the random environment. Let us now introduce the vector-valued F -measurable functions {b kk (ω); k = 1, . . . , d} such that there exists θ > 0 with
for all ω ∈ Ω and k = 1, . . . , d. Then, define the random diagonal matrices B N whose elements are given by
Let us show some weak convergences associated the random environment (b N kk ) defined in (43). First, note that by Birkhoff Ergodic Theorem, we have,
Denote by µ W k the measure induced by function W k . By Lebesgue decomposition, there exist, function g such that,
where gλ and λ ⊥ are singular measures and λ denotes de Lebesgue measure. Let V k ⊂ T be the support of
Define the random diagonal matrices A N = (a N kk ) and consider the problem (46)
The main result of this subsection is Proof. The proof follows from Lemma 5.11 that ensures the hypothesis of the Theorem 5.8 are valid for this sequence.
We conclude this subsection with following result.
where the function B kk is given by
Proof. Following the notation introduced above, let
where V k stands for the closure of the set
Note that the support of the measure d(
, with respect to the measure d(x k ⊗λ ⊥ ). Thus, the second integral in the right-hand side in previous expression is equal to
For other side, by (44) and (47), we have
here X c denotes the complementary set of X. So, the first integral in the right-hand side in above expression is equal to
From previous convergence, (47) and (48), the right hand-side in previous expression converges to
Then, we have showed that
and this concludes the proof of the first statement. The second statement follows directly from the first by observing that 1/b kk is also an ergodic sequence, and everything we did above may also be done to the sequence 1/a N kk .
Application
To conclude the paper we will provide an application of a new result on probability theory which is an improvement of the result obtained in [14] in two directions: first, it considers a more general model; second, it has a more natural and simpler proof. It is also noteworthy that the homogenization results obtained in this paper were the key results in proving the main Theorem in the article [2] . For each choice of diagonal matrix function A N satisfying the hypotheses of Theorem 5.8, we have a corresponding version of hydrodynamic limit. For instance, we may obtain a version in random environment using Theorem 5.10, and also a version with any diagonal matrix function A ∈ M W . 6.1. The hydrodynamic limit. We will now use the standard vocabulary in probability theory, that is, càdlàg functions means right-continuous functions with left limits; tightness is a property regarding compactness; weak convergence is actually weak * convergence. The reader is also referred to [6] and references therein.
We will begin by recalling some definitions. Recall in (1) 
. The exclusion process with conductances is a continuous-time Markov process {η t : t ≥ 0} with state space {0, 1}
where σ x,x+ej η is the configuration obtained from η by exchanging the variables η(x) and η(x + e j ):
otherwise.
We consider the Markov process {η t : t ≥ 0} on the configurations {0, 1} d , the rate at which particles are exchanged is of order 1 for each direction, but if some W j is discontinuous at x j /N , it no longer holds. In fact, assume, to fix ideas, that W j is discontinuous at x j /N , and smooth on the segments (x j /N, x j /N + εe j ) and (x j /N − εe j , x j /N ). Assume, also, that W k is differentiable in a neighborhood of x k /N for k = j. In this case, the rate at which particles jump over the bonds {y − e j , y}, with y j = x j , is of order 1/N , whereas in a neighborhood of size N of these bonds, particles jump at rate 1. Thus, note that a particle at site y − e j jumps to y at rate 1/N and jumps at rate 1 to each one of the 2d − 1 other options. Particles, therefore, tend to avoid the bonds {y − e j , y}. However, since time will be scaled diffusively, and since on a time interval of length N 2 a particle spends a time of order N at each site y, particles will be able to cross the slower bond {y − e j , y}. The scaling limits of this interacting particle systems in inhomogeneous media may, for instance, model diffusions in which permeable membranes, at the points of discontinuities of the conductances W , tend to reflect particles, creating space discontinuities in the density profiles. For more details see [14] .
The effect of the factor c x,x+ej (η) is the following: if the parameter b is positive, the presence of particles in the neighboring sites of the bond {x, x + e j } speeds up the exchange rate by a factor of order one, and if the parameter b is negative, the presence of particles in the neighboring sites slows down the exchange rate also by a factor of order one. More details are given in Remark 6.2 below.
Let A = (a jj ) d×d be a diagonal matrix belonging to M W with a jj > 0, j = 1, . . . , d, and recall from subsection 3, the operator defined on D W (T d ):
where A ∈ M W . A sequence of probability measures {µ N : N ≥ 1} on {0, 1} 
be a bounded density profile and consider the parabolic differential equation
where the function Φ : [l, r] → R has bounded derivative, its derivative is also away from zero, and 
, and we have the integral identity
. Existence of such weak solutions follow from the tightness of the process proved in subsection 6.3, and from the energy estimate given in [14, Lemma 6.2] . Uniquenesses of weak solutions was proved in [12] .
The main result of this Section is the following. Consider the random walk {X t } t≥0 of a particle in T d N induced by the generator L N given as follows. Let ξ x,x+ej be given by (49). If the particle is on a site x ∈ T d N , it will jump to x + e j with rate N 2 ξ x,x+ej . Furthermore, only nearest neighbor jumps are allowed. The generator L N of the random walk {X t } t≥0 acts on functions f :
is not difficult to see that the following equality holds:
The counting measure m N on N 
This notation is not to be mistaken with the inner product in L 2 (T d ) introduced earlier. Also, when π t has a density ρ, π(t, du) = ρ(t, u)du. 
with the right-hand side being understood as the restriction of the function to the lattice T 
In particular, by Lemma 4.4,
for some finite constant C(H), which depends only on H. Thus, by Doob inequality, for every λ > 0, δ > 0, where {τ x : x ∈ Z d } is the group of translations, so that (τ x η)(y) = η(x + y) for x, y in Z d , and the sum is understood modulo N . Also, h 1,j , h 2,j are the cylinder functions h 1,j (η) = η(0)η(e j ) , h 2,j (η) = η(−e j )η(e j ) . . By Chebyshev's inequality, the last expression is bounded above by
since there exists at most one particle per site. By Theorem 5.8, Proposition 5.6 and Corollary 5.7,
→ 0 as N → ∞, and the proof follows.
The reader should compare the proof given in this Section to the proof given in [14] , to check that the one given here follows closely the standard approach given, for instance, in [6] , whereas the approach given in [14] is non-standard. This means that the theory provided in this article made the study of hydrodynamic behavior of exclusion processes with conductances tractable in the standard fashion. Thus, future work on this field will be simplified.
6.4. Uniqueness of limit points. We prove in this subsection that all limit points Q * of the sequence Q W,N µN are concentrated on absolutely continuous trajectories π(t, du) = ρ(t, u)du, whose density ρ(t, u) is a weak solution of the hydrodynamic equation (53) with l = 0, r = 1 and Φ(α) = α + aα 2 . We now state a result necessary to prove the uniqueness of limit points. Let, for a local function g : {0, 1} η(y) .
Let Q * be a limit point of the sequence Q W,N µN and assume, without loss of generality, that Q W,N µN converges to Q * . Since there is at most one particle per site, it is clear that Q * is concentrated on trajectories π t (du) which are absolutely continuous with respect to the Lebesgue measure, π t (du) = ρ(t, u)du, and whose density ρ is non-negative and bounded by 1. The reader is referred to [6, Chapter 4] Recall that Q * is concentrated on absolutely continuous paths π t (du) = ρ(t, u)du with positive density bounded by 1. Therefore, ε This identity can be extended to a countable set of times t. Taking this set to be dense we obtain, by continuity of the trajectories π t , that it holds for all 0 ≤ t ≤ T .
From [14, Lemma 6 .2], which we may easily adapt to our setup by using the uniform ellipticity condition (42) of the environment, we may conclude that all limit points have, almost surely, finite energy, and therefore, 
