Abstract. Associated to the Bergman kernels of a polarized toric Kähler manifold (M, ω, L, h) are sequences of measures {µ z k } ∞ k=1 parametrized by the points z ∈ M . We determine the asymptotics of the entropies H(µ z k ) of these measures. We further determine the point z where of the µ z k of asymptotically maximal entropy, and the underlying Kähler metric producing µ z k of asymptotically maximal entropy. We also show that the Gaussian measure on the space H 0 (M, L k ) induced by the Kähler metric has maximal entropy at the balanced metric. The sequence µ z k in some ways resembles a sequence of convolution powers; we determine precisely when it actually is such a sequence.
In [Z09] , the second author introduced a sequence {µ z k } ∞ k=1 of probability measures on the convex lattice polytope P ⊂ R m associated to a toric Kähler manifold (M, ω). The measures µ z k are supported on the dilated lattice points P ∩ 1 k Z m , and depend on a choice of Hermitian metric h on the toric line bundle L → M with i∂∂ log h = ω. They also depend on a point z ∈ M , or more precisely on its image x = µ(z) under the moment map
associated to h. In the special case where M = CP 1 and ω = ω F S is the Fubini-Study metric, the measures µ : In [SoZ12] they are shown to satisfy a law of large numbers and a large deviations principle; more recently, they were proved to satisfy a central limit theorem [ZZ18] . The purpose of this note is to given an asymptotic formula for the entropies of {dµ z k } ∞ k=1 , extending the family of probabilistic results one step further. We further investigate the points z and metrics h for which the sequences have asymptotically maximal entropy. The proofs are non-probabilistic and are based on Bergman kernel asymptotics, and especially on the local CLT results in [ZZ18] and on the LDP in [SoZ12] .
To state the result, we introduce some notation, referring to Section 1 and to [Z09, SoZ12, ZZ18] for much of the background. The moment map (1) associated to this data defines a torus bundle of the open orbit of (C * ) m over the convex lattice polytope P . As reviewed in Section 1.2, there is a natural basis {s α } α∈kP of the space H 0 (M, L k ) of holomorphic sections of the k-th power of L by eigensections s α of the T m action. In a standard frame e L of L over M o , they correspond to monomials z α on (C * ) m . The pointwise norms of z α in the open orbit are given by |z α | 2 e −kϕ(z) where h = e −φ in a standard frame. The toric Kähler potential φ on the open orbit is T m -invariant and may be viewed as a convex function on R m . Its Legendre transform u is a convex function on P known as the symplectic potential. For instance, the symplectic potential of the Fubini-Study metric is u F S (x) = x log x + (1 − x) log(1 − x) (see Section 1.3).
We define
where
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1 is the L 2 norm-square of s α with respect to the natural inner product Hilb k (h) induced by the Hermitian
the Szegö projector and by Π h k (z) the associated density of states, i.e. the metric contraction of the diagonal of the kernel of Π h k ; see Section 1.5. We now come to the main definition:
Definition 0.1. For any z ∈ M o and k ∈ N, we define the probability measure on P ⊂ R m by,
Note that
The measures are T m -invariant in z, and therefore define a family discrete measures on P ∩ 1 k Z m parametrized by points µ h (z) ∈ P . Although it is not explicit in the notation, µ z k depends on the choice of Hermitian metric h on L. For background on 'lattice probability measures' we refer to [GK] . 0.1. Asymptotics of entropy of µ z k . The (Shannon) entropy of a discrete probability measure with masses {p α } is defined by (cf. [KS] )
Thus, the entropy of µ
The asymptotic entropy result is:
Theorem 0.2. Let h = e −φ0 be a toric Hermitian metric on L → M and let u 0 = Lφ 0 be the Legendre transform. Let a 0 be the first term of the Bergman kernel expansion (see (14) below). Also let µ h (z) = x 0 . Then, as k → ∞,
The result may be compared with the known asymptotics in the case of multinomial distributions. In dimension m = 1, the binomial distributions are convolution powers µ 
To compare with Theorem 0.2, we note that in the Fubini-Study case, u
. In fact, by [JSz99, Theorem 2] and by [K98] ), H(µ z k ) has a complete asymptotic expansion in powers of k −1 whose coefficients involve the Bernoulli numbers. In this case, the entropy asymptotics can be obtained from local central limit theorems and Stirling's formula. Note that the entropy of uniform measure µ kP ∩Z m on a set of r element is log r. The number #(kP ∩ Z m ) of such lattice points is k m #(P ∩ Z m ), so that uniform measure on these lattice points has entropy m log k + log #(P ∩ Z m ). In a sense, this explains the first term above.
Now consider multi-nomial distributions, which corresponds in the Kähler setting to the case where M = CP k and h is the Fubini-Study metric on L = O(1). The parameters p corresponds to a point x ∈ ∆, the unit simplex, which is the image of CP k under the Fubini-Study moment map. The entropy of the multi-nomial distribution has the form,
It is proved in [CG12, Theorem 1] and [Mat78] that when µ(z) = (p 1 , . . . , p m ) then
Remark 1. Since m j=1 p j = 1, there are only m − 1 independent p j . In the formula of Theorem 0.2, m = dim C M ; it corresponds to m − 1 in the formula of the multinomial case, so the coefficients of log k agree.
There exist a few general results on asymptotic entropies of convolution powers µ * k . Asymptotics of entropies to several orders for certain classes of discrete distributions as k → ∞ were obtained in [K98, JSz99] . In the case of sums of i.i.d. real-valued random variables, i.e. convolution powers of probability measures on R, Dyachkov proved in [D96, Theorem 2] that
Remark 2. One may expect analogous results for non-compact infinite volume toric Kähler manifolds, such as C m with the Bargmann-Fock space of analytic functions. The techniques of [F12] apply in that setting. However, the large deviations results have not been established in such cases, and we confine the article to compact Kähler manifolds.
In view of the resemblence of the entropy asymptotics of the toric Kähler probability measures µ 
is a Kähler metric of constant scalar curvature;
We refer to [D02] for background and results on balanced and constant scalar curvature metrics on toric Kähler manifolds. 0.2. Measures of maximal entropy. The entropy H(µ) of a discrete probability measure µ is a measure of the degree to which µ is uniform. The larger the entropy, the more uniform the measure, so that the measure of maximal entropy in a given family of probability measures is the most uniform measure. This measure of maximal entropy is often considered the most important. Hence it is natural to ask for which z does µ z k have maximal entropy in the family µ z k , at least asymptotically as k → ∞. For instance, in the case of binomial measures µ * k
, the point x = µ(z) for which the measures µ z k have asymptotically maximal entropy as k → ∞ is the unique point x ∈ P for which the equation,
is satisfied. If h is the canonical Guillemin metric, then x is the barycenter of P .
For background on the Guillemin metric, see [Gu94] . The proof also applies to the question, for fixed z, is there a metric h on L for which µ z k has asymptotically maximal entropy? However, the calculations show that no such metric exists.
Remark 3. The article [DK] also considers entropy in the context of Bergman kernels, but does not seem to overlap this article. It is devoted to the simpler question of when the density of states Π h k (z) has maximal entropy (it is evidently the balanced metric) and its applications to black hole physics. 0.3. Differential entropy of the Gaussian measure γ h k . There is a second (and much simpler) problem regarding entropies of probability measures on a toric Kähler manifold, or indeed on any polarized Kähler manifold. Associated to any Hermitian metric h on L is a sequence
If we fix a background metric h 0 , or corresponding inner product G 0 , then the inner product Hilb k is represented by a positive Hermitian matrix P and the Gaussian measure γ h k is represented by
, When a probability measure µ on R n has a density f relative to Lebesgue measure dx, its differential entropy is defined by
We now calculate the differential entropy of the Gaussian measures γ h k . Proposition 0.5. Let (L, h, M, ω) be any polarized Kähler manifold, and let γ h k be the associated Gaussian
The Hermitian metric h for which H(γ h k ) has maximal entropy is the balanced metric.
0.4.
Further problems on the sequence of toric measures. Convolution powers µ * k induce a lattice random walk on Z m with steps in P ∩ Z. Namely, at time k + 1 one steps from α ∈ kP to α + β ∈ (k + 1)P with β ∈ P with probability µ(β). The entropy of µ arises both in the MacMillan theorem for the product measures µ × · · · µ and for the entropy of the Markov chain defined by the random walk (see [KS] ). It would be very interesting to define a Markov chain and random walk associated to the toric Kähler metrics µ z k . It is not hard to find a transition kernel taking µ z k → µ z k+1 but at present we do not know one which is a stochastic (Markov) operator. It is our impression at this time that such questions pertain to probabilities of metric events involving the coordinate ring of L, i.e the ring generated by holomorphic sections.
Throughout this article, the Hermitian metric h and associated Kähler metric ω are held fixed. A natural question is the variation of the entropy of µ [SoZ12] from test configuration geodesics to general geodesics. The results will be reported in future work.
Background on toric varieties
We employ the same notation and terminology as in [SoZ12, ZZ18] . We recall that a toric Kähler manifold is a Kähler manifold (M, J, ω) on which the complex torus (C * ) m acts holomorphically with an open orbit M o . We choose a basepoint z 0 on the orbit open and identify
+ , which we write in coordinates as z = e ρ/2+iθ in a multi-index notation.
We assume that M is a smooth projective toric Kähler manifold, hence that P is a Delzant polytope, i.e. that P is defined by a set of linear inequalities
where v r is a primitive element of the lattice and inward-pointing normal to the r-th (n − 1)-dimensional face of P . We denote by P o the interior of P and by ∂P its boundary; P = P o ∪ ∂P .
1.1. Facts from algebraic geometry. If L k is very ample (i.e. the vanishing theorem holds), then
Here 
We equip L with a toric Hermitian metric h whose curvature (1, 1)-form ω = i∂∂ log e 2 h is positive. We often express the norm in terms of a local Kähler potential, e
The monomials are orthogonal with respect to any such toric inner product and have the norm-squares given by (3) 1.3. Kähler potential, moment map and sympletic potential. Recall that we use log coordinate
. Since the Kahler potential ϕ is T m -invariant, ϕ(z) only depends on the ρ variables, hence we may write it as ϕ(ρ).
The moment map µ h is defined as the gradient of the Kähler potential ϕ : R m → R. Let R m p be the dual space of R m ρ , where we use coordinates p = (p 1 , · · · , p m ) and ρ = (ρ 1 , · · · , ρ m ) respectively. The gradient map induced by ϕ is defined by
The moment map µ h : M → R m is only well-defined up to an additive constant. The equivariant toric line bundle L fixes this degree of freedom as follows: Let I k ⊂ Z m be the subset consisting of weight H 0 (M, L k ) under the action of (C * ) m , and let P k be the convex hull of I k . Then P k = kP ′ for a fixed convex polytope P ′ . We normalize µ h by requiring that µ h (M ) = P ′ . For background, see [Fu] .
1.4. Kähler potentials and symplectic potentials. We now consider the symplectic potential u 0 associated to φ P o , defined as the Legendre transform of φ P o on R m :
It is a function on P , or in invariant terms it is a function on Lie(T m ) * ≃ Lie(R m + ) * . In general, the Legendre transform of a function on a vector space V is a function on the dual space V * . The symplectic potential has canonical logarithmic singularities on ∂P . According to [Gu94] and to [D02] ( Proposition 3.1.7),
where f 0 ∈ C ∞ (P ). The Guillemin canonical metric is the special case where f 0 = 0.
1.5.
The Szegö kernel and the Bergman kernel. The Szegö (or Bergman) kernels of a positive Hermitian line bundle (L, h) → (M, ω) are the kernels of the orthogonal projections
onto the spaces of holomorphic sections with respect to the inner product Hilb k (h),
where the · denotes the h-hermitian inner product at w. In terms of a local frame e for L → M over an open set U ⊂ M , we may write sections as s = f e. If {s
, then the Szegö kernel can be written in the form
We also introduce the local kernel B k (z, w), defined with respect to the unitary frame:
The density of states Π h k (z) is the contraction of Π k (z, w) with the hermitian metric on the diagonal,
where in the first equality we record a standard abuse of notation in which the diagonal of the Szegö kernel is identified with its contraction. On the diagonal, we have the following asymptotic expansion the density of states,
where S(z) is the scalar curvature of ω. The leading order term a 0 = 1 (see Section 1.1) if Π h k (z, w) is the Szegö kernel relative to the volume form dV = ω m m! .
1.6. Bergman kernels for a toric variety. In the case of a toric variety, we have
where Q h k (α) is defined in (3). If we sift out the αth term of Π h k by means of Fourier analysis on T m , we obtain (2) .
Let ϕ(z, w) denote the almost extension of ϕ(z) from the diagonal, that is ϕ satisfies the condition ∂ k z ϕ(z, w)| z=w = ∂ k w ϕ(z, w)| z=w = 0 for all k ∈ N and ϕ(z, w)| z=w = ϕ(z). The T m action is by holomorphic isometries of (M, ω) and therefore
The Szegö kernel (13) admits a parametrix with complex phase ϕ. In the case of a toric Kähler manifold, it takes the following simple form [STZ03] . Proposition 1.1. For any hermitian toric positive line bundle over a toric variety, the Szegö kernel for the metrics h N ϕ have the asymptotic expansions in a local frame on M ,
+ · · · is a semi-classical symbol of order m and where the phase satisfies (16).
1.7.
Asymptotic results on Q k (α) and P(α, z). In [SoZ12, (23) ], the norming constants are expressed in terms of the symplectic potential:
For interior α, and α k with |α
and for all α and α k with |α − α k | = O(
The weights P h k (α, z) (2) of the dilate µ z,1 k admit pointwise asymptotic expansions. The following is [ZZ18, Lemma 5.1].
where O(1/k) is uniform in z, α.
Probabilistic results. In [SoZ12] the following is proved:
Proposition 1.3. Let (M, L, h, ω) be a polarized toric Hermitian line bundle. Then the means, resp. variances of µ z k are given respectively by,
Moreover, the measures µ z k satisfy a weak law of large numbers; see (24). Let h = e −ϕ be a toric Hermitian metric on L. Recall that the symplectic potential u ϕ associated to ϕ is its Legendre transform: for x ∈ P there is a unique ρ(x) such that µ ϕ (e ρ(x)/2 ) = dϕ(ρ(x)) = x. If z = e ρ/2+iθ then we write ρ z = ρ = log |z| 2 . Then the Legendre transform is defined to be the convex function
Also define
Then I z (x) is a convex function on P with a minimum of value 0 at x = µ h (z) and with Hessian that of u ϕ .
1.9. Large deviations. In [SoZ12] it is proved that the measures µ Theorem 1.4. For any z ∈ M , the probability measures µ z k satisfy a uniform Laplace large deviations principle with rate k and with convex rate functions I z ≥ 0 on P defined as follows:
, where φ P o is the canonical Kähler potential of the open orbit and u 0 is its Legendre transform, the symplectic potential;
, where log |z ′ | are orbit coordinates along F , φ F is the canonical Kähler potential for the subtoric variety defined by F and u F is its Legendre transform. On the complement ofF it is defined to be +∞.
• When z is a fixed point then I z (v) = 0 and elsewhere I z (x) = ∞.
The large deviations principle is closely related to the following local asymptotics, which we quote from [ZZ18, Lemma 5.1].
1.10. Bernstein polynomials and associated measures. One approach to entropy of the measures µ z k is to recognize their relation to Bernstein polynomials [Z09] . The Bernstein polynomials of a continuous function f ∈ C(P ) of a general toric Kähler manifold are quotients (22) of a numerator polynomial N h k f (x) by the denominator Π h k (z, z) with µ h (z) = x. Here, µ h is the moment map associated to the Kähler form ω h associated to h, and
. .
The numerator polynomials as well as the denominator admit complete asymptotic expansions: there exist differential operators N j , such that
where the operators N j are computable from the Bergman kernel expansion for Π h k (z, z). In particular,
where S(z) is the scalar curvature of the Kähler metric ω h . Combining the asymptotics of the numerator and denominator produces the asymptotics for f ∈ C ∞ (P ).
in C ∞ (P ), where L j is a differential operator of order 2j depending only on curvature invariants of the metric h; the expansion may be differentiated any number of times.
The relevance of Bernstein polynomials to the measures µ z k is the following easily verifiable formula [Z09] : if x = µ φ (z) and let h = e −φ , then
. It follows that, for any f ∈ C(P ),
Proof of Theorem 0.2 on entropy asymptotics
In this section, we prove Theorem 0.2. Since it is a rather technical calculation, we first give a detailed outline using prior results on the large deviations principle reviewed in Section 1.9, and on Bernstein polynomials (reviewed in Section 1.10). We then give a self-contained proof in Section 2.2. The outline is quite detailed and helps as a guide to the self-contained proof.
2.1. Sketch of proof. The entropy of µ z k is given explicitly in (5). The weights P h k (α, z) (2) of the dilate µ z,1 k admit pointwise asymptotic expansions in Lemma 1.2. We assume that µ(z) ∈ P o , so that
Unravelling the logarithm in (5) gives,
By (14),
Therefore it suffices to determine the asymptotics of the first term of (25),
By Lemma 1.2,
Since the first two terms are independent of α, we obtain a second term,
Thus, we are left with the third term,
We obtain asymptotics for this term using the asymptotics of Bernstein polynomials as reviewed above . To make this connection, we define a function f z so that
Both sides extend with no complication from the lattice points α k to all x ∈ P o . By Theorem 1.4, it follows that term (III) is, up to errors of order O(
Note that since u and φ are Legendre transforms, one has
By (23), the leading term in the asymptotic expansion of (III) is 0. Since this term is multiplied by k, this signals that (III) = O(1). Since f (µ(z)) = 0, the leading order asymptotics is given by the second term,
However, ∇ 2 I z = ∇ 2 u 0 , so the last term is Tr(I m ) = m. Adding the contributions of (26)- (28)- (30) gives
agreeing with the formula of Theorem 0.2.
Remark 4. Above, we used that a 0 = 1 to simplify the first term.
2.2.
A more detailed proof. We now give a more detailed proof without using prior results on Bernstein polynomials. LetQ k (y) := e ku0(y) P e k(u0(x)−u0(y)+<∇u0(x),y−x>) dx Lemma 2.1. For all neighborhoods of the boundary of the polytope U we have a uniform equivalent outside
It is a positive function that attain 0 only once in y and whose Hessian is ∇ 2 u 0 | y at y.
= e ku0(y) (
Let m We have two bounds onQ k (y)
Now changing the variables in the integral leads to
In order for the whole term to converge we need to choose δ k to carefully. If we choose δ k = ǫk −α with α ∈ ( 1 3 , 1 2 ) we'll obtain a exponential rate of convergence. More over as k goes to infinity, B(0,
) with (N k ) k∈N a bounded sequence. Now we have the following sandwich :
The first vanishing term comes from the term in e
The final equivalent is of the form :
With (c 2.3. Computation of the entropy. Now that we proved this technical lemma, we'll use it and the asymptotics of the Szegö kernel Π(z, z) = k m + O(k m−1 ) to obtain the following uniform asymptotic for the individual probabilities of the sequence of measures : Let's take any neighborhood of the boundary U such that µ(z) is in the interior of P − U . We have that ∀α ∈ P − U such that kα ∈ kP ∩ Z m for a certain k.
Then trivially we have that |(4)|< log 1 + For (2) we need to notice that u 0 is strictly convex on the interior of P , so it's stricly concave on P − U . log(|det ∇ 2 u 0 (α)|) 1/2 is a consequently a continuous bounded function on P − U and the LDP implies that the term converges to log(|det ∇ 2 u 0 (µ(z))| 1/2 ). The only difficult term to compute is the third, which we'll denote A 3 .
. For a δ arbitrary small, we have :
• Outside of B δ (x 0 ) we have I z > ǫ 1 (δ)δ 2 with ǫ 1 (·) a strictly positive function with a strictly positive lower bound • Inside of B δ (x 0 ) we also have that
We treat the ǫ 1 as an increasing positives functions of δ that vanish in 0 and ǫ k 2 as an increasing with δ and decreasing with k positive function that vanish in 0 as k → ∞. We then have :
with the two O being uniformly bounded over (P U k − x 0 ) ∩ B δ0 (0). Now let's scale up the sum.
Now the set P
is for small enough δ and interior x 0 the set
2 ), the series converges as k goes to infinity and all the Os vanish from the limit.
Proof. From Theorem 0.2, it is the point x 0 for which log(|det ∇ 2 u 0 (x 0 )|) is minimal. Now u 0 is convex so its Hessian ∇ 2 u 0 is positive definite and we may remove the absolute value. It is knownn that − log det H is convex on the space of positive definite matrices. It should follow that det ∇ 2 u(x) is a convex function on P , blowing up at ∂P , and we seek its minimum
The critical points of det ∇ 2 u(x) are determined by the standard equation det H = e Tr log H and one gets
In coordinates x j on P this is the equation,
3. Convolution powers and toric measure: Proof of Theorem 0.3
Define the lattice path 'partition function': For α ∈ kP ∩ Z m ,
.
Then, we have
Proof. Indeed, we have by definition,
On the other hand, by definition of the partition function, we also have
Lemma 3.1 does not quite apply to our problem, due to the normalizing factor in the measures
* k for all k and all z ∈ M o if and only if there exist constants C k > 0 so that the following identity holds:
Moreover, the first equation implies that
By the previous Lemma, the two identities are in fact equivalent.
Proof. To prove this, we take the Fourier transform of both sides. Then,
Since the left side is independent of z, this equation is equivalent to:
We claim that these identities force Π h 1 (z, z) = 1 for all k. Let C ∞ := (lim k→∞ C 1/k k ). As the next Lemma shows, the limit exists. The question arises whether C ∞ = 1 or not, or equivalently whether Π h 1 (z, z) ≡ 1 or is > 1, or < 1. Now, (M, ω) .
Note that Vol(M) = Vol(T m )Vol(P) where Vol(T m ) = (2π) m and that dim H 0 (M, L) = #{α ∈ P ∩ Z m }. Also, dim H 0 (M, L k ) = #{α ∈ kP ∩ Z m }. It follows that
It is not clear to us for which Delzant polytopes P, is
#{α∈P ∩Z m } = 1, but clearly the question is independent of any metrics.
Differential entropy of Gaussian measures on
Proof of Proposition 0.5. Proposition 0.5 is of a different nature from the preceding results, since it concerns Gaussian measures on H 0 (M, L k ) induced by Hermitian metrics on K, rather than the toric measures dµ z k . But it is related in that both concern entropies of probability measures induced by Kähler metrics. The proof is rather simple, because we may reduce it to results of Donaldson on balanced metrics.
Proof. The entropy H(γ P |γ I ) of this Gaussian measure relative to that of the background is − log det P.
In the case of a toric Kähler manifold, we may represent an inner product by the norming constants Q h k (α). In fact the toric Gaussian measure is the product measure α∈kP Q h k (α)e − Q h k (α) −1 x,x dx Then det P = α∈kP Q h k (α). It follows that the differential entropy of the associated Gaussian measure is
Interestingly, (46) 
