Abstract. We introduce a Hopf algebroid associated to a proper Lie group action on a smooth manifold. We prove that the cyclic cohomology of this Hopf algebroid is equal to the de Rham cohomology of invariant differential forms. When the action is cocompact, we develop a generalized Hodge theory for the de Rham cohomology of invariant differential forms. We prove that every cyclic cohomology class of the Hopf algebroid is represented by a generalized harmonic form. This implies that the space of cyclic cohomology of the Hopf algebroid is finite dimensional. As an application of the techniques developed in this paper, we discuss properties of the Euler characteristic for a proper cocompact action.
Introduction
Let G be a Lie group, and M be a smooth manifold. We assume that G acts on M properly. As the G-action is proper, the quotient M/G is a Hausdorff stratified space. Some of the examples of such spaces are considered already in [14] .
In this paper, inspired by Connes and Moscovici's Hopf cyclic theory [2] , [3] , we introduce a Hopf algebroid to study the "local symmetries" of this stratified space.
Hopf algebroid was introduced by Lu [11] in generalizing the notion of Hopf algebra. Connes and Moscovici [4] applied this concept to generalize that of symmetry of "noncommutative spaces". They developed a beautiful theory of cyclic cohomology for a Hopf algebroid, and used it to study the transverse index theory.
Our Hopf algebroid associated to the G-action on M is a generalization of the Hopf algebroid introduced in the first author's joint work with Kaminker [7] . It is shown in [7] that if Γ is a discrete group acting on a smooth manifold M , the graded commutative algebra of differential forms on the action groupoid M ⋊ Γ is a topological Hopf algebroid with the coalgebra and antipode structures defined by taking the dual of the groupoid structure. In the case of a Lie group G-action, instead of considering the algebra of differential forms on the groupoid M ⋊ G, we consider the algebra H(G, M ) of differential form valued functions on G. The similar construction as in [7] defines a Hopf algebroid structure on this algebra.
We are able to compute the cyclic cohomology of this Hopf algebroid, which is equal to the differentiable cohomology of the groupoid M ⋊ G ⇉ M with coefficient in differential forms on M considered by Crainic [5] . As the G-action is proper, Crainic's result implies that the cyclic cohomology of the Hopf algebroid H(G, M ) is equal to the de Rham cohomology of G-invariant differential forms on M .
Our main result of this paper is to prove a "Hodge theorem" for G-invariant differential forms on M when the G-action is cocompact. Our approach to this generalized Hodge theory is inspired from the third author's joint work with Mathai [12] . Our strategy is to study a generalized de Rham Laplace-Beltrami operator on the space of G-invariant differential forms on M . With some elliptic estimates, we are able to prove that this operator has essentially the same properties as the standard Laplace-Beltrami operator on a compact 2. Cyclic cohomology of Hopf algebroids 2.1. Hopf algebroids. In [11] , Lu introduced the notion of a Hopf algebroid as a generalization of a Hopf algebra. Connes and Moscovici [4] introduced cyclic cohomology for Hopf algebroids. Since then, many authors have studied cyclic theory for Hopf algebroids, e.g. [8] - [10] . Oriented by our application, we take the simplest approach for the definition of cyclic cohomology of a Hopf algebroid, c.f. [8] , which is also close to Connes and Moscovici's original approach. We refer the interested readers to [9] and [10] for the beautiful systematic study of the general theory.
Let A and B be unital topological algebras. A (topological) bialgebroid structure on A, over B, consists of the following data. i) A continuous algebra homomorphism α : B → A called the source map and a continuous algebra anti-homomorphism β :
In this paper, by tensor product ⊗ we always mean topological tensor product. Let A⊗ B A be the quotient of A⊗A by the right A⊗A ideal generated by β(a)⊗1−1⊗α(a) for all a ∈ A. ii) A continuous B-B bimodule map ∆ :
. A topological para Hopf algebroid is a topological bialgebroid A, over B, which admits a continuous algebra anti-isomorphism S : A → A such that
and
In the above formula we have used Sweedler's notation for the coproduct ∆(a) = a (1) ⊗ B a (2) . We note that in the above definition one may allow A and B to be differential graded algebras and require all of the above maps to be compatible with the differentials and to be of degree 0. Thus one would have a differential graded (para) Hopf algebroid (cf. [6] ).
We remark that as is pointed out in [9, Sec.2.6.13], with our definition any para Hopf algebroid is a Hopf algebroid as was used in [9] and [10] . Therefore, for simplicity, in the following, we will abbreviate "para Hopf algebroid" to "Hopf algebroid".
Hopf algebroid H(G, M )
. Let G be a Lie group acting on a smooth manifold M .
Define B to be the algebra of differential forms on M , and A to be the algebra of Bvalued functions on G. Both A and B are differential graded algebras with the de Rham differential. We fix the notation that for a group element g in G and a smooth function a on M , g * (a)(x) := a(gx).
We define the source and target map α, β : B → A as follows,
It is easy to check that α (and β) is an algebra (anti) homomorphism. When we consider the projective tensor product, the space A ⊗ B A is isomorphic to the space of B-valued functions on G × G, i.e.
and define the counit map ǫ :
It is straightforward to check that (A, B, α, β, ∆, ǫ) is a differential graded topological bialgebroid.
To make (A, B, α, β, ∆, ǫ) into a Hopf algebroid, we define the antipode on A by
It is easy to check that S satisfies properties for an antipode of a para Hopf algebroid:
• One computes that (
. Therefore, one has
We denote this Hopf algebroid by H(G, M ).
2.3. Cyclic Cohomology. In this part, we briefly recall the definition of the cyclic cohomology of a Hopf algebroid.
Let Λ be the cyclic category. We recall the cyclic module A ♮ for (A, B, α, β, ∆, ǫ, S) introduced by Connes-Moscovici [3] .
Faces and degeneracy operators are defined as follows:
The cyclic operators are given by
The cyclic cohomology of (A, B, α, β, ∆, ǫ, S) is defined to be the cyclic cohomology of A ♮ .
Hopf cyclic cohomology of the Hopf algebroid H(G, M ). In this section we explain the computation the Hopf cyclic cohomology of the Hopf algebroid H(G, M ).
We review briefly the definition of differentiable cohomology of a Lie group. Let G be a Lie group acting on a manifold M . Consider E a G-equivariant bundle on M . An Evalued differentiable p-cochain is a smooth map c mapping G ×p to a smooth section of E,
The differentiable cohomology
We remark that the space C • d (G; E) has a structure of a cyclic simplicial space. We recall its definition below,
, and
The cohomology of this simplicial complex C • d (G, E) is isomorphic to the differentiable cohomology of G with coefficient in E. We are now ready to present the computation of Hopf cyclic cohomology of the Hopf algebroid H(G, M ).
Theorem 2.1. Let G be a Lie group acting on a smooth manifold. We have
Proof: We observe that a p-cochain on H(G, M ) can be identified with Ω * (M )-valued functions on G ×p , p ≥ 0. This identification respects the cyclic simplicial structures on
) and H(G) ♮ . Therefore, we conclude that the Hochschild cohomology of
. By the SBIsequence of cyclic cohomology, we have
Let Ω * (M ) G be the space of G-invariant differential forms on M , which inherits a natural
Proposition 2.2. If G acts on M properly, then we have
and 
, it is easy to see that there exists a positive constant C > 0,
Let dg := dm(g) be the right invariant Haar measure on G. Define χ : G → R + by dm(g −1 ) = χ(g)dm(g). We define H 0 f (M, Ω * (M )) G to be the completion of the space {f s : s ∈ Γ(Ω * (M )) G } under the norm · 0 associated to the inner product (5) . As indicated in in the Appendix in [12] written by Bunke, we will first prove the following proposition.
where
, and is strictly positive. The operator P f defines an orthogonal projection from
It is straightforward to check that A(x) is strictly positive and equivariant. In order to show that (9) defines actually an orthogonal projection, we need to prove the following properties.
•
• it is also straightforward to check that for µ = f α
The Proposition is thus proved. 
This time we investigate the operator
We also consider its adjoint d * f :
, denote ∇(f ) to be the gradient vector field associated to the riemannian metric on M . We can show easily that
and i V α is the contraction of the form α with the vector field V . Now we define a self-adjoint operator
Proof. We will prove this fact by establishing a Gårding type inequality. Let f α ∈ H 0 ,
Now using (9), we have the following estimates:
As f has a compact support,
is finite and continuous everywhere, and therefore is bounded from above by a constant on U . Hence we have
Notice that f is supported inside U ′ . We choose a cut-off function c which is 1 on the support of f and 0 outside U ′′ ⊂ U ′′ ⊂ U ′ . We have
We observe that d•i ∇(f ) is a differential operator on Ω * (M ) of order 1. As cα is a compactly supported smooth function in U ′ , we have
We compute cα U ′ , 1 to be
We discuss one by one the terms in the above equation.
As c is bounded from above by 1, we have
As c and dc are both bounded,
Similarly, as c and ∇(c) are compactly supported, they are both bounded. We have
As G(U ) = M and U ′ is compact, there are finitely many
As α, dα, and δα are all G-invariant, we have
Similarly,
By combining these inequalities, we have
By the standard elliptic inequality, we have that
By definition, we have
, and df ∧ δ(α) are all differential operators on α of order less than or equal to 1. So similar estimates as (23)-(28) show that every piece of them is bounded by a multiple of f α 1 .
We prove by the similar arguments as (28) that
By (32)-(34), we have
With the above estimate, from (30) and (31), we have
By the so-called Peter-Paul Inequality, we have
In summary, we have
Due to the fact that the embedding of
) G is compact, the above Gårding type inequality implies that∆ is Fredholm.
Proof. We have
As H 2 f is dense in H 0 f , so∆(f α) = 0, which is equivalent to f α ∈ ker∆.
This lemma together with the previous Corollary 3.3 implies that
i.e., we have the decomposition
Therefore, we can define the projection H :
We define in this way the Green operator G : f α → f β.
We will need the following propositions to explore the properties of the Green operator.
Proposition 3.5. Let {f α n } be a sequence of smooth p-forms in H 2 f (M, Ω * (M )) G such that f α n 0 c and ∆ (f α n ) 0 c for all n and for some constant c > 0. Then it has a Cauchy subsequence.
Proof. We prove that f α n is a bounded sequence in H 1 f (M, Ω * (M )) G . Then we conclude the proposition by the fact that
We have the following estimates.
By the Cauchy-Schwarz inequality, we have
By Inequality (36), we have that
Therefore, f α n 1 is bounded by c √ A + B + 1.
Now we prove the regularity for∆:
In particular, if f β is a smooth differential form, so is f α.
Proof. As f is smooth and compactly supported, it is sufficient to prove the differentiability of α. This is a local statement. As α and β are both G-invariant and G(U ) = M , we can restrict our analysis to U .
By (17) and (9)
As α is G-invariant (so is dα), we can find two G-invariant smooth vector fields V 1 , V 2 (which depend only on f ) such that
Notice that on U , f = 1. Hence Equation (41) implies that on U
The last two terms are of lower order, so the regularity of∆ is implied by that of ∆, the usual Laplace-Beltrami operator on M .
The Green operator G has the following properties: 1 • G is bounded. To this end we need to prove the existence of a constant c > 0 such that for any f β ∈ Im∆,
Suppose the contrary, then there exists a sequence f β j ∈ Im∆ with (44) f β j 0 = 1 and ∆ (f β j ) 0 → 0.
By Proposition 3.5, {f β j } has a Cauchy subsequence, which one can assume to be {f β j } itself without loss of generality. Hence lim
It defines a linear functional l which is clearly bounded, and
We obtain the existence of f β ∈ (Im∆) ⊥ = ker∆ such that
From Equation (45), we know that f β is a weak solution of∆(ξ) = 0. It follows from Proposition 3.6 that f β is actually smooth and a strong solution of∆(ξ) = 0. Now as f β j 0 = 1 and f β j ∈ Im∆, it follows that f β 0 = 1 and f β ∈ Im∆. Hence, f β ∈ Im∆ ∩ Im∆ ⊥ = {0}, which yields a contradiction.
3 • G maps a bounded sequence into one with Cauchy subsequences, due to the fact that the embedding of H 2 f into H 0 f is compact. • π p .
Now T∆ =∆T implies that T (ker∆) ⊂ ker∆; and T (Im∆) ⊂ Im∆. Hence
On the other hand, • T.
Therefore G commutes with T .
Finally we have In the above formula, c(v) andĉ(V ) are the Clifford operators of the vector field V on the space Ω odd and Ω even . More explicitly, if V * is the 1-form dual to the vector field V with respect to the riemannian metric,
