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1. Introduction
This paper arose out of our reading of the recent paper of Kreiman and Lakshmibai [8].
They consider the following problem. Let X be a Schubert variety in the Grassmannian
Gd,n of d-planes in n-dimensional linear space. Given a point x on X, what is the Hilbert
function of the tangent cone to X at x?
In case the point x is the “identity coset,” Kreiman and Lakshmibai deduce, from well-
known results of Hodge [4, Chapter XIV] and Musili [10] about homogeneous co-ordinate
rings of Schubert varieties in the Grassmannian, an expression for the Hilbert function in
terms of the combinatorics of the Weyl group. From this they recover the interpretation of
the multiplicity, due to Herzog and Trung [3], as the cardinality of a certain set of non-
intersecting lattice paths. They also reformulate their main result as saying that the natural
set of generic determinantal minors that generate the ideal of the tangent cone form a
Gröbner basis in the “anti-diagonal” term order. As to the case when x is some other point,
they conjecture expressions for the Hilbert function and the multiplicity.
In the present paper, we clarify the approach of Kreiman and Lakshmibai, thereby
handling, in their spirit, all points. We extend to all points their expressions for the Hilbert
function and the multiplicity and the combinatorial interpretation of the multiplicity. Here
again there is a reformulation of the main result in terms of Gröbner basis.
The expressions for the Hilbert function and the multiplicity are given respectively in
Theorem 2.1 and Corollary 2.2 of Section 2 below. The combinatorial interpretation of the
multiplicity and the reformulation of the main result in terms of Gröbner basis are given in
Section 5. The proof of Theorem 2.1 occupies Sections 3 and 4: it is reduced in Section 3
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only in Section 4 that this paper differs significantly from [8].
Even in the case when x is the identity coset, we have something to add to [8]: we give
explicitly a bijection between the combinatorially defined sets SMw(m) and Sw(m) of that
paper. In fact, a large portion of the present paper, Section 4, is devoted to establishing this
bijection (or rather the more general version between the sets SMvw(m) and Svw(m)). While
we are convinced that this bijection is a natural one and, moreover, that it is in some sense
the only natural one, we are unable to make this precise. It would be good to have this
nailed down.
Let us now briefly survey the earlier papers that address the same problem as the present
one. The ideal of the tangent cone at the identity coset (as a sub-variety of the tangent
space of the Grassmannian) is a determinantal ideal, the ideal “co-generated” by a minor.
Abhyankar [1] and Herzog and Trung [3] give formulas for the multiplicity and the Hilbert
function of the quotient ring by such a determinantal ideal. Lakshmibai and Weyman [9]
obtain, using standard monomial theory (for the Grassmannian, this theory boils down to
the results of Hodge and Musili mentioned above), a recursive formula for the multiplicity
at any point (not just at the identity coset). From this recursive formula Rosenthal and
Zelevinsky [11] obtain a closed-form determinantal formula for the multiplicity at any
point. Krattenthaler [6] gives an interpretation of the Rosenthal–Zelevinsky formula as
counting certain non-intersecting lattice paths, and then, using the technique of dual paths,
deduces a simpler determinantal formula.
Krattenthaler [7] proves the multiplicity formula of Kreiman and Lakshmibai and also
shows that their conjecture about the Hilbert function is equivalent to a certain “finite
problem.” His approach and ours are, so to speak, diametrically opposed. They complement
each other. We apply standard monomial theory to translate the problem from geometry to
combinatorics. Our work as such is in the spirit of those of Lakshmibai–Weyman [9] and
Kreiman–Lakshmibai [8]. In contrast, Krattenthaler explores the relationships between the
various combinatorial interpretations and formulas. His papers [6,7] start where we leave
off on the road from the geometry to the combinatorics.
It is possible that the methods of the recent paper of Knutson and Miller [5] are relevant
to our situation but our investigation along this direction has proceeded only so far as to
note that the results of [8] can be deduced from those of [5].
2. The theorem
The purpose of this section is to state Theorem 2.1 and Corollary 2.2 below which
provide respectively combinatorial expressions for the Hilbert function and the multiplicity
at a point on a Schubert variety in a Grassmannian. We start by recalling some well-known
facts about Schubert varieties in Grassmannians. This also serves to fix notation.
Once for all fix positive integers n and d with d  n. Let Gd,n denote the Grassmannian,
which as a set consists of d-dimensional linear subspaces of a fixed n-dimensional vector
space. Let us think of the n-dimensional vector space as the space of column matrices
of size n × 1. The general linear group GLn of n× n invertible matrices acts on this by
left multiplication. The induced action on d-dimensional subspaces is transitive and so
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homogeneous space GLn/Pd , where Pd is the stabilizer of the point of Gd,n that is the
span of the first d standard basis vectors e1, . . . , ed ; here ej is the n × 1 column matrix
whose entries are all zero except the one on row j which is 1.
Let B be the “Borel subgroup” of GLn consisting of the invertible upper triangular
matrices, and T the “torus” of GLn consisting of the invertible diagonal matrices. The
points of Gd,n that are fixed by T are precisely those d-planes that are spanned by d of the
standard basis vectors. Let I (d,n) denote the set of subsets of cardinality d of {1, . . . , n}.
We write an element v of I (d,n) as (v1, . . . , vd) where 1  v1 < · · ·< vd  n. Given an
element v = (v1, . . . , vd) of I (d,n), we denote by ev the T -fixed point of Gd,n that is the
span of ev1, . . . , evd . These points lie in different B-orbits and the union of the B-orbits of
these points is all of Gd,n.
A Schubert variety in Gd,n is by definition the closure of such a B-orbit (with the
reduced scheme structure). It is a union of the B-orbit (of which it is the closure) with
smaller dimensional B-orbits. Schubert varieties are thus indexed by T -fixed points and so
by I (d,n). Given w ∈ I (d,n), we denote by Xw the closure of the B-orbit of the T -fixed
point ew .
We are interested in the local rings of various points on a Schubert variety Xw . It is
enough to focus attention on the T -fixed points contained in Xw , for Xw is the union
of B-orbits of such points. The point ev belongs to Xw if and only if v  w, where,
for elements v = (v1 < · · · < vd) and w = (w1 < · · · < wd) of I (d,n), we say v  w
if v1 w1, . . . , vd wd .
For the rest of this section, fix elements v,w of I (d,n) with v w.
Let c be among the entries v1, . . . , vd of v, and r be among the complement {1, . . . , n} \
{v1, . . . , vd }. Denote by Rv the set of ordered pairs (r, c) of such r and c, and by Nv the
subset of Rv consisting of those (r, c) with r > c.
We will be considering “multisets” of Rv and Nv . By a multiset we mean a subset
in which repetitions are allowed and kept account of. Multisets can be thought of as
monomials in the variables consisting of elements of the set. We also use the term
monomial to refer to a multiset. The degree of a monomial is just the cardinality, counting
repetitions, of the multiset.
Given β1 = (r1, c1), β2 = (r2, c2) elements in Nv , we say β1 > β2 if r1 > r2 and
c1 < c2. A sequence β1 > · · ·> βt of elements of Nv is called a v-chain. Given a v-chain
β1 = (r1, c1) > · · · > βt = (rt , ct ), we denote by sβ1 · · · sβt v the element ({v1, . . . , vd } \{c1, . . . , ct }) ∪ {r1, . . . , rt } of I (d,n). In case the v-chain is empty, this element is just v.
We say that w dominates the v-chain β1 > · · ·> βt if w  sβ1 · · · sβt v.
Let S be a monomial in Rv . By a v-chain in S we mean a sequence β1 > . . . > βt of
elements of S∩Nv . We say that w dominatesS if w dominates every v-chain in S.
Let Svw denote the set of w-dominated monomials in Rv , and Svw(m) the set of such
monomials of degree m.
We can now state our theorem.
Theorem 2.1 (Conjecture of Kreiman and Lakshmibai). Let v, w be elements of I (d,n)
with v  w. Let Xw be the Schubert variety corresponding to w, ev the T -fixed point
corresponding to v, and R the co-ordinate ring of the tangent cone to Xw at the point ev
V. Kodiyalam, K.N. Raghavan / Journal of Algebra 270 (2003) 28–54 31(that is, the associated graded ring grM(OXw,ev ) of the local ring OXw,ev of Xw at the
point ev with respect to its maximal idealM). Then the dimension as a vector space of the
mth graded piece R(m) of R equals the cardinality of Svw(m), where Svw(m) is as defined
above.
The proof of the theorem occupies Sections 3 and 4. For now let us note the following
easy consequence.
Corollary 2.2. With notation as in Theorem 2.1 above, the multiplicity of R equals the
number of square-free w-dominated monomials in Rv of maximum cardinality.
Proof. Consider the set {A1, . . . ,Ak} of all members of Svw that have no repetitions and
that are maximal with respect to inclusion among those having no repetitions. For a
subset i := {i1 < · · · < ij } of cardinality j of {1, . . . , k}, let ai denote the cardinality of
Ai1 ∩ · · · ∩Aij . Then, since Svw(m) is the set of all monomials of degree m with elements
from any one of the Aj as variables, we have
Cardinality of Svw(m)=
k∑
j=1
(−1)j−1
∑
i
(
ai − 1+m
ai − 1
)
,
where the inner summation is over all subsets i of cardinality j of {1, . . . , k}. It follows
immediately that the multiplicity equals the number of i with ai as large as possible, which
in other words is the number of A1, . . . ,Ak with maximum cardinality. ✷
3. Reduction of the proof to combinatorics
In this section we will see how some well-known results of Hodge [4, Chapter XIV]
and Musili [10] about homogeneous co-ordinate rings of Schubert varieties in the
Grassmannian allow us to reduce the proof of Theorem 2.1 to the solution of a
combinatorial problem. This reduction is already there in Lakshmibai–Weyman [9] (see
their Theorem 3.4) and that too in a more general set-up, but it would hurt readability if we
merely quoted their result and cut this section out.
Fix elements v, w of I (d,n) with v  w, so that ev belongs to the Schubert variety
Xw . Let Gd,n ↪→ P(∧d V ) be the Plücker embedding, where we think of Gd,n as d-
dimensional subspaces of the n-dimensional vector space V . For θ in I (d,n), let pθ denote
the Plücker co-ordinate corresponding to θ . Let Av be the affine patch of P(
∧d
V ) given
by pv = 0, and set Y vw :=Xw ∩Av . The point ev is the origin of the affine space Av .
The functions fu := pu/pv , u ∈ I (d,n), provide a set of co-ordinate functions on Av .
The co-ordinate ring k[Y vw] of Y vw is a quotient of the polynomial ring k[fu | u ∈ I (d,n)],
k being the underlying field. In order to describe a basis for k[Y vw] as a k-vector space, we
now make some definitions.
We consider multisets of I (d,n), or, in other words, monomials with elements of
I (d,n) as variables. Such a monomial is called standard if after suitable rearrangement
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minated if w  θ1; it is v-compatible if each of θ1, . . . , θt is comparable with v and none
of them equals v. We denote the set of all w-dominated v-compatible standard monomials
by SMvw .
Proposition 3.1. As θ1  · · · θt varies over SMvw , that is, over all w-dominated v-com-
patible standard monomials, the elements fθ1 · · ·fθt form a k-vector space basis of k[Y vw].
Proof. We know from [10, Section 4] that the elements pτ1 · · ·pτs , as τ1  · · ·  τs
varies over all w-dominated standard monomials, form a basis for the homogeneous co-
ordinate ring of Xw as embedded in P(
∧d
V ). (In [10], Gd,n is identified as a right coset
space rather than as a left coset space as we have done here, but there should be no
problem in translating the statements from there to our set up.) Consider now any linear
dependence relation among the fθ1 · · ·fθt with θ1  · · · θt in SMvw . Multiplying this by
a suitably high power of pv yields a linear dependence relation among the w-dominated
standard monomials pτ1 · · ·pτs (so called by an abuse of terminology), and so the original
dependence relation must have only been the trivial one.
To prove that fθ1 · · ·fθt generate k[Y vw] as a vector space (as θ1  · · · θt varies over
SMvw), we use the following fact: if µ1, . . . ,µr be any monomial in I (d,n), and pτ1 · · ·pτs
a standard monomial that occurs with non-zero coefficient in the expression for pµ1 · · ·pµr
(as an element of the homogeneous co-ordinate ring of Xw) as a linear combination of
w-dominated standard monomials, then r = s and τ1 ∪ · · · ∪ τs equals µ1 ∪ · · · ∪ µr as
multisets of {1,2, . . . , n}. This fact follows from the nature of the quadratic relations [10,
p. 152] which provide the key to showing that the w-dominated standard monomials span
the homogeneous co-ordinate ring of Xw . Let σ1, . . . , σr be any monomial in I (d,n).
Consider the expression for pσ1 · · ·pσr · phv , where h is an integer such that h > r(d − 1),
as a linear combination of w-dominated standard monomials. We claim that pv occurs in
every standard monomial in this expression. To prove the claim, suppose that pτ1 · · ·pτr+h
is such a standard monomial, and that none of τ1, . . . , τr+h equals v. For each τj there is at
least one entry of v that does not occur in τj . The number of occurrences of entries of v in
τ1 ∪ · · · ∪ τr+h is thus at most (r + h)(d − 1). But these entries occur at least hd times in
σ1 ∪ · · · ∪ σr ∪ v ∪ · · · ∪ v (where v is repeated h times), a contradiction to the fact above,
and the claim is proved.
Dividing by pr+hv the expression for pσ1 · · ·pσr · phv as a linear combination of
w-dominated standard monomials provides an expression for fσ1 · · ·fσr as a linear
combination of fθ1 · · ·fθt , as θ1  · · · θt varies over SMvw . ✷
For θ ∈ I (d,n), define the v-degree of θ to be the cardinality of the set θ \v (as a subset
of {1,2, . . . , n}). Set Zv :=Gd,n ∩Av . The co-ordinate ring k[Zv] of Zv is a polynomial
ring in the indeterminates fθ with θ varying over the elements of I (d,n) with v-degree 1.
Such θ are in bijective correspondence with the elements β of Rv : if β = (r, c), then θ is
obtained from v by replacing c with r . We set Xβ := fθ and arrange them in a matrix as
shown in Fig. 1 for the case d = 4, n= 10, and v = (2,5,7,9).
The expression for a general fθ in terms of the indeterminates Xβ is obtained by taking
the determinant of the sub-matrix of such a matrix as in Fig. 1 obtained by choosing the
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

X12 X15 X17 X19
1 0 0 0
X32 X35 X37 X39
X42 X45 X47 X49
0 1 0 0
X62 X65 X67 X69
0 0 1 0
X82 X85 X87 X89
0 0 0 1
X10,2 X10,5 X10,7 X10,9


Fig. 1. The matrix of Xβ , β an element of Rv , for the case d = 4, n= 10, and v = (2,5,7,9).
rows given by the entries of θ . Thus, it is a graded polynomial of degree the v-degree
of θ . Since Xw is the intersection of Gd,n with the planes pτ , τ  w (again see [10,
Theorem 4.1]), the co-ordinate ring k[Y vw] is a quotient of the polynomial ring k[Zv] by
the homogeneous ideal (fτ | τ  w). We are interested in the tangent cone to Y vw at the
origin (the point of Zv corresponding to ev), and since k[Y vw] is graded, this tangent cone
is isomorphic to k[Y vw] itself.
The proposition above tells us that the graded piece of degree m of k[Y vw] is generated
as a k-vector space by elements of SMvw of degree m, where the degree of a standard
monomial fθ1 · · ·fθt is defined to be the sum of the v-degrees of θ1, . . . , θt . To prove
Theorem 2.1, it therefore suffices to show that the set SMvw(m) of v-compatible w-do-
minated standard monomials of degree m is in bijection with Svw(m).
4. The proof
In this section we show that SMvw(m) and Svw(m) are naturally bijective. As we saw in
the previous section, this serves to complete the proof of Theorem 2.1.
We fix once for all an element v = (v1, . . . , vd) of I (d,n).
We will describe two maps called π and φ. The map π associates to any non-empty
monomial S of elements in Nv a pair (w,S′) consisting of an element w of I (d,n) and
a “smaller” monomialS′ in Nv . This map enjoys the following good properties.
Proposition 4.1.
(1) w  v.
(2) v-degree(w)+ degree(S′)= degree(S).
(3) w dominatesS′.
(4) w is the least element of I (d,n) that dominatesS.
The map φ, on the other hand, associates a non-empty monomial in Nv to any pair
(w,T) consisting of an element w of I (d,n) with w  v and a w-dominated monomial T,
possibly empty, in Nv .
Proposition 4.2. The maps π and φ are inverses of each other.
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let us see how these mutually inverse maps help us establish the desired bijection between
SMvw(m) and Svw(m). Let Sv denote the set of monomials in Rv and T v the set of
monomials in Nv . Let SMv,v denote the set of v-compatible standard monomials that are
anti-dominated by v: a standard monomial θ1  · · · θt is anti-dominated by v if θt  v
(we can also write θt > v since θt = v by v-compatibility).
Define the domination map from T v to I (d,n) by sending a monomial inNv to the least
element that dominates it. Define the domination map from SMv,v to I (d,n) by sending
θ1  · · · θt to θ1. Both these maps take, by definition, the value v on the empty monomial.
Using π , we now define a map π˜ from T v to SMv,v that commutes with domination and
preserves degree. Proceed by induction on the degree of an elementS of T v . The image of
the empty monomial under π˜ is taken to be the empty monomial. LetS be non-empty, and
suppose that π(S)= (w,S′). By (1) and (2) of Proposition 4.1, the degree ofS′ is strictly
less than that ofS, and so by induction π˜(S′) is defined. Suppose that π˜(S′)=w′  · · · .
By induction we also know that the degree of S′ is the same as that of w′  · · · and that
w′ is the least element of I (d,n) that dominates S′. By (3) of Proposition 4.1, we have
w  w′, and we set π˜(S) :=w  π˜(S′). It follows from (4) of the same proposition that
S has the same image under domination as π˜(S), namely w. It follows from (2) of the
proposition that the degrees of S and π˜(S) are the same, and the induction is complete.
Using φ, we now define a map φ˜ from SMv,v to T v that commutes with domination.
Proceed by induction on the length t of a standard monomial θ1  · · ·  θt in SMv,v .
The image of the empty monomial under φ˜ is taken to be the empty monomial. Letting
t  1, we know by induction what φ˜(θ2  · · ·  θt ) is, and let us denote it by T. We
also know that θ2 is the least element that dominates T, so that θ1 dominates T. We set
φ˜(θ1  · · · θt ) := φ(θ1,T). By Proposition 4.2, we knowπφ(θ1,T)= (θ1,T), so that the
image under the domination map of π˜φ(θ1,T) is θ1. Since π˜ commutes with domination,
it follows that θ1 is the least element to dominate φ(θ1,T), and the induction is complete.
Easy arguments using induction, which we omit, show that π˜ and φ˜ are mutually inverse
maps. Since π˜ preserves degree, it follows as a consequence that φ˜ too preserves degree.
The maps π˜ and φ˜ establish a bijection between SMv,v and T v . In fact, since domination
and degree are respected, we get a bijection SMv,vw (m)∼= T vw(m), where SMv,vw (m) is the
set of w-dominated elements of SMv,v that have degree m, and similarly T vw(m) is the set
of w-dominated elements of T v that have degree m.
Now let Uv denote the set of monomials in Rv \ Nv (that is, in pairs (r, c) of Rv
with r < c), and SMvv the set of v-compatible and v-dominated standard monomials.
As explained below, the “mirror image” of the bijection SMv,v ∼= T v gives a bijection
SMvv(m)∼= Uv(m), where SMvv(m) and Uv(m) denote respectively the sets of elements of
degree m of SMvv and Uv .
Putting these bijections together, we get the desired bijection
SMvw(m)=
m⋃
j=0
SMv,vw (j)× SMvv(m− j)∼=
m⋃
j=0
T vw(j)×Uv(m− j)= Svw(m).
Here the first equality is obtained by splitting a v-compatible standard monomial θ1 
· · · θt into two parts θ1  · · · θp and θp+1  · · · θt , where p is the largest integer,
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last equality is obtained by writing a monomial of degree m in Rv as a product of two
monomials, one in Nv and the other in Rv \Nv , the sum of their degrees being m.
Let us now briefly explain how to take the “mirror image.” For an integer x , 1 x  n,
define the dual x∗ by x∗ := n− x + 1. For v = (v1, . . . , vd) in I (d,n), define the dual v∗
by v∗ := (v∗d , . . . , v∗1 ). This dual map on I (d,n) is an order reversing involution. It induces
a bijection SMvv ∼= SMv
∗,v∗ by associating to θ1  · · · θt the element θ∗t  · · · θ∗1 . The
sum of the v-degrees of θ1, . . . , θt equals the sum of the v∗-degrees of θ∗t , . . . , θ∗1 , so that
we get a bijection SMvv(m)∼= SMv
∗,v∗(m).
For an element (r, c) in Nv∗ , define the dual to be the element (r∗, c∗) Rv \Nv . This
induces a degree preserving bijection T v∗ ∼=Uv . Putting this together with the bijection of
the previous paragraph and the one given by π˜ and φ˜ (for v∗ in place of v), we have
SMvv(m)∼= SMv
∗,v∗(m)∼= T v∗(m)∼=Uv(m).
The proof of Theorem 2.1 is thus reduced to the descriptions of the maps π and φ and the
proofs of Propositions 4.1 and 4.2.
4.1. Preparation
The statements in the sequel and their proofs may appear to be more involved than they
really are. We have found it convenient to think of them in terms of pictures as illustrated
in Example 4.8 below and in Section 5. In fact, they are just a translation into the language
of words of pictorial suggestions that are more or less obvious.
Recall from Section 3 the definition of v-degree of an element θ of I (d,n): it is the
cardinality of the set θ \ v (or, equivalently, that of v \ θ ). If β1 > · · ·> βt is a v-chain, we
call β1 the head of the v-chain, βt its tail, and t its length. LetS be a subset ofNv . We say
that an element β ofS is t-deep inS (where t is a positive integer) if it is the tail of v-chain
in S of length t . The depth of β in S is t if β is t-deep but not (t + 1)-deep. Two distinct
elements α and β of Nv are said to be comparable if either α > β or β > α. Suppose, for
example, that α = (r, c) and β = (r,C). In this case the two are not comparable unless of
course c= C.
The following proposition can be interpreted as specifying the map φ in the special
case when T is empty. It will be used in the description of π . Let us call distinguished the
subsets (in the usual sense, not multisets) S of Nv satisfying the following conditions:
(A) For (r, c) = (r ′, c′) in S, we have r = r ′ and c = c′ (in other words, no two distinct
elements of S share a row or column index).
(B) If S= {(r1, c1), . . . , (rp, cp)} with r1 < r2 < · · ·< rp , then for j , 1 j  p − 1, we
have either cj > cj+1 or rj < cj+1.
Condition (B) can be restated as follows:
(B*) For (r, c), (R,C) in S with r < R, either C < c or r < C.
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on the one hand and subsetsS ofNv satisfying conditions (A) and (B) above on the other.
If Sw be the subset of Nv corresponding to w under this bijection, then the v-degree of w
equals the cardinality of Sw .
Proof. Given w  v, consider the sets {w1, . . . ,wd} \ {v1, . . . , vd} and {v1, . . . , vd } \
{w1, . . . ,wd }. Both these have the same cardinality p = v-degree(w). The first set provides
us with the row indices of elements of Sw , the second with the column indices. If
we arrange the row indices in an increasing order, say we have r1 < · · · < rp , then
there is a unique way to arrange the column indices such that condition (B*) above is
satisfied: proceed by induction, and if c1, . . . , cj have been chosen, choose cj+1 to be the
maximum among the remaining column indices that are less than rj+1. This defines the
map w →Sw . It is clear that the cardinality of Sw equals v-degree(w).
For the map in the other direction, given S, to obtain w, start with v = (v1, . . . , vd),
delete those entries that occur as column indices in S, add those that occur as row indices
inS, and finally arrange the entries in increasing order. It is readily seen that the two maps
are inverses of each other. ✷
Remark 4.4.
(1) Subsets of distinguished monomials are themselves distinguished.
(2) IfS is a subset ofNv satisfying condition (A), then we can still define a corresponding
element w of I (d,n) as in the proof of the proposition. If S ⊆ S˜ are subsets of Nv
satisfying condition (A), w and w˜ the corresponding elements of I (d,n), then w  w˜.
Lemma 4.5. Let β1 = (r1, c1) > · · ·> βt = (rt , ct ) be a v-chain, w an element of I (d,n)
with w  v, and Sw the distinguished subset of Nv associated to w. Then w dominates
β1 > · · ·> βt if and only if there exists a v-chain α1 = (R1,C1) > · · ·> αt = (Rt ,Ct ) in
Sw such that Cj  cj and rj Rj for 1 j  t .
Proof. Just for the purpose of this proof, we introduce the following notation: for a subset
A of positive integers and l a positive integer, denote by Al the subset {a ∈A | a  l}. Note
that for elements u, y of I (d,n), we have u y if and only if |ul | |yl| for every l, where
| · | denotes cardinality.
Suppose first that there exists a v-chain α1 > · · · > αt of elements of Sw as in the
statement. Set y := sα1 · · · sαt v and u := sβ1 · · · sβt v. Clearly, w  y (see Remark 4.4(2)).
To show that w dominates β1 > · · ·> βt , it therefore suffices to show y  u.
Let l be any integer. We have
ul = (vl \ {c1, . . . , ct }l)∪ {r1, . . . , rt }l and
yl = (vl \ {C1, . . . ,Ct }l)∪ {R1, . . . ,Rt }l .
From the hypothesis it immediately follows that∣∣{c1, . . . , ct }l∣∣ ∣∣{C1, . . . ,Ct }l∣∣ and ∣∣{r1, . . . , rt }l∣∣ ∣∣{R1, . . . ,Rt }l∣∣.
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{C1, . . . ,Ct } are subsets of v and {r1, . . . , rt }, {R1, . . . ,Rt } are disjoint from v).
To prove the converse, we proceed by induction on t . Let us isolate the case t = 1 as
a separate statement.
Lemma 4.6. Let β = (r, c) be an element of Nv and w an element of I (d,n) such
that w  sβv. Then there exists an element (R,C) in the distinguished monomial Sw
associated to w such that C  c and r R.
Proof. Consider the set of elements (A,B) ofSw such that B  c < A. We claim that this
set is non-empty. To see this, consider wc and uc , where u := sβv. Clearly, uc = vc \ {c}.
If the set were empty, we would have |wc| = |vc|, and so |wc| |uc|, a contradiction to the
hypothesis that w u.
SinceSw is distinguished, the set of such elements (A,B) form a v-chain. Let (R,C) be
the head of this v-chain. We claim that r R. To see this, consider wR and uR . Since Sw
is distinguished, we have |wR| = |vR|. If R < r , then uR = vR \ {c}, and so |wR| |vR|,
a contradiction to the hypothesis that w u. ✷
Now suppose that w dominates β1 > · · · > βt . Then w  sβ1 · · · sβt v  sβ1v (see
Remark 4.4). By the lemma above, there exists (R,C) in Sw with C  c1 and r1  R.
Since Sw is distinguished, the set of such (R,C) forms a v-chain. Let α1 = (R1,C1) be
the head of this v-chain.
Let w˜ be the element of I (d,n) associated to the distinguished subset Sw \ {(R1,C1)}
of Nv . We will show below that w˜ dominates β2 > · · · > βt . Assuming this for the
moment, we obtain by induction on t (the case t = 1 being the lemma above) a v-chain
α2 = (R2,C2) > · · ·> αt = (Rt ,Ct )with Cj  cj and rj Rj . SinceSw is distinguished,
it follows easily from our choice of α1 that α1 > α2, and we are done.
To prove that w˜  sβ2 · · · sβt v, we set y := sβ2 · · · sβt v and verify that, for every integer l,
|w˜l | |yl|:
• For l < c2, we have yl = vl . Since w˜  v, it follows that |w˜l | |yl |.
• For c2  l < r1, we have yl = ul ∪ {c1}, so that |yl | = |ul| + 1, and w˜l = wl ∪ {C1}.
Since w  u, it follows that |w˜l | = |wl | + 1 |ul| + 1 = |yl|.
• For l  r2, we have |yl | = |vl |. Since w˜  v, it follows that |w˜l | |yl|. ✷
Corollary 4.7. Letw  v be an element of I (d,n) andSw the corresponding distinguished
subset of Nv . For a positive integer j , let Sjw denote the subset of Sw of those elements
that are j -deep, and wj the corresponding element of I (d,n). Let β1 = (r1, c1) > · · · >
βt = (rt , ct ) be a v-chain.
(1) If wk dominates β1 > · · ·> βt , then wk+1 dominates β2 > · · ·> βt , wk+2 dominates
β3 > · · ·> βt , and so on.
(2) If, for integers l > k, there exists (R,C) inSlw such that C  c1 and r1 R, andwk+1
does not dominate β1 > · · ·> βt , then wk+2 does not dominate β2 > · · ·> βt , wk+3
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βl−k+1 > · · ·> βt .
Proof. (1) Choose a v-chain α1 > · · ·> αt inSkw as in the lemma. Note that {α2, . . . , αt } ⊆
Sk+1w , {α3, . . . , αt } ⊆Sk+2w , and so on. Now use the “if” part of the lemma.
(2) The proof is based on the following claim: given an element β of Nv and an
integer j , there exists at most one element of α of Sw,j such that α > β . To prove the
claim, note that, on the one hand, since Sw is distinguished, the set of its elements α such
that α > β form a v-chain, but, on the other hand, no two elements ofSw,j are comparable.
It is enough to do the case when l = k+1. So let l = k+1. Suppose thatwk+2 dominates
β2 > · · · > βt . By the lemma above, there exists a v-chain (R2,C2) > · · · > (Rt ,Ct ) in
Sk+2w such that Cj  cj and rj Rj for 2 j  t . Choose (R1,C1) in Sw,k+1 such that
(R1,C1) > (R2,C2). If (R,C) belongs toSk+2w , then replacing it with an element (R′,C′)
of Sw,k+1 such that (R′,C′) > (R,C), we may assume that (R,C) belongs to Sw,k+1.
Now we have (R1,C1) > β2 and (R,C) > β2. It follows from the claim above that
(R1,C1)= (R,C). Thus, C1  c1 and r1  R1, and, by the “if” part of the lemma above,
it follows that wk+1 dominates β1 > · · ·> βt . ✷
4.2. The description of π
In what follows, when we speak of a “subset” S1 of a multiset S, it should be
understood that we have in mind a subset of the set underlying S and that S1 is the
collection with multiplicities of those elements of S that belong to the underlying subset.
A similar comment applies to “partition” of a multiset.
We now specify the map π . Let S be a non-empty monomial in the elements of Nv .
We partitionS in two stages. First we partitionS into subsets S1, . . . ,Sk , where k is the
largest length of a v-chain in S: β ∈S belongs to Sj if it is j -deep but not (j + 1)-deep.
Clearly, S1, . . . ,Sk form a partition of S, and no two distinct elements belonging to the
same Sj are comparable.
Now we partition eachSj into subsets called blocks as follows. We arrange the elements
of Sj in non-decreasing order of their row numbers (all arrangements are from left to
right; and elements occur with their respective multiplicities). Among those with the
same row number, the arrangement is by non-decreasing order of column numbers. By
the incomparability of any two distinct elements of Sj , the column numbers are also
now arranged in non-decreasing order. If (r, c), (R,C) are consecutive members in this
arrangement, we demand that the two belong to the same or different blocks accordingly
as r > C or r < C (r = C, for C belongs and r does not to {v1, . . . , vd }). More formally,
two consecutive members (r, c), (R,C) in the arrangement are said to be related if r > C.
The blocks are the equivalence classes of the smallest equivalence relation containing the
above relations.
Let us now concentrate on a single blockB of some Sj . Let
(r1, c1), . . . , (rp, cp) (1)
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(in all such arrangements the elements occur with their respective multiplicities). We set
w(B) := (rp, c1),B′ to be the monomial{
(r1, c2), (r2, c3), . . . , (rp−2, cp−1), (rp−1, cp)
}
, (2)
S′j :=
⋃
B
B′ and S′ :=
k⋃
j=1
S′j , (3)
where the indexB runs over all blocks of Sj . It follows from Corollary 4.13 below that{
w(B) |B is a block ofS}
satisfies conditions (A) and (B) of Section 4.1. Let w be the corresponding element of
I (d,n) (see Proposition 4.3), and set
π(S) := (w,S′).
Let us illustrate the definition of the map π by means of an example.
Example 4.8. Let d = 13, n 25, and
v = (1,2,4,5,7,8,9,14,15,16,17,18,19).
A monomialS and its decomposition into blocks is represented in Fig. 2.
The lattice points of the grid correspond to elements of Nv . The solid dots indicate
the elements that occur with non-zero multiplicity. The integers by the dots are the
multiplicities of the corresponding elements. The solid lines indicate the decomposition of
S into blocks. There are two blocks each inS1,S2, andS3. For example, the blocks inS3
Fig. 2. A monomial S and its decomposition into blocks.
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are {(10,8), (11,8)} and {(21,18)2, (22,18)} (the exponent 2 indicates the multiplicity);
S4 consists of just one block, namely, {(10,9)3}.
Let π(S)= (w,S′). Since S has 7 blocks,Sw has 7 elements
Sw =
{
(10,9), (11,8), (12,4), (13,1), (22,18), (23,16), (25,14)
}
.
The monomialS′ is represented in Fig. 3.
We now note some properties of the above construction that will be used in the proofs
of Propositions 4.1 and 4.2.
Lemma 4.9. If B1, . . . ,Bl are the blocks in order from left to right of some Sj , and
w(B1)= (R1,C1), w(B2)= (R2,C2), . . . ,w(Bl )= (Rl,Cl), then
C1 <R1 <C2 <R2 < · · ·<Rl−1 <Cl < Rl.
Proof. From the definition of w(B), it is clear that C1 <R1, C2 < R2, etc. Note that C2
is the least column index in B2 and R1 is the greatest row index in B1. From the way we
dividedSj into blocks, it is clear that R1 <C2. Similarly, R2 <C3, etc. ✷
Lemma 4.10. No two distinct elements of Sj ∪ S′j are comparable. More precisely, if
(a, b) and (c, d) are elements of Nv with (a, b) > (c, d), then they cannot both belong to
Sj ∪S′j .
Proof. We can put the elements in (1) and (2) together in non-decreasing order of both
row and column numbers
(r1, c1), (r1, c2), (r2, c2), (r2, c3), (r3, c3), . . . ,
(rp−2, cp−2), (rp−2, cp−1), (rp−1, cp−1), (rp−1, cp), (rp, cp).
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not comparable. Let B and C be distinct blocks of Sj with w(B) = (R,C) and w(C) =
(S,T ). Using Lemma 4.9, we may assume without loss of generality that C <R < S < T .
If (a, b) belongs toB∪B′ and (c, d) to C∪ C′, then
C  b < a R < S  d < c T
so that (a, b) and (c, d) are not comparable. Note that this shows also that B ∪B′ and
C∪ C′ are disjoint. ✷
Corollary 4.11. For (r, c) ∈S′, there exists a unique blockB of S with (r, c) ∈B′.
Proof. The existence is immediate from the definition ofS′. For the uniqueness, letB and
C be two distinct blocks ofS with (r, c) belonging to bothB′ and C′. For the reason noted
at the end of the proof of the previous lemma,B and C cannot belong to the same Sj . So
suppose, without loss of generality, that B⊆Si , C⊆Sj , and i < j . Now there exists an
element of the form (r, a) in C with a  c (this follows from the definition of C′), and an
(R,C) in Si with (R,C) > (r, a) (such an element can be found at the appropriate place
on a v-chain of length j with (r, a) as tail). But then (R,C) > (r, c) and both (R,C) and
(r, c) belong to Si ∪S′i , a contradiction to the previous lemma. ✷
Lemma 4.12. Given positive integers i < j and a block B of Sj , there exists a unique
block C of Si such that w(C) > w(B).
Proof. Let C and C1 be distinct blocks ofSi with w(C)= (A,B), w(C1)= (A1,B1), and
(A,B) > (r, c). By Lemma 4.9,
either B < c < r <A<B1 <A1 or B1 <A1 <B < c < r <A.
In either case, we have (A1,B1)≯ (r, c). This proves uniqueness.
For the existence, write w(B) = (r, c), and let the elements of B in non-decreasing
order of row and column entries be
(r1, c), . . . , (r, cp).
Let (R,C) and (R′,C′) be elements ofSi such that (R,C) > (r1, c) and (R′,C′) > (r, cp).
If (R′,C′) either equals (R,C) or appears to the left of it in the arrangement of the elements
of Si in non-decreasing order of row and column entries, then let C be the block of Si
containing (R′,C′). Writing w(C) = (A,B), we have r < R′  A and B  C′  C < c,
and we are done.
So let us assume that (R′,C′) appears to the right of (R,C) in the arrangement of
elements of Si ,
. . . , (R,C), . . . , (s, t), . . . ,
(
R′,C′
)
, . . . ,
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(R′,C′). We claim that s > b for an element (a, b) that occurs in the above arrangement
strictly to the right of (s, t). Once the claim is proved, it will follow that all the elements
(R,C), . . . , (R′,C′) belong to the same block of Si . Let C be this block and set w(C)=
(A,B). We then have B  C < c and r < R′ A.
To prove the claim, we may assume that s < cp , for otherwise C′ < cp  s and we
can take (a, b) to be (R′,C′). Let y be the least among the column indices of elements
of B subject to s < y , and let (x, y) be the left most element with column index y
in the arrangement of B. It is not possible that (r1, c) = (x, y), for that would imply
y < x = r1 <R  s, but s < y by our choice of y .
Now let (x ′, y ′) be the element in B immediately to the left of (x, y). By our choice
of (x, y), we have y ′  s. Since (x ′, y ′) and (x, y) belong to the same block B, we have
y < x ′.
Let (a, b) be an element in Si such that (a, b) > (x ′, y ′). We then have s < y < x ′ < a,
so that (a, b) appears to the right of (s, t). Further, we have b < y ′  s, and the claim is
proved. ✷
Corollary 4.13. If B and B1 are blocks of S with w(B) = (r, c) and w(B1)= (r1, c1),
then exactly one of the following holds:
c < r < c1 < r1, c1 < r1 < c < r, c < c1 < r1 < r, or c1 < c < r < r1.
Proof. Let j and j1 be the integers such that B ⊆ Sj and B1 ⊆ Sj1 . If j = j1, then it
follows from Lemma 4.9 that one of the first two possibilities holds.
Now suppose that j1 < j . Then, by Lemma 4.12, there exists a block C of Sj1 such
that w(C) > w(B). Writing w(C)= (A,B), we have B < c < r < A. If B1 = C, then the
fourth possibility holds. If B1 = C, then, again by Lemma 4.9, either B < A< c1 < r1 or
c1 < r1 <B <A, so that respectively either the first or the second possibility holds.
If j1 < j , then we see similarly that one of the first three possibilities holds. ✷
Corollary 4.14.
(1) Let (r, c) > (r1, c1) be elements of S, andB, B1 be blocks of S such that (r, c) ∈B,
and (r1, c1) ∈B1. Then w(B) > w(B1).
(2) Let (r, c) > (r1, c1) be elements ofS′, andB,B1 be blocks ofS such that (r, c) ∈B′,
and (r1, c1) ∈B′1. Then w(B) > w(B1).
Proof. We prove both statements simultaneously. Let j and j1 be such that B ⊆ Sj
and B1 ⊆ Sj1 . We claim that j < j1. This is clear in case (1). In case (2), j = j1 by
Lemma 4.10. If j > j1, then choosing an element of the form (r, a) with a  c inB and an
element (R,C) inSj1 with (R,C) > (r, a), we have (R,C) > (r1, c1), but this contradicts
Lemma 4.10. The claim is thus proved.
Write w(B) = (R,C) and w(B1) = (R1,C1). By Lemma 4.12, there exists a unique
block C of Sj with w(C) > w(B1) = (R1,C1). We will show that B = C. Write
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or C <R < S < T . In the first case we have
S < C1  c1 < r1 R1 < T <C  c < r R,
which is inconsistent with our hypothesis that c < c1 < r1 < r . A similar contradiction
occurs in the second case. ✷
Corollary 4.15. Let β be an element ofS,B the block ofS containing β , andB1 a block
of S with w(B1) > w(B). Then there exists β1 inB1 with β1 > β .
Proof. Let j and j1 be the integers such that B ⊆ Sj and B1 ⊆ Sj1 . By Lemma 4.9,
j = j1. Suppose j < j1. By Lemma 4.12, there exists a block C inSj with w(C) > w(B1),
but then w(C) > w(B), which contradicts Lemma 4.9. Thus, j > j1.
Now, there exists β1 in Sj1 such that β1 > β . Let C be the block of Sj1 containing β1.
By Corollary 4.14(1), w(C) > w(B), and by the uniqueness part of Lemma 4.12,
C=B1. ✷
Corollary 4.16. Let B be block of S and β an element of B. Then the depth of β in S
equals the depth of w(B) in {w(B) |B is a block of S}.
Proof. That the depth of w(B) is not less than the depth of β follows from Corol-
lary 4.14(1). That the depth of β is not less than that of w(B) follows from Corol-
lary 4.15. ✷
4.3. Proof of Proposition 4.1
It is clear from the definition of S′ that degree(S′) is less than degree(S) by exactly
the number of blocks in S. By Proposition 4.3, this number equals v-degree(w), and so
statement (2) is proved. Moreover, this number is positive since S is non-empty, and so
statement (1) holds.
To prove (3), let a v-chain β1 > · · ·> βt in S′ be given. Let B1, . . . ,Bt be blocks of
S such that βi belongs to B′i . (In fact, these blocks are uniquely determined as shown
in Lemma 4.11, but here we need only that they exist, and this is immediate from the
definition of S′.) It follows from Corollary 4.14(2) that w(B1) > · · ·> w(Bt ), and then
from Lemma 4.5 that (3) holds.
We now turn to the proof of (4). That w dominatesS follows in much the same way as
statement (3): it uses Corollary 4.14(1) in place of Corollary 4.14(2). To prove that it is the
minimal one that does so, it suffices to show the following: given an integer j , 1 j  d ,
there exists a v-chain α1 > · · · > αt in S such that y := sα1 · · · sαt v satisfies yj = wj ,
where yj and wj denote as usual the j th entries of y and w as elements of I (d,n).
Fix j , 1  j  d . We will first get hold of a v-chain β1 > · · ·> βt in Sw := {w(B) |
B is a block of S} such that u = sβ1 · · · sβt v satisfies uj = wj . Set D := wj . Consider
the subset of Sw consisting of those elements (r, c) for which c < D  r . Since Sw
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β1 = (r1, c1) > · · ·> βt = (rt , ct ). We have
c1 < · · ·< ct <D  rt < · · ·< r1 (4)
and rt =D if and only if D is not an entry of v.
Set u := sβ1 · · · sβt v. We claim that uj =D =wj . First, note that D occurs as an entry
of u: if D belongs to {v1, . . . , vd }, then D is not a column index in Sw much less of any
β1, . . . , βt ; if D is a row index in Sw , then rt =D. Every element δ = (r, c) of Sw other
than β1, . . . , βt satisfies either c < r < D or D < c < r , so that sδu will continue to have
D in the same place as u. Since we can go from u to w by a sequence of multiplications
by such sδ , the claim follows.
Now let B1, . . . ,Bt be the blocks of S such that w(Bj ) = βj . To get a v-chain
α1 > · · ·> αt in S with the desired property, we start by getting an appropriate αt in Bt .
Let a be the least row index of an element ofBt subject to D  a. Choose (a, b) inBt with
b being least possible. We claim that b <D. If (a, b) is the first element in the arrangement
of elements of Bt in non-decreasing order of row and column indices, then b = ct and so
b <D. If not, then we may assume that the element (a′, b′) immediately to the left of (a, b)
is distinct from (a, b), and so by choice of (a, b) we have a′ <D. But also b < a′ because
both (a′, b′) and (a, b) are inBt , and the claim follows. Set αt = (a, b).
Now, by Corollary 4.15, there exists αt−1 in Bt−1 such that αt−1 > αt , αt−2 in Bt−2
such that αt−2 > αt−1, and so on. Writing αj = (aj , bj ), we have
b1 < · · ·< bt < D  at < · · ·< a1 (5)
and at =D if and only if D is not an entry of v.
Set y := sα1 · · · sαt v. We show yj = wj by showing that yj = D = uj . Note first that
D occurs as an entry in y for similar reasons that D occurs as an entry of u. Now it
follows from Eqs. (4) and (5) that the number of entries in u that are less than D equals the
corresponding number for y (both equal the corresponding number in v reduced by t), and
so D occurs in the same place in y as it does in u.
4.4. The description of φ
We now specify the map φ. Let (w,T) be a pair consisting of an element w of I (d,n)
with w  v and a w-dominated monomial T, possibly empty, in Nv .
Let Sw be the monomial in Nv associated to w as in Proposition 4.3, and k be the
maximum length of a v-chain in Sw . For a positive integer j , 1  j  k, let Sjw be
the subset of elements of Sw that are j -deep. Letting wj be the element associated
by Proposition 4.3 to Sjw , we have w = w1  · · ·  wk  v (see Remark 4.4). Clearly,
Sw =S1w ⊇S2w ⊇ · · · ⊇Skw .
For a positive integer j , 1 j  k, let Twj be the subset of T of elements β such that β
is the head of a v-chain in T dominated by wj but not wj+1 (we set wk+1 = v), and every
v-chain in T with head β is dominated by wj . The Twj form a partition of T (some of the
Tw could be empty). Two distinct elements belonging to the same Tw are not comparable:j j
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wj+1, so that, by Corollary 4.7(1), the v-chain β > β ′ > . . . is not dominated by wj .
We now further partition each Twj into subsets called pieces as follows. LetSw,j denote
the set of elements of Sw that are j -deep but not (j + 1)-deep. Clearly, no two distinct
elements of Sw,j are comparable.
Lemma 4.17. For an element (r, c) of Twj , there exists a unique element (R,C) of Sw,j
such that C  c and r R.
Proof. Let (r, c)= (r1, c1) > · · ·> (rk, ck) be a v-chain in T that is dominated by wj but
not wj+1. By Lemma 4.5, there exists a v-chain (R1,C1) > · · ·> (Rk,Ck) of elements of
S
j
w with Ci  ci and ri Ri . Note that (R1,C1) does not belong to Sj+1w , for the former
v-chain is not dominated by wj+1 (we are using Lemma 4.5 again here). This proves
existence.
For uniqueness, let (R,C) and (R′,C′) be distinct elements of Sw,j . Since Sw,j is
distinguished and no two of its distinct elements are comparable, it follows that either
C < R < C′ <R′ or C′ <R′ <C < R. But then if C  c < r  R and C′  c < r  R′,
there is an obvious contradiction. ✷
The pieces of Twj are indexed by Sw,j . Let β = (R,C) in Sw,j . The corresponding
piece Pβ of Twj consists, by definition, of all those (r, c) in Twj with r R and C  c. Of
course, some of these pieces could be empty. Let us arrange the elements of Pβ in non-
decreasing order of the row entries; among those with equal row entries the arrangement
is by non-decreasing order of column entries. Since no two distinct elements of Twj
are comparable, the column entries are also now in non-decreasing order. Suppose the
arrangement is
(r1, c1), (r2, c2), . . . , (rp, cp). (6)
Note that C  c1, and rp R. Let P∗β denote the monomial{
(r1,C), (r2, c1), . . . , (rp, cp−1), (R, cp)
}
. (7)
Set
(
Twj
)∗ := ⋃
Sw,j
P∗β and φ(w,T) :=
⋃
j
(
Twj
)∗
.
This finishes the description of φ.
The following lemma will be used in the proof of Proposition 4.2. Its statement and
proof mirror those of Lemma 4.10.
Lemma 4.18. No two distinct elements of Tjw ∪ (Tjw)∗ are comparable. In particular, for
a given β in Sw , no two distinct elements of Pβ ∪P∗ are comparable.β
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row and column numbers
(r1,C), (r1, c1), (r2, c1), (r2, c2), . . . , (rp, cp−1), (rp, cp), (R, cp).
This means that distinct elements belonging to Pβ ∪P∗β , where Pβ is a piece of Tjw , are
not comparable. If α = (R,C) and β = (S,T ) are distinct elements of Sw,j , then, since
Sw,j is distinguished and no two of its distinct elements are comparable, we may assume
without loss of generality that C <R < S < T . If (a, b) belongs to Pα ∪P∗α and (c, d) to
Pβ ∪P∗β , then
C  b < a R < S  d < c T
so that (a, b) and (c, d) are not comparable, and we are done. Note that this shows also
that Pα ∪P∗α and Pβ ∪P∗β are disjoint. ✷
4.5. Proof of Proposition 4.2
We now turn to the proof of Proposition 4.2. We first show that φ ◦ π is the identity.
Let S be a monomial in Nv , and (w,S′) its image under π . To show φ(w,S′)=S,
it suffices to prove the following claim: for β ∈ Sw , if Bβ is the block of S such that
w(Bβ)= β , and Pβ the piece of (w,S′) corresponding to β , then B′β =Pβ . Given the
claim, we evidently have P∗β =Bβ , and so
φ
(
w,S′
)= ⋃
β∈Sw
P∗β =
⋃
β∈Sw
Bβ =S.
To prove the claim, it suffices to show that B′β ⊆Pβ , for then, since {Pβ | β ∈Sw} is
a partition ofS′ =⋃βB′β , equality follows.
Let (r, c) be an element ofB′β . Write β = (R,C), and let j denote the depth of β inSw .
It follows from the definition of B′β that C  c and r  R, and so it suffices to show that
(r, c) belongs to Twj , where we write T instead ofS′ for notational convenience.
Remark 4.19. By Corollary 4.16,Bβ ⊆Sj so that (r, c) belongs to S′j .
We first show that every v-chain in T with head (r, c) is dominated by wj . Let
(r, c)= (r1, c1) > · · ·> (rh, ch) be any v-chain in T with head (r, c). Letting βi = (Ri,Ci)
be the element of Sw such that (ri , ci) belongs to B′βi (see Corollary 4.11), it follows
from the definition of B′βi that Ci  ci and ri  Ri . By Corollary 4.14(2), we have
β = β1 > · · ·> βh. Since β is j -deep, so are β2, . . . , βh, and thus β1, . . . , βh belong toSjw .
By Lemma 4.5, we conclude that wj dominates the v-chain above with head (r, c).
We now construct a v-chain with head (r, c) that is not dominated by wj+1. For this we
prove the following lemma.
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(a, b) ∈B′δ such that (r, c) > (a, b).
Proof. By Corollary 4.16, Bδ ⊆ Sj+1. Since w(Bδ) = δ = (A,B), three exists an
element of Sj+1 of the form (A,C). We must have c < C, for otherwise choosing (x, y)
in Sj with (x, y) > (A,C), we have (x, y) > (r, c), but distinct elements of Sj ∪S′j are
not comparable (Lemma 4.10). Let (A′b) be the element of Sj+1 such that b is the least
with the property that c < b, and among those with column index b the least row index
possible is A′. In the arrangement of elements ofSj+1 in non-decreasing order of row and
column entries, there is a portion that looks like this:
. . . , (a, d), (A′, b), . . . .
Since there exists an element in Bδ (and so in Sj+1) with column index B , and we have
B  c  b, it follows that (A′, b) is not the left most element, and so we may assume that
(a, d) = (A′, b). By choice of (A′, b), we have d  c. If now r  a, choosing (x, y) in Sj
with (x, y) > (a, d), we get (x, y) > (r, c), but no two distinct elements of Sj ∪S′j are
comparable (Remark 4.19 above and Lemma 4.10). Thus, a < r , so that the element (a, b)
of S′j+1 satisfies (r, c) > (a, b). ✷
We now proceed by decreasing induction on j to obtain a v-chain with the desired
property. If j = k (where k is the depth ofSw), then wj+1 = v, and (r, c) is not dominated
by v. For j < k, if a δ as in the hypothesis of the lemma does not exist, then (r, c)
by itself is not dominated by wj+1. Assuming such a δ exists, let (a, b) be as in the
conclusion of the lemma. By induction there exists a v-chain (a, b) > . . . in S′ that is
not dominated by wj+2. The v-chain (r, c) > (a, b) > . . . is then not dominated by wj+1
(see Corollary 4.7(1)), and the proof that φ ◦ π is the identity is complete.
We now turn to showing that π ◦ φ is the identity. Let (w,T) be a pair consisting of an
element w  v of I (d,n) and a w-dominated monomial T in Nv . Let S = φ(w,T). To
prove that π(S)= (w,T), it suffices to show that, for any pieceP of (w,T),P∗ is a block
of S. This in turn follows from the following two assertions (recall that, for β ∈Sw , Pβ
denotes the piece of (w,T) indexed by β):
(1) For β ∈Sw , there exists a blockB ofS such thatP∗β ⊆B (this block is then uniquely
determined, forP∗β is non-empty and the blocks are disjoint).
(2) If β = β ′ are elements of Sw , and B, B′ are the blocks determined as in (1)
respectively by β and β ′, then β = β ′.
To see why it suffices to prove the above assertions, we fix an element β of Sw , let Pβ
be the piece of (w,T) corresponding to β , let B be the block of S as in (1), and show
that Pβ =B. Given (r, c) ∈B, since S :=⋃β∈Sw P∗β by definition of φ, there is β ′ in
Sw such that (r, c) ∈P∗β ′ , and by (1) there is a B′ such that P∗β ′ ⊆B′, but then B=B′
sinceB∩B′ contains (r, c) and is therefore non-empty (the blocks form a partition ofS),
which means β = β ′ by (2), so that (r, c) ∈P∗β .
To prove the assertions above, we make use of the following lemma.
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exists (r ′, c′) in P∗
β ′ with (r
′, c′) > (r, c) if and only if β ′ > β .
Proof. Let us write β = (R,C) and β ′ = (R′,C′). Let j and j ′ denote respectively the
depths of β and β ′ in Sw . It is clear from the definition of P∗β that r R and C  c.
First, suppose that β ′ > β . We then have R < R′, C′ < C, and r  R, C  c , so that
r < R′. There exists an element in P∗
β ′ with row index R
′
, say (R′, a). Let (r ′, c′) be the
element of P∗
β ′ such that r
′ is least with the property that r < r ′, and among those with
row index r ′ the least possible column index is c′. If c′ < c, then (r ′, c′) has the desired
property. So it is enough to assume that c c′ and arrive at a contradiction.
In the arrangement of elements of P∗
β ′ in non-decreasing order of row and column
indices, there is a portion that looks like this:
. . . , (a, b),
(
r ′, c′
)
, . . . .
Since C′ < c′ (for C′ < C  c  c′) and the first element of P∗
β ′ has C
′ for its column
index, it follows that (a, b) exists, and so we may assume that (a, b) = (r ′, c′). By choice
of (r ′, c′), it follows that a < r ′, and further that a  r .
We now set things up for an application of Corollary 4.7. To this end, note that (a, c′)
is an element of Pβ ′ with C  c c′ and a  r R. Since β ′ > β , we have j ′ < j . Since
(a, c′) belongs to Pβ ′ ⊆ Twj ′ , there exists a v-chain (a, c′)= α1 > α2 > . . . in T with head
(a, c′) that is dominated by wj ′ but not by wj ′+1. Now, by Corollary 4.7, it follows that
α2 > α3 > . . . is dominated by wj
′+1 but not by wj ′+2, α3 > α4 > . . . is dominated by
wj
′+2 but not by wj ′+3, and so on, so that αj−j ′+1 > . . . is dominated by wj but not by
wj+1. Further, every v-chain with head αj−j ′+1 is dominated by wj , for otherwise by
prefixing α1 > · · ·> αj−j ′ we would get a v-chain with head (a, c′) that is not dominated
by wj ′ (again using Corollary 4.7), a contradiction. Writing αj−j ′+1 = (x, y), we have
C  c  c′ < y and x < a  r  R, so that β > (x, y). Thus, (x, y) belongs to Pβ . We
also have (r, c) > (x, y), but this is a contradiction since distinct elements ofPβ ∪P∗β are
not comparable (Lemma 4.18), and the proof of the “if” part is complete.
For the converse, let (r ′, c′) be in P∗
β ′ with (r
′, c′) > (r, c). Since β and β ′ belong to
Sw andSw is distinguished, it follows that one of the following four possibilities holds:
C′ <C <R <R′, C < C′ <R′ <R, C <R <C′ <R′,
C′ <R′ <C <R.
What we want to show is precisely that the first possibility holds. It therefore suffices to
rule out the last three possibilities. In case (3), we have c < r  R < C′ and C′  c′ < c,
a contradiction. In case (4), we have c < r < r ′ R′ <C and C  c, a contradiction.
Now suppose that C < C′ < R′ < R. We have j ′ > j since β > β ′. Since r < r ′ 
R′ < R, it follows from the way P∗β is obtained from Pβ that there exists an element
(r, a) in Pβ with c  a. Let (r, a) = α1 > α2 > . . . be a v-chain in T with head (r, a)
that is dominated by wj but not by wj+1. Note that C′  c′ < c  a and r < r ′  R′.
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α3 > α4 > . . . is dominated by wj+2 but not by wj+3, and so on, so that αj ′−j+1 > . . .
is dominated by wj ′ but not by wj ′+1. Now αj ′−j+1 belongs to Pβ ′ , and (r ′, c′) >
(r, a) > αj ′−j+1, but this is a contradiction since no two distinct elements ofPβ ′ ∪P∗β ′ are
comparable (Lemma 4.18). ✷
It follows immediately from the lemma thatP∗β ⊆Sj where j is the depth of β inSw .
That all ofP∗β is contained in a single block ofSj follows immediately from the definition
of P∗β . This proves (1).
Let us now prove (2). Suppose that j and j ′ are respectively the depths of β and β ′
in Sw . From the lemma we have P∗β ⊆ Sj and P∗β ′ ⊆ Sj ′ , so B ⊆ Sj and B′ ⊆ Sj ′ .
Suppose that j = j ′. Then, since B and B′ are non-empty, and Sj and Sj ′ are disjoint,
it follows that B = B′. So suppose that j = j ′. Writing β = (R,C) and β ′ = (R′,C′),
we may assume without loss of generality that C < R < C′ < R′. For (r, c) in P∗β and
(r ′, c′) in P∗
β ′ , we have r  R < C′  c′, so that, by the definition of the partition of Sj
into blocks, B =B′. This finishes the proof that φ ◦ π is the identity and so also that of
Proposition 4.2.
5. Interpretations
Fix elements v,w in I (d,n) with v  w. It follows from Corollary 2.2 that the
multiplicity of the Schubert variety Xw in the Grassmannian Gd,n at the point ev can
be interpreted as the cardinality of a certain set of non-intersecting lattice paths. We
first illustrate this by means of two examples and then provide a justification for the
interpretation. In the case v = (1, . . . , d), this interpretation is due to Herzog and Trung
[3, Theorem 3.3]. As noted in the introduction, Krattenthaler’s papers [6,7] explore more
thoroughly the combinatorics involved.
Example 5.1. Let d = 14, n 27,
v = (1,2,3,4,5,10,11,12,13,18,19,20,21,22), and
w = (1,4,5,9,12,13,16,17,19,22,24,25,26,27),
so that
Sw =
{
(9,3), (16,11), (17,10), (24,21), (25,20), (26,18), (27,2)
}
.
The grid depicting the points ofNv is shown in Fig. 4. The solid dots represent the points
of Sw . From each point β of Sw we draw a vertical line and a horizontal line. Let βstart
and βfinish denote respectively the points where the vertical line and the horizontal line
meet the boundary. For example, βstart = (14,11) and βfinish = (16,13) for β = (16,11).
A lattice path between a pair of such points βstart and βfinish is a sequence α1, . . . , αq
of elements of Nv with α1 = βstart, αq = βfinish, and for j , 1  j  q − 1, writing
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αj = (r, c), αj+1 is either (r + 1, c) or (r, c + 1). If βstart = (r, c) and βfinish = (R,C),
then q = (R − r)+ (C − c)+ 1.
Write Sw = {β1, . . . , βp}. Now consider the set of all p-tuples of paths (Λ1, . . . ,Λp),
where Λj is a lattice path between βstartj and β
finish
j , and no two Λj intersect. A particular
such p-tuple is shown in Fig. 4. The number of such p-tuples is the multiplicity of Xw at
the point ev .
Example 5.2. Let us draw, in a simpler case, the pictures of all possible tuples of non-
intersecting lattice paths as defined in the above example. Let d = 6, n  13, v =
(1,2,3,8,9,10), and w = (4,6,7,10,11,13), so that Sw = {(4,3), (6,2), (7,1), (11,9),
(13,8)}. Figure 5 shows all the 5-tuples of non-intersecting lattice paths. There are 9 of
them and thus the multiplicity in this case is 9.
Let us now see why this interpretation is justified. Denote by Uvw the set of tuples of
non-intersecting lattice paths corresponding to the pair (v,w), by Nvw the set of maximal
square-free w-dominated monomials in Nv . There is an obvious natural map from Uvw to
monomials in Nv . In fact, each element of Uvw can be thought of as a monomial: each
lattice path is a subset of Nv and as such is a monomial in Nv ; we identify an element
Λ = (Λ1, . . . ,Λp) of Uvw with the monomial Λ1 ∪ · · · ∪ Λp . We denote the monomial
also by Λ. Since the paths are non-intersecting, Λ is square-free. We will argue below
that Λ belongs to Nvw and that this association is a bijection. The idea is that the block
decomposition of an element of Nvw identifies it as an element of Uvw . Since all monomials
Λ have clearly the same cardinality, the same will be true for elements of Nvw .
Let us for the moment take for granted this bijection between Uvw and Nvw and justify
the interpretation. Denote by Rvw the set of maximal square-free w-dominated monomials
in Rv . If S is an element of Rvw and (r, c) an element of Rv \Nv not belonging to S,
then, adding (r, c) to S would still keep it square-free and w-dominated, violating its
maximality. Thus, S ⊇ Rv \ Nv , and the map S → S ∩Nv is a bijection between Rvw
and Nvw . Combining this with the bijection Uvw ∼=Nvw , we get a natural bijection Uvw ∼= Rvw .
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Furthermore, the elements of Rvw all have the same cardinality. The justification is now
completed by an appeal to Corollary 2.2.
We now sketch a proof that Uvw and Nvw are naturally bijective. We first show that Λ is
w-dominated. It is not hard to see that Λ= (Λ1, . . . ,Λp) is the block decomposition of Λ.
Thus w is the first component of π(Λ), where π is the map described in Section 4.2. By
Proposition 4.1(4), w dominates Λ.
To show the maximality of Λ with respect to being square-free and w-dominated,
let (r, c) be an element of Nv \ Λ. Consider the block decomposition of Λ# := Λ ∪
{(r, c)}. There is no way in which (r, c) can fit into some block Λj without affecting
w(Λj ). Thus, the first component of π(Λ#) is strictly larger than w, and it follows from
Proposition 4.1(4) that Λ# is not w-dominated.
We have thus shown that elements of Uvw when thought of as monomials belong to Nvw .
We will now show that each element of Nvw arises this way.
Let S be an element of Nvw and B a block of S. Suppose that (r, c) and (R,C) are
consecutive members in the arrangement of elements of B by non-decreasing row and
column indices. Then either r < R or c < C since S is square-free.
Suppose that r < R. If c < C, then consider S ∪ {(r, c)}. It is not hard to see that
S ∪ {(r, c)} has the same block decomposition as S except that B is replaced by
B∪ {(r, c)}. This violates maximality of S. Thus, c= C.
If r < R− 1, considerS∪ {(R− 1,C)}. This again has the same block decomposition
as S except that B is replaces by B ∪ {(R − 1,C)}. This violates the maximality of S.
Thus, r =R− 1.
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we can show similarly that the first member of B is (a, b) and the last (A,B), where
w(B)= (A,b), a is the least element of {1, . . . , n} \ {v1, . . . , vd } that is bigger than b, and
B is the biggest element of {v1 . . . , vd} that is smaller than A.
The block decomposition of S thus gives a tuple of non-intersecting lattice paths that
belong to Uvw .
5.1. The Gröbner basis interpretation
Fix elements v, w in I (d,n) with v  w. As in the case v = (1, . . . , d) considered
in [8], the main theorem has a reformulation in terms of Gröbner basis (see Proposition 5.4
below).
Recall from Section 3 that the ideal (fθ = pθ/pv | θ ∈ I (d,n), θ w) in the polynomial
ring P := k[Xβ | β ∈ Rv] defines the tangent cone to the Schubert variety Xw at the
point ev . The fθ are homogeneous polynomials in the variables Xβ , β ∈Rv . The following
lemma shows that a subset of these generators suffices.
Lemma 5.3. The ideals (fθ | θ ∈ I (d,n), θ  w) and (fθ | θ ∈ I (d,n), v  θ  w) are
equal.
Proof. Let θ be an element of I (d,n) with θ  w. We will show that fθ belongs to
(fµ | µ ∈ I (d,n), v  µ  w). Fix k, 1  k  d , such that θk > wk . Let a be the largest
integer such that 1 a  d and va wk . Consider the elements µ of I (d,n) of the form{
vi1 , . . . , vik−1
} ∪ {va+1, . . . , vd } ∪ {θj1, . . . , θja−k+1},
where 1  i1 < · · ·< ik−1  a, k  j1 < · · ·< ja−k+1  n, and {va+1, . . . , vd } is disjoint
from {θj1, . . . , θja−k+1}.
Let us first observe that such a µ satisfies v µw. For 1 j  k− 1, we have µj =
vij  vj (since ij  j ). For k  j  a, we have µj min{va+1, θk}>wk  va . (This also
shows that µk > wk .) Let now a < j . Consider the subset of the first j − k + 1 elements
of {va+1, . . . , vd } ∪ {θj1, . . . , θja−k+1} when the elements are arranged in increasing order.
This subset contains vj , and since µj is the largest element of this subset, µj  vj . This
finishes the proof that µ satisfies v  µw.
Let M denote the sub-matrix of a matrix as in Fig. 1 consisting of the rows θ1, . . . , θd .
Let N be the (d − k + 1)× a sub-matrix of M determined by the rows θk, . . . , θd and the
first a columns. Each fµ is the determinant of an (a − k + 1)× (a − k + 1) sub-matrix
of N . And each such non-zero determinant of a sub-matrix of N equals fµ for some µ.
That fθ belongs to the ideal (fµ | µ as above) follows from the following fact about
matrices, which is easily seen (by the Laplace expansion, for example): let d , a, k be
integers such that 1  k  a  d . Let M be a generic matrix of indeterminates of size
d × d . Let N be a sub-matrix of M of size (d − k + 1)× a (in other words, N is obtained
by specifying (d − k+ 1) row indices and a column indices). Then, in the polynomial ring
obtained by adjoining to a field the entries of M , the determinant of M belongs to the ideal
generated by the determinants of sub-matrices of N of size (a− k+ 1)× (a− k+ 1). ✷
V. Kodiyalam, K.N. Raghavan / Journal of Algebra 270 (2003) 28–54 53For θ in I (d,n) with v  θ , let Sθ denote the monomial in Nv (and so also in Rv)
associated to θ as in Proposition 4.3. We abuse notation and write Sθ also for the
corresponding monomial in the variables Xβ , β ∈Rv .
Proposition 5.4. Let v, w be elements of I (d,n) with v  w. Fix any term order on the
monomials in the polynomial ring k[Xβ | β ∈ Rv] such that the initial term of fθ with
respect to this order is Sθ for θ in I (d,n) with θ  v. Then {fθ | θ ∈ I (d,n), v  θ w}
is a Gröbner basis with respect to this order.
Proof. Denoting by I the ideal (fθ | θ ∈ I (d,n), v  θ  w), by in(f ) the initial term of
a polynomial f in this term order, and by in(I) the ideal (in(f ) | f ∈ I), we clearly have a
graded surjection
P/
(
in(fθ ) | θ ∈ I (d,n), v  θ w
)
 P/ in(I).
The assertion of the proposition is that this map is an isomorphism. To prove this, it is
enough to show that both graded rings have the same Hilbert function.
The Hilbert function of P/ in(I) is the same as that of the tangent cone P/I , and so
by Theorem 2.1 it equals the cardinality of Svw(m) in degree m, where Svw(m) is the set of
w-dominated monomials inRv of degree m. We now show that a monomial inRv belongs
to the ideal (in(fθ ) | θ ∈ I (d,n), v  θ  w) if and only if it is not w-dominated, and this
will complete the proof.
Suppose that a monomial µ in Rv is not w-dominated. Let β1 > · · ·> βt be a v-chain
of elements in µ such that w  sβ1 · · · sβt v. The monomial {β1, . . . , βt } is distinguished
and so by Proposition 4.3 it corresponds to an element θ in I (d,n) with v  θ . We have
θ = sβ1 · · · sβt v w so that in(fθ ) divides µ.
For the converse, it is enough to show that in(fθ ) is not w-dominated for θ  w, and
this follows from the following lemma. ✷
Lemma 5.5. For θ in I (d,n) with v  θ , we have θ w if and only if w dominatesSθ .
Proof. Let us consider the image of the monomial Sθ under the map π of Section 4.2.
The blocks ofSθ are precisely its singleton subsets. Thus, π(Sθ )= (θ , empty monomial).
Proposition 4.1(4) now says that θ is the least element of I (d,n) that dominates Sθ . The
lemma follows. ✷
We finish by listing some term orders that satisfy the requirement of Proposition 5.4.
Fix notation and terminology as in [2, Section 15.2]. Defined below are four partial orders
>1, >2, >3, and >4 on the elements of Rv . We use >j to denote also any total order that
refines the partial order >j . The homogeneous lexicographic order induced by >1 or by
>2 and the reverse lexicographic order induced by >3 or by >4 satisfy the requirement of
Proposition 5.4.
The partial orders >1, >2, >3, and >4 on elements ofRv are as follows:
• For (r, c) in Nv and (a, b) in Rv \Nv , (r, c) >j (a, b) for j = 1,2,3,4.
54 V. Kodiyalam, K.N. Raghavan / Journal of Algebra 270 (2003) 28–54• For (r, c) and (r ′, c′) in Nv ,
(1) (r, c) >1 (r ′, c′) if either (a) r < r ′ or (b) r = r ′ and c > c′.
(2) (r, c) >2 (r ′, c′) if either (a) c > c′ or (b) c= c′ and r < r ′.
(3) (r, c) >3 (r ′, c′) if either (a) r < r ′ or (b) r = r ′ and c < c′.
(4) (r, c) >4 (r ′, c′) if either (a) c > c′ or (b) c= c′ and r > r ′.
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