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ABSTRACT
EMPIRICAL MODELING OF ASYNCHRONOUS SCALP
RECORDED AND INTRACRANIAL EEG POTENTIALS
Komalpreet Kaur
Old Dominion University, 2014
Director: Dr. Dean J. Krusienski

A Brain-Computer Interface (BCI) is a system that allows people with severe neuro
muscular disorders to communicate and control devices using their brain signals. BCIs
based on scalp-recorded electroencephalography (s-EEG) have recently been demonstrated
to provide a practical, long-term communication channel to severely disabled users. These
BCIs use time-domain s-EEG features based on the P300 event-related potential to con
vey the user’s intent. The performance of s-EEG-based BCIs has generally stagnated in
recent years, and high day-to-day performance variability exists for some disabled users.
Recently intracranial EEG (i-EEG), which is recorded from the cortical surface or the hip
pocampus, has been successfully used to control BCIs in experimental settings. Because
these recordings are closer to the sources of the neural activity, i-EEG provides superior
signal-to-noise ratio, spatial resolution, and broader bandwidth compared to s-EEG. How
ever, because i-EEG requires surgery and the long-term efficacy for BCIs must still be
explored, this approach is still not an option for patients. In order to improve s-EEG BCI
performance, it is important understand the underlying brain phenomena and exploit the
relationships between the s-EEG and generally superior i-EEG signals. Because the hu
man head acts as a volume conductor consisting of the brain, cerebrospinal fluid, skull,

and scalp tissue, linear mathematical models can be used to relate s-EEG and i-EEG. This
dissertation presents unique s-EEG and i-EEG data that were recorded from the same sub
jects and used to develop novel empirical models to estimate s-EEG from i-EEG. These
new empirical models can be used to better understand the sources and propagation of
the relevant neural activity, as well as to validate existing theoretical volume conduction
models. It is envisioned that this knowledge will help to advance algorithms for improving
s-EEG BCI performance.
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CHAPTER 1

INTRODUCTION

More than 2 million people in the US suffer from various neuromuscular disorders like
amyotrophic lateral sclerosis (ALS), brainstem stroke, spinal cord injury, cerebral palsy,
muscular dystrophia, multiple sclerosis etc. About 20,000 —30,000 people in the US have
ALS and approximately 5,600 people are diagnosed with ALS each year [1]. Each year
750.000 people in the US experience a stroke and 11,000 suffer from a spinal cord injury.
500.000 Americans currently live with cerebral palsy and 270,000 with multiple sclerosis
[2].

These neural disorders affect the muscles or neural pathways that control muscles. In
particular, patients with spinal cord injuries or ALS lose voluntary muscle control. Many
patients may still retain some voluntary control of their facial muscles, which can be used
as a reliable trigger for communication or control of some external device. However, in
some severely affected patients, the disease can progress to a point that will cause “lockedin” syndrome. The patients in locked in syndrome are awake and fully aware but cannot
communicate with the outside world due to complete paralysis [3]. Conventional assistive
devices require some level of voluntary muscle control and thus are not appropriate for
people in this condition [4].
In cases of severely affected patients, a Brain-Computer Interface (BCI) has the poten
tial to establish a communication channel directly from the patient’s brain signals to the
This dissertation fo llo w s the style o f IEEE Transactions.
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computer. The signals recorded from the brain should be such that patients can reliably
and voluntarily control an external system without any muscle movement. A BCI system
provides an alternate pathway to convey messages and commands to the external world.
BCI systems can replace, restore, enhance, supplement or improve the brain’s natural in
teractions with its external and internal environment [3].

1.1 BRAIN COMPUTER INTERFACE

A BCI is a system that provides an alternative pathway to people with severe neuro
muscular disorders to communicate with the outside world and control devices using their
brain signals directly [3]. Rather than depending on the body’s normal output pathways of
nerve cells and muscles, the input control signals are represented by electrophysiological
activity recorded from the brain.
BCI systems consist of four general components, namely: signal acquisition, feature
extraction, feature translation, and device output. The signal acquisition involves the
recording of neurological signals using various modalities such as scalp or intracranial
Electroencephalography (EEG), Magnetoencephalography (MEG), functional Magnetic
Resonance Imaging (fMRI), etc. The acquired signals are generally of very low ampli
tude, thus are amplified by a bio-signal amplifier, and digitized for further processing.
Different methods of recording brain signals can be compared in terms of temporal and
spatial resolution. Figure 1 gives the basic block diagram showing the components of a
BCI system.
BCI systems can be broadly classified into invasive and non-invasive systems. Invasive
BCI systems employ insertion of electrodes below the skull, often on the surface o f the
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Signal
Acquisition

Feature
Extraction

Device Output

Fig. 1: Basic Block Diagram of a BCI System. The brain signals are measured by the
electrodes and then amplified. Appropriate features are extracted from the acquired signals
that reflect the user’s intent. These features are classified into logical controls by the feature
translator. These device commands operate a device [3],

brain [5] [6], or deep within the cortex [7] to record the brain signals. Non-invasive BCI
systems involve measurements of electro-magnetic potentials from outside of the skull.
Non-invasive techniques of recording the brain signals do not involve any surgery or
any significant risk. These techniques include fMRI, MEG and scalp Electroencephalogrpahy (s-EEG). MEG, PET, fMRI and MRI are robust but bulky and expensive systems
that are generally not practical for BCI systems. Thus, these systems are not very popular
for BCI systems. The techniques PET and fMRI depend on the blood flow, have long time
constants, and thus are not very useful for rapid communication.
Invasive techniques for acquiring brain signals implant micro-electrodes into or in close
proximity to the brain. Thus, these techniques provide good signal quality, temporal and
spatial resolution. Electrocorticography (ECoG) is a method o f implanting electrodes di
rectly over the cortex that is routinely used for epilepsy monitoring and BCI research.
Currently, electrophysiological signals such as scalp EEG, ECoG, stereotactic depth
electrodes [8] [9], and single neuron recordings appear to be the most promising and prac
tical systems for BCI. This is because they have high temporal resolution and do not require
bulky and expensive equipment.
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Feature extraction is the process of extracting the features from the acquired brain
signals that are related to the user’s intent or mental state. The acquired brain signals
generally suffer from low signal-to-noise ratio (SNR) and artifacts thus feature extraction
algorithms attempt to represent the data in a more usable form. The most commonly
extracted features used for BCI are time-triggered signal amplitudes and latencies, power
within specific frequency bands or firing rates of individual cortical neurons.
Feature translation algorithms convert the extracted features into appropriate com
mands for the output device. A wide variety of regression models and classifiers can be
used for feature translation. The output of the feature translation algorithm can be used to
control augmentative peripheral devices such as virtual keyboard spellers, neuroprosthet
ics, motorized wheelchairs, etc.

1.2 P300 RESPONSE

One of the most commonly used signals for s-EEG BCI control is the P300 eventrelated potential (ERP). The P300 is produced in the brain when a rare or novel sensory
stimulus is given. The P300 response is elicited by the “oddball” paradigm in which re
peated stimuli are presented to the user. There is a specific target stimulus that rarely
occurs among the more frequent non-target stimuli. Each time the target stimulus is pre
sented a P300 response is elicited. The P300 response is characterized by a large positive
deflection starting about 300 ms after the onset o f the stimulus as shown in Figure 2, but
the actual latency of the P300 can vary from 250 ms to 750 ms. This figure shows averaged
target and non-target ERPs for one of the channel for a single subject. The blue waveform
corresponds to the target P300 ERP and the red one corresponds to non-target P300 ERP.
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As can be seen from Figure 2, a large positive deflection is observed between 200 and 300
ms after the stimulus. The amplitude o f the P300 varies directly with the relevance o f the
eliciting events and inversely with the probability o f the stimuli. P300 responses can be
elicited by different sensory stimuli such as auditory stimuli [10] or visual stimuli [11].
The experimental protocol used for recording the data for the dissertation was based on
the visual P300 speller paradigm.
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Fig. 2: Average P300 Response for channel Cz for Subject C. The blue waveform repre
sents the Target ERP while the red corresponds to the Non-target ERP.

1.2.1 P300 SPELLER PARADIGM

Farwell and Donchin [12] [13] were the first to use P300 response to control a BCI that
allows the user to type a single letter at a time, referred to as the P300 Speller. The P300
speller they developed consisted o f a 6 x 6 matrix o f letters and a few one word commands
displayed on a CRT screen. Figure 3 shows the 6 x 6 matrix used for this dissertation.
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Fig. 3: The 6 x 6 matrix containing alphabets and numbers. Different rows and columns
of the matrix are flashed randomly.

The rows and columns of the matrix flash randomly at a constant rate. The users are
asked to focus attention on the letter (called a target) that they want to type and mentally
count the number of times the target letter flashes. In response to the counting of this odd
ball stimulus, the desired row or column containing the target letter elicits a P300 response.
A classifier is used to identify the target letter from the resulting ERPs. Recognition of the
target letter is equivalent to finding the target row and column, thus, a classifier detects
the desired row and column at the intersection of which is the target letter.
A literature review of the field does not show any single P300 detection system to be
the state of the art. Since s-EEG is a non-invasive method of recording the brain signals, sEEG based P300 spellers have been studied extensively. For both online and offline exper
iments, a large variety of classification algorithms have been developed e.g. Peak Picking,
Neural Networks, Stepwise Linear Discriminant Analysis (SWLDA)[14, 15]. Kaper, etal.,
[16] used a straightforward approach with Gaussian support vector machines (SVMs) to
achieve perfect results with 5 averaged trials. Krusienski, et al., [14] reported the results of
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a comparison of different classification algorithms, which showed that SWLDA and SVM
perform well compared to other classifiers. Apart from varying the different classification
algorithms, researchers have studied the effect of inter-stimulus interval (ISI) [17, 18] and
matrix size [17] on the classification accuracy. Apart from using the standard P300 Speller
where rows and columns of the matrix flash randomly, called row column paradigm (RCP),
literature shows that different paradigms have been developed to improve the classifica
tion accuracy and speed. Some examples include a checkerboard paradigm developed by
Townsend, et al., [19], the a rapid serial visual presentation (RSVP) paradigm proposed
by Acqualagna and Blankertz [20], and the face speller proposed by Kaufmann, et al.,
[21] which consisted of flashing faces of famous individuals for items in the matrix. In all
these paradigms, an increase in classification accuracy was obtained. Effects of variation
in character size, inter character distance, background color, and chromatic differences in
the flashing pattern on the P300 speller classification accuracy and speed have also been
studied in detail.
The real test of a BCI is to validate the online performance with actual patients. Most
P300 Speller implementations remain slow and impractical for disabled users. Some initial
studies have been performed on amyotrophic lateral sclerosis (AbS) patients [22, 23] that
show the P300 Speller can be used by this patient population. Using three ALS patients,
Sellers and Donchin [22] used a simplified P300 BCI to select between only four choices.
The results showed that two of the ALS patients were able to achieve offline accuracies
comparable to the control group of able bodied subjects. Nijboer, et al., [23] found that four
ALS patients with severe paralysis were able to achieve a mean offline accuracy of 79%
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using P300 speller interface. These studies are promising and indicate that P300 speller is a
viable option for text communication for severely disabled patients. Considerable variation
in the day to day performance of a P300 based BCI has been observed in individuals with
ALS [24, 25].
Although the P300 speller has been studied extensively and is one of the well estab
lished BCI systems, a recent review by Mak, et al., [26] concludes that more work still
needs to be done to optimize speed, accuracy and reliability. The general BCI research
community believes that a better understanding of the underlying neuroscience and neu
rophysiology can further improve the performance. Most of the P300 speller studies have
used non-invasively recorded s-EEG. Recently, ECoG electrodes implanted on the cortex
and stereotactic depth electrodes implanted in the hippocampus were used to control the
P300 speller [27, 6, 28]. Since these electrodes are closer to the brain, they offer higher
SNR, superior spatial resolution and broader bandwidth compared to s-EEG.

1.3 MOTIVATION

The human head acts as a volume conductor for the brain’s electrical activity [29].
There are several mathematical and geometrical models of the human head as a volume
conductor [30] [31]. These volume conduction models consider the human cranium to
consist of brain (white matter and cortex), cerebrospinal fluid (CSF), skull, and scalp, as
shown in Figure 4. Different layers have different conductivities and thickness. Skull
tissue has low conductivity and thus the currents generated in the cortical region spread
widely on reaching the scalp. Figure 4 represents different layers of the human head.
It is possible that scalp-recorded EEG (s-EEG) can be mathematically modeled as a
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EEG

Scalp
Cortical sou rces

Skull
CSF

Brain

Fig. 4: Four sphere head model consisting of Cortex, CSF, Skull 'nd Scalp [32](used with
permission).

mixture of the underlying intracranially-recorded EEG (i-EEG). These models between
s-EEG and i-EEG will help researchers better understand the electrical distribution, prop
agation and attenuation of the skull and scalp layers, and generally give a better idea about
the underlying neurophysiology. This better understanding of the brain’s phenomena is en
visioned to pave the way for the development of more effective BCI processing techniques
for improving s-EEG BCI performance.
For this dissertation, linear empirical models establishing a relationship between the
scalp and intracranial EEG were developed. Firstly, direct models based on minimization
of ERP modeling error were developed. Direct models with the addition of spatial filtering
were then explored. A new optimization criteria based on BCI performance is introduced
for the performance-based models. Lastly, source localization approaches were performed
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to better understand the the relationship between the empirical models and existing theo
retical models of conductivity. The estimated sources were used to develop a source-based
model.

1.4 DISSERTATION CONTRIBUTIONS AND OUTLINE

The remainder of this dissertation is organized as follows. Chapter II discusses the
electroencephalogram, both invasive and noninvasive methods of recording the EEG. This
chapter also presents the details of the data used for this dissertation. This dissertation
makes three major contributions towards modeling the relationship between the scalp
and intracranial EEG. The three models developed in this direction are the direct model,
performance-based model, and source-based model. Chapter III presents the first key con
tribution of this dissertation, direct model for modeling the s-EEG in terms of the i-EEG.
The developed models can accurately estimate the scalp ERP v'aveform morphologies
from the underlying intracranial ERPs. Chapter IV considers various spatial filtering tech
niques to improve the direct models. Three spatial filtering techniques, namely Princi
pal Component Analysis (PCA), Independent Component Analysis (ICA), and Stationary
Subspace Analysis (SSA), are evaluated. Chapter V proposes the second key contribu
tion of this dissertation by introducing a novel performance-based model to relate s-EEG
and i-EEG. BCI performance based on P300 classification accuracy is considered for de
veloping the model. Chapter VI presents the third key contribution of this dissertation, a
novel source-based model that uses the sources estimated from i-EEG to estimate s-EEG.
Chapter VII concludes by summarizing the important components of this dissertation and
presenting areas of future work.
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CHAPTER 2

ELECTROENCEPHALOGRAM

Electrophysiological signals like the scalp electroencephalogram (EEG), electrocorticogram
(ECoG), and local field potentials (LFPs) are most commonly used for BCI systems. These
electrophysiological signals have high temporal resolution, which is needed for rapid com
munication using BCI. Scalp-electroencephalographic electrodes are attached to the skin
to record the field potentials from very large and widely distributed sets of underlying neu
rons and synapses. ECoG electrode arrays are surgically positioned on the brain surface to
record field potentials from smaller, more localized sets of neurons and synapses. LFPs are
recorded from microelectrode arrays surgically inserted into the cerebral cortex to record
neuronal action potentials from individual neurons or small, highly localized sets o f neu
rons and synapses. Figure 5 shows the different recording sites for electrophysiological
signals.
In this dissertation, i-EEG is used to describe both ECoG on the cortex and stereotactic
depth electrodes in the hippocampus, which both have similar contact dimensions. Dif
ferent models are developed for establishing the relationship between the scalp EEG and
intracranial EEG referred to as s-EEG and i-EEG, respectively.
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Fig. 5: Recording sites for electrophysiological signals. A: Scalp EEG is recorded by
placing the electrodes on the scalp B: ECoG is recorded by placing the electrodes on the
cortical surface C: LFPs are recorded by micro electrodes arrays inserted in the cortex [32]
(used with permission).

2.1 SCALP ELECTROENCEPHALOGRAM

s-EEG is the most popularly used method for acquiring brain signals for BCI systems.
It is noninvasive, safe and relatively inexpensive. The electric potentials are measured by
placing the electrodes on the scalp using passive or active electrodes. Conductive gel is
generally applied between the electrodes and skin to improve conductivity. Passive elec
trodes are simply metal disks connected to an amplifier by a cable. Since the brain signal
amplitudes are generally very low, they are more susceptible to contamination by move
ments of the cable and other environmental noises. Alternatively, active electrodes have a
preamplifier inside the electrode. Thus, these electrodes are less prone to environmental
noise but more expensive than passive electrodes [33].
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s-EEG signals typically have an amplitude of 10-20 //V, spatial resolution on a scale of
centimeters, and spectral bandwidth of 0-70 Hz [33]. The original potential at the cortical
surface is about 1.5 yuV, but it gets attenuated by the cerebrospinal fluid, dura matter, bone,
scalp etc. when it reaches the scalp. Thus the recorded s-EEG must be amplified using
a bio-signal amplifier. Also, the signal recorded is analog so it must be converted to a
digital signal so that further processing can be done on the acquired signal. The amplified
s-EEG signals are passed through an Analog to Digital Converter (ADC) with a sufficient
sampling rate (e.g., typically 80-200 Hz for s-EEG).
To allow exchange and interpretation of data across laboratories and to have unifor
mity in nomenclature, the International Federation in Electroencephalography and Clinical
Neurophysiology adopted a standard in 1958 for electrode placement called the 1 0 - 2 0
Placement System [34]. Even today, it is the most commonly used system. This system
standardizes the physical locations and designations of the electrodes to be placed on the
scalp. This system is based on an iterative subdivision of arcs on the scalp starting from
particular reference points on the skull: Nasion (Ns), Inion (In), and Left and Right PreAuricular points (PAL and PAR respectively). The intersection of the longitudinal (Ns-In)
and lateral (PAL-PAR) diagonals is called the vertex. This system divides the head into
proportional distances (called 10 —20 percentages) from the reference points. Electrodes
are designated according to adjacent brain areas: F (Frontal), C (Central), T (Temporal), P
(Parietal), and O (Occipital). These letters are accompanied by odd numbers for electrodes
on the left side of the head and even numbers for electrodes on the right side of the head.
Figure 6 shows the standard 10 —20 system.
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Fig. 6: 1 0 - 2 0 International System used for placem ent o f scalp electrodes [34], For this
international standard, the distances betw een adjacent electrodes are either 10% or 20% o f
the total frontback or rightleft distance o f the skull.

Electrophysiological Features Detected by s-EEG
Using m odem signal acquisition methods, the signal-to-noise ratio o f s-EEG is very low
above around 40 Hz. For clinical purposes, frequencies betw een 0.3 to 80 Hz are typically
used. This spectrum is further divided into different frequency sub bands:
Delta Rhythm (upto 4 Hz): This subband has highest amplitude. These rhythm s are
most prominent in normal children during the first year o f life, but m ay appear in posterior
region throughout maturation. These also occur during deep sleep.

Theta Rhythm (4 —8 Hz): This rhythm is a low amplitude irregular rhythm and a usual
feature present in the s-EEG of a normal awake adult. This is found in locations not related
to any task but are prominent in states of drowsiness and sleep.
Alpha Rhythm ( 8 —13 Hz): This rhythm occurs during wakefulness over the posterior
region on the head, generally with a higher voltage over the occipital areas. It is best seen
when the eyes are closed and in a physically relaxed state.
Mu Rhythm ( 8 — 13 Hz): This rhythm overlaps with alpha rhythm. It reflects the
synchronized firing of neurons over the motor cortex in a resting state.
Beta Rhythm (13 —30 Hz): This rhythm occurs in sensorimotor cortex. It is linked to
the motor behavior and is attenuated during active movements.
Gamma Rhythm (26 — 100 Hz): This is a very high frequency activity associated with
perception and consciousness. It is observed during higher mental tasks like perception,
learning and memory [35].
s-EEG recordings can be contaminated by artifacts that may result from power line
interference, patient movement, or other electrical sources. These artifacts can lead to
misinterpretation of the underlying brain activity. Some commonly occurring artifacts are
as follows:

1. Electromagnetic Induction: Since s-EEG voltages are of very low amplitude, they
can be easily contaminated by electromagnetic influences. The power supply lines
use a sinusoidal voltage with a frequency of 50 or 60 Hz. Mains interference is
ubiquitous in s-EEG recordings. Most bio-signal amplifiers have a notch filter that
suppress signals in a narrow band around the power line frequency.
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2. Eye Movement and Blinking Artifacts: The front of an eye ball has a positive po
tential with respect to its back. Therefore, the eye creates a dipole and movements
of the eye ball can affect scalp potential. Eyeblink artifacts are generated by fast
movements of the eyelid along the cornea. This friction between lid and cornea re
sults in charge separation. In s-EEG this effect is recorded as a positive peak that
lasts a few tenths of a second, most prominent in the prefrontal region, but prop
agates to all the electrodes of the montage. Ocular artifacts (Electrooculogram or
EOG) are produced by eye movements, because of the fricative mechanism between
retina and cornea. Electrodes are applied left and right or above and below the eyes
to record the variations in the electrical potentials. This artifact can be excluded by
subtracting the weighted EOG signal from the scalp electrodes or using Independent
Component Analysis (ICA).
3. Muscular Artifacts: Muscle movements can also be picked up on the scalp and are
called Electromyogram (EMG). These are produced due tn the movement of facial
or scalp muscles like shivering, smiling, lifting the eyebrows, chewing, or grinding
of teeth. On s-EEG, these artifacts are observed as bursts of high frequency activity
superimposed on low frequency waves. This artifact can hide the underlying cerebral
activity. The frequency distribution of EMG artifacts is very broad. Thus, they affect
the amplitude of mu/beta rhythms.
4. Cardiac Activity or Electrocardiogram (ECG): ECG artifacts can also be ob
served in s-EEG. Since the electric potential of the heart is equipotential on the
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scalp, ECG may not be picked up in bipolar recordings. But with a common refer
ence, ECG can appear periodically on s-EEG [35].
Although the SNR of s-EEG is low, because of its non-invasive nature, it has been
studied extensively in humans, and its characteristics and capabilities for BC1 are
very well established.

2.2 INTRACRANIAL ELECTROENCEPHALOGRAM

Electrocorticography (ECoG) is an invasive technique of recording the electrical sig
nals from locations under the skull but not within the brain. These can be recorded by
placing the electrodes on the surface of the dura mater (epidurally) or using screws that
penetrate the skull and act as electrodes. ECoG can also be recorded from beneath the dura
mater (subdurally) by placing the electrodes directly on the surface of the brain. ECoG
electrodes are in the form of an array (e.g. 8 x 4 electrodes) or strip (e.g. 1 x 8 electrodes)
having an inter electrode distance of 5 —10 mm. These are usually implanted in humans
to localize epileptic seizure foci. These are generally implanted for 1 —2 weeks. Apart
from ECoG electrodes, Stereotactic Depth macro Electrodes (SDEs) are also implanted to
localize seizures in patients with epilepsy. SDEs improve the risk/benefit ratio for chronic
intracranial implantation compared to ECoG with grid electrodes [7], ECoG and SDEs are
commonly referred to as Intracranial Electroencephalography (i-EEG). The configuration
and location of the electrodes and duration o f the implant is determined solely by clinical
requirements and without any regard to research needs.
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Since i-EEG electrodes are placed under the skull and are close to the cortical surface,
they can detect brain activity more accurately. i-EEG offers several advantages compared
to s-EEG. i-EEG has higher spatial resolution (1.4 mm), higher amplitude (50 —lOO^uV), is
less vulnerable to artifacts and has broader bandwidth (0 —500 Hz) [36] [5]. i-EEG detects
a number of physiological phenomena that are represented in different time or frequency
domain components and their interactions, e.g. mu/beta rhythms, gamma activity. i-EEGbased BCIs provide control comparable or even superior to that reported for s-EEG based
BCIs [37],
i-EEG signals offer higher SNR as compared to s-EEG, but suffer from the limitation
that these are implanted in specific patient groups (e.g. intractable epilepsy) prior to brain
surgery. Thus, the frequency of these patients is relatively low, of the order of 2-6 per
year for major hospitals. Also, patients are generally available for research for only a
few hours/day at most. Patients vary considerably in cognitive capability, level of inter
est in participating, clinical status, and thus lots of variations have been observed in the
performance of ECoG-based BCIs.

2.3 DATA COLLECTION

2.3.1 DATA ACQUISITION

Data were collected from six patients with medically intractable epilepsy who under
went phase 2 evaluation for epilepsy surgery with temporary placement of intracranial
grid or strip electrode arrays and/or depth electrodes to localize seizure foci prior to sur
gical resection. All six patients were presented at Mayo Clinic Florida’s multidisciplinary

19
surgical epilepsy conference, where the consensus clinical recommendation was for the
participants to undergo invasive monitoring primarily to localize the epileptogenic zone.
The study was approved by the institutional review boards by Mayo Clinic, University of
North Florida, and Old Dominion University. All the participants gave their informed con
sent. Both s-EEG and i-EEG data were recorded using BCI2000, a general purpose BCI
system [38]. Patients implanted with electrodes suffer from the implantation trauma and
pain. It is difficult to simultaneously record s-EEG and i-EEG because of high chances of
corruptive effects that can be caused because of the incision.
s-EEG data were recorded before the placement of the intracranial electrodes. They
were recorded using an ElectroCap International cap with 32 electrodes distributed over
the scalp based on the International 10-20 System [34], All the s-EEG electrodes were
referenced to the right mastoid and amplified.
Intracranial Electrode (AD-tech Medical Instrument Corporation, Wisconsin) place
ments and duration were based solely on the requirements of the clinical evaluation with
out any consideration for this study. All electrode placements were guided intra opera
tively by the Stealth MRI Neuronavigational system (Medtronics, Inc., Minnesota). Each
participant had postoperative anterior-posterior and lateral radiographs to verify electrode
locations. After electrode implantation, all participants were admitted to an ICU room with
epilepsy monitoring capability. Clinical recordings were gathered using 32-or 64-channel
amplifiers. The intracranial electrode locations are shown in Figure 7. All i-EEG elec
trodes were referenced to a scalp vertex electrode. Different subjects had different number
of electrodes and at different locations as per their clinical requirements. Subject C had
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only stereotactic depth electrodes in hippocam pus. Subject A, B, and E had both an array
grid and stereotactic depth electrodes to localize the epileptic seizures.
Both the s-EEG and i-EEG data were am plified and band pass filtered from 0.5 to 500
Hz. The data were digitized using two to four 16-channel g.USB amplifiers at a sampling
rate o f 1200 Hz. Such a high sam pling rate was selected to be consistent w ith the i-EEG
data recordings.
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Fig. 7: Location o f Intracranial electrodes (red ones show the electrodes that were used for
recording). Different subjects had different num bers of electrodes and locations o f i-EEG
depending on the clinical requirement.

2.3.2 TASK, PROCEDURE AND DESIGN

The experimental protocol was based on the P300 speller and was consistent for both
the s-EEG and i-EEG sessions. The patients sat in a com fortable chair (for s-EEG sessions)
or hospital bed (for i-EEG sessions) approxim ately 75 cm from a video monitor. Each
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session consisted of 8 — 11 experimental runs. Each run was composed of a word or series
of characters. This set of characters was from a 6 x 6 matrix displayed on the monitor
as shown in Figure 8 and was consistent for all the subjects. Each session consisted of
between 32 —39 character epochs. The rows and columns of the matrix were intensified
for 100 ms with 75 ms between the intensifications [39], A sequence of 15 row/column
intensifications constituted one character epoch. Words were presented on the top left of
the monitor, and the character currently specified for selection was listed in parentheses at
the end of the letter string.

■■■■■■■■

Fig. 8: The 6 x 6 matrix used in this dissertation. A row or column intensifies for 100 ms
every 175 ms. The letter in the parentheses at the top of the window is the current target
letter “D”. For this target, a P300 should be elicited when the fourth column or first row is
intensified [39].

The subjects were asked to focus on a specified character of the matrix and count
silently the number of times the target character was flashed. Classification was performed
after each row and column had been intensified 15 times. Each session consisted of 36
character epochs. Each session of 36 characters corresponds to 36 x 15 x 12 = 6480 stimuli
(row/column intensifications). A single session lasted for approximately one hour.
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2.3.3 DATA ANALYSIS

To assess the quality of the acquired s-EEG and i-EEG data, offline P300 speller accu
racy was computed. For each subject and each session, an optimal linear classifier based
on stepwise linear discriminant analysis (SWLDA) was trained. For each channel of the
data, 800 ms (=192 samples) of the data segments were extracted following each flash for
analysis. A feature vector corresponding to each stimulus was created by concatenating
the extracted data segments by channel. Thus, for 6480 stimuli, 6480 feature vectors were
generated. Each feature vector is of dimension, number of channels x 192. A classifier
was trained using these feature vectors.
SWLDA seeks optimal discriminant function by adding features to a linear equation
in a stepwise fashion such that each feature contributes to the largest amount of unique
variance. The algorithm performs a series of forward and backward regression procedures
in discrete steps. Starting with no initial model terms, the single feature accounting for the
most variance is added to the model. For any feature to be included into the model, it needs
to be statistically significant, i.e. p-value <0 . 1 . In each step, the model evaluates every
feature to determine the single feature that produces the highest p-value and that feature is
selected for inclusion.
After each entry, a backward stepwise regression is performed to remove any features
that are no longer statistically significant, i.e. p-value > 0.15. This procedure is conducted
because it is possible that a feature will no longer account for significant amount o f unique
variance after additional features have been included in the model. The process of addition
and removal of feature variables is repeated until the pre-determined number of feature
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variables have been selected for the model, or there are no more feature variables that
satisfy the criteria of selection [15].
The P300 speller classification task can be considered as a binary classification prob
lem defined as

w.x —b = 0

(1)

where w corresponds to the feature weights generated by the classifier from the training
data, x is the feature vector, and b is the bias for the model.
Since P300 iselicited when a target stimuli is presented, which corresponds to the
intensification of a particular row and column, this classification of a character is equivalent
to predicting the row and column. The predicted character corresponds to the intersection
of the predicted row and column. Predicted row/column corresponds to the maximum of
sum of scored features given by Equations (2) and (3).

R o w predicted ~ m a x r0 ws

W'Xlr,m

(2)

Irow

Columnpreejicted = maxcolumns £

w-xjcolumn

(3)

Jcolumn

In order to compute the classification accuracies for both s-EEG and i-EEG, the first
4 runs of the session were used to train the classifier and the remaining 4 runs of the
session were used to test the classifier. Table I reports the s-EEG and i-EEG classification
accuracies obtained after 15 flashes for all the subjects.
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TABLE I: Classification accuracies for s-EEG and i-EEG for six subjects.
Subject
A
B
C
D
E
F

s-EEG (%)
100
93
100
100
88
100

i-EEG(%)
25
100
100
44
81
88

Table I shows that all the subjects attained greater than 80% classification accuracy
for s-EEG, while 4 out of 6 subjects obtained greater than 80% accuracy for i-EEG. For
each session, subjects typed 32 characters. Selection of each character corresponds to an
independent event. The character selection is a Bernoulli trial with a probability of success
equal to

The selection of 32 characters follows a Binomial distribution. The mean of

the Binomial distribution is given by np, where n is the number of characters and p is the
probability of selection. Here n = 32 and P = j j - Therefore, mean classification accuracy
is 3%. Subjects A and D have low i-EEG accuracies compared to the corresponding s-EEG
accuracies, and also compared to other subjects, but these accuracies are several standard
deviations above the chance accuracy.
Since placement of i-EEG electrodes was solely based on the clinical requirements,
this sub-optimal placement of the electrodes might have led to low i-EEG classification
accuracies for particular subjects. Since i-EEG data were recorded after the surgery, the
subjects also may have been experiencing pain, fatigue, medication effects, etc. that could
adversely affect the i-EEG P300 performance. Regardless, the above-chance accuracies
clearly indicate that the acquired data contains relevant P300 information for modeling.
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CHAPTER 3

DIRECT MODEL

Electroencephalogram (EEG) recordings from the scalp and intracranial sites provide an
indirect means to extract information about brain current sources. The electrodes used
to record s-EEG are separated from the current sources in the brain by cerebrospinalfluid
(CSF), the skull and the scalp. Due to the electrically low-conductive skull, the electric
currents attenuate rapidly. Thus s-EEG is a spatially blurred representation of the cortical
activity. This results in comparatively poor spatial resolution o f s-EEG recording com
pared to i-EEG [30],
i-EEG is recorded from the surface of the brain. The surface of the brain is separated
from the current sources by CSF and cerebral cortex. The absence of skull attenuation
leads to superior spatial resolution of i-EEG as compared to s-EEG.
Since the skull and scalp tissue of the human head act as a volume conductor for the
brain’s electrical activity [29], the scalp recorded data can be considered as a linear mixture
of the underlying intracranially recorded data [40], This forms the basis of the first major
contribution of this dissertation, which is the direct model. The direct model is designed to
minimize the estimation error between the i-EEG and s-EEG ERP waveforms in a forward
model.

26
3.1 MODELING SCALP ELECTROENCEPHALOGRAM USING
INTRACRANIAL ELECTROENCEPHALOGRAM
The direct model is formed by using the i-EEG (intracranial) ERPs to model s-EEG
(scalp) ERPs [401. In this modeling approach, average target ERPs for both scalp and
intracranial EEG were used to develop the model. Only target ERPs were considered for
this model because these ERPs represent consistent and predictable evoked neural activity.
Non-target stimulus data mainly consists o f spurious background activity and thus were
not considered for the model. Direct model represents each channel of s-EEG ERPs as a
linear combination of the i-EEG ERPs.

3.1.1 METHODOLOGY

For extracting the ERPs from both the sessions (scalp and intracranial), certain pre
processing needs to be done. Most of the energy of low frequency ERPs like the P300 is
concentrated below 20 Hz [39]. Also, 60 Hz power supply frequency and higher-frequency
muscular artifacts should be eliminated. Thus, both s-EEG and i-EEG data were low pass
filtered to 20 Hz to smooth the data. Further, data were decimated to 240 Hz to have a
sufficient number of samples for the purpose of modeling and ERP visualization.
ERPs are assumed to be consistent and time invariant for both s-EEG and i-EEG, which
is supported by the respective classification performances. Target stimulus ERPs corre
spond to the ERPs that are generated from a flash that the subject was instructed to focus
on. For both s-EEG and i-EEG data, 800 ms of data following each intensification were
extracted as Target ERP. All the s-EEG target ERPs for all the runs (960 ERPs) were av
eraged across all the trials to form the Archetype s-ERP. For i-EEG, only the first half of
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the target ERPs (480 ERPs) were averaged to form the Training i-ERP and the remaining
second half were averaged to form the Testing i-ERP. Training i-ERPs were used in an
ordinary least square linear regression model to model each Archetype s-ERP as shown in
Figure 9.

Spatial Model

Modeled
sERPs

Intracranial
ERPs

Archetype sERPs

Fig. 9: Direct ERP Modeling Block Diagram. A linear combination of i-ERPs are used to
model each s-ERP independently using ordinary least square regression.
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where b is the weight matrix generated by the regression model and c is a constant. Testing
i-ERPs were used to validate the model, and the corresponding Modeled s-ERPs were
generated.
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3 .1 .2 R E S U L T S

In order to validate the Direct model, R oot M ean Square Error (RM SE) was com puted
between the Archetype and M odeled s-ERPs. Each A rchetype s-ERP was scaled to have
unity variance. The same scale factor was applied to the respective M odeled s-ERPs.
This scaling removes the amplitude dependencies w hen comparing R M SE across channels.
Figure 10 shows the RM SE plots for the developed model.
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Fig. 10: Root M ean Square Error obtained betw een archetype ERPs and m odeled ERPs
using the direct modeling approach.

Figure 10 shows that RM SE is quite high for m ost of the channels for all the six sub
jects. One possible reason for the high R M SE could be the noisy i-EEG ER Ps from certain
channels that do not contain useful P300 inform ation. In order to im prove the m odel, a
channel selection procedure was employed. This approach was based on considering only
those channels o f iEEG that have useful P300 inform ation.
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3.2 DIRECT MODEL WITH CHANNEL SELECTION

To assess the quality of each channel o f the recorded data, single channel accuracies
(SCA) were computed for both s-EEG and i-EEG. SCA w ere computed by considering the
features from a single channel. For each channel, an optim al linear classifier was trained
using first the four runs o f the session and tested on the rem aining four runs o f the session.
The SCA gives an indication o f the relative im portance o f each channel for discrim inating
the ERPs, or in other words, how m uch is each channel’s contribution tow ards P300 clas
sification. Figures 11 and 12 show the single channel accuracies obtained for s-EEG and
i-EEG for all six subjects, respectively.

A

0%

80 %

Fig. 11: s-EEG single channel accuracies (SCA) topographies for the six subjects (A-F).
Black dots represent the fixed 32-channel electrode positions according to the International
10-20 system [34]. SCA was determ ined using the ERP amplitude features from a single
channel to derive the respective channel’s classifier based on [39].
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Fig. 12: iEEG single channel accuracies (SCA) topographies for the six subjects (A-F). For
each subject, iEEG SCA topographies are plotted on generic brain m odels w ith electrode
locations indicated by the circles. The black circles represent the electrodes that w ere used
for the BCI recordings and modeling, whereas w hite electrodes were only used for clinical
recordings and not represented in the models.

As can be seen from Figures 11 and 12, some o f the channels o f s-EEG and i-EEG have
zero SCA classification accuracy. Thus, these channels m ainly consist o f background noise
and do not contribute any information for discrim inating ERPs. Thus, D irect models were
constructed by considering only those i-EEG channels that are above a certain threshold.
For different subjects, the optimal threshold for channel selection was em pirically selected.
This threshold varied from 6 — 19%. T he individual thresholds were selected on the ba
sis o f modeling accuracy. Since there was lot o f variability in the SCA across different
subjects, different thresholds were selected. All the i-EEG channels w ith SCA below the
threshold were excluded from the model, but all o f the s-EEG channels were retained for
a complete evaluation and visualization o f the forward modeling.
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Figure 13 shows the schematic representation of the direct model with channel selec
tion. A model was developed from the s-EEG and selected i-EEG ERPs using least square
linear regression as discussed in Section 3.1.1.

Spatial Model

Intracranial
ERPs

SCA

Modeled
sERPs

Threshold

Archetype sERPs

Fig. 13: Direct modeling block diagram with optimally selected iEEG channels. A linear
combination of the optimally selected iERPs are used to model each s-ERP independently
using ordinary least squares regression.

3.2.1 RESULTS

The channel selection on the basis of SCA significantly improved the performance of
the model. Selected ERPs and spatial filters from the Direct model are shown in Figure 14.
The first column corresponds to the three i-EEG ERPs for each subject, corresponding to
the channels with highest SCA. The second column shows the RMSE topographies for all
the six subjects. The RMSE was scaled as explained in Section 3.1.2. The third and fourth
columns show the Modeled and Archetype s-ERPs and the corresponding spatial models
respectively for the channel with lowest RMSE. The fifth and sixth columns correspond
to Modeled and Archetype s-ERPS and the spatial model for channel Cz. The channel Cz
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was considered because this channel is considered as the m ost im portant location o f the
P300 response.

iERPs

RMSE

1st ERP

1st Model

Cz ERP

Cz Model

B

0
-1

A/
At1

RMSE
Spatial Weights

— — Archetype
---------- Modeled

1

Fig. 14: ERPs and Spatial models for Direct model. The first colum n shows the three
iERPs for each subject (A-F) corresponding to channels w ith the highest SCA, with red
representing the highest SCA and blue representing the second highest SCA. The sec
ond column shows the RMSE topographies, with the channel corresponding to the lowest
RMSE circled in purple and channel Cz circled in green. The third and fourth colum ns
show the modeled ERPs and the corresponding spatial models, respectively, for the chan
nel with the lowest RM SE. The fifth and sixth colum ns show the m odeled ERPs and the
corresponding spatial models for channel Cz. T he channel weights for the spatial models
were normalized to have a maximum m agnitude o f 1.
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To evaluate the performance of the developed model in a practical sense, classification
performance was evaluated using optimal s-EEG derived classifier for each subject. Mod
eled s-EEG was generated by using the spatial model. All the data (Archetype s-EEG and
Modeled s-EEG) were low pass filtered and decimated to 20 Hz. For each channel, 800 ms
of data were extracted following each flash. An optimal linear classifier for each subject
based on stepwise linear discriminant analysis (SWLDA) was trained using the Archetype
s-EEG (both target and non-target). The second half o f modeled s-EEG ERPs (both target
and non target) generated by the spatial model was used to test the classifier. The score
was obtained from the classifier, which can be represented as the percentage o f correctly
classified characters [39],
Table II gives the classification accuracies obtained for the modeling approach. The
classification accuracies obtained using the optimal linear classifier derived from s-EEG
and iEEG are also reported for comparison.
TABLE II: Classification Accuracies for Direct model with channel selection. Columns
two and three correspond to the optimal linear classifier derived from the s-EEG and iEEG
data. The fourth column gives the classification accuracies from Direct model with channel
selection.
Subject
A
B
C
D
E
F

s-EEG (%)
100
93
100
100
88
100

iEEG(%)
25
100
100
44
81
88

Direct Model (with channel selection )(%)
19
38
50
19
63
32
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3.2.2 DISCUSSION

The Direct model shows that s-ERPs can be accurately modeled as a linear combi
nation of the underlying i-ERPs. Spatial filter weights given in Figure 14 indicate that
relatively few i-EEG channels contribute to the modeled s-EEG ERPs. These weights also
tend to occur in small spatially localized groups or in more distant bipolar pairs. The clas
sification accuracies reported in Table II for all the subjects are not suitable for practical
performance, but are several standard deviations above the chance accuracy (3%). This
poor classification performance can be explained in part by the fact the Direct model gives
equal emphasis to all the time points of the data, some of which are not important for
classification.
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CHAPTER 4

DIRECT MODELS WITH SPATIAL FILTERING

The Direct Model was designed by considering the ERP waveforms from both the scalp
and intracranial ERPs. The Modeled s-ERPs generated from the direct model matched
very well with the Archetype s-ERPs. However, this model did not result in acceptable
BCI performance. This chapter explores potential enhancements to the direct modeling
using pre-processing via spatial filters.
Since the skull has low conductivity and the human head acts as a volume conductor,
the s-EEG is essentially spatially lowpass filtered (i.e., a spatially blurred representation
of the underlying cortical activity). This smearing effect leads to highly correlated s-EEG.
Various spatial filtering techniques can be applied to the s-EEG to enhance sensitivity,
improve source localization, and suppress artifacts. s-EEG data have low signal-to-noise
ratio (SNR), and spatial filtering techniques help in improving the SNR of the recorded
signals.
Spatial filtering techniques can be classified as data dependent or data independent.
Data-independent spatial filtering techniques use fixed-geometry relationships to deter
mine the spatial filter weights [32]. Common data independent spatial filters for EEG
include the common average reference (CAR) spatial filter and the surface laplacian. The
CAR is implemented by first computing the global mean of all the channels and then sub
tracting the computed mean from each individual channel. This spatial filtering technique
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removes the common artifacts and noise present across all the channels. The surface Laplacian eliminates the correlated activity of the spatially adjacent channels by subtracting the
mean of all the channels at a fixed radial distance from the central channel of interest [32],
Data-dependent spatial filtering techniques are derived from the recorded data. In this
dissertation, three different data dependent spatial filtering techniques, namely, principal
component analysis (PCA), independent component analysis (ICA) and stationary sub
space analysis (SSA) were applied on s-EEG. The corresponding direct models were gen
erated in order to evaluate the efficacy of prepossessing the signals with these common
signal subspace decomposition methods.

4.1 DIRECT MODEL WITH PRINCIPAL COMPONENT ANALYSIS

Principal component analysis (PCA) is a non-parametric method of extracting relevant
information from the data. It simplifies the description of the data set by computing the
most meaningful basis to re-express the noisy data [41]. PCA finds a linear transformation
of the data that maximizes the variance of the transformed data. PCA is computed by
finding the eigenvectors of the covariance matrix as given in Equation 6.

X TX a = Xa

(6)

where X represents the s-EEG with N channels, X TX corresponds to the covariance ma
trix, a is an eigenvector with a corresponding eigenvalue X. The set of all eigenvectors
constitutes the new orthogonal basis, named spatial weight W, on which scalp data are
projected. The basis obtained is a linear combination of the N channels. The eigenvector
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with the highest eigenvalue corresponds to the most significant principal component of the
dataset. All the eigenvectors are arranged from highest to lowest, corresponding to the sig
nificance of the principal components. The transformed data set is obtained by projecting
the original data onto the new orthogonal basis

Y = WX

(7)

where W in Equation 7 is the spatial weight that transforms the recorded s-EEG. Each
row of the spatial weight W corresponds to a particular spatial filter. Each row of Y is the
weighted sum of all the channels of X, and weights for each channel are defined by the
corresponding rows in W [41].

4.1.1 METHODOLOGY

The Direct model with PCA was developed by applying the PCA on the s-EEG. For iEEG, only the channels with SCA (single channel accuracy) above a certain threshold were
considered, as discussed in Chapter 3 Section 3.2. PCA was applied only on the s-EEG
to extract the relevant features and thus improve the SNR. The principal components cor
responding to 98% variance were selected for modeling. This threshold value of variance
for principal components was selected so that we have significant number of components
for the modeling. The 98% variance corresponded to optimum modeling accuracy.
Direct model with PCA was developed following the similar methodology as described
in previous chapter in Section 3.1.1. Figure 15 shows the schematic representation of the
Direct model with spatial filter, here spatial filter corresponds to PCA.
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Fig. 15: Schematic Diagram showing the Direct ERP based Model with Spatial Filter

4.1.2 RESULTS

To evaluate the performance of the developed model, Root Mean Square Error (RMSE)
was computed between each Archetype s-ERP channel and Modeled s-ERP. To compute
the RMSE for all the scalp channels, inverse PCA was applied on both Archetype s-ERP
and Modeled s-ERP for each subject. RMSE was scaled following the similar proce
dure as described in section 3.1.2. Column 1 of Figure 16 shows the RMSE between
Archetype s-ERP and Modeled s-ERP for all the channels. Columns 2 and 3 correspond
to the Archetype s-ERP and Modeled s-ERP waveform and corresponding spatial weights
for the channel with minimum RMSE. Columns 4 and 5 show the waveforms and spatial
weights for channel Cz.
From Figure 16, it can be seen that RMSE for most of the subjects and channels is quite
high. Only for Subject F, RMSE for the central and parietal channels is quite low. The
Archetype and Modeled s-ERPs for 1st channel (i.e. channel with minimum RMSE) and
channel Cz, are nicely following each other for four of the six subjects. These waveforms
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Fig. 16: ERPs and Spatial models for D irect m odel with PCA. The first colum n shows the
RM SE topographies for all the subjects with the lowest RM SE channel (i.e. 1st channel)
circled in purple and channel Cz circled in green. The second and third colum ns show the
M odeled and Archetype s-ERPs and the corresponding spatial models for the 1st channel.
The fourth and fifth columns show the M odeled and Archetype s-ERPs and the spatial
models for channel Cz. The channel weights for the spatial models were norm alized to
have a maximum magnitude o f 1.
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indicate that the Direct model using PCA works well in predicting the s-ERPs from the iERPs. As can be seen from columns 4 and 6 of Figure 16, only a few intracranial channels
contribute in modeling the scalp EEG ERPs.

4.2 DIRECT MODEL WITH INDEPENDENT COMPONENT ANALYSIS

Independent Component Analysis (ICA) is a technique that decomposes the data into
statistically independent components. PCA uses second order statistic of data, i.e. covariance to find the uncorrelated components. ICA uses higher order statistics to find
statistically independent components. ICA is defined as an optimization problem to min
imize mutual information between the source components using higher order statistics to
measure non-Gaussanity [42].
The central limit theorem states that sum of a large number of independent processes
tends toward a Gaussian distribution. Therefore, if Y is assumed to be a set of truly in
dependent channels, X must follow a Gaussian distribution. ICA computes the spatial
weight matrix W such that it maximizes the non-Gaussianity of Y. There are many al
gorithms that use different metrics like minimization of mutual information or maximum
likelihood estimation to compute statistically independent components.
For this dissertation, the FastICA algorithm [43] was used to extract the independent
components from the dataset. The FastICA algorithm finds a direction for each channel
such that wTx maximizes the non-Gaussianity. This algorithm uses negentropy to measure
non-Gaussianity. Negentropy is defined as

J{X) = H( Xgauss) - H { X )

(8)
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where XgauSs is a Gaussian random variable of the same covariance matrix as X, H( X) is
the differential entropy of the random variable X defined as

H( X) =

-J

f{ X ) l o g ( f { X ) d X

(9)

where f ( X ) is the density function. Negentropy is always a negative number. J( X) is equal
to zero iff X has a Gaussian distribution.
It is computationally difficult to estimate density and thus negentropy. But negentropy
can be approximated as

y(X )oc[£[G (T )]-£[G (v)]]2

(10)

where G is a non-quadratic function and v is assumed to be zero mean and unit variance.
G must be selected wisely, such that approximation of negentropy is a good estimate.
The FastICA algorithm is based on a fixed point iteration scheme. The step by step
procedure followed to find each random vector w, such that the resultant components of Y
are independent, is as follows:

1. Choose an initial (random) weight vector w.
2. Let
w+ = E[xg(wTx)} — E[g'(wTx)\w

3. Let
w,+
w
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4. These steps are repeated until old and new values of w point in the same direction,
i.e. W0irfWnew ~ 1-

The FastICA algorithm computes independent components one by one. After p com
ponents have been estimated, wp+] is estimated. After each iteration, projection of wT
p +\
is subtracted from the previously estimated p-vector, then wp+\ is normalized.

P
Wp+

1

=

Wp + \

-

£

WT
p + iW jW j

j=1
This process decorrelates the output after every iteration and thus prevents different
vectors from convergence to the same maxima. FastICA algorithm can estimate both super
and sub Gaussian independent components.

4.2.1 METHODOLOGY

Direct model with ICA was developed by applying ICA on the s-EEG. For i-EEG, only
the channels with single channel accuracy (SCA) above the optimally selected threshold
were considered. For both s-EEG and i-EEG same preprocessing steps were applied as
described in Section 3.1.1. Before performing ICA on the s-EEG, PCA was applied to
extract the uncorrelated components. On the uncorrelated channels, FastICA algorithm
was applied to extract the independent components. All the independent components gen
erated did not have relevant information corresponding to the task. Kurtosis was used as a
criterion to select the relevant independent components. Kurtosis is defined as

k u r t ( y ) = E \ y ) - 3 [ E \ y 2}}2

(1 1 )
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Kurtosis is a measure of non-Gaussianity. If a random variable is Gaussian, then kur
tosis is equal to zero. If kurtosis has a non zero value, then random variable can be either
super Gaussian or sub Gaussian. Positive value of kurtosis, corresponds to a super Gaus
sian distribution. A super-Gaussian distribution indicates that much o f the variation in the
signal is caused by the infrequently occurring large deviation or a tailed distribution. This
kind of distribution is common in independent signals. Thus, independent components
with positive kurtosis value were selected for developing the model. The set of selected
independent components were used to transform the s-EEG [43]. Figure 15 shows the
schematic representation of the Direct model with spatial filter, where spatial filter for this
model corresponds to ICA.
A least square linear regression model was developed using Archetype s-ERP to gen
erate Modeled s-ERP using the selected independent components of s-EEG and i-EEG.
Same procedure was followed to develop the model as described in Section 3.1.1.

4.2.2 RESULTS

Root Mean Square Error (RMSE) was used as a metric to evaluate the performance
of the model. The Archetype and Modeled ERPs were projected back to the scalp by
multiplying with inverse ICA and PCA spatial matrices. RMSE was computed between
the transformed Archetype and Modeled s-ERP’s.
Column 1 of Figure 17 shows the RMSE between the Archetype s-ERP and Modeled
s-ERP. RMSE for most of the subjects and most of the channels was quite high. Only
for Subject E, the RMSE between the Archetype and Modeled s-ERP for all the channels
was low, indicating that most of the channels were modeled accurately. In order to see the
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Fig. 17: ERPs and Spatial models for D irect m odel with ICA. The first colum n shows the
RMSE topographies with the channel corresponding to the lowest R M SE circled in purple,
termed as 1st channels and channel C z circled in green. The second and third colum ns
show the M odeled and Archetype s-ERPs and the spatial models for the 1st channel. The
fourth and fifth columns show the M odeled and A rchetype s-ERPs and the spatial m odels
for channel Cz. The channel weights for the spatial m odels were norm alized to have a
maximum magnitude of 1.
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performance of the model in terms of the Modeled ERPs, Archetype and Modeled s-ERP
waveforms for the 1st channel, (the channel with least RMSE), are plotted in Column 2 of
Figure 17. Column 3 shows the corresponding spatial weights for the 1st channel for all the
subjects. Figure 17 also displays the Archetype and Modeled s-ERPs and the respective
spatial weights for channel Cz. As can be observed from the spatial weights in Figure 17,
very few i-EEG channels contribute towards the Modeled s-ERPs. The Modeled s-ERP for
most of the subjects were following the Archetype s-ERP, thus validating the performance
of the developed model.
The Direct model with ICA could accurately predict the s-ERP from the iERP as shown
in Columns 2 and 4 of Figure 17.

4.3 DIRECT MODEL WITH STATIONARY SUBSPACE ANALYSIS

In the previous two sections, linear models were developed by applying spatial fil
tering techniques PCA and ICA. Both these techniques assume the data to be stationary.
Both scalp and intracranial EEG are non-stationary in nature. Also, PCA and ICA spatial
filtering techniques did not take the P300 speller task information into consideration for
extracting the relevant components.
Both scalp and intracranial EEG signals come from multiple neural sources inside the
brain. Any non-stationary source can make all the channels non-stationary. Stationary
Subspace Analysis (SSA) is a technique which separates the stationary components of the
data from the non-stationary components. Since target ERPs are assumed to be station
ary signals in the presence of non-stationary background activity, only target scalp and
intracranial signals were used for SSA. The stationary components from both scalp and
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intracranial EEG was extracted by applying SSA. Stationary components of both signals
were used to develop a new linear model relating scalp and intracranial ERPs.
SSA assumes that the multivariate time series, X(t), is generated as a mixture of some
stationary and non-stationary sources [44], as given by Equation 12.

X( t ) = WS(t)

( 12 )

Assuming that there are d number of stationary sources, D —d number of non-stationary
sources, D being the number of sources/channels in the dataset, X( t ) can be written as
given by Equation 13.

(13)

where Ss(t) refers to d stationary source signals or s-sources, Sn{t) refers to D — d nonstationary source signals or n-sources, W5 spans the subspace of s-sources and W n spans
the subspace of n-sources. SSA estimates a linear transformation from X( t ) that separates
the s-sources from the n-sources.
Let the estimated Mixing matrix be given by A

A = [AS

(14)

A n\

Let the estimated Demixing matrix be given by W

W = A ' l = [Ws

W n}T

(15)

47

where IV* projects the observed data into the estimated s-subspace and W n projects the
observed data into the estimated n-subspace.

A s = A SMy + A nM 2
An = A sM 3 + A nM 4

The estimated s-source and n-source can be expressed as

= Miss + M3sn

(16)

s" = M 2ss + M 4sn

(17)

Since s-source should have only s-sources, M 3 can be approximated to zero. Thus, the
estimated s-source and n-source can be expressed as

s* = M i s s

(18)

s" = M 2ss + M 4sn

(19)

The estimated s-source is a linear combination of the true s-sources and n-sources. To
estimate the stationary sources, SSA minimizes pairwise distance between the distributions
of the projected data using Kullback-Leibler (KL) divergence. Only the first two moments
are computed to confirm the stationarity of the sources. The demixing matrix (IT) is given
by solving the following optimization problem
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W = argmin

KL[N(Id ,Bjjh IdB t i ( I dB ) T)N(Id

£
BBT=1

B ± j( IdB )T)]

(20)

i< j

where /), is the estimated mean for the dataset X, and E, is the corresponding covariance
matrix. The conjugate gradient procedure is used to solve the optimization problem.

4.3.1 METHODOLOGY

The Direct model with SSA was developed by extracting the target ERPs for both sEEG and i-EEG. The number of stationary components for both the data sets were empiri
cally determined for all the subjects. The direct model using least square linear regression
was developed by following the same procedure as given in Section 3.1.1. Only the ex
tracted stationary components of both s-ERP and i-ERP were used for the model. Figure
18 shows the schematic representation of the Direct model with >C.A.
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Fig. 18: Schematic Diagram showing the Direct model with Stationary Subspace Analysis
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4.3.2 RESULTS

RMSE between the Archetype and M odeled s-ERPs was evaluated to validate the per
formance o f the Direct model with SSA. The A rchetype and M odeled s-ERPs were pro
jected back to the scalp by multiplying both the ERPs with the mixing m atrix as given in
Equation 14.
RMSE

1st ERP

1 st M o d e l

CzERP
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Cz M o d e l
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Fig. 19: ERPs and RMSE for Direct model with SSA. The first column shows the RMSE
topographies with the channel corresponding to the lowest RMSE (1 st channel) circled in
purple and channel Cz circled in green. The second and third columns show the M odeled
and Archetype ERPs and spatial weights for the first channel. The fourth and fifth columns
show the M odeled and Archetype ERPs and spatial weights for the Cz channel.
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Column 1 of Figure 19 shows the RMSE between the Archetype and Modeled s-ERPs
for all six subjects. Second and fourth columns of Figure 19 show the Archetype and
Modeled s-ERPs for the first channel (channel with minimum RMSE) and Cz channel,
respectively. As can be seen from the plotted ERPs, for most o f the subjects, the Modeled
and Archetype s-ERPs are in accordance with each other. The third and fifth columns of
Figure 19 correspond to the spatial weights obtained for the first and Cz channel respec
tively. These spatial weights indicate that all the channels contribute to the s-ERPs.

4.4 COMPARISON

Three different spatial filtering techniques (PCA, ICA and SSA) were applied to im
prove the direct model relation scalp and intracranial EEG. RMSE for all the models was
computed to evaluate the model’s performance. All the three models had similar perfor
mance. To further evaluate the performance of the developed direct models with spatial
filters, the classification performance was computed. The s-EEG and i-EEG (target and
non target) were multiplied with the corresponding spatial filters. Using these transformed
s-EEG and i-EEG datasets, similar procedure as outlined in Section III.2.2 was followed
to train and test the classifier for each subject.
Table III gives the classification accuracies obtained for all the models, Direct model
(with channel selection), Direct model with PCA, Direct model with ICA, and Direct
model with SSA. As can be seen from Table III that the classification accuracies for all
the subjects for all the models are above chance, but do not correspond to acceptable BCI
performance. Both PCA and ICA computation do not consider P300 speller task infor-
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TABLE III: Classification accuracies for Direct models. Columns two and three corre
spond to optimal linear classifier derived from the s-EEG and iEEG data. The fourth
column gives the results from Direct model with channel selection. The fifth, sixth and
seventh columns give the classification accuracies from Direct model using PCA, ICA,
and SSA, respectively.
Subject
A
B
C
D
E
F

s-EEG (%)
100
93
100
100
88
100

i-EEG(%)
25
100
100
44
81
88

Direct (%)
19
38
50
19
63
32

PCA (%)
25
56
44
13
56
31

ICA (%)
25
50
38
13
69
19

SSA (%)
25
50
56
38
69
38

mation and the relevant component extracted from the s-EEG may not be correlated with
the task. A comparatively low power channel that is highly correlated with the task may
not be included in the selected components. ICA is based on the assumption that the data
can be decomposed to independent components, which may not be true, particularly if the
assumed number of independent components is not accurately determined. SSA extracts
the stationary components from the scalp and intracranial ERPs, assuming that only target
ERPs contain the stationary information.
Classification accuracies were computed using both the target and non-target ERPs
from both the datasets (scalp and intracranial). Both target and non-target s-EEG and iEEG were transformed to the new domain by using the spatial filter generated for only
target ERPs. Since spatial filters were computed using only target ERPs, this could lead to
poor BCI performance.
The classification accuracies obtained for all the direct models are comparable. The
classification accuracies obtained from the direct model with SSA are highest for all the
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subjects as compared to other models, although this difference is not significant.
In summary, all the models could accurately estimate the Archetype s-ERPs with neg
ligible subject-specific differences. The developed models also achieved above chance
classification accuracies but not acceptable BCI performance. This again can be attributed
to the fact that the direct models were developed by considering the waveforms and not
the BCI performance. Thus, this motivates the need for a model that considers BCI Per
formance. Chapter V discusses the development of such a performance-based model that
takes into consideration the BCI performance for optimizing the spatial models.
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CHAPTER 5

PERFORMANCE-BASED MODEL

The main aim of the dissertation is to better understand brain signals and thus provide the
groundwork for improving BCI performance. The Direct-modeling approaches produced
an accurate representation of the Archetype s-ERPs, but do not account for BCI perfor
mance. All the Direct models optimized the spatial weights by considering the scalp target
ERPs for all the channels. Various spatial filtering techniques were also applied on the sEEG to improve the performance of the direct models, but no significant improvement was
observed. Direct models optimized all the time points (0 —800 ms) of the ERP waveforms.
All the time points of EEG do not contain the useful information for P300 classification.
Since direct models considered all the time points for the model, this contributed to the
low BCI performance.
Based on these results, it is necessary to develop a model that considers the BCI per
formance (i.e. the output of the BCI classifier). For P300 speller task, step wise linear dis
criminant analysis (SWLDA) classifier is most commonly used. SWLDA classifier selects
certain spatio-temporal features to optimize the performance and rejects the features that
do not contain the significant and useful information related to the task. A Performancebased model was developed optimizing the classifier accuracy. This model considers only
certain spatio-temporal features selected by the classifier to model s-EEG using i-EEG.
A SWLDA classifier performs a linear transformation of the data. Similarly any i-EEG
to s-EEG spatial model based on linear regression also performs a linear transformation.
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Two linear transformations can be combined to form another linear transformation. This
forms the basis for the Performance-based model.

5.1 PERFORMANCE-BASED MODEL

Using both target and non target ERPs from Archetype s-EEG data, a classifier is
trained using SWLDA. This classifier is called s-ERP derived classifier. SWLDA performs
a linear transformation of the data to compute the classification accuracy.
The i-EEG to s-EEG spatial model is cascaded with this s-ERP derived classifier. This
equivalent cascaded model corresponds to another linear model. The model is optimized
using the output of the s-ERP derived classifier. Thus, this model is optimized using the
BCI performance criterion i.e. the output of the classifier. Figure 20 shows the block
diagram for performance based modeling approach.

S p atial M odel

sEEG

A/AA'V/v

D erived
C lassifier

m o d e le d
sEEG
iEEG

Fig. 20: Performance based modeling approach block diagram. The optimal spatial model
is determined by minimizing the output error of the classifier. An ordinary least square
linear regression is used to solve for the spatial weights in the linear system created by the
cascade of the spatial model with the fixed s-ERP derived linear classifier.
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The cascaded linear model follows an ordinary least square linear regression given by
Equation 21.

y = xbT

(21)

where * represents the feature vector corresponding to one flash stimulus of the modeled sERPs, generated by the spatial model. This feature vector consists of concatenated spatial
and temporal amplitude features of the ERPs corresponding to the flash, b represents the
predetermined s-EEG derived classifier weight and y is the instantaneous classifier output
[45],
Let Z be the matrix representation of each i-ERP observation of dimension (No. of
i-EEG channels x No.

of time samples). If the Z matrix is repeated along the diagonal

axis for (number of s-EEG channels) times, keeping all other elements zero,a new matrix
Z of dimension (s-EEG features x i-EEG features) is formed as given below:

x = Zk

(22)

where k corresponds to the spatial model weights.

y = bTZk

Let R = b TZ

y = Rk

(23)
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Therefore, k can be obtained by using least square linear regression.

k = {RTR ) ~ lR Ty

(24)

Thus, concatenation of these two linear transformations is equivalent to a linear model.
This model is optimized by BCI Performance and thus is named as Performance-based
Model.

5.1.1 METHODOLOGY

For this model, the first four runs of the i-EEG (both target and non target) session
were used to derive the spatial model using stepwise linear regression. The last four mns
of the session were used to validate the model. The s-EEG derived classifier selects the
specific spatio-temporal features that maximize the performance. Thus, performance based
model is optimized using certain spatio-temporal combinations of the features. The model
tends to model only these specific features instead of the full ERP waveforms. Since all
s-EEG channels were not represented in this model, it is not very meaningful to compute
the RMSE between the Modeled and Archetype s-ERPs. Also, it is not informative to
compare Archetype and Modeled s-ERPs waveforms.

5.1.2 RESULTS

To validate the performance of this modeling approach, classification performance was
evaluated using the optimal s-EEG derived classifier for each subject. The s-EEG derived
classifier was trained using Archetype s-EEG ERPs (both target and non target). The
second half o f Modeled s-EEG ERPs (both target and non target) generated by the spatial
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model was used to test the classifier. The score was obtained from the classifier, which can
be represented as percentage of correctly classified characters [39],
Table IV gives the classification accuracies obtained for direct and performance-based
modeling approaches. The classification accuracies obtained using the optimal linear clas
sifier derived from s-EEG and iEEG are also reported for comparison.
TABLE IV: Classification accuracies for Direct model (with channel selection) and
Performance-based model. Columns two and three correspond to optimal linear classi
fier derived from the s-EEG and iEEG data. The fourth and fifth columns give the results
from Performance-based model and Direct model (with channel selection), respectively.
Subject
A
B
C
D
E
F

s-EEG (%)
100
93
100
100
88
100

iEEG(%)
25
100
100
44
81
88

Performance (%)
19
100
100
25
63
81

Direct (with channel selection) (%)
19
38
50
19
63
32

Figure 21 shows the spatial filters from the performance based model. The first column
shows the s-EEG SCAs for each subject and also indicates a few of the channels that
were included in the s-EEG derived classifier. The second column shows the spatial filter
corresponding to the channel with highest SCA that was included in the classifier. The third
column corresponds to the spatial filter for the channel that was included in the classifier
having lowest SCA. This model is included to illustrate how i-EEG channels contribute to
s-EEG channels, that do not appear to contain much discriminative information, but it can
help the classifier in conjunction with other channels. The fourth column corresponds to
the spatial filter for the channel Cz.
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Top Model

Spatial
W eight

Fig. 21: Spatial models for perform ance-based modeling. The first colum n shows the sEEG SCAs for each subject (A-F). The channels that were included in the s-EEG derived
classifier are represented by black dots and the excluded channels as w hite dots. A ddition
ally, the channel that was included in the s-EEG derived classifier having highest SCA is
circled green (Top M odel), the channel that was included in the s-EEG derived classifier
having lowest SCA is circles in orange (Last M odel) and the channel Cz is circled in m a
genta. The second through fourth colum ns show the spatial filters corresponding to the Top
Model, Last Model and Cz, respectively. The last model is presented to illustrate how the
iEEG contributes to the s-EEG channels that do not appear to contain much discrim inative
information in isolation, but can benefit the classifier in conjunction with other channels.
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The performance of four out of six subjects for the performance-based models was
comparable or equivalent to the native s-EEG and i-EEG performance. This result indi
cates that specific s-ERP and i-ERP features are closely related and the model accurately
captures this relationship.

5.2 DISCUSSION

Direct models (presented in Chapter III and IV) produced an accurate representation
of the Archetype s-ERPs, but did not translate to the best representation for BCI purposes.
The Direct models minimized the modeling error of the ERP waveforms in their entirety.
Most practical BCI ERP classifiers use only specific combination of spatio-temporal fea
tures hence direct models were adversely affected by the irrelevant spatio-temporal fea
tures, but the performance is much greater than chance accuracy (3%), thus indicating that
these models also capture the key feature relationships but to a lesser extent.
Performance-based models that were designed based on features that are relevant to
classification resulted in superior BCI performance, but it is difficult to interpret the result
ing spatial models. This is because they model only specific time ^stances of the response
and likely represent more complex spatio-temporal interactions than direct models.
The electrode positions for recording i-EEG are important for BCI performance. Table
IV shows that classification performance obtained from modeling is clearly limited by
i-EEG BCI performance. Subjects A and D had a huge disparity between s-EEG and iEEG performance, which could result from suboptimal location of i-EEG electrodes for
P300 and perhaps the patients’ physical/mental state in the hospital room during the iEEG
session.

The spatial filter weights shown in Figure 21, indicate that relatively few i-EEG chan
nels contribute to the estimated waveforms. This is in agreement with SCA obtained for
i-EEG as shown in Figure 12. Because these weights tend to occur in small spatially lo
calized groups and in more distant bi-polar pairs, this suggests that inverse spatial models
may be effective for estimating the cortical/hippocampal activations. In order to further
examine the characteristics of these cortical sources, source localization procedures based
on theoretical models are applied and source-based models are developed in Chapter VI.
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CHAPTER 6

SOURCE-BASED MODEL

In the previous chapters, both Direct and Performance-based models were developed to
understand the relationship between s-EEG and i-EEG. Both models could accurately rep
resent the s-EEG in terms of underlying i-EEG based on different criteria. Performancebased models produced very promising results in terms of BCI performance, but under
standing the corresponding spatial models is highly challenging. In order to better under
stand the underlying brain phenomena to support the empirical results, the location of the
sources of brain activity was sought.

6.1 SOURCE LOCALIZATION

Action potentials generated by the voltage-gated ion channels in the neural membranes
create current sources in the brain. Much of the membrane current from sources remain in
local tissue and form small current loops that may pass through the intercellular membrane
and extracellular media. Such local source activity is recorded as local field potentials
(LFPs). Some of the cortical current may reach the cortical surface, recorded as i-EEG.
Even little gets as far as the scalp in s-EEG. This volume conduction is determined by
the geometrical and electrical resistivity of these tissues. Skull tissue has a high resistivity
causing currents generated in local cortical regions to spread widely. Thus s-EEG provides
a big picture, but little local detail. LFPs provide local details but only sparse spatial cov
erage. i-EEG provides complimentary and largely independent measures of brain source
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activity at different spatial scales [46]. In order to locate these sources, source localization
is performed.
Source localization is the process of finding the areas of the brain that are responsible
for the recorded brain waves. It comprises of solving two problems, Forward and Inverse
problems. Forward problem consists of finding the potentials at the electrodes, for the
given set of current dipoles inside the brain. An inverse problem estimates the sources that
fit with the given potential distribution at electrodes. An inverse problem can be solved
only if the connection between the current sources and electrodes is known. The rela
tionship between the electrodes and current sources is determined by solving the forward
problem. Figure 22 gives the schematic representation of the source localization phenom
ena.

sEEG/
iEEG

Forward
Problem

Inverse
Problem

♦ Sources

Fig. 22: Schematic representation of the Source Localization

6.1.1 FORWARD PROBLEM

The forward problem describes the propagation of the current from the source to the
scalp. Forward problem is solved by using M axwell’s equation and a head model. The
head model plays a critical role in source localization because it determines the way intra
cerebral sources give rise to the recorded potentials. The head model mathematically im
plements both the electromagnetic and geometrical properties of the solution space.
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The forward problem can be expressed as

M = AS + E

(25)

where M(NCx N,) is the electric potential, S(Nd x Nt) is the current sources at a given time,
E is the noise term and A(NC x N j) corresponds to the forward field. Each column of A
represents the relationship between the ith dipole and the electrodes. Nc, N j and N, refer to
the number of electrodes, sources (dipoles) and the number o f time samples respectively.
Forward field can be estimated accurately if the electrode positions are known precisely.
The purpose of the head model is to find a model that describes the varying conductivity
layers in the head. Three head models have been commonly used , namely, spherical head
model, boundary element model (BEM) and finite element model (FEM).
The spherical head model is used most frequently. It models the head as a set of nested
concentric and homogeneous spherical shells. 4-shell spherical head model consists of
cortex, CSF, skull and scalp. Standard conductivity values measured in separate studies,
are generally used for these different shells. Spherical models can provide appropriate
localization in superior regions of the brain where the head shape approximates a sphere
[47J. Spherical head model is a very simplified model of human head. In reality, heads
are anisotropic, inhomogeneous, and not spherical. Therefore, more realistic head models
are needed, to provide a more accurate solution to the forward problem. These models
use MRI to extract anatomical information. Surface boundaries for cortex, skull and scalp
are extracted from the MRI to build the head model. BEM and FEM are commonly used
methods to extract these surfaces from the MRIs.
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The BEM method assumes homogeneity and isotropy within each region of the head
[48]. Different regions of the head (e.g., scalp, skull, CSF, and cortex) are approximated
through closed triangle meshes with different conductivity values and dimension. BEM
clearly represents an improvement and more realistic model than the spherical head model
[49],
The FEM , unlike other methods, accounts for the actual head shape and tissue dis
continuities. It accommodates anisotropic tissue in the conductivity model of the head
volume. FEM allows detailed 3-dimensional information on tissue conductivity for each
region. This approach models current flow in an inhomogeneous volume by representing
the conductor as a complex assemblage of many equally sized cubes or tetrahedrons. The
use of tetrahedrons can accommodate elements that vary in size and thus allow modeling
of the head geometry and anisotropy very precisely [50].
In terms of complexity and computational burden, the spherical model represents the
simplest, the BEM the intermediate, and the FEM the most complex model. BEM and
FEM models better account for individual anatomical differences, providing more realistic
head models.

6.1.2 INVERSE PROBLEM

Inverse problem reconstructs the distribution of the electric sources within the brain
corresponding to the measured electric potentials. The inverse problem is an under-determined
problem and no unique solution can be determined. The reason for non-unique solution is
that the space of possible sources distribution has infinite dimension whereas the number of
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electrodes is finite. Given the known electrical potential and head volume conductor prop
erties, the distribution of current sources can be computed using various algorithms. There
are different localization algorithms that are used to solve the inverse problem. Broadly,
these algorithms can be classified into two categories, namely: Dipole source modeling
and Distributed source localization.
Dipole source modeling or equivalent current dipole (ECD) modeling assumes that
electromagnetic signals are generated by a relatively small number of discrete and focal
sources. These sources can be modeled as single, fixed, or moving dipoles. Modeling of
each dipole needs six parameters, three location parameters and ‘hree orientation param
eters. These parameters are estimated iteratively to minimize the difference between the
predicted and actual potential measurements [51]. This modeling technique depends on
a-priori information regarding the number of dipoles. If the number of dipoles is underes
timated, the source model is biased by the missing dipoles. On the other hand, if too many
dipoles are specified, then spurious dipoles can get introduced, that may be indiscernible
from true dipoles. Also, too many dipoles increase the computational complexity [52].
Various algorithms like Principal Component Analysis (PCA), M ultiple Signal Classifi
cation (MUSIC) have been developed based on this modeling approach.
Distributed source localization approaches are based on estimation of the brain’s elec
trical activity at each point within a 3-dimensional solution space. Each point, in turn, can
be considered a dipole. Unlike equivalent dipole models, these dipoles have fixed posi
tions [53] and sometimes fixed orientations [50], which are determined by anatomical and
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physiological constraints implemented within the localization algorithms. Since the num
ber of measurements (electrodes) is typically < 100, and the number of unknowns (electric
sources) is often in the order of 10,000, it is clear that the inverse problem is greatly under
determined. Regularization methods are needed to limit the range of possible solutions and
identify the optimal or most likely solution. Regularization methods can be understood as
mathematical representations of the physiological/structural assumptions implemented in
a given method. In literature, various regularization methods have been utilized. Some
of the most widely used algorithms include minimum norm solution [52], LORETA, and
sLORETA [53],

MINIMUM NORM
Minimum Norm (MN) is the most popular 3D linear source loc i.lization method. It es
timates the 3D brain source distribution with the smaller L2-norm solution vector that
matches the measured data. The head model is first mapped onto a 3-dimensional grid,
and three mutually perpendicular dipole current sources are placed at each grid point. The
goal of the MN approach is to estimate the distribution and strengths of these tens of
thousands of dipoles. Among the infinite possible solutions, the MN approach selects the
ones that contain the least energy, i.e., minimal overall current density within the brain.
Mathematically, the MN solution estimates the 3-dimensional source distribution with the
smallest L2-norm solution that fits the actual data. MN does not require any prior informa
tion. This method has intrinsic bias that favors superficial sources because sources close to
the sensors/electrodes can produce signals with similar strength as strong sources located
at deep locations [52],

67
LOW RESOLUTION ELECTROMAGNETIC TOMOGRAPHY (LORETA)
LORETA [53], a form of Laplacian-weighted MN solution solves the inverse problem by
assuming the following

• Neighboring neurons are synchronously activated and display only gradually chang
ing orientations.
• The scalp-recorded signals originate mostly from cortical gray matter.

The first assumption is mathematically implemented by computing the smoothest of all
possible activity distributions. The second assumption constrains the solution space to cor
tical gray matter (and hippocampus), as defined by a standard brain template. M athemati
cally, LORETA selects the solution with the smoothest spatial distribution by minimizing
the Laplacian (i.e., the second spatial derivatives) of the current sources.

STANDARDIZED-LORETA (SLORETA)
In 2002, Pascual-Marqui introduced a variant of the LORETA, s-LORETA, in which lo
calization inferences are based on standardized current density. In s-LORETA a two-step
process is followed.

• Current density is estimated using the MN solution.
• The estimated current density is standardized using its expected standard deviation.

Although sLORETA uses a slightly different implementation that considers simultane
ously two sources of variations, that is, variations of the actual sources and variations due
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to noisy measurements. The localization inference of this algorithm is also based on stan
dardized values of current density estimates. As a result, unlike LORETA, sLORETA does
not introduce Laplacian-based spatial smoothness to solve the inverse problem and does
not compute current density but rather computes statistical scores [54] [55]. sLORETA is
assumed to have zero localization error.

6.2 SOURCE LOCALIZATION FOR INTRACRANIAL EEG

Since i-EEG is recorded in the vicinity of the underlying brain sources and are not
influenced by the low conductivity skull, it has higher signal-to-noise ratio as compared to
s-EEG. Thus, i-EEG provides better estimation of the sources. Thus, source localization
for i-EEG was implemented in this work. The brain sources from i-EEG were estimated
by solving the forward and inverse problem. MRI data for only two subjects (C and E)
were available. For rest of the subjects (A, B, D and F) average brain MRIs, available in
the EMSE Suite, were used to perform source localization.

6.2.1 SOLVING FORWARD PROBLEM FOR I-EEG

Head models were estimated using FEM from patient-specific or average MRI data.
The MRI volume was used to identify and segment the boundaries between different tis
sue types within the head (i.e., scalp, skull, CSF, and cortex). Segmentation was carried
out using semi-automated tools (EMSE Suite; Source Signal Imaging Inc., SanDiego, CA).
The boundary between white matter and cortical gray matter was identified using a combi
nation of voxel intensity thresholds and a 3D region grow algorithm. The grow algorithm
terminated once a boundary of voxels that exceeded a nominated intensity threshold was

detected. This resulted in a 3D mask o f all white m atter regions up to the border o f the inner
cortical gray matter boundary. Any points that were incorrectly included in the region were
manually edited. Finally, the 3D mask was filled to remove any voxels incorrectly omitted
and used to segment the MRI to define the inner cortical gray matter boundary. The inner
cortical gray matter boundary is required so that dipoles can be distributed throughout the
cortical surface, resulting in a dipole layer that represents potential cortical generators in
gray matter. For the i-EEG data, only w hite and gray m atter are needed to generate the
head model, since electrodes are im planted on the cortex. Skull and scalp boundaries are
not needed. M eshes were then created to approximate the surface of the cortex.
Figure 23 shows the FEM model generated for Subject C. All the three views o f the
head (axial, coronal, and sagittal) are shown in the figure. Different sections of the cortex,
that is, white matter and gray matter are shown as well.

Fig. 23: Axial, Coronal, and Sagittal views of FEM model for Subject C showing the white
and gray matter.

The i-EEG electrode locations w ere co-registered with the MRI surface by visual align
ment o f the markers. Final adjustment o f the co-registration was done using a least square
fit algorithm in the EM SE Suite.
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6.2.2 SOLVING INVERSE PROBLEM FO R I-EEG

Inverse problem for i-EEG was solved by applying the LORETA algorithm . LORETA
algorithm was used because it is the m ost widely used algorithm for solving the inverse
problem. Only the target i-ERPs were used for estim ating the brain sources. Comm on
average reference (CAR) filter was applied on all the channels to rem ove the com m on
artifacts and noise present across all the channels.

Fig. 24: Sources generated from LORETA for Subject C for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.

Figure 24 shows the brain activity observed around the peak o f P300 component, ob
tained by taking the average of i-ERPs across all the channels, for Subject C. For this

subject, the P300 peak was observed around 400 ms. First row o f Figure 24 shows the
axial, coronal, and sagittal views o f the brain activity before the occurrence of the P300
peak (300 ms). The i-EEG electrode locations are shown in yellow circles in the figure.
The second row corresponds to the brain activity observed around the P300 peak (400 ms).
Third row represents the post P300 brain activity (500 ms). As can be seen from the figure,
maximum brain activity is observed around the P300 peak. The activity is observed close
to the location of the implanted electrodes in the hippocam pus and is highly localized.

Fig. 25: Sources generated from LORETA for Subject E for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.

Similarly, Figure 25 shows the brain activity observed for the Subject E. The P300
peak was observed around 350 ms for this subject. The first, second and third rows show
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the brain activity before, around and post P300 peak. As can be seen from the figure,
maximum brain activity is observed around the P300 peak. The activity is observed in the
left lateral temporal lobe o f the head where electrodes were implanted. For this subject as
well, observed brain activity is highly localized.
As stated previously, for subjects C and E, highly localized brain activity was observed.
Highly localized activity indicates that very few regions o f the brain w ere active while
performing the task.
Figures 26, 27, 28 and 29 correspond to the i-EEG source localization obtained for
subjects A, B, D, and F respectively.

Fig. 26: Sources generated from LORETA for Subject A for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.

Fig. 27: Sources generated from LORETA for Subject B for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.

Source Localization is an ill-posed problem and does not have a unique solution. For
accurate source localization, the subject’s actual M RI data are needed. Since average M RI
data was used for subjects A, B, D, and F, the sources generated are not very accurate
estimates. Furthermore, accurate knowledge of the electrode positions m inim izes the lo
calization errors. Because exact electrode positions were not available, the positions were
manually determined from the radiographs and verified by the attending neurologist. Thus,
average MRIs and inaccurate electrode locations potentially contribute to high localization
error.
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Fig. 28: Sources generated from LORETA for Subject D for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.

Fig. 29: Sources generated from LORETA for Subject F for i-EEG. Yellow circles repre
sent the i-EEG electrode locations.
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6.3 SOURCE-BASED MODEL

To see the effect of attenuation and propagation of electrical signals from their sources
to the scalp, a source-based model was developed. The estimated sources from the i-EEG,
as obtained in the previous sections can be projected onto the scalp by solving the forward
problem. In order to solve this problem, the head model with all the tissues, scalp, inner
skull, outer skull, white matter, and gray matter, needs to be constructed. FEM was used to
estimate the head model. Following the same procedure as outlined in the previous section
6.2.1, white matter and gray matter boundaries were generated.
An expansion algorithm was used to approximate the inner surface of the skull. Ex
pansion was terminated once all the brain regions, meninges, and CSF were included in
the extended mask. The location of the outer skull boundary was then determined in an
analogous expansion to a boundary adjacent to but not touching the scalp. The scalp or
head boundary was determined after manually removing all extraneous extra-scalp noise
in the MRI.
Figure 6.3 shows the FEM head model generated for Subject C. All the three views
of the head (axial, coronal and sagittal) are shown in the figure. Different sections of the
brain, namely, head (brown), outer skull (blue), inner skull (yellow), gray matter (red) and
white matter (green) are shown in Figure 6.3.
Modeled s-ERPs were generated by projecting the estimated sources back on to the
scalp using the forward head model. The forward matrix {F^ead) generated by modeling
the complete head was multiplied with the intracranial sources (ISOUrces ) to generate the
spatial weight matrix (IT) as given in Equation 26.
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Fig. 30: Axial, Coronal, and Sagittal views o f the FEM Head model for Subject C. The
brown color represents the head, blue corresponds to the outer skull, inner skull is repre
sented by yellow color, red is for the gray m atter and green corresponds to the white m atter
of the head.
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The Modeled s-ERPs were generated by m ultiplying the spatial w eight m atrix with the
i-ERPs.

6.3.1 RESU LTS AND D ISC U SSIO N

To validate the perform ance of the developed model, the RMSE betw een the A rchetype
and M odeled s-ERPs was computed following the same procedure as discussed in previous
chapters. Column 1 of Figure 31 shows the RM SE between the Archetype and M odeled sERPs for all the six subjects. Second and fourth colum ns show the A rchetype and M odeled
s-ERPs for the first and Cz channels respectively. As can be seen from the plotted ERPs, for
most of the subjects, the M odeled and Archetype s-ERPs are closely following each other.
The third and Fifth columns correspond to the spatial weights obtained for the first and Cz

channels respectively. These spatial weights indicate that all the channels contribute to the
Archetype s-ERPs.
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Fig. 31: ERPs and RM SE for Source-based M odel. The first column shows the RM SE
topographies with the channel corresponding to the lowest RMSE (first channel) circled
in purple and channel Cz circled in green. The second and third colum ns show the M od
eled and Archetype s-ERPs and spatial weights for the first channel. The fourth and fifth
columns show the Modeled and Archetype s-ERPs and spatial weights for the Cz channel.

For most of the subjects, M odeled s-ERPs accurately represented A rchetype s-ERPs
for the first channel (lowest RMSE). Subject E, for whom MRI was available, M odeled
s-ERPs for the first and Cz channel accurately represent Archetype s-ERPs. The Sourcebased model for Subject B was developed using average brain MRI and the M odeled and
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Archetype s-ERPs are very similar. This may be explained by the fact that Subject B had
the electrodes implanted on the left frontal-parietal region of the brain, which plays a key
role in P300 activity.
Otherwise, the RMSE obtained for source-based model for most of the subjects is quite
high due the aforementioned issues involving average MRI data, electrode localization
data, and the lossy behavior of the forward and inverse problem. Joint source localization
using both s-EEG and i-EEG can provide better estimates of the brain sources; however,
the EMSE Software Suite does not currently support joint source localization.
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CHAPTER 7

DISCUSSION, CONTRIBUTIONS, AND FUTURE DIRECTIONS

This dissertation has introduced and evaluated several different empirical models relating
scalp and intracranial EEG. These models provide new insights into the relationships be
tween i-EEG and s-EEG, which is envisioned to inspire further studies that employ these
findings to improve BCIs. This concluding chapter summarizes the results, contributions,
and expounds on several possible directions for future research.

7.1 DISCUSSION

This work is the first to show that key information from scalp ERPs can be accurately
modeled using intracranial ERPs that were recorded in separate sessions. This was vali
dated by evaluating offline BCI performance on independent data. While the direct mod
eling approach can produce accurate representations of the archetype sERPs, this doesn’t
necessarily translate to representations that maximize BCI performance. This is because
the direct models minimize the modeling error of the ERP waveforms in their entirety.
However, most practical BCI-ERP classifiers only use a specific combination of spatiotemporal features. Thus, from a BCI performance standpoint, the direct models are likely
adversely affected by the irrelevant spatio-temporal features. In contrast, the performancebased models are designed to only account for the features that are relevant to classifica
tion. However, the performance-based spatial models are not as clearly interpreted because
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the resulting spatial weights may only model a few specific time instances of the response
and likely represent more complex spatio-temporal interactions than the direct models.
Consistent with previous work, the results suggest that i-EEG electrode locations are
crucial for BCI performance and, in this context, modeling. The BCI performance obtained
by the modeling is clearly limited by the native i-EEG BCI performance. The performance
disparity between s-EEG and i-EEG for Subjects A and D can be explained by suboptimal i-EEG electrode locations for capturing the desired ERPs, and possibly the patient’s
physical/mental state in the hospital room during the i-EEG session. Nevertheless, the
performance-based modeling results for the other 4 of the 6 subjects was even comparable
or equivalent to the native s-EEG and i-EEG performance, indicating that specific s-ERP
and i-ERP features are closely related and the models accurately capture these relation
ships. It should also be noted that the direct models also provide a BCI performance that is
much greater than chance, indicating that they also capture key feature relationships, albeit
to a lesser extent.
The spatial filter weights for the majority of reliable models indicate that relatively few
i-EEG channels contribute to the estimated waveforms, which is expected from the i-EEG
SCAs. These weights also tend to occur in small spatially-localized groups or in more
distant bi-polar pairs. This localized activity suggests that inverse spatial models may be
effective for estimating the cortical/hippocampal activations, which can potentially lead to
improved s-EEG-BCI performance.
Only Subjects A and F had significant parietal-lobe overlap, which is a key region for
the P300 response. The modeling performance for these subjects was very high using both
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metrics. Subject C was the only subject with bilateral hippocampal depth electrodes. It
is well known that there are P300 generators in the hippocampus and this subject also ex
hibited high modeling performance for both metrics. The spatial weights for both models
were again concentrated around the right posterior region of the hippocampus. The mod
eling performance was also high for Subject E, with an unexpected localization in the tem
poral region. Subject D exhibited similar SCA and modeling localizations, but achieved
comparatively poor modeling performance, as did Subject A. It should be noted that the
Matrix Speller can evoke different ERP components and spatial distributions compared
to the P300 generated by a classical oddball task, including frontal and occipital features.
Therefore, while the Speller Matrix can generate ERPs related to the classical P300, the
results should not solely be interpreted in the context of the classical P300 response.
Interestingly, the key electrodes for modeling are not always positioned directly un
der or even spatially adjacent to the respective s-EEG electrodes. This indicates that the
responses may be coming from more localized cortical sources and spreading over the
scalp via volume conduction. Since the classical P300 response is generally observed cen
trally (near Cz) in s-EEG, it is expected that both hemispheres are contributing to related
s-EEG responses. However, this cannot be easily validated without more complete i-EEG
coverage.
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7.2 CONTRIBUTIONS

The main contributions of this work are as follows:
• Direct model: A Direct model was developed relating the scalp ERPs and intracra
nial ERPs. This model uses a linear mixture of i-EEG ERPs to estimate s-EEG ERPs
by minimizing the error between the temporal waveforms. While several theoretical
models exist in literature relating the s-EEG and i-EEG, this is the first empirical
model relating the two signals. The resulting models are capable of producing ac
curate representations of the Archetype s-ERPs depending on the quality of the re
sponses, but have limited capability in terms of improving BCI performance. Very
few intracranial electrodes contributed to the scalp electro:• -s, indicating localized
brain activity. Since these models considered all the time points of the ERP wave
form, the inclusion of non-significant spatio-temporal features led to poor BCI per
formance. However, the obtained BCI performance was several standard deviations
above chance accuracy.
• Direct model with spatial filtering: Spatial filtering based PCA, ICA, and SSA was
evaluated as a preprocessing technique for the direct models. These spatial filtering
techniques were applied to reduce correlations and unveil the key source compo
nents in the data. The direct models with spatial filtering techniques also produced
accurate representations of the Archetype s-ERPs. The modeling performance was
improved in several cases; however, the improvements were not statistically sig
nificant across subjects. This is largely attributed to the fact that these subspace
decomposition methods are not optimized based on task-relevant information.
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•

Performance-based model: A novel Performance-based model was developed
that optimized the BCI performance. This model considers only significant spatiotemporal features relevant to the classifier. The model produced excellent BCI per
formance (i.e., comparable to the actual performance) for the subjects that exhibited
robust responses. Otherwise, classification accuracy obtained was consistent with
the native i-EEG classifier performance, which indicates that the limited classifica
tion information present in the i-EEG is being captured by the model. However, the
selection of only certain spatio-temporal features makes it difficult to interpret the
resulting spatial weights.

• Source-based model: To better provide a frame of reference for the empirical re
sults from the earlier chapters, source localization was performed using theoretical
conduction models. The sources for i-EEG were estimated using LORETA algo
rithm and a novel Source-based model was developed that modeled the s-ERPs from
the estimated sources of i-EEG. While the resulting models provided reasonable
ERP estimations in some instances, the analysis was plagued by errors due to inac
curate/missing imaging data and lossy nature of the operations.

7.3 FUTURE DIRECTIONS

This dissertation provides the initial framework for modeling and better understanding
the relationship between scalp and intracranial signals. There are several ways to extend
this research, which are briefly discussed below.
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• In terms of improving future BCI performance, the Performance-based models mod
els provided the most promising results. It is clear that distinct combinations of
spatio-temporal features contain the key discriminative information for BCI applica
tions. However, it is difficult to visualize and interpret the resulting spatio-temporal
features to lead to a better understanding o f the underlying neural activity. Joint
statistical models relating the relevant spatio-temporal features between s-EEG and
i-EEG should be developed to give a better understanding of the contribution o f each
channel and each time point in the models.
• For the source-based model, only i-EEG data were used to estimate the sources, iEEG electrodes did not cover the complete cortex since they were implanted as per
the patients’ clinical requirement. Joint source localization using both the scalp and
intracranial EEG can give more accurate estimates of the brain sources leading to
better source models.
• Because volume conduction is a reasonable assumption, only linear, instantaneous
models were developed relating scalp and intracranial EEG. However, since the
brain is also a highly-dynamic nonlinear system, it may be worthwhile to employ
various dynamic and/or non-linear models such Volterra models and artificial neural
networks.
• A logical extension of this work to to evaluate the equivalent linear inverse mod
els, which are essential for estimating the relevant intracranial activity using scalp
recordings for practical non-invasive BCIs.
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