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This paper analyses how systematic risk emanating from the macroeconomy is transmit-
ted into stock market volatility using augmented autoregressive GARCH (AR-GARCH) and
Vector Autoregression models. Also examined is whether the relationship between the two is
bidirectional. By imposing dummies for the 1997-98 Asian and the 2007-2008 sub-prime ￿nan-
cial crises, the study further analyses whether ￿nancial crises a⁄ect the relationship between
macroeconomic uncertainty and stock market volatility. The ￿ndings show that macroeconomic
uncertainty signi￿cantly in￿ uences stock market volatility. Although volatilities in in￿ ation, the
gold price and the oil price seem to play a role, it is found that volatility in short-term interest
rates and exchange rates are the most important, suggesting that South African domestic ￿nan-
cial markets are increasingly becoming interdependent. Finally, the results show that ￿nancial
crises increase volatility in the stock market and in most macroeconomic variables and, by so
doing, strengthen the e⁄ects of changes in macroeconomic variables on the stock market.
1 INTRODUCTION
The link between macroeconomic fundamentals and the equity market is intuitively appealing given
the importance of macroeconomic variables in determining company cash ￿ ows and overall system-
atic risk (Arnold and Vrugt, 2006). The dividend discount model (DDM), capital asset pricing model
(CAPM) and arbitrage pricing theory (APT) provide important theoretical frameworks which show
the conduits through which macroeconomic variables are factored into stock prices. These models
predict that any anticipated or unanticipated arrival of new information about GDP, production,
in￿ ation, interest rates, and exchange rates, etc., will alter stock prices through the impact on ex-
pected dividends, the discount rate or both. Understanding the origins of stock market volatility
is of paramount importance to both policy makers and market practitioners. Policy makers would
want to know the main determinants of stock market volatility and its spill-over e⁄ects to the real
economy (Corradi et al., 2006:2). Such knowledge would be worthwhile if policymakers hope to
formulate policies that ensure ￿nancial and macroeconomic stability. Market practitioners, particu-
larly investment bankers and fund managers, would ￿nd this knowledge to be of interest since stock
market volatility a⁄ects asset pricing and risk. This knowledge would enable them to formulate
hedging strategies using plain vanilla options and exotic derivatives (Corradi et al., 2006:2).
Empirical studies on the link between the macroeconomy and the stock market can be divided
into two broad classes. The ￿rst set of studies focuses on the link at ￿rst moments (cf. Fama, 1981;
Bodurtha et al., 1989; Sadorsky, 1999; Gunasekarage et al., 2004, Vuyyuri, 2005). These studies
analyse the link between macroeconomic variables and stock market indices or dividends using
models such as Vector Autoregressive or Multivariate Cointegration, amongst others. Despite using
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1di⁄erent econometric techniques and studying di⁄erent economies, the majority of these studies ￿nd
that macroeconomic variables a⁄ect the stock market. In particular, factors such as interest rates,
in￿ ation, money supply, industrial production and exchange rates, amongst others, are established
as important in determining stock market behaviour. Nevertheless, unlike for developed countries,
empirical studies for developing countries have been mixed. For instance, Adam and Tweneboah
(2008) surprisingly found that there was a positive relationship between in￿ ation and stock returns
for Ghana. They argued that this is an indication that investors are compensated for in￿ ationary
pressures. To the best of the author￿ s knowledge, three studies of this nature exist for South Africa
(SA), namely Coetzee (2002), Moolman and Du Toit (2005), and Durodola (2006). Using quarterly
data for the period 1991-2001, Coetzee (2002) found evidence that a statistically signi￿cant negative
relationship exists between monetary variables such as in￿ ation, short-term interest rates, the rand-
dollar exchange rate and stock prices in both the short run and the long run. However, Moolman
and Du Toit (2005) established that discounted future dividends determines the long-run behaviour
of the stock market, while factors like short-term interest rates, the rand-dollar exchange rate and
the S&P 500 index determine the short-run behaviour for the period 1993-2003. Durodola (2006)
used the Johansen cointegration technique to establish that both domestic macroeconomic factors
and foreign GDP in￿ uence the long-run behaviour of both the SA stock market index and stock
market capitalisation. He further found that the stock market index adjusts back to equilibrium
faster than market capitalisation.
The second strand of literature extends the former studies and analyses the link between the
stock market at second moments. These studies focus on how risk/volatility on the macroeconomy
a⁄ect volatility in the stock market using volatility models (cf. Chowdhury and Rahman, 2004;
Arnold and Vrugt, 2006; Beltratti and Morana, 2006; Chowdhury et al., 2006; Corradi et al., 2006;
Diebold and Y{lmaz, 2007; Teresiene et al., 2008). The idea here is that, since there is a strong link
between the macroeconomy and the stock market, any shock in macroeconomic variables will present
a source of systematic risk which will a⁄ect any market portfolio, irrespective of how well diversi￿ed
the portfolio is (Chowdhury et al., 2006). Empirical ￿ndings on the link between macroeconomic
volatility and stock market volatility can at best be described as mixed. Chowdhury and Rahman
(2004) used a VAR and a seasonality adjusted forecasting model to establish a unidirectional in￿ u-
ence from macroeconomic volatility to stock market volatility for Bangladesh. However, Chowdhury
et al. (2006) used GARCH and VAR models to establish a weak relationship between macroeconomic
and stock market volatility for the same country and, contrary to the market e¢ ciency hypothesis,
they further found that stock market volatility in￿ uences in￿ ation volatility. Teresiene et al. (2008)
analysed the link between macroeconomic volatility and stock market volatility for Finland. Using
univariate GARCH and Vector Autoregressive models, they established that there is a bidirectional
link between monthly macroeconomic volatility and stock market volatility. The only relevant study
for South Africa is by Diebold and Yilmaz (2007) who analysed the relationship between macroeco-
nomic and stock market volatility in a cross section of about 45 developed and emerging countries
for the period 1984-2004 using panel data analysis. Apart from the fact that the sample period of
study is now obsolete, another possible limitation of this study is that it is based only on aggregate
market-level data, ignoring sector-level data and thus creating the potential to lose industry-level
information.
The current study examines how the time-varying macroeconomic risks associated with industrial
production, in￿ ation and exchange rates is related to time-varying volatility in the South African
stock market. Apart from contributing to the emerging literature on ￿ second moments￿linkages
between the stock market and the macroeconomy, this paper also extends the existing relevant
studies for SA in a number of ways. Firstly more recent data is used, which is necessary given that
the SA stock market continues to undergo some technical changes, which likely increases the e¢ ciency
of the SA stock market, thus increasing its response to macroeconomic events. Unlike Diebold and
Yilmaz (2007), who use quarterly data, this study uses monthly data which gives a better re￿ ection
of the response of the SA stock market to macroeconomic factors given that the market is e¢ cient at
2least in the weak form (Je⁄eris and Smith, 2004). Contrary to most studies, especially on emerging
markets (cf. Chowdhury and Rahman, 2004, Chowdhury et al., 2006, Coetzee, 2002, Moolman and
Du Toit, 2007) this study contributes twofold: Firstly, both aggregate stock market indices and
sectorial indices are used. This is important as the response to macroeconomic volatility could vary
across sectors and thus the use of only aggregate market data, like the above studies, would fail to
identify linkages at the micro-level. Secondly, this study distinguishes between the di⁄erent stages
of the economy, i.e. times of tranquillity and times of crisis. Investors have the potential to react
di⁄erently to the same type of news during di⁄erent periods in the economy (Li and Hu, 1998). For
instance, during a recession a slight fall in expected industrial production could initiate panic among
investors if they think that the economy is sinking deep into recession. Thus they will hastily short
their positions, causing an increase in stock market volatility. Alternatively, if the same news occurs
after a long period of expansion, investors might view it as temporary, thus they might not short
their position. From the foregoing, it is clear that the link between macroeconomic volatility and
stock market volatility might be stronger during times of crisis than during times of tranquillity. In
this study we therefore use dummy variables for the late 1990s Asian crisis and the recent sub-prime
￿nancial crisis.
The remainder of this paper is organised as follows: The next section looks at South Africa￿ s
macroeconomic background and stock market behaviour. Section 3 discusses the analytical frame-
work, focusing speci￿cally on the data and the econometric procedure used in this analysis. Results
are presented and analysed in Section 4 and conclusions and recommendations are given in Section
5.
2 DATA AND METHODOLOGY
The stock market data used in this analysis comprise monthly stock market indices for the overall
market and for each of the four main sectors (i.e. the ￿nancial, industrial, mining and retail sectors).
These sectors were chosen based on their relative size as well as their importance to the South African
economy. In line with existing empirical studies and theoretical literature (Beltratti and Morana,
2004; Vuyyuri, 2005; Adjasi, 2008), the macroeconomic variables included are industrial production,
the consumer price index, broad money supply (M3), the exchange rate, the oil price and the gold
price. Although the gold price is not truly a macroeconomic variable, it is included since it would
likely in￿ uence the mining sector in particular. All series are in monthly frequency and were obtained
from Thomson Online DataStream 2009.
Data on stock market indices were converted into continuously compounded returns by subtract-
ing the logarithm of the last month￿ s index from the logarithm of the current month￿ s index, then
multiplying by 100 to convert them into percentage returns. Consistent with the relevant literature
(cf. Beltratti and Morana, 2004; Diebold and Yilmaz, 2007), the same logarithmic transformation
was applied to macroeconomic variables in order to capture the growth rates of these variables. The
empirical analysis uses the transformed data. Two methods are used to address the objectives of
this study. Firstly, univariate GARCH models [i.e. GARCH (1, 1), EGARCH (1, 1, 1) and TARCH
(1, 1, 1)] are used to analyse time-varying volatilities for each of the variables used in this study
(i.e. both the proxies for the stock market and the macroeconomic variables). The best univariate
GARCH model for each of the variables is then used to estimate conditional variance (a proxy for
time-varying volatility) for each of the variables. The time-varying volatilities for the broad stock
market and each of the sectors are then regressed with the time-varying volatilities of the macro-
economic variables and analysed within a Vector Autoregression (using block exogeneity, impulse
response and variance decomposition). Secondly, the same methodology is repeated but this time
the GARCH models are augmented by adding dummy variables for the Asian crisis and the current
sub-prime crisis in the variance equations. This is done to establish whether ￿nancial crises increased
volatility in the macroeconomy and in the stock market, and, if so, whether this increase in volatility
3impacted on the relationship between the macroeconomy and the stock market.
2.1 The Vector Autoregressive (VAR) model
Developed by Sims (1980), the VAR model can estimate a dynamic simultaneous equation system
without putting any prior restrictions on the structure of the relationships. Because it does not have
any structural restrictions, the VAR system enables the estimation of a reduced form of correctly
speci￿ed equations whose actual economic structure may be unknown. This is an important feature
in empirical analysis of data, since structural models are often misspeci￿ed. The VAR model is
speci￿ed as follows:
Xt = C +
m X
s=1
AsXt￿s + "t (E1)
where Xtis a 7x1 column vector of the time-varying equity market volatility (for the broad market and
each of the four sectors being studied) and the time-varying macroeconomic volatilities. C is a 7x1
deterministic component comprised of a constant, As are 7 x 7 matrices of coe¢ cients, m is the lag
length and "tis the 7x1 innovation vector which is contemporaneously uncorrelated with all the past
Xs. While the VAR framework is a useful tool to examine the relationship between macroeconomic
volatility variables and stock market volatility, it is problematic when it comes to interpretation. Of
particular concern is that the signs of the coe¢ cients of some of the lagged variables may change
across lags. This could make it di¢ cult to see how a given change in a variable would impact
on the future values of the variables in the VAR system (Brooks, 2002:338). VAR is thus normally
analysed using block exogeneity, impulse responses and variance decomposition functions. The block
exogeneity test attempts to separate the set of variables that have signi￿cant impacts on each of
the dependent variables from those that do not. This is done by restricting all the lags of particular
variables (Xts) to zero and then testing for the signi￿cance of eliminating these variables. In the
context of this study, the block exogeneity test was used to identify the macroeconomic variables
whose volatility signi￿cantly in￿ uences the stock market volatility, as well as examining whether
stock market volatility signi￿cantly in￿ uences the volatility of any of the macroeconomic variables.
The impulse response function explores the response of the equity market volatility to a one
standard error shock in any of the macroeconomic volatilities. In this analysis, the sign, magnitude
and persistence of responses of one market to shocks in another stock market are captured. The
speed at which the stock market reacts to macroeconomic volatility can be interpreted as a measure
of the degree of its weak-form e¢ ciency. The impulse response functions are commonly estimated
using the generalised impulse response proposed by Koop, Pesaran and Potter (1996) and Pesaran
and Shin (1998), and the Cholesky decomposition proposed by Sims (1980). Whilst the generalised
impulse response has the advantage over the latter in that it does not require orthogonalisation of
innovations and does not vary with the ordering of variables in the VAR (Pesaran and Shin, 1998:17
and Aziakpono, 2007:8), results from the two methods coincide if the shocks are uncorrelated. This
study used the generalised impulse response. The variance decomposition splits the variations in
one stock market into component shocks in the VAR. By so doing this analysis gives information
about the relative importance of the error/innovation of each of the volatilities of the macroeconomic
variables in explaining stock market volatility. In so doing, it distinguishes the proportion of the
movements in the stock market volatility that is due to ￿ own￿innovations from those that are due to
macroeconomic variables. Empirical literature widely documents that own series innovations tend
to explain most of the forecast error variance of the series in the VAR (cf. Brooks, 2002:342; Lamba
and Otchere, 2001:18, Chinzara and Aziakpono, 2009:83). Therefore it is expected that past stock
market volatility would explain its current volatility better than macroeconomic volatility would do.
42.2 Univariate GARCH models
The GARCH model was independently developed by Bollerslev (1986) and Taylor (1986). This model
employs the maximum likelihood procedure and allows the conditional variance to be dependent upon
previous mean and variance lags. The GARCH model is speci￿ed as follows:
rt = ￿i + art￿1 + "t (E2a)
ht = ! + ￿"2
t￿1 + ￿ht￿1 ; ￿ + ￿ < 1 (E2b)
Where equation [2a] is an appropriate mean equation whose error term "t is unserially correlated1,
as well as rt denoting returns and rt￿1lagged returns. Equation [2b] is a GARCH (1, 1) variance
equation, where ht is the conditional variance, ! is a constant, ￿ is the coe¢ cient of the lagged
squared residuals that are generated from the mean equation ( i.e. "2
t￿1), and ￿ is the coe¢ cient
for the lagged conditional variance. The condition given in [3], i.e. ￿ + ￿ < 1, is necessary for
the stationarity of the GARCH model. The GARCH (1, 1) model is parsimonious and avoids over-
￿tting, and as a result is less likely to breach non-negativity constraints (Brooks 2002:453). The
GARCH (1, 1) model is usually su¢ cient to capture volatility clustering in the data; hence any
higher-order model of GARCH typically is not estimated in academic ￿nance literature.
The GARCH model has some weaknesses, the main one of which is that it does not capture
asymmetry2, which normally characterises stock markets. In this regard it could be necessary to
extend it with an asymmetry component, thus the exponential GARCH (EGARCH) or the threshold
GARCH (TARCH/GJR GARCH) models. Proposed by Nelson (1991), the EGARCH model adopts
a mean equation like [2a] and its variance speci￿cation is as follows:













￿ + ￿ < 1;￿ < 0; if volatility is asymmetric.
where ￿ and ￿ are still interpreted as they are in the GARCH (1, 1) model and ￿ is the asymmetry
coe¢ cient. If ￿ < 0and signi￿cant, then negative shocks imply a higher next-period conditional
variance than positive shocks of the same magnitude, i.e. asymmetric impacts (Brooks, 2002:469).
Apart from accommodating for asymmetry in volatility, another advantage of the EGARCH model
over the pure GARCH model is that the former does not require a non-negativity assumption on
the parameters, since it is based on the logarithmic functional form. Like the EGARCH model, the
GJR GARCH model captures asymmetry but its speci￿cation and interpretation di⁄er from that
of the former. The GJR GARCH was proposed by Zakoian (1990) and Glosten et al. (1993) and
it is simply a re-speci￿cation of the GARCH (1, 1)model3 with an additional term to account for
asymmetry as follows:
h2




whereIt￿1= 1 if "t￿1<0
= 0 if otherwise
I is the asymmetry component and￿ is the asymmetry coe¢ cient. If leverage e⁄ects exist, then
the coe¢ cient of asymmetry will be positive and signi￿cant (i.e.￿ > 0). The idea behind this is
that good news ("t > 0)and bad news ("t < 0)will have di⁄erent impacts on conditional variance.
While good news will have an impact of ￿1, bad news will have an impact of ￿1 + ￿. Thus, if￿ is
1Note that the autoregressive lag of the returns/growth was added to whiten the error term. The mean equations
were tested for autocorrelation using the Durbin-Watson and the Breusch-Godfrey LM Serial Correlation Tests
2Brooks (2002:469) among others suggests that equity returns exhibit asymmetric responses of volatility to positive
and negative shocks. Asymmetric responses are attributed to leverage e⁄ects. Leverage e⁄ects occur when a fall in
the value of a ￿rm￿ s stock causes the ￿rm￿ s debt-to-equity ratio to rise, which leads ordinary shareholders to perceive
their future cash ￿ow stream as being relatively more risky.
3Note that the same mean equation [2a] is employed.
5signi￿cantly di⁄erent from zero, then clearly the impact of good news is di⁄erent from the impact
of bad news on current volatility. If￿ > 0, the leverage e⁄ect exists in stock markets and if ￿ 6= 04
then the impact of news is asymmetric (Eviews 5, 2004:587).
As noted earlier, the three GARCH models discussed above are augmented further to account for
the Asian crisis and the sub-prime crisis. The aim here is to analyse whether augmenting the models
would be worthwhile during ￿nancial crisis. The augmentation involves adding dummy variables for
the Asian crisis and the sub-prime crisis to volatility equations. The augmented GARCH (1, 1),
EGARCH (1, 1, 1) and TARCH (1, 1) are respectively as follows:
ht = ! + ￿"2
t￿1 + ￿ht￿1 + ’1Dum1 + ’2Dum2 (E5)
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h2
t = ￿0 + ￿1"2
t + ￿h2
t￿i + ￿"2
t￿1It￿1 + ’1Dum1 + ’2Dum2 (E7)
where Dum1=1 if Asian Crisis period, 0 if otherwise and Dum2 =1 if sub-prime crisis period, 0
if otherwise. If the coe¢ cients ￿1 and ￿2 are positive and statistically signi￿cant, it would imply
volatility signi￿cantly increases during ￿nancial crisis and this would justify the need for augmenting
the GARCH models.
Assuming the conditional normality of residuals, the univariate GARCH models speci￿ed above















(rt ￿ ￿ ￿ ￿rt￿1)2=￿2
t (E8)
where T is the number of the observations and other variables are as de￿ned earlier. The Mar-
quardt algorithm was applied to the above non-linear log-likelihood function in order to estimate
the parameters. The maximum likelihood requires that initial parameters are set. Eviews estimation
software provides its own initial parameters for the ARCH procedures using OLS regressions for the
mean equation (Eviews 6, 2009:192). These values could then be altered manually if convergence
is not achieved or if parameter estimates are implausible (Brooks, 2008: 402). Since none of the
two problems was encountered, the author utilised the initial values provided by Eviews in all the
estimations5.
3 RESULTS
Table 1 shows descriptive statistics for the stock market returns and macroeconomic variables. It
is evident that the mining sector has outperformed the average stock market return (the all share
index) during the period under study. This could be because of the sustained increase in international
prices of precious metals that has been experienced since early 2000. The average returns on the
remaining three sectors are all below the average market return, with industrial returns having the
least growth. However, the higher return in the mining sector seems to be complemented by high
risk, as shown by its standard deviation, the highest amongst the group of variables. With regards
to macroeconomic variables, money supply seems to have grown fastest, followed by oil prices and
4The di⁄erence between ￿ > 0 and￿ 6=0 is that in the former case the parameter￿only takes positive values and
such an instance would imply that there is evidence for both leverage and asymmetric e⁄ects. In the latter case￿can
take both positive and negative values. Should it take a positive value, then only evidence of asymmetric e⁄ects and
not leverage e⁄ects exist in the data (Eviews 5, 2004:597).
5The estimation was done using the Eviews software. For robustness, the author experimented with manually
selected initial values, and by applying alternative algorithms, but results did not show any signi￿cant sensitivity.
Thus, the reported coe¢ cients for the respective GARCH models are robust.
6industrial production. The Treasury bill rate has on average grown negatively in the period under
study. Oil prices are the most volatile of all the macroeconomic variables, followed by industrial
production, with CPI being the least volatile. All the stock returns (both for the All Share and the
sectors) are negatively skewed with the exception of oil prices and industrial production. Growth
in all the other macroeconomic variables is positively skewed. The kurtosis ratio shows that the
distributions of almost all the variables are fat-tailed and the Jarque-Bera statistic is high and
signi￿cant for all the series, showing evidence that the series are not normally distributed. All the
series are stationary at level. Two tests for stationarity were used, the ADF and the Ng-Peron tests6.
The two sets of univariate models were estimated for each of the variables and the results are
reported in Table 2 and Table 47. For all three univariate GARCH models estimated, the mean
equations included a constant and an autoregressive [AR (1)] component. The AR (1) component
was included in order to whiten the residuals8.
As evident in Table 2, all the indicators of the stock market (i.e. the All Share and its four
sub-sectors) show evidence of asymmetry. This implies that negative news has a higher impact on
volatility than positive news of the same magnitude. Such a phenomenon is common with ￿nancial
data and has been documented in a number of empirical studies (cf. Campbell and Hentschell, 1992;
Koutmos and Booth, 1995; Ogum, 2002; Chinzara and Aziakpono, 2009). Surprisingly, volatility
asymmetry is also evident in industrial production. For all the series which show evidence of asym-
metry, the standard GARCH (1, 1) will not be an appropriate model, thus the comparison is only
between the EGARCH (1, 1, 1) and TARCH (1, 1, 1) models. Both models appropriately capture
volatility, as can be shown from the insigni￿cant ARCH LM F-statistic. However, it is evident that
the former is more stationary for most of the series (￿+￿ < 1 and is less than for the latter), has a
lower absolute value for its log likelihood ratio and a lower SIC9. Therefore, the EGARCH (1, 1, 1)
model was selected as the best model for modelling the stock market and for industrial production
volatilities. None of the remaining macroeconomic variables showed evidence of asymmetry and
all three models appropriately capture volatility. For all these variables, except for the Treasury
bill rate, the GARCH (1, 1) model is the most appropriate because, in addition to being the most
stationary, it also has the lowest absolute values for the log likelihood and the information criteria
(SIC). As for the Treasury bill rate, the GARCH (1, 1) model breaches the non-negativity of variance
assumption and a comparison of the EGARCH (1, 1, 1) and TARCH (1, 1, 1) shows that the former
is superior in the attributes that are being considered.
Results from Table 3 show that, except for conditional volatilities in consumer price in￿ ation and
broad money supply, volatilities in all the other series experienced structural breaks during either
the Asian crisis or the sub-prime crisis or during both crises. Moreover, all the signi￿cant dummy
coe¢ cients were positive, implying that volatilities in these series increased during the crises period.
After adding the dummy variable, asymmetry in volatility only remains in the All Share, the retail
sector and industrial production. For the three, the EGARCH model seems to have better attributes
than the TARCH, thus the former is the most appropriate model of the three. For all the remaining,
6While the ADF tests perform well when the serial correlation in the error terms is well approximated by a low
order AR(p) process without any large negative roots, the tests are quite biased towards rejection of the null hypothesis
in cases where the error terms follow an MA or ARMA process. Additionally, the ADF test requires an appropriate
lag that guarantees no serial correlation in the AR(p) equation (Davidson & MacKinnon, 2004: 622). In the current
study, the ￿rst issue is addressed by performing a robustness check using Ng-Perron tests, whose properties are more
suited in ￿nite samples where ADF tests have low power (Ng & Perron, 2001; Perron & Ng, 1996). The second issue
is addressed by using the Schwarz information criterion to select the optimal lag length. Since we are using monthly
data, the maximum lag order was set at twelve months.
7In each set three models were estimated (GARCH, EGARCH and TARCH). The ￿rst set is for the un-augmented
while the second set is for the augmented models.
8Tests for autocorrelation were done using the Durbin-Watson and the Breusch-Godfrey Autocorrelation LM test
and it was found that a mean equation with an autoregressive component was better than a mean equation with just
a constant. The former also had lower Schwartz (SIC) and Akaike (AIC) information criteria. The results are not
reported here but are available from the author on request.
9The EGARCH model also had a lower AIC and HQ. For space reasons, we chose not to report all the information
criteria.
7results from the standard GARCH show the most desirable attributes.
Based on the best models selected for each of the two sets, two sets of conditional volatility for
each of the macroeconomic and stock market series were generated10. The conditional volatility
series was then analysed within a multivariate VAR framework11. The appropriate lag length was
determined using the AIC and SIC and the selected lag was tested for residual robustness using the
autocorrelation LM test. The results for block exogeneity are presented in Table 4 and Table 5.
Results in Table 4 are for the conditional volatility series which was estimated on the assumption
that there was no structural break, while Table 5 reports the results for the volatility models that
accounted for structural breaks in the volatility models. These results di⁄er signi￿cantly. More
speci￿cally, results in Table 4 show that volatility in the majority of the macroeconomic variables
does not impact on stock market volatility. However, as is evident in Table 5, the results improve
signi￿cantly if structural breaks in conditional volatility are taken into account. This is an indication
that during ￿nancial crises volatility transmission from the macroeconomy to the stock market tends
to increase. Volatility in most of the macroeconomic variables used here seems signi￿cantly to a⁄ect
the stock market, except for volatilities in broad money supply and industrial production. This
could be due to the fact that these two macroeconomic variables are not as volatile as the other
variables. For instance, while money supply changes at the discretion of the central bank and
industrial production changes infrequently, variables such as the exchange rate, the oil price, the
gold price and short-term interest rates change on a daily, if not an hourly, basis. Thus, investors
would likely keep a watchful eye more on the latter than the former variables. For this reason, it
is our view that investors￿prompt reaction to the latter variables is the reason why stock market
volatility signi￿cantly reacts to changes in these variables. Volatility in the Treasury bill rate seems
to dominate all the other factors both on the All Share and across the four sectors. This is interpreted
as an indication that the domestic money market and stock market are integrated. This ￿nding has
been documented in the empirical literature (Fleming et al., 1997; Hurditt, 2004; Shikwambana,
2007). Although not reported here, a further ￿nding for the block exogeneity analysis is that
volatility in the stock market also explains volatility in the Treasury bill rate, in￿ ation, money
supply, oil prices and the exchange rate. This indicates that there is bidirectional causality between
the stock market and the SA macroeconomy, a ￿nding which is in line with that of Teresiene et al.
(2008) for the Finnish stock market.
To examine the sign, speed and persistence of the response of stock market volatility to one
standard deviation change in each of the macroeconomic volatilities, ten-month impulse response
functions were estimated using the generalised response approach. The summary of the impulse
response of stock market volatility (both broad market and sectorial) to macroeconomic innovations
is reported in Figure 112. Generally, the response of stock market volatility to macroeconomic inno-
vations is persistent. Response to the Treasury bill rate, exchange rate and gold price innovations
is positive, while the response to in￿ ation is negative. The former result is expected, as increased
volatility in macroeconomic variables would amplify both systematic and idiosyncratic risk, leading
to increased volatility in the stock markets as investors respond to rebalance their portfolios. The
latter case of a negative response of stock market volatility to in￿ ation uncertainty is rather sur-
prising. This result could have been expected if the analysis was at ￿rst moments, where tax e⁄ects
and proxy e⁄ects predict a negative relationship between in￿ ation and stock prices13. A possible
explanation for the negative relationship could be that the in￿ ation-targeting framework adopted
by the SA Reserve Bank in 2000 has resulted in in￿ ationary stability. This might have resulted in a
10Since volatility in in￿ation (CPI) and broad money supply (M3) did not show evidence of structural break, models
only estimated one set of conditional volatility based on the GARCH model without dummy variables.
11Note that two sets of multivariate VAR models were estimated, one based on the ￿rst set and the other based
on the second set. This was done to compare the results, so as to ascertain whether volatility transmission from the
macroeconomy to the stock market changes during ￿nancial crisis.
12In the interests of space not all impulse response functions for the VAR models estimated are reported. These
results are available on request.
13See Feldstein (1980); Fama (1981) and Geske and Roll (1983) respectively for these hypotheses.
8structural breakdown in the relationship between in￿ ation uncertainty and stock market volatility.
The response to industrial production and money supply is mixed, although highly insigni￿cant in
most instances. This result is consistent with the block exogeneity results which show that volatili-
ties in industrial production and money supply do not signi￿cantly in￿ uence volatility in the stock
market, and we attribute this to the infrequency in changes of the two variables. Having identi￿ed
the factors that signi￿cantly in￿ uence stock market volatility and having established the direction
and speed of response, a natural question arises regarding the proportion of stock market volatility
that is explained by each of these factors. To address this question, we estimated twelve-month pe-
riod variance decomposition functions. Due to the concern that results for variance decomposition
may be sensitive to orthogonalisation (see Brooks and Tsolacos, 1999 and Mills and Mills, 1991) the
author experimented with di⁄erent possible orderings. The results reported here are robust to all
the possible orderings. As with block exogeneity, two sets of results were reported14. Table 6 and
Table 7 report the results for the ￿rst and second set respectively.
If structural breaks in volatility are not taken into account, it is evident that, consistent with
our block exogeneity results, macroeconomic volatility will hardly explain stock market volatility.
Total variation in macroeconomic volatility explains at most 25% of the variation in stock market
volatility, a ￿ strange￿￿nding given that the macroeconomy is the major source of systematic risk.
This picture clearly changes when the possibility of a structural break in volatility during the crises
is taken into account. In this case total macroeconomic volatility now explains up to 80% of the
variations in the stock market. Generally, it is evident that, of the macroeconomic variables, the
Treasury bill rate tends to be the dominant source of volatility for the stock market, followed by
the exchange rate, the oil price and in￿ ation, in that order. More speci￿cally, the Treasury bill rate
dominates in explaining volatility in the All Share, the industrial sector and the retail sector, while
the exchange rate dominates ￿nancials and the mining sector. The explanation for the dominance
of the Treasury bill rate is three-fold. Firstly, since the interest rate represents a cost of capital, its
volatility will lead to confusion among borrowers (both those who borrow to invest and to consume)
as to what will be the correct future costs of their investment or repayments. This might then
a⁄ect future company earnings, causing volatility in current share prices of the a⁄ected companies.
Secondly, as a factor used in discounting future cash ￿ ows, its increased volatility will complicate
valuations of investments, resulting in investor pessimism, which will be re￿ ected in stock market
volatility. Lastly, since the Treasury bill rate is a money market return, its volatility may cause
investors to shift funds to the stock market in order to rebalance their portfolios, resulting in stock
market volatility. The in￿ uence of the exchange rate is attributed to the fact that the exchange rate
is a major determinant of earnings for exporting companies and, since mining ￿rms get most of their
earnings from exports, volatility in the exchange rate would make their earnings volatile, which would
be re￿ ected in the volatility of the mining index. Likewise ￿nancial companies, especially banks, are
heavily involved in the foreign exchange market, thus volatility in the exchange rate would make
their earnings, and thus the ￿nancial index, volatile. Consistent with our earlier ￿ndings from block
exogeneity and impulse response, volatility in industrial production and money supply do not seem
to explain variations in stock market volatility in a statistically signi￿cant way. Generally, as argued
earlier, the fact that volatility in the Treasury bill rate and the exchange are the major sources of
stock market volatility is an indication that SA domestic ￿nancial markets are closely integrated.
The extent to which the volatility of di⁄erent sectors is explained by macroeconomic volatility,
varies. Within the ￿rst month, it seems that own past volatility explains all the variation in current
stock market volatility. Within the sixth-month period, volatilities in the mining index and the
All Share index are explained mostly by macroeconomic volatility, with over 55% of their variation
explained by macroeconomic volatility. As for the remaining sectors, less than 50% is explained.
This could be an indication that the mining sector is more e¢ cient than the other three sectors.
14Recall ￿rst-set results are based on the volatility models which did not take the possibility of structural breaks
into account, while the second set results are based on volatility models that took into account the possibility of a
structural break in volatility.
9This is expected since the mining sector is the largest of all sectors constituting about 40% of the
SA stock market. By the twelfth period, the ￿nancial sector is most explained with over 80%
variation explained by macroeconomic volatility, while for other sectors at least 70% is explained.
It is important to point out that the variance decomposition results also showed that, except for
volatility in the retail sector, the volatility in the stock market (the All Share, ￿nancial sector,
industrial sector and mining sector) also seems to explain quite a high proportion of the variations
of some of the macroeconomic variables, notably the Treasury bill rate, the exchange rate, in￿ ation,
the oil price and money supply15. This is consistent with the block exogeneity results.
4 CONCLUSIONS AND RECOMMENDATIONS
The study examined the impact that macroeconomic volatility has on stock market (both at an
aggregated and at a sectoral level) volatility, as well as testing whether the relationship between the
two is bidirectional. The analysis was based on symmetric and asymmetric univariate GARCH mod-
els as well as the multivariate Vector Autoregression model. Unlike other studies, this study further
examined whether ￿nancial crises in￿ uence the relationship between macroeconomic volatility and
stock market volatility. To this end two sets of models were estimated, one which takes into account
the structural breaks in volatility during ￿nancial crises and the other which does not. The ￿ndings
are that there are positive volatility spillovers from the Treasury bill rate, the exchange rate and the
gold price, and negative volatility spillovers from in￿ ation. The result of negative volatility spillovers
from in￿ ation can be attributed to a possible structural breakdown of the relationship between in-
￿ ation uncertainty and stock market volatility, following the introduction of the in￿ ation-targeting
policy framework. It was also found that volatility transmission between the stock market and most
of the macroeconomic variables and the stock market is bidirectional, especially the Treasury bill
rate and exchange rate. This was interpreted as an increasing interdependence among the South
African ￿nancial markets. Finally, and most importantly, the ￿ndings show that volatility in both
the stock market and most of the macroeconomic variables signi￿cantly increases during ￿nancial
crises, and failure to take this into account when modelling the relationship between the two could
lead to misspeci￿cation, a result of which will be underestimation of their causal relationships.
Three possible recommendations can be drawn from the ￿ndings. Firstly, it is recommended that
South African investors should look at short-term interest rates, exchange rates, the oil price and
in￿ ation as the main sources of systematic risk when formulating hedging and portfolio diversi￿ca-
tion strategies. Secondly, ￿nancial regulators and policy makers need to input these macroeconomic
factors and keep a watchful eye on them when formulating and implementing ￿nancial stability
policies. Since stock market volatility also in￿ uences macroeconomic volatility, the former should be
an input in formulating macroeconomic stability policies. The ￿nal recommendation is methodolog-
ical. It is recommended that possible structural breaks in volatility should be taken into account
when modelling the relationship between the macroeconomy and the stock market, as failure to do
so could result in underestimation of the relationship. Since a sub-￿nding of this research seems
to suggest interdependence among SA ￿nancial markets, further research could focus on this area
using higher frequency data. Moreover, given the ￿ surprising￿negative relationship found between
in￿ ation uncertainty and stock market volatility, a study that controls for South African monetary
policy regimes in analysing the relationship between in￿ ation uncertainty and stock market volatility
could possibly bring insightful explanation(s) into this ￿nding.
15Results not reported here but available on request.
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13TABLE 1: SUMMARY AND DESCRIPTIVE STATISTICS 
  TBR  Oil  Min  Ret  M3  ALSA  IND  IND_P  GOLD  FIN  EX_R  CPI 
Mean  -0.16  0.38  0.50  0.28  0.51  0.39  0.03  0.38  0.23  0.30  0.20  0.20 
Median  -0.11  0.80  0.52  0.79  0.51  0.56  0.86  0.93  0.15  0.41  0.13  0.18 
Maximum  12.43  13.52  10.61  9.51  2.67  6.97  6.70  6.69  7.54  8.14  11.92  1.01 
Minimum  -7.17  -23.49  -18.70  -14.27  -1.47  -13.76  -13.79  -12.72  -8.09  -18.12  -4.72  -0.54 
Std. Dev.  2.15  5.13  4.09  3.74  0.59  2.91  4.01  3.06  1.94  3.12  2.17  0.22 
Skewness  0.70  -0.75  -0.56  -0.56  0.14  -1.32  -1.45  -0.93  0.11  -1.42  1.20  0.27 
Kurtosis  10.08  5.72  5.61  3.93  4.10  7.47  5.13  4.92  5.64  9.93  8.21  4.23 
Jarq-Bera  362.24a  67.36a  56.29a  14.59a  8.89a  187.67a  90.17a  49.89a  48.82a  390.85a  228.31a  12.63a 
ADF  -6.58a  -3.32a  -13.6a  -9.81a  -1.89c  -13.33a  -12.5a  -3.78a  -14.64a  -12.33a  -12.59a  -4.17a 
Ng-Perron  -6.09a  -6.43a  -6.44a  -6.11a  -2.81a  -6.44a  -6.38a  -6.16a  -6.40a  -6.44a  -6.44a  -3.15a 
Source: Author’s own estimates based on data from Thomson’s DataStream (2009). 
Note: a, b and c denote significance at 1%, 5% and 10% respectively. 
14TABLE 2: GARCH MODELS WITHIOUT DUMMY 
      JSE  FIN  IND  MIN  RET  CPI  EX_R  GOLD  IND_P  M3  OIL  TB_R 
  ω  0.96a  0.37  1.33  2.67  1.32  0.02  0.06  0.04a  2.02a  0.19  2.86  6.38b 
  α  0.15  0.17c  0.09  0.20a  0.09c  -0.04  0.03a  0.03a  -0.08a  0.07c  0.20b  -0.02a 
  β  0.75a  0.83a  0.77a  0.65a  0.82a  0.54  0.94b  0.93a  0.95b  0.54  0.72c  -0.34 
GARCH  α+β  0.9  1.01  0.86  0.85  0.91  0.5  0.97  0.96  0.87  0.61  0.92  -0.36 
  F-LM  0  0.18  0.03  0  0.01  0.35  2.61  0.57  3.41c  0  0  0.02 
  LL  -397.1  -412.6  -417.4  -460.2  -445  -225.96  -347.15  -326.78  -456.4  -141.51  -493.65  -353.52 
  SIC  4.97  5.13  5.18  5.7  5.52  2.16  4.34  4.09  5.65  1.89  6.16  4.41 
  ω  0.31a  0.27  0.33  0.25  0.45b  -4.23  -0.23  0.05  3.98a  -0.25  0.3  0.21 
  α  0.16  0.22c  0.09  0.04c  0  0.03  0.45a  -0.04  0.01  0.38  0.34  0.13 
  β  0.78a  0.78a  0.82a  0.84a  0.74a  0.34  0.54b  0.99a  0.96a  0.51  0.82a  0.64a 
EGARCH  α+β  0.94  0.92  0.91  0.88  0.74  0.38  0.99  0.96  0.97  0.9  1.17  0.77 
  γ  -0.35a  -0.37a  -0.18b  -0.24a  -0.29a  0.07  0.36a  -0.04  -0.08a  -0.06  -0.14  -0.03 
  F-LM  0.17  0.41  0.01  0.31  0.15  0.14  1.13  0.66  0.28  0.35  0.15  0.23 
  LL  -395.83  -409.61  -415  -454.58  -438.62  327.54  -347.77  -329.94  -415.72  -142.37  -495.94  -350.97 
  SIC  4.95  5.12  5.2  5.66  5.47  2.15  4.37  4.16  5.19  1.9  6.16  4.41 
  ω  1.750a  0.2  1.36  3.115b  2.652b  0  0.838a  0.05  2.511a  0.22  4.023c  0.89 
  α  0.4  0.18c  0.22  -0.08  0.14  0.02b  0.82a  -0.03c  0.15a  -0.05  0.3  0.03 
  β  0.57a  0.84a  0.77  0.69a  0.74a  0.99a  0.25b  1.02a  0.93a  0.42  0.62a  0.76 
TARCH  α+β  0.97  1.02  0.99  0.61  0.87  1.02  1.07  1  1.08  0.36  0.92  0.79 
  γ  0.66a  -0.02  0.18  0.41a  0.40a  -0.09a  -0.92a  -0.01  0.06a  -0.02  0.31  0 
  F-LM  0.53  0.13  0.06  0.16  0.19  0.01  0.16  0.66  2.26  0.06  0.32  0.19 
  LL  -396.45  -412.58  -416.52  -455.36  -437.73  -333.6  -351.54  -327.17  -453.43  -143.38  -497.45  -351.5 

























Source: Thompson DataStream (2009) and Author’s own estimates 












15TABLE 3: GARCH MODELS WITH DUMMY 
 
  JSE  FIN  IND  MIN  RET  CPI  EX_R  GOLD  IND_P  M3  OIL  TB_R 
  ω  1.61b  0.29a  0.29a  7.42c  0.78a  0.01  0.09a  4.39a  1.01a  0.20  0.35a  0.51c 
  α  0.16c  -0.10a  -0.08a  0.25b  -0.11b  0.11  -0.06a  0.06  -0.09a  -0.07  -0.03a  0.04 
  β  0.46c  0.99  1.02a  0.06  1.01a  0.52  1.04a  0.38  1.03a  0.50  0.99a  0.77a 
  α+β  0.63  0.89  0.94  0.31  0.90  0.63  0.98  0.44  0.94  0.43  0.96  0.81 
GARCH  dum1  6.78b  3.82a  2.18a  10.54  3.62a  0.02  0.12  -1.23  0.74a  0.01  2.08a  2.24b 
  dum2  9.80  2.01a  1.17a  22.59  1.82a  0.00  0.65a  8.18c  0.15  -0.06  4.15a  0.54c 
  F-LM  0.03  0.62  0.00  0.17  0.02  0.11  1.09  0.01  3.77c  0.03  0.78  0.17 
  LL  -389.53  -389.20  -400.34  -452.79  -436.09  -431.32  -342.43  -333.51  -450.82  -143.00  -482.50  -336.92 
  SIC  4.91  4.90  5.04  5.67  5.46  4.16  4.34  4.23  5.65  1.94  6.09  4.29 
  ω  0.44b  0.33  0.16a  0.27  0.58a  -4.44b  -0.13a  1.53a  4.23a  0.10c  0.07  0.13 
  α  0.06  -0.26  0.02a  0.17  -0.26b  0.17  0.79  0.33b  -0.04  -0.29a  -0.06  0.08 
  β  0.67a  0.91  0.89a  0.82a  0.85a  0.31  0.57a  0.21  0.96  0.89a  0.99a  0.80a 
EGARCH  α+β  0.72  0.65  0.91  0.99  0.59  0.48  1.36  0.54  0.92a  0.60  0.93  0.88 
  γ  -0.22b  0.01  0.18  -0.13  -0.31a  0.14  0.10  0.00  -0.11b  -0.11  0.09  -0.06 
  dum1  0.56b  0.32a  0.31a  0.19  0.16a  1.11  0.15  -0.31  0.04b  0.03  0.19a  0.38b 
  dum2  0.42  0.21a  0.20a  0.28b  -0.02b  -0.21  0.77a  1.33a  0.05  0.01  0.14a  0.14c 
  F-LM  0.03  0.78  0.02  0.10  0.03  0.35  0.29  0.05  0.22  0.09  0.30  0.22 
  LL  -386.33  -391.32  -406.21  -455.70  -435.28  -430.52  -347.02  -332.46  -414.40  -136.52  -485.70  -337.53 
  SIC  4.91  4.96  5.14  5.68  5.41  5.12  4.43  4.26  5.24  1.89  6.10  4.31 
  ω  1.68b  4.73  0.36b  7.36b  2.90a  0.01  2.62a  2.27b  5.23c  0.22  2.26a  0.64 
  α  -0.10  -0.08a  -0.07  0.08  -0.13  0.13  0.67a  0.06c  -0.24a  -0.06  0.05  -0.03 
  β  0.33b  0.10  1.01  0.11  0.69a  0.51  0.09  0.32  0.78a  0.44  0.11  0.74 
TARCH  α+β  0.23  0.02  0.94  0.19  0.55  0.64  0.76  0.38  0.54  0.38  0.16  0.71 
  γ  0.56a  0.24  -0.03  0.27  0.33b  -0.02  -0.39  0.07  0.15b  -0.02  0.46  0.09 
  dum  3.89  28.08a  2.71a  10.04  4.64b  0.02  0.19  -0.98  -0.22c  0.01  -6.34c  2.71c 
  dum2  7.86c  10.41a  1.31a  17.09c  1.17b  0.00  6.23a  3.86c  0.26  -0.06  19.76b  0.52 
  F-LM  0.10  0.37  0.03  0.06  0.06  0.12  0.04  0.01  1.57  0.03  0.40  0.22 
  LL  -386.89  -398.09  -399.79  -452.09  -436.35  -431.34  -349.50  -332.73  -454.76  -142.89  -496.88  -338.36 
  SIC  4.91  5.04  5.06  5.69  5.50  5.13  4.46  4.26  5.73  1.97  6.23  4.32 
Source: Thompson DataStream (2009) and Author’s own estimates 
Note: a, b, c denote 1%, 5% and 10% significance level respectively. 
16TABLE 4: BLOCK EXOGENEITY WITHOUT DUMMY 
 
ALL SHARE  FINANCIAL  INDUSTRIAL  MINING A  MINING B  RETAIL 
VOLTBR  11.25a  17.99a  3.90  4.11  4.45  9.12b 
VOLOIL  1.95  0.91  1.13  8.89b  14.32  7.24c 
VOLM3  0.35  0.69  0.15  0.68  0.87  2.13 
VOLINDP  3.80  4.37  5.15  2.66  2.59  1.93 
VOLEX_R  4.73  4.54  3.48  14.52a  4.39  9.10b 
VOLCPI  4.17  9.75b  3.66  6.53c  NA  4.42 
VOLGOLD  NA  NA  NA  NA  2.02  NA 
Source: Thompson DataStream (2009) and Author’s own estimates 
Note: a, b, c denote 1%, 5% and 10% significance level respectively. 
 
TABLE 5: BLOCK EXOGENEITY WITH DUMMY 
 
ALL SHARE  FINANCIAL  INDUSTRIAL  MINING A  MINING B  RETAIL 
VOLTBR  87.52a  106.55a  52.64a  13.82a  19.71a  52.69a 
VOLOIL  6.41c  16.03a  6.75c  9.93b  9.31b  6.96c 
VOLM3  0.96  2.38  0.90  0.99  0.57  3.61 
VOLINDP  0.48  0.70  0.37  1.92  2.63  3.62 
VOLEX_R  9.07b  2.79  0.66  12.57a  NA  12.26a 
VOLCPI  7.78b  11.16a  8.53b  7.90  10.97a  9.32b 
VOLGOLD  NA  NA  NA  NA  8.21b  NA 
Source: Thompson DataStream (2009) and Author’s own estimates 
Note: a, b, c denote 1%, 5% and 10% significance level respectively. 
 
 
TABLE 6: VARIANCE DECOMPOSITION FUNCTIONS WITHOUT DUMMY 
VARIANCE DECOMPOSITION OF ALL SHARE VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  84.20  1.41  11.21  0.04  2.70  0.10  0.34 
6  80.96  5.15  7.31  2.71  2.00  0.80  1.08 
12  79.44  5.20  7.21  3.38  2.39  1.34  1.06 
VARIANCE DECOMPOSITION OF FINANCIALS SECTOR VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  95.81  0.15  0.38  2.59  0.36  0.00  0.70 
6  76.34  2.04  0.92  2.49  0.86  3.30  14.05 
12  74.14  2.94  1.14  2.62  0.88  4.72  13.55 
VARIANCE DECOMPOSITION OF INDUSTRIALS VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  91.60  6.17  0.28  1.90  0.00  0.00  0.04 
6  85.26  4.22  3.95  3.00  0.45  2.70  0.41 
12  81.37  3.95  5.93  2.86  0.56  4.68  0.65 
VARIANCE DECOMPOSITION OF MINING VOLATILITY A 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  62.95  31.90  0.01  4.67  0.02  0.36  0.08 
6  78.18  15.17  1.99  2.01  0.62  1.41  0.63 
12  75.19  16.35  3.16  1.96  0.73  1.98  0.64 
VARIANCE DECOMPOSITION OF MINING VOLATILITY  B 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  70.80  0.74  0.10  0.02  15.44  0.33  12.59 
6  82.88  2.42  0.36  0.64  6.68  0.35  6.67 
12  82.18  2.56  0.43  0.68  6.86  0.36  6.93 
VARIANCE DECOMPOSITION OF RETAILS VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  95.13  1.35  0.14  0.10  1.70  0.76  0.82 
6  79.74  1.38  1.50  1.32  3.09  8.96  4.02 
12  74.72  1.62  2.75  1.21  3.01  11.82  4.88 





17TABLE 8: VARIANCE DECOMPOSITION FUNCTIONS WITH DUMMY 
VARIANCE DECOMPOSITION OF ALL SHARE VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  44.77  37.11  5.32  0.56  7.72  4.42  0.10 
12  38.24  31.86  4.18  6.57  10.02  8.69  0.44 
VARIANCE DECOMPOSITION OF FINANCIALS SECTOR VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  53.50  13.87  0.98  0.63  25.27  2.77  1.98 
12  16.77  19.12  2.26  0.53  51.95  8.06  1.32 
VARIANCE DECOMPOSITION OF INDUSTRIALS VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  55.70  32.44  0.29  0.04  7.14  4.27  0.12 
12  21.59  59.75  2.01  0.05  7.01  9.53  0.05 
VARIANCE DECOMPOSITION OF MINING VOLATILITY A 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  41.48  16.06  14.00  0.32  24.50  3.07  0.56 
12  25.84  20.09  18.01  4.18  25.41  4.63  1.84 
VARIANCE DECOMPOSITION OF MINING VOLATILITY  B 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  62.48  18.55  7.56  0.96  5.11  4.76  0.57 
12  39.38  16.20  10.15  3.00  25.78  4.33  1.15 
VARIANCE DECOMPOSITION OF RETAILS VOLATILITY 
Period  VOLJSE  VOLTBR  VOLOIL  VOLIND_P  VOLEX_R  VOLCPI  VOLM3 
1  100.00  0.00  0.00  0.00  0.00  0.00  0.00 
6  53.89  26.83  0.74  1.76  3.66  7.40  5.71 
12  36.39  25.13  2.73  2.70  6.54  12.70  13.80 





























18FIGURE1: IMPULSE RESPONSE FUNCTIONS 
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Res ponse of VOLIND to VOLM3
Response to Cholesky One S.D. Innovations ± 2 S.E.
 






2 4 6 8 10






2 4 6 8 10






2 4 6 8 10






2 4 6 8 10






2 4 6 8 10






2 4 6 8 10






2 4 6 8 10
Response of VOLFIN to VOLM3
Response to Generalized One S.D. Innovations ± 2 S.E.
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Res ponse of VOLIND to VOLM3
Response to Generalized One S.D. Innovations ± 2 S.E.
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Res ponse of VOLMIN to VOLM3
Response to Generalized One S.D. Innovations ± 2 S.E.
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