Obtaining accurate ultrasonically estimated displacements along both axial (parallel to the acoustic beam) and lateral (perpendicular to the beam) directions is an important task for various clinical elastography applications (e.g., modulus reconstruction and temperature imaging). In this study, a partial differential equation (PDE)-based regularization algorithm was proposed to enhance motion tracking accuracy. More specifically, the proposed PDE-based algorithm, utilizing twodimensional (2D) displacement estimates from a conventional elastography system, attempted to iteratively reduce noise contained in the original displacement estimates by mathematical regularization. In this study, tissue incompressibility was the physical constraint used by the above-mentioned mathematical regularization. This proposed algorithm was tested using computer-simulated data, a tissue-mimicking phantom, and in vivo breast lesion data. Computer simulation results demonstrated that the method significantly improved the accuracy of lateral tracking (e.g., a factor of 17 at 0.5% compression). From in vivo breast lesion data investigated, we have found that, as compared with the conventional method, higher quality axial and lateral strain images (e.g., at least 78% improvements among the estimated contrast-to-noise ratios of lateral strain images) were obtained. Our initial results demonstrated that this conceptually and computationally simple method could be useful for improving the image quality of ultrasound elastography with current clinical equipment as a post-processing tool.
Introduction
Ultrasound-based quasi-static elastography 1-3 is a surrogate for manual palpation to assess variations in tissue elasticity. In recent reports, good outcomes of noninvasively differentiating benign breast tumors from malignant breast cancers were achieved by several independent clinical studies. [4] [5] [6] The clinical potential of this technique has been reported for management of other neoplasms and cardiovascular diseases, including monitoring thermal ablation for liver tumors, 7, 8 characterizing thyroid lesions, 9, 10 imaging vascular plaques, 11 and assessing the age of deep vein thrombosis. 12 Using nearly unmodified clinical equipment, tissue elasticity information can be readily estimated from radio frequency (RF) data acquired using clinical ultrasound transducers by obtaining an RF echo frame, deforming the tissue, obtaining another RF frame, and then tracking displacements that occurred between those two frames of RF data. The axial displacement field is then used to calculate the component of strain along the direction of the acoustic beam (hereafter referred as to axial strain) to form an axial strain image. This axial strain image is interpreted as an image of the reciprocal of tissue stiffness 1 assuming a uniform stress distribution. In typical systems, displacements perpendicular/lateral to the ultrasound beam, which are necessary for accurate motion tracking, are not retained because of their low quality. However, in several applications, accurate lateral displacement estimation is important because all components of the displacement vector field and/or their spatial derivatives are required not only for interpretation of the tissue elasticity information but also for further advanced processing. For instance, in cardiac elasticity imaging, hearts often exhibit complex three-dimensional (3D) motion. Consequently, the exclusion of non-axial information could introduce angle-dependent artifacts. 13 Furthermore, both components of the displacement fields are needed for estimation of shear strains, 14, 15 temperature distributions through measuring thermal expansions, 16, 17 and reconstruction of modulus distributions through mathematical inversions. [18] [19] [20] Previous research efforts for improving estimation of non-axial motion have been well documented both in the literature of ultrasound blood flow imaging and elasticity imaging. A displacement estimation method developed by Techavipoo et al. 21 used RF echo data along multiple angular insonification directions of the ultrasound beam. This approach is known as "angular compounding." 21 Jensen 22 and Anderson 23 have independently improved the estimation of nonaxial blood velocity components by introducing non-axial oscillations/modulations in their respective imaging point spread functions. While these two methods could be highly accurate, both methods require significant modifications (e.g., rapid beam steering or special beamforming) of current medical ultrasound systems.
However, several methods have been developed to work with conventional ultrasound echo data. 14, [24] [25] [26] [27] Among them, a few methods have demonstrated that coupling (either explicitly or implicitly) axial and lateral displacement estimations could significantly improve displacement estimation for both directions. Lateral displacements can be explicitly tied to relevant axial displacements by assuming that tissues being imaged are incompressible. 24 Konofagou and Ophir 14 proposed a sub-sample estimation approach where axial and lateral displacements can be iteratively improved by re-correlating ultrasound echo signals through instantaneous motion compensations. In recent work by Brusseau et al., 27 they first mathematically formalized local 2D motion/ deformations as affine transformations and then jointly solved all parameters including axial and lateral translations (i.e., rigid-body motion) using constrained nonlinear programming. Ebbini 26 elegantly proved that, in the vicinity of the true correlation peak between the pre-and post-deformation ultrasound echo signals, magnitude vectors of the correlation function are orthogonal to their zero-phase contours. This observation has led to a novel 2D search method to simultaneously determine sub-sample displacements. Viola and Walker have extended their initial one-dimensional (1D) spline-based motion tracking method 28 to track motion in multidimensions. 29 As this extension enables them to simultaneously solve the axial and lateral displacements, their work nicely fits into the category of coupled speckle tracking.
Our objective of this study was to develop an alternative method to improve lateral speckle tracking using conventional ultrasound echo data acquired by clinical equipment. The rest of the paper is structured as follows. In the "Materials and Method" section, using original displacement estimates obtained from a conventional speckle tracking algorithm, 30 the proposed partial differential equation (PDE)-based de-noising algorithm was formulated by applying one additional constraint: tissue incompressibility. Enforcement of tissue incompressibility is appropriate for compression breast elastography because of breast tissues' high water content. To demonstrate its feasibility, the proposed algorithm was further validated using computer-simulated RF echo signals, 31 data acquired from a tissue-mimicking (TM) gelatin phantom 32 and in vivo breast tissue data 3 in the "Results" section, followed by the "Discussion" and "Conclusion" sections.
Materials and Method

Theoretical Background
In breast elastography, ultrasonically measured displacement fields are often corrupted by measurement noise. To reduce noise contained in these raw displacement estimates, we formulated a novel PDE-based de-noising algorithm to enforce tissue incompressibility assumption. This tissue incompressibility assumption is based on the hydrated nature of the biological tissues and the incompressibility of fluids. 33 Given    d u v = ( , ) measured by ultrasound speckle tracking 30 from a regular domain Ω, obtaining a "regularized" vector field d u v = ( , ) on Ω is equivalent to solving the following an optimization problem:
where λ 1 and λ 2 are two positive constants. In the right-hand side of Equation (1), the first item is the calculated incompressibility from the regularized displacement vector field under the plane strain assumption, and the second and third items are fidelity terms of the measured lateral (perpendicular to the acoustic beam direction) and axial (parallel to the acoustic beam direction) displacements, respectively. The regularization parameters λ 1 and λ 2 control the trade-off between the fidelity and the degree of tissue incompressibility. Optimization of Equation (1) was first based on the classic Euler-Lagrange equation 34 and then a finite difference method was used to iteratively solve for the "regularized" displacement field d u v = ( , ) . More details can be found in the "Implementation of the Proposed De-noising Algorithm" section and in the appendix.
Implementation of the Proposed De-noising Algorithm
As illustrated in Figure 1 , the proposed de-noising algorithm consisted of two steps: (a) estimating the initial displacement field    d u v = ( , ) using a conventional speckle tracking method, 30 and (b) using the proposed PDE method to obtain the "regularized" displacement field d u v = ( , ) by a numerically optimization process of Equation (1).
In the first step, a quality-guide block-matching (QBM) method 30 was used to obtain initial displacement vectors covering a rectilinear grid (i.e., an approximately 2 cm × 2 cm rectangular region of interest [ROI] ). Similar to the classic block-matching algorithm, the QBM algorithm was also designed to match patterns in the pre-deformation RF echo frame with patterns in the post-deformation RF echo frame using finite-sized search kernels. However, the adopted QBM algorithm first created a short list of high-quality displacement estimates in a coarse grid, and then used these high-quality displacement estimates to guide subsequent speckle tracking using a predictive search strategy. 35 The predictive search strategy was first proposed by Zhu and Hall. 35 In the predictive search, large search regions will be first used to perform motion tracking in pre-selected locations such as locations at a shallow depth. Then, reduced search regions will be used in regions adjacent to those pre-selected locations for two purposes: (a) reducing computational cost and (b) reducing the rate of "inter-wavelength" errors by limiting the search range. This process will continue until all displacement estimates are obtained. More details can be found in the early publication by Zhu and Hall. 35 The density of displacement estimation slightly varied but was approximately on the order of 0.2 (axial) mm × 0.5 (lateral) mm.
In the second step, the ultrasonically measured displacement vector field from Step 1 was first re-sampled onto a (denser) 0.1 mm × 0.1 mm grid. Starting from this re-sampled displacement vector field    d u v = ( , ) , the proposed algorithm iteratively updated the "regularized" displacement vector field d u v = ( , ) for each point within the ROI, so that Equation (1) is minimized as follows:
1. Subdivide the domain (2D imaging plane) into a set of uniform grid points where the initial displacement estimates    d u v = ( , ) is available for each and every grid point.
Update the regularized displacement estimates d u v
= ( , ) following the proposed finite difference scheme (i.e., Equations A(7) and A(9) in the appendix). 3. For each iteration n, compare these regularized displacements d n with regularized displacements d n−1 from previous iteration n − 1. The criterion for convergence was set with a predetermined threshold ε such that d d n n − < −1 ε . ⋅ is a standard L 2 norm and ε was 10 −13 . Practically, we found results were virtually unchanged as long as ε was reasonably small (e.g., less than 10 −9 ).
Details for updating the regularized displacements d u v = ( , ) using the finite difference numerical scheme have been included in the appendix for completeness. In the iterative process described above, units for displacements in Equation (1) were mm. The regularization parameters λ 1 and λ 2 were empirically chosen. λ 1 was approximately 0.1 while λ 2 was approximately 10. The ratio between them was approximately 100, reflecting the ratio of error variances between axial and lateral displacements. In the literature, statistical methods, 36 such as generalized cross validation (GCV) or L-curve, may be used to determine appropriate λ 1 and λ 2 . Nevertheless, these methods do not guarantee optimal regularization parameters, as shown in the simple example illustrated by Vogel. 36 
Strain Estimation
The axial, lateral, and shear strains were estimated using the following equations once the final axial and lateral displacements, u and v , were obtained as described in the "Implementation of the Proposed De-noising Algorithm" section:
In this study, we estimated local strains using a regularized numerical differentiation method described by Chartrand. 37 
Experimental Validation
The proposed PDE-based de-noising algorithm was validated using computer-synthesized data, TM phantom data, and in vivo breast tissue data. The first test was to estimate error variances of the displacement estimation using computer-simulated data. These computer-simulated data were created using finite element (FE) simulations with different levels of additive Gaussian noise. 38, 39 The remaining errors in "de-noised" axial and lateral displacements were calculated by comparing "de-noised" displacements with finite element analysis (FEA)-simulated ones.
In the second test, one of four spherical targets (10 mm diameter) in a TM gelatin phantom (10 cm × 10 cm × 10 cm) 32 was used to demonstrate effectiveness of the proposed algorithm in a controlled setting. The spherical target was approximately four times stiffer than the background and was separated from other three targets to avoid strain concentration artifacts induced by closely spaced targets. RF echo data were acquired using a Siemens SONOLINE Antares™ (Siemens Medical Solutions, Inc., Mountain View, CA, USA) equipped with a multi-row linear array transducer (VFX9-4) sampling at 40 MHz and the AXIUS Direct Ultrasound Research Interface (URI) software package. 40 The ultrasound transducer was pulsed at 8.89 MHz. The transducer was centered in a compression plate (a 17 cm square) and mounted in a laboratory fixture which manually compressed the phantom to obtain frame-average strains of roughly 1.5%. Hereafter, we will refer the phantom experiment as Case P.
The third test compared performance of the proposed algorithm with the QBM method using in vivo breast tissue data. From an archived database of ultrasound scans of human breast lesions, 2 RF echo data sets (one benign fibroadenoma and one invasive ductal carcinoma) were arbitrarily chosen. In vivo freehand breast ultrasound examinations were performed by clinicians using identical equipment (i.e., Siemens SONOLINE Elegra ultrasound scanners equipped with high frequency linear array transducers [VFX13-5], Siemens Healthcare USA, Inc., Mountain View, CA, USA) for both patients. The detailed protocol for data acquisition can be found in Hall et al. 3 
Data Analysis
Two metrics were chosen to assess the performance of the proposed de-noising algorithm. The first metric was the normalized cross-correlation (NCC) among the pre-deformation and motioncompensated post-deformation RF echo fields (a measure of motion tracking accuracy applied to the entire ROI). By applying the displacement estimates to the deformed data and remapping to the coordinates of the pre-deformation data, we registered two RF echo fields with apparent deformations. A higher NCC value between two registered echo fields implies that the apparent deformation between these two ultrasound fields is more accurately compensated. Therefore, the displacement estimates should be more accurate. Hereafter the first metric that is normalized between 0 and 1 will be referred to as motion tracking accuracy.
The second metric was the weighted contrast-to-noise ratio (CNR) 41 :
where I and σ 2 denotes the mean and variance of the respective signals, and subscripts b and t denote the background and target, respectively. To calculate the CNR using Equation (4) for each strain image, we used the manually segmented lesion (representing the "target") and the rest of strain image (representing the "background"). The manual segmentation was done for each axial strain image. w is a weighting of the area of the target and the background to the total area given by w x x = area area total / . The inclusion of the weighted area was necessary because the target and the background contribute differently to the noise estimates. 41 All numerical experiments were done off-line using a Windows-based dual-CPU (1.8 GHz) workstation (DELL Precision 3600, DELL, Inc., TX, USA) equipped with 16 GB of memory The PDE-based algorithm was implemented in FORTRAN using an INTEL compiler (INTEL, Inc., CA, USA), whereas other data analysis calculations were all done in MATLAB (Mathworks, Inc., MA, USA).
Results
Numerical Phantom Results
In this test, a numerical phantom (4 cm × 4 cm) was constructed. The phantom contained a target whose diameter was 1 cm and whose stiffness was five times stiffer than that of the background. Using a commercially available FEA software package (ANSYS version 12.0, ANSYS, Inc., PA, USA), the numerical phantom was uni-axially compressed in a range from 0.1% to 5%. Different levels of additive Gaussian noise 39 were added to FEA-simulated displacements to generate simulated ultrasonically measured displacements. The processed PDE-based algorithm was applied to these simulated speckle tracking results to verify the performance of the proposed de-noising algorithm. Results shown in Figure 2 (a) and (b) and Table 1 were estimated using approximately 1000 statistically independent realizations. It is clear that, from Figure 2 (a) and (b), the proposed method significantly reduced lateral noise (up to a factor of 17 lower), whereas it also reduced noise in the axial displacements for small strains (≤1%). We also found that the means of the remaining displacement errors were nearly zeroes (<10 −4 mm), suggesting that this proposed PDE-based method did not induce biases during the de-noising processing.
Results from TM Phantom Data
As shown in Figure 3 , even in a laboratory environment for Case P, the lateral displacement image (Figure 3d ) of the QBM algorithm contained significant noise. Consequently, the spherical target was invisible in the resultant lateral strain image (Figure 3h ). However, the proposed method improved the lateral displacement estimates and the subsequent lateral strain image (see Figure 3i ). 
Results from In vivo Breast Tissue Data
To demonstrate effects of reducing speckle tracking noise, we also selected one benign fibroadenoma (Case B) and one malignant invasive ductal carcinoma (Case M). Cases B and M are shown in Figures 4 and 5 , respectively. In both cases, the breast tissues were compressed by approximately (frame-averaged strain) 1.5%.
In case B, Figure 4 (b) to (i) compared (axial and lateral strains, and axial and lateral displacements) results estimated by the proposed de-noising method with those of the QBM method. 30 The general appearance of the axial and lateral displacement images (Figure 4c and e) processed by the proposed de-noising method was smoother as compared with results from the QBM algorithm (Figure 4b and d ). It is interesting to note that the lateral displacement image in Figure 4 (e) seemed more consistent with the tissue landmarks visible in the B-mode image (Figure 4a ), that is, the gross appearance of the lesion and tissue interfaces around it.
In case B, a "slipping" interface resulted in large "banding" artifacts (see arrows in Figure 4f , g, and i) due to fairly complex interfacial tissue motion near the breast tumor boundary. The phenomenon was more pronounced in Figure 4 (g) and (i) once noise in images has been mitigated, as compared with the axial strain image from the QBM (Figure 4f ). This is consistent with the high CNR values obtained from the proposed de-noising algorithm (see Table 2 ).
In Case M, the proposed algorithm also improved the smoothness of both axial and lateral displacement estimates (Figure 5b vs. Figure 5c and Figure 5d vs. Figure 5e ), resulting in less noisy axial and lateral strain images (Figure 5f vs. Figure 5g and Figure 5h vs. Figure 5i) . Some "slipping" boundaries were apparent at the adipose and fibro-glandular tissue interfaces. It is worth noting that the general appearance of the breast tumor was clearly visible in the lateral strain image (Figure 5i ) processed by the proposed de-noising method, whereas there was no identifiable target on the original lateral strain image (Figure 5h ). This was consistent with the estimated CNR l values summarized in Table 2 .
All three estimated metrics of these three cases (Cases P, B, and M) , namely, motion tracking accuracy, CNR a , and CNR l , are summarized in Table 2 .
Discussion
In the computer-synthesized phantom, additive Gaussian noise was added to FEA-simulated displacements to generate corrupted displacement estimates. Then, the performance of the Reduction factor is defined as the ratio between QBM and PDE. If the reduction factor is greater than 1, the PDEbased algorithm has a net effect for noise removal. PDE = partial differential equation; QBM = quality-guide block matching. proposed PDE-based algorithm was tested. The above-mentioned computer-generated displacement data are reasonably close to ultrasonically measured displacements obtained from a pair of moderately de-correlated pre-and post-deformation RF echo fields. 39 It is easy to see (Table 1 ) that the proposed de-noising method did not improve the axial displacement estimates once the compression exceeded 1.5%, whereas it continued to improve the lateral displacement estimates. This early simulation result suggested that the proposed method may be better suited for small compressions such as 0.5% to 1%. Of note, statistics of displacement errors may change when "peak-hopping" errors 30 occur due to the presence of more severe signal de-correlations. The relationship between (displacement) error statistics and performance of the proposed algorithm will be a topic of future research. Due to difficulties in realistically simulating "peak-hopping" errors, this topic will be further explored using a sophisticated numerical breast phantom. 42 Large displacement errors may cause potential problems during estimation of gradients and therefore are not desirable for the subsequent mathematical regularization. Fortunately, the QBM algorithm 30 can reduce the occurrence of large "peak-hopping" errors due to "false correlation peaks." 43 More details of this QBM method can be found in an early publication. 30 We have quantitatively demonstrated that the proposed PDE-based de-noising method can improve CNR l values of lateral strain imaging (78%, 290%, and 700% for Cases P, B, and M, respectively, as suggested by Table 2 ). The CNR a values for three cases were also slightly improved (1%, 8%, and 37% for Cases P, B, and M, respectively, as suggested by Table 2 ). This finding is consistent with the results of computer simulations where the enhancements for the lateral displacements were greater as compared to enhancements among axial displacements. It is interesting to note that accuracy of motion tracking ( ρ rf ) was actually reduced or unchanged. This is understandable because improving the signal coherence between the pre-and motioncompensated post-deformation echo signals was not a part of the formulation used by the proposed study. In other words, using motion continuity or compressibility may penalize the restoration of signal coherence. This stipulation is consistent with ideas used by other publications. 27, 30 Recently, the use of the axial shear strain data alone has shown its values in the differentiation of benign breast lesions from malignant breast tumors. 44 However, to fully quantify "shearing" as a surrogate of tissue connectivity around a breast lesion being imaged, contributions from the lateral shear strain cannot be ignored for many circumstances. Although it is yet to demonstrate the clinical use of the full shear strain imaging, the proposed improvement for lateral displacement estimation could lead to full shear strain data using conventional ultrasound echo data. Our future research will explore how this method will add values to clinical studies involving in shear strain imaging. (Figure 4) 0.88 0.82 1.00 1.37 0.03 0.24 M ( Figure 5) 0.75 0.70 1.68 1.82 0.31 1.21
Three metrics: motion compensation accuracy and CNRs for axial (CNR a ) and lateral (CNR l ) strains. "Before" and "After" in the table stand for the original (QBM) and processed data by the PDE algorithm, respectively. CNR = contrast-to-noise ratio; QBM = quality-guide block matching; PDE = partial differential equation.
For a displacement vector field consisting of 100 × 100 displacement estimates, the unoptimized FORTRAN code took approximately 12 minutes to complete the de-noising process. If we further reduce the threshold ε (see "Implementation of the Proposed De-noising Algorithm" section) to 10 −9 , which is adequate for practical imaging applications, the time needed to complete those calculations mentioned above will be reduced to 5 minutes. With strategies such as code optimization, parallelization, and a multi-grid method, it is possible to implement the proposed algorithm onto a high end clinical scanner as an online post-process algorithm that can finish a case in 30 seconds.
In this work, we described options we have chosen and gave justifications for those choices to reduce speckle tracking noise. While we believe that they are good choices, the methodology represents, however, only an alternative to other previously described methods. We used the tissue incompressibility as a means to reduce noise in the lateral displacement estimates. Common de-noising filters such as median filter and Gaussian smoothing filter are non-physical. Therefore, a physics-based de-noising filter like ours is preferred. In Equation (1), the formulation implied that the plane strain assumption was adopted in the initial feasibility study. We understood that 2D ultrasound data do not satisfy either plane stress condition or plane strain condition. 45 This initial feasibility study is encouraging and we believe that the method warrants further clinical studies to explore its full clinical utility. We think further testing of this algorithm may be done in conjunction with elastic modulus reconstruction methods. [18] [19] [20] It is well recognized that the outcome of a modulus inversion method is heavily dependent on the quality of the displacement estimation, because the displacement function is the fundamental input being utilized to solve distributions of elastic material properties of the tissue being imaged. 19 
Conclusion
A novel PDE-based de-noising algorithm was presented. Computer simulation results showed that the method greatly (up to a factor of 17 for 0.5%) improved the accuracy of lateral tracking. Initial results also suggest that the proposed algorithm may be better suited for small (e.g., 0.5%-1%) compressions, given the fact that the proposed method may penalize the axial displacement estimates at large (>1.5%) compressions. From in vivo breast lesion data investigated, we found high-quality lateral displacements and lateral strains can be estimated. In particular, our results showed that the proposed method can significantly (at least 78%) improve the CNRs among estimated lateral strain images in three cases investigated. Our initial results demonstrated that this conceptually and computationally simple method could be used to improve displacements for ultrasound-based quasi-static elasticity imaging with current clinical equipment. In the near future, we plan to further investigate the use of this algorithm in conjunction with more advanced elasticity imaging techniques such as modulus inversion 46 and shear strain imaging. 
Appendix
Solution of the Optimization Problem
where λ 1 and λ 2 are two positive constants. In the right-hand side of Equation (A1), the first item is the calculated incompressibility from the regularized displacement vector field, and the second and third items are fidelity terms of the measured lateral (perpendicular to the acoustic beam direction) and axial (parallel to the acoustic beam direction) displacements, respectively. The regularization parameters λ 1 and λ 2 control the trade-off between the fidelity and the degree of incompressibility. The Euler-Lagrange variation of F u v ( , ) (Equation (A1)) can be written as follows:
Utilizing the gradient-descent method, 47 together with a Neumann boundary condition (i.e., Equation (A6)), yields the following PDEs after adding an artificial time variable t: 10 . All numerical experiments successfully converged within less than 50,000 iterations.
Some ghost grid points are needed to estimate gradients of u and v at the spatial boundaries ∂Ω. Mirror "boundary" conditions at ∂Ω are used as follows: In Equations A(11) to A (14) , all ghost grid points are in the left-hand sides of equations.
