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ΠΡΟΛΟΓΟΣ
Μια αρκετά σvημαντική κατηγορία σvτοχασvτικών διαδικασvιών είναι τα
martingales, τα οpiοία έχουν την εξής ιδιότητα
E(Xn | X0, X1, . . . , Xn−1) = Xn−1 ∀n
η οpiοία σvημαίνει ότι η γνώσvη του piαρελθόντος, δεν εpiιρεάζει το μέλλον.
Η μελέτη αυτών ξεκίνησvε αpiό τα τυχερά piαιχνίδια. Στην piραγματικότητα
η ονομασvίαmartingale, piροέρχεται αpiό μια piαλιά σvτρατηγική, όpiου όταν
κάpiοιος χάνει σvε μια piαρτίδα ενός τυχερού piαιχνιδίου, τότε διpiλασvιάζει
το σvτοίχημα σvτην εpiόμενη piαρτίδα για να εpiανακτήσvει τα χρήματα του.
Ταmartingales εισvάχθηκαν σvτην Θεωρία Πιθανοτήτων αpiό τον Paul
Levy το 1934. Αρκετοί είναι αυτοί piου ασvχολήθηκαν με την θεωρία των
martingales, αλλά τα piερισvσvότερα αpiοτελέσvματα της θεωρίας οφείλονται
σvτον Joseph Leo Doob.
Η θεωρία των Martingales έχει μεγάλη ευρύτητα εφαρμογών, σvτη
Θεωρία piιθανοτήτων, σvτη Μαθηματική Ανάλυσvη, σvτις Μερικές Διαφορι-
κές Εξισvώσvεις, καθώς και σvε χώρους της εpiισvτήμης όχι καθαρά μαθημα-
τικούς, όpiως σvτα Χρηματοοικονομικά. Σε αυτή την διpiλωματική εργασvία
θα δούμε τις βασvικές ιδιότητες των martingales και εφαρμογές τους σvτις
Μερικές Διαφορικές Εξισvώσvεις.
Στο piρώτο κεφάλαιο της εργασvίας, εισvάγεται η έννοια της δεσvμευμέ-
νης μέσvης τιμής, ως τυχαίας μεταβλητής. Η έννοια αυτή είναι αpiαραίτητη
για τον ορισvμό των martingales. Στο εpiόμενα δύο κεφάλαια, αναpiτύ-
σvσvονται οι βασvικές ιδιότητες των martingales διακριτού και σvυνεχούς
χρόνου. Ειδικότερα, σvτο δεύτερο κεφάλαιο piαρατίθεται μια εφαρμογή
των martingales διακριτού χρόνου, το λήμμα των Calderon-Zyqmund,
του οpiοίου η αpiόδειξη βασvίζεται σvτην κατασvκευεί ενός martingale.
Στο τέταρτο κεφαλαίο, piραγματοpiοιείται μια μικρή εισvαγωγή σvτο σvτο-
χασvτικό λογισvμό, με την ανάpiτυξη των ιδιοτήτων του σvτοχασvτικού ολο-
κληρώματος Ito και της Formula Ito. Το σvτοχασvτικό ολοκληρώμα Ito
είναι ένα martingales, οpiότε ο σvτοχασvτικός λογισvμός αpiοτελεί ένα αpiα-
ραίτητο κόμματι αυτής της εργασvίας.
Στο τελευταίο κεφάλαιο εpiιτελείται η σvύνδεσvη των Μερικών Διαφο-
ρικών εξισvώσvεων, με τον σvτοχασvτκό λογισvμό. Η σvύνδεσvη αυτή βασvίζεται
piάνω σvτην Formula Ito. Πιο σvυγκεκριμένα, η λύσvη ενός piροβλήματος
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Dirichlet, για ένα μερικό γραμμικό διαφορικό τελεσvτή δευτερής τάξης,
αναpiαράσvταται σvε όρους μέσvης τιμής ενός martingale. Ας δούμε για piα-
ράδειγμα την piερίpiτωσvη του τελεσvτή Laplace. ΄Εχουμε το εξής piρόβλημα
Dirichlet
4u = 0σvτο D
u = f σvτο ∂D
με D μια ανοικτή μpiάλα του Rn. Τότε, δεδομένου ότι το piρόβλημα έχει
λύσvη, αυτή θα γράφεται ως εξής
u(x) = E[f(x+Bτx)]∀x ∈ D
όpiου (Bt)t≥0 μια n-διάσvτατη κίνησvη Brown και τx ο χρόνος piρώτης ε-
ξόδου της (x + Bt)t≥0 αpiό την D. Αυτό το αpiοτέλεσvμα γενικεύται και
για άλλους τελεσvτές, μόνο piου σvτη θέσvη της κίνησvης Brown, θα έχουμε
κάpiοια άλλο martingale.
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Κεφάλαιο 1
Δεσvμευμένη μέσvη τιμή
1.1. Το Θεώρημα Radon−Nikodym
΄Εσvτω (Ω,F , μ) ένας χώρος μέτρου και f μια ολοκληρώσvιμη, μη αρνη-
τική , μετρήσvιμη σvυνάρτησvη. Με τη βοήθεια του ολοκληρώματος Lebesque
μpiοροούμε να ορίσvουμε σvτον ίδιο χώρο ενα ακόμη μέτρο. Το μέτρο αυτό
ορίζεται αpiό την εξής σvχέσvη :
(1.1.1) ν(A) =
ˆ
A
fdµ
γιά κάθε Α∈ F . Παρατηρούμε ότι για τα μέτρα ν,μ ισvχύει το εξής
(1.1.2) αν μ(Α)=0 τότε και ν(Α)=0
΄Οταν δύο μέτρα ν,μ ικανοpiοιούν την (1.1.2), θα χρησvιμοpiοιούμε τον
σvυμβολισvμό νμ.
Το θεώρημα Radon-Nikodym μας δίνει σvυνθήκες κάτω αpiό τις ο-
piοίες, δύο διαφορετικά μέτρα ορισvμένα σvτον ίδιο χώρο, ικανοpiοιούν μια
σvχέσvη σvαν την (1.1.1). Για τη διατύpiωσvη του θεωρήματος χρειαζόμασvτε
έναν ακόμη ορισvμό, αυτόν του σv-piεpiερασvμένου μέτρου.
Ορισμος 1.1.1. ΄Εσvτω (Ω,F , μ) ένας χώρος μέτρου. Τότε το μέτρο
μ θα λέγεται σv-piεpiερασvμένο, αν το Ω γράφεται ως αριθμήσvιμη ένωσvη
σvτοιχείων του F με piεpiερασvμένο μέτρο.
Παρατηρηση 1.1.2. Κάθε μέτρο piιθανότητας είναι σv-piεpiερασvμένο.
Θεωρημα 1.1.3. (Radon-Nikodym ) Αν μ,ν σv-piεpiερασvμένα μέτρα
τέτοια ώσvτε ν µ, τότε υpiάρχει μια μη αρνητική μετρήσvιμη σvυνάρτησvη
f (σvυνάρτησvη piυκνότητας), για την οpiοία :
ν(A) =
ˆ
A
fdµ
γιά κάθε Α∈ F . Η f είναι μοναδική με την έννοια οτι αν υpiάρχει και
άλλη g με την ίδια ιδιότητα, τότε f = g σvχεδόν piαντού.
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Η f λέγεται και Radon-Nikodym piαράγωγος της ν ως piρος τη μ και
σvυμβολίζεται με
dν
dµ
. Ο όρος ῾῾piαράγωγος᾿᾿ piροκύpiτει αpiό τις σvυνεχείς
τυχαίες μεταβλητές, όpiου η σvυνάρτησvη piυκνότητας piιθανότητας είναι η
piαράγωγος της σvυνάρτησvης κατανομής.
1.2. Δεσμευμένη μέση τιμή
Θα δούμε την έννοια της δεσvμευμένης μεσvής τιμής, ως μιας τυχαί-
ας μεταβλητής σvε ένα χώρο piιθανότητας (Ω,F ,P ). ΄Εσvτω δύο διακριτές
τυχαίες μεταβλητές X,Y . Ο αριθμός E(X | Y = y) εκφράζει την α-
ναμενόμενη τιμή της τυχαιάς μεταβλήτης X, δεδομένου ότι η μεταβλήτη
Y piήρε την τιμή y. Εpiειδή Ω = ∪y{Y = y}, ορίζεται φυσvιολογικά μια
τυχαιά μεταβλητή Z: Ω→ R, η οpiοία piάνω σvτο σvύνολο {Y = y} piαίρ-
νει την τιμή E(X | Y = y). Εpiομένως η Ζ θα έχει την έννοια της
E(X | Y ), δηλαδή της δεσvμευμένης μεσvής τιμής της Χ δεδομένου της Y .
Ακόμη εpiειδή οι τιμές της X εξαρτώνται αpiό τις τιμές της Y μpiορούμε
να σvυμpiεράνουμε ότι η X θα είναι G-μετρήσvιμη, όpiου G η σv-άλγεβρα piου
piαράγεται αpiό την Y .
Ορισμος 1.2.1. ΄Εσvτω μια τυχαία μεταβλητή X με E(| X |)<∞. ΄Ε-
σvτω ακόμη G σv-άλγεβρα με G ⊆ F , τότε ορίζουμε ως δεσvμευμένη μέσvη
τιμή της X δεδομένου της σv-άλγεβρας G, μια τυχαιά μεταβλητή Ζ (σvυμ-
βολισvμός E(X | G) ) η οpiοία ικανοpiοιεί τις εξής ιδιοτητές :
i) Η Ζ είναι G-μετρήσvιμη
ii) E(| Z |) <∞
iii)
´
A
ZdP =
´
A
XdP για κάθε Α∈G
΄Οταν G = σ(X1,X2, . . . , Xn) αντί για E(X | σ(X1,X2, . . . , Xn)) θα
γράφουμε E(X | X1,X2, . . . , Xn).
Για να υpiάρχει η δεσvμευμένη μέσvη τιμή μιας τυχαίας μεταβλητής X
αρκεί μόνο να είναι ολοκληρώσvιμη ( δηλ. E(| X |)<∞. ). Πράγματι,
χωρίς piεριορισvμό της γενικότητας υpiοθέτουμε ότι η Χ είναι μη αρνητική,
έpiειτα ορίζουμε
Q(A) =
ˆ
A
XdP ∀A ∈ G
Το Q είναι ενα σv-piεpiερασvμένο μέτρο αφού E(| X |)<∞ και piροφανώς
Q<<P . ΄Αρα αpiό το θεώρημα Radon-Nikodym υpiάρχει μια σvυνάρτησvη
f η οpiοία είναι G- μετρήσvιμη και
Q(A) =
ˆ
A
fdP ∀A ∈ G
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Είναι ευκολό να δούμε ότι η f ικανοpiοιεί τις ιδιότητες της δεσvμευμένης
μέσvης τιμής.
Το εpiόμενο piου θα εξετάσvουμε είναι η μοναδικότητα της δεσvμευμένης
μέσvης τιμής. ΄Εσvτω Ζ, Y δύο τυχαιες μεταβλητές piου ικανοpiοιούν τον
ορισvμό της δεσvμευμένης μέσvης τιμής, οpiότε ισvχύει ότι:ˆ
A
(Z − Y )dP = 0 ∀A ∈ G
Ορίζουμε
L = {Z − Y > 0} και Ln = {Z − Y > 1
n
}
Η Ln είναι άυξουσvα ακολουθία σvυνόλων, οpiότε L =
⋃
n∈N
Ln και άρα
0 =
ˆ
Ln
(Z − Y )dP ≥ 1
n
P (Ln) =⇒ P (Ln) = 0
οpiότε P (L) = 0. ΄Ομοια δείχνουμε ότι P (Y − Z > 0) = 0, εpiομένως
P (Z 6= Y ) = 0.
΄Αρα, δύο τυχαίες μεταβλητές piου ικανοpiοίουν τον ορισvμό της δεσvμευ-
μένης μέσvης τιμής, διαφέρουν σvε ένα ενδεχόμενο, piου έχει piιθανότητα
μηδέν (δηλαδή σvχεδόν βεβαιώς ίσvες ). ΄Αρα όταν αναφερόμασvτε σvτην
δεσvμευμένη μέσvη θα εννοούμε μια εκδοχή της, η οpiοία ικανοpiοιεί τον
Ορισvμό 1.2.1.
Το εpiόμενο θεώρημα μας δίνει σvυνθήκες για τον υpiολογισvμό της
δεσvμευμένης μέσvης τιμής, σvτην piερίpiτωσvη piου η G piαράγεται αpiό μια
κλάσvη υpiοσvυνόλων της.
Θεωρημα 1.2.2. ΄Εσvτω G(⊂ F) μια σv-άλγεβρα η οpiοία piαραγέται αpiό
την κλάσvη (υpiοσvυνόλων του Ω ) E . Η E είναι κλεισvτή ως piρος την
piεpiερασvμένη τομή και το Ω είναι αριθμήσvιμη ένωσvη σvτοιχείων της E .
Μια ολοκληρώσvιμη τ.μ Y είναι μια εκδοχή της E(X | G) αν είναι G-
μετρήσvιμη και αν
ˆ
A
Y dP =
ˆ
A
XdP ∀A ∈ E
Παρακάτω θα δούμε σvυνοpiτικά μερικές αpiό τις βασvικές ιδιότητες της
δεσvμευμένης μέσvης τιμής. ΄Εσvτω X τυχαία μεταβλητή με E(| X |)<∞
και G μια σv-άλγεβρα με G ⊆ F .
(1) E(E(X | G) ) =E(X)
(2) Αν P (X = a) = 1 με a ∈ R τότε E(X | G) =a σv.β
(3) Αν η X είναι G − μετρήσvιμη τότε E(X | G) =X σv.β
(4) (Γραμμικότητα )E(aX + bY | G) =aE(X | G) +bE(Y | G) σv.β
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(5) Αν X ≥ 0 τοτέ E(X | G)≥ 0 σv.β
(6) (Ανισvότητα Jensen) ΄Εσvτω c : R −→ R μια κυρτή σvυνάρτησvη
τοτε
c(E(X | G) )≤E(c(X) | G) σv.β
(7) ΄Εσvτω H⊆ G σv-άλγεβρα τοτέ E[E(X | G) | H ]=E(X | H)
(8) ΄Εσvτω Z φραγμένη και G − μετρήσvιμη σvυνάρτησvη τότε
E(XZ | G)= ZE(X | G) . Πιο γενικά αρκεί E(| ZX |)<∞ και
η Z να είναι G − µετρήσvιμη
(9) Αν X ανεξάρτητη αpiό την G τότε E(X | G) =E(X)
Κεφάλαιο 2
Martingale διακριτού χρόνου
2.1. Ορισμός Martιngale διακριτού χρόνου
Βρισvκόμασvτε piάλι σvε έναν χώρο piιθανότητας (Ω,F ,P ) και έσvτω T
ένα μη κενό σvύνολο. Μια οικογένια τυχαίων μεταβλήτων (Xt)t∈T ονα-
μάζεται (σv.δ) σvτοχασvτική διαδικασvία (ή σvτοχασvτική ανέλιξη). Συνήθως
το t έχει την έννοια του χρόνου, οpiότε όταν T =[0,∞) η σvτοχασvτική
διαδικασvία λέγεται σvυνεχούς χρόνου, ενώ όταν T = N διακριτού χρόνου.
Για ω ∈ Ω σvταθερό η σvυνάρτησvη T 3 t −→ Xt(ω) ονομάζεται τροχιά
της σvτοχασvτικής διαδικασvίας (Xt)t∈T . Οι σvτοχασvτικές διαδικασvίες χρη-
σvιμοpiοιούνται, για να piεριγράψουν σvυσvτήματα piου εξελίσvσvονται με το
χρόνο και εμφανίζουν τυχαιότητα, όpiως η τιμή μιας μετοχής κάθε μήνα,
τα σvυνολικά κέρδη κάθε piαρτίδας ενός piαίκτη τυχαίου piαιχνιδιού κ.α
Σε αυτό το κεφάλαιο θα μελετήσvουμε τις ιδιότητες σvτοχασvτικών δια-
δικασvιών, διακριτού χρόνου και piιο σvυγκεκριμένα των Martingales. Ας
ξεκινήσvουμε με μερικούς βασvικούς ορισvμούς.
Ορισμος 2.1.1. ΄Εσvτω (Fn)n μια οικογένεια υpiο-σv-αλγεβρών της F
για την οpiοία ισvχύει ότι:
F0 ⊆ F1 ⊆ . . . ⊆ Fn ⊆ . . . ⊆ F
ονομάζεται διύλισvη. Ακόμη θα χρησvιμοpiοιούμε τον σvυμβολισvμό F∞ για
το σvύνολο σ(
∞⋃
n=0
Fn).
Μpiορούμε να δούμε την Fn σvαν το σvύνολο των piληροφοριών, piου
έχουμε για το σvύσvτημα την χρονική σvτιγμή n.
Παραδειγμα 2.1.2. Το piιο σvυνηθισvμένο piαράδειγμα μιας διύλισvης,
είναι η φυσvική διύλισvη μιας σvτοχασvτικής διαδιακασvίας (Xn)n≥0, η οpiοία
ορίζεται αpiό την σvχέσvη FXn := σ(X0, X1, . . . , Xn) για κάθε φυσvικό n.
Ορισμος 2.1.3. ΄Εσvτω Xn n ≥ 0 μια σv.δ θα λέμε ότι είναι Fn- piρο-
σvαρμοσvμένη (ή piροσvαρμοσvμένη σvτην διύλισvη {Fn}n) αν ∀n ≥ 0 η Xn
είναι Fn- μετρήσvιμη.
Παρατηρηση 2.1.4. Προφανώς μια σvτοχασvτική διαδικασvία είναι piρο-
σvαρμοσvμένη σvτη φυσvική της διύλισvη.
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Ορισμος 2.1.5. ΄Εσvτω {Fn}n μια διύλισvη. Μια σvτοχασvτική διαδικασvία
(Xn)n≥0 λέγεται martingale (ως piρος την {Fn}n ) αν ισvχύουν :
(1) η (Xn)n≥0 είναι piροσvαρμοσvμένη σvτην {Fn}n
(2) E(| Xn |) <∞
(3) E(Xn | Fn−1) = Xn−1 σv.β ∀n ≥ 1
Αν αντικατασvτήσvουμε την 3. με E(Xn | Fn−1) ≥ Xn−1 η (Xn)n≥0 λέγεται
submartingale, ενώ για E(Xn | Fn−1) ≤ Xn−1 supermartingale.
Ας θεωρήσvουμε ότι piαίζουμε ένα τυχερό piαιχνίδι και ότι η Xn,
αντιpiροσvωpiέυει την piεριούσvια ενώς piαίκτη (τυχερού piαιχνιδού) μετά τον
n-γύρο. Στην piερίpiτωσvη piου η διαδικασvία (Xn) είναι martingale, η α-
ναμενόμενη piεριουσvία ενός piαίκτη σvε ένα γύρο, δεδομένου ότι γνωρίζει
τι έχει σvυμβεί σvτους piροηγούμενους γύρους, είναι ίσvη με την piεριουσvία
piου είχε σvτον piροηγούμενο γύρο. ΄Αρα τα martingales αντιpiροσvωpiεύ-
ουν δίκαια piαιχνίδια, σvτα οpiοία η γνώσvη του piαρελθόντος δεν μpiορεί να
βοηθήσvει σvτην piρόβλεψη του μέσvου κέρδους σvτο μέλλον. Ενώ σvτην piε-
ρίpiτωσvη piου η (Xn), είναι submartingale η piεριουσvία του αυξάνει κατά
μέσvο (αντισvτοιχά φθίνει για supermartingale ), οpiότε τα submartingale
αντιpiροσvωpiεύουν τυχερά piαιχνίδια ευνοϊκά ως piρος τον piαίχτη (μη ευ-
νοϊκά ως piρος τον piαίχτη για supermartingale).
Παραδειγμα 2.1.6. ΄Εσvτω (Xn)n∈N ακολουθία ανεξάρτητων τυχαίων
μεταβλητών με E(Xn) = 0 ∀n ∈ N. Τότε ορίζουμε :
S0 := 0, F0 := {∅,Ω}
Sn := X1 +X2 + . . .+Xn ,Fn := σ(X1, X2, . . . , Xn)
Οpiότε έχουμε
E(Sn | Fn−1)= E(Sn−1 +Xn | Fn−1)
= E(Sn−1 | Fn−1)+E(Xn | Fn−1)
=Sn−1 + E(Xn)= Sn−1 (αφού Sn−1 Fn−1-μετρήσvιμη και
Xn ανεξάρτη αpiό την Fn−1)
΄Αρα Snmartingale
Παραδειγμα 2.1.7. ΄Εναν σvυμμετρικό τυχαίο piερίpiατο μpiορούμε να
τον δούμε σvαν αθροίσvμα ανεξάρτητων τυχαιών, οpiότε με βάσvη το piροη-
γούμενο piαράδειγμα είναι martingale.
Παραδειγμα 2.1.8. ΄Εσvτω X τυχαία μεταβλητή με E(| X |) < ∞
και {Fn}n μια διύλισvη , θέτουμε Mn = E(X | Fn) αυτό είναι ένα
martingale. Πράγματι, αφού
E(Mn | Fn−1) = E[E(X | Fn) | Fn−1] = E(X | Fn−1) = Mn−1
2.2. Χρόνοι διακοpiής και Martingale 12
Με μαθηματική εpiαγωγή μpiορόυμε να δείξουμε τα εξής για έναmartingale:
• E(Xn) = E(X0) ∀n ∈ N
• E(Xn+k | Fn) = Xn ∀n, k ∈ N
Αντισvτοίχα για ένα submartingale :
• E(Xn) ≥ E(Xn−1) ≥ E(X0) ∀n ∈ N
• E(Xn+k | Fn) ≥ Xn ∀n, k ∈ N
Το piαρακάτω θεώρημα μας λέει ότι η σvύνθεσvη κυρτών σvυναρτήσvεων με
martingale είναι submartingale.
Προταση 2.1.9. ΄Εσvτω (Xn) σv.δ . (1) Αν (Xn)n martingale, ϕ μια
κυρτή σvυνάρτησvη και τα ϕ(Xn) είναι ολοκληρώσvιμα, η σv.δ (ϕ(Xn))n είναι
submartingale.
(2 ) Αν (Xn)n submartingale, f μια αύξουσvα κύρτη σvυνάρτησvη και
τα f(Xn) είναι ολοκληρώσvιμα, η σv.δ (f(Xn))n είναι submartingale.
Αpiόδειξη
Στην piερίpiτωσvη του submartingale, έχουμε
Xn ≤ E(Xn+1 | Fn+1)
Οpiότε αφού f αύξουσvα
f(Xn) ≤ f(E(Xn+1 | Fn+1))
και τέλος αφού f κυρτή αpiό ανισvότητα Jensen έχουμε:
f(E(Xn+1 | Fn+1)) ≤ E(f(Xn+1) | Fn+1)
2.2. Χρόνοι διακοpiής και Martingale
Μια τυχαία μεταβλητή τ :Ω−→ N∪{0,∞} λέγεται τυχαίος χρόνος.
΄Εσvτω {Fn}n μια διύλισvη, ένας τυχαίος χρόνος λέγεται χρόνος διακοpiής
αν {τ≤ k}∈ Fk, για κάθε k∈ N. ΄Ειναι εύκολο να δείξουμε ότι την
piροηγούμενη σvυνθήκη μpiορούμε να την αντικατασvτήσvουμε με την
{τ= k}∈ Fk για κάθε k∈ N. Διαισvθητικά ο χρόνος διακοpiής εκφράζει,
τον piρώτο χρόνο εμφάνισvης ενώς φαινομένου.
Ορίζουμε ακόμη την εξής σv-άλγεβρα
Fτ := {A ∈ F∞ : A ∩ {τ ≤ k} ∈ Fk,∀k ∈ N}
Η Fτ piεριέχει ολά τα ενδεχόμενα piου έχουν σvυμβεί μέχρι και τον χρονό
διακοpiής τ.
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Παραδειγμα 2.2.1. ΄Εσvτω (Xn)n μια σvτοχασvτική διαδικασvία piροσvαρ-
μοσvμένη σvτη διύλισvη (Fn)n≥0 και A ∈ F , τοτέ ορίζουμε
τA := inf{n ≥ 0 : Xn ∈ A}
Ο τA λέγεται χρονός piρώτης εισvόδου της Xn σvτο A, και έιναι χρόνος
δικοpiής. Πράγματι, έσvτω n ∈ N τότε ισvχύει
{τA = n} =
n−1⋂
k=0
{Xk /∈ A} ∩ {Xn ∈ A}
΄Αρα {τA = n} ∈ Fn.
΄Εσvτω (Xn)n μια σv.δ και τ χρόνος διακοpiής, ορίζουμε
Xτ (ω) := Xτ(ω)(ω)
για κάθε ω∈ Ω, για να μην έχει piρόβλημα ο ορισvμός piρέpiει να υpiοθέ-
σvουμε ότι ο τ είναι piεpiερασvμένος. Ας θεωρήσvουμε piάλι ότι η Xn είναι η
piεριουσvία ενός piαίκτη μέτα το n-γύρο. Τότε ο τ θα είναι ο γύρος piου
εpiιλέγουμε να τελιώσvουμε το piαιχνίδι και Xτ είναι η piεριουσvία του piαίκτη
όταν τελειώνει το piαιχνίδι. Ο τ θα μpiορούσvε να είναι ο piρώτος γύρος,
piου η piεριουσvία του piαίχτη γίνεται μηδέν ή όταν n = 100 κ.ά. Μένει να
δούμε piοια θα είναι η σvτοχασvτική διαδικασvία, piου θα μοντελοpiοιεί το piαι-
χνίδι μέχρι να σvταματήσvουμε (δηλαδή αυτή piου θα piεριγράφει τι γίνεται
piριν τον τ). Αυτή η διαδικασvία είναι η (Xn∧τ )n≥0 (σvυμβολισvμός (Xτn)n≥0 )
και θα την λέμε σvταματημένη διαδικασvία, όpiου n∧τ = min{n, τ}. Αξίζει
να σvημειωθεί ότι η Xτ είναι τυχαία μεταβλητή και Fτ -μετρήσvιμη.
Στο εpiόμενο θεώρημα θα δούμε ότι, αν η σvτοχασvτική διαδικασvία εί-
ναι martingale, τότε και η αντίσvτοιχη σvταματημένη διαδικασvία θα είναι
martingale ανεξάρτητα αpiό τον χρόνο διακοpiής.
Θεωρημα 2.2.2. ΄Εσvτω (Xn)n μια σv.δ και τ χρόνος διακοpiής.
(1) Αν η (Xn)n είναι supermartingale, τότε η σvταματημένη διαδι-
κασvία είναι supermartingale και για κάθε n
E(Xn∧τ ) ≤ E(X0)
(2) Αν η (Xn) είναι martingale τότε η σvταματημένη διαδικασvία είναι
martingale και για κάθε n
E(Xn∧τ ) = E(X0)
Αpiόδειξη. Θα δούμε την αpiόδειξη για την piερίpiτωσvη piου η (Xn)n
είναι martingale. ΄Ευκολα piαρατηρούμε ότι
Xn∧τ −X0 =
n∧τ∑
k=1
Xk −Xk−1 =
n∑
k=1
1{k≤τ}(Xk −Xκ−1)
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Αpiό την piροηγούμενη σvχέσvη μpiορούμε να σvυμpiαιράνουμε ότι η Xn∧τ
είναι ολοκληρώσvιμη.
΄Ομως
{k ≤ τ} = {τ < k}c = {τ ≤ k − 1}c ∈ Fk−1
εpiομένως η 1{k≤τ} είναι Fk−1 − μετρήσvιμη
E(Xn∧τ −X(n−1)∧τ | Fn−1)
= E(1{n≤τ}(Xn −Xn−1) | Fn−1)
= 1{n≤τ} E(Xn −Xn−1 | Fn−1)
= 0

Είδαμε ότι για έναmartingale ισvχύει ότι E(Xn) = E(X0) ∀n ∈ N και για
ένα χρόνο διακοpiής τ ισvχύει E(Xn∧τ ) = E(X0)∀n, αφού η (Xτn)n είναι
martingale. Το ερώτημα piου γεννιέται τώρα, είναι αν ισvχύει E(Xτ ) =
E(X0). Το θεώρημα εpiιλεκτικής διακοpiής του Doob μας δίνει ικανές
σvυνθήκες για να το piετύχουμε αυτό.
Θεωρημα 2.2.3. (Εpiιλεκτικής διακοpiής) ΄Εσvτω (Xn)n μια σv.δ και τ
χρόνος διακοpiής.
• (α) Αν η (Xn)n είναι supermartingale, τότε η Xτ ειναί ολο-
κληρώσvιμη και E(Xτ ) ≤ E(X0) σvε κάθε μια αpiό τις piαρακάτω
piροϋpiοθέσvεις
(1) ο τ είναι φραγμένος
(2) | Xn(ω)|< M για κάθε (n, ω), οpiού M θετικός piραγματικός
αριθμός και τ σv.β piεpiερασvμένος
(3) E(τ) <∞ και | Xn(ω)−Xn−1(ω) |< M ∀(n, ω) όpiου M > 0
• (β) Αν η (Xn) είναι martingale και ισvχύει μια αpiό τις 1. 2. 3.
τότε E(Xτ ) = E(X0)
Αpiόδειξη. Θα αpiοδείξουμε μονό το (β), το (α) αpiοδεικνύεται όμοια.
Αpiό το piροηγούμενο θέώρημα ξέρουμε ότι Xn∧τ είναι ολοκληρώσvιμη.
Για το 1.
Ο τ φραγμένος, αρα υpiάρχει φυσvικός Ν τέτοιος ώσvτε | τ |≤ N . Αpiό
το piροηγούμενο θεώρημα
E(Xn∧τ ) = E(X0)
οpiότε για n = N έχουμε E(Xτ ) = E(X0)
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Για το 2.
lim
n→∞
E(Xn∧τ ) = E(X0)
΄Εpiειτα αpiό θεώρημα φραγμένης σvύγκλισvης
E( lim
n→∞
Xn∧τ ) = E(X0)
΄Ομως αφού τ σv.β piεpiερασvμένος έχουμε
lim
n→∞
Xn∧τ = Xτ
Για το 3.
| Xn∧τ −X0 |=|
n∧τ∑
k=1
(Xk −Xk−1) |≤Mn ∧ τ ≤Mτ
Τώρα αφού E(Mτ) < ∞, ισvχύει το θεώρημα κυριαρχημένης σvύγκλισvης
και άρα
0 = lim
n→∞
E(Xn∧τ −X0) = E( lim
n→∞
Xn∧τ −X0) = E(Xτ −X0)

Παρατηρηση 2.2.4. ΄Εσvτω τ1 ≤ τ2 όpiου τ1,τ2 χρόνοι διακοpiής ως
piρος την διύλισvη {Fn}n τότε Fτ1 ⊆ Fτ2 .
Προταση 2.2.5. ΄Εσvτω (Xn)n ένα submartingale και τ1, τ2 οι χρόνοι
διακοpiής, για τους οpiοίους ισvχύει 1 ≤ τ1 ≤ τ2 ≤ n, όpiου n ∈ N. Τότε
E(Xτ2 | Fτ1) ≥ Xτ1
Αν το (Xn)n είναι martingale, τότε η piροηγούμενη σvχέσvη γίνεται ισvό-
τητα.
Αpiόδειξη. Θα δείξουμε την piεριpiτωσvή του submartingale. ΟιXτ1 , Xτ2είναι
φραγμένες αpiό την
n∑
k=1
| Xk | οpiότε είναι ολοκληρώσvιμες. Μένει να δεί-
ξουμε ότι ˆ
A
(Xτ2 −Xτ1)dP ≥ 0 ∀A ∈ Fτ1
΄Εσvτω A ∈ Fτ1 τότε το
A ∩ {τ1 < k ≤ τ2} = (A ∩ {τ1 ≤ k − 1}) ∩ {τ2 ≤ k − 1}c
είναι σvτοιχείο του Fk−1. Οpiότε έχουμεˆ
A
(Xτ2 −Xτ1)dP =
ˆ
A
n∑
k=1
1{τ1<k≤τ2}(Xk −Xk−1)dP
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=
n∑
k=1
ˆ
A∩{τ1<k≤τ2}
(Xk −Xk−1)dP ≥ 0
και αpiοδείχτηκε το ζητούμενο. 
Παρατηρηση 2.2.6. Η piρότασvη 2.2.5 είναι μια άλλη μορφή του
θεωρήματος 2.2.4 (Εpiιλεκτικής διακοpiής), με την οpiοία μpiορούμε να το
αpiοδείξουμε κιόλας.
Παρατηρηση 2.2.7. Το σvυμpiέρασvμα της piρότασvης 2.2.5 ιχσvύει και με
την υpiόθεσvη ότι η σvτοχασvτική διαδικασvία έχει τελευταίο σvτοιχείο. Αν
(Mn)n≥0 ένα martingale, λέμε ότι έχει τελευταίο σvτοιχείο, όταν το όριο
M∞ = lim
n→∞
Mn
υpiάρχει σvχεδόν βεβαίως και
E(M∞ | Fn) = Mn∀n ≥ 0
΄Οταν έχουμε τελευταίο σvτοιχείο, θα θεωρούμε ότι η διαδικασvία είναι σvτο
σvύνολο δεικτών {0,∞} ∪ N.
Παρατηρηση 2.2.8. Αν (Xn)n ένα submartingale τότε το (−Xn)n
είναι supermartingale. ΄Αρα με βάσvη αυτή την piαρατήρησvη, μpiορούμε
να δείξουμε τα piαραpiάνω θεωρήματα και για supermartingales όpiως και
το αντίσvτροφο.
2.3. Το θεώρημα σύγκλισης του Doob για submartingale
΄Εσvτω [a, b] ένα διάσvτημα των piραγματικών αριθμών (a < b) και
X1, X2, . . ., Xn τυχαίες μεταβλητές .
Ορίζουμε ως :
• τ1(ω):=το μικρότερο j για το οpiοίοXj(ω) ≤ a με j ∈ {1, . . . , n}.
Αν δεν υpiάρχει τέτοιο j, τότε τ1(ω) = n. Δηλαδή ο τ1(ω) είναι ο
piρώτος χρόνος, piου οι τιμές της {Xi}ni=1piέφτουν κάτω αpiό το a.
• τ2(ω) := το μικρότερο j για το οpiοίο Xj(ω) ≥ b και τ1(ω) ≤
j ≤ n. Αν δεν υpiάρχει τέτοιο j, τότε τ2(ω) = n. Δηλαδή
ο τ2(ω) είναι ο piρώτος χρόνος, piου οι τιμές της {Xi}ni=1 ανε-
βαίνουν piάνω αpiό το b, δεδομένου ότι ήταν κάτω αpiό το a, σvε
piρογενέσvτερο χρόνο.
• τ3(ω) :=το μικρότερο j για το οpiοίο Xj(ω) ≤ a και τ2(ω) ≤ j ≤
n. Αν δεν υpiάρχει τέτοιο j, τότε τ3(ω) = n. Δηλαδή ο τ3(ω)
είναι ο δευτερός χρόνος, piου οι τιμές της {Xi}ni=1piέφτουν κάτω
αpiό το a, δεδομένου ότι ήταν piάνω αpiό το b, σvε piρογενέσvτερο
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χρόνο.
• Αντίσvτοιχα ορίζονται τα τ4, τ5, . . . , τn .
Τέλος ορίζουμε το Un ως το μεγαλύτερο i, για το οpiοίο ισvχύει Xτ2i−1 ≤
a < b ≤ Xτ2i .
΄Αν υpiοθέσvουμε ότι έχουμε μια σv.δ (Xn)n≥0, τότε το Un είναι ο αριθ-
μός των άνω piερασvμάτων της (Xn)n≥0, αpiό το διάσvτημα [a, b], μέχρι την
χρονική σvτιγμή n. ΄Ενα άνω piέρασvμα της (Xn)n≥0, είναι μια διάβασvη της
αpiό το [a, b], piου θα ξεκινήσvει κάτω αpiό το a και θα βρεθεί piάνω αpiό το
b, χωρίς να ξαναpiέσvει κάτω αpiό το a, μέχρι να βρεθεί piάνω αpiό το b.
Παραδειγμα 2.3.1. Το piαρακάτω γράφημα piαρισvτάνει μια τροχιά κά-
piοιας σvτοχασvτικής διαδικασvίας, piου έχει δύο άνω piεράσvματα αpiό το διά-
σvτημα [3, 5]
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Λημμα 2.3.2 (Ανισvότητα άνω piερασvμάτων τουDoob). ΄ΕσvτωX1, X2, . . . , Xn
ένα submartingale ως piρος μία διύλισvη {Fk}nk=1, τότε το Un ικανοpiοιεί
την εξής ανισvότητα:
E(Un) ≤ E(| Xn |)+ | a |
b− a
Αpiόδειξη. Σε αυτό το σvημείο θα δείξουμε ότι τα τi είναι χρόνοι δια-
κοpiής. Η αpiόδειξη θα γίνει με μαθηματική εpiαγωγή:
Για k = 1 :
j ∈ {1, 2, ..., n− 1}
{τ1 = j} = {X1 > a} ∩ {X2 > a} . . . ∩ {Xj−1 > a} ∩ {Xj ≤ a} ∈ Fj
{τ1 = n} = (
n−1⋂
k=1
{Xk > a} ∩ {Xn ≤ a})
⋃ n⋂
k=1
{Xj > a} ∈ Fn
΄Αρα τ1 χρόνος διακοpiής. Υpiοθέτουμε τώρα, ότι k άρτιος και τk−1 χρόνος
διακοpiής. Για j < n έχουμε
{τk = j} =
j−1⋃
i=1
{τk−1 = i ,Xi+1 < b , . . . , Xj−1 < b ,Xj ≥ b}
Εpiειδή η {X}ni=1 είναι Fn-piροσvαρμοσvμένη και ο τk−1 είναι χρόνος διακο-
piής, έχουμε {τk = j} ∈ Fj
{τk = n} = {τk ≤ n− 1}c = (
n−1⋃
i=1
{τk = j})c ∈ Fn
Στην piερίpiτωσvη piου το k είναι piεριττός εργαζόμασvτε piαρόμοια. ΄Αρα τk
χρόνος διακοpiής.
Ορίζουμε τώρα Yk := max{0, Xk−a}. Εpiειδή η σvυνάρτησvη max{0, x},
είναι μη φθίνουσvα και κυρτή, αpiό Πρότασvη 2.1.4 η (Yk) είναι submartingale.
Yn = Yτn ≥ Yτn − Yτ1 =
n∑
k=2
(Yτk − Yτk−1) =
∑
α
+
∑
pi
΄Οpiου
∑
αέχει τους όρους του αθροίσvματος για k άρτιο ενώ, το
∑
pi για
k piεριττό. Αpiό Πρότασvη 2.2.5 το
∑
α έχει θετική μέσvη τιμή και αφού
Yn ≥
∑
α έχουμε
E(Yn) ≥ E(
∑
a
)
Για k άρτιο ισvχύει ότι, Yτk − Ytk−1 ≥ b − a και αφού το piλήθος των
Yτk − Yτk−1 , είναι το λιγότερο Un έχουμε :∑
a
≥ Un(b− a)
2.3. Το θεώρημα σvύγκλισvης του Doob για submartingale 19
΄Ετσvι καταλήγουμε σvτο
(b− a)E(Un) ≤ E(Yn)
(b− a)E(Un) ≤
ˆ
{Xn−a>0}
(Xn − a) dP = E((Xn − a)+)
Τέλος έχουμε
E(Un) ≤ E(| Xn |)+ | a |
b− a

Ας θωρήσvουε μια σv.δ (οχι αpiαραίτητα submartingale ) (Xn)n≥0 και
Un τα άνω piεράσvματα της αpiό το [a, b], μέχρι την χρονική σvτιγμή n.
Με U∞ θα σvυμβολίζουμε τον σvυνολικό αριθμό των άνω piερασvμάτων της
διαδικασvίας. ΄Ευκολα μpiορούμε να σvυμpiεράνουμε ότι Un −→ U∞ σv.β και
οτι Un ≤ Un+1 ∀n. ΄Οταν η σv.δ σvυγλίνει σvχεδόν βεβαίως δεν μpiορεί να
ισvχύει U∞ = ∞ ή piιο σvωσvτά P (U∞ = ∞) > 0. Αφού για τα ω όpiου
η (Xn(ω))n σvυγκλίνει, σvχεδόν όλη η ακολουθία θα μαζεύται piολύ κοντά
σvτο όριο της, οpiότε δεν μpiορεί να piεφτεί κάτω αpiό το a άpiειρες φορές και
να ανεβαίνει άpiειρες φορές piάνω αpiό το b, άρα θα έχουμε U∞(ω) < ∞.
Για να έχουμε λοιpiόν σvύγλισvη της σvτοχασvτικής διαδικασvίας, μια αναγκαία
σvυνθήκη είναι η P (U∞ =∞) = 0.
Θεωρημα 2.3.3. (Σύγλισvης για submartingale του Doob) ΄Εσvτω
(Xn)n≥0 ένα submartingale. Αν K = supnE(| Xn |) < ∞ τότε
Xn −→ X∞ σv.β, όpiου X∞ τυχαία μεταβλητή piου ικανοpiοιεί τη σvχέ-
σvη
E(| X∞ |) ≤ K
Αpiόδειξη. Για να δείξουμε οτι η (Xn)n≥0 σvυγκλίνει αρκεί να δείξουμε
ότι
P (lim inf
n→∞
Xn < lim sup
n→∞
Xn) = 0
΄Ομως
{lim inf
n→∞
Xn < lim sup
n→∞
Xn} =
⋃
a,b∈Q
{lim inf
n→∞
< a < b < lim sup
n→∞
Xn}
Αpiό θεώρημα μονότονης σvύγκλισvης
lim
n→∞
E(Un) = E(U∞)
Αpiό το Λήμμα του Doob
E(Un) ≤ E(| Xn |)+ | a |
b− a ≤
K+ | a |
b− a
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E(U∞) = lim
n→∞
E(Un) ≤ K+ | a |
b− a
΄Αρα αφού U∞ ≥ 0 και E(U∞) <∞ έpiεται ότι
P (U∞ =∞) = 0
Για να τελειώσvει η αpiόδειξη της σvύγκλισvης μένει να δούμε ότι
(2.3.1) {lim inf
n→∞
Xn < a < b < lim sup
n→∞
Xn} ⊂ {U∞ =∞}
΄Αρα
P ({lim inf
n→∞
Xn < a < b < lim sup
n→∞
Xn}) = 0
piου έpiεται ότι
P (lim inf
n→∞
Xn < lim sup
n→∞
Xn) = 0
΄Αρα Xn σvυγκλίνει σv.β σvε κάpiοια τυχαία μεταβλητή X∞ .
Αpiό Λήμμα Fatou έχουμε
E(| X∞ |) ≤ lim inf
n−→∞
E(| Xn |) ≤ K

Παρατηρηση 2.3.4. Η σvχέσvη (2.3.1) ισvχύει, εpiειδή αpiό την σvχέσvη
lim inf
n→∞
Xn < a < b < lim sup
n→∞
Xn
piροκύpiτει ότι η (Xn)n, βρίσvκεται άpiειρες φορές κάτω αpiό το a και αpiείρες
φορές piάνω αpiό το b, το οpiοίο σvυνεpiάγεται ότι U∞ =∞.
Παρατηρηση 2.3.5. Το θεώρημα 2.3.2 ισvχύει για martingale και
supermartingale.
Πορισμα 2.3.6. ΄Εσvτω (Xn)n≥0 ένα μη αρνητικό martingale, τότε
αυτό θα σvυγκλίνει σv.β.
2.4. Ανισότητα submartingale του Doob
Σε αυτή την piαράγραφο θα δείξουμε την ανισvότητα submartingale
του Doob, piου θα μας χρησvιμεύσvει σvε εpiόμενο κεφάλαιο.
Προταση 2.4.1. ΄Εσvτω (Zn)n ένα μη-αρνητικό submartingale. Τότε
για κάθε c > 0 έχουμε
cP (sup
k≤n
Zk ≥ c) ≤ E(Zn; sup
k≤n
Zk ≥ c) ≤ E(Zn)
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Αpiόδειξη. Θέτουμε F := {supk≤n Zk}. Το F γράφεται ως εξής
F = F0 ∪ F1 ∪ . . . ∪ Fn
όpiου τα {Fk}nk=0 είναι ξένα ανα δύο και ορίζονται αpiό τις σvχέσvεις
F0 = {Z0 ≥ c}
Fk = {Z0 < c} ∩ {Z1 < c} ∩ . . . ∩ {Zk−1 < c} ∩ {Zk ≥ c}
για k ≤ n. Προφανώς Fk ∈ Fk και Zk ≥ c piάνω σvτο Fk. Εpiιpiλέον
E(Zn;Fk) ≥ E(Zk;Fk) ≥ cP (Fk)
Τέλος αθροίζουμε ως piρος k και καταλήγουμε σvτο ζητούμενο. 
Λημμα 2.4.2. Υpiοθέτουμε ότι οι X, Y είναι μη-αρντηικες τυχαίες
μεταβλητές, τέτοιες ώσvτε
cP (X ≥ c) ≤ E(Y ;X ≥ c)
για όλα τα c > 0 και ότι ‖ Y ‖< ∞. Τότε για p > 1 και p−1 + q−1 = 1
έχουμε
‖ X ‖p≤ q ‖ Y ‖p
Αpiόδειξη. Θέτουμε
L :=
∞ˆ
0
pcp−1P (X ≥ c)dc καιR :=
∞ˆ
0
pcp−1E(Y ; X ≥ c)dc
Προφάνως λόγω της υpiόθεσvης έχουμε ότι L ≤ R.
∞ˆ
0
pcp−1P (X ≥ c)dc =
∞ˆ
0
ˆ
Ω
1{X≥c}(ω)P (dω)pcp−1dc
=
ˆ
Ω
∞ˆ
0
1{X≥c}(ω)pcp−1dcP (dω) =
ˆ
Ω
X(ω)ˆ
0
pcp−1dcP (dω)
=
ˆ
Ω
Xp(ω)P (dω)
= E(Xp)
΄Ομοια καταλήγουμε σvτο σvυμpiέρασvμα ότι R = E(qXp−1Y ). Αpiό ανισvό-
τητα Holder έχουμε
(2.4.1) E(Xp) ≤ E(qXp−1Y ) ≤ q ‖ Y ‖P‖ Xp−1 ‖q
Για ευκολία υpiοθέτουμε ότι ‖ X ‖p<∞. ΄Εχουμε ότι (q−1)p = q οpiότε
‖ Xp−1 ‖q= E(Xp)
1
q
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και αpiό την (2.4.1) καταλήγουμε σvτο
‖ X ‖p≤ q ‖ Y ‖p

Θεωρημα 2.4.3. (Ανισvότητα του Doob για submartingale) ΄Εσvτω
p > 1 και q τέτοιο ώσvτε p−1 + q−1 = 1. Αν (Zn)n ένα μη-αρνητικό
submartingale για το οpiοίο E(| Zn |p) <∞∀n, τότε
‖ sup
k≤n
Zn ‖p≤ q ‖ Zn ‖p
Αpiόδειξη. Αpiό Πρότασvη 2.4.1 ισvχύει ότι
cP (sup
k≤n
Zk ≥ c) ≤ E(Zn; sup
k≤n
Zk ≥ c)
για κάθε c > 0. Θέτουμε
X = sup
k≤n
Zk
Y = Zn
και χρησvιμοpiοιώντας το Λήμμα 2.4.2 καταλήγουμε σvτο ζητούμενο. 
2.5. Ομοιόμορφα Ολοκληρώσιμα Martingales
Η έννοια της ομοιόμορφης ολοκληρωσvιμότητας του ολοκληρώματος
Lebesque, σvυνδέεται με την σvύγκλισvη τωνmartingales. ΄Εσvτω (Fn)n μια
διύλισvη και X μια ολοκληρώσvιμη τυχαία μεταβλητή, η ακολουθία (E(X |
Fn))n είναι όpiως θα δούμε ένα ομοιόμορφα ολοκληρώσvιμο martingale,
το οpiοίο σvυγκλίνει σvτην X, εpiίσvης όλα τα ομοιόμορφα ολοκληρώσvιμα
martingale έχουν αυτή την μορφή.
Λημμα 2.5.1. ΄Εσvτω X ολοκληρώσvιμη τ.μ . Τότε δεδομένου  > 0,
υpiάρχει δ > 0 τέτοιο ώσvτε, για κάθε F ∈ F με P (F ) < δ να ισvχύει ότι
E(| X |; F ) < . ΄Οpiου
E(| X |; F ) =
ˆ
F
| X | dP
Αpiόδειξη. Υpiοθέτουμε ότι το σvυμpiέρασvμα δεν ισvχύει, τότε για κά-
piοιο 0 > 0 μpiορούμε να βρούμε ακολουθία σvυνόλων (Hn)n, τέτοια ώσvτε
P (Hn) <
1
2n
και
E(| X |;Hn) ≤ 0 για κάθε n. ΄Εσvτω
H = lim supHn
2.5. Ομοιόμορφα Ολοκληρώσvιμα Martingales 23
Αpiό το piρώτο Λήμμα Borel-Cantelli έχουμε ότι P (H) = 0. Αpiό το
αντίσvτροφο λήμμα Fatou
lim sup
n→∞
ˆ
Hn
| X | dP ≤
ˆ
H
| X | dP
΄Αρα
0 ≤
ˆ
H
| X | dP
΄Ατοpiο αφού ˆ
H
| X | dP = 0

Το piροηγούμενο λήμμα μας δινει μια ιδιότητα αpiόλυτης σvυνέχειας του
ολοκληρώματος. Το ολοκλήρωμα μpiορεί να γινεί όσvο μικρό θέλουμε,
αρκεί να διαλέξουμε ενδεχόμενα με κατάλληλα μικρή piιθανότητα.
Πορισμα 2.5.2. ΄Εσvτω X ολοκληρώσvιμη τ.μ και ε > 0, τότε υpiάρχει
K > 0 τέτοιο ώσvτε
E(| X |; | X |> K) < ε
Αpiόδειξη. Αpiό το piροηγούμενο Λήμμα υpiάρχει δ > 0 τέτοιο ώσvτε,
∀F ∈ F με P (F ) < δ να ισvχύει ότι E(| X |;F ) < ε. ΄Αρα θέλουμε
K > 0 τέτοιο ώσvτε P (| X |> K) < δ. ΄Ομως
P (| X |> K)K ≤ E(| X |; | X |> K) ≤ E(| X |)
οpiότε piαίρνουμε K > E(|X|)
δ

Ορισμος 2.5.3. ΄Εσvτω C μια κλάσvη αpiό τυχαίες μεταβλητές. Αυτή θα
λέγεται ομοιόμορφα ολοκληρώσvιμη, αν για δοσvμένο ε > 0 υpiάρχει K > 0
τέτοιο ώσvτε
E(| X |; | X |> K) < ε ∀X ∈ C
Παρατηρηση 2.5.4. Μια ομοιόμορφα ολοκληρώσvιμη οικογένεια τ.μ C
είναι L1-φραγμένη . Πράγματι, εpiειδή
E(| X |) ≤ E(| X |; | X |> K) + E(| X |; | X |≤ K)
διαλέγουμε K τέτοιο ώσvτε
E(| X |; | X |> K) ≤ 1
Οpiότε
E(| X |) ≤ E(| X |; | X |> K) + E(| X |; | X |≤ K) ≤ 1 +K ∀X ∈ C
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Παραδειγμα 2.5.5. ΄Εσvτω οικογένεια τυχαίων μεταβλητών C, piου
κυριαρχείται αpiό μια μη-αρνητική τ.μ Y , δηλαδή
| X(ω) |≤ Y (ω)∀ω,∀X ∈ C
Με το Πόρισvμα 2.4.2 μpiορούμε έυκολα να δείξουμε ότι η C είναι ομοιό-
μορφα ολοκληρώσvιμη.
Πριν δούμε piώς σvυνδέεται η σvύγκλισvη τωνmartingales με την ομοιό-
μορφη ολοκληρωσvιμότητα, θα χρειασvτούμε δύο βασvικές ιδιοτητές της, οι
οpiοίες δίνονται σvτα εpiόμενα θεωρήματα. Στο θεώρημα 2.5.6, η ομοιό-
μορφη ολοκληρωσvιμότητα μάς δίνει ικανές και αναγκαίες σvυνθήκες για
να έχουμε L1σvύγκλισvη.
Θεωρημα 2.5.6. ΄Εσvτω (Xn)n ακολουθία ολοκληρώσvιμων τυχαίων με-
ταβλητών και X μια ολοκληρώσvιμη. Τότε Xn −→ X με την L1έννοια
αν και μονο αν
(1) Xn −→ X κατά piιθανότητα
(2) (Xn)n ομοιόμορφα ολοκληρώσvιμη
Παρατηρηση 2.5.7. Το θεώρημα 2.4.6 γενικέυει το θεώρημα κυριαρ-
χημένης σvύγκλισvης του Lebesque.
Πορισμα 2.5.8. ΄Αν έχουμε μια ομοιόμορφα ολοκληρώσvιμη ακολουθία
τυχαίων μεταβλητών (Xn)n, η οpiοία σvυγκλίνει σv.β σvτην X , τότε έχουμε
L1σvύγκλισvη και
ˆ
A
XdP = lim
n→∞
ˆ
A
XndP ∀A ∈ F
Το εpiόμενο θεώρημα σvυνδέει την δεσvμευμένη μέσvη τιμή, με την ομοιό-
μορφη ολοκληρωσvιμότητα.
Θεωρημα 2.5.9. ΄Εσvτω X μια ολοκληρώσvιμη τυχαία μεταβλητή. Τό-
τε η κλάσvη
A := {E(X | G) : όpiου Gυpiο-σv-άλγεβρα της F}
είναι ομοιόμορφα ολοκληρώσvιμη.
Αpiόδειξη. ΄Εσvτω ε > 0 , αpiό Λήμμα 2.4.1 υpiάρχει δ > 0 τέτοιο
ώσvτε, για κάθε F ∈ F με P (F ) < δ να έχουμε
E(| X |; F ) < ε
Ακόμη διαλέγουμε K > 0 τέτοιο ώσvτε
E(| X |)
K
< δ
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΄Εσvτω Y = E(X | G) ∈ A τότε αpiό ανισvότητα Jensen έχουμε
| Y |=| E(X | G) |≤ E(| X || G)
και έτσvι
E(| Y |) ≤ E(| X |)
KP (| Y |> K) ≤ E(| Y |) ≤ E(| X |)
΄Αρα P (| Y |> K) < δ και έτσvι αpiό ανισvότητας Jensen και ορισvμό
δεσvμευμένης μέσvης τιμής έχουμε
E(| Y |; | Y |> K) ≤ E(| X |; | Y |> K) < ε

Στα εpiόμενα δύο θεωρήματα αpiόδεικνύεται, αυτό piου αναφέραμε σvτην
αρχή της piαραγράφου για τα ομοιόμορφα ολοκληρώσvιμα martingales.
Θεωρημα 2.5.10. ΄Εσvτω ξ ολοκληρώσvιμη τ.μ, ορίζουμε Mn = E(ξ |
Fn). Τότε το (Mn)n είναι ένα ομοιόμορφα ολοκληρώσvιμο martingale και
Mn −→ E(ξ | F∞) σ.β και L1
Αpiόδειξη. Το (Mn)n είναι ομοιόμορφα ολοκληρώσvιμο και L1 φραγ-
μένο. ΄Αρα αpiό θεώρημα σvύγκλισvης του Doob σvυγκλίνει σvε μια τυχαία
μεταβλητή η. Θα δείξουμε ότι η = E(ξ | F∞). Αpiό το Πορισvμα 2.5.8
έχουμε
ˆ
A
ηdP = lim
n→∞
ˆ
A
MndP ∀A ∈ F
΄Εσvτω A ∈ Fk και n ≥ k τότεˆ
A
MndP =
ˆ
A
E(ξ | Fn)dP =
ˆ
A
ξdP
έτσvι ˆ
A
ηdP =
ˆ
A
ξdP
για όλα τα A piου ανηκούν σvτο
∞⋃
k=1
Fk. Ακόμη η η είναι F∞-μετρήσvιμη και
η κλάσvη σvυνόλων
∞⋃
k=1
Fk είναι κλεισvτή ως piρος την piεpiερασvμένη τομή,
οpiότε αpiό το θεώρημα 1.1.2 έχουμε ότι
η = E(ξ | F∞)

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Θεωρημα 2.5.11. ΄Εσvτω (Mn)n ένα ομοιόμορφα ολοκληρώσvιμοmartingale.
Τότε αυτό σvυγκλίνει σv.β και με την L1 έννοια σvε μια τ.μ M∞. Εpiίσvης
ισvχύει ότι
Mn = E(M∞ | Fn) ∀n
Αpiόδειξη. Εpiειδή το (Mn)n είναι ομοιόμορφα ολοκληρώσvιμο, είνα
και L1 φραγμένο, άρα αpiό θεώρημα σvύγκλισvης του Doob σvυγκλίνει. Α-
κόμη αpiό θεώρημα 2.5.6 θα σvυγλίνει και με την L1 έννοια. Για r ≥ n και
F ∈ Fn αpiό το τον ορισvμό του martingale, έχουμε
E(Mr; F ) = E(Mn; F )
αυτό έpiεται ότι
lim
r→∞
E(Mr; F ) = E(Mn; F )
΄Εχουμε
| E(Mr; F )− E(M∞; F ) |≤ E(|Mr −M∞ |; F ) ≤ E(|Mr −M∞ |)
για r −→∞ piαίρνουμε
| E(Mn; F )− E(M∞; F ) |≤ lim
r→∞
E(|Mr −M∞ |) = 0
E(Mn; F ) = E(M∞; F )
και έτσvι
Mn = E(M∞ | Fn)

Παρατηρηση 2.5.12. Αpiό τα δύο τελευταία θεωρήματα ένα ομοιό-
μορφα ολοκληρώσvιμο martingale σvυγκλίνει piάντα και είναι της μορφής
(E(X | Fn))n όpiου {Fn}n μία διύλισvη.
΄Εσvτω τώρα (Xn)n≥0 μια σvτοχασvτική διαδικασvία και (Gn)n≥0 μια φθί-
νουσvα ακολουθία αpiό σv-άλγεβρες, piου είναι υpiοσvύνολα της F . Η (Xn)n≥0
λέγεται backward martingale, αν
E(Mn | Gn+1) = Mn+1 ∀n ≥ 0
ΑνX μια ολοκληρώσvιμη τυχαία μεταβλήτη, η διαδικασvίαMn = E(X | Gn)
είναι ένα backward martingale, για το οpiοίο ισvχύει το εξής θεώρημα:
Θεωρημα 2.5.13. ΄ΕσvτωX ολοκληρώσvιμη τ.μ, ορίζουμεMn = E(X |
Fn). Τότε το (Mn)n είναι ένα ομοιόμορφα ολοκληρώσvιμο backwardmartingale
και
Mn −→ E(X |
∞⋂
n=1
Gn) σ.β και L1
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Η αpiόδειξη του Θεωρήματος 2.5.13 είναι όμοια με αυτή του Θεωρή-
ματος 2.5.10.
2.6. Το Λήμμα Calderon− Zygmund
Τα martingales έχουν αρκετές εφαρμογές σvτην ανάλυσvη, εμείς θα
ασvχοληθούμε, με την αpiόδειξη του Λήμματος των Calderon−Zygmund.
΄Εσvτω ο χώρος piιθανότητας ([0, 1),B[0,1), λ), όpiου B[0,1) η σv-άλγεβρα με
όλα τα Borel υpiοσvύνολα του [0, 1), και λ το μέτρο Lebesque. Για κάθε n
διαμερίζουμε το διάσvτημα [0, 1), σvε υpiοδιασvτήματα μήκους 1
2n
και έpiειτα
piαίρνουμε την σv-άλγεβρα piου piαράγεται αpiό αυτά, οpiότε έχουμε
F0 := {∅, [0, 1)}
F1 := σ({[0, 1
2
), [0, 1)})
F2 := σ({[0, 1
4
), [
1
4
,
1
2
), [
1
2
,
3
4
), [
3
4
, 1)})
Fn := σ({[ k
2n
,
k + 1
2n
) : k = 0, 1, . . . , 2n − 1}) ∀n
Η Fn είναι άυξουσvα και θα δείξουμε ότι F∞ = B[0,1). Παρατηρούμε
ότι αφού η Fn piεριέχει μόνο υpiοδιασvτήματα του [0, 1), piροκύpiτει ότι
F∞ ⊂ B[0,1). Για να δείξουμε ότι B[0,1) ⊂ F∞, αρκεί να δείξουμε ότι
(a, b) ∈ F∞ για οpiοιοδήpiοτε διάσvτημα (α, β) ⊂ [0, 1). Αpiό τον ορισvμό
των (Fn)n, μpiορούμε να βρούμε ακολουθία υpiοδιασvτημάτων {[kn2n , kn+12n )}n
του [0, 1), για την οpiοία
kn
2n
≤ a < kn + 1
2n
και
lim
n→∞
kn + 1
2n
= a
Οpiότε (α, 1) =
∞⋃
n=1
[kn+1
2n
, 1) και άρα είναι σvτοιχείο του F∞. Παρόμοια
δείχνουμε ότι (0, b) ∈ F∞, εpiομένως αφού (a, b) = (a, 1) ∩ (0, b) έχουμε
(a, b) ∈ F∞.
΄Εσvτω τώρα μια ολοκληρώσvιμη τ.μ f , ορίζουμε
fn = E(f | Fn) ∀n
Αpiό τα αpiοτελέσvματα της piαραγράφου 2.5, η (fn)n είναι ένα ομοιόμορφα
ολοκληρώσvιμο martingale, το οpiοίο θα σvυγκλίνει σvτο E(f | F∞). Ισvχύ-
ει όμως ότι F∞ = B[0,1) και αφού η f είναι τ.μ έχουμε E(f | F∞) = f
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. Αν I ένα αpiό τα διασvτήματα της διαμέρισvης του [0, 1) σvτο n βήμα, για
ω ∈ I θα έχουμε
fn(ω) = E(f | Fn)(ω) = 1
λ(I)
ˆ
I
fdλ
δηλαδή το fn(ω) είναι η μέσvη τιμή της f σvτο I. Φυσvικά σvτην piαραpiάνω
διαδικασvία, μpiορούμε αντί για το διάσvτημα [0, 1), να βάλουμε οpiοιοδήpiοτε
φραγμένο διάσvτημα, όpiως εpiίσvης και να γενικεύσvουμε την διαδικασvία σvε
κύβους του Rd, οpiου κάθε κύβος διαιρείται σvε 2d μικρότερους κύβους.
Θεωρημα 2.6.1. (Λήμμα του Calderon − Zygmund ) ΄Εσvτω f :
Rd −→ [0,∞) μια ολοκληρώσvιμη σvυνάρτησvη και a > 0 . Τότε υpiάρχει
ένα κλεισvτό σvύνολο F και αριθμήσvιμο σvτο piλήθος ξένοι ανα δύο ανοικτοί
κύβοι Qi έτσvι ώσvτε, f ≤ a σv.β σvτο F και τα σvύνολα F c ,
⋃
iQi διαφέρουν
κατά ενα σvύνολο μέτρου μηδέν. Εpiίσvης για κάθε i
a ≤ 1
λ(Qi)
ˆ
Qi
fdλ ≤ 2da
Εpiιpiλέον, λ(F c) ≤ 1
a
´
Rd fdλ.
Αpiόδειξη. Ας δείξουμε piρώτα την ανισvότητα. ΄Εχουμε ότι
λ(F c) = λ(
⋃
i
Qi) =
∑
i
λ(Qi)
και εpiειδή
a ≤ 1
λ(Qi)
ˆ
Qi
fdλ
piροκύpiτει ότι
λ(F c) ≤
∑
i
1
a
ˆ
Qi
fdλ =
1
a
ˆ
⋃
iQi
fdλ ≤ 1
a
ˆ
Rd
fdλ
΄Εσvτω τώρα ένας κύβος R για τον οpiοίο
1
λ(R)
ˆ
R
fdλ <
a
2
Πάνω σvτον R ορίζουμε ένα martingale fn = E(f | Fn), όpiως σvτην
διαδικασvία piου αναφέραμε piαραpiάνω. Η (fn)n σvυγκλίνει σv.β σvτην f .
Ακόμη ορίζουμε τον έναν χρόνο διακοpiής T , ως έξης
T (ω) := inf{n : fn(ω) > a}∀ω
T > 0, διότι αν T = 0 θα είχαμε f0 > a, όμως f0 =
´
R fdλ
λ(R)
< a
2
, άτοpiο.
Εpiειδή T χρόνος διακοpiής ισvχύει ότι {T = n} ∈ Fn, άρα το {T = n} θα
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είναι ένωσvη κύβων, οpiότε το σvύνορο του θα έχει μέτρο μηδέν. Εpiομένος
θα υpiάρχει N με λ(N) = 0 τέτοιο ώσvτε⋃
n
int({T = n}) ∪N =
⋃
n
{T = n}
΄Εpiειτα ορίζουμε
F c :=
⋃
n
int({T = n})
Αν n < T τότε fn ≤ a .΄Ετσvι σvτο σvύνολο {T = ∞} ισvχύει fn ≤ a ∀n ,
άρα και f ≤ a.
{T =∞} = {T <∞}c = (
⋃
n
{T = n})c =
(
⋃
n
int({T = n}) ∪N)c = (F c ∪N)c = F ∩N c
΄Αρα f ≤ a σv.β σvτο F . ΄Εσvτω Q ⊂ {T = n} κύβος αpiό εκείνους piου
piαράγουν την Fn, τότε για x ∈ int(Q) έχουμε
1
λ(Q)
ˆ
Q
fdλ = fn(x) ≥ a
Αpiό τον ορισvμό του T , έχουμε fn−1(x) ≤ a. ΄Εσvτω Q′ το σvτοιχείο της
Fn−1 το οpiοίο piεριέχει τον κύβο Q και λ(Q′) = 2dλ(Q) οpiότε
1
λ(Q′)
ˆ
Q′
fdλ = fn−1(x) ≤ a
και
a ≤ 1
λ(Q)
ˆ
Q
fdλ ≤ 2
d
λ(Q′)
ˆ
Q′
fdλ ≤ 2da
Τέλος piαίρνουμε n0 τέτοιο ώσvτε
‖f‖1
2dn0
< a
2
και κύβους Rj της μορφής
[κ, κ + 2n0 ]d όpiου k ∈ Z, τους οpiοίους διαμερίζουμε σvε Fj και Qji όpiως
piαραpiάνω. Αν θέσvουμε F = ∪jFj ολοκληρώσvαμε την αpiόδειξη. 
Το Λήμμα του Calderon − Zyqmund μας λέει ότι μια ολοκληρώσvι-
μη σvυνάρτησvη, είναι φραγμένη σvε όλο τον Rd, εκτός αpiό ένα σvύνολο,
του οpiοίου το μέτρο Lebesque γίνεται όσvο μικρό θέλουμε. Εpiιpiλέον το
σvύνολο σvτο οpiοίο η σvυνάρτησvη μας είναι μη-φραγμένη, διασvpiάται σvε μία
ενώσvη ξένων ανοικτών κύβων, piου σvτον καθένα έχουμε μια εκτίμησvη για
την μέσvη τιμή της σvυνάρτητης piάνω σvε αυτόν.
Κεφάλαιο 3
Στοχασvτικές διαδικασvίες σvυνεχούς χρόνου και
Martingale
3.1. Στοχαστικές διαδικασίες συνεχούς χρόνου
Σε αυτό το κεφάλαιο θα μελετήσvουμε σvτοχασvτικές διαδικασvίες της
μορφής (Xt)t∈T , όpiου T θα είναι ένα υpiοδιάσvτημα των piραγματικών α-
ριθμών. Είναι χρήσvιμο να δούμε μια τέτοια διαδικασvία, ως μια σvυνάρτησvη
δύο μεταβλητών, δηλαδή Xt(ω) = X(t, ω) με (t, ω) ∈ [0,∞) × Ω. Για
μια τέτοια διαδικασvία θα αpiαιτούμε piάντα να είναι μετρήσvιμη, δηλαδή η
αpiεικόνισvη
X : [0,∞)× Ω−→ Rn
να είναι B[0,∞)⊗F - μετρήσvιμη. Την μετρησvιμότητα τη χρειαζόμασvτε για
να είναι σvτοιχεία της F , σvύνολα της μορφης {ω : X(t, ω) ∈ [a, b]×B}.
Ορισμος 3.1.1. Μια σvτοχασvτική διαδικασvία (Xt)t≥0 λέγεται σvυνεχής
(σv.β ), αν έχει σvυνεχείς τροχιές, δηλαδή οι αpiεικονίσvεις
t −→ Xt(ω)
είναι σvυνεχείς σvυναρτήσvεις για κάθε ω ∈ Ω ( σvχεδόν βεβαίως σvτο Ω ).
Ανάλογα η (Xt)t≥0 είναι δεξιά σvυνεχής αν
Xt(ω) = lim
s→t+
Xs(ω)
για όλα τα t και για όλα τα ω.
Οι σvυνεχείς σvτοχασvτικές διαδικασvίες είναι αρκετά σvημαντικές, γιατί
αν εκμεταλευτούμε την piυκνότητα του Q σvτο R, αρκετές ιδιότητες των
σvτοχασvτικών διαδικασvιών διακριτού χρόνου μεταφέρονται σvε αυτές.
Ας θεωρήσvουμε τώρα δυο σvτοχασvτικές διαδικασvίες (Xt)t≥0 , (Yt)t≥0
ορισvμένες σvτον ίδιο χώρο piιθανότητας. Αν τις δούμε σvαν σvυναρτήσvεις του
t και του ω, θα μpiορούσvαμε να piούμε ότι αυτές ισvούνται όταν X(t, ω) =
Y (t, ω) για όλα τα t και ω. Χρησvιμοpiοιώντας το μέτρο piιθανότητας
μpiορούμε να ορίσvουμε την έννοια της ισvότητας σvτοχασvτικών διαδικασvιών
με ασvθενέσvτερες υpiοθέσvεις. ΄Ετσvι piροκύpiτουν οι piαρακάτω ορισvμοί.
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Ορισμος 3.1.2. ΄Εσvτω δύο σvτοχασvτικές διαδικασvίες (Xt)t≥0 , (Yt)t≥0.
Θα λέμε ότι η (Xt)t≥0 είναι εκδοχή της (Yt)t≥0, αν
P (Xt = Yt) = 1 ∀t
Ορισμος 3.1.3. ΄Εσvτω δύο σvτοχασvτικές διαδικασvίες (Xt)t≥0 , (Yt)t≥0.
Θα λέμε ότι είναι μη διακρινόμενες, αν σvχεδόν όλες οι τροχίες τους σvυμ-
piίpiτουν δηλαδή
P (Xt = Yt,∀t ≥ 0) = 1
Είναι έυκολο να δούμε ότι, αν (Xt)t≥0 , (Yt)t≥0 δύο σvτοχασvτικές διαδι-
κασvίες μη διακρινόμενες, τότε η (Xt)t≥0 είναι εκδοχή της (Yt)t≥0. Το
αντίσvτροφο δεν ισvχύει piάντα, αν ομώς οι σvτοχασvτικές διασvικασvιές είχαν
και δεξιά σvυνεχείς τροχιές, τότε οι δύο ορισvμοί ταυτίζονται.
Παρατηρηση 3.1.4. Για σvτοχασvτικές διαδικασvίες διακριτού χρόνου,
οι piαραpiάνω ορισvμοί σvυμpiίpiτουν piάντα.
Ορισμος 3.1.5. ΄Εσvτω (Ft)t≥0, μια οικογένεια υpiο-σv-αλγεβρών της F ,
για την οpiοία ισvχύει ότι
Fs ⊆ Ft ∀s ≤ t
Ακόμη μια διαδικασvία (Xt)t≥0, λέγεται Ft−piροσvαρμοσvμένη αν για κάθε
t η Xt είναι Ft−μετρήσvιμη.
Ορισμος 3.1.6. ΄Εσvτω μία διύλισvη (Ft)t≥0. Αυτή θα λέγεται δεξιά
σvυνεχής αν για όλα τα t ισvχύει
Ft =
⋂
ε>0
Ft+ε
Ορισμος 3.1.7. ΄Εσvτώ ένας χώρος piιθανότητας (Ω,F , P ), σvτον οpiοίο
έχουμε ορίσvει και μια διύλισvη (Ft)t≥0. Θα λέμε ότι η διύλισvη ικανοpiοιεί
τις σvυνήθεις υpiοθέσvεις, αν είναι δεξιά σvυνεχής και N ⊆ Ft ∀t ≥ 0, όpiου
N = {A ⊆ Ω : ∃N ∈ F µεP (N) = 0καιA ⊆ N}
Ορισμος 3.1.8. ΄Εσvτω μια σvτοχασvτική διαδικασvία (Xt)t≥0 και μια δι-
ύλισvη (Ft)t≥0. Τοτέ θα λέμε ότι η (Xt)t≥0 είναι piροοδευτικά μετρήσvιμη
(ως piρος τη διύλισvη (Ft)t≥0 ), αν ∀t ο piεριορισvμός της σvτο [0, t] × Ω
(δηλαδή η X : [0, t]× Ω −→ Rn) είναι B[0,t]  Ft- μετρήσvιμη σvυνάρτησvη.
Προταση 3.1.9. ΄Εσvτω (Xt)t≥0 μια piροοδευτικά μετρήσvιμη σvτοχασvτι-
κή διαδικασvία. Τότε αυτή θα είναι piροσvαρμοσvμένη σvτη διύλισvη (Ft)
Αpiόδειξη
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Χρησvιμοpiοιώντας μια ιδιότητα των μετρήσvιμων σvυναρτήσvεων αpiό την
θεωρία μέτρου, piου αναφέρει ότι, αν μια
f : (Ω1,F1)× (Ω2,F2) −→ R
είναι F1 × F2 -μετρήσvιμη ,τότε η fa(ω) = f(a, ω) ∀ω ∈ Ω2 είναι Fa
-μετρήσvιμη, η αpiόδειξη είναι άμεσvη.
3.2. Χρόνοι διακοpiής
Σε αυτό το σvημείο θα μελετήσvουμε τις ιδιότητες των χρόνων διακοpiής
για σvτοχασvτικές διαδικασvίες σvυνεχούς χρόνου.
Ορισμος 3.2.1. ΄Εσvτω (Ω,F , P ) ένας χώρος piιθανότητας και (Ft)t≥0
μια διύλισvη. Μια τυχαία μεταβλητή τ : Ω −→ [0,∞] λέγεται τυχαίος
χρόνος. Εpiιpiλέον αν
{τ ≤ t} ∈ Ft ∀t ≥ 0
λέγεται χρόνος διακοpiής.
Παρατηρηση 3.2.2. Αν τ(ω) = t∀ω ∈ Ω όpiου t > 0, ο τ είναι χρόνος
διακοpiής.
Σε όλες τις piαρακάτω piροτάσvεις θα θεωρούμε ότι ο χώρος piιθανότη-
τας (Ω,F , P ) και η διύλισvη (Ft)t≥0 ικανοpiοιούν τις σvυνήθεις υpiοθέσvεις,
αν και δεν είναι αpiαραίτητο piάντα.
Προταση 3.2.3. ΄Εσvτω τ χρόνος διακοpiής, τότε τα ενδεχόμενα
{τ < t} {τ = t} {τ ≥ t} {τ > t}
ανήκουν σvτην Ft.
Αpiόδειξη. Αφού τ χρόνος διακοpiής, έχουμε
{τ ≤ t− 1
n
} ∈ Ft∀n ∈ N
άρα
{τ < t} =
∞⋃
n=1
{τ ≤ t− 1
n
} ∈ Ft
Για τα υpiόλοιpiα
{τ = t} = {τ ≤ t}\{τ < t} ∈ Ft
{τ ≥ t} = {τ < t}c ∈ Ft
{τ > t} = {τ ≤ t}c ∈ Ft

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Προταση 3.2.4. Ο τ είναι χρόνος διακοpiής αν και μονο αν
{τ < t} ∈ Ft ∀t ≥ 0
Αpiόδειξη. Το ευθύ το δείξαμε σvτην piροηγούμενη piρότασvη, για το
αντίσvτροφο αρκεί να piαρατηρήσvουμε ότι
{τ < t} =
⋂
>0
{τ < t+ } ∈
⋂
>0
Ft+
΄Ομως η διύλισvη είναι δεξιά σvυνεχής, οpiότε⋂
>0
Ft+ = Ft
και αpiοδείκτηκε το ζητούμενο. 
Προταση 3.2.5. ΄Εσvτω τ ,s χρόνοι διακοpiής ,τότε οι
τ ∧ s, τ ∨ s,
είναι χρόνοι διακοpiής.
Αpiόδειξη. Αρκεί να piαρατηρήσvουμε οτι
{τ ∧ s ≤ t} = {τ ≤ t} ∪ {s ≤ t}
{τ ∨ s ≤ t} = {τ ≤ t} ∩ {s ≤ t}

Προταση 3.2.6. ΄Εσvτω (τn)n∈N ακολουθία χρόνων διακοpiής, τότε οι
τυχαίοι χρόνοι
sup
n
τn, inf
n
τn, lim inf
n→∞
τn, lim sup
n→∞
τn
είναι χρόνοι διακοpiής.
Αpiόδειξη. Αν δείξουμε τα δύο piρώτα, τα άλλα δύο piροκύpiτουν άμε-
σvα. ΄Εσvτω t > 0 τότε
{sup
n
τn ≤ t} =
∞⋂
n=1
{τn ≤ t} ∈ Ft
αφού {τn ≤ t} ∈ Ft. Αντισvτοίχα
{inf
n
τn < t} = {inf
n
τn ≥ t}c =
(
∞⋂
n=1
{τn ≥ t})c =
∞⋃
n=1
{τn < t} ∈ Ft
΄Αρα supn τn, infn τn χρόνοι διακοpiής. 
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Ας θεωρήσvουμε τώρα μια σvτοχασvτική διαδικασvία (Xt)t≥0 και B ένα
υpiοσvύνολο του Rn, θα δούμε κάτω αpiό piοιές piροϋpiοθέσvεις οι σvυναρτή-
σvεις
τB(ω) := inf{t ≥ 0 : Xt(ω) ∈ B}, TB(ω) := inf{t ≥ 0 : Xt(ω) /∈ B}
είναι χρόνοι διακοpiής. Η σvυνάρτησvη τB εκφράζει την piρώτη σvτιγμή piου
η (Xt)t≥0 εισvέρχεται σvτο σvύνολο B, ενώ η TB την piρώτη σvτιγμή piου
εξέρχεται η (Xt)t≥0 αpiό το σvύνολο B. ΄Ετσvι ονομάζονται χρόνος piρώτης
εισvόδου και piρώτης εξόδου αντίσvτοιχα.
Παρατηρηση 3.2.7. Στους ορισvμούς των τB και TB κάνουμε την piα-
ραδοχή ότι inf ∅ =∞.
Θεωρημα 3.2.8. ΄Εσvτω (Xt)t≥0 μια σvτοχασvτική διαδικασvία δεξιά σvυ-
νεχής και Ft−piροσvαρμοσvμένη. Αν A ανοικτό υpiοσvύνολο του Rn, τότε η
σvυνάρτησvη τA είναι χρόνος διακοpiής.
Αpiόδειξη. ΄Εσvτω t > 0 ,τότε piαρατηρούμε ότι
{τA < t} =
⋃
a∈[0,t)
{Xt ∈ A}
Χρησvιμοpiοιώντας την δεξιά σvυνέχεια της σvτοχασvτικής διαδικασvίας θα
δείξουμε ότι ⋃
a∈[0,t)
{Xa ∈ A} =
⋃
q∈Q∩[0,t)
{Xq ∈ A}
Το δεξιό μέρος της piροηγούμενης ισvότητας είναι αριθμήσvιμη ένωσvη σvτοι-
χείων της Ft, οpiότε
{τA < t} ∈ Ft
και έτσvι ο τA είναι χρόνος διακοpiής. Ας δείξουμε τώρα την ισvότητα των
σvυνόλων. ΄Εσvτω ω ∈ ⋃
a∈[0,t)
{Xa ∈ A} ⇐⇒ ∃a ∈ [0, t) µεXa(ω) ∈ A.
΄Εσvτω ακόμη μια ακολουθία ρητών (qn)n∈N ⊆ [0, t), τέτοια ώσvτε
lim
n→∞
qn = a και qn > a∀n ∈ N
Λόγω της δεξιάς σvυνέχειας της σvτοχασvτικής διαδικασvίας έχουμε
lim
n→∞
Xqn(ω) = Xa
και εpiειδή A ανοικτό, ∃n0 ∈ N τέτοιο ώσvτε
Xqn(ω) ∈ A ∀n ≥ n0
Οpiότε
ω ∈
⋃
q∈Q∩[0,t)
{Xq ∈ A}
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Εpiομένως ⋃
a∈[0,t)
{Xa ∈ A} ⊆
⋃
q∈Q∩[0,t)
{Xq ∈ A}
Εpiίσvης είναι piροφανές ότι⋃
a∈[0,t)
{Xa ∈ A} ⊇
⋃
q∈Q∩[0,t)
{Xq ∈ A}
και έτσvι ολοκληρώθηκε η αpiόδειξη. 
Παρατηρηση 3.2.9. Το θεώρημα ισvχύει γενικά για ένα Borel σvύνολο
αλλά η αpiόδειξη είναι αρκετά αpiαιτητική.
Πορισμα 3.2.10. ΄Εσvτω (Xt)t≥0 μια σvτοχασvτική διαδικασvία δεξιά σvυ-
νεχής και Ft−piροσvαρμοσvμένη. Αν K κλεισvτό υpiοσvύνολο του Rn, ορί-
ζουμε
TK := inf{t ≥ 0 : Xt /∈ K}
τότε ο TK είναι χρόνος διακοpiής.
Αpiόδειξη. Αν piαρατηρήσvουμε το εξής
TK := inf{t ≥ 0 : Xt /∈ K} = inf{t ≥ 0 : Xt ∈ Kc}
Εpiειδή Kc ανοιχτό σvύνολο αpiο το piροηγούμενο θεώρημα, ο TK είναι
χρόνος διακοpiής. 
Θεωρημα 3.2.11. ΄Εσvτω (Xt)t≥0 μια σvτοχασvτική διαδικασvία σvυνεχής
και Ft−piροσvαρμοσvμένη. Αν H κλεισvτό υpiοσvύνολο του Rn, ορίζουμε
τH := inf{t ≥ 0 : Xt ∈ H}
τότε ο τH είναι χρόνος διακοpiής.
Αpiόδειξη. Ορίζουμε
Hn := {x ∈ Rn : dist(x,H) < 1
n
}
΄Εpiειδή η σvυνάρτησvη Rn 3 x −→ dist(x,H) ∈ R είναι σvυνεχής, το
Hn είναι ανοικτό σvύνολο ∀n. ΄Εσvτω t > 0, τότε ισvχύει η εξής ισvότητα
σvυνόλων
{τH ≤ t} = {Xt ∈ H} ∪ (
∞⋂
n=1
⋃
s∈Q∩[0,t]
{Xs ∈ Hn}) =: D
Το δεξιό μέλος της ισvότητας είναι σvτοιχείο της Ft, εpiειδή η σvτοχασvτική
διαδικασvία είναι Ft−piροσvαρμοσvμένη, οpiότε ο τH είναι χρόνος διακοpiής.
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Ας δείξουμε την ισvότητα, έσvτω ω τέτοιο ώσvτε τH(ω) ≤ t τότε ω ∈ D.
Αν όχι
∃n0 ∈ N ∀q ∈ Q ∩ [0, t] dist(Xq, H) ≥ 1
n0
΄Ομως λόγω σvυνέχειας, η σvχέσvη αυτή ισvχύει σvε όλο το [0, t]. Δηλαδή
dist(Xs, H) ≥ 1
n0
∀s ∈ [0, t]
οpiότε τH(ω) > t. ΄Ατοpiο. ΄Ετσvι {τH ≤ t} ⊆ D. ΄Εσvτω τώρα ω ∈ D
ισvοδύναμα ∀n ∈ N υpiάρχει ακολουθία ρητών (qn)n∈N με qn < t∀n, τέτοια
ώσvτε
dist(Xqn(ω), H) <
1
n
∀n ∈ N
Η (qn)n∈N είναι φραγμένη εpiομένως έχει υpiοακολουθία (qkn)n∈N piου σvυγ-
κλίνει σvε κάpiοιο t0 με t0 ≤ t. ΄Ετσvι λόγω σvυνέχειας θα έχουμε
dist(Xt0 , H) = 0
και εpiείδη τοH είναι κλεισvτό, η τελευταία ισvότητα έpiεται ότιXt0(ω) ∈ H.
΄Αρα τ(ω) ≤ t0 ≤ t και έτσvι αpiοδείχτηκε ότι D ⊆ {τH ≤ t}. 
Πορισμα 3.2.12. ΄Εσvτω (Xt)t≥0 μια σvτοχασvτική διαδικασvία σvυνεχής
και Ft−piροσvαρμοσvμένη. Αν A ανοικτό υpiοσvύνολο του Rn, ορίζουμε
TA := inf{t ≥ 0 : Xt /∈ A}
τότε ο TA είναι χρόνος διακοpiής.
Αpiόδειξη. ΄Οpiως και σvτο Πόρισvμα 3.2.10 αρκεί να piαρατηρήσvουμε
ότι
TA := inf{t ≥ 0 : Xt /∈ A} = inf{t ≥ 0 : Xt ∈ Ac}
και αφού Ac κλεισvτό σvύνολο αpiό το θεώρημα 3.2.11 ο TA είναι χρόνος
διακοpiής. 
Μια χρήσvιμη οικογένεια σvυνόλων είναι αυτή piου piεριέχει όλα τα εν-
δεχόμενα piου σvυμβαίνουν μέχρι και ένα χρόνο διακοpiής.
Ορισμος 3.2.13. ΄Εσvτω τ ένας χρόνος διακοpiής ως piρος την διύλισvη
(Ft)t≥0. Ορίζουμε
Fτ := {A ∈ F : A ∩ {τ ≤ t} ∈ Ft ∀t ≥ 0}
Η Fτ είναι η σv-άλγεβρα piου piεριέχει όλα τα ενδεχόμενα piου έχουν σvυμβεί
μέχρι και τον χρόνο διακοpiής τ .
Μια piρώτη και piροφανής ιδιότητα της Fτ , είναι οτι αν ο χρόνος διακο-
piής είναι ντετερμινισvτικός, δηλαδή αν υpiάρχει t τέτοιο ώσvτε τ(ω) = t ∀ω
τότε
Fτ = Ft
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Λημμα 3.2.14. ΄Εσvτω τ1,τ2 χρόνοι διακοpiής με τ1 ≤ τ2 . Τότε Fτ1 ⊆
Fτ2 .
Αpiόδειξη. ΄Εσvτω A ∈ Fτ1 τότε
A ∩ {τ1 ≤ t} ∈ Ft ∀t ≥ 0
Εpiειδή τ1 ≤ τ2 ισvχύει
{τ2 ≤ t} ⊆ {τ2 ≤ t} ∈ Ft
΄Ετσvι
A ∩ {τ2 ≤ t} = A ∩ {τ1 ≤ t} ∩ {τ2 ≤ t} ∈ Ft
άρα A ∈ Fτ2 . 
Λημμα 3.2.15. ΄Εσvτω τ1,τ2 χρόνοι διακοpiής, τότε για όλα τα A ∈ Fτ1
έχουμε A ∩ {τ1 ≤ τ2} ∈ Fτ2 .
Αpiόδειξη. Είναι εύκολο να δούμε ότι αφού τ1 χρόνος διακοpiής, η
τ1 ∧ t είναι Ft-μετρήσvιμη. ΄Εσvτω A ∈ Fτ1 , αν piαρατηρήσvουμε ότι
A ∩ {τ1 ≤ τ2} ∩ {τ2 ≤ t} = [A ∩ {τ1 ≤ t}] ∩ {τ2 ≤ t} ∩ {τ1 ∧ t ≤ τ2 ∧ t}
το δεύτερο μέρος της ισvότητας είναι σvτοιχείο της Ft και η αpiόδειξη ολο-
κληρώθηκε. 
Λημμα 3.2.16. ΄Εσvτω τ1,τ2 χρόνοι διακοpiής. Τότε Fτ1∧τ2 = Fτ1∩Fτ2 ,
και κάθε ένα αpiό τα ενδεχόμενα
{τ1 < τ2}, {τ2 < τ2}, {τ1 ≤ τ2}, {τ2 ≤ τ1}, {τ2 = τ1}
ανήκουν σvτην Fτ1 ∩ Fτ2
Αpiόδειξη. Πρώτα θα δείξουμε ότι Fτ1∧τ2 = Fτ1 ∩ Fτ2 . Εpiειδή
τ1∧τ2 ≤ τ1 και τ1∧τ2 ≤ τ2 χρησvιμοpiοιώντας το Λήμμα 3.2.14, piροκύpiτει
ότι
Fτ1∧τ2 ⊆ Fτ1
και
Fτ1∧τ2 ⊆ Fτ2
οpiότε Fτ1∧τ2 ⊆ Fτ1 ∩ Fτ2 .
΄Εσvτω A ∈ Fτ1 ∩ Fτ2 , piαρατηρούμε ότι
A ∩ {τ1 ∧ τ2 ≤ t} = A ∩ ({τ1 ≤ t} ∪ {τ2 ≤ t})
= (A ∩ {τ1 ≤ t}) ∪ (A ∩ {τ2 ≤ t} ∈ Ft
άρα A ∈ Fτ1∧τ2 . Δηλαδή
Fτ1 ∩ Fτ2 ⊆ Fτ1∧τ2
Για το δευτερό κομμάτι, αpiό Λήμμα 3.2.15 piροκύpiτει ότι {τ1 ≤ τ2} ∈
Fτ2 , οpiότε και {τ1 > τ2} ∈ Fτ2 . Θέτουμε τ = τ1 ∧ τ2. Πάλι αpiό το
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Λήμμα 3.2.15 piροκύpiτει ότι {τ > τ1} ∈ Fτ , όμως {τ1 > τ} = {τ1 > τ2}.
΄Αρα {τ1 > τ2}, {τ1 ≤ τ2} ∈ Fτ1∧τ2 . ΄Ομοια μpiορούμε να δείξουμε ότι
{τ2 > τ1}, {τ2 ≤ τ1} ∈ Fτ1∧τ2 . Τέλος εpiειδή
{τ1 = τ2} = {τ1 ≤ τ2} ∩ {τ2 ≤ τ1}
το σvύνολο {τ1 = τ2} θα ανήκει και αυτό σvτην Fτ1∧τ2 . 
Λημμα 3.2.17. ΄Εσvτω (τn)n∈N ακολουθία χρόνων διακοpiής. Θέτουμε
τ = infn τnτότε
Fτ =
∞⋂
n=1
Fτn
Αpiόδειξη. Εpiείδη τ ≤ τn ∀n έpiεται ότι Fτ ⊆ Fτnκαι έτσvι Fτ ⊆∞⋂
n=1
Fτn . ΄Εσvτω A ∈
∞⋂
n=1
Fτn
⇔ A ∈ Fτn∀n
⇔ A ∩ {τn ≤ t} ∈ Ft∀n⇒ A ∩ (
∞⋂
n=1
{τn ≤ t}) ∈ Ft
΄Ομως
{τ ≤ t} =
∞⋂
n=1
{τn ≤ t}
οpiότε A ∈ Fτ . 
Προταση 3.2.18. ΄Εσvτω (Xt)t≥0 μια σvτοχασvτική διαδικασvία piροοδευ-
τικά μετρήσvιμη και τ ένας χρόνος διακοpiής. Τότε
1. η σvταματημένη (ή διακοpiτόμενη ) διαδικασvία (Xτ∧t)t≥0(σvυμβολισvμός
(Xτt )t≥0) είναι piροοδευτικά μετρήσvιμη.
2. η τυχαία μεταβλητή Xτ είναι Fτ -μετρήσvιμη.
Αpiόδειξη
Για το 1. αρκεί να δείξουμε ότι η
Xτ : [0, t]×Ft −→ Rn
έιναι B[0,t] ⊗Ft-μετρήσvιμη. Ορίζουμε μια σvυνάρτησvη φ ως εξής
φ(s, ω) := (s ∧ τ(ω), ω)∀(s, ω) ∈ [0, t]× Ω
Η φ είναι B[0,t] ⊗Ft-μετρήσvιμη και αν piαρατηρήσvουμε ότι
Xτs (ω) = Xs∧τ (ω) = X(s ∧ τ(ω), ω) = X ◦ φ(s, ω)∀(s, ω) ∈ [0, t]× Ω
σvυμpiεραίνουμε ότι ηXτ : [0, t]×Ft −→ Rn θα είναι B[0,t]⊗Ft-μετρήσvιμη,
ως σvύνθεσvη B[0,t] ⊗Ft-μετρήσvιμων αpiεικονίσvεων.
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Για το 2. αρκεί να δείξουμε ότι για κάθε B ∈ BRn ισvχύει ότι {Xτ ∈
B} ∈ Fτ , δηλαδή ότι
{Xτ ∈ B} ∩ {τ ≤ t} ∈ Ft∀t ≥ 0
΄Ομως έχουμε
{Xτ ∈ B} ∩ {τ ≤ t} = {Xτ∧t ∈ B} ∩ {τ ≤ t} ∈ Ft
αφού η (Xτ∧t)t≥0 είναι piροοδευτικά μετρήσvιμη, οpiότε είναι και Ft-piροσvαρμοσvμένη.
Οpiώς θα δούμε σvτην piαρακάτω piρότασvη, έναν χρόνο διακοpiής μpiο-
ρούμε να τον piροσvεγγίσvουμε με μια ακολουθία διακριτών χρόνων δια-
κοpiής. Αύτη η ιδιότητα θα μας φανεί χρήσvιμη για την εpiέκτασvη του
θεωρήματος εpiιλεκτικής διακοpiής, σvε martingale σvυνεχούς χρόνου.
Προταση 3.2.19. ΄Εσvτω τ ένας χρόνος διακοpiής. Τότε υpiάρχει μια
φθίνουσvα ακουλουθία διακριτών χρόνων διακοpiής τέτοια ώσvτε
lim
n→∞
τn = τ
σvχεδόν βεβαίως σvτο Ω.
Αpiόδειξη. Θεωρούμε την εξής ακολουθία διακριτών τυχαίων χρόνων
τn(ω) :=
{
τ(ω) ω ∈ {τ(ω) =∞
k
2n
{ω : k−1
2n
≤ τ(ω) < k
2n
για n, k ≥ 1. Η μονοτονία είναι piροφανής. Ο τn είναι χρόνος διακοpiής.
Πράγματι, έσvτω t > 0 , για τn ≤ t βρίσvκουμε το μεγαλύτερο φυσvικό kt,
για τον οpiοίο kt
2n
≤ t. Εpiειδή σvτο σvύνολο {τn ≤ t} ο τn piαίρνει τις τιμές
( k
2n
)ktk=1, ισvχύει ότι
{τn ≤ t} =
kt⋃
k=1
{τn = k
2n
}
=
kt⋃
k=1
{ω : k − 1
2n
≤ τ(ω) < k
2n
}
το τελευταίο ανήκει σvτην F kt
2n
⊆ Ft.
Για ω /∈ {τ =∞} υpiάρχει αύξουσvα ακολουθία φυσvικών (kn)n τέτοια
ώσvτε τn(ω) = kn2n και
kn−1
2n
≤ τ(ω) < kn
2n
. Τότε
lim
n→∞
kn − 1
2n
≤ τ(ω) ≤ lim
n→∞
kn
2n
και έτσvι
lim
n→∞
kn
2n
= τ(ω)
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Στην piερίpiτωσvη piου τ(ω) =∞ η σvύγκλισvη είναι piροφανής. ΄Ετσvι
lim
n→∞
τn = τ

3.3. Martingale συνεχούς χρόνου
Σε αυτήν την piαράγραφο και σvτην εpiόμενη θα δούμε μερικές αpiό τις
βασvικές ιδιότητες των martingales σvυνεχούς χρόνου. Οι piερισvσvότερες
ιδιότητες, είναι αpiλές εpiεκτάσvεις της piερίpiτωσvης του διακριτού χρόνου.
Θα θεωρούμε piάλι, ότι βρισvκόμασvτε σvε ένα χώρο piιθανότητας (Ω,F , P )
με μια διύλισvη (Ft)t≥0 , όpiου ικανοpiοιεί τις σvυνήθεις υpiοθέσvεις.
Ορισμος 3.3.1. Μια σvτοχασvτική διαδικασvία (Xt)t≥0 λέγεταιmartingale,
αν ικανοpiοιεί τις εξής υpiοθέσvεις:
1. E(| Xt |) <∞∀t ≥ 0
2. είναι Ft-piροσvαρμοσvμένη
3. E(Xt | Fs) = Xt για κάθε t, s με s < t
Θα λέγεται submartingale αν σvτο 3. αντικατασvτήσvουμε την ισvότητα
με ≥ και supermartingale αν την αντικατασvτήσvουμε με ≤.
Το piοιό σvυνηθισvμένο piαράδειγμα martingale σvυνεχούς χρόνου, είναι
η μονοδιάσvτατη κίνησvη Brown, την οpiοία μpiορούμε να την θεωρήσvουμε,
σvαν την εpiέκτασvη του σvυμμετρικού τυχαίου piεριpiάτου, σvε σvυνεχή χρόνο.
Ορισμος 3.3.2. Μια σvτοχασvτική διαδικασvία (Bt)t≥0 με τιμές σvτο R,
λέγεται (μονοδιάσvτατη) κίνησvη Brown αν ικονοpiοιεί τα εξής:
1. B0 = 0
2. είναι Ft-piροσvαρμοσvμένη
3. έχει σvυνεχείς τροχιές
4. για κάθε s, t με 0 ≤ s ≤ t η τυχαία μεταβλητή Bt − Bs είναι
ανεξάρτητη της σv-αλγεβράς Fs
5. για κάθε s, t με 0 ≤ s ≤ t η τυχαία μεταβλητή Bt −Bs ακολουθεί
κανονική κατανομή N(0, t− s).
Ας δείξουμε ότι η κίνησvη Brown είναι martingale. ΄Εσvτω t > s
εpiειδή η Bt −Bs είναι ανεξάρτητη της Fs έχουμε
E(Bt −Bs | Fs) = E(Bt −Bs) = 0
Οpiότε
E(Bt | Fs) = Bs
Παραδειγμα 3.3.3. ΘέτουμεXt = B2t−t∀t , το (Xt)t≥0 είναιmartingale.
Πράγματι για s < t η Bt−Bs είναι ανεξάρτητη της Fs, εpiομένως θα είναι
και η (Bt −Bs)2. Οpiότε
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E[(Bt −Bs)2 | Fs] = E(Bt −Bs)2 = t− s
E[(Bt −Bs)2 | Fs] = E(B2t | Fs) + E(B2s | Fs)− 2BsE(Bt | Fs) =
E(B2t | Fs) +B2s − 2BsBs = E(B2t | Fs)−B2s
Οpiότε αpiό την piρώτη και την τελευταία ισvότητα piροκύpiτει ότι
E(B2t | Fs)−B2s = t− s
E(B2t − t | Fs) = B2s − s
Παραδειγμα 3.3.4. ΄Εσvτω X μια ολοκληρώσvιμη τυχαιά μεταβλητή.
Οpiώς και σvε διακριτό χρόνο, χρησvιμοpiοιώντας την διύλισvη (Ft)t≥0 μpiο-
ρούμε να ορίσvουμε ένα martingale ως εξής:
Mt := E(X | Ft) ∀t ≥ 0
Η αpiόδειξη είναι η ίδια με την διακριτή piερίpiτωσvη.
Παραδειγμα 3.3.5. ΄Εσvτω a > 0, η σvτοχασvτική διαδικασvία piου ορί-
ζεται άpiο την σvχέσvη
Mt = e
aBt−a2 t2 , ∀t ≥ 0
ονομάζεται εκθετικό martingale. Σε εpiόμενο κεφάλαιο χρησvιμοpiοιών-
τας την formula του Ito, θα δείξουμε με ένα piολύ εύκολο τρόpiο ότι
είναι martingale.
Θεωρημα 3.3.6. (Ανισvότητα submartngale τουDoob) ΄Εσvτω (Mt)t≥0
ένα δεξιά σvυνεχές martingale και p > 1. Τότε για κάθε T > 0 ισvχύει
ότι
E[ sup
t∈[0,T ]
|Mt |p] ≤ qpE[|MT |p]
όpiου q = p
p−1 .
Αpiόδειξη. ΄Εσvτω (tn)n∈N μία αρίθμησvη των ρητών του [0, T ]. Θέ-
τουμε εpiίσvης Sn = {t0, t1, t2, . . . , tn, T}, piροφανώς⋃
n
Sn = [0, T ] ∩Q ∪ {T}
Ακόμη ορίζουμε
fn(ω) := max{|Mt1(ω) |, |Mt2(ω) |, . . . , |Mtn(ω) |, |MT (ω) |}
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Εύκολα μpiορούμε να δείξουμε ότι το (fn)n∈N είναι submartingale, οpiό-
τε αpiό την διακριτή εκδοχή της ανισvότητας submartιngale του Doob,
έχουμε
E(fpn) ≤ qpE(|MT |p)
Εpiειδή (fn)n∈N αύξουσvα αpiό το θεώρημα μονότονης σvύγκλισvης έχουμε
lim
n→∞
E(fpn) = E( lim
n→∞
fpn) ≤ qpE(|MT |p)
Ακόμη λόγω μονοτονίας της (fpn)n∈N έχουμε
E( lim
n→∞
fpn) = E(sup
n
fpn) = E( sup
t∈Q∩[0,T ]
|Mt |p)
Η αpiόδειξη έχει ολοκληρωθεί, αρκεί να piαρατηρήσvουμε ότι λόγω της
δεξιάς σvυνέχειας και της piυκνότητας των ρητών σvτο R, ισvχύει ότι
sup
t∈Q∩[0,T ]
|Mt |p= sup
t∈[0,T ]
|Mt |p

Σε αυτό το σvημείο θα ορίσvουμε τους χώρους martingale M2 και
M2c . ΄Ενα martingale (Mt)t≥0 ανήκει σvτο γραμμικό χώροM2, αν είναι
δεξιά σvυνεχής , M0 = 0 και
E(M2t ) <∞∀t ≥ 0
Ενώ το μόνο piου αλλάζει για να ανήκει σvτονM2c είναι να είναι σvυνεχής.
Παρατηρηση 3.3.7. Ισvχύει ότιM2c ⊆M2.
Παρατηρηση 3.3.8. Κάθεmartingale μpiορεί να κανονικοpiοιηθεί έτσvι
ώσvτε, M0 = 0. Πράγματι αν (Xt)t≥0 martingale, τότε θέτουμε Mt =
Xt −X0. Το (Mt)t≥0 είναι martingale με M0 = 0
ΣτονM2 θα χρησvιμοpiοιούμε και την ημινόρμα
‖M ‖T :=
√
E( sup
0≤s≤T
|Ms |2)
για M ∈ M2 . Χρησvιμοpiοιώντας την submartingale ανισvότητα του
Doob piροκύpiτει ότι
‖MT ‖2≤‖M ‖T≤ 2 ‖MT ‖2 (=
√
E[M2T ])
΄Αρα οι ημινόρμες ‖ . ‖T , ‖ . ‖2 είναι ισvοδύναμες.
Λημμα 3.3.9. Ο χώρος (M2, ‖ . ‖T ) είναι piλήρης. Δηλαδή για κάθε
ακολουθία Cauchy M (n) τουM2, υpiάρχει M ∈M2 τέτοιο ώσvτε
lim
n→∞
‖M (n) −M ‖T
Ακόμη οM2c είναι κλεισvτός υpiόχωρος τουM2.
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Θεωρημα 3.3.10. ΄Εσvτω (Mt)t≥0 ένα supermartingale. Τότε αυτό
έχει μια δεξιά σvυνεχή εκδοχή, με piεpiερασvμένα αρισvτερά όρια αν και μόνο
αν η σvυνάρτησvη
t −→ E(Mt)
είναι δεξιά σvυνεχής.
Παρατηρηση 3.3.11. Για ένα martingale (Mt)t≥0 ισvχύει ότι
E(Mt) = E(M0)∀t ≥ 0
οpiότε αpiό το θεώρημα 3.3.10, θα έχει μια δεξιά σvυνεχή εκδοχή. Για ένα
martingale θα χρησvιμοpiοιούμε piάντα την δεξιά σvυνεχή εκδοχή του.
3.4. Ιδιότητες martingale συνεχούς χρόνου
Θεωρημα 3.4.1. ΄Εσvτω (Mt)t≥0 ένα δεξιά σvυνεχές martingale και
τ1,τ2 χρόνοι διακοpiής έτσvι ώσvτε τ1 ≤ τ2 ≤ T όpiου T > 0. Τότε
E(Mτ2 | Fτ1) = Mτ1
Αpiόδειξη. Αpiό την piρότασvη 3.2.19 υpiάρχουν ακολουθίες διακριτών
χρόνων διακοpiής (τ1,n)n, (τ2,n)n, τέτοιες ώσvτε
lim
n→∞
τi,n = τi i = 1, 2
Οpiότε λόγω δεξία σvυνέχειας
lim
n→∞
Mτi,n = Mτi i = 1, 2
Αpiό piρότασvη 2.2.5 (δηλαδή την διακριτή εκδοχή του θεωρήματος) εpiειδή
T ≥ τi,n ισvχύει ότι
E(MT | Fτi,n) = Mτi,n
και άρα
lim
n→∞
E(MT | Fτi,n) = Mτi σv.β
Το {E(MT | Fτi,n)}n∈N για i = 1, 2 είναι ομοιόμορφα ολοκληρώσvιμο
backward martingale, οpiότε αpiό Θεώρημα 2.5.13 έχουμε ότι
lim
n→∞
Mτi,n = E(MT |
∞⋂
n=1
Fτi,n)
σv.β και με την L1 έννοια. ΄Ομως αpiό Λήμμα 3.2.17 έχουμε ότι
Fτi =
∞⋂
n=1
Fτi,n
άρα
E(MT | Fτi) = Mτi
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Για να ολοκληρώσvουμε την αpiόδειξη εργαζόμασvτε ως εξής
E(Mτ2 | Fτ1) = E[E(MT | Fτ2) | Fτ1 ]
= E(MT | Fτ1)
= Mτ1

Πορισμα 3.4.2. ΄Εσvτω (Mt)t≥0 ένα δεξιά σvυνεχές martingale και τ
φραγμένος χρόνος διακοpiής. Τότε
E(Mτ ) = E(M0)
Αpiόδειξη. Εpiειδή τ φραγμένος υpiάρχει K > 0 τέτοιο ώσvτε τ ≤ K,
οpiότε αpiό το θεώρημα 3.4.1 έχουμε ότι
E(MK | Fτ ) = Mτ
Παίρνοντας μέσvες τιμές piροκύpiτει ότι
E(MK) = E(Mτ )

Παρατηρηση 3.4.3. Στο θεώρημα 3.4.1 και σvτο piόρισvμα 3.4.2, αν-
τί να υpiοθέσvουμε ότι οι χρόνοι διακοpiής είναι φραγμένοι, μpiορούμε να
υpiοθέσvουμε ότι υpiάρχει τελευταίο σvτοιχείο.
Λημμα 3.4.4. ΄Εσvτω τ1,τ2 χρόνοι διακοpiής και Z τυχαία μεταβλητή.
Τότε έχουμε
E(Z | Fτ1) = E(Z | Fτ1∧τ2) σvτο {τ1 ≤ τ2}
Αpiόδειξη. Για οpiοιοδήpiοτε A ∈ Fτ1 αpiό το Λήμμα 3.2.15 ισvχύει ότι
A ∩ {τ1 ≤ τ2} ∈ Fτ2
και αpiό Λήμμα 3.2.16
A ∩ {τ1 ≤ τ2} ∈ Fτ1
οpiότε
A ∩ {τ1 ≤ τ2} ∈ Fτ1∧τ2
Συνεpiώςˆ
A
I{τ1≤τ2}E(Z | Fτ1∧τ2)dP =
ˆ
A∩{τ1≤τ2}
ZdP =
ˆ
A∩{τ1≤τ2}
E(Z | Fτ1)dP
=
ˆ
A
I{τ1≤τ2}E(Z | Fτ1)dP
και το ζητούμενο αpiοδείκτηκε. 
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Θεωρημα 3.4.5. ΄Εσvτω (Mt)t≥0 ένα δεξιά σvυνεχές martingale και
τ ένας φραγμένος χρόνος διακοpiής. Τότε η σvταματημένη διαδικασvία
(Mt∧τ )t≥0, είναι ένα δεξιά σvυνεχές martingale και
Mt∧τ = E(Mτ | Ft)
Αpiόδειξη. Εpiειδή ισvχύει ότι t∧ τ ≤ τ αpiό Θεώρημα 3.4.1 ισvχύει ότι
Mt∧τ = E(Mτ | Ft∧τ )
΄Εχουμε
E(Mτ | Ft∧τ ) = E(I{τ≤t}Mτ | Ft∧τ ) + E(I{τ>t}Mτ | Ft∧τ ) =
E(E(I{τ≤t}Mτ | Ft∧τ ) | Ft) + E(I{τ>t}Mτ | Ft∧τ )
΄Εpiειδη ισvχύει ότι {τ ≤ t}, {τ > t} ∈ Ft∧τ , οι δείκτριες I{τ≤t},I{τ>t} είναι
Ft∧τ -μετρήσvιμες, οpiότε η piροηγούμενη σvχέσvη γίνεται
E(I{τ≤t}E(Mτ | Ft∧τ ) | Ft) + I{τ>t}E(Mτ | Ft∧τ )
= E(I{τ≤t}E(Mτ | Fτ ) | Ft) + I{τ>t}E(Mτ | Ft) (αpiό Λήμμα 3.4.4)
= E(E(I{τ≤t}Mτ | Ft∧τ ) | Ft) + E(I{τ>t}Mτ | Ft∧τ )
= E(I{τ≤t}Mτ | Ft) + E(I{τ>t}Mτ | Ft)
= E(Mτ | Ft)
΄Αρα Mt∧τ = E(Mτ | Ft) και αpiό το Παράδειγμα 3.3.4, είναι martingale.

Πορισμα 3.4.6. ΄Εσvτω (Mt)t≥0 ένα δεξιά σvυνεχές martingale και τ
ένας χρόνος διακοpiής. Τότε η σvταματημένη διαδικασvία (Mt∧τ )t≥0 είναι
ένα δεξιά σvυνεχές martingale.
Αpiόδειξη. ΄Εσvτω s < t , εpiειδή ο t ∧ τ είναι φραγμένος χρόνος δια-
κοpiής άpiο το piροηγούμενό θεώρημα το (Ms∧(t∧τ))s≥0 είναι martingale.
Οpiότε
E(Mt∧τ | Fs) = E(Mt∧(t∧τ) | Fs) = Ms∧(t∧τ) = Ms∧τ
και το ζητούμενο αpiοδείκτηκε. 
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Θα μελετήσvουμε piαρακάτω το θεώρημα σvύγκλισvης του Doob για
submartingale. ΄Οpiως και σvτο κεφάλαιο 2 θα χρειασvτούμε την ανισvό-
τητα των άνω piερασvμάτων του Doob. Ας δούμε piως ορίζονται τα άνω
piεράσvματα για σvτοχασvτικές διαδικασvίες σvυνεχούς χρόνου. ΄Εσvτω (Xt)t≥0
μια σvτοχασvτική διαδικασvία, [a, b] ένα διάσvτημα των piραγματικών αριθμών
και F ένα piεpiερασvμένο υpiοσvύνολο του [0,∞). Ορίζουμε ως UF (a, b;X),
τον αριθμό των άνω piερασvμάτων της σvτοχασvτικής διαδικασvίας (Xt)t≥0,
piεριορισvμένης σvτο σvύνολο F (δηλ (Xt)t∈F ). Εpiειδή η (Xt)t∈F είναι ου-
σvιασvτικά διαδικασvία διακριτού χρόνου, ο ορισvμός είναι ίδιος με αυτόν του
δευτέρου κεφαλαίου. Στην piερίpiτωσvη piου το F δεν είναι piεpiερασvμένο,
το UF (a, b;X) ορίζεται αpiό την σvχέσvη
UF (a, b;X) := sup{UA(a, b;X) : A ⊆ F , µε A piεpiερασvμένο}
Λημμα 3.4.7. ΄Εσvτω (Xt)t≥0 μια δεξιά σvυνεχής σvτοχασvτική διαδικα-
σvία και I οι ρητοί του διασvτήματος [σ, τ ] ⊆ R. Τότε
U[σ,τ ](a, b;X) = UI(a, b;X)
Αpiόδειξη. Για οικονομία θα χρησvιμοpiοιούμε τον σvυνβολισvμό UI , για
τον αριθμό των άνω piερασvμάτων της (Xt)t∈I . Εpiειδή I ⊆ [σ, τ ] και αpiό
τον ορισvμό του supremum σvυμpiεραίνουμε ότι
UI ≤ U[σ,τ ]
΄Εσvτω τώρα F piεpiερασvμένο υpiοσvύνολο του [σ, τ ], θα δείξουμε ότι για
κάθε ω ∈ Ω, μpiορούμε να βρούμε ένα piεpiερασvμένο υpiοσvύνολο του I
(piου θα το σvυμβολίζουμε με Fω), τέτοιο ώσvτε UF (ω) ≤ UFω(ω). Ας
δούμε piως διαλέγουμε το σvύνολο Fω. Θα χρειασvτούμε τους χρόνους
διακοpiής της piαραγράφου 2.3, δηλαδή
τ1 είναι ο μικρότερος χρόνος piου η (Xt)t∈F piέφτει κάτω αpiό a ,
τ2 είναι ο μικρότερος χρόνος piου η (Xt)t∈F ανεβαίνει piάνω αpiό b και
τ2 ≥ τ1,
τ3 είναι ο μικρότερος χρόνος piου η (Xt)t∈F piέφτει κάτω αpiό a και
τ3 ≥ τ2
Τα υpiόλοιpiα τj ορίζονται αντίσvτοιχα. ΄Εσvτω F piάλι ένα piεpiερασvμένο υ-
piοσvύνολο του [σ, τ ] και ω ∈ Ω. Λόγω δεξιάς σvυνέχειας της σvτοχασvτικής
διαδικασvίας, μpiορούμε να βρούμε έναν ρητό q1 με q1 ≥ τ1(ω), έτσvι ώσvτε
Xq1(ω) κοντά σvτο Xτ1(ω) και κάτω αpiό a. Πάλι λόγω δεξιάς σvυνέχειας
της σvτοχασvτικής διαδικασvίας, μpiορούμε να βρούμε έναν ρητό q2 τέτοιον
ώσvτε, τ2(ω) ≤ q2 < τ3(ω) και Xq2(ω) κοντά σvτο Xτ2(ω) και piάνω αpiό
b. Με αυτήν την διαδικασvία φτιάχνουμε ένα piεpiερασvμένο σvύνολο αpiό
ρητούς Fω για το οpiοίο θα ισvχύει ότι UF (ω) = UFω(ω). ΄Εσvτω F piεpiε-
ρασvμένο υpiοσvύνολο του [σ, τ ], τότε για κάθε ω υpiάρχει Fω piεpiερασvμένο
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υpiοσvύνολο του I, τέτοιο ώσvτε
UF (ω) ≤ UFω(ω) ≤ UI(ω)
οpiότε
UF ≤ UI
Τέλος εpiειδή το F ήταν τυχαίο,
U[σ,τ ] ≤ UI

Λημμα 3.4.8 (Ανισvότητα άνω piερασvμάτων). ΄Εσvτω (Xt)t≥0 ένα δεξιά
σvυνεχές submartingale και [σ, τ ] ⊆ R. Τότε
E[U[σ,τ ](a, b;X)] ≤ E(| Xτ |)+ | a |
b− a
Αpiόδειξη. Συμβολίζουμε με I τους ρητούς του [σ, τ ] και με UI τον
αριθμό των άνω piερασvμάτων της (Xt)t∈I . Λόγω δεξιάς σvυνέχειας της
(Xt)t≥0, ισvχύει ότι UI = U[σ,τ ]. ΄Εσvτω τώρα F piερασvμένο υpiοσvύνολο του
I. Αν σvυμβολίσvουμε με tF το μέγισvτο σvτοιχείο του F , αpiό το Λήμμα
2.3.1 θα έχουμε ότι
E(UF ) ≤ E(| XtF |)+ | a |
b− a
΄Ομως το (| Xt |)t≥0 είναι submartingale, άρα οι τιμές του αυξάνουν κατά
μέσvο οpiότε
E(UF ) ≤ E(| Xτ |)+ | a |
b− a
Αpiό τον ορισvμό του UI , μpiορούμε να βρούμε μια άυξουσvα ακολουθία
(Fn)n, αpiό piεpiερασvμένα υpiοσvύνολα του I, έτσvι ώσvτε UFn −→ UI σvχε-
δόν βεβαίως. Η (UFn)n είναι αύξουσvα, άρα αpiό το θεώρημα μονότονης
σvύγκλισvης έχουμε ότι
lim
n→∞
E(UFn) = E(UI)
Τέλος για να ολοκληρώσvουμε την αpiόδειξη, αρκεί να piαρατηρήσvουμε ότι
E(U[σ,τ ]) = E(UI) = lim
n→∞
E(UFn) ≤
E(| Xτ |)+ | a |
b− a

Θεωρημα 3.4.9. ΄Εσvτω (Xt)t≥0 ένα δεξιά σvυνεχές submartingale για
το οpiοίο ισvχύει suptE(| Xt |) < ∞. Τότε X∞ := limt→∞Xt σvχεδόν
βεβαίως σvτο Ω και E(| X∞ |) <∞.
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Αpiόδειξη. Η αpiόδειξη είναι όμοια με αυτή του Θεωρήματος 2.3.3,
οpiότε piαραλείpiεται. 
3.5. Διάσpiαση Doob−Meyer
Σε αυτή την piαραγραφό θα δούμε ότι, κάτω αpiό ακρετά ασvθενείς
υpiοθέσvεις ένα submartingale μpiορεί να διασvpiασvτεί, σvε άθροισvμα ενός
martingale και μιας αύξουσvας σvτοχασvτικής διαδικασvίας. Ας δούμε piρώτα
την διακριτή piερίpiτωσvη.
Θεωρημα 3.5.1. ΄Εσvτω (Xn)n≥0 ένα submartingale. Τότε αυτό γρά-
φεται ως εξής
Xn = X0 +Mn + An
όpiου το (Mn)n≥0 είναι martingale με M0 = 0 και (An)n μια αύξουσvα
σvτοχασvτική διαδικασvία με A0 = 0.
Αpiόδειξη. Ορίζουμε
A0 = 0
An =
n∑
i=1
E(Xi −Xi−1 | Fi−1)∀n ∈ N
Εpiειδή η (Xn)n≥0 είναι submartingale ισvχύει ότι
E(Xn −Xn−1 | Fn−1) ≥ 0
΄Ομως
An − An−1 ≥ E(Xn −Xn−1 | Fn−1) ≥ 0
΄Αρα η An είναι αύξουσvα. ΄Εpiειτα θέτουμε Mn = Xn −X0 − An ∀n ∈ N
και M0 = 0. Το (Mn)n είναι martingale. Πράγματι
E(Mn−Mn−1 | Fn−1) = E(Xn−
n∑
i=1
E(Xi−Xi−1 | Fi−1)−Xn−1−
n−1∑
i=1
E(Xi−Xi−1 | Fi−1) | Fn−1)
= E(Xn −Xn−1 − E(Xn −Xn−1 | Fn−1) | Fn−1)
= 0

Η διάσvpiασvη Doob −Meyer είναι μοναδική με την έννοια ότι, αν A˜,
M˜ μια άλλη διάσvpiασvη τότε
P (Mn = M˜n, An = A˜n ∀n) = 1
Ας δούμε τώρα το piροηγούμενο θεώρημα σvτην piερίpiτωσvη submartingale
σvυνεχούς χρόνου, του οpiοίου η αpiόδειξη piαραλείpiεται.
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Θεωρημα 3.5.2. ΄Εσvτω (Xt)t≥0 ένα σvυνεχές submartingale. Τότε
αυτό γράφεται σvτη μορφή
Xt = Mt + At,∀t ≥ 0
όpiου (Mt)t≥0 είναι ένα σvυνεχές martingale και (At)t≥0 μια σvυνεχής αύ-
ξουσvα σvτοχασvτική διαδικασvία. Η διάσvpiασvη είναι μοναδική με τη μη-
διακρινόμενη έννοια της ισvότητας σvτοχασvτικών διαδικασvιών.
΄Εσvτω τώρα (Xt)t≥0 ένα martingale το οpiοίο ανήκει σvτονM2c . Αpiό
την ανισvότητα Jensen το (X2t )t≥0 είναι submartingale άρα ισvχύει το
Θεώρημα 3.5.2 και οpiότε έχει Doob −Meyer διάσvpiασvη. ΄Ετσvι έχουμε
τον ορισvμό:
Ορισμος 3.5.3. ΄Εσvτω τώρα (Xt)t≥0 ένα martingale το οpiοίο ανήκει
σvτονM2c . Ορίζουμε ως τετραγωνική κύμανσvη την σvτοχασvτική διαδικασvία
< X >t, για την οpiοία το X2t− < X >t γίνεται martingale.
Θα δούμε έναν εναλλακτικό ορισvμό του < X >t, piου δικαιολογεί και
την χρήσvη του όρου τετραγωνική κύμανσvη . ΄Εσvτω (Xt)t≥0 μία σvτοχασvτι-
κή διαδικασvία, ένα t > 0 και μια διαμέρισvη Π = {t0, t1, . . . , tn} του [0, t],
με 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤ tn. Η p-σvτη κύμανσvη (p > 0) της (Xt)t≥0
piάνω σvτη διαμέρισvη Π είναι
V
(p)
t (Π) =
n∑
k=1
| Xtk −Xtk−1 |p
Ορίζουμε ως λεpiτότητα της διαμέρισvης Π το,
‖ Π ‖:= max
1≤k≤n
| tk − tk−1 |
Αν το V (2)t (Π) σvυγκλίνει κατά κάpiοια έννοια καθώς το ‖ Π ‖→ 0, το
όριο λέγεται τετραγωνική κύμανσvη της X σvτο [0, t].
Θεωρημα 3.5.4. ΄Εσvτω (Xt)t≥0 σvτοιχείο τουM2c . Για μια διαμέρισvη
Π του [0, t], έχουμε
lim
‖Π‖→0
V
(2)
t (Π) =< X >t
και το όριο είναι κατά piιθανότητα.
Παραδειγμα 3.5.5. ΄Εσvτω (Bt)t μια μονοδιάσvτατη κίνησvη Brown, αpiό
το piαράδειγμα 3.3.3 γνωρίζουμε ότι, η σvτοχασvτική διαδικασvία (B2t − t)t≥0
είναι martingale, άρα < B >t= t.
Κεφάλαιο 4
Στοχασvτικά ολοκληρώματα και martingales
Σε αυτό το κεφάλιαο θα κάνουμε μια σvύντομη εισvαγωγή, σvτο σvτο-
χασvτικό λογισvμό. Θα μελετήσvουμε κυριώς το σvτοχασvτικό ολοκλήρωμα
Ito και την Formula Ito. Με την Formula Ito ξεκινάει η σvύνδεσvη των
martingales, με τις μερικές διαφορικές εξισvώσvεις. Η σvύνδεσvη αυτή θα
ολοκληρωθεί σvτο τελευταίο κεφάλαιο.
4.1. Στοχαστικά ολοκληρώματα αpiλών διαδικασιών
΄Οpiως σvτο ολοκλήρωμα Lebesque, piρώτα το ορίζουμε για αpiλές σvυ-
ναρτήσvεις, δηλαδή σvυναρτήσvεις με piεpiερασvμένο σvύνολο τιμών και έpiειτα
με μια οριακή διαδικασvία, καταλήγουμε σvτο ολοκλήρωμα για μετρήσvιμες
σvυναρτήσvεις, έτσvι αντίσvτοιχα, για το σvτοχασvτικό ολοκλήρωμα Ito χρεια-
ζόμασvτε piρώτα τις αpiλές διαδικασvίες.
΄Εσvτω (Ω,F , P ) χώρος piιθανότητας, (Ft)t≥0 μια διύλισvη η οpiοία ι-
κανοpiοιεί τις σvυνήθεις υpiοθέσvεις και (Bt)t≥0 μια μονοδιάσvτατη κίνησvη
Brown. Ας ξεκινήσvουμε ορίζοντας το χώρο, piου θα ορισvτεί το ολοκλή-
ρωμα Ito.
Ορισμος 4.1.1. ΄Εσvτω u : [0, T ]×Ω→ R μια σvτοχασvτική διαδικασvία.
Θα λέμε ότι αυτή ανήκει σvτη κλάσvη L2T όταν:
i) η u είναι piροοδευτικά μετρήσvιμη
ii)u ∈ L2([0, T ]× Ω), δηλαδή
T´
0
E(u2t )dt <∞.
Παρατηρηση 4.1.2. ΄Εσvτω u μια σvτοχασvτική διαδικασvία του L2T , χρη-
σvιμοpiοιώντας το θεώρημα Fubini έχουμε
Tˆ
0
E(u2t )dt = E(
Tˆ
0
u2tdt) =
ˆ
[0,T ]×Ω
u2tdt
Ορισμος 4.1.3. Μια διαδικασvία u του L2T λέγεται αpiλή αν μpiορεί να
γραφτεί ως
ut =
N∑
k=1
ek1[tk−1,tk](t)∀t ∈ [0, T ]
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με 0 = t0 < t1 < t2 < . . . < tN = T και ek είναι τυχαίες μεταβλητές.
΄Οpiου για κάθε k, η ek είναι μια Ftk−1−μετρήσvιμη τυχαία μεταβλητή και
ek ∈ L2(Ω, P ).
Παρατηρηση 4.1.4. ΄Εσvτω u ∈ L2T μια αpiλή διαδικασvία, για ένα υ-
piοδιάσvτημα [a, b] του [0, T ], μpiορούμε να θεωρήσvουμε ότι υpiάρχει μια
διαμέρισvη του [a, b] τέτοια ώσvτε a = t0 < t1 < t2 < . . . < tN = b και η u
να γράφεται ως εξής
ut =
N∑
k=1
ek1[tk−1,tk](t)∀t ∈ [a, b]
Σε αυτό το σvημείο μpiορούμε να δούμε το ολοκλήρωμα Ito για αpiλές
διαδικασvίες. ΄Εσvτω u αpiλή διαδικασvία του L2T και [a, b] ⊆ [0, T ], οpiώς
σvτην piαρατήρησvη 4.1.4. Τότε το ολοκλήρωμα Ito της u ορίζεται ως εξής
bˆ
a
utdBt :=
N∑
k=1
ek(Btk −Btk−1)
Παρατηρηση 4.1.5. Αν έχουμε δύο αpiλές διαδικασvίες, τότε αυτές
μpiορούν να γραφτούν ως piρος την ίδια διαμέρισvη.
Μερικές βασvικές ιδιότητες του ολοκληρώματος Ito, βρίσvκονται σvτις
piαρακάτω piροτάσvεις.
Προταση 4.1.6. ΄Εσvτω u, v αpiλές διαδικασvίες του L2T , α, β ∈ R και
0 ≤ a < b < c ≤ T . Τότε ισvχύουν
1)
a´
a
utdBt = 0
2)
b´
a
utdBt =
T´
0
ut1[a,b](t)dBt
3)
T´
0
(αut + βvt)dBt = α
T´
0
utdBt + β
T´
0
vtdBt
4)
b´
a
utdBt +
c´
b
utdBt =
c´
a
utdBt
Προταση 4.1.7. ΄Εσvτω u, v αpiλές διαδικασvίες του L2T και 0 ≤ a < b <
c ≤ T . Τότε
1) E(
b´
a
utdBt | Fa) = 0
2) E(
b´
a
utdBt
c´
b
utdBt | Fa) = 0
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3) E(
b´
a
utdBt
b´
a
vtdBt | Fa) = E(
b´
a
utvtdt | Fa) (η σvχέσvη αυτή λέγε-
ται ισvομετρία του Ito)
Αpiόδειξη. 1) Η u είναι της μορφής
ut =
N∑
k=1
ek1[tk−1,tk](t)∀t ∈ [a, b]
Οpiότε
E(
bˆ
a
utdBt | Fa) =
N∑
k=1
E(ek(Btk −Btk−1) | Fa)
=
N∑
k=1
E[E(ek(Btk −Btk−1) | Ftk−1)| Fa]
΄Ομως ek, (Btk − Btk−1) ∈ L2(Ω, P ) και ek είναι Ftk−1− μετρήσvιμη, οpiό-
τε η piροηγούμενη σvχέσvη, λόγω της ιδιότητας 8 της δεσvμευμένης μέσvης
τιμής, γίνεται
=
N∑
k=1
E[ekE(Btk −Btk−1 | Ftk−1)| Fa]
Εpiειδη η Btk −Btk−1 είναι ανεξάρτητη αpiό την σv-άλγεβρα Ftk−1 , έχουμε
N∑
k=1
E[ekE(Btk −Btk−1 | Ftk−1 | Fa] =
N∑
k=1
E[ekE(Btk −Btk−1)| Fa]
= 0
Η 2) αpiοδεικνύεται όμοια με την 1).
3) ΄Οpiως αναφέραμε και σvτην piαρατήρησvη 4.1.5, δύο αpiλές διαδικασvίες
μpiορούν να γραφτούν ως piρος την ίδια διαμέρισvη. Οpiότε θεωρούμε ότι
οι u, v βρίσvκονται σvτην ίδια διαμέρισvη, δηλαδή
vt =
n∑
h=1
dh1[th−1,th](t)
και u όpiως σvτην αpiόδειξη του 1.
E(
bˆ
a
utdBt
bˆ
a
vtdBt | Fa) = E(
n∑
k=1
ek(Btk−Btk−1)
n∑
h=1
dh(Bhh−Bth−1) | Fa)
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=
n∑
k=1
n∑
h=1
E(ekdh(Btk −Btk−1)(Bth−Bth−1) | Fa)
Θα αpiλουσvτέψουμε λίγο το διpiλό άθροισvμα. Για k 6= n και a ≤
tk−1 < th−1, έχουμε
E(ekdh(Btk−Btk−1)(Bth−Bth−1 | Fa) = E[E(ekdh(Btk−Btk−1)(Bth−Bth−1) | Ftk−1) | Fa]
Εpiειδή η ekeh έιναι Ftk−1-μετρήσvιμη τυχαία μεταβλητή και (Btk −
Btk−1)(Bth − Bth−1) ανεξάρτητη αpiό την Ftk−1 , η piροηγούμενη σvχέσvη
γίνεται
= E[ekdhE((Btk −Btk−1)(Bth −Bth−1)) | Fa]
= 0
΄Ετσvι
E(
bˆ
a
utdBt
bˆ
a
vtdBt | Fa) =
n∑
k=1
E(ekdh(Btk −Btk−1)2 | Fa)
=
n∑
k=1
E[E(ekdh(Btk −Btk−1)2 | Ftk−1) | Fa]
Εpiειδή η ekdk είναι Ftk−1−μετρήσvιμη και (Btk −Btk−1)2 είναι
ανεξάρτητη αpiό την Ftk−1 , η piροηγούμενη σvχέσvη γίνεται
E(
n∑
k=1
ekdkE(Btk −Btk−1)2 | Fa) = E(
n∑
k=1
ekdk(tk − tk−1) | Fa)
Τέλος εύκολα μpiορούμε να δείξουμε ότι
E(
bˆ
a
utvtds | Fa) = E(
∑
k=1
ekdk(tk − tk−1) | Fa)
και με αυτή την σvχέσvη ολοκληρώνεται η αpiόδειξη. 
Παρατηρηση 4.1.8. Αpiό τις 1) και 3) του θεωρήματος 4.1.7 piροκυpiτει
ότι
E(
bˆ
a
utdBt) = 0
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και
E(
bˆ
a
utdBt
bˆ
a
vtdBt) = E(
bˆ
a
utvtdt)
Αν έχουμε u = v τότε
E((
bˆ
a
utdBt)
2) = E(
bˆ
a
u2tdt)
και αυτή γίνεται ισvότητα L2 νορμών, δηλαδή
‖
bˆ
a
udBt ‖L2(Ω)=‖ u ‖L2([a,b]×Ω)
΄Ετσvι δικαιολογείται και η ονομασvία της ισvομετρίας Ito.
Θεωρημα 4.1.9. Η σvτοχασvτική διαδικασvία Xt =
t´
0
utdBt t ∈ [0, T ],
όpiου u αpiλή διαδικασvία του L2T , είναι ένα σvυνεχές martingale.
Αpiόδειξη. Η u είναι αpiλή άρα θα είναι της μορφής
ut =
N∑
k=1
ek1[tk−1,tk](t)∀t ∈ [a, b]
Εpiομένως
Xt(ω) =
n∑
k=1
ek(ω)(Btk(ω)−Btk−1(ω))
και η σvυνέχεια piροκύpiτει, αpiό τη σvυνέχεια των τροχιών της κίνησvης
Brown. Ας δείξουμε τώρα ότι η Xt είναι martingale. Για t > s, έχουμε
E(Xt | Fs) = E(
tˆ
s
uadBa +
sˆ
0
uadBa | Fs)
=
sˆ
0
uadBa = Xs
Το τελευταίο ισvχύει λόγω της Πρότασvης 4.1.7 και εpiειδή το ολοκλήρωμα
s´
0
uadBa είναι Fs−μετρήσvιμη τυχαία μεταβλητή. 
4.2. Ολοκληρώματα L2 − διαδικασvιών 55
Πορισμα 4.1.10. Η σvτοχασvτική διαδικασvία Xt =
t´
0
usdBs t ∈ [0, T ] ,
όpiου u αpiλή διαδικασvία του L2T , ανήκει σvτονM2c και ισvχύει ότι
‖ X ‖2T= E( sup
t∈[0,T ]
X2t ) ≤ 4E(
Tˆ
0
u2tdt)
Αpiόδειξη. ΄Οτι X ∈M2c έpiεται άμεσvα αpiό το θεώρημα 4.1.9. Εpiίσvης
αpiό Θεώρημα 3.3.6 έχουμε
E( sup
t∈[0,T ]
X2t ) ≤ 4E(
Tˆ
0
utdBt)
2 = 4E(
Tˆ
0
u2tdt)

Παρατηρηση 4.1.11. Για το ολοκλήρωμα Ito μιας αpiλής διαδικασvίας
έχουμε την εξής ανισvότητα νορμών
‖
Tˆ
0
utdBt ‖T≤ 2 ‖
Tˆ
0
utdBt ‖L2(Ω)
4.2. Ολοκληρώματα L2 − διαδικασιών
4.2.1. Ορισμός ολοκληρώματος Ito. Σε αυτήν την piαράγρα-
φο θα εpiεκτείνουμε την έννοια του ολοκληρώματος Ito σvε όλη την κλάσvη
L2T . Αυτό θα γίνει με τη βοήθεια των αpiλών διαδικασvιών και της ισvομε-
τρίας Ito, δηλαδή της σvχέσvης
‖
bˆ
a
udBt ‖L2(Ω)=‖ u ‖L2([a,b]×Ω)
Θα σvυμβολίζουμε το ολοκληρώμα Ito μιας διαδικασvίας u με
IT (u) :=
Tˆ
0
utdBt
Η ισvομετρία Ito piαίζει σvημαντικό ρόλο σvτην κατασvκευή του ολοκλη-
ρώματος. Γιατί χρησvιμοpiοιώντας αυτή, μpiορούμε να δείξουμε ότι, για
μια ακολουθία cauchy (u(n))n∈N του L2([0, T ]×Ω), η ακολουθία των Ito
ολοκληρωμάτων της IT (u(n)), θα είναι ακολουθία cauchy του L2(Ω). Και
έτσvι λόγω της piληρότητας των L2 χώρων, μpiορούμε να εpiεκτείνουμε το
ολοκλήρωμα Ito σvε όλον τον L2T , αρκεί να μpiορούμε να piροσvεγγίσvουμε
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τα σvτοιχεία του με αpiλές διαδικασvίες. Το piαρακάτω λήμμα μάς δίνει άυτη
την δυνατότητα.
Λημμα 4.2.1. ΄Εσvτω u ∈ L2T τότε υpiάρχει ακολουθία αpiλών διαδικ-
σvιών (u(n))n∈N τέτοια ώσvτε
lim
n→∞
E[
Tˆ
0
(ut − u(n)t )dt = lim
n→∞
‖ u− u(n) ‖2L2([0,T ]×Ω)= 0
Η (u(n))n∈N είναι μια ακολουθία του χώρου Bannach L2([0, T ]× Ω).
Ορισμος 4.2.2. ΄Εσvτω u ∈ L2T και (u(n))n∈N η ακολουθία αpiλών δια-
δικασvιών του Λήμματος 4.2.1. Τότε ορίζουμε ως (σvτοχασvτικό) ολοκλή-
ρωμα Ito της u, ως εξής
Tˆ
0
utdBt := lim
n→∞
IT (u
(n))
Το όριο είναι με την L2(Ω) έννοια.
Πρέpiει να δείξουμε ότι το όριο του ορισvμού, υpiάρχει piάντα και δεν
εξαρτάται αpiό την ακολουθία του Λήμματος 4.2.1. Ας δείξουμε piρώτα την
ύpiαρξη. ΄Εσvτω u ∈ L2T και (u(n))n∈N η ακολουθία αpiλών διαδικασvιών του
Λήμματος 4.2.1. Εpiειδή η (u(n))n∈N σvυγκλίνει, είναι cauchy ακολουθία
του L2([0, T ]×Ω) και αpiό την ισvομετρία Ito, η (IT (u(n)))n∈N είναι cauchy
ακολουθία του L2(Ω). Ο L2(Ω) είναι piλήρης, οpiότε η (IT (u(n)))n∈N είναι
σvυγκλίνουσvα.
Θα δείξουμε τώρα ότι ο ορισvμός δεν εξαρτάται αpiό την ακολουθί-
α. ΄Εσvτω (u(n))n∈N, (v(n))n∈N δύο ακολουθίες αpiλών διαδικασvιών piου
σvυγκλίνουν σvτην u. Τότε αφού είναι ισvοσvυγκλίνουσvες
lim
n→∞
‖ u(n) − v(n) ‖L2([0,T ]×Ω)= 0
και χρησvιμοpiοιώντας την ισvομετρία Ito έχουμε
lim
n→∞
‖ IT (u(n))− IT (v(n)) ‖L2(Ω)= 0
΄Αρα
lim
n→∞
IT (u
(n)) = lim
n→∞
IT (v
(n))
Παρατηρηση 4.2.3. Το ολοκλήρωμα Ito για μια διαδικασvία του L2T ,
είναι μοναδικό με την σvχεδόν βεβαίως έννοια, εpiειδή ορίζεται ως L2 όριο.
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Προταση 4.2.4. ΄Εσvτω u, v ∈ L2T , λ, µ ∈ R και 0 ≤ a < b < c ≤ T .
Τότε ισvχύουν
1)
T´
0
(λut + µvt)dBt = λ
T´
0
utdBt + µ
T´
0
vtdBt
2)
b´
a
utdBt +
c´
b
utdBt =
c´
a
utdBt
Αpiόδειξη. Θα αpiοδείξουμε το 1), κάθως το 2) αpiοδεικνύεται piαρό-
μοια.
΄Εσvτω ακολουθίες αpiλών διαδικασvιών (u(n))n∈N και (v(n))n∈N, για τις
οpiοίες ισvχύει ότι
lim
n→∞
u(n) = u
και
lim
n→∞
v(n) = v
με την L2([0, T ]× Ω) έννοια. Τότε
lim
n→∞
IT (u
(n)) = IT (u)
και
lim
n→∞
IT (v
(n)) = IT (v)
Οpiότε
IT (λu+ µv) = lim
n→∞
IT (λu
(n) + µv(n))
= lim
n→∞
λIT (u
(n)) + µIT (v
(n)) = λIT (u) + µIT (v)

Προταση 4.2.5. ΄Εσvτω u, v ∈ L2T και 0 ≤ a < b < c ≤ T . Τότε
ισvχύουν
1) E(
b´
a
utdBt | Fa) = 0
2) E(
b´
a
utdBt
c´
b
utdBt | Fa) = 0
3) E(
b´
a
utdBt
b´
a
vtdBt | Fa) = E(
b´
a
utvtdBt | Fa)
Αpiόδειξη. Πάλι θα δείξουμε μόνο το 1), γιατί τα 2), 3) αpiοδεικνύ-
ονται piαρόμοια. ΄Εσvτω ακολουθία αpiλών διαδικασvιών (u(n))n∈N τέτοια
ώσvτε
lim
n→∞
E(
bˆ
a
(u
(n)
t − ut)2dt) = 0
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Θέτουμε
In =
bˆ
a
u
(n)
t dBt
και
I =
bˆ
a
utdBt
Τότε έχουμε
lim
n→∞
E(In − I)2 = 0
piου έpiεται
lim
n→∞
E[1A(In − I)2] = 0
για κάθε A ∈ Fa. Ακόμη αpiό Πρότασvη 4.1.7 έχουμε ότι E(1AIn) = 0,
οpiότε
| E(1AI) |=| E(1A(In − I) |≤ E(| 1A(In − I) |) ≤
√
E(1A(In − I)2)
Παίρνοντας όρια καταλήγουμε σvτο ζητούμενο, δηλαδή ότι
E(1AI) = 0

Στην piροηγούμενη piαράγραφο είδαμε ότι, το ολοκλήρωμα Ito ως σvτο-
χασvτική διαδικασvία για αpiλές διαδικασvίες, είναι ένα σvυνεχές martingale.
Το ερώτημα piου γεννάται, είναι αν αυτή η ιδιότητα μεταφέρεται γενικότε-
ρα για διαδικασvίες του L2T . Πριν αpiαντήσvουμε σvτο ερώτημα, ας δούμε ένα
piρόβλημα piου σvυναντάμε σvτον ορισvμό. ΄Εχουμε ορίσvει το ολοκλήρωμα
Ito
tˆ
0
usdBs
σvε όλο το Ω, εκτός ενός ενδεχομένου piου έχει piιθανότητα μηδέν. Οpiότε
όταν ορίζουμε την σvτοχασvτική διαδικασvία
(
tˆ
0
usdBs)t∈[0,T ]
υpiάρχουν piολλές εκδοχές αυτής, οι οpiοίες θα διαφέρουν ανά δύο σvε ένα
σvύνολο της μορφής ⋃
t∈[0,T ]
Nt
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με P (Nt) = 0 ∀t ∈ [0, T ]. ΄Ομως το σvύνολο αυτό μpiορεί να έχει piιθα-
νότητα μη μηδενική ή να μην είναι μετρήσvιμο. Στην piαρακάτω piρότασvη
δείχνουμε ότι, υpiάρχει σvυνεχής εκδοχή του ολοκληρώματος Ito ως σvτο-
χασvτική διαδικασvία.
Προταση 4.2.6. ΄Εσvτω u ∈ L2T . Τότε η σvτοχασvτική διαδικασvία
(
tˆ
0
usdBs)t∈[0,T ]
έχει μια εκδοχή, piου είναι ένα σvυνεχές martingale.
Αpiόδειξη. ΄Εσvτω (u(n))n∈N ακολουθία αpiλών διαδικασvιών, η οpiοία
σvυγκλίνει με την L2([0, T ] × Ω) έννοια σvτην u. Θα χρησvιμοpiοιήσvουμε
τον σvυμβολισvμό
It(u
(n)) =
tˆ
0
u(n)s dBs
για το σvτοχασvτικό ολοκλήρωμα και τον σvυμβολισvμό I(u(n)) όταν αναφε-
ρόμασvτε σvτη σvτοχασvτική διαδικασvία. Αpiό Πόρισvμα 4.1.10 και για n < m
έχουμε
‖ I(u(n))− I(u(m)) ‖T≤ 2 ‖ u(n) − u(n) ‖L2([0,T ]×Ω)
΄Αρα η (I(u(n)))n∈N είναι ακολουθία cauchy του (M2c , ‖ . ‖T ). ΄Ομως
ο χώρος αυτός είναι piλήρης, και έτσvι η (I(u(n)))n∈N σvυγκλίνει σvε ένα
σvυνεχές martingale, το οpiοίο είναι μοναδικό, με τη μη διακρινόμενη
έννοια της ισvότητας των σvτοχασvτικών διαδικασvιών. 
Παρατηρηση 4.2.7. ΄Οταν αναφερόμασvτε σvτη σvτοχασvτική διαδικασvία
(
tˆ
0
usdBs)t∈[0,T ]
θα εννοούμε piάντα τη σvυνεχή εκδοχή της.
4.2.2. Χρόνοι διακοpiής και ολοκληρώματα Ito. ΄Εσvτω τ
χρόνος διακοpiής, για τον οpiοίο ισvχύει ότι τ ≤ T , θεωρούμε εpiίσvης τη
διαδικασvία
(Xt)t∈[0,T ] = (
tˆ
0
usdBs)t∈[0,T ]
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Θα δούμε ότι για το ολοκλήρωμα Xτ =
τ´
0
usdBs, ισvχύουν όλες οι ιδιότη-
τες του ολοκληρώματος Ito, λόγω της εξής σvχέσvης
Xτ =
τˆ
0
usdBs =
Tˆ
0
us1{s≤τ}dBs
Λημμα 4.2.8. ΄Εσvτω u ∈ L2T , X φραγμένη τυχαία μεταβλητή και
Ft0−μετρήσvιμη (t0 > 0). Τότε
X
Tˆ
t0
utdBt =
Tˆ
t0
XutdBt
Προταση 4.2.9. ΄Εσvτω u ∈ L2T , θέτουμε
Xt =
tˆ
0
usdBt ∀t ∈ [0, T ]
Αν τ είναι ένας χρόνος διακοpiής τέτοιος ώσvτε 0 ≤ τ ≤ T σv.β. Τότε
Xτ =
τˆ
0
usdBs =
Tˆ
0
us1{s≤τ}dBs
Αpiόδειξη. Εpiειδή ο τ είναι χρόνος διακοpiής, η διαδικασvία (ut1{t≤τ})
ανήκει σvτον L2T . Θέτουμε
Y =
Tˆ
0
us1{s≤τ}dBs
Θα δείξουμε ότι
Xτ = Y
Πρώτα όμως, θεωρούμε την piερίpiτωσvη όpiου
τ =
n∑
k=1
tk1Fk
με 0 < t1 < . . . < tn = T και τα {Fk}nk=1 είναι ξένα ανά δύο ενδεχόμενα,
έτσvι ώσvτε Fk ∈ Ftk και
F :=
n⋃
k=1
Fk ∈ F0
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Προφανώς ο τ είναι χρόνος διακοpiής. Ας θεωρήσvουμε τώρα την διαδικα-
σvία (Xt)t της υpiόθεσvης, τότε έχουμε Xτ = 0 σvτο Ω\F και
Xτ =
tkˆ
0
usdBs =
Tˆ
0
usdBs −
Tˆ
tk
usdBs σvτο Fk
Η piροηγούμενη σvχέσvη γίνεται και
Xτ = 1F
Tˆ
0
usdBs −
n∑
k=1
1Fk
Tˆ
tk
usdBs
Ακόμη έχουμε
Y =
Tˆ
0
us(1− 1{s>τ})dBs
=
Tˆ
0
usdBs −
Tˆ
0
us(1Ω\F +
n∑
k=1
1Fk1{s>tk})dBs
= 1F
Tˆ
0
usdBs −
n∑
k=1
Tˆ
tk
us1FkdBs
= Xτ
Για την piερίpiτωσvη ενός γενικού χρόνου διακοpiής τ , χρησvιμοpiοιούμε
την Πρότασvη 3.2.19, οpiότε η εξής φθίνουσvα ακολουθία
τn =
2n∑
k=0
T (k + 1)
2n
1{Tk
2n
<τ≤T (k+1)
2n
}
΄Εpiειδή η (Xt)t είναι σvυνεχής, έχουμε ότι η Xτn σvυγκλίνει σvτην Xτ σv.β.
Εpiιpiλέον θέτουμε
Y n =
tˆ
0
us1{s≤τn}dBs
Εpiειδή
| u(s, ω)1{s≤τn}(ω) |2≤| u(s, ω) |2 ∀(n, ω)
και
lim
n→∞
u1{s≤τn} = u1{s≤τ}
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ισvχύει το θεώρημα κυριαρχημένης σvύκλισvης, οpiότε έχουμε
lim
n→∞
E(
Tˆ
0
(us1{s≤τn} − us1{s≤τ})2ds) = 0
Αpiό την ισvομετρία Ito η piροηγούμενη σvχέσvη γίνεται
lim
n→∞
E[(
Tˆ
0
(us1{s≤τn}dBs −
Tˆ
0
us1{s≤τ}dBs)2] = 0
΄Αρα limn Y n = Y με την L2 έννοια, όμως Xτn = Y
n και εpiειδή η Xτn
σvυγκλίνει σvτην Xτ σv.β, piροκύpiτει το ζητούμενο
Y = Xτ

Πορισμα 4.2.10. ΄Εσvτω u μια σvτοχασvτική διαδικασvία η οpiοία ανήκει
σvτον χώρο
⋂
T>0
L2T . Αν τ είναι ένας piεpiερασvμένος χρόνος διακοpiής, τότε
για κάθε t > 0 έχουμε
Xt∧τ =
tˆ
0
us1{τ≥s}dBs
Αpiόδειξη. Ο χρόνος διακοpiής t ∧ τ είναι φραγμένος, οpiότε χρησvι-
μοpiοιώντας την Πρότασvη 4.2.9 και piαρατηρώντας ότι 1{t∧τ≥s} = 1{τ≥s}
για t ≥ s, το ζητούμενο piροκύpiτει άμεσvα. 
Προταση 4.2.11. ΄Εσvτω t0 ∈ [0, T ] και τ χρόνος διακοpiής για τον
οpiοίο ισvχύει ότι t0 ≤ τ ≤ T . Αν u, v ∈ L2T τότε έχουμε
E(
τˆ
t0
usdBs | Ft0) = 0
E(
τˆ
t0
usdBs
τˆ
t0
vsdBs | Ft0) = E(
τˆ
t0
usvsds | Ft0)
Αpiόδειξη. Αpiό Πρότασvη 4.2.9 έχουμε
τˆ
t0
usdBs =
tˆ
0
us1{s≤τ}dBs
και εpiείδη (us1{s≤τ}) ∈ L2T , χρησvιμοpiοιώντας την Πρότασvη 4.2.5 η αpiό-
δειξη piροκύpiτει εύκολα. 
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4.2.3. Τετραγωνική κύμανση και στοχαστικό ολοκλή-
ρωμα.
Προταση 4.2.12. ΄Εσvτω u ∈ L2T και για κάθε t ∈ [0, T ]
Xt =
tˆ
0
usdBs
Τότε
< X >t=
tˆ
0
u2sds
Αpiόδειξη. Αρκεί να δείξουμε ότι η σvτοχασvτική διαδικασvία
(X2t −
tˆ
0
usdBs)t∈[0,T}
είναι martingale. Για t > s έχουμε
E(X2t− < X >t| Fs) = E[(Xt−Xs)2+2Xs(Xt−Xs)+X2s− < X >t| Fs]
= E[(Xt −Xs)2− < X >t| Fs] +X2s
= E[(
tˆ
s
uτdBτ )
2 −
tˆ
0
u2sds | Fs] +X2s
= E[(
tˆ
s
u2τdτ)−
tˆ
0
u2sds | Fs] +X2s
= E[−
sˆ
0
u2τdτ | Fs] +X2s
= − < X >s +X2s

Προταση 4.2.13. ΄ΕσvτωM ∈M2c και ότι < M >T= 0 σv.β , με T > 0.
Τότε Mt = 0 σv.β για κάθε t ≤ T .
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Αpiόδειξη. Το M2− < M > είναι martingale και εpiειδή < M >T=
0, piροκύpiτει ότι < M >t= 0 για κάθε t ∈ [0, T ]. Οpiότε
M2t − < M >t= M2t σv.β
΄Αρα το M2t είναι martingale, έτσvι
E(M2t ) = E(M
2
0 ) = 0
και αpiό το τελευταίο Mt = 0 σv.β. 
Προταση 4.2.14. ΄Εσvτω M ∈ M2c και T > 0. Τότε σvχεδόν για όλα
τα ω για τα οpiοία < M >T (ω) > 0, η σvυνάρτησvη t 7−→Mt(ω) δεν έχει
φραγμένη piρώτη κύμανσvη σvτο [0, T ].
Παρατηρηση 4.2.15. Αpiό τα δυο τελευταία αpiοτελέσvματα σvυμpiεραί-
νουμε ότι, ένα σvυνεχές martingale με φραγμένη piρώτη κύμασvνη, είναι
ίσvο με την μηδενική διαδικασvία (με τη μη διακρινόμενη έννοια της ισvότη-
τας).
4.3. Εpiέκταση στοχαστικού ολοκληρώματος
Σε αυτήν την piαράγραφο θα ορίσvουμε το σvτοχασvτικό ολοκλήρωμα,
σvε ένα χώρο εκτενέσvτερο αpiό τον L2T και έpiειτα θα δούμε piολυδιάσvτατα
σvτοχασvτικά ολοκληρώματα.
4.3.1. Εpiέκταση. Ας δούμε piρώτα γιατί χρειάζεται η εpiέκτασvη
με ένα piαράδειγμα. ΄Εσvτω (Bt)t μία κίνησvη Brown και f μια σvυνεχής
σvυνάρτησvη, τότε η f(Bt) γενικά δεν ανήκει σvτον L2T . Γιατί αν piάρουμε
την f(x) = ex
4
τότε
E(
Tˆ
0
f(Bt)dt) =
Tˆ
0
1√
2pit
ˆ
R
exp(
−x2
2t
)f(x)dxdt =∞
΄Αρα δεν μpiορούμε να ορίσvουμε το ολοκλήρωμα Ito για τη διαδικασvία
{f(Bt)}t, με τον ορισvμό της piαραγράφου 4.2.
Ορισμος 4.3.1. Ορίζουμε με P 2T την οικογένεια των σvτοχασvτικών δια-
δικασvιών (ut)t∈[0,T ], οι οpiοίες είναι piροοδευτικά μετρήσvιμες και
P (
Tˆ
0
u2tdt <∞) = 1
Παρατηρηση 4.3.2. Είναι εύκολο να δούμε ότι L2T ⊆ P 2T , και ότι μια
σvτοχασvτική διαδικασvία με σvυνεχείς τροχιές ανήκει σvτον P 2T .
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Εσvτώ τώρα μια διαδικασvία u ∈ P 2T , θα δούμε σvυνοpiτικά την κατασvκευή
του ολοκληρώματος Ito. Για την κατασvκευή χρειαζόμασvτε μια ακολουθία
(fn)n του L2T , τέτοια ώσvτε
lim
n→∞
Tˆ
0
(fn − u)2ds = 0
με το όριο να είναι κατά piιθανότητα. Οpiότε θα ορίσvουμε το ολοκλήρωμα
Ito της u, ως το κατά piιθανότητα όριο της ακολουθίας
(
tˆ
0
fndBs)n
δηλαδή
tˆ
0
usdBs := lim
n→∞
tˆ
0
fndBs
Στις piαρακάτω piρότασvεις δίνονται μερικές αpiό τις βασvικές ιδιότητες,
piου διατηρεί το σvτοχασvτικό ολοκλήρωμα Ito, για διαδικασvίες του P 2T .
Προταση 4.3.3. ΄Εσvτω u, v ∈ P 2T , λ, µ ∈ R και 0 ≤ a < b < c ≤ T .
Τότε ισvχύουν
1)
T´
0
(λut + µvt)dBt = λ
T´
0
utdBt + µ
T´
0
vtdBt
2)
b´
a
utdBt +
c´
b
utdBt =
c´
a
utdBt
3) Υpiάρχει σvυνεχής εκδοχή της σvτοχασvτικής διαδικασvιάς (
t´
0
usdBs)t∈[0,T ]
Προταση 4.3.4. ΄Εσvτω u μια σvτοχασvτική διαδικασvία, η οpiοία ανήκει
σvτον χώρο
⋂
T>0
P 2T . Αν τ είναι ένας piεpiερασvμένος χρόνος διακοpiής, τότε
ισvχύει για κάθε t > 0
Xt∧τ =
tˆ
0
us1{τ≥s}dBs
Η διαδικασvία (
t´
0
usdBs)t∈[0,T ] για u ∈ P 2T γενικά δεν είναιmartingale,
είναι όμως local −martingale.
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Ορισμος 4.3.5. Μια διαδικασvία (Mt)t∈[0,T ] λέγεται local−martingale,
αν υpiάρχει μια αύξουσvα ακολουθία χρόνων διακοpiής (τn)n, τέτοια ώσvτε
lim
n→∞
τn = T
και για κάθε n ∈ N η διαδικασvία (Mt∧τn)t∈[0,T ] είναι martingale.
Παρατηρηση 4.3.6. Κάθε martingale είναι local −martingale.
Προταση 4.3.7. ΄Εσvτω u ∈ P 2T και Xt =
t´
0
usdBs για t ∈ [0, T ]. Τότε
η διαδικασvία
(X2t −
tˆ
0
u2sds)t∈[0,T ]
είναι local − martingale και η (
t´
0
u2sds)t∈[0,T ] λέγεται τετραγωνική κύ-
μανσvη, την οpiοία θα την σvυμβολίζουμε με < X >.
Προταση 4.3.8. ΄Εσvτω M σvυνεχές local −martingale και ότι
< M >T= 0 σv.β , με T > 0. Τότε Mt = 0 σv.β για κάθε t ≤ T
Προταση 4.3.9. ΄Εσvτω M σvυνεχές local −martingale και T > 0 .
Τότε σvχεδόν για όλα τα ω για τα οpiοία < M >T (ω) > 0, η σvυνάρτησvη
t 7−→Mt(ω) δεν έχει φραγμένη piρώτη κύμανσvη σvτο [0, T ].
Παρατηρηση 4.3.10. Οι piροτάσvεις 4.3.7 και 4.3.8 είναι είναι οι αντί-
σvτοιχες των 4.2.13 και 4.2.14 για local−martingale. ΄Αρα ένα σvυνεχές
local−martingale με φραγμένη piρώτη κύμανσvη, είναι ίσvο με τη μηδενική
διαδικασvία (με τη μη διακρινόμενη έννοια της ισvότητας).
4.3.2. Πολυδιάστατα στοχαστικά ολοκληρώματα. Για το
piολυδιάσvτατο σvτοχασvτικό ολοκλήρωμα θα χρειασvτούμε την d−διάσvτατη
κίνησvη Brown.
Ορισμος 4.3.11. Μια d − διάσvτατη κίνησvη Brown, είναι μια σvτοχα-
σvτική διαδικασvία (Bt)t≥0 σvτον Rd τέτοια ώσvτε
i) B0 = 0 σv.β
ii) η (Bt)t≥0 είναι μια Ft−piροσvαρμοσvμένη σvυνεχής διαδικασvία.
iii) για κάθε t > s ≥ 0, η τυχαία μεταβλητή Bt − Bs ακολουθεί την
piολυδιάσvτατη κανονική κατανομή N(0, (t−s)Id) και είναι ανεξάρτητη της
Fs.
Ουσvιασvτικά μια d − διάσvτατη κίνησvη Brown είναι μια σvτοχασvτική
διαδικασvία σvτον Rd αpiό d ανεξάρτητες μονοδιάσvτατες κινήσvεις Brown.
4.4. Formula του Ito 67
Ας δούμε τώρα piως ορίζεται το piολυδιάσvτατο ολοκλήρωμα. ΄Εσvτω u
ένας n× d piίνακας αpiό διαδικασvίες του P 2T και (Bt)t≥0 μια d− διάσvτατη
κίνησvη Brown. Το
T´
0
usdBs είναι ένα n−διάσvτατο διάνυσvμα με
(
Tˆ
0
usdBs)i =
d∑
k=1
Tˆ
0
uik(s)dB
k
s
για i = 1, ..., n και τα
T´
0
uik(s)dB
k
s , είναι αpiλά σvτοχασvτικά ολοκληρώματα
Ito. Σε μορφή piινάκων σvτο σvτοχασvτικό ολοκλήρωμα έχει την μορφή
Tˆ
0
usdBs =
Tˆ
0
 u11(s) . . . u1d(s)... . . . ...
un1(s) . . . und(s)
 dB1s...
dBds

Παρατηρηση 4.3.12. Για κάθε i η διαδικασvίες {(
t´
0
usdBs)i}t∈[0,T ] είναι
local −martingale, ως αθροίσvματα local −martingale.
Λημμα 4.3.13. ΄Εσvτω u, v ∈ P 2T και t < T , για i 6= j έχουμε ότι
E(
Tˆ
t
usdBs
Tˆ
t
vsdBs | Ft) = 0
Προταση 4.3.14. ΄Εσvτω u, v n×d piίνακες αpiό διαδικασvίες του P 2T και
0 ≤ a ≤ b ≤ c ≤ T . Τότε
1. E(
b´
a
usdBs | Fa) = 0
2. E(<
b´
a
utdBt,
b´
a
vtdBt >| Fa) = E(
b´
a
tr(utv
∗
t )dt | Fa)
3. E(|
b´
a
utdBt |2| Fa) = E(
b´
a
| ut |2 dt | Fa)
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΄Οpiως για το ολοκλήρωμα Riemann υpiάρχει το θεμελιώδες θεώρημα
του ολοκληρωτικού λογισvμού, το οpiοίο μας βοηθάει σvτον υpiολογισvμό
του, αντίσvτοιχα σvτο σvτοχασvτικό ολοκλήρωμα έχουμε την formula του
Ito. Η formula του Ito εκτός του ότι βοηθάει σvτον υpiολογισvμό του
σvτοχασvτικού ολοκληρώματος, σvυνδέει τα martingales, με τις λύσvεις με-
ρικών διαφορικών εξισvώσvεων δευτέρας τάξης.
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4.4.1. Formula του Ito σε μια διάσταση.
Ορισμος 4.4.1. Εσvτώ (Bt)t≥0 μια μονοδιάσvτατη κίνησvη Brown. Μια
(μονοδιάσvτατη) διαδικασvία Ito είναι μια διαδικασvία της μορφής
(4.4.1) Xt = X0 +
tˆ
0
µsds+
tˆ
0
σsdBs, t ∈ [0, T ]
οpiού η X0 είναι μια F0- μετρήσvιμη σvυνάρτησvη και µ ∈ P 1T , σ ∈ P 2T .
Παρατηρηση 4.4.2. Αν X είναι μια διαδικασvία Ito, τότε αυτή είναι το
άθροισvμα μιας σvυνεχούς διαδικασvίας με φραγμένη piρώτη κύμανσvη
X0 +
t´
0
µsds και ενός σvυνεχούς local −martingale
t´
0
σsdBs.
Πορισμα 4.4.3. Αν X είναι μια διαδικασvία Ito όpiως σvτον ορισvμό, τότε
< X >t=
t´
0
σ2sds
Η αναpiαράσvτασvη μιας διαδικασvίας Ito είναι μοναδική, δηλαδή οι σvυναρ-
τήσvεις piου είναι μέσvα σvτα ολοκληρώματα καθορίζονται μοναδικά. Αυτό
φαίνεται σvτην piαρακάτω piρότασvη.
Προταση 4.4.4. ΄ΕσvτωX μια διαδικασvία Ito όpiως σvτην σvχέσvη (4.4.1).
Υpiοθέτουμε ακόμη ότι υpiάρχει, μια τυχαία μεταβλητή X
′
0 η οpiοία είναι
F0-μετρήσvιμη, µ′ ∈ P 1T και σ′ ∈ P 2T , τέτοια ώσvτε
Xt = X
′
0 +
tˆ
0
µ
′
sds+
tˆ
0
σ
′
sdBs ∀t ∈ [0, T ]
Τότε X0 = X
′
0 σv.β και µ = µ
′
, σ = σ
′
λ P σv.β.
Αpiόδειξη. Αpiό την υpiόθεσvη έχουμε ότι
X0 +
tˆ
0
µsds+
tˆ
0
σsdBs = X
′
0 +
tˆ
0
µ
′
sds+
tˆ
0
σ
′
sdBs ∀t ∈ [0, T ]
για t = 0 piροκύpiτει ότι X0 = X
′
0. Ακόμη
Mt :=
tˆ
0
(µ
′
s − µs)ds =
tˆ
0
(σs − σ′s)dBs ∀t ∈ [0, T ]
ΤοM είναι ένα σvυνεχές local−martingale με φραγμένη piρώτη κύμανσvη,
οpiότε αpiό Παρατήρησvη 4.3.9 piροκύpiτει ότιM = 0 (με τη μη-διακρινόμενη
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έννοια). Εpiίσvης ισvχύει ότι
0 =< M >T=
Tˆ
0
(σs − σ′s)2ds
το οpiοίο έpiεται ότι σ = σ
′
. Τέλος εpiειδή
t´
0
(µ
′
s − µs)ds = 0 για κάθε
t ∈ [0, T ] έpiεται οτι µ = µ′λ P σv.β 
Παρατηρηση 4.4.5. ΄Εσvτω µ ∈ P 1T , τότε η διαδικασvία (
t´
0
µsds)t∈[0,T ]
έχει φραγμένη piρώτη κύμανσvη. Πράγματι, έσvτω 0 = t0 < t1 < t2 <
. . . < tn = T μια διαμέρισvη του [0, T ] τότε
n∑
i=0
|
ti+1ˆ
0
µsds−
tiˆ
0
µsds |=
n∑
i=0
|
ti+1ˆ
ti
µsds |≤
n∑
i=0
ti+1ˆ
ti
| µs | ds =
Tˆ
0
| µs | ds
Το
T´
0
| µs | ds δεν εξαρτάται αpiό την διαμέρισvη, και αpiοδείκτηκε το
ζητούμενο.
Προταση 4.4.6. ΄Εσvτω X μια διαδικασvία Ito τότε αυτή είναι local −
martingale αν και μόνο αν µ = 0 λ P σv.β.
Αpiόδειξη. Αν µ = 0 λ  P σv.β. τότε piροφανώς η X είναι local −
martingale. Αντίσvτροφα, έσvτω ότι η X είναι local−martingale. Τότε
αφού
tˆ
0
µsds = Xt −X0 +
tˆ
0
σsdBs
η διαδικασvία (
t´
0
µsds)t∈[0,T ] είναι local−martingale και εpiειδή έχει φραγ-
μένη piρώτη κύμανσvη, ισvχύει ότι
t´
0
µsds = 0 για κάθε t ∈ [0, T ]. Και αpiό
το τελευεταίο µ = 0 λ P σv.β. 
Ας δούμε τώρα την Formula Ito για μια μονοδιάσvτατη διαδικασvία
Ito.
Θεωρημα 4.4.7. (Formula Ito) ΄Εσvτω X μια διαδικασvία Ito και f ∈
C1,2(R2). Τότε η διαδικασvία
Yt = f(t,Xt)
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είναι μια διαδικασvία Ito και έχουμε
f(t,Xt) = f(0, X0)+
tˆ
0
[
∂f
∂t
(s,Xs)+µs
∂f
∂x
(s,Xs)+
1
2
σ2s
∂2f
∂x2
(s,Xs)]ds+
tˆ
0
σs
∂f
∂x
(s,Xs)dBs
Παραδειγμα 4.4.8. ΄Εσvτω f ∈ C2(R) και (Bt)t≥0 μια μονοδιάσvτατη
κίνσvησvη Brown. Τότε η (f(Bt))t≥0 είναι μια διαδικασvία Ito. Πράγματι,
εφαρμόζοντας την Formula Ito σvτην f , έχουμε
f(Bt) = f(0) +
tˆ
0
1
2
f
′′
(Bs)ds+
tˆ
0
f
′
(Bs)dBs
Παραδειγμα 4.4.9. Το σvτοχασvτικό ολοκλήρωμα
t´
0
BsdBs μpiόρουμε
να το υpiολογίσvουμε, εφαρμόζοντας την Formula Ito σvτην σvυνάρτησvη
f(x) = x2. Και έτσvι έχουμε
B2t = t+ 2
tˆ
0
BsdBs
Ας δούμε τώρα piως σvυνδέεται ένα martingale με μια piαραβολική με-
ρική διαφορική εξίσvωσvη με σvταθερούς σvυντελεσvτές. ΄Εσvτω μια διαδικασvία
Ito
Xt = x0 +
tˆ
0
µsds+
tˆ
0
σsdBs, t ∈ [0, T ]
για την οpiοία µt = µ, σt = σ, με µ, σ, x0 να είναι σvταθερές. Ακόμη
ορίζουμε τον μερικό διαφορικό τελεσvτή
L =
∂
∂t
+ µ
∂
∂x
+
σ2
2
∂2
∂x2
Προταση 4.4.10. ΄Εσvτω μια f ∈ C1,2(R2), κάτω αpiό τις piαραpiάνω
υpiοθέσvεις η διαδικασvία (f(t,Xt))t∈[0,T ] είναι local − martingale αν και
μόνο αν η f είναι μία λύσvη της
Lu = 0
σvτο [0, T ]× R.
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Αpiόδειξη. Εφαρμόζοντας την Formula Ito σvτην f έχουμε
f(t,Xt) = f(0, X0) +
tˆ
0
Lf(s,Xs)ds+
tˆ
0
σ
∂f
∂x
(s,Xs)dBs, t ∈ [0, T ]
Αν Lf = 0 τότε η (f(t,Xt))t∈[0,T ] είναι piροφανώς local −martingale.
Αντίσvτροφα, εpiειδή η διαδικασvία (f(t,Xt))t∈[0,T ] είναι local−martingale,
αpiό Πρότασvη 4.4.6 έχουμε οτι Lf(t,Xt) = 0 λ  P σv.β. Η Xt = x0 +
µt+ σBt ακολουθεί κανονική κατανομή. Παρατηρούμε ότι
0 =
tˆ
0
E(| Lf(s,Xs) |)ds =
tˆ
0
ˆ
R
| Lf(s, x) | Γ(s, x)dxds
όpiου Γ(s, x) η σvυνάρτησvη piυκνότητας piιθανότητας της Xt. Εpiειδή
Γ(s, x) > 0 και αpiό την piαραpiάνω σvχέσvη, piροκύpiτει ότι Lf(t, x) = 0 για
κάθε (t, x) ∈ [0, T ]× R. 
Με βάσvη την τελευταία piρότασvη, έχει αρχίζει να γίνεται φανερή η
σvύνδεσvη των martingales και των Μερικών διαφορικών εξισvώσvεων.
4.4.2. Πολυδιάστατη Formula Ito.
Ορισμος 4.4.11. Μια n-διάσvτατη διαδικασvία Ito είναι της μορφής
Xt = X0 +
tˆ
0
µsds+
tˆ
0
σsdBs t ∈ [0, T ]
οpiού η X0 είναι F0−μετρήσvιμη, (Bt)t≥0 μια d-διάσvτατη κίνησvη Brown,
με µ ένα n×1 διάνυσvμα αpiό διαδικασvίες του P 1T και σ ένας n×d piίνακας
αpiό διαδικασvίες του P 2T .
Παρατηρηση 4.4.12. ΄Ολες οι piροτάσvεις piου είδαμε για μια μονοδιά-
σvτατη διαδικασvία Ito, μεταφέρονται και σvτις n διασvτάσvεις.
Στο εpiόμενο θεώρημα διατυpiώνουμε την Formula Ito για μια n−διάσvτατη
διαδικασvία Ito.
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Θεωρημα 4.4.13. ΄Εσvτω f ∈ C1,2([0,∞) × Rn και (Xt)t∈[0,T ] μια
διαδικασvία Ito όpiως σvτον piαραpiάνω ορισvμό. Τότε
f(t,Xt) = f(0, X0) +
tˆ
0
[
∂f
∂t
(s,Xs) +
n∑
i=1
µi(s)
∂f
∂xi
(s,Xs)+
n∑
i,j=1
(σsσ
∗
s)ij
∂2f
∂xi∂xj
(s,Xs)]ds+
tˆ
0
[∇f(s,Xs) · σs]dBs
με
∇f = ( ∂f
∂x1
, . . . ,
∂f
∂xn
)
Προταση 4.4.14. ΄Εσvτω Xt = x +
t´
0
µsds +
t´
0
σsdBs, t ≥ 0 μια n-
διάσvτατη διαδικασvία Ito. Υpiοθέτουμε ότι U, V είναι ανοικτά υpiοσvύνολα
του Rn με U¯ ⊆ V και θέτουμε τ = inf{t ≥ 0 : Xt ∈ U ↪}. Τότε αν x ∈ U
και f ∈ C2(V ) έχουμε
f(Xt∧τ ) = f(x)+
t∧τˆ
0
[
n∑
i=1
µi(s)
∂f
∂xi
(s,Xs)+
n∑
i,j=1
(σtσ
∗
t )ij
∂2f
∂xi∂xj
(s,Xs)]ds+
tˆ
0
[∇f(Xs∧τ ) · σs]1{τ≥s}dBs
Αpiόδειξη. Αpiό Πρότασvη 4.3.4 έχουμε ότι
Xt∧τ = x+
tˆ
0
µt1{τ≥s}ds+
tˆ
0
σs1{τ≥s}dBs
Θέτουμε L =
∑n
i=1 µi(s)
∂
∂xi
+
∑n
i,j=1(σtσ
∗
t )ij
∂2
∂xi∂xj
και εφαρμόζουμε την
formula Ito σvτην Xt∧τ , οpiότε έχουμε
f(Xt∧τ ) = f(x) +
tˆ
0
Lf(Xs∧τ )1{τ≥s}ds+
tˆ
0
[∇f(Xs∧τ ) · σs]1{τ≥s}dBs
= f(x) +
t∧τˆ
0
Lf(Xs)ds+
tˆ
0
[∇f(Xs∧τ ) · σs]1{τ≥s}dBs

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Πορισμα 4.4.15. ΄Εσvτω X, Y δύο μονοδιάσvτατες διαδικασvίες Ito της
μορφής
Xt = X0 +
tˆ
0
αsds+
tˆ
0
βsdBs t ∈ [0, T ]
Yt = Y0 +
tˆ
0
γsds+
tˆ
0
δsdBs t ∈ [0, T ]
Τότε η διαδικασvία XY είναι διαδικασvία Ito και γράφεται σvτη μορφή
XtYt = X0Y0 +
tˆ
0
[αsYs + γsXs + βsδs]ds+
tˆ
0
[βsYs + δsXs]dBs
Αpiόδειξη. Βάζουμε της X, Y σvε ένα διάνυσvμα
(
Xt
Yt
)
=
(
X0
Y0
)
+
tˆ
0
(
αs
γs
)
ds+
tˆ
0
(
βs
δs
)
dBs
΄Εpiειτα εφαρμόζοντας την formula Ito (n = 2, d = 1) σvτη σvυνάρτησvη
f(x1, x2) = x1x2, piροκύpiτει το σvυμpiέρασvμα. 
Κεφάλαιο 5
Αναpiαράσvτασvη λύσvεων μερικών διαφορικών
εξισvώσvεων
Σε αυτό το κεφάλαιο θα δούμε piως μpiορούμε να αναpiαρασvτήσvουμε
τη λύσvη μιας μερικής διαφορικής εξίσvωσvης, χρησvιμοpiοιώντας τη formula
Ito και τις ιδιότητες των martingales. Θα χρησvιμοpiοιήσvουμε εpiίσvης,
μερικές βασvικές έννοιες αpiό τη θεωρία των σvτοχασvτικών διαφορικών ε-
ξισvώσvεων.
5.1. Στοχαστικές διαφορικές εξισώσεις
Θεωρούμε ότι βρισvκόμασvτε σvε ένα χώρο piιθανότητας (Ω,F , P ) ε-
φοδιασvμένο με μια διύλισvη (Ft)t≥0, όpiου ικανοpiοιεί τις σvυνήθεις υpiο-
θέσvεις. ΄Εσvτω b : [0, T ] × Rn −→ Rn (n ∈ N) μια Borel διανυσvμα-
τική σvυνάρτησvη, σ ένας n × d piίνακας (d ∈ N) όpiου τα σvτοιχεία του
σij : [0, T ] × Rn −→ R είναι Borel σvυναρτήσvεις, (Bt)t≥0 μια d-διάσvτατη
κίνησvη Brown και ξ : Ω −→ Rn F0-μετρήσvιμη τυχαία μεταβλητή. Με
τον όρο σvτοχασvτική διαφορική εξίσvωσvη (ΣΔΕ) εννοούμε, την εύρεσvη μίας
σvτοχασvτικής διαδικασvίας (Xt)t∈[0,T ], η οpiοία να ικανοpiοιεί την σvχέσvη
(5.1.1) Xt = ξ +
tˆ
0
b(s,Xs)ds+
tˆ
0
σ(s,Xs)dBs t ∈ [0, T ]
Ας δούμε τον αυσvτηρό ορισvμό, της έννοιας της λύσvης μια σvτοχασvτικής
διαφορικής εξίσvωσvης.
Ορισμος 5.1.1. Θα λέμε ότι η σvτοχασvτική διαδικασvία (Xt)t∈[0,T ] είναι
μια λύσvη της (5.1.1) αν ικανοpiοιεί τις piαρακάτω αpiαιτήσvεις:
i) είναι μια σvυνεχής Ft-piροσvαρμοσvμένη διαδικασvία
ιι) P (X0 = ξ) = 1
iii) bi(t,Xt) ∈ P 1T και σij(t,Xt) ∈ P 2T για όλα τα i = 1, 2, . . . n και
j = 1, 2, . . . d
iv) ισvχύει η (5.1.1) P−σv.β και για κάθε t ∈ [0, T ]
Παρατηρηση 5.1.2. Αντί για [0, T ] μpiορούμε να piάρουμε το [0,∞).
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Παραδειγμα 5.1.3. Για σ = 0 έχουμε
Xt = ξ +
tˆ
0
b(s,Xs)ds
και η (5.1.1) γίνεται σvυνήθης διαφορική εξίσvωσvη σvε ολοκληρωτική μορφή.
Παραδειγμα 5.1.4. Η Xt = 1+
t´
0
2Xsds+
t´
0
2XsdBs είναι μια σvτοχα-
σvτική διαφορική εξίσvωσvη, της οpiοίας η λύσvη είναι ηXt = e2Bt . Μpiορούμε
να το αpiοδείξουμε αυτό, εφαρμόζοντας τη formula Ito σvτη σvυνάρτησvη
f(x) = e2x.
Ορισμος 5.1.5. Η εξίσvωσvη (5.1.1) θα λέμε ότι έχει μοναδική λύσvη,
όταν δύο λύσvεις της X,X
′
είναι μη διακρινόμενες για οpiοιαδήpiοτε κίνησvη
Brown και οpiοιαδήpiοτε F0-μετρήσvιμη τυχαία μεταβλητή ξ.
Το piαρακάτω θεώρημα, μας δίνει ικανές σvυνθήκες για υpiαρξή και
μονδικότητα λύσvης της (5.1.1).
Θεωρημα 5.1.6. (θεώρημα Ito) ΄Εσvτω ότι για τις b, σ της (5.1.1)
ισvχύουν
| b(t, x)− b(t, y) | + | σ(t, x)− σ(t, y) |≤ k | x− y |
| b(t, x) |2 + | σ(t, x) |2≤ L(1+ | x |2)
για όλα τα t ≥ 0, x, y ∈ Rn όpiου K,L > 0. Αν ξ μια F0-μετρήσvιμη
τυχαία μεταβλητή, με E(ξ2) < ∞, τότε υpiάρχει λύσvη της (5.1.1) . Η
λύσvη αυτή είναι μοναδική για τυχόν T > 0.
Η αpiόδειξη του θεωρήματος Ito είναι piαρόμοια με αυτή του θεωρήμα-
τος Picard− Lindelof , το οpiοίο δίνει σvυνθήκες για ύpiαρξη και μοναδι-
κότητα λύσvεων σvυνήθων διαφορικών εξισvώσvεων. ΄Οpiως και σvτις σvυνήθεις
διαφορικές έχουμε μία ακολουθία piου σvυγκλίνει σvτη λύσvη, σvτη σvτοχα-
σvτική piερίpiτωσvη χρησvιμοpiοιείται η αντίσvτοιχη ακολουθία σvτοχασvτικών
διαδικασvιών
X0t = ξ
Xk+1t = ξ +
tˆ
0
b(s,Xks )ds+
tˆ
0
σ(s,Xks )dBs
η οpiοία σvυγκλίνει σvτη λύσvη.
5.2. Χρόνος εξόδου λύσvεων ΣΔΕ αpiό ένα φραγμένο piεδίο 76
5.2. Χρόνος εξόδου λύσεων ΣΔΕ αpiό ένα φραγμένο piεδίο
Σε όλη την piαράγραφο θα ασvχοληθούμε με ΣΔΕ σvτον Rn, οι οpiοίες
είναι χρονικά ομοιογενείς, δηλαδή είναι της μορφής
(5.2.1) Xt = x+
tˆ
0
b(Xs)ds+
tˆ
0
σ(Xs)dBs t ≥ 0
με x ∈ Rn. Θα υpiοθέτουμε ακόμη ότι η (5.2.1) ικανοpiοιεί το Θεώρημα
Ito, εpiομένως θα έχει piάντα λύσvη και θα είναι μοναδική.
΄Εσvτω f ∈ C2(Rn), θα σvυνδέσvουμε την (5.2.1) με έναν μερικό διαφο-
ρικό τελεσvτή δεύτερης τάξης, τον οpiοίο θα σvυμβολίζουμε με L. Αυτός
ορίζεται αpiό την σvχέσvη
Lf(x) =
n∑
i=1
bi(x)
∂f
∂xi
+
1
2
n∑
i,j=1
cij(x)
∂2f
∂xi∂xj
όpiου cij(x) = (σ(x)σ(x)∗)ij. Ο L εμφανίζεται όταν εφαρμόσvουμε την
formula Ito σvτην f
f(Xt) = f(x) +
tˆ
0
Lf(Xs)ds+
tˆ
0
[∇f(Xs) · σ(Xs)]dBs
΄Εσvτω D ένα φραγμένο piεδίο (δηλαδή ένα ανοιχτό και σvυνεκτικό σvύ-
νολο) του Rn, θα δούμε υpiό piοιές σvυνθήκες η λύσvη της (5.2.1) (Xt)t≥0
με X0 = x ∈ D, βγαίνει έξω αpiό το D, σvε piεpiερασvμένο χρόνο. Θέτουμε
τx := inf{t ≥ 0 : Xt ∈ D↪}, ο τx είναι χρόνος διακοpiής. Τέλος, τη λύσvη
της (5.2.1) (Xt)t≥0 με X0 = x θα την σvυμβολίζουμε με (Xxt )t≥0.
Προταση 5.2.1. Αν υpiάρχει μια σvυνάρτησvη f ∈ C2(Rn) μη-αρνητική
σvτο D, τέτοια ώσvτε
Lf(x) ≤ −1 ∀x ∈ D
τότε E(τx) <∞∀x ∈ D.
Αpiόδειξη. Για σvταθερό t > 0, αpiό formula Ito έχουμε
f(Xxt∧τx) = f(x) +
t∧τxˆ
0
Lf(Xs)ds+
tˆ
0
[∇f(Xs∧τx) · σ(Xs)]1{τx≥s}dBs
Εpiειδή ∇f, σ φραγμένες σvτο D, τα σvτοιχεία του piίνακα ∇f · σ ανήκουν
σvτον L2t , οpiότε το σvτοχασvτικό ολοκλήρωμα είναι martigale. Οpiότε
E(f(Xxt∧τx) = f(x) + E(
t∧τxˆ
0
Lf(Xs)ds)
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και χρησvιμοpiοιώντας την υpiόθεσvη, έχουμε
E(f(Xxt∧τx) ≤ f(x)− E(t ∧ τx)
και εpiειδή f ≥ 0 σvτο D
f(x) ≥ E(t ∧ τx)
Χρησvιμοpiοιώντας το θεώρημα μονότονης σvύγκλισvης, piροκύpiτει E(τx) ≤
f(x). 
Προταση 5.2.2. Αν για τον L υpiάρχει k ∈ {1, . . . n} τέτοιο ώσvτε
min
x∈D¯
ckk(x) = c > 0, τότε E(τx) <∞∀x ∈ D.
Αpiόδειξη. Θέτουμε q = min
x∈D¯
xk, b = max
x∈D¯
και διαλέγουμε ν > 2b
c
.
Ακόμη θέτουμε h(x) = −µeνxk , όpiου το µ θα piροσvδιορισvτεί αργότερα.
Lh(x) = −{1
2
ν2ckk(x)µe
νxk+νµeνxkbk(x)} = −µeνxk{1
2
ν2ckk(x)+vbk(x)}
Lh(x) ≤ −µeνq{1
2
ν2c+ νbk(x)} ≤ −µeνq{1
2
ν2c− νb}
Lh(x) ≤ −1
2
µeνqνc{ν − 2b
c
}
Τέλος διαλέγουμε µ έτσvι ώσvτε Lh(x) ≤ −1 και το σvυμpiέρασvμα piροκύpiτει
αpiό την Πρότασvη 5.2.1 
Ορισμος 5.2.3. Ο τελεσvτής L λέγεται ελλειpiτικός, σvτο σvημείο x ∈
Rn, αν
n∑
i=1
n∑
j=1
cij(x)ξiξj > 0 ∀ξ ∈ Rn\{0}
΄Εσvτω D υpiοσvύνολο του Rn, αν ο L είναι ελλειpiτικός σvε κάθε σvημείο
του D, λέμε ότι είναι ελλειpiτικός σvτο D. Αν υpiάρχει ένας αριθμός δ > 0
τέτοιος ώσvτε
n∑
i=1
n∑
j=1
cij(x)ξiξj ≥ δ
n∑
i=1
ξ2i ∀x ∈ D ∀ξ ∈ Rn
τότε λέμε ότι ο L είναι ομοιόμορφα ελλειpiτικός σvτο D.
Το piιο αpiλό piαράδειγμα ελλειpiτικού τελεσvτή, είναι ο τελεσvτής του
Laplace 4 = ∂
∂x1
+ · · ·+ ∂
∂x
.
Παρατηρηση 5.2.4. ΄Ενας ομοιόμορφα ελλειpiτικός τελεσvτής σvτο D
είναι ελλειpiτικός σvτο D.
Στην piερίpiτωσvη piου ο L είναι ομοιόμορφα ελλειpiτικός, εύκολα μpiο-
ρούμε να δούμε ότι ικανοpiοιείται η Πρότασvη 5.2.2 και εpiομένως η (Xxt )t≥0
βγαίνει έξω αpiό ένα φραγμένο piεδιό σvε piεpiερασvμένο χρόνο.
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5.3. Αναpiαράσταση λύσεων
Σε αυτό το σvημείο θα δούμε piως μpiορούμε να έχουμε piιθανοθεω-
ρητικές αναpiαρασvτάσvεις λύσvεων μερικών διαφορικών εξισvώσvεων, για ο-
μοιόμορφα ελλειpiτικούς τελεσvτές. ΄Εσvτω τώρα μια σvτοχασvτική διαφορική
εξίσvωσvη σvτον Rn της μορφής
(5.3.1) Xt = x+
tˆ
0
b(Xs)ds+
tˆ
0
σ(Xs)dBs t ≥ 0
με x ∈ Rn, η οpiοία ικανοpiοιεί το θεώρημα Ito. Ακόμη υpiοθέτουμε ότι
ο τελεσvτής L piου σvυνδέεται με αυτή, είναι ομοιόμορφα ελλειpiτικός. Ας
θεωρήσvουμε τώρα το εξής piρόβλημα Cauchy{
Lu = ∂u
∂t
∀(t, x) ∈ [0,∞)× Rn
u(0, x) = f(x) ∀x ∈ Rn
και u(t, x) ∈ C1,2 μια λύσvη του, με f ∈ C(Rn). Για t ≤ t0 θέτουμε
g(t, x) = u(t0 − t, x) και εφαρμόζουμε σvε αυτή την formula Ito οpiότε
έχουμε
g(t, x) = g(0, x)+
tˆ
0
[Lg(s,Xxs )+
∂g
∂t
(s,Xxs )]ds+
tˆ
0
∇g(s,Xxs )σ(Xxs )dBs
όpiου με (Xxt )t≥0 σvυμβολίζουμε την λύσvη της (5.3.1). ΄Ομως Lg + ∂g∂t =
Lu − ∂u
∂t
= 0 και υpiοθέτωντας ότι η διαδικασvία
t´
0
∇g(s,Xxs )σ(Xxs )dBs
είναι martingale, έχουμε
E(g(t,Xxt )) = u(t0, x)
Τέλος εpiειδή η διαδικασvία {u(t0 − t,Xxt )}t είναι martingale, ισvχύει ότι
E(u(t0 − t,Xxt0) = E(u(0, Xxt0) = E(f(Xxt0))
οpiότε
E(f(Xxt0)) = u(t0, x)
Παραpiάνω δείξαμε ότι μια λύσvη u του piροβλήματος Cauchy γράφεται σvτη
μορφή u(t, x) = E(f(Xxt )). ΄Ομως για να ισvχύει αυτή η ισvότητα piρέpiει
το σvτοχασvτικό ολοκλήρωμα να είναι martingale.
Το θεώρημα piου ακολουθεί, δίνει μια piιθανοθεωρητική αναpiαράσvτα-
σvη, για την κλασvική λύσvη του piροβλήματος Dirichlet, piου σvχετίζεται με
τον τελεσvτή L:
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(5.3.2)
{
Lu(x) = 0 ∀x ∈ D
u(x) = φ(x) ∀x ∈ ∂D
όpiου φ μια δοσvμένη σvυνάρτησvη και D ένα φραγμένο piεδίο του Rn.
Θεωρημα 5.3.1. ΄Εσvτω φ ∈ C(∂D). Αν u ∈ C2(D)∩C(∂D) και είναι
μια λύσvη του piροβλήματος Dirichlet (5.3.2), τότε για x ∈ D έχουμε
u(x) = E(φ(Xxτ ))
με τ = inf{t ≥ 0 : Xxt ∈ D↪}.
Αpiόδειξη. ΄Εσvτω x ∈ D και ορίζουμε Dn = {x ∈ D : dist(x, ∂D) >
1
n
} n ∈ N. Η (Dn)n είναι μια ακολουθία ανοικτών υpiοσvυνόλων του D,
για την οpiοία υpiάρχει n0 ∈ N τέτοιο ώσvτε x ∈ Dn ∀n ≥ n0 Ορίζουμε
τn = inf{t ≥ 0 : Xxt ∈ D↪n} και εύκολα σvυμpiεραίνουμε ότι lim
n→∞
τn = τ
σv.pi.
Αpiό formula Ito έχουμε
u(Xxt∧τn) = u(x) +
t∧τnˆ
0
Lu(Xs)ds+
tˆ
0
[∇u(Xs∧τn) · σ(Xs)]1{τn≥s}dBs
Εpiειδή η∇u·σ είναι φραγμένη σvτο D¯ και εpiειδήXt∧τn ∈ D¯ ∀t ≥ 0, ισvχύει
ότι {∇u(Xs∧τn) · σ(Xs)1{τn≥s}}s≥0 ∈
⋂
s>0
L2s . ΄Ετσvι το σvτοχασvτικό ολο-
κλήρωμα είναι martingale, οpiότε piαίρνοντας μέσvες τιμές καταλήγουμε
σvτο εξής
E(u(Xxt∧τn)) = u(x)
Για t −→ ∞ και για n −→ ∞ χρησvιμοpiοιώντας το θεώρημα φραγμένης
σvύγκλισvης, piροκύpiτει ότι
u(x) = E(φ(Xxτ ))

Ας δούμε εpiίσvης μια αναpiαράσvτασvη της λύσvης ,του εξής piροβλήματος
Dirichlet
(5.3.3)
{
Lu(x)− a(x)u(x) = f(x) ∀x ∈ D
u(x) = φ(x) ∀x ∈ ∂D
όpiου φ, a, f δοσvμένες σvυναρτήσvεις και D ένα φραγμένο piεδίο του Rn.
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Θεωρημα 5.3.2. ΄Εσvτω f ∈ L∞(D), φ ∈ C(∂D) και a ∈ C(D) τέτοια
ώσvτε a ≥ 0. Αν u ∈ C2(D)∩C(∂D) και είναι μια λύσvη του piροβλήματος
Dirichlet (5.3.2), τότε για x ∈ D έχουμε
u(x) = E[e
−
τ´
0
a(Xxt )ds
φ(Xxt )−
τˆ
0
e
−
t´
0
a(Xxs )ds
f(Xxt )dt]
Αpiόδειξη. Η διαδικασvία της αpiόδειξης είναι όpiως και σvτο θεώρημα
5.3.1. Το μόνο piου piρέpiει να δείξουμε, είναι ότι
Zt∧τnu(X
x
t∧τn) = u(x)+
t∧τnˆ
0
Zsf(X
x
s )ds+
tˆ
0
Zs[∇u(Xs)·σ(Xs)]1{τn≥s}dBs
όpiου Zt = e
−
t´
0
a(Xxs )ds
και (τn)nακολουθία χρόνων διακοpiής όpiως και
σvτην αpiόδειξη του θεωρήματος 5.3.1. Παρατηρούμε ότι
Zt = 1−
tˆ
0
a(Xxs )Zsds
και εφαρμόζουμε την formula Ito σvτην διαδικασvία(
Zt∧τn
Xt∧τn
)
=
(
1
x
)
+
tˆ
0
( −a(Xxs )
b(Xxs )
)
1{s≤τ}ds+
tˆ
0
(
O
σ(Xxs )
)
1{s≤τ}dBs
για την σvυνάρτησvη f(z, x) = zu(x) και piροκύpiτει το ζητούμενο. 
Παρατηρηση 5.3.3. Αpiό τις piαραpiάνω διαδικασvίες piαρατηρούμε ότι,
μία σvυνθήκη για να έχουμε piιθανοθεωρητικές αναpiαρασvτάσvεις λύσvεων
μερικών διαφορικών εξισvώσvεων, είναι το σvτοχασvτικό ολοκλήρωμα
tˆ
0
[∇u(Xs) · σ(Xs)]dBs
να είναι martingale.
Παρατηρηση 5.3.4. Τα piαραpiάνω θεωρήματα μpiορούμε να τα δούμε
και σvαν θεωρήματα μοναδικότητας λύσvης, του piροβλήματος Dirichlet.
Παραδειγμα 5.3.5. Θεωρούμε το εξής piρόβλημα
(5.3.4)
{
Lu(x) = −1 ∀x ∈ D
u(x) = 0 ∀x ∈ ∂D
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Αν το piρόβλημα έχει μια λύσvη u, τότε u(x) = E(τx), οpiού
τx = inf{t ≥ 0 : Xxt ∈ D↪}
5.4. Αρμονικές Συναρτήσεις
΄Εσvτω D ένα φραγμένο piεδίο του Rn, μια σvυνάρτησvη
u : D −→ R λέγεται αρμονική σvτο D, αν και μόνο αν
4u(x) = 0 ∀x ∈ D
Σε αυτήν την piαράγραφο θα δείξουμε δύο βασvικές ιδιότητες των αρμονι-
κών σvυναρτήσvεων, την αρχή του μεγίσvτου και την ιδιότητα της μέσvης τι-
μής, χρησvιμοpiοιώντας τα αpiοτελέσvματα της piαραγράφου 5.3. Με (Bt)t≥0
θα σvυμβολίζουμε μια n-διάσvτατη κίνησvη Brown.
Προταση 5.4.1. ΄Εσvτω D ένα φραγμένο piεδίο του Rn και u μια αρμο-
νική σvυνάρτησvη σvτο D¯. Τότε
sup
x∈D¯
u(x) = sup
x∈∂D
u(x)
Αpiόδειξη. Θεωρούμε το εξής piρόβλημα Dirichlet{
4v(x) = 0 ∀x ∈ D
v(x) = φ(x) ∀x ∈ ∂D
όpiου φ είναι η σvυνάρτησvη u piεριορισvμένη σvτο ∂D. Προφανώς η λύσvη του
είναι η u και χρησvιμοpiοιώντας το Θεώρημα 5.3.1, piροκύpiτει ότι
u(x) = E[u(x+Bxτx)] ∀x ∈ D¯
με τx να είναι ο χρόνος piρώτης εξόδου αpiό το D. ΄Εχουμε
sup
x∈D¯
u(x) = sup
x∈D¯
E[u(x+Bτx)] ≤ E[sup
x∈D¯
u(x+Bτx)] = E[ sup
x∈∂D
u(x)] = sup
x∈∂D
u(x)
με την τελευταία ανισvότητα να ισvχύει εpiειδή x + Bτx ∈ ∂D για κάθε
x ∈ D¯. Τέλος piροφανώς ισvχύει ότι
sup
x∈D¯
u(x) ≥ sup
x∈∂D
u(x)
και αpiοδείχτηκε το ζητούμενο. 
Ορισμος 5.4.2. ΄Εσvτω D ένα ανοιχτό υpiοσvύνολο του Rn. Λέμε ότι
μια σvυνάρτησvη u : D −→ R έχει την ιδιότητα της μέσvης τιμής, αν για
κάθε a ∈ D και 0 < r <∞ τέτοια ώσvτε a+ S¯r ⊆ D, ισvχύει ότι
u(a) =
1
Vr
ˆ
∂Sr
u(a+ x)dx
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με Vr = µ(∂Sr), όpiου µ το εpiιφανειακό μετρό lebesque του Rn και
Sr = {x ∈ Rn :| x |< r}
.
Προταση 5.4.3. ΄Εσvτω D ένα φραγμένο piεδίο του Rn. Μια αρμονική
σvυνάρτησvη u σvτο D έχει την ιδιότητα της μέσvης τιμής.
Αpiόδειξη. ΄Εσvτω a ∈ D και 0 < r τέτοια ώσvτε a + B¯r ⊆ D, και τ
ο χρόνος piρώτης εξόδου της (a + Bt)t≥0 αpiό το σvύνολο a + Br. Αpiό
Θεώρημα 5.3.1 έχουμε ότι
u(a) = E(u(a+Bτ ))
΄Ομως
E(u(a+Bτ )) =
ˆ
u(x)dQ =
1
Vr
ˆ
∂Sr
u(a+ x)dx
οpiού Q η κατανομή της a+Bτ . 
5.5. Μια σύντομη εφαρμογή στα χρηματοοικονομικά
Ας θεωρήσvουμε ένα piρωτογενές χρηματοοικονομικό piροϊόν (pi.χ .μια
μετοχή) piου η αξία του ως piρος το χρόνο δίνεται αpiό την εξής σvτοχασvτική
διαφορική εξίσvωσvη
(5.5.1) Xt = x+
tˆ
0
bXsds+
tˆ
0
σXsdBs ∀t ≥ 0
με x ∈ R+, b, σ ∈ R και ένα piαράγωγο piροϊόν piου η αξία του σvτο χρόνο
ωρίμανσvης T είναι της μορφής
VT = f(XT )
όpiου f : R+ −→ R. Τότε η σvημερινή αξία του piαράγωγου δίνεται αpiό
την σvχέσvη
V0 = e
−bTE[f(XxT )]
Για να υpiολογίσvουμε την σvημερινή αξία του piαραγώγου, piρέpiει να
υpiολογίσvουμε την μέσvη τιμή της τυχαίας μεταβλητής f(XxT ). Με piα-
ρόμοιο τρόpiο, όpiως σvτην piαράγραφο 5.3 μpiορούμε να δείξουμε ότι η
u(t, x) = E[f(X t,xT )] αναpiαρισvτά την λύσvη του piροβλήματος
(5.5.2)
{
σ2
2
x2 ∂
2u
∂x2
+ bx∂u
∂x
+ ∂u
∂t
= 0 ∀(t, x) ∈ [0, T ]× R+
u(T, x) = f(x) ∀x ≥ 0
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όpiου (Xs,xt )t η λύσvη της
Xt = x+
tˆ
s
bXudu+
tˆ
s
σXudBu ∀t ≥ s
Θα λύσvουμε το 5.5.2. Καταρχήν για ευκολία θέτουμε k = b − 1
2
σ2.
Χρησvιμοpiοιώντας τον μετασvχηματισvμό
τ = T − t
y = lnx
η μερική διαφορική εξίσvωσvη 5.5.2 μετασvχηματίζεται σvτην εξίσvωσvη
(5.5.3)
{
σ2
2
∂2v
∂x2
+ k ∂v
∂x
− ∂v
∂t
= 0 ∀(t, y) ∈ [0, T ]× R
v(0, y) = f(ey) ∀y ∈ R
όpiου v(τ, y) = u(T − τ, ey). Κάνοντας μερικές piράξεις είναι εύκολο να
εpiαληθέψουμε ότι η w(τ, y) = e
k2
2σ2
τ+ k
σ2
yv(τ, y), είναι λύσvη της εξίσvωσvης
διάχυσvης και ικανοpiοιεί το εξής piρόβλημα Cauchy
(5.5.4)
{
σ2
2
∂2w
∂x2
− ∂w
∂τ
= 0 ∀(τ, y) ∈ [0, T ]× R
w(0, y) = e
k
σ2
yf(ey) ∀y ∈ R
Η λύσvη της εξίσvωσvης διάχυσvης σvε ολοκληρωτική μορφή δίνεται αpiό την
σvχέσvη
w(τ, y) =
1√
2piτσ
+∞ˆ
−∞
e
k
σ2
y′f(ey
′
) exp{−| y
′ − y |2
2τσ2
}dy′
Χρησvιμοpiοιώντας τον piροηγούμενο μετασvχηματισvμό, η λύσvη του αρχικού
piροβλήματος είναι η εξής
u(t, x) =
e−
k2
2σ2
(T−t)− k
σ2
lnx√
2pi(T − t)σ
+∞ˆ
−∞
e
k
σ2
y′f(ey
′
) exp{−| y
′ − lnx |2
2(T − t)σ2 }dy
′
Θέτουμε y = ey
′
οpiότε dy′ = dy
y
και η piρογούμενη σvχέσvη γίνεται
(5.5.5)
u(t, x) =
e−
k2
2σ2
(T−t)− k
σ2
lnx√
2pi(T − t)σ
+∞ˆ
0
e
k
σ2
ln y f(y)
y
exp{−| ln y − lnx |
2
2(T − t)σ2 }dy
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΄Ενας άλλος τρόpiος για να υpiολογίσvουμε το E[f(XxT )] είναι να λύσvου-
με την σvτοχασvτική διαφορική εξίσvωσvη 5.5.2. Εφαρμόζοντας την formula
Ito σvτην σvτοχασvτική διαδικασvία
Yt =
tˆ
0
(b− σ
2
2
)ds+
tˆ
0
σdBs =
tˆ
0
kdt+
tˆ
0
σdBs
για την σvυνάρτησvη f(y) = xey, μpiορούμε να δείξουμε ότι ηXt = xeσBt+kt
είναι λύσvη της 5.5.1. Εpiειδή η κίνησvη Brown ακολουθεί κανονική κατα-
νομή, η XT ακολουθεί λογαριθμική κατανομή. Οpiότε έχουμε
(5.5.6) E[f(XT )] =
1√
2piTσ
+∞ˆ
0
f(y)
y
exp{−| ln y − lnx− kT |
2Tσ2
}dy
Θα κάνουμε μερικές piράξεις μέσvα σvτο ολοκλήρωμα
− 1
2Tσ2
(ln y − lnx− kT )2 =
− 1
2Tσ2
[(ln y − lnx)2 + (kT )2 − 2(ln y − lnx)kt] =
− 1
2Tσ2
(ln y − lnx)2 − k
2
2σ2
T + (ln y − lnx) k
σ2
]
Χρησvιμοpiοιώντας την piαραpiάνω σvχέσvη η 5.5.6 γίνεται
E[f(xeσBT )] =
e−
k2
2σ2
T− k
σ2
y
√
2piTσ
+∞ˆ
0
e
k
σ2
y f(y)
y
exp{−| ln y − lnx |
2
2Tσ2
}dy
Παρατηρούμε ότι η τελευταία σvχέσvη ταυτίζεται με την την 5.5.5 για t = 0,
όpiως ήταν αναμενόμενο.
Παρατηρηση. Για piερισvσvότερες piληροφορίες piάνω σvε εφαρμογές της
Στοχασvτικής Ανάλυσvης σvτα Χρηματοοικονομικα piαραpiέμpiουμε σvτο ε-
ξής βιβλίο IoannisKaratzas, Steve Shreve, Brownian Motion and
Stochastic Calculus, Springer.
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