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Carbon and proton Overhauser DNP from MD
simulations and ab initio calculations: TEMPOL
in acetone†
Sami Emre Ku¨çu¨k,a Timur Biktagirovb and Deniz Sezer*a
A computational analysis of the Overhauser effect is reported for the proton, methyl carbon, and carbonyl
carbon nuclei of liquid acetone doped with the nitroxide radical TEMPOL. A practical methodology for
calculating the dynamic nuclear polarization (DNP) coupling factors by accounting for both dipole–dipole
and Fermi-contact interactions is presented. The contribution to the dipolar spectral density function of
nuclear spins that are not too far from TEMPOL is computed through classical molecular dynamics (MD)
simulations, whereas the contribution of distant spins is included analytically. Fermi contacts are obtained
by subjecting a few molecules from every MD snapshot to ab initio quantum mechanical calculations.
Scalar interaction is found to be an essential part of the 13C Overhauser DNP. While mostly detrimental to
the carbonyl carbon of acetone it is predicted to result in large enhancements of the methyl carbon signal
at magnetic fields of 9 T and beyond. In contrast, scalar coupling is shown to be negligible for the protons
of acetone. The additional influence of proton polarization on the carbon DNP (three-spin effect) is also
analyzed computationally. Its effect, however, is concluded to be practically insignificant for liquid acetone.
I. Introduction
Overhauser dynamic nuclear polarization (ODNP) can substan-
tially increase the signal intensity of nuclear magnetic resonance
(NMR) measurements in liquids.1 The effect relies on polarizing
the electron spins of dissolved free radicals with the use of
microwaves and transferring the large electron polarization to
the nuclear spins of the solvent.2,3 The magnitude of the effect is
directly proportional to the gyromagnetic ratio of the electron
spin, gS, and inversely proportional to the gyromagnetic ratio of
the nuclear spin of interest, gI. Thus, the smaller the gI the larger
the relative increase of the NMR signal. In the case of the 1H and
13C nuclear spins examined here, larger ODNP enhancements are
expected for the latter because gC is four times smaller than gH.
Instrumental developments that made possible the use of
ODNP in continuous-flow NMR and medical MRI,4–6 as well as
novel applications to biomolecular NMR7–9 have spurred a revived
interest in quantifying the mechanisms responsible for the effect.
Recent high-field ODNP experiments, reporting considerable
enhancements, were performed for solvents containing 1H,10–15
13C,10,16–18 and 19F.19,20 These studies demonstrated that while
for 1H nuclei the scalar interaction with the electron spin is
negligible compared to the dipolar interaction, for the other
nuclei both interactions may be of comparable magnitude—a
complication known from previous work.3 Since in the ODNP
effect the scalar and dipolar interactions enhance the NMR
signal in opposite directions, their simultaneous presence is
detrimental to the overall enhancement. Computational approaches
capable of quantifying the contributions of these two interaction
types and thus predicting the magnitude of the expected enhance-
ment are, therefore, highly desirable.
Previously, we have employed atomistic molecular dynamics
(MD) simulations to calculate 1H ODNP coupling factors.21–24
Being classical in nature, the MD simulations only provide
information about the positions of the atomic centers in the
simulated liquid solution. Invoking the point-dipole approxi-
mation, the atomic positions are used to calculate the dipole–
dipole interaction between the electron and nuclear spins and
to follow this interaction in time. Because no effort was made to
take into account the scalar interaction between the two types
of spins, this approach was limited to proton DNP.
Here, the computational methodology for quantifying the
contribution of the dipolar interaction to the ODNP effect is
further developed to take into account the scalar interaction
between the electron and nuclear spins. This is achieved by
performing quantum mechanical (ab initio) calculations on the
snapshots generated during the MD simulation. Unlike the
dipolar interaction, which is long-ranged, the scalar interaction
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is influenced only by the molecular and liquid structure in the
immediate neighborhood of the unpaired electron. Therefore,
each ab initio calculation at a given time point only needs to
contain a few molecules from the MD snapshot. In essence, we
follow the dynamics of thousands of molecules in the liquid by
classical MD simulations, and calculate the electron spin density
at the nuclei of interest by performing ab initio calculations on
a few molecules. This division of labor makes the approach
efficient and realistically applicable to simple liquids.
In this paper, the proposed computational methodology is
illustrated in the context of TEMPOL in pure acetone, for which
we recently performed 1HDNP analysis based onMD simulations.25
In addition to protons, acetone offers two types of carbon nuclei:
methyl carbon and carbonyl carbon (Fig. 1, left). We find differences
in the contributions of scalar and dipolar interactions to the ODNP
of these two types of 13C nuclei. Furthermore, the protons of acetone
allow us to examine the influence of proton polarization on the
polarization of the carbon nuclear spins and, thus, quantify the
magnitude of the three-spin effect.2 For TEMPOL in pure acetone
the effect of the proton spin on 13C polarization is found to be
negligibly small for most practical purposes.
The paper is organized as follows. In the next section we give
general information about ODNP and the three-spin effect, and
describe our methods. The dipolar contribution to ODNP is
calculated in Section III.A. The calculation of the scalar interaction
is presented in Section III.B. Combining these two contributions,
we calculate DNP coupling factors in Section III.C and evaluate
to what extent these would be modified by three-spin effects in
Section III.D. The implications of the results are discussed in
Section IV, while Section V contains our conclusion and outlook.
Fitting parameters and other technical details are given in the ESI.†
II. Background and methods
A. Dipolar and scalar interactions
The Overhauser effect relies on the presence of hyperfine
interaction between nuclear (I) and electron (S) spins. This
interaction is described by the spin Hamiltonian26 H = IAS,
where I and S are the respective spin operators and A is the
hyperfine coupling tensor. The latter is composed of an iso-
tropic (scalar) part Aiso and an anisotropic (dipolar) part Adip.
The anisotropic term, which is due to the dipolar interaction
of the two spins, is a traceless tensor.26 The isotropic term is
known as Fermi contact or hyperfine coupling constant.2,27 It is
proportional to the electron spin density (i.e., the difference
of up-spin density and down-spin density) at the nucleus of
interest and its value can be either negative or positive.28
In the presence of hyperfine coupling between I and S the
relaxation of the longitudinal component of the nuclear spin
magnetization is described by2,26
dI
dt
¼  rSI þ oI
 
I  I0  sSI S  S0 : (1)
Here, upon overloading the notation, I and S denote the long-
itudinal components of the nuclear and electronic spin magne-
tizations. Their values at thermal equilibrium are indicated by a
superscript zero. The self- and cross-relaxation rates, rSI and s
S
I ,
are due to the hyperfine interaction between the spins, while oI
is the nuclear T1 rate in the absence of the electronic spin. At
steady state the enhancement of the NMR signal, eI = (I  I0)/I0,
is directly proportional to the saturation of the electronic spin,
s = (S0  S)/S0. From (1) one finds that
eI ¼ s
S
I
rSI
rSI
rSI þ oI
s
gS
gI
¼ cSI f SI s
gS
gI
: (2)
The second equality in (2) defines the coupling factor
cSI = s
S
I /r
S
I (3)
and the leakage factor
f SI ¼
rSI
rSI þ oI
: (4)
The relaxation rates sSI and r
S
I in (3) can be calculated from
the spectral density functions (SDFs) of the dipolar and scalar
interactions between the spins:2,21,26
sSI = NS[5JIS(oS)  6KIS(oS)]/12, (5)
rSI = NS[3JIS(oI) + 7JIS(oS) + 6KIS(oS)]/12. (6)
Here, J(o) and K(o) denote the dipolar and scalar SDFs,
respectively, oS and oI are the Larmor frequencies of the spins,
and NS is the number density of S. Note that in (5) and (6) we
have acknowledged that J(o) = J(o), K(o) = K(o) and oSc oI.
Our computational strategy consists of following the mole-
cular motions in time with MD simulations. The MD trajec-
tories provide the positions of the spin-bearing atoms. Treating
the spins as point dipoles, the atomic positions are used to
calculate the dipolar time correlation function (TCF):
Cdip(t) = hFm2 (t)Fm2 (t + t)it, (7)
where Fm2 = Y
m
2 (y, f)/r
3 is the rank-2 solid harmonic, and
r = (r, y, f) is the vector from the electron to the nuclear spin
in spherical coordinates. The brackets hit denote average over
all starting times t and over all nuclear spins in the simulation
box. The dimension of the product of two solid harmonics is
inverse volume squared (nm6). However, the average in (7) involves
integration over volume, thus the dimension of the resultant
Cdip is inverse volume (nm
3). From the TCF we calculate the
dipolar SDF as
JISðoÞ ¼ 2p
5
dISð Þ2
ð1
0
CdipðtÞeiotdt; (8)
Fig. 1 Left: A molecule of acetone contains six hydrogen atoms (white),
two methyl carbon atoms (cyan), one carbonyl carbon (cyan), and one
oxygen atom (red). Right: The nitroxide free radical TEMPOL.
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where dIS = (m0/4p)hgIgS has a dimension of volume over time
(nm3 ns1). Thus, the dimension of JIS is volume over time
(nm3 ns1), as it should be since it gives a relaxation rate (ns1)
when multiplied by the number density NS (nm
3). For further
details and applications of our computational approach the
reader is referred to ref. 23–25.
Unlike the dipolar interaction, which could be treated in
the point-dipole approximation, the calculation of the scalar
interaction Aiso requires knowledge of the spin density of
the unpaired electron of TEMPOL. Such information is not
available in the classical MD simulations but necessitates
quantum mechanical calculations. To this end, we used the
atomic coordinates from the MD snapshots as an input to the
package Gaussian29 and calculated the Fermi contacts between
the desired nuclei and the electron spin, Aiso (in MHz). These
were used to obtain the scalar TCF
CisoðtÞ ¼ 2pð Þ
2
NI
AisoðtÞAisoðtþ tÞh it; (9)
where the prefactor is necessary to switch to units of angular
frequency. Accumulated calculations are first time averaged
and then divided by the number density of the spin I (Table 1).
Since Aiso from the quantummechanical package already includes
the contribution of the gyromagnetic ratios, the scalar SDF is
simply
KðoÞ ¼
ð1
0
CisoðtÞeiotdt: (10)
Its dimension is volume over time (nm3 ns1). Additional
information is available in the ESI† Section I.B.
B. Three-spin effect
The formalism summarized above applies to both 1H and 13C
nuclei. However, when quantifying the ODNP enhancement
of 13C it may be necessary to take into consideration the
additional interaction between carbon and proton nuclear spins.
Thus, we allow for the polarization of the 13C (third) spin to be
influenced by the polarizations of the electron (first) and proton
(second) spins, with the understanding that the polarization of
the second spin is due to the first spin only. In this case, the
relaxation of the longitudinal spin polarization of 13C can be
expressed as2
dIC
dt
¼ rSC þ rHC þ oC
 
IC  I0C
  sSC S  S0 
 sHC IH  I0H
 
;
(11)
where the additional cross- and self-relaxation rates, sHC and r
H
C,
are due to carbon–proton coupling.
At steady state, and assuming that carbon polarization does
not affect proton polarization,2 the enhancement of the 13C
signal, eC = (IC  I0C)/I0C, can be written as
eC ¼ s
S
C  sHCcSH f SH
rSC þ rHC þ oC
s
gS
gC
; (12)
where cSH is the proton coupling factor as defined in (3) and f
S
H
is the proton leakage factor as defined in (4). In terms of the
carbon coupling factor, cSC = s
S
C/r
S
C, and the leakage factor, f
S
C =
rSC/(r
S
C + r
H
C + oC), the expression in (12) becomes
eC ¼ mcSC
 
f SC s
gS
gC
; (13)
where
m ¼ 1 s
H
C
sSC
cSH f
S
H
 
(14)
is a multiplicative correction to the carbon coupling factor that
accounts for the additional interaction of 13C with the proton
spins of the solvent.
An obvious prerequisite for having m significantly different
from 1 is substantial enhancement of the proton signal,
reflected by (cSH f
S
H) in (14). Because the dipolar interaction
typically dominates in proton DNP,30 this product is expected
to be positive. The second, more demanding requirement for
appreciable three-spin effect is that the cross-relaxation rates
sHC and s
S
C are comparable in magnitude, so that s
H
C/s
S
CB 1. The
challenge lies in the fact that, from (5) and (8), sSI is propor-
tional to (gIgS)
2. Thus, considering the gyromagnetic ratios only,
sHC/s
S
C B (1/658)
2, which is five orders of magnitude smaller
than 1. However, from (5), sSI is also proportional to the spin
density NS. Therefore, the second condition could be fulfilled if
NH is about five orders of magnitude larger than NS. The proton
density of pure acetone is [H] = 80 M (Table 1). Considering only
the gyromagnetic ratios and the spin concentrations, for [S] = 1mM
we get sHC/s
S
CB 0.2.
In principle, the interaction between the 13C and 1H nuclear
spins can have both dipolar and scalar ( J-coupling) contribu-
tions. However, because the latter is limited to proton nuclei on
the same molecule as the carbon nucleus of interest, it will not
benefit from the concentration advantage ([H] c [S]) that is
necessary for the appreciable three-spin effect. Therefore, when
calculating sHC we considered only the dipolar coupling of
13C to
proton nuclei. Denoting the SDF of this dipolar interaction by
JCH, the cross-relaxation rate is
2,26
sHC = NH[6JCH(oC + oH)  JCH(oC  oH)]/12. (15)
Here we have both oH and oC because the Larmor frequencies
of the two nuclei are not very different [cf. (5)].
One last factor that may contribute to larger three-spin effect
is the frequency dependence of the cross-relaxation rates. In the
ratio sHC/s
S
C the numerator relies on the SDF JCH evaluated
around the proton Larmor frequency (oH  oC), while the
denominator relies on the SDF JCS evaluated at the electron
Larmor frequency (oS). The SDF at the higher frequency is
expected to be much smaller in magnitude.
Table 1 Nuclear spin number densities, NI, and concentrations, [I], for the
MD simulations of acetone at 35 1C. [I] = NI/NA, where NA is Avogadro’s
number
CH3 CO H
NI/nm
3 16.13 8.06 48.39
[I]/M 26.8 13.4 80.4
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C. MD simulations and ab initio calculations
The MD simulations of the 1 TEMPOL molecule in a cubic box
containing 2740 acetone molecules were reported previously.25
The simulation parameters of acetone were obtained from
ref. 31, and of TEMPOL were obtained from ref. 32. Constant-
volume simulations were performed using NAMD33 at 35 1C
under periodic boundary conditions for a total duration of
10 ns. The integration time step was 2 fs and the coordinates
were recorded every 0.2 ps.
Ab initio calculations were carried out on the molecular
geometries from the MD snapshots. The packages Gaussian
0929 and ORCA34 were used at the B3LYP level of theory using
the EPR-II basis set, which is known to produce reasonably
good hyperfine coupling values.35 Two separate fragments of
the MD trajectory (located at the second and fifth nanosecond)
were subjected to the analysis. Each fragment contained 1 ns of
dynamics comprising 5000 successive snapshots. Thus, in total,
10 000 ab initio calculations were performed.
The spatial distribution of the spin density due to the
unpaired electron of TEMPOL is expected to be sensitive to
the immediate surroundings of the free radical. For a realistic
representation of the environment, the ab initio calculations
should include as many acetone molecules near TEMPOL as
possible. However, considering the steep increase of the com-
putational cost in ab initio calculations with the number of
atoms, a reasonable number of solvent molecules had to be
chosen. To this end, for one MD snapshot, the coordinates of
the TEMPOL molecule and an increasing number of acetone
molecules were provided as input to the ab initio calculation.
The Fermi contact of the methyl carbon closest to the TEMPOL
oxygen is shown in Fig. 2 for different numbers of acetone
molecules (from 1 to 7) present in the calculations (red squares).
The value of Aiso is seen to increase monotonically. The increase
appears to slow down once six acetone molecules closest to
TEMPOL are explicitly included in the ab initio calculation.
We further examined whether the dielectric properties of the
acetone solution influence the calculated value of Aiso. The same
molecular geometries were analyzed using the polarization
continuum model (PCM)36 implemented in Gaussian37 (Fig. 1,
black squares). Systematically higher Fermi contact values were
obtained in the calculations using the PCM. More importantly,
by using the PCM the Aiso values calculated with three and more
explicit acetone molecules were practically identical, showing
convergence of the Fermi contact with the number of molecules
in the ab initio calculation. In the light of these observations,
TEMPOL and the six acetone molecules closest to its oxygen
atom were retained in all the other MD snapshots and subjected
to an ab initio calculation using the PCM with the dielectric
constant of acetone (e = 20.5).
For the geometries that yielded the largest Aiso values among
the 10 000 calculations, we further evaluated the effect of the
basis set on the calculated Fermi contacts. The numerical
values produced using the packages Gaussian and ORCA with
the basis sets EPR-II, EPR-III and TZVP are compared in Fig. 3.
There, the colored symbols correspond to nuclei on the acetone
molecule closest to TEMPOL (shown in the inset). The grey
symbols represent the same kind of nuclei on the remaining
five acetone molecules present simultaneously in the same
ab initio calculation. Different basis sets are observed to yield
identical numerical values for carbon atoms. In the case of 1H,
the Fermi contact calculated using TZVP is slightly smaller than
Fig. 2 Hyperfine coupling constants of a selected methyl carbon. The
number of acetone molecules closest to the TEMPOL oxygen was
increased from 1 to 7 in the ab initio calculations performed under vacuum
(red squares) or using the polarization continuum model (black squares).
Fig. 3 Observed maximal Fermi contacts of (a) 13CH3, (b)
13CO, and (c)
1H.
Different symbols show calculations using various basis sets. Colored and
grey symbols represent the same kind of nuclei on, respectively, the
closest (shown in inset) and more distant acetone molecules present in
the same calculation. Insets show the positive electron spin densities for
the corresponding configurations. CH3 and CO attain their maximum
(positive) Fermi contacts in the same snapshot.
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EPR-II for the maximum point but is identical for all the others.
The insets in Fig. 3 show the positive part of the electron
spin densities for these snapshots (generated using UCSF
Chimera38).
III. Results
A. Dipolar interaction
Assuming that the DNP effect is entirely due to the dipolar
coupling between the electron and nuclear spins, we recently
reported ODNP coupling factors between the protons of
acetone and TEMPOL, which were calculated from atomistic
MD simulations.25 Using the snapshots from these MD simu-
lations, we conducted the same analysis—treating only the
effect of dipolar coupling—for the carbon nuclear spins of the
acetone solvent molecules. (See ESI,† Section I.A for the multi-
scale calculation of the dipolar SDFs and Section II.A.1 for the
values of the various parameters involved in the computa-
tional procedure.) The resulting DNP coupling factors for the
methyl carbon (CH3) and the carbonyl carbon (CO) of acetone
are presented in Table 2,39 which also contains the previously
reported proton (H) coupling factors25 for the purposes of
comparison.
The dipolar coupling factor is known to be influenced
by the translational diffusion of the spins and their distance
of the closest approach, as made clear by the analytically-
tractable model of hard spherical molecules with centered
spins.40,41 Being on the same molecule, we expect the transla-
tional diffusion of the carbon atoms of acetone to be the same
as that for the acetone protons. However, because both the
methyl and carbonyl carbon atoms are closer to the center
of the acetone molecule than the protons (Fig. 1, left), the
coupling factors of the former are expected to be somewhat
smaller. This trend is confirmed by the calculated values in
Table 2.
B. Scalar interaction
The values of the Fermi contacts from the ab initio calculations
are shown in Fig. 4, where they are plotted against the distance
between the TEMPOL oxygen and the respective acetone atom.
Both positive and negative values occur for the three types of
nuclei. While the largest positive values are larger in magnitude
than the smallest negative values for the carbon atoms, positive
and negative Fermi contacts of a similar absolute value are
observed for the protons. Notably, the Fermi contacts do not
change monotonically with the distance of the nucleus from
the position of the oxygen atom of TEMPOL.
For the geometries leading to largest positive Fermi contacts
(indicated by asterisk in Fig. 4) the positive part of the spin
density is shown in the insets of Fig. 3. Methyl and carbonyl
carbon atoms attain their maximum (positive) Fermi contacts
in the same MD snapshot, as seen in Fig. 3a and b, whereas the
maximum for protons is reached in a different MD snapshot
(Fig. 3c). The molecular geometries and spin densities demon-
strate how, for the acetone molecule closest to the unpaired
electron of TEMPOL, the value of the spin density at the atomic
nucleus does not scale with its distance from the TEMPOL oxygen.
In Fig. 3c, for example, all the three protons of the methyl group
closer to TEMPOL have positive Fermi contacts. However, the spin
density at the proton farther from the TEMPOL oxygen is larger
than the spin density at the closer proton, which is reflected in the
magnitude of their Fermi contacts.
The scalar TCFs calculated from the Aiso values according
to (9) are given in Fig. 5. A comparison across the three atom
types reveals that Ciso of CH3 (Fig. 5a) is an order of magnitude
larger than CO (Fig. 5b) and
1H (Fig. 5c). The TCF of CH3
also exhibits a slow decaying component of a relatively larger
amplitude than the other two. In order to calculate SDFs
from the TCFs the latter were fit to a multiexponential decay
(as described in ESI,† Section I.B). The best fits, shown with
dashed lines in Fig. 5, are found to be in very good agree-
ment with the raw data. (Fitting parameters are given in the
ESI,† Table S5.)
Table 2 DNP coupling factors (%) for 1H and 13C calculated at different
electron Larmour frequencies (GHz) using only the dipolar interaction of
electronic and nuclear spins
9.7 34 94 200 260 330 460
CH3 35.4 17.8 6.54 2.58 1.84 1.33 0.81
CO 34.4 15.3 4.37 1.48 1.00 0.70 0.41
H 36.2 20.0 9.38 4.51 3.48 2.78 2.04
Fig. 4 Fermi contacts of (a) 13CH3, (b)
13CO, and (c)
1H nuclei of acetone
against their distances to the TEMPOL oxygen. Maximum values are
indicated with asterisk.
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Fig. 6 shows the scalar SDFs calculated as the Fourier
transform of the multiexponential fits to the TCFs. As antici-
pated, K(o) for CH3 is larger than that of the other two nuclei.
Because the SDF is affected by both the magnitude and the decay
rate of the TCF, the longer tail of the Ciso of CH3 leads to a larger
difference in the SDFs, especially at the lower frequencies.
C. Coupling factors from scalar and dipolar interactions
The DNP coupling factor reflects the competition of the dipolar
and scalar interactions between the electron and nuclear spins.
At high magnetic fields J(oI) c J(oS). If in addition J(oI) c
K(oS), the coupling factor becomes
cSI 
5JIS oSð Þ  6KIS oSð Þ
3JIS oIð Þ ; (16)
where the approximation follows from (3), (5) and (6). Note that
while the scalar SDF contributes only at the Larmor frequency
of the electron, the dipolar SDF is probed at both the electron
and nuclear Larmor frequencies. However, being in the
denominator of (16), a larger J(oI) always decreases the magni-
tude of the coupling factor, independently of the competition
between J(oS) and K(oS) in the numerator.
The dipolar and scalar SDFs, J(o) and K(o), are compared in
Fig. 7 for the three atom types of interest. At the electronic
Larmor frequencies (indicated with circles) the different nuclei
exemplify different possibilities. In the case of 1H (Fig. 7c), J(oS)
completely dominates K(oS) over the entire frequency range,
thus the DNP coupling factor is expected to be insensitive to the
proton–electron Fermi contact. The situation is similar for 13CO
(Fig. 7b); however, the difference between the dipolar and
scalar SDFs is smaller. In contrast, for 13CH3 (Fig. 7a), K(oS) is
almost equal to J(oS) at B94 GHz and exceeds it at higher
frequencies. Because in (16) K(oS) is multiplied by 6 while J(oS)
is multiplied by 5, we expect the two to balance exactly, and thus
lead to vanishing of the DNP coupling factor, at frequencies of
Fig. 5 Scalar TCFs calculated from the average of two trajectory fragments
(solid) andmultiexponential fits (dashed) for (a) CH3, (b) CO and (c) H. Longer-
time behavior is shown in insets.
Fig. 6 Scalar SDFs for CH3 (green), CO (blue) and H (red).
Fig. 7 Dipolar and scalar SDFs for (a) CH3, (b) CO and (c) H. Symbols
indicate the five electron (1) and nuclear (r) Larmor frequencies reported
in Table 3.
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interest to medical MRI (50–70 GHz). At higher frequencies, as
scalar SDF goes over the dipolar SDF, the sign of the coupling
factor is expected to be changed.
Quantitative calculation of the DNP coupling factors accord-
ing to (3), (5) and (6) confirms these expectations (Table 3).
Comparison with the purely dipolar coupling factors in Table 2
makes clear that the scalar contribution to 1H ODNP is negli-
gible over the entire frequency range of experimental interest.
In the case of 13CO scalar coupling can be safely ignored at the
lower frequencies of interest; however, its effect starts being
detrimental at higher frequencies. The opposite is true for 13CH3.
Scalar coupling is detrimental at the lower frequencies, entirely
canceling the dipolar contribution at B94 GHz. It becomes
sufficiently large to produce comparable (but opposite in sign)
enhancement at 260 GHz. At 460 GHz the coupling factor in the
presence of both scalar and dipolar interactions is two times
larger in magnitude than what would be possible with dipolar
interaction only.
D. Three-spin effect
When both the 13C and 1H nuclei experience ODNP, the polariza-
tion of the latter has the potential to influence the polarization of
the former. The extent to which the 13C coupling coefficient will
change due to this additional three-spin effect is determined by
the multiplicative correction factor m defined in (14).
Fig. 8 shows the frequency dependence of the cross-relaxation
rates sHC (black) and s
S
C (colored) calculated for, respectively,
[H] = 80 M and [S] = 1 mM. At frequencies where the dipolar and
scalar SDFs (shown in Fig. 7) become comparable in magnitude,
sSC is vanishingly small. The values of s
S
C at 9.7 GHz, 94 GHz and
260 GHz are indicated with circles in Fig. 8. This cross-relaxation
rate decreases sharply when going from 9.7 GHz to 94 GHz for
both CH3 (Fig. 8a) and CO (Fig. 8b). In the case of the former, s
S
C is
negative at 260 GHz. Thus, from (14), the correction factor m is
expected to be larger than 1 at 260 GHz.
The carbon–proton dipolar SDF was calculated in exactly the
same way as the carbon–electron (and proton–electron25) SDFs.
(The calculated SDFs and various fitting parameters are given
in the ESI,† Section II.A.2.) The cross-relaxation rates sHC obtained
by appropriately normalizing the dipolar SDFs and multiplying by
the proton density [H] = 80 M are shown in Fig. 8 with black lines.
The magnitude of sHC is found to be very similar for the magnetic
fields of 0.34 T, 3.3 T and 9.2 T (indicated by r in the figure).
The multiplicative three-spin correction factors at these
three magnetic fields are plotted in Fig. 9 for CH3 (left) and
CO (right). When calculating the ratio s
H
C/s
S
C the proton concen-
tration was kept at [H] = 80 M while the TEMPOL concentration
was varied from 1 mM to 20 mM. In addition, we used the 1H
coupling factor cSH from Table 3. Thus, we are in a position to
calculate all factors in (14) except f SH. In Fig. 9, m is calculated
for three different values of the proton leakage factor: f SH = 1
(black), f SH = 0.7 (dashed), and f
S
H = 0.4 (colored). Because f
S
H is
proportional to the concentration of the polarizing agent, we
can (arbitrarily) imagine these values to correspond to TEMPOL
Table 3 DNP coupling factors (%) for various electron/proton Larmour
frequencies (GHz/MHz) calculated by accounting for both dipolar and
scalar interactions
9.7/15 34/50 94/140 260/400 460/700
CH3 21.7 7.0 0.2 1.7 1.5
CO 34.1 15.1 4.2 0.8 0.3
H 36.2 19.9 9.36 3.47 2.02
Fig. 8 Cross-relaxation rates of (a) CH3 and (b) CO. s
H
C (black) is calculated
for [H] = 80 M and sSC (green/blue) is calculated for [S] = 1 mM. Symbols
indicate the electron (1) and proton (r) Larmor frequencies 9.7 GHz/15 MHz,
94 GHz/140 MHz and 260 GHz/400 MHz.
Fig. 9 Three-spin multiplicative correction factors,m, of CH3 (left) and CO
(right) calculated at 9.7 GHz (a and d), 94 GHz (b and e), and 260 GHz
(c and f). The examined proton leakage factors are fSH = 1 (black), 0.7
(dashed) and 0.4 (colored). Plausible leakage factors for the specified
TEMPOL concentrations are indicated with black points.
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concentrations of, respectively, 20 mM, 5 mM and 1 mM
(indicated by black points in Fig. 9).
In all cases, at a TEMPOL concentration of 20 mM the 13C
coupling factor is essentially unaffected by the three-spin effect
(mE 1). The influence is strongest at the lowest concentration
of 1 mM, on which we focus now. For CO (Fig. 9, right), the
three-spin effect is predicted to reduce the coupling factor at all
magnetic fields examined in the figure. The decrease can be
as small as B5% at 9.7 GHz (Fig. 9d) and as large asB50% at
260 GHz (Fig. 9f). In the case of CH3 (Fig. 9, left), the three-spin
effect leads to a smaller (by B5%) coupling factor at 9.7 GHz
(Fig. 9a) and to a larger coupling factor (byB20%) at 260 GHz
(Fig. 9c). At 94 GHz (Fig. 9b), the three-spin effect flips the sign
of the coupling factor and increases its magnitude by a factor
ofB300%. This huge three-spin effect is caused by the vanish-
ingly small value of sSC, by which s
H
C is to be divided. However,
because cSC is itself proportional to s
S
C, the direct coupling factor
of CH3 is already rather small at 94 GHz (Table 3). Thus, its
significant increase caused by the three-spin effect is not
expected to be very helpful in practice.
IV. Discussion
The computational approach that was followed consisted of (i)
performing MD simulations of the acetone liquid containing
the polarizing agent TEMPOL, thus following the dynamics of
B2700 molecules, and (ii) subjecting a small fraction of the
molecules in the MD snapshots to quantum mechanical calcu-
lations. Relying on the point-dipole approximation, the atomic
positions in the MD snapshots were used to calculate the
dipolar SDF.21,22 At this stage, finite-size corrections to the
SDF were introduced as previously described.23,24 The novelty
of the present paper is the subsequent use of the MD snapshots
in the ab initio calculation of the Fermi contact interactions. By
using the polarization continuum model, converged scalar
couplings were obtained with only a few molecules included
explicitly in the ab initio calculations (Fig. 2). The small number
of molecules present in each quantum mechanical calculation
(6 acetone and 1 TEMPOL) allowed us to calculate Fermi
contacts from 10 000 different MD snapshots, thus ensuring
the statistical convergence of the results.
Considering only the contribution of the electron–nuclear
dipolar interaction, the 13C DNP coupling factors at the lower
fields (o3 T) were not much smaller than those of protons
(Table 2). Because the translational diffusion of the carbon and
proton nuclei is dictated by the acetone molecule to which they
belong, this result is not surprising. The effect of the ‘‘distance
of closest approach’’ on the dipolar coupling factors of the
three nuclei was also observed in Table 2. While protons had
largest dipolar coupling factors, the most centrally located
atom CO had smallest dipolar coupling factors, and those of
CH3 were in between. Differences in the proximity of the atoms
to the surface of the molecule were observed to have increas-
ingly larger effect on the dipolar coupling factors at higher
magnetic fields (43 T).
The Fermi contacts calculated for the three types of nuclei
exhibited both positive and negative values during the dynamics
of the molecules (Fig. 4). As a result, a fast (sub ps) decay of the
scalar TCFs was observed for all the three studied nuclei (Fig. 5).
In addition, at distances less than about 4 Å, the magnitude of
Aiso did not change monotonically with the separation of the
nucleus from the TEMPOL oxygen (Fig. 4). These findings should
be contrasted with the expressions of a Fermi contact interaction
decaying exponentially with distance that have been used in the
literature.19,42,43 Clearly, due to the complex dependence of the
spin density on the intermolecular geometry (Fig. 3, insets),
the reliable prediction of the scalar interaction appears to require
the use of quantum mechanical calculations, as was done in the
present work.
Distinct scalar SDFs were obtained for the three nuclei
(Fig. 6). Interestingly, although the acetone protons almost
always come closer to the unpaired electron compared to the
central acetone carbon (CO), the scalar SDF of the former
nuclear spin was not much larger than that of the latter. In
comparison, the scalar SDF of the acetone methyl carbon (CH3)
was determined to be more than an order of magnitude larger
than the others across the entire frequency range shown in
Fig. 6. Whatever its magnitude, however, to influence the
Overhauser DNP the scalar SDF should be comparable to the
dipolar SDF.
For the protons of acetone the dipolar SDF was found to be
several orders of magnitude larger than the scalar SDF at
all studied frequencies (Fig. 7). As a result, the scalar inter-
action had a negligible influence on the DNP coupling factors
(Tables 2 and 3). Because the dipolar SDF scales with the square
of the gyromagnetic ratio, the J(o) values of the two types of
carbon atoms of acetone were more than an order of magnitude
smaller than that of the protons (Fig. 6). This allowed the scalar
SDF of the carbonyl carbon, which was smaller than the proton
K(o), to come close to its dipolar SDF at high frequencies. The
result was a significant cancellation of the respective enhance-
ments and miserable CO DNP coupling factors at frequencies
higher than about 200 GHz (Table 3). At fields lower than about
4 T, however, the scalar interaction did not do much harm to
the coupling factors, suggesting that appreciable enhance-
ments of the carbonyl carbon NMR signal should be achievable
through ODNP.
For the methyl carbon, which had the largest K(o) among
the three nuclei (Fig. 6), the scalar and dipolar SDFs were
comparable in magnitude. Upon the increase of frequency
the two SDFs were found to decrease with different rates and
intersect at about 100 GHz (Fig. 7), at which point the coupling
factor dropped to zero (Table 3). Due to the difference in their
slopes, the scalar SDF dominates at higher frequencies leading
to negative coupling factors (i.e., positive enhancements). The
slower decrease of K(o) with frequency compared to J(o) results
in very similar scalar-dominated coupling factors at 260 GHz
and 460 GHz for CH3 (Table 3). This finding illustrates that at
sufficiently high fields, where the scalar interaction dominates
over the dipolar interaction at the electron Larmor frequency,
the DNP coupling factor almost stops dropping with the field.44
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We further investigated the influence of proton polarization
on carbon polarization within the approximations of the three-
spin treatment in ref. 2. To this end, the SDF of the proton–carbon
dipolar interaction was calculated from the MD trajectories
following the same procedure that was used to calculate the
electron–carbon dipolar SDF. This allowed us to calculate
the cross-relaxation rate sHC as a function of frequency
(Fig. 8). The calculation of sHC illustrates that the multiscale
treatment of the dipolar interaction, although developed keep-
ing the Overhauser effect in mind, is directly applicable to the
nuclear Overhauser effect, thus should be of interest for the
calculation of intermolecular NOE in liquids.45 Our detailed
calculations demonstrated that the net NMR enhancement may
either suffer or benefit from the three-spin effect depending on
the type of 13C nucleus and the DNP frequency (Fig. 9). How-
ever, for the carbon atoms of acetone the three-spin effect is not
expected to play a significant role in practice. For completeness,
it should be mentioned that the potential contribution of the
proton–carbon J-coupling to the three-spin effect was deemed
negligible and was ignored in our treatment.
Previously, we reported DNP coupling factors for acetone
protons and TEMPOL, which were calculated disregarding the
possibility of scalar interaction.25 Our computational predic-
tion of c = 3.5% at 260 GHz was larger than the experimental
value of B2%.15 However, the TEMPOL concentration in the
experiment was 1 M, while the MD simulations were performed
with one TEMPOL molecule in a box of acetone. MD simula-
tions with 1 M TEMPOL resulted in a coupling factor of 2.9%,
which is larger than the experimental value by a factor ofB1.5.
At the time we speculated that the inconsistency might be
due to neglecting the scalar interaction in the computational
analysis. Here, we demonstrated that for low TEMPOL concen-
tration the proton coupling factors are not affected by the scalar
interaction. We expect this conclusion to apply to high radical
concentrations as well. Thus, the discrepancy between calcula-
tions and experiment reported in ref. 25 remains unexplained.
An experimental study by Lingwood et al. has reported room-
temperature 13C ODNP at 0.35 T.18 The free radical 4-amino-
TEMPO was introduced in a solution of water containing 5 M
acetone. NMR signal enhancements (scaled by an arbitrary con-
stant and corrected for three-spin effect and leakage factor) of91
and23 were reported for CO and CH3, respectively.18 In qualitative
agreement, we found that at 9.7 GHz the coupling factor of CO is
larger than that of CH3 (Table 3). However, while the enhancements
of the two carbon types differ by a factor ofB4 in the experiment,
the ratio of the coupling factors we found is B1.6. In ref. 18,
proton decoupling has been applied to investigate the contribution
of the three-spin effect. Upon decoupling, i.e., removing the three-
spin effect, the NMR signal in the presence of 20 mM free radical
has been reported to increase by B10% and B20% for CO and
CH3, respectively. In qualitative agreement, we also predict a
slightly larger three-spin effect for CH3 at 9.7 GHz (Fig. 9, top).
However, we only reach a comparable magnitude of the three-spin
effect at a much lower TEMPOL concentration (e.g., 1 mM).
With all that said, quantitative agreement between our
calculations and the findings of ref. 18 should not be expected
because of several reasons. While we have modeled pure
acetone at 35 1C, the experiment is performed by taking 5 M
acetone in water (i.e., B36 M water) at room temperature.
The diffusion constants of the species should be affected by
this difference in the physical conditions. Because the proton
density of the water–acetone mixture is B100 M, whereas it is
80 M for pure acetone (Table 1), the three-spin effect in the
experiment is expected to be larger than our calculations by at
least a factor of 1.25. Finally, while similar to TEMPOL, the free
radical 4-amino-TEMPO used in the experiment is expected to
have an electric charge of +1e at pH 7. It is hard to speculate
how this could influence the electron spin density at the
position of the carbon atoms on acetone. The Fermi contacts
should be further affected by the differences in the dielectric
constants of the liquids: B60 for the water–acetone mixture
vs. B20 for pure acetone.
One last remark is in order regarding the ab initio calculation
of Fermi contacts from the molecular geometries in the MD
snapshots. The B3LYP/ERP-II combination that we employed has
been studied extensively in terms of its ability to produce high-
quality Zeeman and hyperfine coupling tensors for nitroxide
radicals.46 The isotropic part of the latter, which is essentially the
Fermi-contact interaction of the electron spin with the nitrogen
of the nitroxide, has been found to be quite sensitive to the
degree of pyramidality at the nitrogen and the exact length of
the nitrogen–oxygen covalent bond.47 Because in our case the
molecular structures come directly from the classical MD simu-
lations, the bond length and the bending of the nitrogen–oxygen
bond relative to the nitroxide ring are expected to show
variations—which are not necessarily realistic—across the MD
snapshots. In principle, this may have adverse effect on the
calculated Fermi contacts. However, the tests in the literature have
focused on intramolecular Fermi contacts, whereas the Fermi
contacts utilized in the presented approach are intermolecular
and, thus, should be less sensitive to the precise geometry of the
nitroxide.
V. Conclusion and outlook
A computational methodology for predicting Overhauser DNP
coupling factors by accounting for the simultaneous presence
of dipolar and scalar interactions between electron and nuclear
spins was presented. It was applied to liquid acetone doped
with TEMPOL. In addition to 1H nuclei, whose DNP had been
studied computationally before,25 acetone contains two different
types of carbon atoms: methyl carbon and carbonyl carbon.
As both scalar and dipolar interactions are known to contribute
to the 13C DNP enhancement,3 the developed approach made
possible the prediction of the coupling factors of these two
carbon nuclei over a wide range of magnetic fields.
Our results demonstrated that, for protons, the scalar inter-
action is not effective in liquid DNP and will remain ineffective
for all high magnetic fields that may be reachable in the near
future. Thus, proton ODNP is doomed to rely on the dipolar
interaction for which the coupling factor is known to diminish
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substantially with frequency. In contrast, for carbon atoms, the
scalar interaction was found to be important at all fields
beyond B3 T. For the carbonyl carbon of acetone, the scalar
interaction was shown to be unfavorable at fields higher than
B3 T. For the methyl carbon of acetone, the scalar interaction
completely destroyed the NMR signal in the vicinity ofB4 T but
was predicted to produce positive enhancements at fields
beyond 9 T. Very encouragingly from the perspective of high-
field liquid DNP, because of the slower decay of the scalar SDF
with frequency (compared to the dipolar SDF), the positive
enhancement is expected to remain almost unchanged when
going from 400 MHz to 700 MHz (proton frequency).
On the basis of these results we can predict that, due to
its reliance on the dipolar interaction, proton ODNP beyond
500 MHz may not be particularly rewarding as far as enhancing
the NMR signal is concerned. In contrast, in the case of carbon
atoms, liquid ODNP spectrometers at these higher fields have
the potential to benefit tremendously from the scalar inter-
action because its spectral intensity drops more slowly with
frequency compared to that of the dipolar interaction. However,
the practical applications of 13C ODNP at such high fields will
require a better understanding of how the chemical type of
carbon (e.g., methyl carbon vs. carbonyl carbon) determines the
strength of the scalar interaction. Among different carbon atoms,
the dominance of scalar over dipolar interaction in liquid DNP at
lower fields has been found to be largest for sp3 hybridized carbon
atoms bonded to chlorine atoms, as exemplified by chloroform.3
We are in the process of applying the presented methodology
to TEMPOL in chloroform. Our results will be reported in due
course.
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