Texture is a phenomenon in image data that continues to receive wide-spread interest due to its broad range of applications, including remotely sensed data, medical imaging, and military applications, to name a few. This paper focuses on but one of several ways to model textures, namely, the class of stochastic texture models. We introduce a new spatial stochastic model called partially ordered Markov models, or POMMs. We show how POMMs are a generalization of a class of models called Markov mesh models, or MMMs, that allow an explicit closed form of the joint probability, just as do MMMs. While POMMs are a type of Markov random field model (MRF), the general MRFs do not have such an explicit closed form of the joint probability. We present results on texture synthesis and texture classification, introducing a very fast one-pass texture synthesis algorithm, and show that parameter estimation of natural textures can give quite satisfactory results. We remark that, while the theory underlying POMMs has been applied only to texture analysis, in their most general form, POMMs have the potential to be applied to such diverse areas outside of imaging as probabilistic expect systems, Bayesian hierarchical modeling, influence diagrams, and random graphs and networks.
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STOCHASTIC MODELS: MMMs, POMMs, AND MRFs
The Markov mesh models (MMMs) were 
Theorem 1.

P ( A ) = P(aij1Uij).
(1) ( [7] ), and the joint probability density function @df) can be represented in the following way 
POMMs FOR TEXTURE SYNTHESIS AND CLASSIFICATION
is a p e t of r.v.s. with underlying partial order < on the set of pixel locations, and if x E A, then: POMMs can be represented graphically using their digraph form. In Figure 4 (a), the basic neighborhood adj4aiJ used for both texture synthesis and classification is depicted using a digraph representation, where the arrow - image after visiting each site in the image once. The general idea of the level set algorithm is to follow a sequence of special antichains of the poset and generate a value for each site according to the specific expression of the condition probability of the model (Equation 3 ). In Figure  5 , we present a limited selection of synthetic textures, six images generated using the level-set algorithm. The parameters for each are listed to the left. When using algorithms that require knowledge of the joint probability, such as maximum likelihood estimation, POMMs offer a particularly nice advantage over MRFs.
The POMMs have a tractable closed form expression for the joint probability that, in general, MRFs do not have. Parameter estimation for both synthetic and natural texture estimation using POMMs was performed using the maximum log-likelihood estimator and the POMM model in Figure 4 
I
We also estimated parameters of natural textures by fitting them with FQMMs. We used several natural Brodatz textures [3] . It was observed that maximum likelihood parameter estimation gave better results when the sample size was larger, or equivalently, when the image array size was bigger. The estimation results on the Brodatz images of a cloud, water, and tree bark are shown in Figure 6 . The first column shows the original image, the second column shows the values of the estimated parameters, and the third column shows a texture generated from the estimated parameters. Note that the synthetic tree and water textures were especially similar to the original textures.
This particular homogeneous FQMM did better in certain situations than others: if the texture was homogeneous and small scale, the POMM did a better job, such as on Brodatz textures of water and tree bark. If there were large scale structures or spatially varying (heterogeneous) structures across the image, such as in the Brodatz cloud image, then the homogeneous POMM we used did not reproduce the texture well. Specifying POMMs with different underlying partial orders, and introducing heterogeneity, will undoubtedly allow an even wider variety of textures to be synthesized as well as classified.
CONCLUSIONS
In this paper we have demonstrated the POMMs' usefulness in both synthesizing data and estimating parameters for a specific model. Clearly, there are two main advantages a POMM has over a general MRF: 1) a closed form for the joint probability is available for the POMM, which is useful in implementing computer simulations of statistical algorithms that require the joint probability; and 2) due to its closed form joint distribution, computer synthesis of data can be more quickly calculated using the level-set algorithm than using Flinn's algorithm. The full impact of these models in image analysis will likely be felt after more thorough investigations into its theoretical properties and applications have been completed. 
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