Abstract. In this paper, we consider a nonlocal parabolic equation associated with initial and Dirichlet boundary conditions. Firstly, we discuss the vacuum isolating behavior of solutions with the help of a family of potential wells. Then we obtain a threshold of global existence and blow up for solutions with critical initial energy. Furthermore, for those solutions satisfy J(u 0 ) ≤ d and I(u 0 ) 0, we show that global solutions decay to zero exponentially as time tends to infinity and the norm of blow-up solutions increase exponentially.
Introduction
In this paper, we study the following initial boundary value problem of nonlocal parabolic equation
x ∈ Ω,
where Ω is a bounded domain in R n (n ≥ 3), 1 < p < (n + 2)/(n − 2) and 1 |x| n−2 * |u| p = Ω |u(y)| p |x−y| n−2 dy. Nonlocal parabolic type equations have been extensively used in ecology, especially to model a population in which individual competes for a shared rapidly equilibrated resource or a population in which individual communicated either visually or by chemical means [1] [2] [3] [4] . Also, they can be applied to thermal physics with nonlocal source [5] .
As a model problem for studying the competition between the dissipative effect of diffusion and the influence of an explosive source term, problem          u t = ∆u + |u| p−1 u, x ∈ Ω, t > 0 u(x, t) = 0, x ∈ ∂Ω, t ≥ 0 u(x, 0) = u 0 (x),
x ∈ Ω (1.2)
has been extensively studied (see [6, 7, [9] [10] [11] [12] [13] [14] and the reference therein).
For the sub-critical case 1 < p < (n + 2)/(n − 2), blow up in infinite time does not occur. The solution will either exist globally or blow up in finite time. It is natural to ask under what conditions, will the solution exist for all time; and under what conditions, will the solution become unstable to collapse. To treat the above question, Sattinger [15] (see also [16] ) established a powerful method which is called the potential well method. By using this method, Ikehata and Suzuki [10] , Payne and Sattinger [16] described the behavior of solutions for (1.2) when the initial data has low energy (smaller than the height of potential well). Roughly speaking, they found a threshold of global solutions and blow up solutions. Liu and Zhao [7] , Xu [17] generalized the above results to the critical energy level initial data. Moreover, by generalizing the potential well method, an important phenomena called vacuum isolating has been found by Liu and Zhao [7] , i.e., there is a region which does not contain any low energy solutions. Vacuum isolating phenomena has also been observed in various kinds of evolution equations with variational structures [18] [19] [20] .
As a model problem of nonlocal parabolic equation, (1.1) has been studied by [21, 22] . Well-posedness in L q (Ω) has been setup. Precisely, Theorem 1.1. [Theorem 6 and 7 in [21] 
There are two natural functionals on H 1 0 (Ω) associated with the problem (1.1), the energy functional and the Nehari functional, defined respectively by
Then along the flow generated by (1.1), we have
The Nehari manifold is defined by
The depth of the potential well is
By using the potential well method, Liu and Ma [21] This paper devoted to continue the study of [21] . The first result of the present paper deals with the solution start with initial data which has low initial energy. We found the vacuum isolating phenomenon, by using the family of potential wells [7, 8] .
Let δ > 0. Define 
such that there is no any solution of problem (1.1) in U e .
Then we study the critical initial energy case and obtain the threshold just like the low initial energy solution. After that, for the low initial energy and critical initial energy solution of (1.1) i.e. J(u 0 ) ≤ d, we study the asymptotic behavior. The reminder of this paper is organized as follows. In the next section, we give some preliminaries about the family of potential wells, after which we discuss the vacuum isolating of solutions for (1.1). In Section 3, we establish the threshold for global solutions and finite time blow up solutions of (1.1) at the critical initial energy level. At last, the asymptotic behavior will be discussed in Section 4.
Theorem 1.5. Let Ω be a smooth bounded convex domain in
Throughout the paper, we denote v(u) =
, || · || = || · || 2 and denote the maximal existence time by T max .
Vacuum Isolating
In this section, we shall introduce a family of Nehari functionals I δ (u) in spcace H 1 0 (Ω) and give the corresponding lemmas, which will help us to demonstrate the vacuum isolating behavior of (1.1).
Proof. Provided that I δ (u) ≤ 0, applying the classical Hardy-LittlewoodSobolev inequality we have
Notice that 2np n+2
. By using Hölder inequality and Sobolev inequality we obtain
Combining (2.1) and (2.2), one has δ||∇u||
Proof. At first, by the proof of Lemma 2.1, there is C n,p,Ω > 0 such that
and by using the definition of d(δ) we conclude that
Lemma 2.3. d(δ) satisfies the following properties:
which gives (i)(ii)(iv). By a straightforward calculation, we can verify d We are now in a position to give the proof of Theorem 1.2.
Remark 2.4. From the above Lemma, we know that the depth of the potential well is d
Proof of Theorem 1.2. Let u(t) (0 ≤ t < T max ) be the solution of problem (1.1) corresponding to u 0 . We only need to prove that if u 0 0 and J(u 0 ) ≤ e, then for all δ ∈ (δ 1 , δ 2 ), u(t) N δ , i.e. I δ (u(t)) 0, for all t ∈ [0, T max ).
At first, it is clear that
, which contradicts with the definition of δ 1 and δ 2 .
Suppose there is t 1 > 0 s.t. u(t 1 ) ∈ U e . Namely, there is some δ ∈ (δ 1 , δ 2 ) such that u(t 1 ) ∈ N δ . Since the energy functional J(u) is no increasing along the flow generated by (1.1), see (1.3). Thus, we get
, which leads to a contradiction.
Threshold for solutions with critical initial energy
In this section, we deal with the critical initial energy solution.
Proof of Theorem 1.3. We may assume that u(t)
0 for all t ∈ [0, T max ). Actually, if there is u(t) = 0, then by uniqueness, u(s) = 0 for all s ≥ t. Hence, the conclusion is true.
We claim that I(u(t)) > 0 for any t ∈ [0, T max ). Otherwise, suppose there exists a t 0 > 0 such that I(u(t 0 )) = 0, and I(u(t)) > 0 for 0 < t < t 0 . Then
due to u(t 0 ) ∈ N. On the other hand, since I(u(t)) > 0 for 0 < t < t 0 and by using the fact that Ω uu t dx = −I(u(t)), we obtain u t 0 on (0, t 0 ), which indicates
which contradicts to (3.1). So we have
(Ω) is uniformly bounded. For those q satisfies n − 1 ≤ q ≤ 2n n−2 (n = 3 or 4), and
, we have ||u(t)|| L q (Ω) is bounded, by using the Sobolev inequality. Applying Theorem 6 in [21] , we know that T max = ∞.
We shall prove Theorem 1.4 by using the concavity method [23] .
Proof of Theorem 1.4. First we prove I(u(t)) < 0 for t ∈ (0, T max ). Suppose it is false, then there exists a t 0 > 0 s.t. I(u(t 0 )) = 0 and I(u(t)) = I 1 (u(t)) < 0 for 0 ≤ t < t 0 . On the one hand we have ||∇u(t)|| ≥ C n,p,Ω on [0, t 0 ) by using Lemma 2.1, which implies u(t 0 ) 0. Thus we obtain
due to the fact that u(t 0 ) ∈ N. On the other hand, one can see u t 0 on (0, t 0 ) since Ω uu t dx = −I(u) > 0, which indicates 
Moreover, by Lemma 2.1, there holds
Then we obtain M
Thus, we have J(u(t)) ≤ d 1 for each t ≥ t 1 . It follows from (3.3), Lemma 2.1 and Lemma 2.5 that I δ (u(t)) < 0 for δ 1 < δ < δ 2 , t ≥ t 1 , where δ 1 , δ 2 are two roots of equation d(δ) = d 1 . Thus, choosing any δ 0 ∈ (1, δ 2 ), we have I δ 0 (u(t)) < 0 for all t ≥ t 1 . Taking (3.4) into account, we find
which indicates M ′ (t) → +∞ as t → +∞ and M(t) → +∞ as t → +∞. Now for t > 0, we estimate the following
here constant λ satisfies ||∇u|| 2 ≥ λ 2 ||u|| 2 which from Poincaré inequality. Integrating M ′′ (t) = Ω uu t dx on (0, t) yields
Then combining (3.6) and (3.7), we have
where we have used Schwatz's inequality. Since M(t) → ∞ and M ′ (t) → ∞ as t → ∞, then there exists a t 2 s.t.
Hence we obtain by (3.8)
Let us consider the function M −p+1 (t). By a simple calculation we have
It guarantees that nonincreasing function M −p+1 (t) is concave on (t 2 , ∞). Consequently, there exists a finite time T > 0 such that lim t→T M −p+1 (t) = 0 i.e. lim t→T M(t) = ∞ which contradicts the assumption that T max = +∞.
This completes the proof.
We conclude this section by pointing out the following remark. 
Exponential decay, exponential growth
In this section, we shall investigate the asymptotic behavior of solutions for problem (1.1) with J(u 0 ) ≤ d and give the proof of Theorem 1.5 and Theorem 1.6.
Proof of Theorem 1.5. We consider the following two cases.
for each t ≥ 0, we obtain I δ (u(t)) > 0 for δ ∈ (δ 1 , δ 2 ), t ≥ 0 by using Lemma 2.5. Taking any δ 0 ∈ (δ 1 , 1), we have 1 2
By applying Poincaré inequality, we obtain 1 2
Consequently, by using Gronwall inequality we know that 
Therefore the result of theorem follows immediately.
In order to prove Theorem 1.6, we need the following lemma. Proof. Firstly, by the definition of C * as in (2.3), we estimate
is strictly increasing on (0, α 1 ), decreasing on (α 1 , ∞) and attains its maximum at α = α 1 :
. Hence, we can find a α 2 ∈ (α 1 , α 0 ] such that g(α 2 ) = J(u 0 ). We claim that ||∇u(t)|| ≥ α 2 for all t ≥ 0. Otherwise, by the continuity, we can choose t 0 > 0 such that α 1 < ||∇u(t 0 )|| < α 2 . Thus we know that
The proof is now complete.
With the help of the above lemma, we give the proof of Theorem 1.6.
Proof of Theorem 1.6. Let us consider the following two cases.
On the one hand, since I(u 0 ) < 0 and by using (2.3) we obtain
which implies ||∇u 0 || > C * −1/(2p−2) = α 1 . Applying Lemma 4.1 we get
||u(t)|| 2 . Combining (1.3), (3.5) and (4.3), we have
and by taking δ = 1. By using Poincaré inequality, we find ||u|| 2 ≤ C||∇u|| 2 ≤ C||u|| 2p 2n/(n−2) . Hence, combining the above estimates and (2.1), we obtain Therefore, combining (4.8) and (4.9), it follows that ||u(t)|| 2n/(n−2) will increase as an exponential function. This completes the proof.
