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Abstract: Mobile phones have become an essential part of our lives because we depend on them to perform many
tasks, and they contain personal and important information. The continuous growth in the number of Android mobile
applications resulted in an increase in the number of malware applications, which are real threats and can cause great
losses. There is an urgent need for eﬃcient and eﬀective Android malware detection techniques. In this paper, we
present an adaptive neuro-fuzzy inference system with fuzzy c-means clustering (FCM-ANFIS) for Android malware
classification. The proposed approach utilizes the FCM clustering method to determine the optimum number of clusters
and cluster centers, which improves the classification accuracy of the ANFIS. The most significant permissions used
in the Android application selected by the information gain algorithm are used as input to the proposed approach
(FCM-ANFIS) to classify applications as either malware or benign applications. The experimental results show that
the proposed approach (FCM-ANFIS) achieves the highest classification accuracy of 91%, with lowest false positive and
false negative rates of 0.5% and 0.4%, respectively.
Key words: Android malware, fuzzy c-means clustering, adaptive neuro-fuzzy inference

1. Introduction
The number of smartphone users and applications is increasing continuously. Android is the most popular
smartphone operating system, based on data from the International Data Corporation [1]. Android dominated
the market with a 78.0% share in the first quarter of 2015. The popularity of Android as a smartphone operating
system has made it a target for malware writers and hackers. According to Kaspersky, about 200,000 unique
samples of mobile malware were found in January 2014, and the number of accumulated malwares was up 34%
from November 2013 [2]. Moreover, Sophos has accumulated 650,000 unique Android malware applications to
date, with 2000 new benign Android malware applications detected every day [3].
Google introduced Bouncer to fight the fast spread of Android malware applications by checking the
applications submitted to the Google Play Store for malware. According to Google reports, Bouncer has
managed to decrease the number of malware in the Play Store by 40% since its utilization in February 2012 [4].
F-Secure noted that other markets accommodate 5%–8% malicious applications [5].
Because Android is the most dominant smartphone operating system, malware detection solutions are
needed urgently. Our work presents an adaptive neuro-fuzzy inference system with fuzzy c-means cluster∗ Correspondence:

2232

altypaltaher@gmail.com

ALTAHER and BARUKAB/Turk J Elec Eng & Comp Sci

ing (FCM-ANFIS) for Android malware classification, which achieves higher accuracy than the classification
methods previously reported.
Several classification methods have been proposed to distinguish between malware applications and benign
ones. The classification decisions depend on analyzing the application’s static [6] or dynamic [7] behavioral
features. Dynamic features are obtained by monitoring the behaviors of the application during the run-time
while static features are obtained by decompiling the Dalvik byte code of the Android applications. The
classification accuracy depends on the features quality and the eﬀectiveness of the classifier. Android malware
classification is an active research area and more eﬀort is needed to improve the classification accuracy of
malware applications [8]. The state-of-the-art Android malware detection approaches give diﬀerent values for
false positive and false negative rates. For example, AndroidLeaks [9] and the approach used in [6] give false
positive rates of 35% and 15%, respectively. K-ANFIS [8] and Andromaly [10] give false positive rates of 10%.
DREBIN [11] gives a better false positive rate of 6%. The approach proposed in this paper (FCM-ANFIS) aims
to improve the Android malware classification accuracy. The contributions of our research are:
• Measuring the most significant permissions to discriminate optimally between malware and goodware
apps.
• Integrating FCM-ANFIS for Android malware classification and improving the learning process and
detection accuracy.
• Investigating the potential of neuro-fuzzy inference systems in classifying Android malwares.
This paper is organized as follows: Section 2 reviews the previous work on Android malware detection.
Section 3 presents FCM-ANFIS. The proposed approach (FCM-ANFIS) for Android malware classification is
introduced in Section 4. Section 5 presents an experimental evaluation of the proposed approach compared with
other approaches. Finally, Section 6 concludes the paper.
2. Related work
To mitigate the rapid spread of Android malware, there is a real need for eﬃcient and eﬀective approaches to
malware detection. Two dominant approaches for detecting Android malware are behavior-based and signaturebased.
2.1. Behavior-based malware detection approaches
Behavior-based malware detection approaches detect malware by dynamic analysis of diﬀerent features and
attributes that help to distinguish anomalous behaviors. The features that could be monitored and traced by
these approaches include the permissions and the system calls used by the application, network traﬃc activities,
and user logs. Behavior-based approaches, such as those in [12] and [13], are not dependent on a specific pattern
of codes, but they try to learn the behavior of the normal applications to detect the suspicious behavior, which
is significantly diﬀerent from the behavior of the benign applications.
2.2. Signature-based malware detection approach
A signature-based malware detection approach is used in [14] to classify a program as malware if the source code
or binaries include a set of instructions or commands that are matched by a suspected pattern. Since malware
2233
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writers can develop obfuscation techniques, signature-based approaches can be easily evaded [15]. Thus, these
malware signatures need to be continuously updated when a new version of the same malware family appears.
Machine learning techniques have been used successfully in many applications, and this is promising for
distinguishing between Android malware applications and benign applications in order to protect user devices
and application markets from malware applications [16–20]. DREBIN [11] statically extracted the API calls and
permissions as features and then applied a support vector machine for the classification of Android applications
as either malware or benign ones.
DroidMiner [21] used a behavioral graph to represent the API calls and the connections between the
API calls in the Android application, and then applied machine learning techniques to discriminate between
the malware and benign applications. DroidSIFT [22] used the weighted API dependency graph to classify
Android applications by examining the graphs for similarity to known graphs of benign applications to find the
malware applications. Crowdroid [23] extracted the system calls from the Android application and classified
the applications as goodware or malware using the K-means clustering algorithm.
3. Fuzzy c-means clustering algorithm and the adaptive neuro-fuzzy inference system
3.1. Fuzzy c-means clustering algorithm
The fuzzy c-means (FCM) algorithm is a well-known fuzzy clustering technique, which has been used in many
clustering applications [24].One of its advantages is that it puts the data points in one of the predetermined
clusters. FCM works by computing the degree of membership function, which describes how much the data
point belongs to a certain cluster. The number of iterations performed by FCM to compute the degree of
membership depends on the level of required accuracy. The FCM algorithm includes the following steps:
Step 1: The input data to be clustered are M-dimensional N data elements denoted by xi(i = 1, 2, . . . , N ).
Step 2: Consider the number of clusters to be determined as C, where 2 ≤ C ≤ N.
Step 3: Choose a suitable degree of cluster fuzziness f > 1.
Step 4: Initialize the membership matrix U of size N × C × M randomly, such that
Ujim ∈ [0, 1]

c
∑

Ujim = 1.0

j=1

∑c
j=1

Uijm = 1.0

for each i and a fixed value of m.
Step 5: Find the cluster centers CCjm for the jth cluster and its mth dimension by using Eq. (1).
∑N
i=1

CCjm = ∑N

Ufijm xim

i=1

Ufijm

)

(1)

Step 6: Determine the Euclidean distance between the jth cluster center and the i th data element considering
the m th dimension as in Eq. (2):
Dijm = ∥(xim − CCjm )∥ .
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Step 7: Use the Dijm value to update the fuzzy membership matrix U. If Dijm > 0, then

Uijm =

∑C
c=1

(

1
Dijm
Dicm

2 .
) f −1

(3)

3.2. Adaptive neuro-fuzzy inference system (ANFIS)
The ANFIS system [25] combines a neural network with fuzzy logic techniques and utilizes both the intelligent
abilities of the neural network and the advanced reasoning behavior of fuzzy logic.
A neural network is used in ANFIS to adjust and tune the parameters of the fuzzy system. The ultimate
goal of the neuro-fuzzy approach is to adaptively enhance the performance of the fuzzy system using neural
network methods. ANFIS employs the Takagi–Sugeno method to generate fuzzy “if-then” rules as in the
following two rules:
Rule 1: If (x is C1 ) and (y is D1 ) then (O1 = m1x + n1y + z1 ).
Rule 2: If (x is C2 ) and (y is D2 ) then (O2 = m2x + n2y + z2 ) .
Here, x and y represent the inputs, Ci and Di are the fuzzy sets, Oi are the outputs generated by the
fuzzy rules, and mi , ni , and zi are parameters specified during the training phase. The ANFIS architecture
contains five layers, as shown in Figure 1.

Figure 1. ANFIS architecture.

Layer 1: All the nodes in this layer are adaptive and produce the membership value based on the inputs
and the applied membership function. The parameters in this layer are called premise parameters.
Layer 2: The firing strength of the rule is the output of each node in this layer.
Layer 3: The normalization of the firing strengths is implemented in this layer.
Layer 4: The output of all the nodes in this layer is the product of the first-order polynomial and the
normalized firing strength.
Layer 5: A single node performs the calculation for the overall output of ANFIS as the summation of
all incoming signals from the fourth layer.
2235
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4. The proposed Android malware classification approach
The proposed Android malware classification approach mainly consists of three phases. In the first phase, the
features are extracted from the Android APK files and then the important and more significant features are
selected using the information gain algorithm to improve the accuracy of classification. In the second phase, the
FCM clustering algorithm is used to cluster the selected features into two main classes: malware and goodware.
ANFIS is utilized to develop the classification model to diﬀerentiate between malware and goodware applications
in the third phase.

4.1. Features extraction and selection
The Android application package (APK) consists of application resources, libraries, and an AndroidManifest.xml
file [26], which contains the permissions needed by the API calls used by the Android application. Permissions
are used by the Android operating system to control and restrict the access of the applications to the resources of
the mobile devices; the device resources include the external storage, Internet access, and sending and receiving
of SMS messages. Thus, in order to use the application properly, it is necessary to allow all the permissions
needed by the application during its installation in the mobile device [4,8].
Google classifies Android permissions into four groups based on their level of importance. The first group
is “normal”, a low-risk permission that provides the requesting application access to safe application-level
resources. The second group is “dangerous”, a higher-risk permission that enables the requesting application to
gain access to important user data or misuse of the mobile device resources and causes potential damage. The
third type of permission is called “signature”, which is granted by the Android system only when the requesting
application is signed using the correct certificate. The fourth type of permission, “signature or system”, is used
where multiple developers have applications in the system’s image and want to share the resources [27].
Android introduced the permission system as a significant security mechanism. Therefore, the permissions
requested by an application are the most used features to analyze the Android application [28]. Figure 2 shows
a sample AndroidManifest.xml file for the Android malware application called bgserv, which uses the permission
Android.permission.INTERNET to obtain access to the Internet, Android.permission.ACCESS NETWORK STATE
to determine the network state and, Android.permission.SEND SMS and Android.permission.RECEIVE SMS
to receive and send the user’s SMS messages.

Figure 2. Snapshot of the AndroidManifest.xml file used by the Android malware application bgserv.

After extracting the permission features from the Android malware applications, the gain ratio algorithm
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[29] is used to find the important application’s features.
gain r(XY) =

gain(X,Y)
,
split info(Y)

∑ ( |Yi | )
|Y |
split info(Y) =
log i ,
i
|Y|
Y

(4)

(5)

where gain r (X,Y) is the gain ratio of the feature X occurrence in class Y . Yi and |Y i | denote the occurrence
of features X in class Yi , the i th subclass of Y , and the number of features in Yi , respectively.
Figure 3 shows the selected and ranked permissions. It is clear that the feature WRITE APN SETTING
is the most significant feature in the diﬀerentiation between goodware and malware applications. The proposed
approach uses the top 24 ranked features as inputs to the classifier.

Figure 3. The selected features.

4.2. Classification of Android applications using the adaptive neuro-fuzzy inference system with
fuzzy c-means clustering
The selected features of Android applications are grouped into clusters using the FCM clustering method. The
aim of clustering is to group the similar features of Android applications into clusters to improve the accuracy
of malware detection. The FCM clustering method is used to find the optimum number of clusters and cluster
centers to improve the learning process and classification accuracy of ANFIS. The clustered features are used by
ANFIS to train the Sugeno-type FIS by applying a hybrid learning algorithm to identify membership function
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parameters. The identification of the membership functions and their parameters is the most important phase
in developing the neuro-fuzzy inference system [30]. We examined the performance of our approach, FCMANFIS, using four membership functions: Gaussian (gauss), sigmoid, generalized bell (gbell ), and trapezoidal
membership function (trap). The main goal of using these membership functions is to find which membership
function is most suitable for our approach, i.e. curve, asymmetric, or straight line. We used the root mean
square error (RMSE) to evaluate the performance of FCM-ANFIS for each membership function. The RMSE
measures the diﬀerence between values implied by the membership function and the observed values:
v
u n
u1 ∑
2
RM SE = t
(Mi − Pi )
n i=1

(6)

where n is the number of observations, M i is the observed value, and P i is the predicted value.
The membership functions types and parameters along with the achieved RMSE are shown in Table 1;
the membership functions achieved diﬀerent RMSE values. The highest RMSE value was achieved by the trap
membership function with a value of 0.2943. The lowest RMSE value was achieved by the sigmoid membership
function with a value of 0.1184. Since the sigmoid membership function achieved that result, it was adopted in
the implementation of our approach, FCM-ANFIS.
Table 1. Performance of the proposed approach FCM-ANFIS using diﬀerent membership functions.

MF
Gauss

Number of parameters
3

Sigmoid
Gbell
Trap

2
2
4

Membership function type
Curve
Asymmetric and close curve
(i.e. not open to the right or left)
Curve
Straight lines

RMSE
0.1597
0.1184
0.2357
0.2943

5. Experimental classification results and analysis
To detect the Android malware applications, we used a dataset provided by the dataset available in the GNOME
project [4] is used. Furthermore, we downloaded benign applications from the oﬃcial Android application stores.
The standard tenfold cross-validation process is used in our experiments; the dataset is randomly distributed into 10 smaller subsets, and for training we used nine subsets and used one subset for testing. For
every combination, we repeated the process 10 times.
To evaluate the performance of the classifiers, we used the confusion matrix shown in Table 2. A
malware application is misclassified as goodware app, and a goodware application is misclassified as a malware
application.
Table 2. The used confusion matrix.

Actual Class
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Malware
Goodware

Predicted class
Malware
Goodware
True positive False negative
False positive True negative
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True positive ratio (TPR):
TPR =

TP
,
TP + FN

where TP (true positive) denotes the number of malware applications classified correctly and FN (false negative)
denotes the number of malware applications classified incorrectly as benign applications.
False positive ratio (FPR):
FPR =

FP
,
FP + TN

where FP denotes the number of benign applications incorrectly classified as malware applications and TN
denotes the number of benign applications that are classified correctly as malware applications.
Accuracy is defined as the summation of correct classifications divided by the number of all classified
samples.
Accuracy (ACC) = number of correct classifications / total number of classifications.
ACC =

TP + TN
TP + TN + FP + FN

The performance of the proposed approach, FCM-ANFIS, is compared with three classifiers: k-ANFIS [8],
ANFIS [25], and DENFIS [31].
Table 3 shows the obtained Android malware classification results. Clearly, the proposed FCM-ANFIS
achieved the highest accuracy with approximately 91% samples correctly classified with minimum false positive
classification rate of 0.05% and minimum false negative classification rate of 0.04%. The proposed approach
achieved the highest accuracy because it utilizes the FCM clustering algorithm to optimally determine the
number of clusters that will be used as input to ANFIS.
Table 3. Results of Android malware classification using the four classifiers.

Algorithm
FCM-ANFIS
k-ANFIS
ANFIS
DENFIS

Accuracy
91%
75%
70%
70%

FP rate
5%
10%
13%
14%

FN rate
4%
15%
17%
16%

k-ANFIS achieved classification accuracy of precision of 75%, while ANFIS and DENFIS achieved the
same classification rate of 70%. However, the three approaches (k-ANFIS, ANFIS, and DENFIS) achieved a
high false positive classification rate of 10%, 13%, and 14%, respectively, and high false negative classification
rates of 15%, 17%, and 16%, respectively, as shown in Figure 4.
The performance of the proposed approach, FCM-ANFIS, is also compared with the state-of-the-art
approaches for Android malware detection as shown in Table 4. The proposed FCM-ANFIS achieved the lowest
false positive and false negative rates of 0.5% and 0.4%, respectively.
6. Conclusion
In this paper we proposed and evaluated an eﬀective approach for Android malware classification. In particular,
FCM-ANFIS was applied to Android malware classification. The Android permissions were extracted from the
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Figure 4. Results of the false negative and false positive rates obtained using the four classifiers.

Table 4. Performance comparison of the proposed approach, FCM-ANFIS, with the recent malware detection approaches.

Used dataset

Classificatio
n accuracy

Dataset collected from
various Android
markets

FP = 35%

k-Means clustering
algorithm

Dataset collected from
Virus Total

FP = 20%

Various CPU
and memory
measures

K-Means
clustering
algorithm, DT
algorithm and
naive bayes.

Dataset collected from
Google Play and Virus
Total.

FP = 15%

Andromaly [10]

Various CPU
and memory
measures

k-Means
clustering, and
naive bayes.

Dataset collected from
Google Play

FP = 10%

RiskRanker [7]

Android
system and
application
features

Several malware
behavior
signatures

Dataset collected from
various Android
markets

FN = 9%

DREBIN [11]

API calls and
Permissions.

Support vector
machine

Our approach:
FCM-ANFIS

Android
permissions
and API calls

FCM and ANFIS

Approach

Used features

AndroidLeaks
[9]

App
permissions
and API calls

Crowdroid [23]

API calls

Dynamic
detection [6]

Classification
method
Classification rules
based on risky API
calls

Dataset collected from
several apps markets.

FP = 6%

Dataset collected from
various Android
markets

FP = 5%
FN = 4%

applications and ranked based on their importance for classification using the information gain algorithm, and
were used as inputs to our proposed approach, FCM-ANFIS, to classify the applications either as malware
or benign. The evaluation of the proposed approach included the selection of the membership function and
comparison with the other malware classification approaches. The experimental results in this paper showed
the eﬀectiveness of the proposed approach for the classification of Android applications as either malware or
benign applications.
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