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Abstract
The Influence of High Doping on Electronic and Optical Properties in Tungsten Oxide
by
Wennie Wang
Perovskites are a well-known class of materials with rich physics and a wide variety
of applications. One such perovskite is tungsten oxide (WO3), which is a well-known
chromogenic material used in smart windows and other display technologies. Due to its
open crystal structure, it is possible to incorporate high concentrations of dopants. In
this dissertation, we seek to understand the influence of dopants on atomic and electronic
structure, as well as transport and optical properties using density functional theory.
First, we examine alkali doping and incorporating the oxygen vacancy in cubic and
monoclinic WO3. We investigate the relative stabilities of different charge states and
its implications on electrical properties, such as conductivity and electrochromism. Our
results suggest that both alkali dopants and oxygen vacancies are shallow donors, and
we discuss its implications for device development.
Next, we study the effect of charge doping. Tungsten trioxide has been experi-
mentally shown to transform from the monoclinic symmetry to cubic symmetry with
increasing monovalent doping. Our calculations show that electron doping primarily
drives the phase transformation. We characterize the phase transformation from low
to high symmetry, quantify the energetics of this transformation, and elucidate on the
mechanism of these structural changes.
Building on our insights on the electronic behavior of dopants and defects, we study
the influence of doping concentration on transport. Understanding the transport prop-
erties of these carriers is critical in many of the device applications for which WO3 is
x
used. We investigate the role of electron-phonon scattering in electron transport, and
discuss the effects of spin-orbit coupling.
Finally, we examine the influence of doping concentration and structural distortions
on optical absorption. We explore crystalline and disordered structures to demonstrate
why these structural changes can enhance absorption at a microscopic level. Carrier-
induced direct absorption is shown to wholly explain the drop in transmittance and
coloration in electrochromism. Our findings shed light on how electronic features can be
optimized for improved display and energy technologies.
xi
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Chapter 1
Into the World of Complex Oxides
Discovering and understanding novel materials is a key tenet in materials science and
engineering. This is particularly true for electronic materials, as electronic devices move
beyond silicon and traditional III-V compounds into novel materials [1].
A large driving force for materials discovery and characterization is computation.
Modern day computational materials science culminated with the development of quan-
tum mechanics in the 1930s and computers in the late 20th century. The end of the 20th
century saw the emergence of massively parallel supercomputers that broke the teraflop
barrier, and just over a decade later, the petaflop barrier. These in-silico studies have
lead to unprecedented computational insight into materials properties, allowing for a
multitude of complex physical phenomena to be studied. Such computational advances
have allowed for the accelerated exploration of many new materials with fascinating
properties. This has allowed for extraordinary insight into materials, bridging theory
and experiment.
In this dissertation, we study the subset of materials known as complex oxides. Com-
plex oxides are called so, not necessarily because of their chemical composition so much
as the rich and varied physics they exhibit. Displaying a variety of phenomena and
1
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properties, such as sustaining unusually large charge densities [2, 3, 4], superconduc-
tivity [5], multiferroism [6], and metal-insulator transitions [7, 8], complex oxides hold
substantial promise as next-generation materials in electronic devices. This dissertation
contributes a small sliver to the ever-growing body of discoveries and understanding of
complex oxides.
We consider oxides that can sustain high levels of dopant and carrier concentrations,
and explore how such concentrations affect materials properties. One such perovskite
oxide, tungsten oxide (WO3), is the focus of this dissertation. We study the influence
of defects and dopants on the transport and optical properties using first-principles
methods based on density functional theory. In each chapter, we explore the atomistic
origins of the observed trends and behaviors to come to a general understanding of how
atomic, electronic, and vibronic structure interact and contribute to material properties.
The outline of this dissertation is constructed based on the following topics. We
begin with a brief overview of the computational methodologies used, namely density
functional theory (DFT) and ab-initio molecular dynamics in Chapter 2. This is followed
by an overview of select topics on electronic behavior, including polaron formation and
spin-orbit coupling, in Chapter 3. The remaining chapters are dedicated to the study and
characterization of electronic and vibronic phenomena in WO3. We start with a study
on native and extrinsic point defects in Chapter 4, followed by an investigation of the
effects of charge doping on structural phase transitions in Chapter 5. Building off these
findings, the impact of spin-orbit coupling on transport is explored in Chapter 6 and
the influence of structural distortions on optical absorption is presented in Chapter 7.
Finally, we conclude with general insights and advancements in methodology and future
prospects for further study. From this extended study of WO3, we construct a broad
understanding of the influence of doping on electronic, transport, and optical properties,
which contributes to the general knowledge of complex oxides for electronic devices.
2
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1.1 A Closer Look at WO3
Perovskites are materials of the general chemical composition ABO3, in which the
A and B sites are occupied with metal cations. Of note are the transition metal per-
ovskites, of which WO3 is one example. A detailed account of the electronic structure
of d-band perovskites with emphasis on using tight-binding for bonding intuition and
representation of electronic states based on symmetry may be found in Ref. [9].
WO3 is a perovskite in which the A-site atom is missing. It has been extensively
studied for its electrochromic property [10, 11, 12, 13, 14], in which the transmittance in
the infrared and visible frequencies can be controlled by intercalation of donor ions, such
as Li, Na [15, 16, 17] and H [18]. It has also been considered as a functional material
in gas sensing [19, 20], photocatalysis applications [21, 22], and as an electrode material
in lithium-ion batteries [23]. More recently, it has been utilized in high-efficiency solar
cells, where WO3 serves as the electron transport layer [24].
We explore a variety of optical and electronic properties of WO3. These include the
influence of native and extrinsic defects, electronic transport, and optical absorption.
While the results presented here are specific to WO3, the insights and analyses are
expected to cross-apply to related oxides and materials. The reader is encouraged to
turn to Refs. [25, 26, 27, 28] as valuable resources for fundamentals in solid-state physics
that will be used in the remainder of the dissertation.
1.2 Bulk Description of Properties in WO3
We describe common calculation parameters in Section 2.6 and parameters specfic
to each topic in each of the respective chapters. A short overview of density functional
theory may be found in Chapter 2. Here, we begin with a description of the bulk
3
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structural and electronic properties of WO3, which serves as the starting context that
the remaining chapters shall build upon.
WO3 has essentially an ABO3 perovskite structure but with the A site vacant (see
Fig. 1.2). The B metal cation is surrounded octahedrally by oxygens, and these octa-
hedra are allowed to distort and rotate. These distortions and rotations are intimately
connected with the electronic structure and materials properties that manifest from that
structure. A more in-depth study on the intimate connection between atomic and elec-
tronic properties is presented in Chapter 5, which elucidates the role of electron doping
in phase transformations.
WO3 exists in several phases at different temperatures. WO3 is of Pc monoclinic
symmetry below 230 K, at which point it becomes the P1¯ triclinic phase. At room
temperature, WO3 takes on a different monoclinic phase with P21/n symmetry until
600 K. Between 600 K and 1000 K, it has Pmnb (Pnma) orthorhombic symmetry.
Above 1000 K, WO3 is tetragonal (P4/ncc until 1170 K; P4/nmm above 1170 K) [29].
Different phases of WO3 differ by the extent to which the oxygen octahedra are
distorted and the W atoms are off-center in the octahedra, as shown in the unit cells
in Fig. 1.1. In the cubic phase, the W ions are centered in straight, upright octahedra
of oxygens. In the tetragonal structure, the W ions are displaced in an alternating
pattern along the [001] and [001¯] directions while the octahedra remain upright. In the
orthorhombic phase, the tilting of the octahedra (i.e., φ1 and φ2) along xˆ and yˆ directions
deviates from right angles and the W ions are offset from the center of the octahedra
along non-Cartesian directions (e.g., [110]) in an alternating fashion. In the monoclinic
phase, the W ions further displace along various directions and the octahedra are free to
rotate, tilt, and distort along xˆ, yˆ, and zˆ directions. The β angle, which is defined as the
angle between the [100] and [001] lattice vectors, may take on values different from 90
degrees in the monoclinic phase. The rotations and tilts of octahedra corresponding to
4
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[100]
[010]
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Figure 1.1: Unit cells of WO3 in order of increasing symmetry: (a) room-tempera-
ture (RT) monoclinic (space group P21/c), (b) orthorhombic (Pbcn), (c) tetragonal
(P4/nmm), and (d) cubic (Pm3¯m). An example of the relative tilt angles φ1 and
φ2 along xˆ between octahedra is indicated; the tilt angles are similarly defined for yˆ
and zˆ.
the symmetry of the crystallographic space groups within Glazer notation [30] are well-
documented for perovskites [31], including WO3 [32]. The progression of these distortions
as observed during the phase transformations is described in detail in Chapter 5. A
thorough study of the various phonon modes that contribute to the structural distortions
in WO3 may be found in Ref. [33].
Our calculated lattice parameters and band gaps for the unit cells of different phases
shown in Fig. 1.1 are listed in Table 1.2. The structural parameters as calculated compare
well to experimental values. They also agree with previous calculations [34] to within
5
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Table 1.1: Experimental and calculated lattice parameters and band gaps for WO3;
“ind” indicates indirect, “dir” direct band gaps. For calculated indirect gaps, the lo-
cation of the valence-band maximum (VBM) and conduction-band minimum (CBM)
in the Brillouin zone is indicated as (ind: VBM, CBM).
a (A˚) b (A˚) c (A˚) β (◦) Eg (eV)
RT Monoclinic, P21/c
Exp.a 7.31 7.54 7.69 90.90 2.6-2.8 (ind)
HSE 7.41 7.63 7.79 90.15 2.56 (dir: Γ)
Orthorhombic, Pbcn
Exp.b 7.36 7.57 7.76 90.00 —
HSE 7.43 7.64 7.79 90.00 2.49
Tetragonal, P4/nmm
Exp.c 5.25 5.25 3.91 90.00 —
HSE 5.29 5.29 3.96 90.00 1.53 (ind: Z, Γ)
Cubic, Pm3¯m
Exp.d 3.78 3.78 3.78 90.00 —
HSE 3.79 3.79 3.79 90.00 1.53 (ind: R, Γ)
a References [35, 36, 37, 38]. b Reference [39].
c Reference [40]. d References [15] and [41].
0.5%. Electronic band structures for the different phases are shown in Fig. 1.2.
In the electronic structure of WO3, the conduction bands are composed primarily of
5d states (which is typical of many transition metal oxides), whereas the valence bands
are primarily of O 2p character. A more general look into electronic structure of d-band
perovskites is given in Ref. [9]. The octahedral environment of the W leads to crystal field
splitting of the d-band states, which are degenerate in the isolated atom. In the cubic
symmetry, which is free of internal structural distortions, this octahedral environment
leads the d states to split into the lower-lying triply-degenerate t2g states and higher-
lying doubly-degenerate eg states (at Γ). This crystal-field splitting is clearly seen in
Fig. 1.2(d). Nevertheless, this splitting of the d-band states is more or less preserved
in the t2g-like and eg-like bands, as seen in the clustering of bands in Fig. 1.2(a-c) for
6
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Figure 1.2: Calculated band structures for different phases of WO3: (a) room-tem-
perature (RT) monoclinic, (b) orthorhombic, (c) tetragonal, and (d) cubic.
lower symmetry phases. The shrinking band width of the conduction bands among the
phases of WO3 contributes to an increase in band gap as the symmetry is lowered. The
cubic phase symmetry maximizes hybridizations and band dispersion, leading to the
largest band width (13.2 eV) and smallest band gap (1.53 eV). As structural distortions
are added, the band width of the t2g-like and eg-like bands shrinks to 11.47 eV for the
tetragonal, 9.82 eV for tetragonal, and 8.96 eV for the monoclinic phase.
Throughout this dissertation, we shall compare and contrast the electronic and struc-
tural properties due to these structural distortions, particularly between the cubic and
monoclinic phases. Chapter 5 explores the implications when these structural distortions
are tuned incrementally between these two phases using electron doping. Chapters 4
and 7 describe how structural distortions of these polymorphs influence the behavior of
defects and the optical properties, respectively.
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Chapter 2
Foundations and Methods for
Calculating Materials Properties
In this section, an overview of the theoretical methods used to quantum mechanically
describe WO3 is given. Our primary methodology is density functional theory (DFT),
and a description of its theoretical basis and practical usage is given. For the purpose of
this dissertation, a brief description of relevant concepts is presented. For further details
on the theory and practical implementation, the reader is referred to Ref. [42].
2.1 The Many-Body Problem
At the heart of density functional theory is quantum mechanics. The time-independent
Schro¨dinger equation,
HˆΨ = EΨ, (2.1)
describes the state of the system as captured by the (full, many-body) wave function Ψ,
and is the foundation upon which first-principles calculations are based.
In any introductory quantum mechanics class, one learns the derivation for the hy-
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drogen atom, for which it is possible to find an exact analytical solution. The hydrogen
atom consists of a single electron interacting with Coulombic potential of the nucleus.
The Hamiltonian of the hydrogen atom is thus the sum of the kinetic and potential
energy of this electron. Extending to solids, which contain many atoms and electrons,
a rigorous way to set up the many-body interacting Hamiltonian would be to track the
Coulombic interaction between every electron and nucleus, i.e.,
Hˆ = − ~
2
2m
∑
i
∇2i −
∑
i,I
ZIe
2
|r2i −R2I |
+
1
2
∑
i 6=j
e2
|r2i − r2j |
−
∑
I
~2
2MI
∇2I −
∑
I 6=J
ZIZJe
2
|R2I −R2J |
, (2.2)
in which we have taken the convention for lower-case variables to correspond to the
electrons and upper-case variables to the nuclei. The first and fourth terms of Eq. 2.2
describe the kinetic energy of the electron i and nucleus I with atomic number ZI and
mass MI . The second term is the Coulomb interaction between the nuclei and electrons,
while the third term captures pair-wise Coulomb interactions between electrons at po-
sitional coordinates r, and the final term the interaction between nuclei at positional
coordinates R.
However, solving Eq. 2.2 is generally mathematically intractable and computation-
ally impractical for systems with more than two electrons, save for a few exceptions like
simple molecules. In fact, even if known solutions did exist for Eq. 2.2, the memory
required to store the information needed to describe the wave function would be as-
tronomical [43]. For example, let us estimate the amount of memory it would take to
store the wave function of an oxygen atom. Consider sampling the system of N elec-
trons with P grid points. The many-body wave function requires about P 3N numbers
to store, where the factor of three is for the three positional coordinates. An oxygen
9
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atom has eight electrons, so one would need to store 103×8 numbers for a reasonably
sized grid of 10 points. Assuming memory takes 1 byte/number, the memory needed is
on the order of a trillion terabytes for a single oxygen atom! Systems of single atoms,
of course, are nowhere near describing an actual solid. It is partially for these reasons
that DFT proved to be a groundbreaking framework for calculating phenomena related
to condensed matter and laid the foundation for modern-day computational materials
science. In the following sections, the basic concepts of DFT relevant to this dissertation
are presented.
2.2 Fundamentals of Density Functional Theory
2.2.1 Hohenberg, Kohn, and Sham
Two concepts serve as the foundation for DFT. They are the Hohenberg-Kohn the-
orem and the Kohn-Shan ansatz. The Hohenberg-Kohn (HK) theorem establishes DFT
as a exact many-body theory that in principle requires only knowledge of the electron
density [44]. The HK theorem can be elegantly proven using the variational principle
in a few short lines for non-degenerate systems via proof by contradiction, and readily
extended to degenerate systems [42]. Two key ideas emerge from the HK theorem: 1)
the external potential is uniquely determined by the ground-state electron density; and
2) there exists a universal functional for the total energy, and the ground-state electron
density that minimizes this energy is the exact ground state. As such, DFT is predom-
inantly a ground-state theory. Recasting the central variable to be the electron density
instead of the coordinates of individual electrons is computationally attractive, of which
there are far fewer parameters to keep track. However, the HK theorem only states that
such a universal energy functional exists, and provides no inkling of how to calculate it.
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Thus comes the Kohn-Sham (KS) ansatz [45]. In the KS framework, the many-body
fully-interacting system of electrons is replaced with an auxiliary system of noninter-
acting particles in an effective potential chosen in such a way as to reproduce the fully
interacting system. We explore the Hamiltonian of this auxiliary system in the following
section.
2.2.2 Highlights of the Hamiltonian in DFT
While in principle exact, DFT in practice involves several assumptions. The first is
the Born-Oppenheimer approximation, which is not unique to DFT but is nevertheless
the first step taken. The Born-Oppenheimer approximation is an adiabatic approxima-
tion. In this approximation, it is assumed the electrons stay in the adiabatic ground
state at any point in time as the nuclei move, i.e., the electrons move rapidly compared
to the motion of the nuclei. As such, the kinetic energy of the nuclei is treated as a
perturbation upon the Hamiltonian. What is gained in the Born-Oppenheimer approxi-
mation is the decoupling of the nuclei and electrons. That is, the electronic r and nuclear
R degrees of freedom in the many-body wave function Ψ are assumed to be separable
as
Ψ({r}, {R}) = ψ({r} : {R}, t)φ({R}, t), (2.3)
where the set of electron coordinates {r} depends on the nuclear positions {R}. In
principle the lattice is able to vibrate and couple with the electrons. This coupling may
be treated perturbatively to linear order. A description of how phonons and electron-
phonon coupling are calculated may be found in Section 3.2. The implications of such
coupling are explored in the transport properties of WO3.
Here, we focus on the electrons and their interactions in an extended solid. We recast
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the Hamiltonian defined in Eq. 2.2 as
H = T + Vext + Vee + EII , (2.4)
where T is the kinetic energy of the electrons (the kinetic energy of the nuclei is ne-
glected in the Born-Oppenheimer approximation); Vext is the interaction between the
electrons and nuclei; Vee is the interaction between electrons; and EII is the classical
interaction between nuclei, and is simply a constant in the DFT framework. As covered
in Section 2.2.1, the charge density serves as the central quantity and is given by
n(r) = 〈Ψ({ri})|
N∑
i=1
δ(r− ri) |Ψ({ri})〉 , (2.5)
where N is the number of electrons in the system. The total energy of the system is
defined as the expectation value of Hamiltonian in Eq. 2.4; noting that the total energy
has become a functional of the density, the total energy is given by
E[n(r)] =
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉 =
〈
Tˆ [n]
〉
+
〈
Vˆee[n]
〉
+
∫
drn(r)Vˆext[n] + EII . (2.6)
The KS ansatz provides a practical way of calculating the ground-state density of a
system. We follow the derivation in Ref. [42]. In the KS ansatz, it is assumed that
the energy functional of density E[n(r)] may be written in terms of single-particle wave
functions ψ(r) of the non-interacting auxiliary Hamiltonian. From this assumption, the
charge density easily follows as
n(r) =
N∑
i=1
|ψi(r)|2. (2.7)
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The ground state energy using the KS ansatz is
EKS = T [n] +
∫
drVext(r)n(r) + EHartree[n] + EXC[n], (2.8)
where we have the kinetic energy of the electrons T [n] and potential between nuclei and
electrons Vext(r) as before in Eq. 2.2. Two new terms have appeared, which collectively
describe the electron-electron interactions. EHartree represents the classical Coulomb
interaction of the electron density, named after D.R. Hartree who first included it:
EHartree =
1
2
∫
drdr′
n(r)n(r′)
|r− r′| , (2.9)
where the factor of 1
2
accounts for double-counted interactions. The quantum mechanical
component, i.e., many-body term, of the electron-electron interaction is encapsulated in
EXC, known as the exchange-correlation energy. EXC is composed of the exchange EX
and correlation EC energies. The exchange component arises from the Pauli exclusion
principle. The correlation energy is defined as the difference between the exact energy
and the energy of an uncorrelated system. Together the exchange and correlation en-
capsulate all many-body phenomena of the true interacting system not captured by the
fictitious non-interacting system. In dealing with an auxiliary system, the KS framework
allows us to deal with independent particles but an interacting density.
If a universal EXC[n] were known, the exact ground state and density of the many-
body problem could be determined. However, of the terms in Eq. 2.8, EXC[n] remains
unknown and must be approximated. The crux of DFT is then to find functionals for
EXC[n], as described in the next section.
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Heaven of Chemical Accuracy
Earthly realm of Hartree-Fock (exact exchange)
∇2n(r)
unoccupied
and/or
L(S)DA
GGA
meta-GGA
Hybrid
Generalized RPA
Figure 2.1: Hierarchy of accuracy in approximations to the exchange-correlation func-
tional as shown on a Jacob’s ladder. On the right side are the ingredients that go into
the calculation of the exchange-correlation energy. At each higher rung of the ladder,
the ingredients from lower rungs are also included. L(S)DA = local (spin) density
approximation, GGA = generalized gradient approximation, RPA = random phase
approximation. Higher accuracy requires more computational resources. Adapted
from Ref. [46].
2.3 Historical Overview of Functionals
Many descriptions of the exchange-correlation have been developed over the past few
decades since the formulation of DFT. With brevity, we describe a few early attempts
up until the development of hybrid functionals. Other more advanced methods for
describing many-body interactions exist, such as many-body perturbation theory in
the GW approach for describing excitations, but these lie outside the scope of this
dissertation.
The development of accuracy in functionals is aptly described with a version of
Jacob’s ladder, which describes the main ingredients used and historical development of
the various formulations on the exchange-correlation energy, as shown in Fig. 2.1. The
reader is encouraged to peruse Refs. [46, 47] for further information.
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At the lowest level is Hartree-Fock, in which only exchange interactions are consid-
ered. Exchange-correlation in the DFT framework begins at the local (spin) density
approximation, or L(S)DA in which the exchange-correlation is taken to be that of a
uniform electron gas, which is known exactly from Monte Carlo and other many-body
methods. At the next level is the generalized gradient approximation (GGA), which
includes dependence on the gradient of the local electron density. A further variant
is meta-GGA, in which the second spatial derivative and the kinetic energy of the KS
orbitals are included. However, these methods are known to severely underestimate the
band gap due to poor handling of the self-interaction error [48, 49, 47]. Hybrid func-
tionals address this by including some part of the exact exchange EX, which is known
from Hartree-Fock (HF) theory, and given by
EHFX = −
1
2
∑
i,j
∫
drdr′ψ˜∗i (r)ψ˜
∗
j (r
′)
1
|r− r′| ψ˜j(r)ψ˜i(r
′). (2.10)
One can go further still in incorporating non-local ingredients, such as unoccupied KS
orbitals, as is the case in the generalized random phase approximation (RPA). Further
discussion of the accuracy of various functionals may be found in Refs. [50, 51].
In this dissertation, we primarily use hybrid functionals. For all such hybrid func-
tionals, the XC energy takes the form
EXC[n] = αE
HF
X [n] + (1− α)EDFTX [n] + EDFTC [n] (2.11)
where α is an adjustable “mixing” parameter of how much exact exchange to include.
While adjustable, a typical value is 25%. Specifically, we use the functional from Heyd,
Scuseria, and Ernzerhof (HSE) [52, 53], which mixes the short-range exchange with
screened Hartree-Fock exchange. That is, the Coulomb interaction is divided into a
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short- (SR) and long-range (LR) component; a screened Coulomb potential is applied
only to the exchange interaction, which screens the long-range part of the Hartree-Fock
exchange. This may be represented as
EHSEXC [n] = αE
HF,SR
X + (1− α)EPBE,SRX + EPBE,LRX + EPBEC , (2.12)
where PBE is the GGA functional developed by Perdew, Burke, and Ernzerhof [54].
2.4 DFT in Practice
2.4.1 The Choice of Basis
The basis set is often chosen out of convenience, either in the mathematics or in
the implementation. As we work with extended systems, plane waves are the natural
choice of basis set to represent the KS orbitals. Other basis sets are possible, and many
variations are known in quantum chemistry, where the focus is on molecules and where
basis sets of more localized character are a natural choice.
For extended systems, the Bloch theorem states that each eigenfunction of the
Schro¨dinger equation can be expressed as the product of a plane wave and a function
unk with the periodicity of the crystal,
ψnk(r) = e
ik·runk, (2.13)
where the periodic part is expanded in reciprocal lattice vectors Gl
unk(r) =
1√
Vcell
∑
l
cn,l(k)e
iGl·r. (2.14)
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In order to solve for the wave function, a scheme to represent the potential due to
the nuclei plus the core electrons is needed. For that, we turn to pseudopotentials. The
central idea of pseudopotentials is to “smooth out” the rapid oscillations of the core elec-
tron wave functions with an effective ionic potential that acts on the valence electrons,
as these rapid oscillations are computationally expensive to represent. Fortuitously, in
most solids and molecules, bonding is mainly determined by the interaction of valence
electrons.
Many modern electronic structure codes use the projector-augmented wave method
(PAW) [55, 49] to generate pseudopotentials. PAW builds upon older pseudopotential
techniques based on projectors and auxiliary functions. The basic idea is to map the
true wave functions onto auxiliary wave functions via some linear transformation. This
transformation is defined with some set of projection operators that contain the full
all-electron wave function. Thus, the full all-electron wave function is recoverable via
a linear transformation. In this dissertation, all of our calculations are based on PAW
pseudopotentials, unless otherwise noted. The reader is referred to Refs. [55, 42, 56] for
further details and references.
2.4.2 Numerical Considerations
In order to make sure our calculations output reasonable results, any calculation
must be tested for numerical convergence. We cover the convergence criteria that are
immediately relevant to this dissertation: namely basis set, energy cutoff, sampling of
the Brillouin zone, periodic boundary conditions, supercells, and charge neutrality.
With the choice of a plane-wave basis, one must choose when to truncate the series.
Each plane wave is indexed by a wavevector k, which is related to the crystal momentum
and this is related to the energy cutoff, which scales as |k|2. The energy cutoff is element
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and pseudopotential specific. Like anything in computation, one must balance accuracy
with computational efficiency. The reader is referred to Ref. [42] or any user guide for
released DFT codes for additional details.
For extended systems, we use periodic boundary conditions. While a natural choice
for calculating bulk properties, this requires careful consideration for (charged) defects
(see Chapter 4) or charged cells (see Chapter 5). First is the choice of supercell size. In
our studies of various point defects, we aim to extract the dilute limit. Current state-of-
the-art DFT calculations can reasonably handle around a few hundred to a few thousand
atoms for advanced functionals like hybrid functionals. Thus, while we aim to have as
large a supercell as possible, we are limited by what is computationally practical and
feasible. Nevertheless, it is important to choose a sufficiently large supercell, or at least
understand the limitations of insufficiently large supercells. A short illustrative study is
documented for oxygen vacancies in Chapter 4.
Secondly and relatedly, imposing periodic boundary conditions will lead to spurious
interactions between periodic images of charged defects, which is particularly problem-
atic given the long-range nature of Coulomb interactions. As such, the energy of the
system will diverge. In the case of charged defects, we use a correction scheme from
Freysoldt and collaborators [57, 58]. For the case of charged cells, a background jellium
is added. This jellium is uniformly applied to the cell and provides the compensating
charge needed to achieve a charge neutral system (see p. 502 in Ref. [42]).
Finally, we comment briefly on Brillouin zone sampling (including both k-point sam-
pling for electrons and q-point sampling for phonons). The discrete sampling of the
Brillouin zone requires a sufficient number of k-points in order to converge forces and
energies. Calculating materials properties involves evaluating integrals over the Brillouin
zone that often require much more dense sampling compared to self-consistent calcula-
tions (see calculation of electrical conductivity in Chapter 6 and optical absorption in
18
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Chapter 7). Conventional methods are prohibitively expensive for well-converged results.
Thus we turn to alternate but advanced interpolation schemes, i.e., Wannier interpola-
tion. The methodology we use is based on Wannier functions, which are described in
the following section.
2.4.3 The Wannier Basis
Standard DFT codes choose plane-waves as the basis set to expand and represent
the wave functions. This choice is natural, both physically and computationally. The
translational symmetry of the crystal naturally lends itself to plane-waves in the Bloch
representation of the wave function (Eq. 2.13).
Wannier functions were originally proposed by Gregory Wannier [59] in the late
1930s as another basis set for e.g., tight-binding calculations, but only recently gained
traction as a useful tool in computational condensed matter physics. Wannier functions
are essentially the Fourier transform of the Bloch representation
wnR(r) =
V
(2pi)3
∫
BZ
[∑
m
U (k)mnψmk
]
e−ik·rdk, (2.15)
where wnR(r) is a Wannier function centered on lattice site R indexed by band n. U
(k)
mn
is a unitary matrix that transforms a manifold of Bloch states to Wannier states. This
unitary transformation preserves orthonormality of the Bloch states.
The reason why we turn to Wannier functions essentially boils down to 1) the ability
to achieve linear scaling for calculating ground-state properties requiring dense meshes
and 2) the greater physical intuition gained on chemical bonding. Thus, Wannier func-
tions are a useful tool for calculating materials properties efficiently, particularly on
dense grids as we shall see in Chapters 6 and 7. The application of the Wannier basis
set is discussed in further detail in Sections 3.5 and 3.2.2.
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In principle, there is no unique way of choosing Wannier functions due to the inde-
terminacy of gauge in Bloch functions. For example, a Bloch wave function ψn,k can be
transformed into ∣∣ψ¯n,k〉 = eiφn(k) |ψn,k〉 (2.16)
for any real function φn(k) that is periodic in reciprocal space. Such a transformation
does not change the physical description but a different choice of φn(k) leads to a differ-
ent set of Wannier functions. A reasonable solution then is to use maximally localized
Wannier functions (MLWF). Significant effort has been put into developing and imple-
menting the methods for the transformation of Bloch wave functions to MLWFs [60, 61].
This has culminated in the open-source software package Wannier90 [62, 63].
We outline the methodology for finding MLWFs here. Two components are needed
to construct the Wannier functions: 1) the projection of Bloch states onto an initial set
of trial functions used to find the set of smoother Bloch orbitals and 2) the overlaps
between the periodic part of the Bloch states. The key to achieving MLWFs is ensuring
that the Bloch orbitals are first “smooth,” i.e., the derivative with respective to k is
regular, ∇k
∣∣ψ¯n,k〉. This is not guaranteed with Bloch functions as defined in Eq. 2.13
due to e.g., electronic degeneracies in the Brillouin zone [63]. Smoothness of the Bloch
functions is needed in order to be able to apply optimization methods for finding the
maximially localized set of orbitals in real space. The set of smooth Bloch orbitals is
achieved via the projection of Bloch states onto a set of trial functions. Further details
are given in Refs. [60, 63, 61]. In order to find MLWFs, the spatial localization of the
Wannier wave functions
Ω =
∑
n
[
〈wn0(r)| r2 |wn0(r)〉 − 〈wn0(r)| r |wn0(r)〉2
]
, (2.17)
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is minimized via steepest descent, The terms in Eq. 2.17 may be rewritten in terms of
the overlaps between the periodic part of the Bloch states [63]. Details and derivation
of what this entails may be found in the Wannier90 user guide, including usage with
standard DFT codes. In this dissertation, we use the Wannier basis in order to calculate
electron-phonon (see Section 3.4) and optical (see Section 3.5) matrix elements on dense
meshes that would otherwise be computationally prohibitive to calculate.
2.5 Molecular Dynamics
DFT alone is well-suited for calculating static structures at 0 K. However, many phe-
nomena of interest occur at finite temperatures. One method of investigating structure
and dynamics at finite temperatures is molecular dynamics. The methodology described
here applies equally to classical or quantum mechanical systems. When forces and ener-
gies are derived from DFT, this methodology is known as quantum or ab initio molecular
dynamics.
Within the context of this thesis, we use molecular dynamics to generate disordered
structures at elevated temperatures, as described in Chapter 7. The reader is referred
to Refs. [64, 65] for further discussion of molecular dynamics. Here, we provide a brief
overview of key concepts.
2.5.1 Theoretical Overview
A key property we assume in our calculations is ergodicity. Ergodicity is the idea that
an ensemble average of several configurations is equivalent to a time average over the
phase space. The phase space collectively consists of the position and momenta of the
particles in the system. In the context of generating amorphous structures, this means
for sufficiently long simulation times, we adequately sample the ensemble of atomic
21
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configurations possible in a disordered solid.
At its core, molecular dynamics involves solving Newton’s equations of motion FI =
mIaI for each particle I in the system. For large-scale systems, this consists of 3N
coupled differential equations of the form
dpI
dt
= −dU(R
N)
dRI
(2.18)
for some momentum pI and potential U with N particles each with coordinates RI in
the system. The set of equations defining the motion of the nuclei satisfies conservation
of total energy, i.e.,
dH
dt
=
[∑ dU
dRI
dRI
dt
+
∑ d
dt
( p2I
2mI
)]
= 0; (2.19)
conservation of net linear and net angular momentum; and time-reversal symmetry.
In a solid, we are primarily concerned with forces and velocities of the nuclei. Forces
may be obtained in quantum molecular dynamics using the Hellmann-Feynman theorem,
which directly connects forces on nuclei to the charge density. The force on nuclei can
always be written as
FI = − ∂E
∂RI
. (2.20)
The Hellmann-Feynman theorem states
FI = − ∂E
∂RI
= −
〈
Ψ
∣∣∣∣∣ ∂Hˆ∂RI
∣∣∣∣∣Ψ
〉
− ∂EII
∂RI
. (2.21)
Amazingly, knowing the forces requires only terms with explicit dependence on only
nuclear positions. We may see why this is case using Eq. 2.6 for the expression of energy
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and assuming properly normalized wave functions. Expanding Eq. 2.6, we get
− ∂E
∂RI
= −
〈
Ψ
∣∣∣∣∣ ∂Hˆ∂RI
∣∣∣∣∣Ψ
〉
−
〈
∂Ψ
∂RI
∣∣∣∣ Hˆ ∣∣∣∣Ψ〉−〈Ψ ∣∣∣∣ Hˆ ∣∣∣∣ ∂Ψ∂RI
〉
− ∂EII
∂RI
. (2.22)
For the exact solution to the ground state, the second and third terms vanish by the
variational theorem. This expression holds for local and non-local potentials, e.g., pseu-
dopotentials used in the practical implementation of DFT.
Different possible configurations are sampled via propagating the equations of motion
with respect to time. Numerically integrating the coupled equations of motion described
by Eq. 2.18 involves discretizing time. A simple and robust way of incrementing the
positions and momenta is known as the velocity Verlet algorithm [66].
RI(t+ δt) = RI(t) + vI(t)δt+
1
2mI
FI(t)δt
2 (2.23)
vI(t+ δt) = vI(t) +
1
2mI
(FI(t) + FI(t+ δt))δt. (2.24)
The Verlet algorithm is based on a Taylor expansion of the updated position RI(t+ δt)
around small time increments δt. From there, an expression for the updated velocity
vI(t + δt) may be written down. As the updated positions RI(t + δt) depend only on
quantities at time t, the updated forces and velocities may be calculated at time step
t. Despite its simplicity, the velocity Verlet algorithm is quite robust, with errors in
positions and velocities on the order of δt4.
Standard molecular dynamics simulations use the microcanonical ensemble (NV E),
which consist of a fixed number of particles N , volume V , and energy E. At equilibrium,
the kinetic and potential energies will fluctuate around their average values, but still
conserve the total energy. The microcanonical ensemble has a direct connection to
measureable thermodynamic values, such as temperature. However, actual experimental
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conditions typically do not involve fixed volume or energy. Rather their respective
conjugate variables, pressure and temperature, are the fixed conditions. Thus, it is useful
to go beyond the microcanonical ensemble. Here, we will primarily discuss the canonical
ensemble (NV T ), which has fixed volume and temperature. In this dissertation, the
canonical ensemble is used as a means for simulating melting and quenching conditions
to achieve disordered structures.
2.5.2 Choosing a Thermostat
The choice of the canonical ensemble (NV T ) necessitates a choice of the thermostat,
or mechanism for ensuring some setpoint for the average temperature of the system.
There are several choices to the thermostat, each with a different strategy for achiev-
ing a fixed temperature. We discuss three: the Berendsen thermostat [67], Andersen
thermostat [68], and Nose´-Hoover thermostat [69, 70].
The Berendsen thermostat utilizes velocity rescaling to achieve a fixed temperature.
In this methodology, the velocities are scaled by some constant λ =
√
1 + ∆t
τT
( T
T0
− 1) for
some integration time step ∆t and setpoint temperature T0. The strength of coupling
between the system and a fictitious heat bath is described with τT , which serves as
a measure for how long it takes the system to equilibrilate to T0. In general velocity
rescaling techniques, like the Berendsen thermostat, do not strictly follow the canonical
ensemble, and are therefore not recommended.
The Andersen thermostat involves stochastic coupling. That is, some subset of the
particles in system are stochastically chosen to collide with the heat bath. These selected
particles have their momenta reassigned to a value drawn from a Maxwell-Boltzmann
distribution at the setpoint temperature. While this satisfies the canonical distribution,
it can disrupt correlations between particle velocities, which renders extracting dynamic
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properties diffcult, if not erroneous.
The thermostat of choice in most modern simulations is the Nose´-Hoover thermo-
stat, which uses an extended Hamiltonian to couple to a heat bath. The Nose´ method
introduces an extra degree of freedom for the heat bath so that energy can flow in and
out of the reservoir as needed. Hoover further simplified the equations of motions in
the thermostat proposed by Nose´ in terms of parameters relating to the fictitious heat
bath. The Nose´-Hoover thermostat is a popular choice for reasons that the canonical
ensemble can be recovered, it is deterministic, and it preserves time-reversal symmetry
[71]. If the reader is interested, further information and relevant equations may be found
in Refs. [72, 73].
The theory and methods described are the foundation in the methodology described
in Chapter 7 for generating disordered structures.
2.5.3 Molecular Dynamics Using Ab initio Codes
Molecular dynamics simulations in ab initio codes come in two main flavors. One
flavor is the use of the Born-Oppenheimer approximation as described in Section 2.2. In
this framework, the forces on the nuclei are calculated at each iteration with the time-
independent Schro¨dinger equation. An alternative flavor is the Car-Parrinello method
[74] that introduces the electronic degrees of freedom as a fictitious variable in an ex-
tended Hamiltonian, and effectively leads to a coupled system of nuclei and electrons.
In the calculations described in Chapter 7, the Born-Oppenheimer molecular dynamics
method is utilized.
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2.6 Calculation Methodology
The primary packages used in our studies are the Vienna Ab initio Simulation Pack-
age (VASP)[75, 49] and Quantum Espresso [76]. We additionally use the Wannier90
[62, 63] code for post-processing and calculation of transport and optical properties.
Our calculations are based on (generalized) Kohn-Sham theory [45] using projector-
augmented wave pseudopotentials [55], as implemented in the Vienna Ab initio Simula-
tion Package (VASP). For W, the 5d and 6s states are treated as valence states; for O,
the valence states are the 2s and 2p states. We use the hybrid functional of Heyd, Scuse-
ria, and Ernzerhof (HSE) [52, 53]. In HSE, the amount of mixing between the non-local
Hartree-Fock exchange with short-range exchange of PBE is chosen to be the standard
25%. A plane-wave cutoff of 500 eV is used. For equilibrium crystalline structures, a
k-point mesh of 6 × 6 × 6 for the 4-atom cubic phase and 4 × 4 × 4 for the 32-atom
monoclinic phase are used. Further computational details are found in the respective
Chapters. All calculations, unless otherwise stated, are based on the HSE functional
with the aforementioned calculation parameters.
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Chapter 3
Theoretical Overview of Electronic
Behavior in Materials
We examine both transport and optical properties associated with WO3 to understand
the influence of high doping levels. This section provides an overview of the various
materials phenomena investigated. Chapter 4 studies the (de)localization of electrons
associated with charged defects; Chapter 5 explores how electron doping drives phase
transformations; Chapter 6 looks explicitly at electron-phonon coupling on carrier trans-
port; and Chapter 7 studies the influence of electron doping on optical absorption.
We group the fundamental concepts of the following Chapters based on the following
topics. We begin with the Drude model, a phenomenological model that we draw upon
to contrast with our first-principles calculations. Second, going from free to localized
carriers, a brief overview of polarons is presented, followed by electron-phonon interac-
tions. A short description of spin-orbit coupling is also presented, as it is large for W.
We additionally provide the methodology and theory for computing the mobility and
optical spectra of a material. While these methods are applied to WO3, many of the
principles described here apply to other materials systems.
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3.1 To Localize or Delocalize Electrons
The interaction of electrons with the crystal lattice can manifest in several ways.
Electrons can be (spatially) delocalized or localized, and the extent to which localization
occurs has a significant impact on the electronic and optical properties. Here, we provide
a brief overview of several important models for understanding free carriers and polarons.
Many of the basic concepts here will be useful in Chapters 4 and 7.
3.1.1 The Drude Model: A Classical Look at Free Carriers
It turns out that electronic transport and optical properties are closely related, both
being mediated by electrons. The quantum mechanical treatment of electrical conduc-
tivity and optical absorption may both be cast in terms of an expression for conductivity
based on Fermi’s Golden Rule [77, 78]. We describe the quantum mechanical treatment
of transport in Section 3.4.2 and that of optical properties in Section 3.5.
The earliest attempts at understanding electrical and optical conductivity were phe-
nomenological. One such well-known model is the Drude model, which was originally
created to describe transport properties in simple metals. While the original deriva-
tion was intended to describe transport with scattering events, many concepts from the
Drude model cross-apply to optical properties.
We begin with a simple derivation of the Drude model as it relates to electrical
conductivity. In this model, the electrons are treated classically as particles that bounce
off heavier, relatively immobile ions, as shown in Fig. 3.1. The equations that describe
the drift velocity v of electrons of mass m in an electric field is simply a damped version
of Newton’s equations of motion
m
dv
dt
+
mv
τ
= eE0e
−iωt (3.1)
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(a) (b)
Figure 3.1: Schematic representation of the assumptions in the free-electron gas
model. In addition to the Pauli exclusion principle enforced by Fermi-Dirac statistics,
the free-electron gas model also assumes (a) a sea of pinball-like electron particles
(orange paths) scattering off immobile ions (blue circles), characterized by relaxation
time τ between scattering events; (b) the dispersion of the free-electron approxima-
tion, where interactions between the electrons and nuclei are neglected. Additionally,
electron-electron interactions are neglected.
where a relaxation time τ , or γ = 1/τ the scattering rate, has been introduced as a
damping term. τ is related to the average path distance an electron travels before
encountering the next scattering center. Solutions for the velocity v to this differential
equation also have a sinusoidal form
v = v0 e
−iωt. (3.2)
Inserting Eq. 3.3 into Eq. 3.1 gives you
(−miω +m/τ)v0 = eE0 → v0 = eE0
(−miω +m/τ) (3.3)
Using the definition of the carrier density j = nev0 = σE0, we find the complex conduc-
tivity to be
σDrude(ω) =
ne2τ
m(1− iωτ) (3.4)
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for some carrier concentration n. When ω = 0, one recovers the well-known DC electric
conductivity σDrude = ne2τ/m.
Sommerfeld added quantum mechanical Fermi-Dirac statistics to the classical Drude
model, which made possible the derivation of simple and relatively successful models
for describing electrical and thermal conductivities, density of states, and heat capacity
in materials (see Ref. [26] for more information). This is known as the free-electron
gas model. The assumptions of the free-electron gas model are shown schematically
in Fig. 3.1. Thus, the Drude(-Sommerfeld) model has continued to be a useful tool
for gaining intuition in complex materials systems. For an electron in a material, the
free-electron mass m is replaced with the effective mass m∗ (assumed to be isotropic).
We shall see in Section 3.4.2 that the Drude model can be recovered in the Boltzmann
transport formalism under the assumptions of the free-electron gas model.
We now turn to how the Drude model relates to optical properties. The imaginary
part of the complex conductivity determines the dissipative part of the response function
as captured by the complex dielectric function ε = ε1 + iε2 with
εDrude2 (ω) =
4piσ
ω
=
4pi
ω
ne2τ
m(1 + ω2τ 2)
. (3.5)
With the dielectric function in hand, it is possible to find an expression for the ab-
sorption and reflectance. The absorption and reflectance in the Drude model is shown
schematically for various τ in Fig. 3.2. An important parameter that emerges from this
derivation is the plasma frequency, which is defined as
ω2p =
4pine2
mε∞
(CGS) =
ne2
mε0ε∞
(SI), (3.6)
where the mass m is typically taken to be the effective mass of the electron. The plasma
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(a) (b)
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τdecreasing
α
(ω
)
ωpωp
R
(ω
)
Figure 3.2: (a) absorption coefficient α(ω) and (b) reflectivity spectra R(ω)
in the free-electron gas model for various values of the scattering rate
(γp = 1/τ = ωp/200, ωp/100, ωp/50). Arrows indicate the trend in absorption co-
efficient α and reflectivity R for decreasing relaxation time τ ; the plasma frequency
ωp is shown for γp = ωp/200.
frequency delineates at what point along the electromagnetic spectrum the reflectance
drops substantially and the material becomes transparent to higher incident energies.
We refer the reader to Section 3.5.2 for details on the relations between the dielectric
constant and measured optical spectra.
The absorption for free carriers is
αDrude(ω) =
n
c
ω2pγ
ω2
, (3.7)
where we define γ = 1/τ as the dampening constant and take this damping constant
to be small relative to the plasma frequency. Like with Boltmann transport theory,
the quantum mechanical treatment of the optical conductivity as derived by Kubo and
Green can be reduced to the form of the Drude model in Eq. 3.4, assuming a single
parabolic band [78].
For d-band perovskites such as WO3 that have complicated features in the band
structure, the Drude model is insufficient, and we must turn to quantum mechanical
descriptions. The shortcomings of the Drude model are further discussed in Section 3.4
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(a) (b)
E
Figure 3.3: (a) Schematic of a self-trapped polaron: the cations (large blue circles)
and anions (small green circles) shift from their equilibrium positions (open circles)
in the presence of excess charge (grey shaded region). (b) Schematic of the energy
landscape of a self-trapped polaron: displaced ions result in a potential well (solid
curve) that lowers the energy of the carrier compared to that of the unperturbed
potential (dotted curve). Adapted from Ref. [80].
for transport and Chapter 7 for optical properties.
3.1.2 Polarons: the Localization of Electrons
A polaron is a quasiparticle consisting of a self-trapped carrier and the associated
displacements of atoms from their equilibrium positions, as shown in Fig. 3.3. If coupling
between the electrons and lattice is strong, the formation of polarons becomes favorable.
We follow the description of polarons from David Emin, which provides a useful overview
of polaron formation and related transport phenomena [79].
A polaron is formed if the change in ionic positions leads to a potential well that
self-traps the carrier. The carrier is assumed to be moving slowly enough so as to induce
shifts in the ionic positions.
Polarons are categorized into two main categories for polarons (i.e., when electron-
phonon interactions play a sizeable role): large and small polarons. As the name sug-
gests, a large polaron is a quasiparticle whose spatial extent spans several unit cells.
Large polarons are massive quasiparticles that have been found to scatter coherently,
i.e., with occasional scattering events with mobilities typically > 1 cm2/V · s that fall
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with temperature. In contrast, small polarons are confined to a single unit cell and scat-
ter incoherently, i.e., via hopping with mobilities typically  1 cm2/V · s that typically
rise with temperature, reflecting some activation energy. Thus, whether small or large
polarons form in the material has profound implications for the optical and electronic
response of a material.
It is possible for large and small polarons to coexist. This has been found to be the
case based on explicit first-principles calculations for oxides such as TiO2 [81]. Thus, the
formation of smaller versus large polarons requires a case-by-case study. We discuss the
formation and existence of polarons in Chapter 4, particularly in the context of oxygen
vacancies in WO3 compared to other oxides. We shall see that while small polarons have
been invoked to explain electrical conductivity and optical behavior, they are unstable
in crystalline WO3. Instead, our calculations show that large polarons can form.
Thus far, we have only provided descriptions of the general categories of polaron
formation. Polaron formation is related to the more general phenomena of electron-
phonon interactions. The extent to which polaron formation is favored is determined
by the strength of electron coupling to the lattice. The following sections describe the
quantum mechanical treatment of electron-phonon interactions in materials and how
they relate to transport properties.
3.2 Electron-Phonon Interactions in Polar Materials
Electron-phonon interactions can have a profound impact on the nature of the elec-
tronic, transport, and optical properties of materials. In the scope of this dissertation,
we study their contribution to transport, as discussed in Section 3.4.2. Here, we present
the formulation for understanding electron interactions with the lattice explicitly using
linear order perturbation theory, focusing on electron-phonon coupling to polar optical
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phonon modes.
3.2.1 Calculation of Vibrational Properties
To start, we describe the methodology used to calculate vibrational properties in a
material. At finite temperatures, the collective motion of atoms as phonons plays an
important role. It is possible to decompose this vibration into phonon or vibrational
modes by essentially solving a set of coupled differential equations as an eigenvalue
problem. At the foundation of calculating a material’s vibrational spectrum is the
Born-Oppenheimer approximation, as described in Section 2.2.2, which allows us to
treat separately the electronic and ionic degrees of freedom. One method for calculating
the phonon modes in a system is density functional perturbation theory (DFPT). The
derivation and relevant equations in DFPT may be found in Ref. [82].
The linear response of the electron density is used to calculate the vibrational spectra
of a material. It is based on the assumption that, like in DFT, the system obeys the
Kohn-Sham equations and the vibrations in the crystal can be treated perturbatively.
In the harmonic approximation, the phonon modes are extracted from the determinant
of the interatomic force constants (IFCs), which is a Hessian of the Born-Oppenheimer
energy surface scaled by atomic masses
det
∣∣∣∣∣ 1√MIMJ ∂
2E(R)
∂RI∂RJ
− ω2
∣∣∣∣∣ = 0, (3.8)
where ω are the phonon frequencies, and RI is the position coordinate of atom I with
mass MI . The Hellmann-Feynman theorem defined in Eq. 2.21 is used to find the inter-
atomic force constants. The linear-order response of the wave function and potential,
which are needed in the calculation of the interatomic force constants, are obtained from
first-order perturbation theory.
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One expects 3N phonon modes, where N is the number of atoms in the simulation
cell. For any material with at least two distinct atomic sites, two kinds of modes appear—
acoustic and optical. The derivation of a simple 2-atom-site system that demonstrates
this can be found in many standard solid-state textbooks [25, 26, 27]. Of these modes,
three are acoustic modes in which the motion of the atoms is in-phase with each other;
the remaining are optical modes in which the atoms move out of phase with each other.
Phonons can be grouped into collections of modes corresponding to transverse and lon-
gitudinal motions, which describe along which axes these vibrational modes exist based
on group theory and symmetry. While the discussion of group theory and symmetry of
phonons is outside the scope of this dissertation, further information may be found in
Ref. [83].
Finally, we make note of some practical considerations when calculating phonons.
Sum rules impose physical constraints. For phonons, this is known as the acoustic sum
rule (ASR), which emerges from the translational invariance and charge neutrality of
the system. This is because at Γ, the acoustic modes are simply a rigid shift of the cell.
In practice, our calculations break translational symmetry, owing to a variety of reasons,
including the discreteness of the grid for finite Fourier transforms, an under-converged
geometry, or finite cell effects. There are several schemes for imposing the ASR [84]. We
use the ‘crystal’ scheme as described in Ref. [85].
3.2.2 Models for Electron-Phonon Interactions in Polar Mate-
rials
The interaction between electrons and phonons plays an important role in electrical
conductivity, superconductivity, and optical properties of materials. We shall see how it
plays a role in mobility in the following section. In Dirac notation, one way to calculate
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Figure 3.4: Schematic illustrating gq,ν as described in Eq. 3.9. The electron-phonon
interaction causes an electron to scatter between electron states separated by q in
reciprocal space and ~ω in energy.
the electron-phonon interaction, or matrix element is
gq,ν =
(
~
2Mωq,ν
) 1
2 〈
ψn,k
∣∣∣∣ δVSCFδuq,ν
∣∣∣∣ψm,k+q〉 , (3.9)
where the electron-phonon matrix element gq,ν is calculated from the overlap between
two electronic states, as schematically depicted in Fig. 6.2. The deformation potential
δVSCF/δuq,ν measures how much the self-consistent potential changes with respect to
some pattern of atomic displacement uq,ν for phonon wavevector q with phonon mode
index ν.
Electrons scattering off the polar longitudinal optical (LO) phonons requires special
treatment due to the long-range nature. This long-range nature physically arises from
the long-range macroscopic electric fields that arise from the out-of-phase motion of
the atoms. A useful analogy is given in Ref. [25], where planes of atoms in a polar
material are treated like a classical capacitor. Between these planes, a dipole moment
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exists. The longitudinal motion parallel to the direction of the dipole dramatically
changes the energy stored in the capacitor compared to the transverse motion. Several
analytical forms have been developed to describe this long-range interaction; the original
description being the Fro¨hlich model [86]
gFro¨hlichqν =
i
|q|
√
e2 ~ωLO
20 Vcell
√
1
ε∞
− 1
ε0
, (3.10)
where ωLO corresponds to the frequency of the longitudinal optical mode, ε
0 is the static
dielectric constant, and ε∞ is the high-frequency dielectric constant. In the Fro¨hlich
model, it is assumed that the material is isotropic and has only one LO mode. General-
izations to isotropic materials with more than one LO mode have been well-documented,
and a useful summary may be found in Ref. [87]. One common feature in all of these
models is the 1/q behavior of gqν .
The form of the Fro¨hlich model can be generalized to account for more complex
electronic and atomic structures. We present here the generalized form of the Fro¨hlich
model in the context of current computational techniques. State-of-the-art methods for
calculating electron-phonon matrix elements on dense grids use Wannier interpolation
(see Section 2.4.3) based on a DFPT calculation with a coarse grid. This is significantly
more computationally efficient compared to performing DFPT explicitly on a dense grid.
This Wannier interpolation scheme is implemented in the EPW program [88]. Due to the
slow decay of 1/q behavior, the scattering off of LO polar modes is not localized and thus
poorly described with Wannier functions. Thus, scattering off LO polar modes is treated
separately from contributions of other phonon modes as a long-range contribution [88].
The total electron-phonon matrix elements gmn,ν(k,q) are calculated using [88]
gmn,ν(k,q) = g
S
mn,ν(k,q) + g
L
mn,ν(k,q), (3.11)
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where gSmn,ν is the short-range contribution. The long-range contribution, g
L
mn,ν is com-
puted with [89, 90, 91]
gLmn,ν(k,q) = i
e2
Vcellε0
∑
κ
√
~
2Mκωq,ν
×
∑
G6=q
(q + G) · Z∗κ · eκ,ν(q)
(q + G) · ε∞ · (q + G)〈ψm,k+q
∣∣ei(q+G)·r∣∣ψn,k〉, (3.12)
where G is a reciprocal lattice vector, Z∗κ is the Born effective charge tensor, eκ,ν(q)
is the polarization vector associated with phonon wavevector q of mode ν for atom κ,
and ε∞ is now a tensor. For the cubic phase, there is only one unique element. The
sum over G reciprocal lattice vectors is to account for the periodicity of the lattice
[90]. The electron-phonon matrix elements are also weighted by the overlap between
initial and final electronic states, 〈ψm,k+q
∣∣ei(q+G)·r∣∣ψn,k〉. This form of the long-range
component of the matrix elements is analogous in form to the Fro¨hlich model. Unlike
the Fro¨hlich model however, it holds for materials of any arbitrary symmetry or number
of LO modes, making it applicable for understanding the electron-phonon interaction
in chemically complex, low-symmetry structures. Previous calculations on GaAs [90],
SnO2 [92], GaN [93], and various oxides [94, 95, 96, 97] have shown such analytic models,
including those proposed by Fro¨hlich [86] and Vogl [89], can successfully describe gLmn,ν
for polar materials.
The basic idea for interpolation of the electron-phonon matrix elements is to first
substract out the long-range contribution using Eq. 3.12 from the full matrix elements
calculated from DFPT, then perform interpolation via Wannier functions on the short-
range component, and finally add back the long-range contribution on the dense grid.
The long-range component accounts for the contributions leading to the long-wavelength
divergence, and leaving the remaining parts in the short-range contribution. A more
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in-depth description of the history and methodology for describing electron-phonon in-
teractions with Wannier functions is given in Ref. [98]. We note that in our calculations,
all the phonon modes are included in the electron-phonon matrix elements.
3.3 Fermi’s Golden Rule
Many properties of interest involve integrals over the Brillouin zone. To describe the
transitions between electronic states, e.g., through scattering or excitations, a common
approximation is Fermi’s Golden rule. Such electronic transitions or scattering events
between states are treated using first-order perturbation theory.
Γi→f =
2pi
~
| 〈ψm|H′ |ψn〉 |2D. (3.13)
This equation represents a transition rate from state ψn of band n to ψm of band m
by perturbation H′, where D is the density of states. A key assumption in Fermi’s
Golden rule is the expectation that the probability amplitude of the initial state falls off
exponentially with time (see Ref. [99] for a derivation). Fermi’s Golden Rule also assumes
that all secondary transitions within the continuum of states are neglected. The quantum
mechanical descriptions of transport and optical properties presented in this thesis are
both based on Fermi’s Golden rule. That is, many calculations for materials properties
that describe electronic transitions involve integrating over some matrix element like H′
denoting some interaction between the particles of interest, multiplied by the occupation
factors for the particles of interest and a term that imposes energy and/or momentum
conservation.
We shall see in Sections 3.4 and 3.5 that the calculation of mobility and optical
absorption stems from Fermi’s Golden Rule.
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3.4 Mobility with the Boltzmann Transport Equa-
tion
In this section, a basic outline of the Boltzmann transport equation is presented.
The calculation of mobilities in WO3 is presented in Chapter 6.
3.4.1 Boltzmann Transport Theory
Boltzmann Transport theory describes the thermodynamic statistical distribution of
carriers of various momenta under non-equilibrium conditions. The Boltzmann Trans-
port equation (BTE) is a statement of the conservation of particles in time and space
in an incompressible phase space, and solutions to this differential equation describe
the dynamic behavior of some particle of interest—electrons in this case. The reader is
referred to Refs. [26, 77, 100] for additional details on derivations and background. The
BTE is expressed as
∂f
∂t
+ r˙ · ∂f
∂r
+ k˙ · ∂f
∂k
=
(∂f
∂t
)
coll
≡ Ik, (3.14)
where the spatial and time variation of the distribution of electrons is described through
the collision integral Ik, which is dependent on r, k, and t; f = f(r,k, t) is the distri-
bution of electrons.
A common model for Ik is known as the relaxation time approximation,
Ik{f} = −f(r,k, t)− f
0(r,k)
τ((k))
, (3.15)
which describes how small deviations in the local equilibrium particle distribution relax
to the equilibrium distribution in some characteristic time τ that is allowed to have some
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energy dependence. The local equilibrium distribution is described by the Fermi-Dirac
distribution
f 0(r,k, t) =
{
exp
((k)− µ(r, t)
kbT (r, t)
)
+ 1
}−1
. (3.16)
To obtain solutions to BTE, we write the actual distribution f as
f(r,k, t) = f 0(r,k, t) + δf(r,k, t), (3.17)
and solve for the deviations away from the local equilibrium distribution δf . To make the
problem mathematically tractable, we use a linearized version of the BTE that assumes
the system is always close to equilibrium, which is
∂δf
∂t
− e
~c
v ×B · ∂δf
∂k
+ v ·
[
e · E + − µ
T
∇T
](
− ∂f
0
∂
)
= Ik, (3.18)
where B is the magnetic field and E is the electric field. The velocity v of these electrons
may be calculated with v = 1/~~∇kk. We consider the case of a spatially uniform but
temporally fluctuating electric field E = E0e
−iωt, and assume B = 0,∇T = 0. That is,
∂δf
∂t
+ ev · E
(
− ∂f
0
∂
)
= Ik = − δf
τ((k))
, (3.19)
where we have rewritten Eq. 3.15 in terms of δf using Eq. 3.17. The solution to this
differential equation is
δf(k) =
eE0 · v · τ(k)
1− iωτ(k)
(
− ∂f
0
∂
)
eiωt. (3.20)
At DC conditions (ω = 0), assuming that the system is initially in equilibrium (i.e.,
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t = −∞, δf = 0), the solution to the BTE is then
δf(k) = eE0 · v
(
− ∂f
0
∂
)
τ(k). (3.21)
With knowledge of δf , we are able to relate deviations from the equilibrium distribution
to the current density as
jα(r, t) = −2e
∫
BZ
dk
(2pi)3
δf · vα (3.22)
= 2e2Eβ0
∫
dk
(2pi)3
τ(k)vα(k)vβ(k)
(
− ∂f
0
∂
)
, (3.23)
where α and β are Cartesian coordinate components and the factor of two accounts for
spin. This current density can be related to the electrical conductivity via jα = σαβEβ.
From here, we can directly extract the electrical conductivity to be
σαβ = 2e
2
∫
dk
(2pi)3
τ(k)vα(k)vβ(k)
(
− ∂f
0
∂
)
. (3.24)
Of note is that the conductivity is a property of the Fermi surface, as determined by(
− ∂f 0/∂
)
.
It is possible to evaluate the conductivity explicitly for the free-electron gas and
recover the Drude model discussed in Section 3.1.1. Using the Drude model readily
allows us to write (k) = ~2k2/2m∗, which thus makes vα = 1/~∇α(k) = ~kα/m∗.
Assuming τ(k) is constant, we can write the conductivity as [28]
σαβ = −2e2 1~τ
∫
dk
(2pi)3
vα(k)
(∂f 0
∂kβ
)
, (3.25)
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where we have made the use of
v(k)
(
− ∂f
0
∂(k)
)
= −1
~
(∂f 0
∂k
)
. (3.26)
Next substituting the expression for v, applying integration by parts, and assuming the
effective mass is a scalar, the conductivity becomes
σαβ = 2e
2 1
~
τ
∫
dk
(2pi)3
(∂v
∂k
)
f 0 (3.27)
= 2e2τ
∫
dk
(2pi)3
1
m∗
f 0 (3.28)
=
ne2τ
m∗
. (3.29)
From Eq. 3.27, we have recovered the phenomenological Drude model. However, as
discussed in Section 3.4.2, assuming a constant relaxation time τ and single parabolic
band is inaccurate in more complex materials such as d-band perovskites. Not only
are the bands in d-band perovskites not parabolic, first-principles calculations show the
scattering rate is far from constant.
Section 3.4.2 continues the discussion of the specific form of the conductivity and
scattering rate used in this dissertation. Many forms exist for the choice of the relaxation
time τ , depending on the approximations made and what kind of scattering phenomena
are being described (e.g., electron-electron scattering). In this dissertation, we focus on
scattering as mediated by the electron-phonon interaction.
3.4.2 Mobilities from First Principles
Mobilities are derived from the electronic conductivity, µ = σ/ne. For the purpose of
studying transport properties we focus on the cubic phase of WO3. We will specifically
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be interested in the influence of spin-orbit coupling (SOC) (described in Section 3.6).
The reason for focusing on the cubic phase is motivated in Chapter 6; here, we present
the methodology.
In a cubic crystal the mobility is isotropic. We compute the conductivity tensor
based on the Boltzmann transport theory, given as
σαβ =
e2
Vcell
∑
n,k
wkτnk
(
−∂fnk
∂nk
)
vnk,α vnk,β (3.30)
where wk is the k-point weight, Vcell is the cell volume, fnk is the Fermi-Dirac distribution
function, and vnk ≡ 1/~×∂nk/∂k are band velocities. The integral form in Eq. 3.24 has
been transformed into a sum over discrete points in the Brillouin Zone. When spin-orbit
coupling is included, the sum over bands n implicitly includes a sum over total angular
momentum j = l ± 1/2 states [101].
When calculating electronic conductivity, it is common to assume a constant scat-
tering rate τ−1 [102]. First-principles approaches in which the energy and k depen-
dence of the scattering rate are fully taken into account have only recently emerged
[94, 95, 103, 104, 105, 96, 97]. These studies have shown that the scattering rate has
a strong dependence on band and k vector that must be taken into account. In our
calculations, the band- and k-dependent scattering rate τ−1n,k is calculated using [94]
τ−1nk =
2pi
~
∑
qν,m
|gmn,ν(k,q)|2 ·
{
(nqν + fk+q,m) δ (k+q,m − k,n − ~ωqν)
+ (1 + nqν − fk+q,m) δ (k+q,m − k,n + ~ωqν)
}
, (3.31)
where gmn,ν(k,q) are electron-phonon coupling matrix elements, and nqν and fm,k+q
are phonon and electron occupation factors described by Bose-Einstein and Fermi-Dirac
distributions. Bands are indexed by m and n, while phonons are indexed by wavevector
44
Theoretical Overview of Electronic Behavior in Materials Chapter 3
q and frequency ν. In Eq. 3.31, we see the form of Fermi’s Golden rule. The electron-
phonon matrix elements describe the interaction of electrons with the vibrating lattice.
The δ functions ensure energy conservation in the electron-phonon scattering processes.
3.5 Optical Spectra Using First-Principles Calcula-
tions
The interaction of light with condensed matter plays a large role in optoelectronic
devices. Within the context of this dissertation, we are interested in understanding the
role of exccess carriers in optical absorption. Calculations that describe the influence of
sturctural distortions on the absorption spectra are described in Chapter 7.
The basis of understanding the optical response of a material also rests on Fermi’s
Golden Rule. Here, the perturbing potential is taken from the electronic dipole approx-
imation. The dipole approximation assumes that the wavelength of the incident light
that leads to transitions between bound states is much larger than the length scale of the
atom. Thus, incident radiation of the form exp(ik·r) ≈ 1+ik·r+... can be approximated
as unity, allowing us to neglect position dependence of the electric field. Perturbation
by electromagnetic radiation entails a Hamiltonian with a modified momentum that
includes a vector potential A for an object of mass m0 and charge e,
H = 1
2m0
[
p− e
c
A
]2
+ U, (3.32)
where the electric field E(r, t) = − ∂
∂t
A(r, t) may be easily obtained. Expanding the
squared term in Eq. 3.32 and neglecting the A2 term, we recover the unperturbed
Hamiltonian and now have a perturbative term containing terms of the form A · p
from which the optical matrix elements are derived. Each of the optical matrix elements
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are calculated assuming linearly polarized, monochromatic light.
3.5.1 The Complex Dielectric Function
The central quantity in calculating the optical spectra is the complex dielectric func-
tion, which is a measure of how a material responds to external electric fields. In the
context of this thesis, we are interested in the absorption spectra due to excess carriers
making interband transitions in which the crystal momentum is conserved. The macro-
scopic method for calculating the dielectric function (see Refs. [28, 106]) is obtained
using Maxwell’s equations that relate the response function in a medium to electric and
magnetic fields. Here, we present a microscopic microscopic framework for calculating
the dielectric function.
The absorption coefficient as a function of photon frequency ω can be expressed as
α(ω) =
ω
nrc
ε2 , (3.33)
where nr(ω) is the index of refraction, c the speed of light, and ε2 the imaginary part of
the dielectric function. The latter is given by (in atomic units) [107, 108, 109]
ε2(ω) = 2
4pi2e2
ω2
1
Vcell
1
Nk
∑
ijk
|eˆ · pij(k)|2×∆fδ(j,k − i,k − ~ω), (3.34)
where ~ω and eˆ are the photon energy and polarization, pij(k) is the dipole transition
matrix element between bands i and j, ∆f = (fi,k − fj,k) contains occupation statistics
for electrons, and i,k is the electron energy of band i at state k. The δ function ensures
energy conservation for the pair of electronic states separated by the photon energy ~ω.
The factor of two accounts for the spin degeneracy. Conversion to SI units involves a
multiplicative prefactor of 1/4piε0 where ε0 is the vacuum permittivity. In general, ε2 is
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a tensor. In the cubic and disordered phases considered in Chapter 7, the response is
isotropic.
The absorption coefficient (units 1/cm) for interband transitions based on the random
phase approximation therefore is given as [93, 107, 110]
α(ω) = 2
4pi2e2
ωcn(ω)
1
Vcell
1
Nk
∑
ijk
|eˆ · pij(k)|2×∆fδ(j,k − i,k − ~ω). (3.35)
It is possible to relate the imaginary part of the dielectric function to the real part
using the Kramers-Kronig relations:
ε1(ω) = 1 +
2
pi
P
∫ ∞
0
dω′
ω′ε2(ω)
ω′2 − ω2 + iη (3.36)
where P is known as the Cauchy principal value and η is a complex shift of the poles done
for numerical purposes that effectively results in a Lorentzian smearing of the spectra.
There is a factor of 2 to account for the fact that ε2(ω > 0) is symmetric with ε2(ω < 0).
The Kramers-Kronig relations are used for complex functions that are analytical in the
upper half of the complex plane. A necessary condition for a function to be analytical
is causality. In basic terms, causality is the condition that there must be some external
perturbation to cause a response of the system. Causality implies analyticity. Based on
analyticity, it is possible to relate the real and imaginary parts of a complex function.
The reader is referred to Refs. [107, 108, 111] for mathematical details.
Using the real and imaginary parts of the dielectric function, we can recast Eq. 3.35
in terms of ε1 and ε2. We present such equations in the following section.
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3.5.2 Relation to Absorption and Reflectance Spectra
In many applications of interest, the transmittance, absorbance, and reflectance are
desired. Here, we present the various ways to represent such quantities used in the
context of this thesis. For a more complete catalogue of equations for calculating optical
spectra, we refer the reader to Ref. [106].
We may define the complex refractive index n˜ = nr + iκ, where n is the index of
refraction, which contains information on the phase velocity of the propagating wave
in the medium, and κ is the extinction coefficient. The complex dielectric function is
related to the complex refractive index via ε(ω) = ε1(ω) + iε2(ω) = n˜
2. This allows for
the absorption coefficient α to be recast as
α(ω) =
4pi
λ
κ =
2ω
c
Im(
√
ε1 + iε2). (3.37)
This is equivalent to
α(ω) =
√
2
ω
c
[√
ε1(ω)2 + ε2(ω)2 − ε1(ω)
]1/2
, (3.38)
using the fact that the index of refraction may also be written as
nr(ω) =
[√
ε1(ω)2 + ε2(ω)2 + ε1(ω)
]1/2
/
√
2. (3.39)
Based on the computed dielectric function, we can calculate optical spectra. In a medium
with no reflection, the transmittance can be written as
T = exp(−α · d), (3.40)
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where d is the sample thickness. For completeness, the reflectivity (unitless) is
R(ω) =
∣∣∣∣∣ n˜(ω)− 1n˜(ω) + 1
∣∣∣∣∣
2
=
∣∣∣∣∣
√
ε1(ω) + iε2(ω)− 1√
ε1(ω) + iε2(ω) + 1
∣∣∣∣∣
2
. (3.41)
Thus, knowledge of either the real or imaginary part of the dielectric function in com-
bination with the Kramers-Kronig relations is sufficient to obtain other relevant optical
spectra. We make use of these equations and discuss the absorption spectra for WO3 as
a function of structural distortions in Chapter 7.
3.5.3 Practical Calculation of the Optical Matrix Elements
Just as with transport properties, the calculation of the absorption requires a dense
sampling of the Brillouin zone. Bloch wave functions calculated on the coarse grid are
transformed into the maximally-localized Wannier basis [63]. In order to achieve dense
meshes, we use Wannier interpolation, as described in Section 2.4.3.
In order to calculate Eq. 3.35, an accurate description of the band structure and
eigenenergies is needed in addition to the calculation of the optical matrix elements.
The calculation of the optical transition matrix elements requires calculating the dipole
matrix elements. We calculate the dipole matrix elements via the matrix elements of
the velocity operator, which are the generalized optical matrix elements. The matrix
elements of the velocity operator are given by [107, 112, 113]
vnm,α(k) = 〈ψmk | vˆα |ψnk〉 = 1~
〈
umk
∣∣∣∣∣ ∂Hˆ(k)∂kα
∣∣∣∣∣unk
〉
, (3.42)
where α indicates a Cartesian direction. The matrix elements are calculated using first-
order perturbation theory. A more convenient expression to calculate the velocity matrix
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elements is [112]
vnm,α(k) =
1
~
[
∂nk
∂kα
δnm + (mk − nk)
〈
unk
∣∣∣∣ ∂∂α
∣∣∣∣umk〉
]
. (3.43)
Further details are given in Refs. [92] and [112].
3.6 Spin-orbit Coupling
Spin is a purely quantum mechanical property for particles such as electrons and
describes the intrinsic angular momentum of such particles. An important phenomenon
that arises from the electron spin is the interaction of this spin with the orbital motion of
the electron itself, known as spin-orbit coupling (SOC). SOC can have profound impact
on the electronic and vibrational structure of a material. This is explored in Chapter 6
on transport properties. Here, we present a semiclassical picture to provide intuition on
the origins of SOC and then a brief overview of its quantum mechanical treatment.
3.6.1 A Semiclassical Picture
It is possible to understand the physical origins of SOC using a semiclassical model
[114]. In this model, we consider the electron to have an orbit around the nucleus in
much the same way planets orbit the sun. This model will immediately show why SOC
is significant in compounds containing heavier elements.
The electron has a spin s and orbital angular momentum l, each with its own mag-
netic moment µs and µl. Associated with the orbit of the electron is a current I. This
orbit sweeps out an area A that leads to a magnetic moment |µ| = |I| ·A in a time period
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T = 2pi/ω. Assuming a circular orbit, the magnetic moment is
|µ| = |I| · A = −e
T
pir2 =
−eω
2pi
· pir2 = −1
2
eωr2. (3.44)
Using the definition of orbital angular momentum |l| = |r × p| = mωr2, the magnetic
moment for the orbital angular momentum is µl =
−e
2m
l; similarly for the magnetic
moment of spin, µs =
−gse
2m
l, where gs is a relativistic correction (around 2).
In the reference frame of the orbiting electron, the electron experiences a magnetic
field due to the protons in the nucleus due to the apparent motion of the nucleus relative
to the electron. This interaction is effectively a perturbation to the potential seen by
the electron due to this apparent magnetic field.
The perturbing potential describing the SOC interaction is
V = −µs ·Bl = Ze
2µ0
8pim2r3
(s · l). (3.45)
where Bl is the apparent magnetic field seen by the electron and µ0 is the magnetic
permeability. While this treatment of SOC is semiclassical, we have arrived at the main
components that describe SOC: namely 1) (s·l), the interaction between spin and orbital
angular momentum and 2) and the dependence on atomic number Z. As SOC is much
weaker than the Coulomb interaction, it is treated perturbatively. An important effect
of SOC is lifting degeneracies in the electronic structure, as we shall see in Chapter 6.
Since W is a heavy atom, we expect SOC to play an important role in WO3. In
Chapter 6 we will explore how SOC affects transport properties.
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3.6.2 From the Schro¨dinger to the Dirac Equation
The Dirac equation contains relativistic corrections to the Schro¨dinger equation that
can describe SOC. Following Refs. [108, 115], we provide a brief introduction to the
Dirac equation. Including relativistic effects requires reformulating the kinetic energy
as T 2 = c2p2 +m2c4.
In the relativistic framework proposed by Dirac, the wave function is a 4-component
spinor. The Dirac equation in the absence of external fields can be written as
[
p2
2m
+ V (r)− p
4
8m3c2
− ~
2
4m2c2
∇V · ∇+ ~
4m2c2
σ · (∇V × p)
]
ψ = Eψ (3.46)
The first two terms are the non-relativistic Hamiltonian found in the Schro¨dinger equa-
tion. The third term Hv = −p4/8m3c2 is a relativistic correction to the kinetic energy.
The fourth term Hd = −~2/4m2c2∇V · ∇ is a relativistic correction to the potential,
also known as the Darwin correction. The final term Hso = ~/4m2c2 σ · (∇V × p) de-
scribes the perturbation due to spin-orbit coupling. In the centrosymmetric potential of
an atom, the potential may be written as ∇V = (r/r)(dV/dr), which gives the following
form of the SOC perturbation
Hso = ~
4m2c2
1
r
dV
dr
σ · l, (3.47)
where we have again used the definition of orbital angular momentum l = r × p. σ
represents the Pauli spin matrices. In practice, it is possible to treat SOC perturba-
tively or fully by solving the Dirac equations self-consistently; existing DFT codes take
various approaches. For example, VASP treats SOC perturbatively whereas Quantum
Espresso can be used to solve the Dirac equations to generate fully relativistic pseu-
dopotentials and include SOC self-consistently in calculations. We have found in our
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calculations for WO3 both approaches (and codes) to yield similar electronic structure.
This is discussed in further detail in Chapter 6.
53
Chapter 4
Extrinsic and Intrinsic Defects in
WO3
Our investigation of high levels of doping in WO3 begins with a study of defects and
dopants. Defects and dopants can be intentionally or unintentionally incorporated,
and significantly impact the electronic and optical properties of materials. Thus, it is
important to thoroughly characterize the common defects and dopants that occur in
WO3.
First, we study doping with the alkali metals, as these are the typical dopants in
devices with WO3. Then, we look at oxygen vacancies, a defect that is frequently
invoked to explain observed experimental phenomena in complex oxides. We shall see
that both oxygen vacancies and alkali metal dopants are shallow donors. This result will
serve as the foundation for the remaining chapters on mobility and optical absorption.
The results presented here are adapted from Ref. [116], with portions adapted from
Ref. [117].
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4.1 Calculation Methodology
In order to understand the thermodynamic and electronic behavior of alkali metal
dopants and oxygen vacancies, we calculate the formation energy. The formation energy
encapsulates the likelihood of a particular defect being incorporated in a system [58].
We first consider interstitial Li on the empty A site. The formation energy is defined as
Ef [Lii] = Etot[Lii]− Etot[WO3] + µLi + qEF + ∆q, (4.1)
where Etot[Lii] is the total energy of a supercell containing one Li interstitial, Etot[WO3]
is the total energy of the same supercell of the pristine bulk structure; and µLi is the
chemical potential of Li, i.e., the energy of the reservoir of atoms with which Li is
exchanged. We choose the chemical potential of Li to reflect equilibrium with lithium
oxide [118].
For the oxygen vacancy, the formation energy is similarly defined as
Ef [VO] = Etot[V
q
O]− Etot[WO3]− µO + qEF + ∆q, (4.2)
where Etot[VO] is the total energy of a supercell containing an oxygen vacancy, and µO
is the chemical potential of oxygen. For a defect with charge q, electrons are exchanged
with EF , the Fermi level, as referenced to the valence-band maximum (VBM) of the
bulk material. The final term, ∆q, is a charge-state dependent correction due to the
finite size of the supercell [57, 119], which allows the defect behavior to be extracted in
the dilute limit.
Although the value of the chemical potential µO varies depending on the growth
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conditions, limits on µO may be determined based on the stability of WO3:
∆Hf (WO3) = µW + 3µO , (4.3)
where ∆Hf (WO3) is the enthalpy of formation, µW is the chemical potential of the
W referenced to the energy of metallic W, and µO is the chemical potential of the O
referenced to the energy of an O2 molecule.
Using HSE, we find for the monoclinic phase ∆HfHSE(WO3) = –8.32 eV, which
compares well with experiment [∆Hfexp(WO3) = –8.73 eV [120]]; for the cubic phase,
∆HfHSE(WO3) = –8.03 eV. The O-rich limit is given by µO = 0; the O-poor (i.e.,
W-rich) limit is given by µW = 0.
4.2 Doping with Alkali Metals
We begin our analysis with alkali metal doping, and later compare with the case of
oxygen vacancies. Monovalent species, such as H, Li, and Na, are commonly used as
dopants, with Li being the most common due to its fast diffusivity.
Monovalent dopants are shallow donors. We are able to see this in the formation
energy plot for the Li interstitial in Fig. 4.1. Figure 4.1 shows that only the +1 charge
state is stable for all Fermi levels in the band gap. This means that when Li is inserted
into the system, it donates its valence electron to the host system.
The physical origin for this shallow-donor behavior is related to the fact that the
valence electronic states of alkali metals lie above the conduction-band edge of WO3.
This is evident when considering the density of states plots for the various dopants. We
use the monoclinic phase as an example, but the same observations hold for other phases.
Figure 4.2 compares the density of states of WO3 doped with free carriers and with alkali
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Figure 4.1: Formation energy of a Li atom intercalated in the monoclinic phase of
WO3 under oxygen-rich conditions; the zero of Fermi level is set to the valence-band
maximum. The +1 charge state is the only stable charge state.
dopants. As seen in this comparison of density of states, doping with alkali metals is
nearly identical to doping with only excess electrons. Little to no atomic contributions
from the alkali dopant appears in the electronic density of states in the vicinity of the
Fermi level. Both result in the Fermi level being shifted into the conduction band with
only small differences in the final electronic structure.
We explore the influence of these excess carriers in the remaining chapters. Chap-
ter 5 explores the interplay between the change in atomic and electronic structure at high
carrier concentrations. Chapter 6 investigates the mobility and scattering of these car-
riers, and Chapter 7 looks into their optical response. Next, we calculate the formation
energies and elucidate the electronic behavior for oxygen vacancies.
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Figure 4.2: Comparison of density of states for the room-temperature monoclinic
phase with (a) excess carrier doping, (b) Li doping, and (c) Na doping. The zero of
energy is taken to be the Fermi level (dotted line)
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4.3 Electronic Properties of Oxygen Vacancies
4.3.1 Motivation and Methodology
WO3 is easily reduced and thus commonly found in substoichiometric compositions
WO3−x [121, 122]. It is thus important to understand how oxygen deficiencies influ-
ence the electronic and optical behavior of WO3. Transport studies of single-crystalline
monoclinic WO3 have reported an increase in conductivity and electron carrier concen-
trations with increased oxygen deficiency [122], similar to the increase in conductivity
that is observed in intercalated WO3 [123, 17]. For electrochromic applications, monova-
lent elements such as Li or Na are typically intercalated, which causes a drop in optical
transmittance at IR and visible wavelengths, and leads to coloration. However, the re-
lationship between oxygen vacancies and electrochromism is far from understood. Some
studies report higher optical density and higher coloration efficiency with higher levels
of deficiency [122, 124].
The actual mechanism of how oxygen vacancies affect the electronic and optical
behavior of WO3 is still not well established. Some studies claim that polarons form for
the neutral charge state V0O and for V
+
O [125, 126, 127, 128, 129], or that defect levels
appear deep in the gap [130]. Others propose that oxygen vacancies lead to shallow
levels near or resonant with the conduction band [131]. Thus, whether excess electrons
from oxygen vacancies are localized or act like free carriers is unclear.
First-principles calculations using density functional theory (DFT) have already been
used to study oxygen vacancies in WO3, but many of these studies use the local density
approximation (LDA) or generalized gradient approximation (GGA) for the exchange-
correlation functional [132, 131, 126, 133]. Because LDA and GGA calculations severely
underestimate band gaps, the results for the reported position of the oxygen vacancy
levels in the gap carry large uncertainties. One study used the B3LYP hybrid functional,
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which provides a better description of electronic structure, and found that oxygen va-
cancies induce levels in the gap, approximated from single-particle eigenvalues using
Janak’s theorem [130]. However, in order to accurately assess the stability of various
charge states and draw conclusions about deep or shallow states, formation energies for
different charge states need to be explicitly calculated. A discussion of the previous
computational studies is included in Section 4.3.3.
Our goal is to understand the impact of oxygen vacancies on the electrical and optical
properties of WO3. We note that our results are for oxygen vacancies in the dilute limit
in crystalline WO3. We do not include crystallographic shear planes [121], in which the
corner-sharing octahedra become edge-sharing and closer W-W distances occur, possibly
leading to other phenomena. We consider various possible configurations of the oxygen
vacancy for room-temperature (RT) monoclinic WO3 (see Fig. 4.3), which is stable
from room temperature to 600 K [29]. To provide further insight and allow comparisons
with previous literature, we also performed calculations for the cubic phase. Since oxides
such as WO3 may display a tendency towards polaron formation [81], we also investigate
self-trapping of electrons, both in bulk and in the vicinity of the vacancy. Our results
show that the oxygen vacancy is a shallow donor that can cause n-type conductivity.
We suggest that the excess electrons from oxygen vacancy donors provide a source for
electrochromic behavior.
We use the HSE functional and the calculation parameters described in Section 2.6.
To simulate an oxygen vacancy, an oxygen atom is removed from the supercell, and all
the atomic coordinates are allowed to relax (until forces are below 0.05 eV/A˚) while
keeping lattice parameters fixed. The vacancy calculations use a 256-atom supercell
for the monoclinic phase and a 108-atom supercell for the cubic phase, with a 400
eV energy cutoff. Convergence up to a 500 eV plane-wave energy cutoff was tested;
lattice parameters changed by less than 0.25%. Integrations over the Brillouin zone
60
Extrinsic and Intrinsic Defects in WO3 Chapter 4
(a) (b)
(c)
X H C H
Y
D
MEM
A
Z
D
M
H
Y
1
1
1
1
2
2
V
V
VO
O
O
(z)
(x)
(y)
[010]
[001]
[100]
M
R
X
(d)
Figure 4.3: The two phases considered here are the monoclinic and cubic phases.
(a) Unit cell of the room-temperature (RT) monoclinic phase of WO3, indicating the
distinct oxygen vacancy sites. (b) Corresponding Brillouin zone (determined using
Ref. [134]). (c) Unit cell of cubic phase. (d) Corresponding Brillouin zone. For
corresponding band structures, see Fig. 1.2.
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were performed by using the special k -point (1
4
, 1
4
, 1
4
); convergence up to 2 × 2 × 2 k-
point meshes was tested, resulting in formation energies changing by less than 0.1 eV.
In the monoclinic phase, tilted and rotated octahedra and off-centered W atoms occur,
resulting in three unique oxygen sites, as labeled in Fig. 4.3. The naming convention
for differentiating between the oxygen vacancy sites is taken to be V qO(c), where q is the
charge state and c is the cartesian direction along which the vacancy lies (referenced
to neighboring W atoms). In the high-symmetry cubic phase, only one site for the
oxygen vacancy needs to be considered. Spin polarization was included in all calculations
involving unpaired electrons.
4.3.2 Results
Formation energies and charge-state transition levels
Formation energies for oxygen vacancies as a function of Fermi level EF are shown
in Fig. 4.4. The slope of each curve corresponds to the charge state of the defect. The
formation energies are very similar in the monoclinic and cubic phases. For the mono-
clinic phase, the three possible oxygen sites were explored, resulting in similar properties
for the vacancies. In both the monoclinic and cubic phases, we find no thermodynamic
charge-state transition levels over the range of Fermi levels corresponding to the band
gap.
Our results indicate that the oxygen vacancy acts as a shallow donor, stable only
in the V 2+O charge state; other charge states are not stable for Fermi levels within the
band gap, at least with respect to excess carriers in the conduction band. However, in
oxides such as WO3, carriers may display a tendency towards polaron formation, i.e.,
self-trapping of electrons accompanied by a lattice deformation [81]. We therefore also
investigated the possibility of polaron formation, first in the bulk. We added an extra
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Figure 4.4: Formation energies of oxygen vacancies in oxygen-poor conditions for
(a) monoclinic and (b) cubic phases of WO3. In oxygen-rich conditions, formation
energies are higher by an amount equal to |∆HfHSE(WO3)|/3. Fermi levels referenced
to the VBM are shown for values in the band gap. For monoclinic, results for the
three possible oxygen sites are included. For cubic, the vertical dotted line indicates
the band gap; energies above the CBM are indicated in gray.
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electron to the supercell and initialized the calculation by placing a magnetic moment on
a chosen W atom and locally distorting the neighboring oxygen atoms to accommodate
the formation of a polaron. We found that stabilizing a small polaron in the bulk was not
possible; any attempt at charge localization accompanied by deformations was unstable,
and the system returned to the bulk structure with a delocalized charge distribution.
Using the same methodology as for the bulk polaron, we also explored the formation of
a small polaron next to the vacancy in the form of W5+, i.e., an excess electron localized
on a W atom next to the V 2+O (see also Section 4.3.3). However, we were similarly unable
to stabilize either the V +O or V
0
O configuration, and thus we report no thermodynamic
transition levels corresponding to these states.
The shallow behavior of oxygen vacancies explains the observed decrease in resistivity
with increasing oxygen deficiency in monoclinic single crystals [122]. This increase in
conductivity that occurs with higher oxygen deficiencies coincides with a greater degree
of coloration [122]. This shallow-donor behavior of oxygen vacancies is therefore similar
to what is observed with monovalent dopants like Na and Li. In alkali-doped WO3,
the atoms occupy the A site and contribute excess electrons to the conduction band
as shallow donors (see Section 4.2 and Refs. [123, 17]), leading to increased electric
conductivity [135]; simultaneously, electrochromic behavior is observed. We therefore
postulate that the mechanism by which oxygen vacancies contribute to electrochromic
behavior is also related to excess electrons, as it is for intercalated WO3.
We note that VO(y) has the lowest formation energy among the three possible sites
[Fig. 4.4] in the monoclinic phase. The difference in formation energy among the different
oxygen vacancy sites correlates with the initial bond distance before the vacancy is
introduced. VO(y) has the largest initial (as well as final) distance between W atoms
adjacent to the vacancy; this will cause the bonding state to be the most energetically
shallow. Relaxations and their correlation with electronic structure are discussed in
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more detail in the next section.
Atomic Relaxations and Electronic Structure
Here we describe the atomic relaxations around the oxygen vacancy in the cubic
phase. The relaxations for all atoms in the two octahedra nearest to the vacancy are
shown for the V 2+O charge state in Fig. 4.5. The W atoms next to the vacancy move
outward, increasing their separation by around 6% (approximately 0.25 A˚) with respect
to the distance in the pristine bulk. Concomitantly, the W-O bonds along the direction
defined by the W atoms and the vacancy are shortened by around 8% (approximately
0.15 A˚). Four additional oxygen neighbors of the W atom lie in a plane perpendicular
to the W-VO-W direction; these O atoms move inwards, with the W-O bonds becoming
1% shorter compared to bulk.
-8%
-1%
+6%
Figure 4.5: Structure of the unrelaxed (left) and relaxed (right) oxygen vacancy in the
2+ charge state in cubic WO3. Large grey spheres represent W and small red spheres
represent O. Relaxations are shown for octahedra nearest to the vacancy. Changes in
bond lengths and distances are expressed as fractions of the corresponding quantities
in the bulk crystal.
The monoclinic phase exhibits a similar pattern of atom relaxations around the
oxygen vacancy, but with some differences among the VO(x ), VO(y), and VO(z ) sites
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due to the anisotropy of the monoclinic phase. Relaxations for select neighbors of the
vacancy are shown for the 2+ charge state in Fig. 4.6. The W neighbors of the vacancy
move outward by 9% (approximately 0.35 A˚) for VO(x ) and 12% for VO(z ), expressed as
a percentage of the respective bulk equilibrium distances. The largest displacement of
W atoms occurs for VO(y), with the W-W distance increasing by 15% (approximately
0.50 A˚). The outward motion of the W causes their bonds with the next-nearest-neighbor
O atoms along the W-VO-W direction to be compressed, in some cases by up to 20%.
Other W-O bonds may elongate or shorten depending on the specific relaxations of the
W atoms.
V     (x) V    (y) V    (z)
O O O 
2+ 2+ 2+
[100] [010]
[001]
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+12%
+15%
-6%
-8%
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- 20%
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+1% - 4%
-12%
+4%
-
11
%
-
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Figure 4.6: Structure of relaxed V 2+O (x ) (left), V
2+
O (y) (middle), and V
2+
O (z ) vacancies
in the 2+ charge state in monoclinic WO3. Large grey spheres represent W and small
red spheres represent O. Relaxations are shown for select neighbors of the vacancy.
Changes in bond lengths and distances are expressed as fractions of the corresponding
quantities in the bulk RT monoclinic phase.
We now discuss the effect of these relaxations on the electronic structure. In principle,
oxygen vacancies in WO3 could be stable in three possible charge states: V
0
O, V
+
O , or V
2+
O .
Removing an oxygen atom leaves two W dangling bonds with one electron each, which
form a doubly occupied bonding state and an empty antibonding state in the case of a
neutral vacancy (V 0O). For the unrelaxed vacancy in monoclinic WO3, the bonding state
(Kohn-Sham state in the band structure) is at 0.50 eV below the CBM for VO(x ), at
0.19 eV for VO(y), and at 0.06 eV for VO(z ). The position of the bonding state depends
strongly on the W-W distance, which is related to the overlap of the two W dangling
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bonds.
The forces on the W atoms are outward, i.e., away from the vacant site. Upon
relaxation of internal coordinates, the doubly occupied bonding state moves up in energy
and becomes resonant with the conduction band as the W atoms relax away from the
vacancy. The two electrons then occupy extended conduction-band states perturbed
by the presence of the vacancy. This result should be interpreted as a doubly ionized
vacancy (V 2+O ) with two electrons in the conduction band. Figure 4.7 shows charge
density plots and the corresponding band structures, illustrating the transition from a
localized state around the vacancy to a delocalized state upon relaxation, and the defect
state becoming resonant with the conduction band.
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Figure 4.7: Charge density of the vacancy-induced state and band structure for V 0O(y),
(a) before and (b) after atomic relaxation. Isosurfaces are shown at 10% of the max-
imum density and in the plane containing the vacancy. Large grey spheres represent
W and small red spheres represent O. CBs are shown in orange, VBs in blue, and the
band in purple corresponds to the charge density plots shown on the left.
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Similarly, in the +1 charge state of the unrelaxed vacancy (V +O ), a singly occupied
spin-up state occurs in the band gap at 1.68 eV below the CBM for VO(x ), 1.41 eV
for VO(y), and 0.50 eV for VO(z ), with a corresponding spin-down state resonant in the
conduction band. Again, upon relaxation this occupied state moves above the CBM,
leaving the band gap free of states and indicating that V 2+O is the only stable charge
state for the vacancy.
Observations on the Charge Density Distribution
A representative charge density plot is shown in Fig. 4.8. As expected for a shallow
donor, an additional electron added to a supercell containing a V 2+O occupies an extended
conduction-band state perturbed by the presence of the vacancy. Intriguingly, in the
case of VO(x ) and VO(y) this state is not distributed over the entire supercell but is
predominantly located on a specific plane of atoms. This type of charge distribution is
consistent with the formation of a large polaron that is delocalized in two dimensions.
This is observed for both the cubic and monoclinic structures. In order to make sure
that this feature is not an artifact of our calculations, we perform two tests: 1) for the
cubic phase, using a supercell oriented along different directions, effectively changing the
boundary conditions to ensure interactions between supercells do not lead to artifacts;
and 2) for the monoclinic phase, using a larger supercell.
In the first test, we start from the 108-atom cubic supercell, which is a 3×3×3
multiple of the 4-atom primitive cell. We rotate the lattice vectors by 45o about the z
axis and create a new 2
√
2 × 2√2 × 3 supercell with 96 atoms. We then introduce an
oxygen vacancy, and allow the cell to relax in order to test for any artifacts happening
at the cell boundary. As seen in Fig. 4.8(b), the planar distribution of charge density
is still observed. In the second test, Fig. 4.8(c) shows that with a 384-atom supercell
(3× 3× 2 supercell of the monoclinic unit cell), the planar distribution still extends to
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the edges of the simulation cell, again suggesting this is not an artifact of our calculation
parameters.
The atomic character of this charge density is predominantly derived from dxy or-
bitals. Our calculations and tests demonstrate that the formation of a small polaron is
not favorable, but formation of large polarons is quite likely in a material such as WO3.
Experiments have suggested a large-polaron radius of 8.5 A˚ [122]. We note that, in
the absence of any localization, hydrogenic effective mass theory suggests a hydrogenic
state with a radius of approximately 25 A˚, using the lower limit of measured ε = 12.1
[136] and representative effective mass m∗ = 0.25m0 (calculated from our HSE band
structure). The supercells used in our study are not large enough to capture the full
extent of the observed charge densities, but they allow us to set a lower limit on the
size of the large polaron [i.e., 22 A˚ in diameter as seen from Fig. 4.8(c)]. In order to
rigorously investigate this planar feature, larger supercells are needed.
Figure 4.8: Charge densities illustrating in-plane localization in the same plane as
the oxygen vacancy for (a) the V 0O(y) defect in monoclinic phase; similar planar
localization is found for the V 0O(x), V
+1
O (x), and V
+1
O (y) charge states; (b) the oxygen
vacancy in a cubic supercell with lattice vectors rotated by 45o about the z axis; (c)
the 384-atom supercell with V 0O(x), shown in-plane of the oxygen vacancy for clarity.
Caution should thus be exercised in interpreting such phenomena. However, such a
planar distribution of electrons has been observed in electron spin resonance (ESR) mea-
surements of monoclinic WO3 [137]. These ESR measurements described an unpaired
electron with a two-dimensional spread of the wave function, exhibiting dxy symme-
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try similar to the W 5d conduction-band states. The observed planar distribution of
electrons bound to V 2+O therefore appears to be an actual feature of WO3.
4.3.3 Discussion
Comparison with Previous Calculations
Absorption by deep defect levels has been proposed as a mechanism for electrochromism.
Our results for oxygen vacancies do not support such a mechanism based on absorption.
Our present results differ from those reported in a previous hybrid functional study for
monoclinic WO3, which found that the oxygen vacancy introduced deep levels in the gap
[130]. The band gap in the B3LYP calculations of Ref. [130] (3.10 eV for the monoclinic
phase) was significantly larger than our HSE value, as well as larger than experimentally
measured gaps (see Table 1.2). We therefore investigated the possibility that a larger
band gap might result in localization of oxygen vacancy states and lead to deep levels
in the gap.
We performed two types of tests. First, we increased the mixing parameter up to as
large as 50%. Up to 35% mixing (corresponding to a band gap of 3.05 eV), the charge
density corresponding to the highest occupied state for V 0O remains delocalized, i.e., our
conclusion about VO being a shallow donor holds. This is illustrated in Fig. 4.9. With
the standard mixing parameter of α = 0.25, the band gap of the monoclinic structure
is 2.56 eV, slightly underestimating the experimental band gap, which is reported to be
Eg = 2.80 eV [138, 139, 140]. Increasing the mixing parameter to α = 0.30 reproduces
the experimental gap. As a variation to this test, we investigated structures obtained
with a significantly higher (but unphysical) mixing parameter (α = 0.50), for which
strong charge localization occurs, and gradually reducing the mixing parameter in steps
of 0.05 down to α = 0.25. The band structures and charge density distribution for the
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relaxed structures are shown for three mixing levels in Fig. 4.9; the band gap is 3.05
eV at α = 0.35 and 3.93 eV at α = 0.50. Figure 4.9 shows that even at mixing levels
that result in band gaps on par with amorphous configurations [141, 38, 142] the charge
density is delocalized across multiple atomic sites.
Second, we looked into different possible structures of the monoclinic phase, since
we observed that several metastable configurations are possible and that the band gap
is quite sensitive to the details of the structure. Indeed, the low symmetry of the
monoclinic phase allows for a range of octahedral tilts and distortions and off-center
positions of the W ions, and these structural parameters directly affect the band width
of the d -derived conduction band and hence the band gap. The cubic phase, which has
perfect octahedra, has the largest band width and hence the smallest band gap. Our
results reported above are for the lowest-energy configuration of the monoclinic phase,
obtained by consistently optimizing the lattice parameters and atomic positions, starting
from different initial configurations. We can also obtain various metastable structures,
and we investigated the oxygen vacancy defect in one of these structures that has a band
gap of 3.00 eV, following the same methodology as above. The final conclusion is the
same; namely, that the oxygen vacancy is a shallow donor, stable only in the 2+ charge
state, in spite of the larger band gap of this structure.
The discrepancy between our results and those of Wang et al. [130] may be due to the
difference in functionals, resulting in a significantly larger band gap in B3LYP than in
HSE. Wang et al. [130] also reported that they still found localization of vacancy states
(i.e., V +O , V
0
O) even when using an HF15LYP functional, which produces a gap of 2.72
eV. The HSE hybrid functional [52] has been verified to provide a reliable description
of the electronic structure of a wide range of materials, while B3LYP (and HF15LYP)
may overestimate the degree of localization [143, 48]. Indeed, the B3LYP functional was
found to have difficulty describing the transition from localized to delocalized electrons.
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Figure 4.9: Band structure and charge density isosurfaces for the electrons bound
to a neutral oxygen vacancy V 0O(y) in monoclinic WO3, relaxed at various mixing
parameters in HSE. The state associated with the defect level is shown in purple.
Isosurfaces are shown at 10% of their maximum value.
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Paier et al. [143] attributed most of the error to the LYP correlation energy, which
cannot reproduce the homogeneous electron gas limit in periodic systems; the remaining
error stems from the Becke exchange and choice of parameters used in the functional.
The B3LYP functional thus artificially favors localization, an effect we have observed in
our own comparisons of HSE and B3LYP calculations for oxygen vacancies in identical
structures with all other input parameters kept the same.
We note that our choice of 25% mixing in the HSE functional is justified. The
band gap in our calculations is in good agreement with experiment (see Table 1.2). In
addition, a study on a very similar oxide, namely MoO3, reported a band gap obtained
with 25% mixing in HSE in excellent agreement with experiment [144]. We note that
small polarons were actually found to be stable in MoO3 using the same HSE functional
and mixing parameter [145]. We attribute the greater tendency for localization in MoO3
to the more localized character of the CB states, which are made up of 4d orbitals, as
opposed to the 5d orbitals in WO3.
Of equal importance, the 64-atom and 32-atom supercells used by Wang et al. [130]
are too small to accurately describe the oxygen vacancy in the dilute limit. Removing one
oxygen vacancy from a 256-atom supercell corresponds to a 0.5% concentration of oxygen
vacancies. In 64- and 32-atom supercells, the corresponding concentrations are much
higher: 2.1% and 4.2%. Creating an oxygen vacancy in these small supercells results in
every other oxygen atom being removed along at least one direction, leading to strong
spurious interactions between defects. These artifacts are particularly evident when one
tries to perform supercell-size corrections and finds that the methodology of Ref. [57]
cannot even be applied to these small cells. The unphysically high formation energy
for the neutral oxygen vacancy reported in Ref. [130] (around 5.3 eV; 1.7 eV higher
than our calculations in oxygen-rich conditions) can also be attributed to the small
supercell size (as verified in our own calculations for small supercells). The spurious
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interactions between defects in these small cells also inhibit the full relaxation of the W
atoms surrounding the vacancy. As an example, for V 0O(x ), the relaxed W-W distance in
the 64-atom supercell is elongated by 2.6% of the bulk bond length, compared to 6.3%
in the 256-atom supercell. This results in a more localized charge distribution around
the oxygen vacancy.
Finally, we note that the use of the Crystal09 code in the study of Wang et al. [130]
forces them to approximate optical transitions using Kohn-Sham eigenvalues based on
Janak’s theorem, and make further approximations to obtain thermodynamic charge-
state transition levels. They do not directly calculate formation energies of charged
states, as we do in this work, which is required for a rigorous assessment of the stability
of the charge states [58].
Implications for Optical and Electronic Properties of WO3
Our results have several implications for electronic and optical properties of WO3.
The shallow-donor nature of the oxygen vacancy is consistent with the increase in con-
ductivity with oxygen deficiency found in experiment, as discussed in Section 4.3.2. It
is also in agreement with a study using Raman spectroscopy in which additional peaks
assigned to the presence of W5+ emerged upon coloration in amorphous samples, but
not in crystalline samples [146].
A number of mechanisms for electrochromism in WO3 have been proposed; some are
based on absorption by deep defect levels [130, 142, 11], some on polarons [147, 128, 127,
126, 129], and others on transitions of electrons in the conduction band from occupied
to unoccupied levels [148, 149, 150, 151, 152]. Our results for oxygen vacancies do not
support a mechanism based on absorption by deep levels. Our results also contrast
with a proposed mechanism for the coloration of WO3 based on transitions involving
small polarons (e.g., W5+ centers). Our calculations show that in crystalline WO3, no
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localization of charge occurs, either in the bulk or in the vicinity of the oxygen vacancy,
in agreement with ESR measurements [137].
It should be noted that amorphous WO3 may behave differently from the crystalline
material we focus on in the present study. Amorphous WO3 has structural disorder
that may promote charge localization around the vacancy [146, 153]. Furthermore,
amorphous WO3 has a significantly larger band gap than crystalline WO3 [154, 155, 140],
which leads to the formation of in-gap states, consistent with our findings when varying
the mixing parameter (Sec. 4.3.3). Unlike previous studies [130] that make comparisons
with results for amorphous structures, we have restricted our comparisons with reports
on crystalline WO3. Our conclusion that the oxygen vacancy is a shallow donor supports
the proposed mechanism that electrochromism is mediated by excess carriers that make
transitions to empty states, and explains why electrochromism is observed in crystalline
WO3 with oxygen deficiencies, similar to what is observed in intercalated WO3.
4.3.4 Conclusions
In conclusion, we have demonstrated that the oxygen vacancy and alkali dopants in
monoclinic and cubic WO3 act as shallow donors. The only stable charge state for alkali
dopants is +1. The oxygen vacancy is stable exclusively in the V 2+O charge state; the V
+
O
and V 0O states are unstable. We explore how the electronic structure of alkali interstitials
leads to shallow-donor behavior; and how the electronic structure of the oxygen vacancy
is tightly coupled to the atomic relaxation of W atoms surrounding the vacancy: outward
motion of W atoms moves the vacancy-induced states into the conduction band. The
shallow-donor nature of the vacancy and alkali dopants is consistent with the observed
trends in electrical conductivity and coloration in experiment. The lack of deep levels
associated with VO indicates that electrochromism cannot be explained in terms of ab-
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sorption due to such levels. Neither is electrochromism associated with small polarons,
which we also find be unstable in crystalline WO3. Our results suggest that excess car-
riers are most likely responsible for the electrochromic properties of WO3. We test this
hypothesis in Chapter 7.
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Chapter 5
Phase Transformations upon Doping
in WO3
We next study the effects of electron doping in the system and explore the physics
behind the interplay between atomic and electronic structure in the structural phase
transformations observed. The results presented here are adapted from Ref. [156].
5.1 Motivation and Methodology
The vacant A site in WO3 enables high levels of doping up to stoichiometric compo-
sitions [157]. WO3 has been observed to undergo structural changes to higher symmetry
phases as a function of doping [158, 146, 15, 16, 157]. The ability to dope with a variety
of foreign species makes the structure and electronic properties of WO3 highly tunable.
At room temperature, WO3 is monoclinic, with off-centered W ions surrounded by
oxygens in distorted octahedra. As a function of doping, the highly distorted mono-
clinic phase transforms to a tetragonal, and ultimately to a cubic structure [146]. These
transformations have been experimentally observed upon doping with Na [15, 157] and Li
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[16]. A study from Wang et al. used in situ transmission electron microscopy to investi-
gate the kinetics of dopant intercalation and structural transformation in Li-intercalated
WO3 [159]. Several computational studies have also investigated the influence of doping
in WO3. One such study compared and contrasted the electronic structure and bond-
ing environment of ReO3 with NaWO3, which are isoelectronic [160]. Another study
showed that the relaxed volume increases and the band gap decreases with the size
of the dopant at low doping concentrations (∼4%) [161]. Walkingshaw et al. demon-
strated, using density functional theory in the local density approximation (LDA), that
the structural transformations could be decomposed into certain modes of distortion
(e.g., changes of bond length in the xy-plane) [162]. However, the physical mechanisms
of this structural transformation have not yet been fully explained.
In the present work, we distill the observed structural transformations to adding
excess electrons to the system and elucidate the mechanisms of the structural phase
transformations using density functional theory with a hybrid functional. We perform
a detailed analysis of charge doping up to stoichiometric concentrations to understand
the driving force for the structural transformation. We quantify the energetics of the
transformation, and demonstrate that the lowering of the conduction bands between the
monoclinic and higher symmetry phases is the energetic driving force.
Experimentally, the addition of electrons is achieved by doping with alkali atoms [15,
157, 16]; it could also be associated with the presence of oxygen vacancies [116]. Explicit
inclusion of dopants or point defects in our calculations could affect the quantitative
results and shift the computationally determined phase boundaries. Consideration of
dopant-specific effects is beyond the scope of the present work; the complexity of that
problem is illustrated by the differences observed between experimental results that
nominally use the same dopant (e.g., Na, in Refs. [15] and [163]). Our goal in the
present work is to show that essential physics is captured by focusing on the addition of
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excess electrons.
The majority of our calculations are performed for pure charge doping; i.e., no dopant
atoms are included, only electrons are added to the system. At least one point is cal-
culated for every increment of x = 0.0625 electrons per formula unit up until x = 0.75,
beyond which no further phase changes occur. A homogeneous compensating back-
ground provides charge neutrality, as is standard practice in first-principles calculations
for charged systems [58]. In the real system, the electrons would be supplied by dopant
atoms that become ionized, and these positive ions provide the compensating charge.
Each calculation is initiated with the 32-atom RT monoclinic phase of WO3 with a given
amount of electron charge added. All calculations are converged until the residual forces
are below 0.05 eV/A˚, at which point the symmetry of the final structure is determined.
We use the calculation parameters outlined in Section 2.6. We tested k-point meshes
up to 8× 8× 8, and found that lattice parameters changed by less than 0.25%, volumes
by less than 0.5%, and relevant energy differences by less than 15 meV per formula unit.
5.2 Results
A comparison of the structural motifs of the various polymorphs of WO3 is presented
in Section 6.3.1. Our calculated lattice parameters and band gaps for the unit cells of
different phases shown in Fig. 1.1 are listed in Table 1.2 in Chapter 1. In the following
section, we quantify the structural changes that occur with electron doping.
5.2.1 Phase Diagram with Electron Doping
We perform calculations at discrete values of electron concentrations, and report the
phase observed for the lowest-energy structure at each concentration. We begin with
the monoclinic structure at low electron concentrations. Due to this discrete sampling,
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the electron concentrations at which phase boundaries occur are approximate. As these
structural transformations are gradual, the marked phase boundaries represent not a
sudden change in structure, but a rough delineation between two observed phases. We
note that similar issues arise in an experimental determination of phase boundaries. In
our computational approach, we base the phase boundaries on a collective examination
of the structural parameters (lattice parameters and internal distortion of atomic coordi-
nates) described below. Phase boundaries are indicated as solid vertical lines in Figs. 5.1
and 5.2.
Figure 5.1 illustrates the evolution of the lattice parameters, β angle, and volume
as a function of electron concentration. The figure tracks the progression from the
low-symmetry monoclinic phase where a 6= b 6= c and β > 90o to the high-symmetry
cubic phase where lattice parameters become equivalent and β approaches 90o. The
volume expansion shown in Fig. 5.1(c) is largely determined by the degree of tilting
of the octahedra. A significant volume expansion occurs within the monoclinic phase
upon addition of electrons, due to the decrease in the amount of tilting. Only a small
amount of additional expansion occurs within the orthorhombic (Pbcn) and tetragonal
(P4/nmm) phases.
The distortions of the internal coordinates are shown in Fig. 5.2. A useful metric for
the overall distortion of the octahedra is the mean of the quadratic elongation parameter
[164]
〈λoct〉 =
6∑
i=1
1
6
( li
l0
)2
, (5.1)
where l0 is the bond length of the pseudocubic structure with the volume of the distorted
perovskite and li is an actual bond length of the distorted perovskite; λoct is a measure of
the distortedness of a perovskite from a cubic symmetry and is thus unity for the cubic
phase. As shown in Fig. 5.2(a), the quadratic elongation parameter approaches unity as
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Figure 5.1: Evolution of (a) lattice parameters, (b) β angle, and (c) volume as a
function of electron doping in HSE. Space groups and space-group numbers for the
various phases are indicated.
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Figure 5.2: Evolution of (a) the quadratic elongation λoct, (b) variation of W-O
bond lengths, (c) bond angle variance σ2θ , and (d) tilt angles of octahedra φ1 and φ2
(defined in Fig. 1.1) for each of the crystal directions as a function of electron doping
with boundaries between symmetry phases (solid lines), as defined in the text. Space
groups and space-group numbers for the various phases are indicated.
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a function of doping when no distortions in bond lengths are present. The corresponding
evolution of bond lengths illustrating the internal distortion of the octahedra along each
direction are shown in Fig. 5.2(b).
The bond angle variance σ2θ , shown in Fig. 5.2(c), provides complementary infor-
mation about the distortion of bond angles in an octahedron, and is defined as the
variance from a right angle of the 12 O-W-O angles θ between adjacent O atoms within
an octahedron [164],
σ2θ =
12∑
i=1
1
11
(θi − 90o)2 . (5.2)
Finally, the relative tilt angles φ1 and φ2 between octahedra are reported in Fig. 5.2(d)
along the xˆ, yˆ, and zˆ directions.
The monoclinic structure of space group P21/c symmetry persists up to around
x = 0.1875, where x is defined as the number of electrons added per formula unit. Within
this phase, the tilts of the octahedra decrease with increased doping, and the lattice
parameters a and b converge [Fig. 5.1(a)]. Six distinct W-O bond lengths are present
[Fig. 5.2(b)], due to the displacement of the W ion from the center of the octahedra.
The smallest displacements occur along the xˆ direction.
Between x = 0.1875 and x = 0.25 a transition to the orthorhombic Pbcn phase
occurs, in which a and b are equal and the angle β approaches a right angle with increased
doping. In the orthorhombic symmetry, octahedral rotations (i.e., tilts measured by φ)
are reduced around the xˆ, yˆ, zˆ directions, with tilts in the xˆ and yˆ directions becoming
equal. In terms of the W ions, the yˆ-direction displacements diminish, as evidenced in
Fig. 5.2(b).
The Pbcn orthorhombic phase is present up to around x = 0.3125; a transition
to the tetragonal P4/nmm phase takes place between x = 0.3125 and x = 0.375. In
going from the orthorhombic to tetragonal phases, the relative tilting between octahedra
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monotonically decreases [Fig. 5.2(d)]. With increased doping in the tetragonal phase,
the lattice parameter c approaches a=b. The xˆ- and yˆ-displacements of the W ions
also vanish, as shown in Fig. 5.2(b). This is also evident in the decrease of the bond
angle variance, shown in Fig. 5.2(c). The remaining displacement of W ions along the
zˆ−direction results in an antiferroelectric-like pattern, with alternating displacements
in the +zˆ and −zˆ directions. With increasing doping, these bond lengths along the zˆ
direction become close to each other and to those in xˆyˆ-plane.
The tetragonal P4/nmm phase is stable up to around x= 0.5000; then a transition
to the cubic phase (Pm3¯m symmetry) takes place between x= 0.5000 and x= 0.5625.
This is evident in Fig. 5.1(a), in which a = b = c; and in Fig. 5.2, where the quadratic
elongation converges to unity, all W-O bonds converge to a single value, and the bond
angle variance vanish. Once the system is in the cubic phase, additional doping merely
results in an expansion of the unit-cell volume [Fig. 5.1(a)].
5.2.2 Decomposition into Strain and Electronic Energies
In order to elucidate the mechanisms driving the structural phase transformations,
we decompose the total energy change into its strain and electronic components. Our
first-principles methodology allows us to add or remove excess fractional electrons, and
to include or exclude relaxation of lattice vectors and atomic positions. We adopt the
notation Ey(x) to mean the total energy of a structure with an excess (fractional) con-
centration of electrons x in the conduction band, but with an atomic structure corre-
sponding to a relaxation of the structure obtained with y electrons in the conduction
band. That is, the relaxed structure obtained with x electrons in the conduction band
has energy Ex(x), and the relaxed ground-state monoclinic phase with no excess doping
has energy E0(0).
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First, we add excess electrons to the system to obtain E0(x), the total energy of
the system with extra electrons added, but with the atomic structure kept fixed to that
of the monoclinic (undoped) ground state. We can then relax the lattice vectors and
atomic positions, leading to a relaxed structure with energy Ex(x). At high enough
doping, transformations to phases with higher symmetry will be observed, as discussed
in Section 5.2.1. We define Enet(x) as the energy difference between the relaxed system
with x electrons and the unrelaxed system (i.e., fixed in the monoclinic structure) with
x electrons:
Enet(x) = Ex(x)− E0(x). (5.3)
Our aim is to provide insight into the driving force for energy gain by decomposing this
energy.
Once x electrons have been added and the structure is relaxed, we can consider
this atomic structure, remove the excess electrons, and calculate the total energy of
this structure, denoted Ex(0). The difference between this energy and the energy of
the undoped monoclinic structure provides a measure of the energy cost involved in
deforming the structure; we will refer to this as a “strain energy,” Estrain(x):
Estrain(x) = Ex(0)− E0(0). (5.4)
The fact that transformations to other structures take place at higher doping levels
indicates that placing the electrons in the conduction band leads to an energy gain,
which we will refer to as Eelec(x). We decompose the energy Enet(x) as follows:
Enet(x) = Estrain(x) + Eelec(x) (5.5)
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Combining Equations 5.3, 5.4, and 5.5 leads to:
Eelec(x) = Enet − Estrain (5.6a)
= [Ex(x)− E0(x)]− [Ex(0)− E0(0)]
= [Ex(x)− Ex(0)]− [E0(x)− E0(0)] . (5.6b)
The rearrangement of the terms provides insight into the physical origin of this “elec-
tronic energy.” The first term in square brackets in Equation (5.6b), [Ex(x) − Ex(0)],
is a measure of the change in energy associated with changes in the electronic structure
upon adding x electrons (to a fixed atomic structure). However, to make this term
meaningful we need to define a reference energy for those electrons; this is encapsulated
in the second term, [E0(x) − E0(0)], which is the energy of adding x electrons to the
fixed monoclinic structure.
Figure 5.3 shows the decomposition of the net energy into its strain and electronic
components. The strain cost to transform to a higher-symmetry phase is more than
compensated by the electronic energy gain.
For the strain energy, further insight is provided by decomposing the strain energy
into contributions related to volume expansion and to displacement of atomic positions.
The volumetric component can be determined by considering the total energies associ-
ated with doping the cubic phase. An analogous strain energy Estrainvolume is thus calculated
as in Eq. (5.7), but taking the undoped cubic phase as the reference state. The remainder
in the strain energy, labeled Estraindisp (x), is then attributed to the energy associated with
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Figure 5.3: Decomposition of energy into strain and electronic components, as de-
scribed in the text.
non-hydrostatic changes in lattice vectors and with displacement of atomic positions:
Estrain(x) = Ex(0)− E0(0) (5.7a)
= Estrainvolume(x) + E
strain
disp (x),
Estrainvolume(x) = [E
cubic
x (0)− Ecubic0 (0)] (5.7b)
Estraindisp (x) = E
strain(x)− Estrainvolume(x) (5.7c)
= [Ex(0)− E0(0)]− [Ecubicx (0)− Ecubic0 (0)]
Figure 5.4 shows this decomposition of the strain energy. Below the concentration for the
onset of the cubic phase, the terms due to volumetric expansion and due to distortions
contribute roughly equally to the overall strain. Once the cubic phase is reached, strain
energy associated with distortions becomes constant and any additional strain energy is
strictly due to volume expansion with additional electron doping.
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Figure 5.4: Decomposition of strain energy into volumetric and internal displacement
components.
5.3 Discussion
5.3.1 Driving Force for Phase Transformation
As shown in previous sections, the transfer of the electron from the dopant to host
lattice leads to the structural transformations earlier characterized. We now demonstrate
that the gain in electronic energy, which drives the phase transformation (Fig. 5.3), is
primarily due to a lowering of the conduction band on an absolute energy scale. Table 1.2
shows band gaps for the various phases of WO3. The higher the symmetry of the phase,
the smaller the band gap. This trend can be attributed to the correlation between the
band width of the conduction band (composed primarily of W d states) and the degree
of octahedral tilting and off-centering of W. Overlap between d orbitals is maximized in
the highest-symmetry (cubic) structure. Strong overlap leads to large band width and
hence small band gap. Lower-symmetry phases exhibit distortions of the octahedra that
result in narrowed band widths and thus larger band gaps. We explicitly demonstrate
and quantify how distortions play a role in the phase transformations for electronically
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doped WO3.
The overall change in the band gap as a function of doping, going from x = 0 to
x = 1 is ∆Eg = −1.45 eV. To demonstrate that this change in gap is driven primarily
by the structural distortions and only partially by volume expansion, we calculate the
change in gap due to the individual contributions (without electron doping). We use
the band-gap change observed for the expanded cubic phase as an indicator of what
fraction of the band-gap change can be attributed to volume expansion. For the volume
change corresponding to x = 1 [Fig. 5.1(c)], this yields a change in the band gap of
∆Eg = −0.26 eV. To determine how the band gap changes with internal structural
distortions, we introduce either just the tilting of the octahedra, or only the offset of
the W ions into the cubic structure at the (smaller) monoclinic volume. With only
octahedral tilting, ∆Eg = −0.16 eV; with only the offset of W ions, ∆Eg = −1.29 eV;
including both octahedral tilting and offset of W atoms of the monoclinic phase into the
cubic structure, ∆Eg=−0.92 eV. We note that the band-gap changes due to octahedral
tilting, W offset, and volume change are not simply additive, since the various types of
distortions interact. Still, these results indicate that while volume expansion does lead
to a reduction in the band gap, it is the structural distortions and in particular the offset
of the W ions that are primarily responsible for the decrease in the band gap.
While the change in band gap is suggestive of why higher-symmetry phases are ener-
getically favorable with doping, we still need to demonstrate that the conduction band
itself is lowered in energy. For that purpose we calculate the alignment of band struc-
tures between the cubic and monoclinic phases. In principle this requires a calculation
for an interface between the two phases [165, 4]. Such a calculation should be per-
formed on a superlattice containing layers of each phase, which allows determining the
alignment of the average electrostatic potentials within each phase. The position of the
CBM with respect to the average electrostatic potential V˜ is obtained from separate
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calculations of the bulk phases. Combining the superlattice with the bulk results yields
the conduction-band offset.
Unfortunately, constructing a pseudomorphic interface between the cubic and mono-
clinic structures is challenging. The distortions of the monoclinic phase lead to disparate
bond lengths at the cubic-monoclinic interface that result in dipoles, which makes ex-
tracting a meaningful average electrostatic potential difficult. We therefore make the
plausible assumption that the change in average electrostatic potential between mono-
clinic and cubic depends primarily on volume, and contributions related to additional
distortions of the cell and to changes in internal coordinates can be neglected. Based
on this assumption, the average electrostatic potentials V˜ in the cubic phase is equal to
the average electrostatic potential in the monoclinic phase if the cubic phase is strained
(expanded) to be at the same volume as the monoclinic phase. To obtain the alignment
between the strained and unstrained cubic phase, we perform a calculation for a super-
lattice in which one layer consists of cubic material at its equilibrium volume, and the
other layer is strained to reflect the volume change between cubic and monoclinic phases.
This calculation yields the result that the average electrostatic potential in cubic WO3
at its equilibrium volume is 0.16 eV lower than in cubic WO3 that is expanded to match
the volume of the monoclinic structure.
Figure 5.5 shows the resulting alignment of the electrostatic potential, as well as the
position of the CBM and the VBM referenced to the average electrostatic potential in the
monoclinic and cubic phases. The resulting conduction-band offset between the cubic
and monoclinic phases is 1.05 eV. The corresponding valence-band offset is much smaller,
0.02 eV. The insensitivity of the valence-band offset to the difference in structure between
the cubic to monoclinic phases can be attributed to the fact that the O 2p states at the
VBM are composed of non-bonding oxygen p-states [9], which are relatively unaffected
by distortions.
90
Phase Transformations upon Doping in WO3 Chapter 5
0.41eV 0.55 eV
1.12 eV
2.01 eV
1.05 eV
V
~
VBM
CBM
VBM
CBM
a
b
a
c β
a
a ‘
V
~
‘
‘
0.16 eV
Figure 5.5: Band alignment between the cubic and monoclinic phases of WO3. The
positions of the VBM and CBM are shown with respect to the average electrostatic
potential V˜ in each phase.
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We note that the band-gap difference between the monoclinic and cubic phases re-
ported in Fig. 5.5 is different from the value ∆Eg = −1.45 eV reported above for the
difference between x = 0 to x = 1. The difference is due to the fact that the band
gap for the cubic phase in Fig. 5.5 is for the undoped cubic phase at its equilibrium
volume (as reported in Table 1.2), while the band-gap for x = 1 reflects the presence of
a large concentration of electrons, leading to a volume expansion as well as additional
conduction-band lowering due to band-gap renormalization. The purpose of Fig. 5.5
was to demonstrate that the CBM of the cubic phase is significantly lower than that of
the monoclinic phase, providing a driving force for the phase transition to the higher-
symmetry structure when electrons are placed in the conduction band.
5.3.2 Comparison with Previous Work and with Experiment
Walkingshaw et al. [162] also investigated how electronic doping of WO3 leads to
phase transformations. They focused on an examination of structural distortions rather
than energetics. While the trends in modes of distortion upon electron doping are
broadly similar to the ones found in our work, significant quantitative differences are
evident for lattice parameters and atomic positions. The phase boundaries found by
Walkingshaw et al. [162] also occur at much higher doping levels than in our study; for
instance, the boundary between the tetragonal and cubic phase occurs at x = 0.68 in
Ref. [162] while we find it at around x = 0.53125. We attribute these differences mainly
to their use of the LDA. The electronic structure obtained with the HSE functional used
in our work is known to be much more accurate than that obtained with LDA [166,
143]. Lattice parameters, and hence volume, are significantly underestimated in LDA.
A smaller volume corresponds to greater octahedral tilting, and thus lower-symmetry
phases will appear stable up to higher electron concentrations in LDA calculations.
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Computations with electron doping were also performed by Wang et al. [159], who
report phase boundaries at smaller electron concentrations. Again, the difference can
be attributed to the use of a less accurate functional. Using GGA+U, Wang et al. [159]
found lattice parameters for the monoclinic phase (a = 7.68, b = 7.70, c = 7.76 A˚) that
are significantly larger than those found experimentally or found with HSE (see Table
1.2). By similar logic as in the comparison with Walkingshaw et al. [162] a larger
volume corresponds to smaller octahedral distortions, and this will tend to stabilize
higher-symmetry phases at smaller electron concentrations. Given the importance of
electronic effects in driving the phase transitions (see Sec. 5.3.1), our results can be
considered more reliable.
We now turn to a comparison with experiment. Zhong et al. [16] investigated
charging with Li, and reported that the phase boundaries observed in the case of charging
differed significantly from those found in the case of discharging. Ranges of overlap were
interpreted as regions of two-phase coexistence, but kinetic effects may also be playing
a role. A comparison with our results, which are based purely on equilibrium energies,
can therefore be only qualitative. The experimentally observed ranges of stability for
different phases in the case of Li charging were x ≤ 0.015 for monoclinic, 0.078 ≤ x ≤
0.12 for tetragonal, and x ≥ 0.21 for cubic; in the case of discharging the ranges were
x ≤ 0.01 for monoclinic, 0.08 ≤ x ≤ 0.13 for tetragonal, and x ≥ 0.36 for cubic, with
the measurements going up to x=0.50 [16]. Other experiments were performed with Na
[15, 163]: Brown and Banks [15] observed the cubic phase for electron concentrations
of x ≥ 0.26, whereas Egdell and Hill [163] found that for 0.26 ≤ x ≤ 0.40 other phases
were present along with the cubic phase.
The difference between experimentally and computationally determined phase bound-
aries may be attributed to several factors. First, our calculations describe the behavior
of bulk single crystalline material. This is not necessarily the case for experimental
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samples, which may be polycrystalline, contain impurities other than the intercalated
species, or be subject to stress due to thin-film preparation [16, 146, 163]. We note
that even studies that use the same dopant species (e.g., the Na-doping experiments in
Refs. [15] and [163]) report significant differences in the observed phase boundaries. Last
but not least, our study was conducted for pure electron doping, and did not consider
the influence of dopants explicitly.
5.4 Conclusions
We have performed a comprehensive first-principles treatment of the structural trans-
formation of tungsten trioxide (WO3) as a function of electron doping using hybrid func-
tionals. A decomposition of energies into strain and electronic energies sheds light on
the physical mechanisms underlying the transformations. We demonstrated that the
structural transformation to higher-symmetry phases is driven predominantly by the
lowering of the conduction band, which occurs as structural distortions become smaller.
Up to this point, we have established that both oxygen vacancies and alkali dopants
behave as shallow donors. Furthermore, these shallow donors have profound impacts on
the atomic and electronic structure. For the remainder of this dissertation, we explore
the influence of these excess carriers on the transport (Chapter 6) and optical properties
(Chapter 7) as a function of doping.
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First-principles Study of Transport
in WO3
From Chapters 4 and 5, we have established that shallow donors are the typical dopants
in applications based on WO3. For the remaining chapters, we explore how the excess
carriers from these donors interact with the host lattice. In this chapter, we discuss
transport properties with electron-phonon coupling. The contents of this chapter are in
preparation for submission [W. Wang, Y. Kang, H. Peelaers, K. Krishnaswamy, C.G.
Van de Walle. “First-principles study of transport in WO3”].
6.1 Motivation
As mentioned in Chapter 1, WO3 is utilized as an electrochromic material [10, 13,
167], as a functional material in gas sensing [19], photocatalysis [21, 22], an electrode
in lithium-ion batteries [23], and as an electron transport layer in high-efficiency solar
cells [24]. In all these applications, carrier transport plays a pivotal role, and a full
understanding of transport mechanisms is a prerequisite for device performance. Few
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studies have been devoted to understanding transport in WO3; mainly these have been
experimental reports of mobilities or electrical resistivities with fits to models. For
instance, Berak et al.[122] reported mobilities in single crystalline monoclinic WO3 on
the order a tens of cm2/V·s near room temperature, and Berggren studied the influence
of temperature on resistivities of lithiated samples [123]. Here, we use a fully first-
principles approach to shed light on the microscopic origins of mobility.
WO3 has various polymorphs (see Fig. 1.1 and Table 1.2), which are distinguished by
the degree of tilting, rotation, and distortion of WO6 octahedra. In this work we focus
on the cubic phase [Fig. 1.1(d)], which is free of structural distortions. We are motivated
to study the cubic phase because of its potential use in complex oxide heterostructures in
combination with other cubic perovskites; complex oxide interfaces can lead to large two-
dimensional electron gas densities [4, 87]. Controlled growth along the [100] direction
of cubic WO3 on SrTiO3 (STO) has been demonstrated using molecular beam epitaxy
[168] and dc magnetron sputtering [169]. The cubic phase may also be stabilized through
doping with donor species such as Li, Na or K [16, 157], a phenomenon that has been
shown to be driven by the presence of excess electrons [162, 156]. Exploring transport
in cubic WO3 is therefore relevant for bulk as well as epitaxial films.
We use first-principles calculations based on DFT to obtain electronic and vibrational
spectra, and calculate mobilities using Boltzmann transport theory within the relaxation
time approximation [77]. We consider electron-phonon interactions as the dominant
scattering mechanism at room temperature [77]. As WO3 is a polar material, we discuss
the role of LO-phonon scattering. Due to the heavy mass of the tungsten atom, spin-
orbit coupling (SOC) is included in our calculations. Accurate sampling in k space is
important, and for that purpose we use Wannier interpolation [170, 98] to account for
the k-dependent scattering rate [88, 91].
Our results show that the room-temperature mobility is much higher than in other
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complex oxides: at 1020 cm−3 doping, and in the absence of free-carrier screening (which
will make the mobility even higher), the mobility is as high as 238 cm2/V·s, which is two
orders of magnitude larger than in the prototype perovskite complex oxide, STO [171, 4,
94]. A detailed comparison of the various features in the electronic and vibronic structure
will allow us to elucidate the factors that contribute to this difference in mobilities.
After a presentation of our methodology in Section 6.2, we first present our results on
the bulk electronic and vibronic properties of cubic WO3 in Sections 6.3.1 and 6.3.2. In
Section 6.3.3 we present an in-depth investigation of scattering rates and (unscreened)
mobilities as a function of doping. Finally, in Section 6.3.4 we address why the mobility
in cubic WO3 is significantly higher than in cubic STO at room temperature.
6.2 Methodology
Our calculations use the Quantum ESPRESSO code [76] with norm-conserving
pseudopotentials [172] and the exchange-correlation functional of Perdew, Burke, and
Ernzerhof (PBE) [54]. For W, the 5p6s5d states are treated as valence states, and for
O, the 2s2p states. In our STO calculations, the 4s4p5s states are treated as valence
states for Sr and 3s3p3d4s for Ti. In order to assess the accuracy of our band structures
we also use the hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE) [52, 53]. In
order to include SOC, we perform self-consistent calculations based on a fully-relativistic
pseudopotential. We use a plane-wave cutoff of 125 Ry and a 6× 6× 6 k-point grid for
integrations over the Brillouin zone.
The vibrational spectra are calculated using density functional perturbation theory
(DFPT) [82]. Using a hybrid functional for all aspects of the calculations is currently
not feasible, since DFPT calculations are not implemented with hybrid functionals; we
therefore use the PBE functional. Based on the lattice dynamical properties we obtain
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the electron-phonon matrix elements, which describe the strength of phonon-mediated
transitions between different electronic states. These are calculated on a 6 × 6 × 6 k-
and q-point grid, and then Wannier-interpolated at denser k- and q-point grids using
the EPW code [88]. To check the validity of using interpolation with Wannier functions
[including using Eq. (3.12) for the long-range component], we compared the phonon
spectra and electron-phonon matrix elements with explicit DFPT calculations along
the high-symmetry paths of the Brillouin zone and found excellent agreement. For
calculating the scattering rates and mobility we use 50× 50× 50 k- and q-point grids.
The methodology for calculating the scattering rate and mobilities is described in
Section 3.4.2. Scattering off polar longitudinal optical (LO) phonons tends to be the
dominant scattering mechanism at room temperature in polar materials [94, 77, 97, 96],
but we note that our calculated scattering rate [Eq. (3.31)] includes contributions from
all phonons. Our methodology for treating electron-phonon matrix elements is described
in Section 3.2.2.
6.3 Results
6.3.1 Bulk Electronic and Vibronic properties
In Chapter 1 we showed bulk electronic properties for calculations without SOC.
Here, we present the bulk properties with SOC included. Note that the bulk proper-
ties reported are different from the values presented in Table 1.2 as we use a different
functional. The calculated lattice parameter used in the calculations here is a = 3.80 A˚
for both with and without SOC, within 0.5% of reported experimental values (a = 3.77
A˚ [41] and a = 3.78 A˚ [15]). The calculated band structure for the conduction bands is
shown in Fig. 6.1(a). The comparison with the band structure of STO [Fig. 6.1(b)] will
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Figure 6.1: Electronic bandstructure of (a) cubic WO3 and (b) cubic strontium tin-
tanate (STO). The Brillouin zone, identifying high-symmetry points, is depicted in
the inset. Only the t2g conduction-band states are shown. Dashed lines indicate the
Fermi level for various electron concentrations (in cm−3). The band splitting due to
spin-orbit coupling in WO3 is ∆SOC = 0.55 eV.
be discussed in Sec. 6.3.4. As mentioned in Chapter 1, the conduction bands are com-
posed predominantly of W 5d states. In cubic perovskites, the crystal field due to the
octahedral oxygen cage encasing the transition-metal atom causes the d states to split
into the lower-lying triply-degenerate t2g and higher-lying doubly-degenerate eg states.
The inclusion of SOC splits the t2g degeneracy and lifts one of the bands by 0.55 eV
relative to the conduction-band minimum (CBM). The fundamental gap is Eg = 0.70 eV
for non-relativistic calculations of WO3 (consistent with previous PBE values [126]) and
Eg = 0.51 eV with SOC included.
While PBE is known to underestimate the band gap, only the conduction-band struc-
ture near the Fermi level is relevant for determining transport properties of electrons.
We do want to establish that the band dispersions obtained in PBE are reliable. For
that purpose we compare with a band structure obtained with the HSE hybrid func-
tional, which has been shown to provide a reliable description of the electronic structure
of solids [166], and was previously used to obtain band structures for WO3 (see Fig. 1.2
and Chapter 4). In Table 6.1, we compare effective masses calculated based on the PBE
band structure with values obtained using HSE. Effective masses were calculated by
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Table 6.1: Effective masses of the t2g states for cubic WO3 along high-symmetry
directions, in units of the free electron mass m0. Effective masses m
∗
i are indexed by
band i, starting from the lowest-lying band. Values calculated with PBE and HSE
[116] functionals are shown.
Γ→ X Γ→ M Γ→ R
PBE HSE PBE HSE PBE HSE
m∗1 0.17 0.17 0.24 0.22 0.21 0.18
m∗2 0.15 0.18 0.15 0.17 0.15 0.14
m∗3 0.21 0.20 0.25 0.26 0.20 0.17
fitting the band structure to a hyperbolic model as derived from k · p theory [173]:
~2k2/2m∗Γ = k(1 + αk), (6.1)
where m∗Γ is the electron effective mass at Γ, k is the band energy and momentum, and
α is the non-parabolicity parameter. The comparison indicates that PBE provides a
reliable band structure. The SOC-induced splitting results in the originally heavy band
along Γ→ X to have an effective mass comparable to the other t2g bands.
The cubic phase contains four atoms in the unit cell, leading to 12 phonon modes, in-
cluding two longitudinal optical (LO) phonons and four transverse optical (TO) phonon
modes. Our calculated frequencies at Γ are shown in Table 6.2. The polar optical
modes are associated with one LO and two degenerate TO modes. The imaginary TO
mode indicates that the cubic structure is in fact dynamically unstable. Our calcu-
lated frequencies at Γ compare reasonably with previous calculations [33]. We note our
calculations include the full q dependence of the phonon spectrum.
The calculated phonon frequencies at Γ for STO are also listed in Table 6.2. In
contrast to WO3, STO has 15 phonon modes, including three LO modes and six TO
modes. Our calculated frequencies compare well with previous computational studies
[94] and with experiment [174, 175], despite cubic STO also being dynamically unstable
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Table 6.2: Calculated longitudinal (LO) and transverse (TO) phonon frequencies in
cm−1 (meV in parentheses) for WO3 and STO.
ωLO ωTO
WO3 STO WO3 STO
892 (111) 796 (99) 570 (70) 560 (69)
387 (48) 448 (55) 292i (36i) 169 (21)
161 (21) 25 (3)
in first-principles calculations.
The calculation of electron-phonon matrix elements [Eq. (3.12)] requires the high-
frequency dielectric constant. Our calculations yield ε∞=10.14. As a check, we per-
formed calculations for the room-temperature monoclinic phase; averaging over the
principal Cartesian directions we find ε∞ = 5.75. This compares well with the experi-
mentally measured value of ε∞=5 [155]. In STO, we calculate ε∞ = 6.41 (experiment:
ε∞ = 5.59, Ref. [176]).
6.3.2 Electron-phonon Matrix Elements
We first present our results for electron-phonon matrix elements. While all phonon
modes are included in our calculations, we focus on the polar LO modes as they signifi-
cantly impact mobility at room temperature [77].
In Fig. 6.2 we plot the electron-phonon matrix elements for the LO modes along the
high-symmetry paths of the Brillouin zone. As expected from Eq. (3.12), we observe a
1/q dependence in the matrix elements for small q. Deviations from the 1/q behavior
away from Γ in Fig. 6.2 arise from the short-range contribution gSmn,ν . The plot includes
all scattering processes, but for interband transitions the magnitude of the matrix ele-
ment in Eq. (3.12) is suppressed; transitions between states with different band indices
are weaker due to the overlap factor 〈ψm,k+q
∣∣ei(q+G)·r∣∣ψn,k〉, which is typically less than
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unity.
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Figure 6.2: Magnitude of electron-phonon matrix elements |gmn,ν(k,q)| plotted
along high-symmetry q points for k=Γ in WO3. Values are shown for the highest
(dashed green) and second-highest LO polar (solid orange) modes and for transitions
amongst t2g states. |gmn,ν | is averaged over all degenerate electronic and vibronic
states.
6.3.3 Scattering Rate and Mobility
Using the calculated electron-phonon matrix elements [Eq. (3.11)], we evaluate the
scattering rates of the conduction electrons [Eq. (3.31)]. In Fig. 6.3 we plot the scattering
rates referenced to the CBM along with the position of the Fermi level.
Only states with energies close to the Fermi level are involved in scattering. As shown
in the equation for conductivity σαβ [Eq. (3.30)], this is due to the factor
(
−∂fnk/∂nk
)
,
which is nonzero only in a range of a few kT (around 0.2 eV for room-temperature)
around the Fermi level and falls rapidly away from the Fermi level.
For 1018 and 1019 cm−3 doping, we see in Fig. 6.3 that the main difference in relevant
scattering events within the energy window of interest is due to the position of the
Fermi level. As the Fermi level becomes degenerate with the conduction band, there are
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(a) (b)
(c) (d)
Figure 6.3: The electron-phonon scattering rate in cubic WO3 for (a) 10
18, (b) 1019,
(c) 1020, and (d) 1021 cm−3 doping. Electron energies are referenced to the CBM.
The Fermi level is indicated with a dotted line.
now electronic states above and below the Fermi level that can contribute to scattering.
Thus, for 1020 and 1021 cm−3 doping, scattering events exist both above and below the
Fermi level. The scattering rate increases for 1021 compared to 1020, since more states
become available for scattering. This leads to a decrease in the mobility.
Table 6.3 presents the (unscreened) mobilities for WO3 as a function of doping.
Mobilities for WO3 range between 66 and 238 cm
2/V·s for doping levels ranging between
1018 and 1021 cm−3. The trends in mobility as function of carrier concentration can be
understood by considering both the scattering rates (Fig. 6.3) and the band velocities
(Fig. 6.4) [see Eq. (3.30)]. When the carrier concentration is increased from 1018 to
1019 cm−3, conduction-band states at higher energy become occupied, which leads to
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higher band velocities (Fig. 6.4). These higher velocities more than compensate for the
increase in scattering, thus leading to higher mobility. When the carrier concentration
is increased further to 1020 cm−3, the increase in scattering rate counteracts the increase
in band velocities, so that the mobility stays roughly constant. Increasing the carrier
concentration to 1021 cm−3 leads to a decrease in the mobility, as the increase in band
velocities is overshadowed by the increase in scattering.
A 
O
 
2v2nk
Figure 6.4: Band velocity v2nk values plotted in the kz = 0 plane in the Brillouin zone,
comparing WO3 and STO. High-symmetry points in the Brillouin zone are indicated.
Each of the t2g states is shown, with the number above each panel indicating the
corresponding band index, counting from the lowest conduction band. Band indices
correspond to spin channels.
6.3.4 Comparison with STO
We now compare the results for WO3 with STO, a prototype perovskite that also
has conduction bands derived from d states. In our calculations for STO we neglect
the effects of SOC, since it is very small (∆SOC = 0.028 eV, Refs. [177] and [178]).
Our calculated mobilities for STO are around 10 cm2/V·s for doping levels up to n =
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Table 6.3: Calculated mobilities in cm2/V·s for WO3 and STO as a function of
electron doping.
n (cm−3) WO3 STO
1018 66 9.0
1019 232 9.6
1020 238 7.3
1021 101 1.9
1020 cm−3, much lower than the values for WO3 (see Table 6.3). This difference can be
attributed to a difference in scattering rates, as well as to a difference in effective masses,
which are related to the band velocities in Eq. (3.30).
Our calculated scattering rate in STO is around τ−1nk ≈ 1016 s−1, more than an order
of magnitude larger than in WO3 (see Fig. 6.3). Comparing ωLO,1 and ωLO,2 between
WO3 and STO, we find that the electron-phonon coupling strengths are comparable in
magnitude. Thus, this enhanced scattering rate is due to other factors; we have identified
three contributions.
First, the number and frequencies of LO modes. In WO3 the number of polar LO
modes is two, compared to three in STO, and thus one fewer scattering channel enters
in Eq. (3.31). This is a result of the missing A-site atom in WO3. The frequencies of
the three LO modes in STO are listed in Table 6.2. The additional LO mode in STO
actually has the lowest frequency, ωLO,1 = 161 cm
−1 (21 meV), which means the phonon
occupation factor will be higher at rom temperature, and this mode can contribute
strongly to scattering. In fact, many of the phonon frequencies in STO are lower than
in WO3 (see Table 6.2). Lower frequencies mean higher phonon occupation factors [see
Eq. 3.31] and larger scattering rates.
Second, in WO3, one of the t2g states is lifted due to SOC, whereas in STO it
remains degenerate with the other t2g states (at Γ). This leads to a reduction of possible
scattering events in WO3, leading to smaller scattering rates.
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Third, the conduction-band states in STO are comprised of Ti 3d states, as opposed
to W 5d states in WO3. W 5d orbitals are less localized than 3d orbitals of Ti, leading
to larger bandwidths, more dispersion, and larger band velocities in WO3. As Eq. (3.30)
depends quadratically on band velocities, this has a substantial effect on the electrical
conductivity. The effect of 3d versus 5d band character can be observed in the effective
masses. The effective masses (in units of the free electron mass, and calculated with
inclusion of spin-orbit coupling, Ref. [177]) for the three lowest-lying conduction bands
along the Γ→ X direction in STO are 0.99, 0.39, and 0.55; along the Γ→ M direction
the values are are 0.74, 0.46, and 0.56. As can be seen from Table 6.1, these effective
masses are a factor of two or more larger than those in WO3.
These effective masses probe the band structure only in the vicinity of the CBM; band
dispersion at higher energies also plays a role in mobilities, particularly at higher doping
levels. We therefore explicitly inspect band velocities v2nk throughout the Brillouin zone,
as plotted in Fig. 6.4. The conduction-band velocities in WO3 are indeed much larger
than those in STO, for each of the t2g bands.
This combination of factors leads to a larger scattering rate and lower mobility in
STO.
6.4 Conclusions
In conclusion, we have used first-principles calculations to investigate the transport
properties in WO3. We consider the full k dependence of the scattering rates to compute
the conductivity tensor based on Boltzmann transport theory. Mobilities were calculated
as a function of doping level for carrier concentrations ranging from 1018 to 1021 cm−3.
We find (unscreened) mobilities as high as 238 cm2/V·s at 1020 cm−3 doping. Finally,
we show that the enhanced mobilities in WO3 relative to the widely-studied STO can
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be attributed to one fewer polar LO mode, larger phonon frequencies, a larger splitting
of the t2g states due to SOC, and larger band velocities for WO3.
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Chapter 7
Influence of Structural Disorder on
Optical Absorption
In the following chapter, we investigate the optical response of excess carriers in the sys-
tem. We find that the first-order linear response of such carriers contributes significantly
to the optical absorption. The content of this Chapter has been submitted for publi-
cation to the journal MRS Communications. [W. Wang, H. Peelaers, J.-X. Shen, and
C.G. Van de Walle. “Carrier-Induced Absorption as a Mechanism for Electrochromism
in WO3.”]
Electrochromic materials are a subset of what are known as chromogenic materials.
Chromogenic materials are those that have reversible changes in optical transmittance
upon application of some external stimuli (e.g., temperature for thermochromism or light
for photochromism). The external stimulus for electrochromic materials is an applied
electric field, which drives dopants such as Li into the active layer of the device.
In our study of defects and dopants in Chapter 4, we found evidence that suggested
the transitions of excess carriers to higher empty states as an alternate mechanism for
electrochromic behavior. In this chapter, we perform explicit first-principles calculations
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to evaluate this hypothesis.
7.1 Motivation
The introduction of dopants to the system (typically monovalent dopants such as
H, Li, or Na [179, 180]) leads to a strong decrease in transmittance at infrared and
visible wavelengths, and typically blue coloration. Surprisingly, the mechanism of elec-
trochromism is still poorly understood. A number of mechanisms have been proposed to
explain electrochromism in WO3, including absorption by deep defect levels [130] or by
small polarons [147, 18]. Here we propose an alternative explanation, which is consistent
with all the experimental observations: the absorption of light in momentum-conserving
(i.e., direct) transitions of electrons filling conduction-band states. Indeed, the intercala-
tion of dopants leads to the introduction of carriers in the conduction band [149, 150], as
evidenced by the observation of higher electrical conductivities [181, 182]. It was noted
[148, 149, 180] that these carriers can lead to an increase in IR reflectivity; however,
to our knowledge the impact of carrier absorption on absorption at visible wavelengths
has not been explored to date. Carriers introduced by doping can absorb photons and
be excited to higher-lying conduction-band states. In this chapter, we demonstrate that
carrier-induced absorption significantly contributes to the optical absorption not only
at infrared but also at visible wavelengths. We analyze how this absorption depends on
doping level, and demonstrate the correlation between the absorption coefficient and the
structure of the material.
Our proposal for the role of carrier-induced absorption is also consistent with the
observation that oxygen vacancies lead to electrochromic behavior [122]. In Chapter 4,
we established that oxygen vacancies act as shallow donors and introduce electrons in
the conduction band (as opposed to forming deep levels or giving rise to polarons). By
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invoking carrier-induced absorption, the enhancement of electrochromism due to oxygen
deficiency can then be explained at the same level as the effects caused by dopant
intercalation of alkali metals.
First-principles investigations on the optical properties of WO3 have focused on un-
doped phases [183]. Other experimental and computational studies invoked the phe-
nomenological Drude model to analyze optical spectra of intercalated WO3 [148, 149,
150, 180]. The Drude model involves fitting parameters to experiment and is not suitable
for describing optical behavior in the visible. Our objective is thus to use first-principles
calculations to quantify carrier-induced absorption across the IR and visible spectrum,
and build an understanding of the dependence on doping level and structural distortions.
We focus on direct optical transitions in which the crystal momentum is conserved
and the initial states are occupied with doping-induced carriers, which we shall refer to
as carrier-induced absorption. Indirect transitions, usually assisted by phonons, can also
cause absorption, but are typically smaller in magnitude than direct transitions; indirect
transitions tend to dominate in materials in which direct transitions are suppressed due
to the lack of final states [184]. We will see that the conduction-band structure of
WO3 offers many opportunities for final states of such direct transitions, and these will
dominate the absorption.
We apply our formalism to the cubic, monoclinic, and disordered phases of WO3 in
order to understand the influence of structural distortions. Our results demonstrate that
carrier-induced optical transitions lead to significant absorption in the infrared in the
crystalline phases of WO3. Structural distortions lead to enhanced absorption at visible
wavelengths; such distortions occur in the monoclinic phase, and are particularly large
in the disordered phase. We relate the changes in the optical transition matrix elements
to changes in bonding caused by structural distortions. Our results allow us to conclude
that carrier-induced absorption plays a significant role in the optical absorption and
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coloration of WO3, and we quantify these effects.
7.2 Calculation Methodology
7.2.1 Computational Details
We calculate the optical spectra according to the equations in Section 3.5.1. The
dipole transition (or optical) matrix elements are calculated using the matrix elements
of the velocity operator [92, 112]. We use Wannier functions [63] in order to efficiently
sample the Brillouin zone to calculate band structures and dielectric functions [110]. In
all calculations, we use the screened hybrid functional of Heyd, Scuseria, and Ernzerhof
(HSE) [53]. Our calculation parameters are identical to those described in Section 2.6.
Optical properties are calculated using a 100×100×100 k-point mesh for the cubic
phase, 30×30×30 for the monoclinic phase, and 10×10×10 for the amorphous phase.
7.2.2 Determination of Fermi Level
In our calculations for both crystalline and disordered structures, we use the rigid
band approximation. We adjust the Fermi level to achieve a particular electron con-
centration using the calculated density of states. We first fix what the target doping
concentration is based on number of excess electrons per unit volume. Using the fact
that the total electron concentration n in the system is
n =
∫
d g() · f(), (7.1)
where g() is the density of states and f() is the Fermi-Dirac distribution, we find the
corresponding Fermi level F that gives the desired the target doping concentration.
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Table 7.1: Fermi level F (eV) with respect to the conduction band minimum for
crystalline structures. In parentheses is the corresponding number of electrons per
formula unit.
n (cm−3) Cubic Monoclinic
1018 -0.14 (5.43× 10−5) -0.11 (5.51× 10−5)
1019 -0.081 (5.43× 10−4) -0.047 (5.51× 10−4)
1020 -0.0039 (5.43× 10−3) 0.034 (5.51× 10−3)
1021 0.17 (5.43× 10−2) 0.30 (5.51× 10−2)
Table 7.2: Fermi level F (eV) with respect to the conduction band minimum for dis-
ordered structures. The equivalent number of electrons per formula unit is 5.43×10−2.
Structure F (eV)
A 0.047
B 0.32
C 0.051
Tables 7.1 and 7.2 give the Fermi level for the structures considered. For each of the
disordered structures, the states within the grey region as shown in Fig. 7.3 are omitted.
7.2.3 Generation of Disordered Structures
To generate disordered structures we use molecular dynamics simulations as de-
scribed in Section 2.5, following the general procedure outlined in Ref. [142]. The dis-
ordered phase is constructed from a 3×3×3 supercell of the cubic structure (equivalent
to 27 formula units). A k-point mesh of 2×2×2 is used; higher meshes of 3×3×3
were tested, leading to energy differences of less than 5 meV. The amorphous phase is
quenched from a “melted” phase. This melted phase is achieved with a microcanonical
ensemble that is allowed to equilibrate at T = 5000 K. The time step was ∆t = 2.0 fs.
In order to ensure any order has vanished, structures were sampled once atoms moved
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on average at least one nearest-neighbor distance. As the W atom is much more massive
than the O atom, it moves more slowly in molecular dynamics simulations. This is cir-
cumvented by reducing the W mass to 40 amu [142]. After equilibration, every 250 time
steps a structure was taken and rapidly quenched to room temperature. We choose a
structure every 250 time steps in order to ensure that structures are distinct from each
other. Quenching occurred for 1000 time steps and the structure was then allowed to
equilibrate at room temperature for an additional 500 steps.
GGA is used for molecular dynamics simulations, followed by a single self-consistent
HSE calculation for calculating optical properties. We performed this procedure to
obtain 3 structures, which we label as Structures A, B, and C. The range of bond
lengths and angles for the structures generated are comparable to those reported in
Ref. [142].
7.3 Atomic and Electronic Structure of Disordered
Phases
The electronic and structural parameters for the cubic and monoclinic phases are de-
scribed in Chapters 1 and 5. Here, we describe the electronic and structural parameters
of the disordered phases, using the monoclinic phase as a reference.
Our objective is to capture representative structural features of the disordered solid,
not to provide a comprehensive description of the disordered phase. The disordered
structure differs from the crystalline phases in that bond lengths have a wider distribu-
tion and deviations from 6-fold coordination become possible. In Fig. 7.1 we compare
W-O and W-W bond lengths in the monoclinic and amorphous phases. Results for amor-
phous reflect values accumulated for Structures A, B, and C. The W-O distances peak
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Figure 7.1: Distribution of W-O and W-W bond lengths in the (a) monoclinic and
(b) disordered structures, using a cutoff of r = 2.30 A˚ for W-O and r = 5.5 A˚ for
W-W distances.
at approximately 1.89 A˚ (the bond length in the cubic phase) and display a broadening
that tails off around 2.3 A˚; they show distinct broadening compared to the crystalline
phase. Similar observations apply to the W-W distances, which peak around 3.78 A˚
(the lattice constant of the cubic phase).
The O-W-O bond-angle distribution is shown in Fig. 7.2. In the cubic phase the bond
angles are 90◦; in the monoclinic phase the angles spread between approximately 80◦ and
100◦. This range is significantly broadened in the amorphous structures [Fig. 7.2(b)].
The wide range of possible O-W-O bond angles is indicative of the disrupted octahedral
structure. These changes and distributions are consistent with those observed in previous
studies of the amorphous phase [142].
Other major changes to the atomic structure occur upon amorphization. Melting
disrupts the 6-fold coordination of W, leading to a distribution of possible coordinations.
Unlike in the cubic and monoclinic phases where all W are 6-fold coordinated, 4-, 5-,
and 6-fold coordinations are found in the amorphous structure. We consider W and O to
114
Influence of Structural Disorder on Optical Absorption Chapter 7
(a)
(b)
Figure 7.2: Distribution of relative number of O-W-O bond angles for the (a) mono-
clinic and (b) disordered structures.
(b) (c)(a)
Figure 7.3: Total density of states for the three disordered structures, (a) Structure
A, (b) Structure B, and (c) Structure C. The zero of energy corresponds to the VB
maximum. The edges of the shaded region corresponds to the VB maximum and CB
minimum; states within this region are ignored in calculated optical spectra.
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be part of an octahedron if they are less than 2.3 A˚ apart from each other. Among the
three structures sampled, around 33% of the possible W centers are 4-fold coordinated,
50% are 5-fold coordinated, and the remaining are 6-fold coordinated.
The changes in the crystal structure lead to significant changes in the electronic
structure. We observe a band narrowing compared to crystalline phases. The band
width of the W d states (combined t2g and eg states) is 13.2 eV in the cubic phase; 8.9
eV in the monoclinic phase; and 8.4 eV, 8.4 eV, and 7.3 eV for the amorphous structures.
Similar band narrowing has been found previously for amorphous WO3 [142].
Figure 7.3 shows the electronic density of states for the amorphous structures. As
expected, states appear in the band gap, corresponding to localization and/or the for-
mation of defects in the disordered structure. For purposes of analyzing the electronic
structure and absorption spectra, we identify a band gap by checking the degree of lo-
calization of states. For both the VB and CB, we take the band edge to be the first
electronic state not associated with any particular defect or localized state of the struc-
ture. Inspection of the charge density indicates whether a state is localized (on the scale
of a few atoms) versus delocalized (distributed over a majority of atoms in the supercell).
Our choice of band edges is shown in the shaded regions in Fig. 7.3.
Structure A is free of localized states far from the band edges, while Structures B
and C have localized states throughout the gap. In Structure A, the localized states
near the VB are primarily from undercoordinated O, and those near the CB come from
edge-sharing octahedra or undercoordinated W. In contrast, in Structure B the states
in the gap at slightly less than 1 eV above the VB arise from neighboring oxygen atoms
in configurations with small W-O-W bond angles; these oxygens interact more strongly
within the same octahedra (smallest separation distance is 1.47 A˚). They can also arise
from interactions between oxygens in two separate octahedra. The gap state just above 1
eV is associated with several undercoordinated O, in addition to a pair of W-W separated
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by 2.77 A˚ in edge-sharing octahedra. This W-W distance is less than that in the bulk
and leads to greater hybridization between the adjacent W, resulting in a gap state.
Like Structures A and B, the localized states in Structure C near the VB maximum
are derived from undercoordinated oxygens and interactions of two oxygens in separate
octahedra spaced closer than the typical O-O distance. The states near mid-gap arise
from atoms positioned in edge-sharing octahedra and from undercoordinated W. While
edge-sharing octahedra are also present in Structure A, the W of edge-sharing octahedra
in Structure C are spaced closer together (by up to 0.1 A˚). This smaller separation of
edge-sharing W in Structure C leads to localized states further from the CB edge.
While it is informative to examine the character of these defect states, the con-
centration at which they occur in our simulations is much higher than expected in a
realistic disordered solid due to the limited size of our supercells. These defects would
therefore have a spuriously large impact on the optical absorption. For purposes of ana-
lyzing the absorption spectra, we have therefore removed these localized states from our
calculations, by omitting them from the sum over bands in Eq. (3.34).
The inclusion of localized states does not change our conclusions. We show an explicit
calculation of CB→ CB transitions for different choices of band edges for Structure B in
Fig. 7.4. The detailed features that occur at specific energies are due to the specifics of
the disordered structure (modeled in a modest-size supercell); on average, the absorption
changes by less than a factor of 2. In a real system, the concentration of localized or
defect states would be far smaller than in our models, and would have an even smaller
impact on absorption.
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(a) (b)
Figure 7.4: (a) Absorption spectra for disordered Structure B for three different
choices of conduction-band edge. (b) Choice of conduction-band edge illustrated
within the total density of states for Structure B. The valence-band edge is kept fixed
(and chosen as the zero of energy). Each colored box corresponds to a different choice
of the CB edge.
7.4 Results on Optical Spectra
We next report results for doping up to 1021 cm−3. In order to elucidate the contribu-
tion of induced carriers to absorption, we distinguish between transitions from valence to
conduction states (VB → CB) and transitions between initial states filled with induced
carriers and higher-lying conduction bands; we refer to these as CB → CB transitions.
7.4.1 Crystalline WO3
First, we consider the cubic and monoclinic phases. While the cubic phase has
no structural distortion, the monoclinic phase contains rotations of the octahedra and
displacement of the W atom from the center of the octahedra. Our calculated lattice
parameters and band gaps for the crystalline phases are in good agreement with exper-
imental results and with previous computational investigations based on HSE (see Ref.
[156]). The band structures, along with information about optical transition matrix
elements, are presented in Fig. 7.5. The calculated band gap is 1.53 eV in the cubic and
2.56 eV in the monoclinic phase. The valence bands have predominantly O 2p character,
and the conduction bands are comprised primarily of W 5d states, separated into t2g
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(a) (b)
Y C
Figure 7.5: Electronic band structure of conduction bands in (a) cubic and (b) mon-
oclinic phases of WO3 calculated with HSE. The zero of energy is set at the CB
minimum. Conduction bands are colored according to the strength of optical transi-
tions to higher-lying bands weighted by the occupation factor, i.e., according to the
sum of |pij |2 for CB → CB transitions weighted by the occupation factor fi,k. i is
the initial occupied state, and j is the band in question. Occupations are at room
temperature based on 1021 cm−3 doping.
and eg states due to crystal-field splitting in an octahedral environment.
The calculated imaginary part of the dielectric function ε2 for both phases is shown in
Figs. 7.6(a) and 7.6(b). The corresponding absorption spectra are shown in Fig. 7.7. Our
ε2 spectra for the undoped case compare well with spectra based on the G0W0 and Bethe-
Salpeter approximation [183], as well as those derived from experimental reflectivity
spectra [185]. The onset of VB → CB absorption occurs at much higher energy in
monoclinic compared to cubic; this is due to a suppression of optical transitions from
the highest VBs to the lowest CBs. Our calculations show that each order of magnitude
increase in doping leads to roughly an order of magnitude increase in absorption for
CB → CB transitions, as shown in Figs. 7.7(a) and 7.7(b).
We first focus on the cubic phase [Figs. 7.6(a) and 7.7(a)]. A notable feature is the
Burstein-Moss shift, which is the increase in optical band gap due to electrons occupying
the lower CB states. This shift is minimal for doping up to 1019 cm−3. At 1020 cm−3 the
Burstein-Moss shift is 0.01 eV, and it increases to 0.16 eV for 1021 cm−3. These shifts
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Figure 7.6: Imaginary part of the dielectric function ε2 for (a) the cubic phase, (b)
the monoclinic phase (yy-component only), and (c) three disordered structures of
WO3, at 10
21 cm−3 doping. VB → CB contributions are shown in blue, CB → CB
in orange. The respective undoped spectrum (dotted black line) is shown for the
crystalline phases.
are modest, even at the highest doping levels, due to the presence of the low-dispersion
conduction band along the Γ→ X direction, which sustains a high density of states. The
peak in ε2 at 2.75 eV coincides with VB → CB energies from the flat valence bands to
the flat portions of the lower-lying t2g conduction-band states along the Γ→ X direction
[Fig. 7.5(a)].
Figures 7.6(a) and 7.7(a) show that the introduction of excess carriers leads to strong
absorption in the infrared. At a doping level of 1021 cm−3, α reaches 104 cm−1, and then
tails off to 102 cm−1 in the visible range before another peak emerges above 5.0 eV. The
peak above 5.0 eV corresponds to transitions to eg states.
In the monoclinic structure, the structural distortions break the degeneracies in elec-
tronic states of the cubic phase, leading to additional allowed transitions. The Burstein-
Moss shift is small for doping up to 1020 cm−3, and amounts to 0.07 eV for 1021 cm−3.
Similar to the cubic phase, these shifts are small due to the flat bands along the Γ→ Y
direction [Fig. 7.5(b)]. Absorption is strongest corresponding to εyy; εxx is comparable
to εyy, but εzz is an order of magnitude smaller. Absorption of light polarized along the
Cartesian x and y directions is about an order of magnitude stronger than along the z
direction.
120
Influence of Structural Disorder on Optical Absorption Chapter 7
Figure 7.7(b) shows the absorption spectra as a function of doping in the monoclinic
phase. At 1020 cm−3, carrier-induced absorption reaches almost 103 cm−1 in the infrared;
in the visible, absorption exceeding 103 cm−1) occurs in the blue region of the spectrum.
These features are enhanced at the higher doping level of 1021 cm−3: absorption in the
infrared exceeds 104 cm−1, and in the visible it is higher than 103 cm−1, rising to above
104 cm−1 in the blue.
Focusing on the visible regime, we see that absorption in the cubic phase tapers off
at higher energies, while in the monoclinic phase it is more constant and shows a peak
just below 3 eV. This blue peak originates from strong transitions to a set of t2g bands
around 2.8 eV above the CB minimum, as can be seen in Fig. 7.5. No such transitions
occur in the cubic phase; they become allowed due to the structural distortions present
in the monoclinic phase.
7.4.2 Disordered WO3
Since the enhancement of CB→ CB absorption in the monoclinic phase is due to the
presence of distortions, we expect even stronger absorption in amorphous structures. The
disorder introduces defects which lead to localized states in the band gap; as discussed in
Section 7.3, for the purposes of calculating absorption we neglect these states and take
the band edge to be the first electronic state not associated with a defect or localized
state of the structure. We verified that our results for optical absorption are not sensitive
to the exact choice of the band edges. We generate three disordered structures, referring
to them as Structures A, B, and C, with band gaps 3.01, 3.20, and 2.90 eV.
Figure 7.6(c) shows ε2 and Fig. 7.7(c) the carrier-induced absorption spectra for
the three disordered structures. We focus on a carrier concentration of 1021 cm−3,
which is a typical doping level [167]. Relative to the crystalline phases, the spectra are
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(a) (b) (c)
Figure 7.7: Absorption spectra (on a logarithmic scale) for CB → CB transitions for
(a) the cubic, (b) the monoclinic phase, and (c) for three disordered structures of
WO3. For the cubic and monoclinic phases, results are shown for three doping levels
(1019, 1020, and 1021 cm−3); for the disordered phase, the doping level is 1021 cm−3.
broadened, with strong absorption across all photon energies. This broadening reflects
the wider distribution of atomic bond lengths and angles in the disordered structures
(see Section 7.3).
7.4.3 Microscopic Origins of Enhanced Optical Absorption
We now discuss how the electronic structure and optical matrix elements contribute
to carrier-induced optical transitions. Transitions in the infrared occur due to the pres-
ence of multiple conduction-band states with small energy differences. The 1/ω2 factor
in ε2 [Eq. (3.34)] leads to a large peak as the photon energy approaches zero (Fig. 7.6).
This enhancement is not present in the absorption coefficient α, which is proportional
to 1/ω.
To correlate the enhancement of absorption in the visible with structure distortion,
we examine the dipole matrix elements, which measure the strength of the optical tran-
sitions. Information about these matrix elements is included in Fig. 7.5. Transitions
can only take place if initial states are occupied, and therefore the strength of optical
transitions is weighted by the Fermi occupation (for a doping level of 1021 cm−3) of the
conduction-band states. As multiple bands can be occupied at 1021 cm−3 doping, we
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sum the occupation-weighted square of the matrix elements associated with transitions
originating from these occupied states. If the conduction bands had purely W-5d charac-
ter, all optical transitions would be forbidden because of the selection rule that requires
|∆l|=1. Hybridization between the W 5d and O 2p states relaxes this restriction, and
leads to transitions between conduction bands that are remarkably strong.
This can be seen when comparing cubic and monoclinic WO3. The transition
strength relates to the nature of the initial and final states. In cubic WO3, strong
transitions occur along Γ→ X, Γ→ R, and Γ→ M (in Fig. 7.5 the transition strength
is weighted by the occupation of the initial states). Such transitions are still present
in the monoclinic phase, but they are supplemented by transitions in the visible that
become allowed due to symmetry lowering. The distortions of the monoclinic structure
cause increased mixing of W d and O p states, in particular allowing transitions to states
around 2.8 eV above the CB minimum.
In the disordered structures, the extent of hybridization further increases due to
larger structural distortions, leading to even larger absorption. The trends in Fig. 7.7
clearly indicate that larger structural distortions, through enhanced hybridizations, lead
to a strong increase in the strength of the optical transitions.
7.5 Comparison with the Drude Model
Several studies have performed fits to the Drude model as a means of explaining
measured optical behavior of excess carriers [150, 186, 180, 187]. It is thus instructive
to perform a comparison of our first-principles calculations with the phenomenological
Drude model as presented in Section 3.1.1.
Before delving into a case study of WO3, a note on semantics is necessary. The
Drude model as presented here is a classical model for describing electron conductiv-
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ity and response. It bears resemblance to the plasma response of a metallic system,
which describes the collective excitation of electrons. The Drude response is a distinct
phenomenon compared to the single-particle excitations described in direct absorption.
Thus, a comparison would not be meaningful. Nevertheless, because the Drude model
is often invoked, it is insightful to see what qualitative and quantitative differences arise
when trying to describe a highly-doped semiconductor as a simple metal. A useful sum-
mary for understanding the various contributions to the linear response of electrons may
be found in Ref. [188].
Here, we use experimental parameters or typical values as input to the Drude model
for WO3. The scattering rate is taken to be 10
−14 s−1, which is a typical value for oxides
[189] and representative of the scattering rate in WO3. The mobility is varied between
10 and 200 cm2/V·s, which covers the range of typical and relevant mobilities found for
WO3 as discussed in Chapter 6. For mobilities based on the Drude model, the effective
mass m∗ is taken to be 0.25m0 - 1.0m0. This range of effective masses is meant to
reflect on average the effective masses of the cubic and monoclinic phases, as presented
in Table 7.3. Mobilities calculated from the Drude model in Eq. 3.27 range between 17
and 70 cm2/V·s.
In Fig. 7.8, the range of variation in ε2 and absorption coefficient of treating WO3
in the Drude approximation is shown. The calculated plasma frequencies for 1018 -
1021 cm−3 doping are ωp = 0.03, 0.09, 0.30, 0.96 eV, well within the infrared regime.
Comparing Fig. 7.8 with the spectra in crystalline and amorphous WO3 in Section 7.4,
it is clear the Drude model does not capture the band-structure induced features in
the dielectric function that are found in our calculations and also have been measured
experimentally [185]. These results emphasize that the Drude model is inadequate to
describe the optical properties of WO3.
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Table 7.3: Band effective masses for cubic (reproduced for convenience) and mono-
clinic phases of WO3 for the three lowest-lying conduction bands as calculated using
the hyperbolic fit, as described in Chapter 6. Effective masses m∗i are indexed by
band i, starting from the lowest-lying band. SOC is included.
m∗1 m
∗
2 m
∗
3
RT Monoclinic, P21/c
Γ→ X 0.29 0.25 0.44
Γ→ Y 1.07 14.8 0.36
Γ→ Z 0.29 0.25 1.81
Cubic, Pm3¯m
Γ→ X 0.17 0.18 0.20
Γ→ R 0.18 0.14 0.17
Γ→ M 0.22 0.17 0.26
increasing  µ
Figure 7.8: Imaginary part of the dielectric function and corresponding absorption
coefffcient using the Drude model with different parameters at 1021 cm−3 doping. The
different curves correspond to varying mobilities [cm2/V·s]: 10 (blue), 50 (green), 100
(red), 200 (purple).
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7.5.1 A Mechanism for Coloration
As an electrochromic material, WO3 has been reported to change color upon inter-
calation of alkali dopants [190, 180] and in the presence of oxygen deficiencies [122, 191].
Several mechanisms for the coloration have been proposed. In the first mechanism
[147, 192], excess carriers are proposed to form polarons, reducing the formal oxidation
state of W6+ to W5+ or W4+. Absorption would occur when polarons hop between sites.
This is a valid mechanism, but the energy absorbed in polaron hopping is relatively
small, typically below 0.5 eV [192]. So, while this could explain the observed absorption
in the infrared, it cannot be responsible for coloration at visible wavelengths. In addi-
tion, we have previously shown that small polarons are not stable in crystalline WO3
[156].
In the second proposed mechanism, sub-band-gap defect states lead to absorption
[130]. Transitions from a defect level to the band edge would occur at energies well
below the band-gap energy and again cannot explain absorption in the visible. We have
also shown that oxygen vacancies, which have been commonly suggested as the source
of deep defect levels [130], are actually shallow donors in crystalline WO3, with defect
states resonant with the conduction band [116]. These mechanisms therefore do not
explain the strong absorption in the visible that is necessary to explain coloration.
In the present work we focus on a third mechanism, namely the absorption of photons
by carriers that are induced by doping. Free-carrier absorption has been suggested before
[149, 150, 180], but only in the context of the phenomenological Drude model, which
cannot be expected to produce reliable results at visible wavelengths. The carrier-
induced absorption mechanism studied here leads to significant absorption not just in
the infared but also at visible wavelengths.
We note that direct absorption by excess carriers is not limited to electrons that
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are in extended states; even if localization occurs (which is more likely in disordered
structures), excitation of electrons out of such states into higher-lying conduction-band
states will give rise to similar absorption spectra as described above (see Fig. 7.3 for
spectra calculated with localized states included).
For practical applications, the transmittance is the quantity of interest, which can
be correlated with the calculated carrier-induced absorption. The expected fraction of
incident light transmitted can be calculated with T = e−αd, where α is the absorption
coefficient and d is the thickness of the material; we neglect any reflection and assume
normal incident light. Typical sample thicknesses range from 100 nm to a few microns;
for such thicknesses, absorption coefficients need to be significantly larger than 102 cm−1
to result in perceptible darkening. We calculated that at a doping level of 1021 cm−3, α
in amorphous samples can be 104 cm−1 or higher in the visible range, with higher values
in the red region of the spectrum. Even for a relatively thin film, with a thickness of 100
nm, this leads to a 10% drop in transmittance and perceptible darkening. This confirms
that carrier-induced direct absorption is the likely mechanism for coloration.
We next take our calculated spectra and explicitly compute the associated color, as
described in the following section.
7.6 From Optical Spectra to Human Perception of
Color
A key finding in this work is that direct transitions from excess carriers contribute
significantly to absorption in the visible range. While it is quantitatively useful to
compute the optical spectra, it is difficult to predict how that translates to the coloration
of the sample. In this section, we discuss the framework for converting quantitative
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spectra into color as perceived by humans.
The mathematical mapping from standard illumination and observation conditions
to color as perceived by humans was standardized in the early 1930s by the CIE (Com-
mission Internationale de l’Eclairage) [193]. While various extensions and improvements
were made later, the CIE 1931 standard remains a popular choice. The CIE color space
has been extended into various mathematical representations (e.g., RGB, XYZ); for the
purpose of this dissertation, we use the XYZ-coordinate space as they can be directly
computed from optical spectra. We shall cover the basic components behind the CIE
1931 standard of optical spectra to human-perceived color.
We begin with a brief description of the anatomy of the human eye. The human
eye is lined with photoreceptors that are categorized as either rods or cones, depending
on the proteins present. Rods operate at low levels of light and contribute to our night
vision. Cones are activated at high levels of light and are responsible for our perception
of color. A simple schematic illustrating the anatomy of the human eye is shown in
Fig. 7.9(a). Three types of cones are present; each activates in a different part of the
visible spectrum. The statistically representative relative activity of the three types of
cones in the human population are shown in Fig. 7.9(b). These relative activities are
known as the tristimulus values, which are a measure of the spectral sensitivity of cones
at short, medium, and long wavelengths.
The color matching tristimulus functions are used to compute the corresponding
coordinates in the XYZ-color space from a transmittance spectra. The coordinates can
be obtained directly from knowing the color matching functions (x¯, y¯, z¯), choosing an
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(a) (b)
xy
z
Figure 7.9: (a) Schematic of the anatomy of the human eye, illustrating light hitting
the eye and being detected by the rods and cones. From Ref. [194]. (b) Tristimulus
color matching functions in the visible spectrum for a standard observer in CIE 1931
standard.
illuminant I, and having the transmittance spectra S, defined as
X =
1
N
∫
dλ x¯(λ)S(λ) I(λ), (7.2a)
Y =
1
N
∫
dλ y¯(λ)S(λ) I(λ), (7.2b)
Z =
1
N
∫
dλ z¯(λ)S(λ) I(λ), (7.2c)
N =
∫
dλ y¯(λ) I(λ). (7.2d)
Together, X, Y , and Z define a three-dimensional color space. Another coordinate space
is the xyY -chromaticity coordinates, defined as
x =
X
X + Y + Z
, (7.3a)
y =
y
X + Y + Z
, (7.3b)
Y = Y, (7.3c)
in which x and y represent a slice of the chromaticity diagram [see Fig. 7.10(b)] and Y
corresponds to the illumination of the object, i.e., how dark or light the shading is. The
color space can be plotted in three dimensions as a chromaticity plot, shown in Fig. 7.10.
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(a) (b)
Figure 7.10: (a) 3D chromaticity plot in the CIE 1931 standard. (b) a two-dimen-
sional slice of (a) in xy-plane of xyY -color space. The triangle corresponds to the
range of colors available to a standard computer monitor, and the small circle repre-
sents the point corresponding to the color white
We now calculate the transmittance spectra of the cubic, monoclinic, and amorphous
phases. Typical thicknesses range between 100 nm to several µm. In all transmittance
plots, we assume n = 1021 cm−3 doping and thickness of 500 nm.
Figure 7.11 shows the calculated transmittance for the cubic, monoclinic, and a
representative disordered structure, as well as the anticipated perceived coloration. The
color expected from the total transmittance (i.e., both VB→ CB and CB→ CB) is also
displayed. As structural distortions increase, the color due to excess carriers becomes
more blue. The greenish colors in the crystalline phases arise from the smaller optical
band gaps compared to the disordered phases.
Amorphous WO3 films are the most useful in electrochromic applications, as they are
transparent in the visible. The blue we find for disordered WO3 from our calculations is
consistent with experimental observations of the blue coloration for doping WO3 [195,
142, 124, 181].
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(a)
(b)
(c)
Figure 7.11: Calculated transmittance for n = 1021 doping through a 500 nm sample
of the (a) cubic, (b) monoclinic, and (c) Structure A of disordered configurations. The
dotted black line corresponds to the transmittance of the undoped sample; blue and
orange lines associated with VB → CB and CB → CB transitions, respectively. The
predicted perceived color is shown in the colored boxes, corresponding to the color
resulting from the total spectrum. For reference, the visible spectrum is superimposed
on the horizontal axis.
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7.7 Conclusions
We perform state-of-the-art first-principles calculations on the optical properties of
WO3 and investigate the influence of structural distortions in cubic, monoclinic, and
disordered WO3. Our calculations show that strong carrier-induced direct absorption
occurs at infrared and visible wavelengths, scaling with the level of doping. We find that
structural distortions lead to enhanced absorption due to an increase of hybridization
between the W and O states, explaining the increase in absorption strength in going
from cubic to monoclinic to disordered structures. Our results demonstrate that carrier-
induced absorption provides a consistent explanation for electrochromism.
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Summary and Outlook
8.1 Insights Gained
In this dissertation, a multifaceted look at the influence of high carrier concentrations
on the electronic, structural, transport, and optical properties on WO3 is presented.
Using first-principles techniques ranging from density functional theory to molecular
dynamics, we developed an understanding of the microscopic effects of excess carriers in
WO3.
1. We have shown that monovalent dopants and oxygen vacancies in WO3 behave
as shallow donors, and that the formation of polarons in the crystalline phase
is unlikely. Our study elucidates the microscopic origins of the shallow-donor
behavior, connecting atomic relaxations with electronic structure. Our results
contribute to a holistic picture of the electronic behavior of these defects and
dopants. In the process, we carefully examined the computational treatment of
charged defects and the impact of supercell size and choice of functional in DFT.
2. We extended the study of point defects to include the influence of pure electron
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doping. From our calculations, we show electron doping is sufficient to repro-
duce the structural phase transformations from low to high symmetries observed
experimentally. Through mapping the phase diagram associated with this phase
transformation, we document in detail various parameters for measuring structural
distortion in perovskites. In decomposing the energetics of the phase transforma-
tion, we demonstrate that the phase transformation arises from the conduction-
band offsets between the cubic and monoclinic structures. This work also provides
a framework for decomposing electronic-energy gains versus strain-energy costs
involved in phase transformations at different doping levels.
Based on the insights we gained on the electronic behavior of defects and dopants,
we considered next the transport and optical response of these excess carriers.
3. For transport calculations, we investigate electron-phonon coupling and mobili-
ties using Boltzmann transport theory. We consider electron-phonon scattering
as the dominant scattering mechanism at room temperature. Our calculated (un-
screened) mobilities are large, higher than the prototypical perovskite STO. We
elucidate the underlying factors in the electronic and vibronic structure that lead
to such higher mobilities. Our study indicates WO3 is a promising material for
device applications.
4. Finally, we study the influence of structural disorder on absorption due to excess
carriers using Wannier interpolation and the random phase approximation. We
demonstrate absorption due to excess carriers as an alternate mechanism for elec-
trochromism that wholly explains the drop in transmittance in the infrared and
visible, as well as the experimentally observed blue coloration. Cubic, monoclinic,
and disordered phases are considered. Our results illustrate how increasing the
degree of structural disorder enhances this absorption. Excess carriers introduce
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absorption in the infrared and near-infrared wavelengths. The absorption spectra
are then converted into transmittance spectra and corresponding human-perceived
color.
8.2 Future Directions
Here we outline a number of possible directions for further investigations.
1. Our study of n-type dopants focused on monovalent impurities, specifically the
alkali metals. A natural extension would be to examine doping with alkaline earth
metals. For applications in which diffusion of dopants is not required, substitu-
tional doping with transition metals could also be considered. While some studies
have already been performed [196, 197, 198, 199, 200, 201, 202], a rigorous inves-
tigation of these impurities as dopants is still lacking.
2. Our study of charge doping could be extended to investigate the structural changes
resulting from including the dopant atoms. Our preliminary investigation found
that the size of the dopant has a significant impact on the resulting structural
distortion and volume. The presence of the positively charged dopants could coun-
teract the volume expansion, which influences the degree of octahedral distortions
present. A more detailed study into this mechanism would elucidate the role of
the dopant itself and help resolve differences in predicted phase transition points.
3. An in-depth study could be performed of the effects of oxygen stoichiometry. This
could include varying the concentration of oxygen vacancies and studying its effect
on coloration. Another interesting aspect would be exploring oxygen interstitials.
Oxygen interstitials have been proposed to be responsible for the intercalation
cycling degradation in WO3 devices [203, 204, 205, 206]. Other possibilities include
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a detailed analysis of defect complexes, such as with hydrogen. The methods
presented in Chapter 4 for studying defects and dopants would be well-suited for
such a task.
4. Another natural direction for future investigation is the study of other transition
metal perovskites in the same series as WO3, such as MoO3, VO2, or V2O5. One
issue of particular interest would be an examination of the tendency for polarons
to affect transport and optical properties.
5. With respect to the vibrational properties, we found imaginary frequencies in
cubic WO3, which are a sign of a dynamically unstable system. However, it is
possible to stabilize the cubic phase either through doping or as a thin film on a
cubic substrate. Developing an understanding of the mechanisms by which this
crystal structure is stabilized would be of interest. This may require collaboration
with experimental measurements of vibrational frequencies, such as Raman and
IR spectroscopy.
Longer-term issues that would require more elaborate research efforts include:
1. Relating to transport: 1) inclusion of other forms of scattering, such as ionized
impurity scattering; and 2) the impact of screening on results for mobility.
2. Relating to optical absorption, the results presented were only on direct absorp-
tion. Indirect absorption should also be considered. Indirect absorption involves
electron-phonon interactions, which can be extracted in a similar way to the ma-
trix elements used in Chapter 6. Unlike typical transparent conducting oxides
for which there is a singly-degenerate band well separated from the conduction-
band manifold [184, 92], the d states in perovskites have many electronic bands
with complicated dispersion in the energy range of interest. Thus, a framework
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for accurately evaluating both the optical and electron-phonon matrix elements
is needed. Practical implementations would rely on parallelization and judicious
memory management.
Many of the methodologies used in this dissertation are generalizable to other mate-
rials systems and properties. In many device applications, the properties of a material
change with carrier doping levels. In this dissertation, we provide an overarching narra-
tive and understanding of how several materials properties are influenced with doping
and what microscopic factors contribute to the observed differences. In summary, it is
the author’s hope that some useful physical insights have been gained in this exercise
for understanding the nature and response of excess carriers in a complex oxide system.
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