This paper focuses on increasing the accuracy of low-order ͑four-node quadrilateral͒ finite elements for the transient analysis of wave propagation. Modified integration rules, originally proposed for time-harmonic problems, provide the basis for the proposed technique. The modified integration rules shift the integration points to locations away from the conventional Gauss or Gauss-Lobatto integration points with the goal of reducing the discretization errors, specifically the dispersion error. Presented here is an extension of the idea to time-dependent analysis using implicit as well as explicit time-stepping schemes. The locations of the stiffness integration points remain unchanged from those in time-harmonic case. On the other hand, the locations of the integration points for the mass matrix depend on the time-stepping scheme and the step size. Furthermore, the central difference method needs to be modified from its conventional form to facilitate fully explicit computation. The superior performance of the proposed algorithms is illustrated with the help of several numerical examples.
I. INTRODUCTION
Finite element analysis with direct time-stepping methods has been widely applied to simulate transient acoustics ͑see, e.g., Refs. 1-3͒. These procedures incur errors due to discretization, which can be classified into amplitude error and dispersion error. The dispersion error is caused by the approximation of wave velocities and results in unwanted oscillations around the wave front, thus polluting the results. This phenomenon is especially problematic for large-scale wave propagation problems; when the wave travels for long distances, the dispersion error accumulates, and the numerical artifacts grow, making the solution cluttered. A side effect of the dispersion error is that the amplitude error also increases as the wave disperses. It is important, therefore, to minimize the dispersion error to obtain accurate solutions for long-range propagation problems.
A straightforward way of reducing the dispersion error is to use a finer mesh and smaller time-step size. However, such a refinement comes with significant computational overhead. Other dispersion reduction techniques involve higher-order finite elements, e.g., Taylor-Galerkin schemes combined with higher-order spatial discretization 4 and an explicit six-stage time-march with a seven-point spatial operator. 5 These methods also demand a significantly high computational cost, making some of the large-scale simulations expensive. Space-time discretizations 6 fall in the same category as they require high computational cost. If possible, it is desirable to reduce the dispersion error for low-order schemes such as those using low-order finite elements with standard Newmark or central difference time-stepping techniques. The development of such methods for bilinear quadrilateral elements is the subject of this paper.
The fundamental feature of the simulation of transient waves is the coupling of spatial and temporal discretization errors. The error in the wave velocity, which is a measure of the dispersion error, depends on the wavelength error resulting from spatial discretization and the frequency error resulting from temporal discretization. Numerous dispersion reduction methods have been employed to reduce the dispersion error. The time-stepping algorithms and their influence on temporal dispersion and dissipation have been analyzed in the literature ͑see, e.g., Hughes 7 ͒. The dispersion properties of bilinear quadrilateral elements and linear triangular elements have been analyzed with diagonal and nondiagonal mass matrices in uniform meshes. 8 Analyses of combinations of spatial and temporal discretizations for wave propagation can also be found in the literature. 9 , 10 Krieg and Key 11 studied temporal dispersion control, realized the opposing effect of lumped and consistent mass matrices and suggested matching the mass computation with the timestepping algorithm. However, their method is robust only for one-dimensional problems and loses accuracy when applied to higher dimensions. Similar difficulties are also faced by the semi-empirical method, developed by Wang et al., 12 as well as the technique of local spatial averaging of the velocity, introduced by Krenk. 13 The inability of the above-mentioned methods to increase the accuracy in a multidimensional simulation is closely related to the numerical anisotropy; that is, the dispersion error is dependent on the direction of the wave propagation. Since most of the methods are developed for one-dimensional meshes, they are effective for one or only a few propagation direction͑s͒. A desirable dispersion reduction method needs to eliminate or reduce the velocity error in all directions simultaneously.
One of the successful approaches for the reducing dispersion error in time-harmonic analysis is the modified integration rules 14 ͑recently, it has been brought to our attention a͒ Electronic mail: mnguddat@ncsu.edu that this idea has been developed earlier, 15 but was not published in the open literature͒. By simply changing the location of the integration points for the system matrix evaluation, the wave-number error and the anisotropy were decreased significantly. In this paper, the modified integration rules are extended for transient analysis to reduce the error in the wave velocity resulting from coupled spatial and temporal discretization. We found that, provided that the integration points are chosen carefully, the numerical wave velocity can be made fourth-order accurate, as opposed to the second-order accuracy obtained from conventional finite element methods.
The outline of the paper is as follows. Section II contains a discussion of the Galerkin finite element method for solving acoustic wave problems and the concept of modified integration rules. Section III presents the dispersion relationships resulting from numerical discretizations in space and time. Dispersion-reducing schemes are developed for implicit time-stepping in Sec. IV. In Sec. V, modified integration rules are developed for the half-step central difference method ͑hereafter referred to as CDM͒, resulting in explicit computation with fourth-order accuracy. Section VI focuses on evaluating the performance of the proposed methods with the help of numerical examples. The paper is concluded in Sec. VII with some closing remarks.
II. PRELIMINARIES

A. Finite element formulation for scalar wave propagation
The scalar wave equation governing the propagation of acoustic and antiplane shear waves is given by
where u is the field variable and c 0 is the wave velocity.
Since the primary concern of the paper is dispersion associated with the propagation of disturbances, we do not consider body forces and assume homogeneous boundary conditions. The initial conditions are given as
where, u 0 , v 0 are the initial displacement and velocity, respectively. Using classical variational calculus, the above differential ͑strong͒ form of the boundary value problem can be converted to the following variational ͑weak͒ form: ͩv,
The notation, ͑·, ·͒ ⍀ , is used for the inner product over the domain, ⍀, defined as follows:
For a numerical solution of the above variational boundary value problem, the ͑Bubnov͒ Galerkin finite element method can be used. Thus, u and v are approximated as u h and v h that take the form,
where N is the shape function matrix, U is the discretized field variable ͑degree of freedom vector͒, and V is the discretized form of v. By substituting Eq. ͑5͒ into Eq. ͑3͒ we obtain the semidiscrete system,
In the above, K and M are stiffness and mass matrices, respectively. They are obtained by assembling the element matrices that are given by
where ⍀ e is the domain of the element. The semidiscretized system ͑6͒ is commonly solved using the Newmark method, 16 which consists of the following:
The first equation in Eq. ͑8͒ is Eq. ͑6͒ written at t = t n+1 , and the other two are finite difference formulas describing the evolution of the approximate solution. The parameters ␤ and ␥ are the parameters of the method and determine the stability and accuracy characteristics of the algorithm. The timestepping schemes derived from the Newmark method are normally implicit, involving the solution of a linear system, which could be expensive. The explicit CDM can also be retrieved by choosing ␥ =1/2 and ␤ = 0, resulting in a significant reduction in computational cost. This paper analyzes the performance of the explicit CDM method, as well as three implicit schemes. For the Newmark methods to be stable, ␥ ജ 1/2 is a necessary condition. However, for the methods using ␥ Ͼ 1 / 2, the dissipation error is introduced. For structural dynamics problems, this numerical dissipation is generally viewed as desirable and often considered necessary to damp out erroneous higher modes of semidiscrete structural equation. 7 On the other hand, in wave propagation problems, this error should be avoided in order to minimize the distortion of the wave fronts. For this reason, we choose ␥ =1/2 for the remainder of the paper. With ␥ =1/2, Eq. ͑8͒ can be rewritten as
The above linear multistep form is chosen to facilitate the analysis of the methods developed here.
B. Modified integration rules
Modified integration rules 14, 15 are successfully used to reduce the dispersion error in time-harmonics wave propagation problems and form the basis for the techniques developed in this paper. The fundamental idea behind the techniques is simple; the integration points are shifted from the conventional Gauss/Gauss-Lobatto integration points in order to minimize the dispersion error. Specifically, the integrals in Eq.͑7͒ are first transformed into the mastercoordinate system with the help of isoparametric formulation, and the resulting integrals are evaluated using the modified integration rules. For a four-node quadrilateral element, the stiffness and mass matrices in Eq.͑7͒ are each evaluated using modified 2 ϫ 2 integration rules. The expression for the element stiffness and mass matrices are given by
In the above, ␣ K and ␣ M are the locations of the integration points and serve as the parameters of the modified integration rules. The modified integration rules are justified by the fact that the integration errors remain second order in spite of the modifications and do not alter the convergence rate of the finite element solution. In the case of time-harmonic wave propagation problems, it turns out that the dispersion error is reduced by a simple choice of these parameters ͑␣ K = ␣ M = ͱ 2/3͒. The choice of these parameters is more involved for transient problems, and is addressed in the remainder of the paper.
III. DISPERSION ERROR ANALYSIS
In this section, the dispersion error resulting from spatial discretization ͑i.e., FEM with modified integration rules͒, coupled with temporal discretization ͑i.e., the Newmark method͒, is analyzed. For the differential equation ͑1͒, the general solutions are plane waves of the form e i͑k 0 x cos +k 0 y sin − 0 t͒ , where is the direction of wave propagation with respect to the x axis, 0 is the circular frequency, and k 0 = 0 / c 0 is the associated wave number. The wave modes, U x,y ͑n͒ , for the approximate problem ͓the solution of
Eqs.͑6͒ and ͑9͔͒ take a similar form,
at time n⌬t and location ͑x , y͒, where k and are the approximate wave number and frequency, respectively. It is important to note that the propagation velocity for the approximate solution, c = / k, is different from the exact wave velocity, c 0 . The error in the wave velocity depends on the wavelength of the mode, leading to an artificial dispersion of the wave front.
The error in the wave velocity can be evaluated in the following way. First, Eq. ͑9͒ is written in a form reminiscent of the finite difference discretization of the governing equation ͑1͒. This is achieved by multiplying the system matrices with the displacement vectors and writing the equation associated with node ͑x , y͒, e.g., the multiplication of MU ͑n+1͒ in Eq. ͑9͒ results in an expression of
͑12͒
In the above, the connectivity given in Fig. 1 is utilized, and M 0 , M x , M y , M xy are elements in the mass matrix and are given in Eq. ͑37͒. Other matrix-vector multiplications are similar. We then substitute Eq. ͑11͒ into the resulting finite difference equation and obtain an implicit relationship between c and c 0 . Both the finite difference form and the relationship between c and c 0 are lengthy and are not presented here for the sake of brevity. Instead of writing an explicit expression for c, we take the Taylor expansion with respect to k and obtain a simplified, albeit approximate, polynomial expression of the relative error in the wave velocity:
where
Since our goal is to minimize the above-noted error, we attempt to annihilate the leading term by appropriately choosing the integration parameters, ␣ M and ␣ K . While such a strategy was successful for the time-harmonic analysis gation. On the other hand, for square meshes ͑⌬x = ⌬y = h͒, the dispersion-reducing values of ␣ M and ␣ K turn out to be direction-independent. For this reason, and more importantly because square meshes are the natural choice for transient wave propagation analysis, the rest of the paper focuses on square meshes. The leading-order error in wave velocities for square meshes is obtained from Eq. ͑13͒ and is given by
It is instructive to note that only stiffness integration causes anisotropy in the leading-order term, which is immediately eliminated by choosing
thus reducing the expression further to
͑17͒
In order to make the above expression zero, we need to choose
The main difference between time-harmonic analysis 14 and transient analysis is that ␣ M is dependent on the time-step size. It should also be noted that the above-noted expression is consistent with the observations for time-harmonic analysis in that when ⌬t approaches zero, the time-harmonic value of ͱ 2 / 3 is recovered.
At first glance, Eq. ͑18͒ indicates that dispersion reduction can be achieved in a simple manner, similar to the one used for time-harmonic analysis. Unfortunately, this is not the case, as the stability of the time-stepping scheme is altered by the location of the integration points. For ␥ =1/2, the Newmark method is only conditionally stable if ␤ Ͻ 1 / 4 and the stability condition is given by
where max is the maximum natural frequency of the system. max can be taken as the square-root of the largest eigenvalue of K with respect to M for a single finite element in the system. For a uniform square mesh with element size, h, we obtain max by solving the eigenvalue problem, c 0 2 K e − 2 M e = 0, resulting in
͑20͒
Thus the stability condition, in the form of critical time-step size, is given by
Alternatively, written in terms of the dimensionless time-step size ͑ ϵ c 0 ⌬t / h͒, the stability condition becomes
Therefore, it is important to obtain the appropriate value of ␣ M satisfying the above condition as well as the dispersion reduction condition ͑18͒, which is rewritten as
It turns out that satisfying conditions ͑22͒ and ͑23͒ is not always possible and some compromise may be necessary. In the next two sections, we attempt to balance accuracy and stability for both implicit and explicit methods.
IV. DISPERSION-REDUCING TECHNIQUES FOR IMPLICIT METHODS
In this section, we consider three special cases of the Newmark method: constant average acceleration ͑CAA͒ with ␤ =1/4, linear acceleration ͑LA͒ with ␤ =1/6, and FoxGoodwin ͑FOX͒ with ␤ = 1 / 12. As mentioned earlier, we choose ␥ =1/2 to eliminate numerical dissipation.
A. Constant average acceleration method
The constant average acceleration method is unconditionally stable since ␤ =1/4, and it appears that the dispersion error can be manipulated without any constraints. It is easily observed from Eq. ͑15͒ that with the conventional integration points, ͑␣ K = ␣ M = ͱ 1/3͒, the dispersion error is second order and dependent on the propagation direction. Whereas a simple choice of
removes the leading second-order error completely, and the remaining fourth-order error is Although this improvement is impressive, the time-step size is limited by Ͻ 1. Otherwise, ␣ M 2 ഛ 0, which is not realistic. It may be possible to use the negative values of ␣ M 2 to evaluate M, but the resulting matrix is not positive definite, thus making it susceptible to numerical difficulties in solving the linear system. This is of significant concern as the current modification strips away the ability to choose an arbitrarily high time-step size, if desired.
B. Linear acceleration method
Using ␤ =1/6, the linear acceleration method has a leading-order error of
To eliminate it, the only choice is indicating that the proposed procedure is an improvement over the classical linear acceleration method.
C. Fox-Goodwin method
From Eq.͑15͒, it is observed that when ␤ = 1 / 12, the choice of
removes the second-order error for the Fox-Goodwin method, leaving a fourth-order error of
It can be shown from Eq. ͑21͒ that the critical time-step size becomes ഛ 1/ ͱ 2 instead of ഛ 1 / 2 for the standard FoxGoodwin method. Again, the proposed procedure is an improvement over the Fox-Goodwin method with classical integration rules.
V. DISPERSION-REDUCING TECHNIQUES FOR EXPLICIT METHODS
All the implicit methods discussed in the previous section, when combined with the proposed modified integration rules, are only conditionally stable. Even if they were unconditionally stable, they are not very desirable for wave propagation problems. The accurate simulation of wave propagation often requires the dimensionless time-step size to be around unity, indicating that the expense associated with implicit computation may not be necessary. In this section, we attempt to develop an explicit scheme based on the CDM.
For the CDM, we cannot simply set ␤ = 0 and follow the procedures used in developing the implicit methods, because any choice of ␣ M 1 will result in a nondiagonal mass matrix, and the scheme is no longer explicit. From Eq. ͑15͒ we observe that the requirements of ␣ M = 1 and ␤ = 0 in the CDM demands that ␣ K = ͱ 2/3 and = 1 for the second-order error to be eliminated. But Eq. ͑22͒ indicates the critical time-step size of ഛ ͱ 3 / 2; i.e., = 1 is not stable. If = ͱ 3 / 2, the dispersion error becomes k 2 h 2 / 96, which is not fourth order.
Another choice is to let ␣ K = ͱ 1 / 2, and we have the critical time-step size, ഛ 1, and the dispersion error, 1 96 k 2 h 2 sin 2 2. Although they are both better than using the conventional integration rule ͑␣ K = ͱ 1/3 and =1͒ with the leading-order error of 1 48 k 2 h 2 sin 2 2, the second-order error is not eliminated.
A. Modified "half-step… central difference method "CDM…
In the following, we utilize a modified version of the central difference scheme ͑used, e.g., by Krenk 13 and Belytschko et al. 17 ͒. In Krenk, 13 the diagonal mass matrix is used when an inversion is needed, and a linear combination of diagonal and consistent mass matrices is used otherwise, thus retaining an explicit computation. In this paper, we replace the linear combination of mass matrices by modified integration rules. The ideas are similar, but not equivalent. As illustrated later, the proposed method performs better, especially because the modified integration rules are employed even for the stiffness matrix.
In the modified CDM, the semi-discrete equation of Eq. ͑6͒ is written as
where D is the diagonal mass matrix and M and K are evaluated using modified integration rules. Based on Eq. ͑32͒, Krenk 13 obtained the following time-stepping procedure:
For the convenience of dispersion analysis, we rewrite Eq. ͑33͒ as an equivalent linear multistep equation,
͑34͒
Since the procedure is different from the one considered in Sec. III, a dispersion analysis needs to be performed again to obtain the associated dispersion-reducing integration rule. Such analysis is performed in the following.
B. Dispersion-reducing integration rule
We substitute the approximate solutions in Eq. ͑11͒ into Eq. ͑34͒ to analyze the dispersion relationship. The first term of Eq. ͑34͒ is simply 2͑cos ⌬t − 1͒U x,y ͑n͒ . ͑35͒
The matrix multiplications of the second term can be evaluated in the following way, where only the interior is considered. The element matrices are
The global matrices are assembled based on the nodal connectivity. By using a nine-node stencil, shown in Fig. 1 ͑with ⌬x = ⌬y = h͒, the row associated with the center node ͑x , y͒ in the global stiffness matrix, K, is
Note that all the omitted components are zero, since they are not connected to the center node. In vector KU ͑n͒ , the component corresponding to the center node ͑x , y͒ is then
Substituting Eq. ͑11͒ and other approximate solutions, the above expression simplifies to
Other components can be obtained similarly.
The multiplication with D −1 is trivial. The evaluation of M͑KU ͑n͒ ͒ is similar to the procedure of evaluating KU ͑n͒ . Thus, the second term of Eq.͑34͒ associated with the center node turns out to be
After substituting Eqs. ͑42͒ and ͑35͒ into Eq. ͑34͒, we solve for the wave velocity c 0 :
͑43͒
By substituting Eq. ͑37͒ into the above equation and taking the Taylor expansion with respect to k, we have
The choice of integration points to remove the second-order error is then
which leaves a fourth-order error of 
C. Stability analysis
We follow the von Neumann's method 18, 19 of stability analysis, i.e., we let U ͑n+1͒ = AU ͑n͒ , where A is the amplification factor. Considering the equation associated with node ͑x , y͒, the first term of Eq. ͑34͒ is given by
The second term is given by Eq. ͑42͒, which we denote by BU x,y ͑n͒ . Eliminating U x,y ͑n͒ from Eq. ͑34͒, one can obtain A by solving the quadratic equation,
From Eq. ͑48͒ it is observed that the product of the two solutions,
2 −4͔, is always one. This observation indicates that A cannot have two distinct real solutions; otherwise one of the solutions must be larger than one, and the scheme would be unstable. Thus, we need ͑B −2͒ 2 −4ഛ 0, or 0 ഛ B ഛ 4. Substituting Eqs. ͑45͒ and ͑37͒ into the expression for B in Eq. ͑42͒, we find that B is a function of C x , C y and . By the definition in Eq. ͑41͒, the two trigonometric functions satisfy ͉C x ͉ ഛ 1 and ͉C y ͉ ഛ 1. Within this range we find that B increases monotonically when C x , C y decrease from 1 to −1 and increases from 0 to 1. When C x = C y =1, B is always zero. The maximum possible value of B, which is 4, is reached at C x = C y = −1 and = 0.7587. Thus, the stability condition is
It is worth mentioning that one can also evaluate the mass matrix as a weighted average of lumped and consistent mass matrices, M = ␦M c + ͑1−␦͒D. Using a similar procedure, it is found that the optimal combination factor is ␦ = ͑ 2 −1͒ / 2 and the critical time-step size is = 0.805. Since the stability conditions are fairly close and considering the additional computational cost associated with the weighted averaging, we propose the use of modified integration over weighted averaging.
It is also interesting to note that Eqs. ͑45͒ and ͑49͒ imply that the integration points of the mass matrix are located outside the element, which is unconventional. This choice, however, works well and is similar to the unconventional nonconvex combination ͑M = 1.5D − 0.5M c ͒, proposed by Krenk.
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D. Procedure of the modified central difference method "CDM…
The procedure of the modified CDM is summarized as:
͑1͒ Obtain system matrices, K and M. ͑2͒ Impose initial conditions, U ͑0͒ , U ͑0͒ , and
In the above, F ͑n͒ is the discretized force vector at t = t n . Note that an effective finite difference implementation could be easily derived from the above finite element implementation and would have identical accuracy and stability properties.
VI. NUMERICAL EXAMPLES
The effectiveness of the proposed techniques is illustrated using four numerical experiments. The effectiveness of the proposed implicit methods is tested first with the help of a single numerical example. On the other hand, due to its computational efficiency, the proposed explicit method is tested more extensively using three different examples. For all the examples the wave velocity is chosen as c 0 = 0.1.
A. Implicit methods
Consider a concentrated load exerted at the center of a two-dimensional infinite domain. The load pulse is given by
ͮ ͑50͒
The analytical solution can be obtained using the convolution integral,
where G is the Green's function, 20 G͑x,y,t͒ =
and H is the Heaviside step function.
Due to symmetry, we consider the upper right quadrant of the domain with a computational domain of size 1 ϫ 1. No absorbing boundary conditions are necessary if we let the wave propagate for only 9 s and it does not hit the computational boundaries. A 100ϫ 100 mesh is used, implying square elements of size h = 0.01. The time-step size is chosen such that = 0.5. The differences between the proposed methods and traditional ones lie only in the locations of the integration points. Instead of using ␣ K = ͱ 1/3 and ␣ M = ͱ 1/3 for the standard Galerkin FEM and Newmark methods, the proposed methods use ␣ K = ͱ 2/3 and ␣ M = ͱ 1/2, ͱ 7/12 and ͱ 2 / 3 for CAA, LA, and FOX, respectively ͑see Sec. IV͒.
The results obtained from the proposed methods and traditional methods are compared with the analytical solution. The dispersion error expressions in Eqs. ͑25͒, ͑29͒, and ͑31͒ indicate that the error is the highest along the mesh lines, i.e., = 0 and = 90°. Based on this observation, we examine the displacements along = 0. Figure 2 shows the snapshot at t = 9 with the radius ranging from 0.6 to 1. It is observed that the proposed methods perform much better than traditional ones; they significantly reduce not only the dispersion error, but also the amplitude error.
B. Explicit method
Concentrated load
We reanalyze the model used in the previous example. The only differences are the use of explicit methods and the time-step size is now chosen such that = 0.75. The conventional CDM uses ␣ K = ͱ 1/3 and ␣ M = ͱ 1 / 3, whereas the proposed method uses ␣ K = ͱ 2/3 and ␣ M = ͱ 55/ 48, according to Eq. ͑45͒. In addition, we consider the dispersion-correction explicit scheme developed by Krenk, 13 which uses a traditional stiffness matrix ͑␣ K = ͱ 1/3͒ and a linear combination of diagonal and consistent mass matrices, M = 1.5D − 0.5M c . Similar to the implicit case, the displacements ͑obtained at t =9 on =0͒ from the analytical solution and the different explicit methods are plotted in Fig. 3 . It is clear that the proposed method performs the best with respect to capturing both the phase and the amplitude. 
Gaussian explosion
In order to simulate more realistic loading, we placed a Gaussian-type explosive source ͑borrowed from Collino and Tsogka 21 ͒ at the center of a two-dimensional infinite domain:
0 otherwise.
In the above, R is the radius of the load, t 0 =1/ f 0 , f 0 = c 0 / ͑hN L ͒ is the central frequency and N L is the number of points per wavelength. In this example, the parameters used are N L = 4 and R = 0.1. We consider the upper right quadrant of the domain with a limited size of 2 ϫ 2. No absorbing boundary is necessary if we let the wave propagate only for 18 s, before it hits the boundaries. A 100ϫ 100 mesh is used, implying square elements of the size, h = 0.02. We choose the time-step such that = 0.75.
Since the evaluation of the analytical solution is cumbersome, we used a converged solution as the reference. The converged solution uses a 400ϫ 400 mesh with h = 0.005. The standard Galerkin FEM and the CDM are used with the time-step size corresponding to = 0.75.
The performances of the CDM, dispersion-correction explicit scheme ͑Krenk's method͒, and the proposed modified integration rules ͑referred to as MIR in the figures͒ are evaluated by comparing them with the converged solution. Figure 4 shows the contours of the displacements resulting from the different methods, at time t = 18. The conventional CDM and Krenk's method result in a noncircular wave front clearly illustrating the anisotropy in the error, while the modified integration results in very low anisotropy. We also take a closer look at the displacement variations along the line of = 0 and radius ranging from 1.2 to 2 ͑Fig. 5͒. The results from the modified integration rules and the converged solution almost overlap, indicating that both dispersion and amplitude error are significantly reduced. On the other hand, the results from the other two methods have significant errors. It is clear that the proposed explicit method has superior accuracy properties compared to the traditional CDM as well as the dispersion-correction explicit scheme.
Performance on a distorted "quasiuniform… mesh
The proposed modified integration rule is developed based on uniform square mesh, and is fourth-order accurate under such conditions. In this example, we test its performance on distorted but quasiuniform mesh, again in comparison with the traditional CDM and dispersion-correction explicit scheme.
A point load is applied at the centroid of a trapezoidal domain. The time history of the load is given by Eq. 
VII. CONCLUDING REMARKS
The modified integration rules shift the integration points to locations away from conventional Gauss or GaussLobatto integration points with the aim of reducing the discretization error. It was already shown that such a shift effectively reduces the dispersion error in simulating acoustic wave propagation in the frequency domain for square, rectangular as well as distorted meshes.
14 In this paper, we extend this idea to time domain analysis. The fundamental difficulties in simulating transient waves in multidimensions are anisotropy and the coupling of spatial and temporal discretization errors. Unfortunately, it turns out that the dispersion error cannot be significantly reduced for rectangular meshes. On the other hand, for uniform square meshes it was found that using the integration points of ͑± ͱ 2/3, ± ͱ 2/3͒ for the stiffness matrix evaluation removes the second-order anisotropy. The location of integration points for the evaluation of the mass matrix depends on the time-step size as well as the time-stepping algorithm. The integration points are obtained for various implicit time-stepping schemes ͑constant average acceleration, linear acceleration, and Fox-Goodwin͒, as well as for the explicit CDM. The resulting modified integration rules have fourth-order accuracy with respect to dispersion, as opposed to conventional second-order accuracy.
While the modifications for the linear acceleration and Fox-Goodwin methods can be considered beneficial, the modification for the CAA method imposes an undesirable limit on the time-step size, and is not advocated. On the other hand, the modification for the explicit ͑half-step͒ CDM imposes no additional restrictions, except for the slight reduction in the stability limit. Since this method attains fourthorder accuracy while retaining its efficiency and stability, it is advocated as the method of choice. Numerical experiments indicate that the proposed methods significantly reduce the dispersion error not only on uniform square meshes, but also on distorted ͑quasiuniform͒ meshes.
The implementation of the proposed methods in existing finite element software is straightforward. While the modified integration rules are developed for two-dimensional problems, they can be directly extended to three-dimensional problems. Other possible extensions include the application to elastic wave modeling and higher-order finite elements. These possibilities are the subjects of future research.
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