Hyperspectral images (HSI) provide rich spectral information that has contributed to the successful performance improvement of numerous computer vision tasks. However, it can only be achieved at the expense of images' spatial resolution. Hyperspectral image super-resolution (HSI-SR) thus addresses this problem by fusing low resolution (LR) HSI with multispectral image (MSI) carrying much higher spatial resolution (HR). All existing HSI-SR approaches require the LR HSI and HR MSI to be well registered and the reconstruction accuracy of the HR HSI relies heavily on the registration accuracy of different modalities. This paper exploits the uncharted problem domain of HSI-SR without the requirement of multi-modality registration. The success of this endeavor would largely facilitate the deployment of HSI-SR since registration requirement is difficult to satisfy in real-world sensing devices. Given the unregistered LR HSI and HR MSI with overlapped regions, we design a unique unsupervised learning structure linking the two unregistered modalities by projecting them into the same statistical space through the same encoder. The mutual information (MI) is further adopted to capture the non-linear statistical dependencies between the representations from two modalities (carrying spatial information) and their raw inputs. By maximizing the MI, spatial correlations between different modalities can be well characterized to further reduce the spectral distortion. We assume the representations follow a similar Dirichlet distribution pattern for its inherent sum-to-one and non-negative properties.A collaborative l2,1 norm is employed as the reconstruction error instead of the more common l2 norm, so that individual pixels can be recovered as accurately as possible. With this design, the network allows to extract correlated spectral and spatial information from unregistered images that better preserves the spectral information. The proposed method is referred to as unregistered and unsupervised mutual Dirichlet Net (u 2 -MDN). Extensive experimental results using benchmark HSI datasets demonstrate the superior performance of u 2 -MDN as compared to the state-of-the-art.
I. INTRODUCTION
Hyperspectral image (HSI) collects hundreds of contiguous spectral representations of objects, which demonstrates advantages over conventional multispectral image (MSI) or RGB image with much less spectral information [1] , [2] . Compared to conventional images, the rich spectral information of HSI can effectively distinguish visually similar objects that actually consist of different materials. Thus, HSI has been shown to Ying Qu, and enhance the performance of a wide range of computer vision tasks, such as, object recognition and classification [3] - [9] , segmentation [10] , tracking [11] - [14] , environmental monitoring [15] , [16] , and change detection [17] - [19] . During the HSI acquisition process, the finer the spectral resolution, the smaller the radiation energy that can reach the sensor for a particular spectral band within narrow wavelength range. Thus, the high spectral resolution of HSI can only be achieved at the cost of its spatial resolution due to the hardware limitations [20] , [21] . On the contrary, we can obtain conventional MSI or RGB with much higher spatial resolution by integrating the radiation energy over broad spectral bands which inevitably reduces their spectral resolution significantly [22] . To improve the spatial resolution of HSI for better application performance, a natural way is to fuse the high spectral information extracted from HSI with the highresolution spatial information extracted from conventional images to yield high resolution images in both spatial and spectral domains [8] , [23] , [24] . This procedure is referred to as hyperspectral image super-resolution (HSI-SR) [21] , [22] , [25] .
The problem of HSI-SR originates from multispectral image super-resolution (MSI-SR) in remote sensing field, which has been intensively studied over the past several decades [26] - [29] . Traditional HSI-SR methods extended from MSI-SR mainly include component substitution (CS) [26] , [27] , [29] and multi-resolution analysis (MRA) based methods [28] . However, they suffer from spectral distortion. Existing approaches specifically designed for HSI-SR can be broadly divided into two categories, i.e., matrix factorization based and Bayesian based approaches [8] , [30] , [31] . Matrix factorization based methods [20] , [22] , [31] - [33] generally assume that the LR HSI is down-sampled from the HR HSI, and such a down-sampling function is adopted as a prior in the fusion procedure. In practice, the down-sampling function may not exist due to the complex environmental conditions. Bayesian based approaches reconstruct the HR HSI by extracting spectral information from LR HSI and spatial information from HR MSI separately [21] , [34] , [35] . However, the spectral information extracted from LR HSI may not be the optimal spectral bases for MSI, since MSI is not utilized at all during the optimization procedure. So in summary, spectral distortion can be easily introduced during the optimization procedure of methods from both categories.
HSI-SR is also closely related to natural image superresolution, which usually trains a mapping function between synthetic LR images and its corresponding HR images [36] - [50] , [50] , [51] on large high resolution image dataset, in a supervised fashion. There have been several attempts to address the MSI-SR or HSI-SR problem with supervised deep learning where the mapping function is learned using different frameworks [43] , [52] - [56] . However, these deep learning based methods, are all supervised, making their adoption on HSI-SR a challenge due to three reasons. First, the scale differences between LR HSI and HR MSI can reach as large as 10, i.e., one pixel in HSI covers 100 pixels in MSI. In some applications, the scale difference can even be 25 [57] and 30 [58] . But most existing super resolution methods only work on up to 8 times upscaling. Second, they are designed to find an end-to-end mapping function between the LR images and HR images under the assumption that the mapping function is the same for different images. However, the mapping function may not be the same for images acquired with different sensors. Even for the data collected from the same sensor, the mapping function for different spectral bands may not be the same. Thus the assumption may cause severe spectral distortion. Third, training a mapping function is a supervised problem which requires a large dataset, the downsampling function, and the availability of the HR HSI, making supervised learning unrealistic for HSI.
Despite a plethora of works on HSI-SR, all current approaches require at least one pre-requisite to solve the problem of HSI-SR, i.e., the two input modalities (HSI and MSI) must be well registered, and the quality of the reconstructed HR HSI relies heavily on the registration accuracy [2] , [8] , [19] , [24] , [59] . According to previous works, there are a few methods that introduce registration as a pre-step before data fusion [30] , [60] , [61] . However, these pre-steps can only handle small scale differences, e.g., two pixels/eight pixels offset in LR HSI/HR MSI [59] . Moreover, even in the registration community, HSI and MSI registration is a challenging problem itself as one pixel in LR HSI may cover hundreds of pixels in the corresponding HR MSI. And the spectral difference is also large that both spectral response function (SRF) and multi-band images have to be taken into consideration during registration [59] , [62] - [65] . Thus, most registration approaches can only handle small scale differences.
In this paper, an unsupervised network structure is proposed, aiming to solve the HSI-SR problem directly without multimodality registration. An example is shown in Fig. 1 . The network is designed based on the assumption that, the pixels in the overlapped region of LR HSI and HR MSI can be approximated by a linear combination of the same spectral basis. Thus, their representations should be correlated, i.e., follow similar patterns, to reduce the spectral distortion of the reconstructed HR HSI, as shown in Fig. 2 . The novelty of this work is three-fold. First, the network extracts both the spectral and spatial information of two unregistered modalities through the same encoder-decoder structure, by projecting the LR HSI onto the same statistical space as HR MSI, as illustrated in Fig. 3 . The representations of the network are encouraged to follow a Dirichlet distribution to naturally meet the nonnegative and sum-to-one physical constraints. Second, to prevent spectral distortion, we further adopt mutual information (MI) to extract optimal and correlated representations from multi-modalities. Since the two-modalities are unregistered, the correlated representations are learned by maximizing the mutual information (MI) between the representations and their own inputs during the network optimization. Third, a collaborative l 21 norm is employed as the reconstruction error instead of commonly used l 2 loss, so that the network is able to reconstruct individual pixels as accurately as possible. In this way, the network preserves the spectral information better. With the above design, the proposed network is able to work directly on unregistered images and the spectral distortion of the reconstructed HR HSI can be largely reduced. The proposed method is referred to as unregistered and unsupervised mutual Dirichlet Net, or u 2 -MDN for short. 
II. RELATED WORK

A. Hyperspectral Image Super-Resolution
The problem of HSI-SR originates from multispectral image super-resolution (MSI-SR) in the remote sensing field, where the spatial resolution of MSI is further improved by a high-resolution panchromatic image (PAN). Traditional widely utilized MSI-SR methods can be roughly categorized into two groups: the component substitution (CS) and the multiresolution analysis (MRA) based approaches. Generally, CSbased approaches [26] project the given data onto a predefined space where the spectral information and spatial information are separated. Subsequently, the spatial component is substituted with the one extracted from PAN [27] , [29] . MRA based approaches achieve the spatial details by first applying a spatial filter to the HR images. Then the spatial details are injected into the LR HSI [28] , [30] , [66] - [69] . Although these traditional pan-sharpening approaches can be extended to solve the HSI-SR problem, they usually suffer from severe spectral distortions [21] , [25] , [30] as discussed in Sec. I.
Recent approaches consist of Bayesian based and matrix factorization based methods [8] , [30] . Bayesian approaches estimate the posterior distribution of the HR HSI given LR HSI and HR MSI. The unique framework of Bayesian offers a convenient way to regularize the solution space of HR HSI by employing a proper prior distribution such as Gaussian. Different methods vary according to the different prior distributions adopted. Wei et al. proposed a Bayesian Naive method [70] based on the assumption that the representation coefficients of HR HSI follow a Gaussian distribution. However, this assumption does not always hold especially when the ground truth HR HSI contains complex textures. Instead of using Gaussian prior, dictionary based approaches solve the problem under the assumption that HR HSI is a linear combination of properly chosen over-complete dictionary and sparse coefficients [34] . Simoes et al. proposed HySure [35] , which takes into account both the spatial and spectral characteristics of the given data. This approach solves the problem through vector based total variation regularization. Akhtar et al. [21] introduced a non-parametric Bayesian strategy to solve the HSI-SR problem. The method first learns a spectral dictionary from LR HSI under the Bayesian framework. Then it estimates the spatial coefficients of the HR MSI by Bayesian sparse coding. Eventually, the HR HSI is generated by combining the spatial dictionary with the spatial coefficients.
Matrix factorization based approaches have been actively studied recently [20] , [22] , [31] - [33] , with Kawakami et al. [20] being the first that introduced matrix factorization to solve the HSI-SR problem. The method learns a spectral basis from LR HSI and then use this basis to extract sparse coefficients from HR MSI with non-negative constraints. Similar to Bayesian based approaches, the HR HSI is generated by linearly combining the estimated bases with the coefficients. Yokoya et al. [32] decomposed both the LR HSI and HR MSI alternatively to achieve the optimal non-negative bases and coefficients that used to generate HR HSI. Wycoff et al. [71] solved the problem with alternating direction method of multipliers (ADMM). Lanaras et al. [22] further improved the fusion results by introducing a sparse constraint. However, most methods [22] , [32] , [71] are based on the same assumption that the down-sampling function between the spatial coefficients of HR HSI and LR HSI is known beforehand. This assumption is not always true.
B. Deep learning based Super-Resolution
Deep learning attracts increasing attention for natural image super-resolution since 2014, when Dong et al. first introduced convolution neural network (CNN) to solve the problem of natural image super-resolution and demonstrated state-of-theart restoration quality [72] . Ledig et al. proposed a method based on generative adversarial network and skipped residual network [43] . The method employed perceptual loss through VGG network [73] , [74] which is able to recover photorealistic textures from heavily down-sampled images [41] . Usually, natural image SR methods only works up to 8 times upscaling. There have been several attempts to address the MSI-SR or HSI-SR with deep learning in a supervised fashion. In 2015, a modified sparse tied-weights denoising autoencoder was proposed by Huang et al. [52] to enhance the resolution of MSI. The method assumes that the mapping function between LR and HR PAN are the same as the one between LR and HR MSI. Masi et al. proposed a supervised three-layer SR-CNN [53] to learn the mapping function between LR MSI and HR MSI. Similar to [53] , Wei et al. [54] learned the mapping function with deep residual network [43] . Li et al. [75] solved the HSI-SR problem by learning a mapping function with spatial constraint strategy and convolutional neural network. Dian et al. [76] initialized the HR HSI from the fusion framework via Sylvester equation. Then, the mapping function is trained between the initialized HR-HSI and the reference HR HSI through deep residual learning. However, these deep learning based methods can not be readily adopted on HSI-SR due to the reasons elaborated in Sec. I.
Recently, we proposed an unsupervised uSDN [24] , which addressed the problem of HSI-SR with deep network models. Specifically, it extracts the spectral and spatial information through two encoder-decoder networks from the two modalities. The angular difference between the LR HSI and HR MSI representations is minimized to reduce the spectral distortion for every ten iterations. However, the method only works for well registered images.
III. PROBLEM FORMULATION
Given the LR HSI,Ȳ h ∈ R m×n×L , where m, n and L denote its width, height and number of spectral bands, respectively, and the unregistered HR MSI with overlapped region,Ȳ m ∈ R M ×N ×l , where M , N and l denote its width, height and number of spectral bands, respectively, the goal is to reconstruct the HR HSIX ∈ R M ×N ×L based on the content of HR MSI. In general, MSI has much higher spatial resolution than HSI, and HSI has much higher spectral resolution than MSI, i.e., M m, N n and L l. To facilitate the subsequent processing, we unfold the 3D images into 2D matrices, Y h ∈ R mn×L , Y m ∈ R M N ×l and X ∈ R M N ×L , such that each row represents the spectral reflectance of a single pixel. Since each pixel in both LR HSI and HR MSI can be approximated by a linear combination of c spectral bases D [21] , [22] , [24] , the matrices can be further decomposed as
where D h ∈ R c×L , D m ∈ R c×l denote the spectral bases of LR HSI and HR MSI, respectively. And S h ∈ R mn×c , S m ∈ R M N ×c denote the coefficients of LR HSI and HR MSI, respectively, Since S h or S m indicate how the spectral bases are combined for individual pixels at specific locations, they preserve the spatial structure of HSI.
In real applications, although the areas captured by LR HSI and HR MSI might not be registered well, they always have overlapping regions, and the LR HSI includes all the spectral basis of HR MSI i.e., they share the same type of materials carrying specific spectral signatures. The relationship between LR HSI and HR MSI can be expressed as
where C h and C m denote the contents of LR HSI and HR MSI, respectively. R ∈ R L×l is the prior transformation matrix of sensor [20] , [22] - [25] , [30] , [32] , [34] , [35] , which describes the relationship between HSI and MSI bases.
With D h ∈ R c×L carrying the high-resolution spectral information and S m ∈ R M N ×c carrying the high-resolution spatial information, the desired HR HSI, X, is generated by Eq. (3).
The challenges to solve this problem is that 1) the ground truth X is not available, and 2) the LR HSI and HR MSI do not cover the same region. To solve this unsupervised and unregistered HR-HSI problem, the key is to take advantage of the shared spectral information D h among different modalities. In addition, the representations of both modalities specifying the spatial information of scene should meet the non-negative and sum-to-one physical constraints. Moreover, in the ideal case, for the pixels in the overlapped region between LR HSI and HR MSI, their spatial information should follow similar patterns, because they carry the information of how the reflectance of shared materials (spectral basis) are mixed in each location. Therefore, the network should have the ability to learn correlated spatial and spectral information from unregistered multi-modality images to maximize its ability to prevent spectral distortion.
IV. PROPOSED APPROACH
We propose an unsupervised architecture for unregistered LR HSI and HR MSI as shown in Fig. 3 . Here, we highlight the structural uniquenesses of the network. To extract correlated spectral and spatial information of unregistered multimodalities, the network projects the LR HSI into the same statistical space as HR MSI, so that the two modalities can share the same encoder and decoder. The encoder enforces the representations (carrying spatial information) of both modalities to follow a Dirichlet distribution, to naturally meet the non-negative and sum-to-one physical properties. In order to prevent spectral distortion, mutual information is introduced during optimization to maximize the correlation between the representations of LR HSI and HR MSI. And the collaborative l 21 loss is adopted to encourage the network to extract accurate spectral and spatial information from both modalities.
A. Network Architecture
As shown in Fig. 3 , the network reconstructs both the LR HSI Y h and HR MSI Y m by sharing the same encoder and decoder network structure. Since the number of the spectral band L of the HSI Y h is much larger than that of the spectral band l of MSI Y m , we project Y h into an l dimensional space byỸ h = Y h R, such thatỸ h represents the LR MSI lying in the same space as HR MSI. In this way, both modalities are linked to share the same encoder structure without additional parameters.
On the other hand, the spectral information D m of MSI is highly compressed from that of HSI, i.e., D m = D h R. Thus, it is very unstable and difficult to directly extract D h , carrying high spectral resolution from, MSI with lowspectral resolution. But the spectral basis of HR MSI can be transformed from those of LR HSI which possesses more spectral information, i.e.,Ŷ m = S m D m = S m D h R = XR. Therefore, in the network design, both modalities share the same decoder structure D h . And the transformation matrix R is added as fixed weights to reconstruct the HR MSIŶ m . Then the output of the layer before the fixed weights is actually X, according to Eq. (3).
Let us define the input domain as Y = {Ỹ h , Y m }, output domain asŶ = {Ŷ h , X}, and the representation domain as S = {S h , S m }, the encoder of the network E φ : Y → S, maps the input data to low-dimensional representations (latent variables on the Bottleneck hidden layer), i.e., p φ (S|Y) and the decoder D ψ : S →Ŷ reconstructs the data from the representations, i.e., p ψ (Ŷ|S). Note that the bottleneck hidden layer S behaves as the representation layer that reflects the spatial information, and the weights ψ of the decoder D ψ serve as D h in Eq. (1), respectively. This correspondence is further elaborated below.
Taking the procedure of training LR HSI as an example. The LR HSI is reconstructed byŶ
Since Y h carrys the high-resolution spectral information, to better extract the spectral basis, part of the network should simulate the prior relationship described in Eq. (1). That is, the representation layer S h acts as the proportional coefficients and the weights ψ of the decoder correspond to the spectral basis D h in Eq. (1) . Therefore, in the network structure, we define ψ = W 1 W 2 ...W k = D h with identity activation function without bias, where W k denotes the weights in the kth layer. In this way, D h preserves the spectral information of LR HSI, and the latent variables S h preserves the spatial information effectively. More implementation details will be described in Sec. IV-B.
Eventually, the desired HR HSI is generated directly by X = S m D h . Note that the dashed lines in Fig. 3 show the path of back-propagation which will be elaborated in Sec. IV-C.
B. Mutual Dirichlet Network with Collaborative Constraint
To extract better spectral information and naturally incorporate the physical requirements of spatial information, i.e., nonnegative and sum-to-one, the representations S are encouraged to follow a Dirichlet distribution. In addition, the network should have the ability to learn the correlated and optimized representations generated from the encoder E φ for both modalities. Thus, in the network design, we maximize the mutual information (MI) between the representations of LR HSI, S h , and HR MSI ,S m , by maximizing the MI between the input images and their own representations. To further reduce the spectral distortion, the collaborative l 2,1 loss is incorporated into the network instead of traditional l 2 reconstruction loss. The detailed encoder-decoder structure and the MI structure are shown in Fig. 4 and Fig. 5 , respectively.
1) Dirichlet Structure: To generate representations with Dirichlet distribution, we incorporate the stick-breaking structure between the encoder and representation layers. The stickbreaking process was first proposed by Sethuranman [77] back in 1994. It can be illustrated as breaking a unit-length stick into c pieces, the length of which follows a Dirichlet distribution. Nalisnick and Smyth, and Qu et al. successfully coupled the expressiveness of networks with Bayesian nonparametric model through stick-breaking process [24] , [78] . Here, we follow the work of [24] , [78] , which draw the samples of S from Kumaraswamy distribution [79] .
The stick-breaking process is integrated into the network between the encoder E φ and the decoder D ψ , as shown in Fig. 3 . Assuming that the generated representation row vector is denoted as s i = {s ij } 1≤j≤c , we have 0 ≤ s ij ≤ 1, and c j=1 s ij = 1. Each variable s ij can be defined as
where v ik ∼ Beta(u, α, β). Since it is difficult to draw samples directly from Beta distribution, we draw samples from the inverse transform of Kumaraswamy distribution. The benefit of Kumaraswamy distribution is that it has a closed-form CDF, and it is equivalent to Beta distribution when α = 1 or β = 1.
Both parameters u ik and β i are learned through the network for each row vector as illustrated in Fig. 3 . Because β > 0, a softplus is adopted as the activation function [80] at the β layer. Similarly, a sigmoid [81] is used to map u into (0, 1) range at the u layer. Due to the fact that the spectral signatures of data are different for each image pair, the network only trains one group of data, i.e., LR HSI Y h and HR MSI Y m , to reconstruct its own HR HSI X. Therefore, to increase the representation power of the network, the encoder of the network is densely connected, i.e., each layer is fully connected with all its subsequent layers [82] .
2) Mutual Dirichlet Network: Before further describing the details of the network, we first explain the reason that motivates this design. Given unregistered multi-modalities LR HSI, Y h and HR MSI, Y m , and the desired HR HSI, X, each pixel of which indicates the mixed spectral reflection of the captured area. The overlapped region of the three modalities is defined by C. Ideally, each pixel in the overlapped region of these three modalities should possess the same spectral signatures. In addition, the corresponding proportional coefficients of X and Y m should be the same for a given pixel within C. Since Y h is a down-sampling and transformed version of X, its proportional coefficients (representations) should follow the same pattern as that of X and Y m , i.e., S h and S m should be highly correlated although with different resolution. One example is shown in Fig. 1 . Therefore, to generate HR HSI with low spectral distortion, it is necessary to encourage the representations S h and S m to follow similar patterns. However, traditional constraints like correlation may not work properly, because the input LR HSI and HR MSI are not registered with each other and the mapping function E φ , between the input Y and the representations S, holds the nonlinear property. Therefore, we introduce mutual information (MI), which captures the non-linear statistical dependencies between variables [83] , to reinforce the representations of LR HSI and HR MSI to follow similar patterns with statistics.
Mutual information has been widely used for multi-modality registrations [84] , [85] . It is a Shannon-entropy based measurement of mutual independence between two random variables, e.g., S h and S m . The mutual information I(S h ; S m ) measures how much uncertainty of one variable (S h or S m ) is reduced given the other variable (S m or S h ). Mathematically, it is defined as
where H indicates the Shannon entropy, H(S h |S m ) is the conditional entropy of S h given S m . dP S h Sm is the joint probability distribution, and P S h , P Sm denote the marginals. Belghazi et al. [86] introduced an MI estimator, which allows neural network to estimate MI through back-propagation, by adopting the concept of Donsker-Varadhan representation [87] .
In order to maximally preserve the spectral information of the reconstructed HR HSI, our goal is to encourage the two representations S h and S m to follow similar patterns by maximizing their mutual information (MI), I(S h ; S m ), during optimization procedure.
the MI can also be expressed as
. However, it is difficult to maximize such MI directly with neural network, because the two modalities do not match with each other in our scenario. Therefore, we maximize the average MI between the representations and their own inputs, i.e.,
). The benefit of doing this is two-fold. First, by optimizing the encoder weights E φ , it is able to greatly improve the quality of individual representations [88] . Thus it helps the network preserve the spectral and spatial information better. Second, since the multimodalities are correlated, and the dependencies (MI) between the representations and multi-modalities are maximized, it also maximizes the MI, I(S h ; S m ), between different modalities, such that S h and S m are encouraged to follow similar patterns.
Taking I(Y h , E φ (Y h )) as an example. It is equivalent to Kullback-Leibler (KL) divergence [86] between the joint distribution P Y h E φ (Y h ) and the product of the marginals
we can further express MI as
Such MI can be maximized by maximizing the KLdivergence's lower bound based on Donsker-Varadhan (DV) representation [87] . Since we do not need to calculate the exact MI, we introduce an alternative lower bound based on Jensen-Shannon which works better than DV based objective function [88] . In the network design, an additional network T w : Y × S → R is built with parameter w. Then the estimator can be defined as
where sp(x) = log(1 + e x ) and Y h is an input sampled from P = P by shuffling the input data. Since both E φ and T w are used to find the optimal representations, they are updated together. Combined with the MSI MI, the objective function is defined as
Since the encoder E φ and the estimation network of MI T w for both LR HSI and HR MSI share the same weights φ and w, their optimized representations follow similar patterns. More optimization details are described in Sec. IV-C. In order to extract better spectral information, we adopt the collaborative reconstruction loss with l 2,1 norm [89] instead of traditional l 2 norm for both LR HSI and HR MSI. The objective function for l 2,1 loss is defined as
where
n j=1 X 2 i,j . l 2,1 norm will encourage the rows of the reconstruction error to be sparse. That is, the network is designed to learn individual pixels as accurate as possible. In this way, it extracts better spectral information and further reduces the spectral distortion.
C. Optimization and Implementation Details
The objective functions of the proposed network architecture can then be expressed as:
where l 2 norm is applied on the decoder weights ψ to prevent over-fitting. λ and µ are the parameters that balance the tradeoff between construction error, negative of mutual information and weights loss, respectively.
Before feeding into the network, the spectral vectors in LR HSI and HR MSI are transformed to zero-mean vectors by reducing the vector mean of their own image. Since the spectral information of MSI has been compressed too much (e.g., HSI has 31 bands, but MSI has 3 bands), the decoder of the network is only updated by LR HSI data to stabilize the network. The number of the input nodes is equal to the band number of HR MSI l. LR HSI Y h is projected into a l dimensional space byỸ h = Y h R before feeding into the network, while HR MSI is directly fed into the network. The number of the output nodes is chosen based on the band number of LR HSI L. When the input of the network is Y h , the output of the decoder isŶ h . When the input of the network is Y m , the reconstructedŶ m is generated by multiplying the output of the decoder with fixed weights R.
The v is drawn with Eq. (6) given u and β, which are learned by back-propagation. β has only one node, which is learned by a two-layer densely-connected neural network. It denotes the distribution parameter of each pixel. u has 15 nodes, which are learned by a four-layer densely-connected neural-network. The representation layer S with 15 nodes is constructed with v and β, according to Eq. (5). The decoder and MI network T w have two fully-connected layers.
The number of nodes and the activation functions for different layers are shown in Table. I. The network is optimized with back-propagation as illustrated in Fig. 3 with red-dashed lines. It stops when the reconstruction error of the network does not decrease anymore. Feeding HR MSI into the network, the output of the decoder is the reconstructed HR HSI X. 
A. Datesets and Experimental Setup
The proposed u 2 -MDN has been extensively evaluated with two widely used benchmark datasets, CAVE [90] and Harvard [1] . The CAVE dataset consists of 32 HR HSI images and each of which has a dimension of 512 × 512 with 31 spectral bands taken within the wavelength range 400 ∼ 700nm at an interval of 10 nm. The Harvard dataset includes 50 HR HSI images with both indoor and outdoor scenes. The images are cropped to 1024 × 1024, with 31 bands taken at an interval of 10nm within the wavelength range of 420 ∼ 720nm.
For real applications, the two modalities may be unregistered and the scale difference between the real LR HSI and HR HSI may be 10 or even more [57] , [58] . However, not all the approaches can reconstruct HR HSI from unregistered LR HSI and HR MSI. Thus, for fair comparison, we first evaluate the performance on individual well-registered image pairs with extreme super-resolution (sr) factor 32, where the LR HSI Y h is obtained by averaging the HR MSI over 32×32 disjoint blocks. The HR MSI with 3 bands are generated by multiplying the HR HSI with the given spectral response matrix R of Nikon D700.
The results of the proposed method on individual images in Fig. 6 are compared with eight state-of-the-art methods, i.e., traditional methods: CS based [29] , MRA based methods: SFIM [68] and GLP [28] ; Matrix factorization based methods: CNMF [32] , Lanaras's (CSU) [22] ; Bayesian based methods: HySure [35] and Akhtar's (BSR) [21] ; and deep-learning based uSDN [24] that belong to different categories of HSI-SR. These methods also reported the best performance [21] , [22] , [24] , [30] , with the original code made available by the authors. The average results on the complete dataset is also reported to evaluate the robustness of the proposed method.
To further validate the effectiveness of the proposed approach, the performance on unregistered image pairs are reported. The unregistered image pairs are generated by rotating LR HSI with 5 • and cropping 15% of its surrounding pixels, e.g., for images in the Cave dataset, 39322 pixels of the MSI are not covered in the LR HSI, for images in the Harvard dataset, 157290 pixels of the MSI are not covered in the LR HSI. Since only four methods that extract spectral information and spatial information independently may reconstruct HR HSI from unregistered images, the proposed method is compared with these four state-of-the-art methods, i.e., CS [29] , SFIM [68] , CNMF [32] and Akhtar's (BSR) [21] . Note that, in order to work on unregistered image pairs, the LR HSI should include all the spectral basis of HR MSI. Since not all the images can meet this requirement after rotation and cropping, we choose seven commonly benchmarked image pairs for comparison, as shown in Fig. 6 .
B. Evaluation Metrics
For quantitative comparison, the erreur relative globale adimensionnelle de synthese (ERGAS), the peak signal-tonoise ratio (PSNR), and the spectral angle mapper (SAM) are applied to evaluate the quality of the reconstructed HSI.
ERGAS provides a measurement of band-wise normalized root of mean square error (RMSE) between the reference HSI, X, and the reconstructed HSI,X, with the best value at 0 [91] . It is defined as ERGAS(X,X) = 100 sr
where sr denotes the sr factor between the HR MSI and LR HSI, L denotes the number of spectral bands of the reconstructedX. PSNR is the average ratio between the maximum power of the image and the power of the residual errors in all the spectral bands. A larger PSNR indicates a higher spatial quality of the reconstructed HSI. For each image band of HSI, the PSNR is defined as
SAM [92] is commonly used to quantify the spectral distortion of the reconstructed HSI. The larger the SAM, the worse the spectral distortion of the reconstructed HSI. For each HSI pixelX j , the SAM is defined as
And the global SAM is estimated by averaging the SAM over all the pixels in the entire image.
C. Experimental Results on Registered Image Pairs
For fair comparison, we first perform experiments on the general case when LR HSI and HR MSI are well registered. Tables II, III and IV show the experimental results of 7 groups of commonly benchmarked images from the CAVE and Harvard datasets [20] , [21] , [93] . Note that, in order to show how the method works in different scenario, the data is not normalized. Since the intensities of Harvard dataset are small, the ERGAS of the methods are generally smaller than that of the CAVE dataset.
We observe that traditional methods suffer from spectral distortion, thus could not achieve competitive performance. The matrix-based approach, CSU [22] works better than CNMF [32] on both CAVE and Harvard dataset. And both CSU abd CNMF preserve spectral information better than the Bayesian based methods. The reason is that they could extract more correlated spatial coefficients from LR HSI and HR MSI with the given predefined down-sampling function. But for the applications with unknown down-sampling function, this prior would limit their ability to extract accurate spatial information from data with arbitrary distributions.
The Bayesian non-parametric based method BSR [21] outperforms HySure [35] by estimating the spectra through nonparametric learning. However, although it can achieve results with relatively low reconstruction error, it could not preserve the spectral information well. That is because the spectral and spatial information are extracted separately during the optimization of BSR. Therefore, the extracted spectral bases from LR HSI may not be the optimized spectral bases for HR MSI. Then the representations extracted from two modalities are not correlated. Thus the reconstructed HR HSI would have large spectral distortion.
The deep learning based uSDN preserves spectral information better than that of BSR. However, it can only work on well registered images due to its network design with angular difference regularization. Based on the experiments, the proposed u 2 -MDN network powered by the mutual information and collaborative l 2,1 loss outperforms all of the other approaches in terms of ERGAS, PSNR and SAM, and it is quite stable for different types of input images.
The average of ERGAS, PSNR and SAM over the complete CAVE and Harvard dataset are reported in Table V , to further demonstrate the robustness of the proposed u 2 -MDN. We only compare the performance of matrix factorization based CSU, Bayesian based BSR, and deep learning based uSDN since they demonstrated better performance on well-registered images. We observe that CSU achieves better results than BSR due to the predefined down-sampling function, which is given as a prior. Although BSR can achieve relatively good ERGAS and PSNR scores, its SAM scores are not promising. Due to the fact that it estimates the spectral and spatial information independently, it may not find the optimal representations to recover the HR HSI. The deep learning based methods uSDN is comparable to CSU, and it can reduce the spectral distortion better than BSR. However, its optimization strategy limits its ability to further reduce the spectral distortion. The proposed approach consistently outperforms the other methods and achieves the state-of-the-art performance in terms of ERGAS, PSNR and SAM as reported in Table V . It is very effective in preserving the spectral signature of the reconstructed HR HSI, showing much improved performance especially on SAM on the CAVE data. To demonstrate the reconstruction performance in different spectral bands, the averaged PSNR on each wavelength is shown in Fig. 7 . We can observe that, the proposed method consistently outperforms the other methods for all the spectral bands. 
D. Experimental Results on Unregistered Image Pairs
To solve the problem of unregistered hyperspectral image super-resolution, the LR HSI should contain all the spectral bases in the HR MSI. Since one pixel in the LR HSI covers 1024 pixels in the HR MSI, when the LR HSI is rotated and cropped, certain spectral information contained in HR MSI is corrupted or missing. Thus, the reconstruction error is expected to be increased. The performance of different methods on unregistered image pairs are reported in Tables VI, VII and VIII. Note that, only the methods, that are able to extract the spectral and spatial information separately, can work on unregistered images. Thus four methods are compared in the tables. Traditional CS-based and MTF-based methods fail in this scenario. That is because when the given two modalities are unregistered, the spatial details could not be directly added to improve the spatial resolution of LR HSI. The performance of CNMF drops largely for both datasets. The reason is that the adopted predefined down-sampling function will introduce significant spectral distortion when the LR HSI and HR MSI are unregistered. BSR works better than the other three approaches due to the fact that, it extracts spectral and spatial information separately with sparse constraints. However, the method could not preserve spectral information well, since the extracted spectral bases from LR HSI may not be the optimal bases to extract correlated spatial information from the HR MSI. The proposed u 2 -MDN is able to handle challenging scenarios much better than the state-of-the-art. The main reason that contributes to the success of the proposed approach is that, the network is able to extract the optimal and correlated spatial representations from two modalities through mutual information and collaborative loss. In this way, both the spatial and especially the spectral information are effectively preserved. This demonstrates the representation capacity of the proposed structure.
To visualize the results, we show the reconstructed samples given unregistered image pairs of CAVE and Harvard datasets taken at wavelengths 420, 540, and 690 nm in Fig. 8 . The first through fourth columns show the LR images, reconstructed images from our method, ground truth images, and the absolute difference between the images at the second and third columns, respectively. We also compare the proposed method with other methods on the challenge images from CAVE and Harvard dataset. The results are shown in Figs. 9-11. We can observe from the absolute difference and SAM that, the results from CS and SFIM have large displacement since the LR HSI and HR MSI are not registered. The CNMF works slightly better, but it could not work effectively due to the predefined down-sampling function. The proposed method is comparable to BSR in terms of PSNR, but it has much less spectral distortion than that of BSR. In summary, the effectiveness of the proposed method can be readily observed from the difference images, SAM and PSNR, where the proposed approach is able to preserve both the spectral and spatial information.
E. Ablation and Parameter Study
Taking the challenging rotated 'pompom' image from the CAVE dataset as an example, we further evaluate 1) the necessity of maximizing the mutual information (MI) between representations and input images and 2) the usage of collaborative l 2,1 loss. Since they all designed to reduce the spectral distortion of the reconstructed image, we use SAM as the evaluation metric. Fig. 12 illustrates the SAM of the reconstructed HR HSI when increasing the parameters of mutual information λ in Eq. 12. We can observe that, if there is no mutual information maximization, i.e. λ = 0, the spectral information would not be preserved well. When we gradually increase λ, the reconstructed HR HSI preserves better spectral information, i.e., the SAM is largely reduced. The reason for that is, when we maximize the MI between the representations and their own inputs, it actually maximizes the mutual information of the representations of two modalities. Therefore, the network is able to correlate the extracted spectral and spatial information from unregistered HR MSI and LR MSI in an effective way, to largely reduce the spectral distortion. However, when the parameter is too large, it hinders the reconstruction procedure of the network. Therefore, we need to choose a proper λ for The effectiveness evaluation of the collaborative l 21 norm is demonstrated in Fig. 13 . Because the l 21 norm encourages the network to reconstruct individual pixels as accurately as possible, the network can preserve the spectral information better and significantly reduce the spectral distortion of the restored HR HSI.
F. Tolerance Study
At last, we would like to examine how much spectral information can be preserved when the network deals with unregistered images. To preserve spectral information, the input LR HSI should cover all the spectral signatures of HR MSI. Thus, we choose the image in Fig. 1 from the Harvard dataset which has most of spectral signatures centered in the image. The results are shown in Fig. 14. The image is rotated from 5 degrees to 30 degrees with 15% to 48% percents of information missing. We can observe that as long as the spectral bases are included in the LR HSI, no matter how small the overlapped region is between the LR HSI and HR MSI, we could always achieve the reconstructed image with small spectral distortion even for unregistered input images.
VI. CONCLUSION
We proposed an unsupervised encoder-decoder network u 2 -MDN to solve the problem of hyperspectral image superresolution (HSI-SR) without multi-modality registration. The unique structure stabilizes the network training by projecting both modalities into the same space and extracting the spectral basis from LR HSI with rich spectral information as well as spatial representations from HR MSI with highresolution spatial information simultaneously. The network learns correlated spatial information from two unregistered modalities by maximizing the mutual information (MI) between the representations and their own raw inputs. In this way, it maximizes the MI between the two representations that largely reduces the spectral distortion. In addition, the collaborative l 2,1 norm is adopted to encourage the network to further preserve spectral information. Extensive experiments on two benchmark datasets demonstrated the superiority of the proposed approach over state-of-the-art. 
