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RÉSUMÉ. Dans la perspective de la conception de super-calculateurs exascale, de nouvelles so-
lutions de tolérance aux fautes doivent être trouvées. Pour les applications parallèles à échange
de messages, les protocoles de recouvrement arrière existants ne sont pas adaptés. Pour pou-
voir supporter des applications de très grande taille et des fréquences de défaillance élevées,
un protocole doit être capable de confiner les conséquences des défaillances à un petit sous
ensemble de processus tout en offrant de bonnes performances en fonctionnement normal, et
en limitant les quantités de données à sauvegarder, en particulier en mémoire. Pour répondre à
ces objectifs, nous proposons HydEE, un protocole de recouvrement arrière hiérarchique com-
binant sauvegarde de points de reprise coordonnés et enregistrement de messages. HydEE se
fonde sur le déterminisme des émissions des applications parallèles du calcul scientifique pour
pouvoir tolérer des fautes multiples sans recourir à un support de stockage stable. Nos évalua-
tions montrent que pour la plupart des applications, sauvegarder le contenu de moins de 15%
des messages en mémoire, permet de limiter les retours arrière après une défaillance à moins
de 15% des processus.
ABSTRACT. The move towards exascale super-computers requires new fault tolerance solutions.
Regarding parallel message passing applications, existing rollback-recovery protocols are not
suited. To be able to deal with very large scale applications and high failure rate, a proto-
Technique et science informatiques
2 Technique et science informatiques
col should be able to confine failures consequences to a small subset of the processes, while
providing good failure free performance, and logging a limited amount of data, especially in
memory. To fulfill these needs, we propose HydEE, a hierarchical rollback-recovery protocol
that combines coordinated checkpointing and message logging. HydEE leverages the send-
determinism of scienfitic parallel applications to tolerate multiple failures without relying on a
stable storage. Our experiments show that for most applications, saving less than 15% of the
messages payload in memory is enough to limit the rollbacks after a failure to less than 15% of
the processes.
MOTS-CLÉS : Calcul haute performances, applications parallèles, MPI, tolérance aux fautes,
recouvrement arrière, protocoles hiérarchiques




Pour répondre aux besoins en capacité de calcul des applications de calcul scien-
tifique, des super-calculateurs toujours plus puissants sont construits. Aujourd’hui,
le super-calculateur le plus puissant du monde atteint 8 petaflops (nombre d’opé-
rations à virgule flottante par seconde), et comprend plus de 500000 cœurs de
calcul (www.top500.org, 2011). Les études ont déjà commencé pour concevoir la
première machine qui attendra l’exaflop (1018 flops) à l’horizon 2020 (Kogge et
al., 2008). À une telle échelle, les défaillances ne peuvent plus être considérées comme
rares, et des mécanismes de tolérance aux fautes deviennent indispensables pour as-
surer la bonne terminaison des applications. Le temps moyen entre deux défaillances
attendu pour ces systèmes est de l’ordre de quelques heures (Elnozahy et al., 2008).
Les applications parallèles exécutées sur ce type d’architecture sont le plus souvent
fondées sur le paradigme de programmation par échange de messages et plus particu-
lièrement sur l’interface MPI (Message Passing Interface Forum, 1995). Les solutions
de tolérance aux fautes les plus adaptées dans ce cas sont fondées sur le recouvrement
arrière (Elnozahy et al., 2002) : l’état de l’application est sauvegardé périodiquement
sur un support de stockage stable, pour pouvoir restaurer un état intermédiaire après
une défaillance, et ainsi éviter de perdre tous les calculs déjà effectués.
Pour définir une solution de tolérance aux fautes efficace dans ce contexte, plu-
sieurs critères doivent être pris en considération. Le premier d’entre eux est la perfor-
mance : l’exécution d’une application doit se terminer le plus rapidement possible en
dépit des défaillances. Kogge et al. (2008) ont mis en évidence d’autres points cru-
ciaux dans la perspective de la conception de machines exaflopiques, notamment la
consommation énergétique et l’utilisation de la mémoire. Une solution de tolérance
aux fautes adaptée doit donc être économe en espace mémoire et en terme d’énergie,
le coût en terme énergétique dépendant ici principalement de la quantité de calcul à
ré-exécuter après une défaillance.
Pour traiter ces enjeux, le point crucial à prendre en compte dans les protocoles
de recouvrement arrière est la manière dont sont traités les messages échangés par les
processus de l’application au cours de l’exécution. Dans les protocoles de sauvegarde
de points de reprise coordonnés, aucun message applicatif n’est sauvegardé, où seule-
ment les quelques messages nécessaires pour assurer un état global cohérent (Chandy
et al., 1985). Ainsi ce type de protocole fournit de très bonnes performances en fonc-
tionnement normal et limite l’espace de stockage utilisé. Cependant, quand un pro-
cessus subit une défaillance, tous les processus doivent redémarrer depuis le dernier
point de reprise coordonné. Dans les protocoles à enregistrement de messages, tous
les messages sont sauvegardés durant l’exécution normale de l’application pour pou-
voir être rejoués en cas de défaillance. Ceci permet de confiner les conséquences des
défaillances : avec une approche pessimiste ou causale (Alvisi et al., 1998), seuls les
processus fautifs doivent redémarrer après une défaillance. Mais enregistrer tous les
messages peut entraîner un surcoût sur les performances des communications, et sur-
tout implique de stocker de grandes quantités de données.
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Pour tenter de combiner les avantages des protocoles de sauvegarde de points de
reprise coordonnés et des protocoles à enregistrement de messages, des approches
hiérarchiques ont été proposées (Vaidya, 1993). Les processus de l’application sont
divisés en groupes. Un protocole de sauvegarde de points de reprise coordonnés est
appliqué au sein de chaque groupe et tous les messages entre les groupes sont sau-
vegardés (Ho et al., 2008; Yang et al., 2009; Meneses et al., 2010; Bouteiller et
al., 2011a). En regroupant les processus communiquant fréquemment entre eux, ce
type de solution permet de confiner les conséquences des défaillances en enregistrant
peu de messages : en cas de défaillance, seuls les processus appartenant au même
groupe que le processus fautif doivent effectuer un retour arrière.
Dans cet article, nous définissons un ensemble de propriétés que nous considé-
rons nécessaires pour un protocole de recouvrement arrière visant des applications
à échange de messages s’exécutant sur des super-calculateurs de très grande taille.
Nous présentons une étude détaillée des protocoles de recouvrement arrière existants,
et notamment des protocoles hiérarchiques, et montrons qu’aucun d’entre eux n’a
toutes les propriétés désirées. En utilisant le modèle d’exécution à émissions détermi-
nistes (Guermouche et al., 2011), nous proposons un nouveau protocole hiérarchique,
nommé HydEE, qui combine sauvegarde de points de reprise coordonnée et enre-
gistrement de messages. HydEE est capable de confiner les conséquences d’une dé-
faillance aux processus d’un seul groupe, sans sauvegarder sur support stable d’infor-
mation sur les messages échangés durant l’exécution normale de l’application. Nous
fournissons une évaluation de notre protocole fondée sur l’étude des schémas de com-
munications dans les applications MPI de calcul haute performance. Nous montrons
que pour la plupart des applications, enregistrer le contenu de moins de 15% des mes-
sages permet de limiter les conséquences des défaillances à moins de 15% des proces-
sus de l’application.
L’article est organisé comme suit. Le paragraphe 2 présente le contexte de nos
travaux. Il définit le modèle que nous considérons, et présente les fondements des
protocoles de recouvrement arrière, en se concentrant notamment sur les différents
modèles d’exécution d’applications parallèles à échange de messages existants. Dans
le paragraphe 3, nous étudions la problématique de la tolérance aux fautes dans les
super-calculateurs pour déterminer les propriétés nécessaires pour un protocole de
recouvrement arrière. Le paragraphe 4 présente un état de l’art des protocoles de re-
couvrement arrière hiérarchiques existants. Puis nous décrivons HydEE dans le para-
graphe 5, et présentons son évaluation dans le paragraphe 6. Enfin, nous dressons les
conclusions de ces travaux et proposons quelques perspectives dans le paragraphe 7.
2. Contexte
Nous commençons par définir notre système d’étude. Puis nous décrivons les prin-
cipes de fonctionnement des protocoles de recouvrement arrière. Enfin, nous présen-
tons les modèles de déterminisme des applications utilisés dans le contexte du recou-
vrement arrière, et décrivons leurs conséquences sur les protocoles conçus.
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2.1. Modèle
Notre étude se place dans le cadre d’un système distribué asynchrone. Une exé-
cution parallèle est modélisée par un ensemble fini de processus et un ensemble fini
de canaux reliant chaque paire de processus. Les canaux sont fiables et délivrent les
messages dans l’ordre dans lequel ils sont envoyés (FIFO). Les processus commu-
niquent en s’échangeant des messages. Les évènements associés aux émissions et ré-
ceptions de messages sont partiellement ordonnés par la relation de précédence cau-
sale de Lamport (1978). Les fautes considérées sont des pannes franches de processus
et plusieurs fautes simultanées sont possibles.
2.2. Principes des protocoles de recouvrement arrière pour les applications à
échange de messages
Les techniques de recouvrement arrière sont fondées sur la sauvegarde de l’image
des processus au cours de l’exécution normale de l’application, pour pouvoir redé-
marrer depuis un point intermédiaire de l’exécution après une défaillance et ainsi
éviter de perdre tous les calculs déjà effectués. L’image d’un processus est appelée
point de reprise. Les points de reprises sont sauvegardés sur un support de stockage
stable (Lampson et al., 1979) pour pouvoir être récupérés après une défaillance. Les
communications entre les processus rendant l’état de ceux-ci interdépendants, un pro-
tocole est nécessaire pour assurer qu’un état global cohérent puisse être trouvé après
une défaillance.
2.2.1. État global cohérent et messages orphelins
Un état global cohérent peut être simplement défini comme un état de l’application
qui aurait pu être vu lors d’une exécution sans fautes. Si un événement est inclus
dans un état global cohérent, alors tous les événements précédant causalement cet
évènement le sont aussi. Dans le contexte d’une application composée de processus
communiquant par échange de messages, la notion d’état global cohérent est associée
à celle de message orphelin. Un message est orphelin si l’évènement associé à la
réception d’un message fait partie de l’état global alors que l’évènement associé à son
émission n’en fait pas partie. Un état global cohérent est alors un état sans message
orphelin.
2.2.2. Protocoles de sauvegarde de points de reprise
La première famille de protocoles de recouvrement arrière sont les protocoles de
sauvegarde de points de reprise non coordonnés (Bhargava et al., 1988). Les processus
sauvegardent des points de reprise de manière indépendante lors de l’exécution de
l’application. Quand une faute se produit, le protocole tente de trouver un état global
cohérent à partir de l’ensemble des points de reprise de processus indépendants qui
ont été sauvegardés lors de l’exécution. Cependant, rien ne garantit qu’un état global
cohérent autre que l’état initial de l’application puisse être trouvé. Le retour arrière
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d’un processus peut alors entraîner une cascade de retours arrière sur l’ensemble des
processus : c’est l’effet domino (Randell, 1975).
Pour éviter cet effet domino, les protocoles de sauvegarde de points de reprise co-
ordonnés assurent que l’état global sauvegardé soit cohérent. La coordination des pro-
cessus au moment de la sauvegarde peut être bloquante (Tamir et al., 1984), non blo-
quante (Chandy et al., 1985) ou temporelle (Neves et al., 1996). En cas de défaillance,
tous les processus redémarrent depuis le dernier état global cohérent sauvegardé. En
prenant en compte les dépendances causales entre les processus, il est théoriquement
possible de ne faire revenir en arrière que les processus dont l’état dépend de celui du
processus fautif (Koo et al., 1986).
Les protocoles de sauvegarde de points de reprise causaux assurent la sauvegarde
d’un état global cohérent sans synchronisation explicite des processus (Briatico et
al., 1984). Des informations sont attachées sur chaque message, pour que le récepteur
puisse déterminer si un nouveau message arrivant est susceptible de devenir orphelin,
et ainsi puisse prendre un point de reprise en conséquence. La sauvegarde des points de
reprise est alors dirigée par les schémas de communications au sein des applications.
2.2.3. Protocoles à enregistrement de messages
Les protocoles de sauvegarde de points de reprise considèrent un modèle d’exécu-
tion des applications non déterministe. En considérant un modèle d’exécution déter-
ministe par morceaux (voir paragraphe 2.3), il est possible de définir une autre famille
de protocoles de recouvrement arrière : les protocoles à enregistrement de messages,
aussi appelés protocoles de journalisation.
Une application est déterministe par morceaux si il est possible de capturer, sau-
vegarder et rejouer après une défaillance, tous les évènements non déterministes se
produisant au cours de l’exécution de l’application. Dans les applications de calcul
haute performance à échange de messages, ces événements se réduisent la plupart du
temps à la réception des messages. Ainsi, après une défaillance, il est possible de ré-
tablir le processus dans l’état précédant la faute, en rejouant la même séquence de
messages que lors de la première exécution.
Dans les protocoles à enregistrement de messages, le contenu de tous les messages
ainsi que les informations nécessaires pour les rejouer dans le même ordre, c’est-à-dire
les déterminants des messages (Alvisi et al., 1998), sont sauvegardés. Ces protocoles
peuvent être combinés avec des points de reprise non coordonnés, sans risque d’ef-
fet domino. Les points de reprise servent à limiter l’étendu du retour arrière en cas
de défaillances, et permettent de réduire le taille des journaux. L’enregistrement de
message fondé sur l’émetteur (Johnson et al., 1987) permet de sauvegarder le contenu
des messages dans la mémoire de leurs émetteurs. Ainsi, seuls les déterminants des
messages sont sauvegardés sur support stable.
Les protocoles à enregistrement de messages se divisent en trois types : opti-
mistes, pessimistes et causaux. Ils se différencient par la manière de traiter les dé-
terminants (Alvisi et al., 1998). Les protocoles optimistes sauvegardent les détermi-
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nants de manière asynchrone sur support stable. En cas de défaillance, des déter-
minants peuvent être perdus, entraînant la création de messages orphelins. Tous les
processus dépendant de messages orphelins doivent alors effectuer un retour arrière.
Pour accélérer la recherche des processus dépendants de messages orphelins après
une défaillance, les dépendances entre les processus de l’application sont en général
tracées durant l’exécution normale au moyen de vecteurs de dépendances (Strom et
al., 1985; Sistla et al., 1989) ou de vecteurs d’horloge tolérants aux fautes (Damani
et al., 1996; Smith et al., 1996) attachés à chaque message. Dans les protocoles
pessimistes, les déterminants sont sauvegardés de manière synchrone sur support
stable (Borg et al., 1983). Ainsi, une défaillance ne peut pas créer de messages or-
phelins : seuls les processus fautifs reviennent en arrière. Les protocoles causaux
assurent aussi l’absence de messages orphelins après une défaillance. Pour cela, ils
attachent sur chaque message, toutes les informations nécessaires au rejeu du mes-
sage (Elnozahy et al., 1992), c’est-à-dire les déterminants des messages dont il dé-
pend.
Nous regroupons l’ensemble des protocoles décrits dans ce paragraphe sous le nom
de protocoles de recouvrement arrière “à plat”, car dans toutes ces solutions le même
protocole est exécuté sur tous les canaux de communication.
2.3. Déterminisme des applications à échange de messages
Comme nous l’avons vu précédemment, le modèle d’exécution des applications
considéré a des conséquences sur le type de protocoles qui peut être conçu, et donc
sur ses caractéristiques. Dans toutes les familles de protocoles que nous avons pré-
sentés jusqu’ici, l’exécution des applications est considérée comme non déterministe.
Plus précisément, les protocoles de sauvegarde de points de reprise ne font aucune
supposition sur le déterminisme des applications :
Définition 1 (Modèle d’exécution non déterministe). L’exécution d’une application
est considérée comme non déterministe par les protocoles de recouvrement arrière, si
elle peut inclure des évènements non déterminismes dont il est impossible de garantir
le rejeu à l’identique après une défaillance.
Les protocoles à enregistrement de messages ne font pas non plus de suppositions
sur le déterminisme de l’exécution des applications. Cependant, ils considèrent un
modèle d’exécution un peu différent. Ils supposent que l’exécution des applications
peut être modélisée comme une exécution déterministe par morceaux :
Définition 2 (Modèle d’exécution déterministe par morceaux). L’exécution d’une ap-
plication est déterministe par morceaux si tous les évènements non déterministes se
produisant durant l’exécution peuvent être enregistrés pour être rejoués à l’identique
après une défaillance.
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Pour améliorer les protocoles de recouvrement arrière dans le cadre de l’exécution
d’applications MPI de calcul haute performance, des travaux récents tentent de trouver
un modèle d’exécution plus proche du comportement réel de ces applications.
Bouteiller et al. (2010) ont proposé de raffiner le modèle d’exécution déterministe
par morceaux pour prendre en compte la sémantique de l’interface MPI. Dans les tra-
vaux considérant une exécution déterministe par morceaux précédemment cités, un
évènement non déterministe est associé à la réception de chaque message. Cependant
la plupart des primitives de communication MPI ont un comportement déterministe.
Seul l’émission d’une requête de réception de message dans laquelle l’émetteur du
message n’est pas précisée (utilisation de MPI_ANY_SOURCE), ou la complétion
asynchrone d’une requête de réception (par exemple, utilisation de MPI_Test() ou
MPI_Wait_Any()) impliquent un comportement non déterministe. Ainsi, en utilisant
ce modèle, les protocoles à enregistrement de messages ont beaucoup moins d’évè-
nements non déterministes à enregistrer que dans le modèle classique, ce qui permet
d’améliorer leurs performances (Bouteiller et al., 2009).
Cappello et al. (2010) ont proposé un nouveau modèle de déterminisme, appelé dé-
terminisme des émissions, pour mieux représenter le fonctionnement des applications
parallèles de calcul scientifique.
Définition 3 (Modèle d’exécution à émissions déterministes). L’exécution d’une ap-
plication est à émissions déterministes, si pour un ensemble de paramètres d’entrée
donné, la séquence des émissions de messages de chaque processus est la même pour
toute exécution correcte.
L’analyse d’un ensemble représentatif d’applications MPI de calcul scientifique a
montré qu’une grande majorité d’entre elles ont une exécution à émissions détermi-
nistes (Cappello et al., 2010). En s’appuyant sur cette propriété, il a été montré qu’il
est possible de concevoir un protocole de sauvegarde de points de reprise non coor-
donné qui ne souffre pas de l’effet domino, et ce en ne sauvegardant le contenu que de
quelques messages dans la mémoire de leur émetteur (Guermouche et al., 2011).
3. Tolérance aux fautes dans les supers-calculateurs
Les machines parallèles de très grande taille ont besoin de solutions de tolérance
aux fautes adaptées. Les travaux analysant ces besoins dans le cadre d’études sur les
futures machines exaflopiques ont mis en évidence plusieurs point cruciaux (Kogge
et al., 2008; Elnozahy et al., 2008; Cappello, 2009). Dans ce paragraphe, nous nous
appuyons notamment sur ces études pour déterminer un ensemble de propriétés sou-
haitées pour un protocole de recouvrement arrière dans ce contexte. Nous analysons
ensuite les familles de protocoles présentées dans le paragraphe 2 et montrons qu’ils
ne peuvent fournir toutes les propriétés désirées.
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3.1. Propriétés souhaitées
Dans la perspective de l’exécution d’applications parallèles sur des machines exa-
flopiques, trois enjeux majeurs sont associés à la tolérance aux fautes : (i) les perfor-
mances de l’application ; (ii) la gestion de l’espace de stockage et plus particulièrement
de la mémoire ; (iii) la consommation d’énergie.
3.1.1. Performances en fonctionnement normal
Nous considérons trois sources principales de dégradation des performances d’une
application en fonctionnement normal pour un protocole de recouvrement arrière.
Congestion à la sauvegarde des points de reprise : Les protocoles de recouvre-
ment arrière où la sauvegarde des points de reprise des différents processus
de l’application se fait au même moment peuvent entraîner une dégradation des
performances de l’application, due à la congestion du serveur de stockage. Old-
field et al. (2007) ont montré à partir des caractéristiques des supers-calculateurs
actuels, et en considérant l’évolution vers les machines exaflopiques, que près
de 50% du temps d’exécution pourrait être dédié à la sauvegarde des points de
reprise. Il est donc important de pouvoir ordonnancer la sauvegarde des points
de reprise des processus pour éviter cette congestion.
Données attachées sur les messages applicatifs : Certains protocoles ont besoin
d’attacher des données sur les messages applicatifs. Il a été montré que quand
la taille de ces données devient importante, ceci peut grandement pénaliser les
performances des applications (Ropars et al., 2009). Cependant attaché une pe-
tite quantité de données sur chaque message, par exemple un ou deux entiers, a
un faible impact sur les performances (Guermouche et al., 2011).
Synchronisations avec un serveur de stockage stable : Au-delà de la sauvegarde
des points de reprise, les protocoles à enregistrement de messages doivent sau-
vegarder des données supplémentaires sur support stable durant l’exécution de
l’application. Ces sauvegardes peuvent aussi dégrader les performances de l’ap-
plication.
3.1.2. Stockage de données
Les données à sauvegarder par les protocoles de recouvrement arrière sont prin-
cipalement les points de reprise des processus et le contenu des messages. Les deux
principaux problèmes que nous associons à la sauvegarde de ces données sont l’uti-
lisation de l’espace mémoire des noeuds d’exécution pour la sauvegarde des données
à court terme, et de l’espace de stockage pour la sauvegarde des données de manière
stable.
Sauvegardes en mémoire : Les protocoles de recouvrement arrière peuvent avoir un
certains nombre de données à stocker qui n’ont pas besoin d’être sauvegardées
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de manière stable. Dans ce cas, pour des raisons de performances, ces données
peuvent être sauvegardées dans la mémoire des nœuds d’exécution au lieu de
les écrire sur support stable. Cependant, plusieurs rapports concernant les ar-
chitectures exaflopiques mentionnent une réduction de la mémoire par cœur par
rapport à la situation actuelle (Kogge et al., 2008). L’espace mémoire doit donc
être économisé.
Efficacité du ramasse-miettes : Pour limiter l’espace de stockage utilisé, il est im-
portant de pouvoir supprimer les données obsolètes. Une donnée sauvegardée
par un protocole de recouvrement arrière devient obsolète, quand il est certain
qu’aucun retour arrière ne peut ramener l’application dans un état où cette don-
née serait nécessaire. Dans cet article, nous appelons ligne de recouvrement mi-
nimale, l’état global au-delà duquel l’application ne reviendra pas, quelles que
soient les défaillances. Les données concernant un état précédent cette ligne de
recouvrement minimale peuvent être supprimées. Il est donc important qu’un
protocole de recouvrement arrière garantisse la progression de la ligne de re-
couvrement minimale.
3.1.3. Consommation d’énergie
Dans notre étude, nous considérons que la principale source de consommation
supplémentaire d’énergie liée à la tolérance aux fautes sont les retours arrière. D’autres
points peuvent avoir un impact sur la consommation d’énergie, comme les surcoûts
sur les performances qui impliquent un temps d’exécution plus long, ou le coût de
la sauvegarde des données. Mais les surcoûts liés aux performances sont déjà pris
en compte dans les critères définis dans le paragraphe 3.1.1. et il n’existe à notre
connaissance pas de modèle dans la littérature pour évaluer le second.
Confinement des défaillances : Les retours arrières peuvent être limités dans le
temps et dans l’espace. Limiter les retours arrière dans le temps implique d’aug-
menter la fréquence de sauvegarde des points de reprise des processus. Des tra-
vaux se sont intéressés au calcul d’un intervalle de sauvegarde de points de re-
prise optimal (Daly, 2006). Cependant, ces travaux ne sont applicables qu’aux
protocoles de sauvegarde de points de reprise coordonnés, car ils considèrent
chaque point de reprise comme la sauvegarde de l’état de toute l’application.
C’est pourquoi nous nous concentrons sur la limitation des retours arrière dans
l’espace. Pour cela, un protocole de recouvrement arrière doit être capable de
confiner les conséquences d’une défaillance.
3.2. Évaluation des protocoles de recouvrement arrière “à plat”
Le tableau 1 présente les propriétés des protocoles de recouvrement arrière décrits
dans le paragraphe 2. Au lieu de considérer les propriétés théoriques des protocoles,
nous avons étudié les résultats observés lors de l’utilisation de ces protocoles pour
l’exécution d’applications de calcul haute performance.
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Le principal problème des protocoles de sauvegarde de points de reprise est qu’ils
ne permettent pas de confiner les défaillances. En utilisant la solution proposée par
Koo et al. (1986), il est théoriquement possible de ne faire redémarrer qu’un sous en-
semble des processus après une défaillance en utilisant un protocole de sauvegarde de
points de reprise coordonnés : seuls les processus dépendant causalement d’un proces-
sus fautif doivent redémarrer. Cependant les expériences présentées par Guermouche
et al. (2011) montrent que lors de l’exécution des NAS Parallel Benchmarks, tous
les processus de l’application deviennent causalement dépendants très rapidement au
cours de l’exécution. Ceci implique que les protocoles n’utilisant pas d’enregistrement
de messages ne peuvent pas confiner les défaillances.
Les protocoles de sauvegarde de points de reprise induits par les communications
ont été conçus pour assurer la présence d’un état global cohérent sans synchronisation
explicite des processus. Cependant, l’évaluation de ce type de protocoles avec des
applications de calcul haute performance montre que le nombre de points de reprise
forcés pour assurer la présence d’un état global cohérent est bien supérieur au nombre
de points de reprise pris indépendamment (Alvisi et al., 1999). Ils ne permettent donc
pas d’ordonnancer la sauvegarde de points de reprise.
Il est important de noter que des solutions existent pour limiter la congestion du
serveur de stockage à la sauvegarde des points de reprise dans un protocole coordonné.
Des solutions de sauvegarde de points de reprise à plusieurs niveaux (Moody et al.,
2010) sauvegardent certains points de reprise sur les supports de stockage locaux des
nœuds d’exécution (mémoire vive, disque Flash), pour limiter la surcharge du serveur
de stockage. Il s’agit alors d’un compromis car ces solutions de stockage tolèrent
moins de fautes.
Les protocoles à enregistrement de messages permettent de confiner les dé-
faillances. Avec un protocole à enregistrement de messages pessimiste ou causal,
seuls les processus fautifs effectuent un retour arrière après une défaillance. De plus,
ils peuvent être combinés avec un protocole de sauvegarde de points de reprise non
coordonnés sans risque d’effet domino, et permettent donc d’ordonnancer la sauve-
garde des points de reprise. Le principal problème vient alors du coût de la sauvegarde
des messages. Pour rendre ce coût acceptable, il est indispensable de sauvegarder le
contenu des messages dans la mémoire de leur émetteur, ce qui est très coûteux en
espace mémoire. De plus, la sauvegarde des déterminants sur support stable entraîne
souvent une dégradation, même en essayant de mettre en œuvre cette sauvegarde de
manière distribuée pour améliorer ce point (Ropars et al., 2011b).
L’utilisation du modèle d’exécution proposé par Bouteiller et al. (2010) permet
de limiter le nombre de déterminants à sauvegarder au cours de l’exécution de l’ap-
plication et donc l’impact sur les performances (Bouteiller et al., 2009). Cependant,
il n’est pas certain que cette solution permette de réduire suffisamment le nombre de
déterminants à large échelle et pour toutes les applications.
Pour se rapprocher d’un protocole ayant toutes les propriétés requises pour l’exé-
cution d’applications parallèles à large échelle, nous avons proposé un protocole de
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Tableau 1. Évaluation des protocoles de recouvrement arrière “à plat”
sauvegarde de points de reprise non coordonnés (Guermouche et al., 2011), exploi-
tant le modèle d’exécution à émissions déterministes (définition 3). Comme c’est un
protocole de sauvegarde de points de reprise non coordonnés, il permet d’ordonnan-
cer la sauvegarde des points de reprise. Les points de reprise de chaque processus
sont identifiés par leur numéro d’époque, incrémenté à chaque nouveau point de re-
prise. Ce protocole assure que les points de reprise de processus avec le même numéro
d’époque font partie d’un état global cohérent. Pour rendre cet état global cohérent, et
ainsi éviter l’effet domino, le contenu des messages dont l’époque d’émission est infé-
rieure à l’époque de réception est enregistré dans la mémoire de l’émetteur. Ainsi seul
le contenu d’un sous ensemble des messages est sauvegardé. De plus, ce protocole
utilise les propriétés du déterminisme des émissions pour ne pas enregistrer les déter-
minants des messages, évitant ainsi toute synchronisation avec un support de stockage
stable, si ce n’est pour la sauvegarde des points de reprise. Le problème principal de
ce protocole est que, par défaut, il ne permet pas de confiner les défaillances. Nous
avons proposé une utilisation de ce protocole fondée sur le découpage des processus
de l’application en groupes. En attribuant à chaque groupe une époque initiale diffé-
rente, cette solution force l’enregistrement de tous les messages allant d’un groupe
vers un groupe dans une époque supérieure. Ainsi en cas de défaillance d’un proces-
sus, seuls les processus du même groupe, et des groupes ayant une époque supérieure,
doivent effectuer un retour arrière. Cette solution permet de confiner partiellement les
défaillances en n’enregistrant qu’une sous partie des messages. Cependant si le pro-
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cessus fautif appartient au groupe avec la plus petite époque, tous les processus de
l’application doivent effectuer un retour arrière.
4. État de l’art des protocoles de recouvrement arrières hiérarchiques
Vaidya (1993) a défini la notion de protocole de recouvrement arrière hybride.
Contrairement aux protocoles “à plat” décrits dans les paragraphes précédent, deux
protocoles différents sont utilisés selon les canaux de communications. Des groupes
sont définis au sein des processus de l’application. Un protocole de recouvrement
arrière local est utilisé au sein de chaque groupe, et un protocole de recouvrement
arrière global est appliqué entre les groupes. Dans cet article, nous choisissons le
terme de protocole hiérarchique plutôt que protocole hybride pour mieux exprimer
l’idée de combinaison d’un protocole local et d’un protocole global. L’objectif des
protocoles hiérarchiques est de tenter de combiner les avantages de deux protocoles
“à plat”.
4.1. Choix des groupes de processus
La manière de regrouper les processus est indépendante du choix des protocoles
utilisés. Cependant, dans la plupart des cas, les groupes sont choisis de manière à ce
que les processus communiquant fréquemment entre eux soient dans le même groupe.
Certains regroupements sont fondés sur l’aspect hiérarchique des architectures vi-
sées : dans les architectures de type fédération de grappes de calcul, tous les pro-
cessus s’exécutant sur la même grappe peuvent appartenir au même groupe (Monnet
et al., 2004; Gupta et al., 2011; Ropars et al., 2008). Il est alors supposé que les
communications au sein des grappes de calcul sont plus nombreuses que les commu-
nications entre processus appartement à différentes grappes. D’autres solutions ana-
lysent directement les schémas de communications des applications pour former les
groupes (Ho et al., 2008). Enfin, une solution consiste à regrouper les processus ayant
une forte probabilité de subir une défaillance au même moment, typiquement les pro-
cessus s’exécutant sur les cœurs d’un même nœud (Bouteiller et al., 2011b).
Nous avons proposé une solution pour choisir automatiquement les groupes de
processus pour une application, à partir du graphe de communication de cette appli-
cation (Ropars et al., 2011a). Cette solution prend en paramètre une fonction de coût
qui lui permet de trouver un découpage adapté aux caractéristiques du protocole hié-
rarchique visé. Nous donnons plus de détails sur cette solution dans le paragraphe
6.
4.2. Description des protocoles de recouvrement arrière hiérarchiques existants
Nous classons les protocoles de recouvrement arrière hiérarchiques existant selon
le type de protocole utilisé au niveau local et au niveau global. Certains protocoles
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hiérarchiques combinent le même type de protocole aux deux niveaux (Gao et al.,
2007; Ropars et al., 2008; Bhatia et al., 2003). Nous ignorons ces protocoles dans
notre étude car ce type de solution ne change pas fondamentalement les propriétés des
protocoles, mais améliore juste le passage à l’échelle.
Dans les protocoles hiérarchiques existants, le protocole utilisé au niveau local
est toujours un protocole de sauvegarde de points de reprise coordonnés. Comme les
groupes rassemblent les processus communiquant fréquemment entre eux et/ou les
processus ayant une forte probabilité de subir une défaillance au même moment, un
protocole coordonné est le plus adapté. Comme il est inutile d’essayer de confiner
les défaillances, c’est le type de protocole qui offre les meilleures performances en
fonctionnement normal tout en minimisant l’espace de stockage utilisé. Nous présen-
tons, dans un premier temps, les solutions utilisant un autre protocole de sauvegarde
de points de reprise au niveau global, puis les solutions utilisant un protocole à enre-
gistrement de messages.
4.2.1. Sauvegarde de points de reprise au niveau global
Monnet et al. (2004) et Gupta et al. (2011) ont proposé d’utiliser un protocole
de sauvegarde de points de reprise induit par les communications au niveau global.
Ces deux protocoles visent des systèmes de type fédération de grappes de calcul et se
différencient seulement par la manière de calculer la ligne de recouvrement après une
défaillance. Ces deux protocoles souffrent des problèmes que nous avons énoncés dans
le paragraphe 3.2 pour les protocoles de sauvegarde de points de reprise induits par les
communications. Ils ne permettent pas en pratique d’ordonnancer la sauvegarde des
points de reprise et ils ne permettent pas de confiner les défaillances.
4.2.2. Enregistrement de messages au niveau global
La plupart des protocoles présentés dans ce paragraphe considèrent le modèle
d’exécution déterministe par morceaux (définition 2). Bouteiller et al. (2011b) ont
montré que, dans ce modèle, pour être capable de redémarrer une application en uti-
lisant un protocole hiérarchique combinant sauvegarde de points de reprise au niveau
local et protocole à enregistrement de messages au niveau global, il faut sauvegarder
les déterminants de tous les messages de l’application, y compris ceux échangés au
sein des groupes.
Vaidya (1993) fut le premier à combiner protocole de sauvegarde de points de
reprise coordonnés au niveau local et enregistrement de messages au niveau global.
Il proposa d’utiliser un protocole à enregistrement de messages optimiste. Cependant,
ce type de protocole ne permet pas de confiner les défaillances.
D’autres protocoles utilisent un protocole pessimiste entre les groupes pour as-
surer que la défaillance d’un processus ne fasse revenir en arrière que les processus
du groupe auquel il appartient (Yang et al., 2009; Meneses et al., 2010; Bouteiller
et al., 2011b). Yang et al. (2009) proposent une solution inspirée des protocoles à
enregistrement de messages causaux pour gérer les déterminants des messages intra-
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groupe. Les déterminants qui ne sont pas encore sauvegardés sur support stable, et
dont un message dépend, sont attachés sur ce message. Quand un message doit être
envoyé vers un autre groupe, tous les déterminants des messages dont il dépend sont
préalablement sauvegardés sur support stable. L’alternative consiste à gérer ces déter-
minants de manière pessimiste (Meneses et al., 2010; Bouteiller et al., 2011b), ce qui
implique des synchronisations plus fréquentes avec le serveur de stockage, mais évite
d’attacher des données sur les messages.
Enfin d’autres protocoles qui combinent sauvegarde de points de reprise coordon-
nés et enregistrement de messages, ne sauvegardent pas les déterminants des messages
échangés au niveau local (Ho et al., 2008; Gupta et al., 2008). Ces protocoles ne sont
valides que pour des applications complètement déterministes.
4.3. Évaluation des protocoles de recouvrement arrière hiérarchiques
Nous utilisons les critères présentés dans le paragraphe 3.1.1 pour évaluer les pro-
tocoles hiérarchiques existants. Le tableau 2 présente cette évaluation. Dans cette éva-
luation, nous ne considérons pas les protocoles ne fonctionnant que pour des applica-
tions complètement déterministes. Nous ne traitons pas non plus les protocoles pré-
sentés par Bouteiller et al. (2011b) et par Gupta et al. (2011) car, du point de vue de
notre étude, ils sont identiques aux protocoles présentés par Meneses et al. (2010) et
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Tableau 2. Évaluation des protocoles de recouvrement arrière hiérarchiques
Cette évaluation montre qu’aucun protocole existant n’arrive à fournir toutes les
propriétés souhaitées dans le cadre de l’exécution d’applications parallèles sur des
super-calculateurs de très grande taille. L’utilisation d’un protocole de sauvegarde
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de points de reprise induit par les communications au niveau global ne permet pas
d’ordonnancer les points de reprise ni de confiner les défaillances. L’utilisation d’un
protocole à enregistrement messages au niveau global est une solution plus attractive.
Tout d’abord, cette solution permet l’ordonnancement des points de reprise, c’est-à-
dire que la sauvegarde des points de reprise coordonnés de chaque groupe peut être
faite de manière indépendante. Ensuite, elle assure le confinement des conséquences
d’une défaillance au groupe où cette défaillance s’est produite, si le protocole à enre-
gistrement de messages choisi n’est pas un protocole optimiste.
Le principal point négatif des protocoles proposés par (Yang et al., 2009) et
(Meneses et al., 2010) est lié à la gestion des déterminants des messages internes
aux groupes, qui peut avoir un impact sur les performances des applications en fonc-
tionnement normal. Il est aussi important de noter que pour ces protocoles, l’efficacité
du confinement des défaillances est proportionnel à la taille des groupes. Cependant
réduire la taille des groupes a pour conséquence d’augmenter le nombre de messages
inter-groupe, et donc l’espace mémoire utilisé pour sauvegarder le contenu de ces
messages. Un compromis doit être trouvé à ce niveau.
Dans le paragraphe 5, nous décrivons HydEE, un protocole de recouvrement ar-
rière hiérarchique combinant sauvegarde de points de reprise coordonnés au niveau
local, et enregistrement de messages au niveau global. HydEE est fondé sur le modèle
d’exécution à émissions déterministe (définition 3), pour assurer le bon redémarrage
des applications après une défaillance, tout en ne sauvegardant aucun déterminant du-
rant l’exécution normale de l’application. Dans le paragraphe 6, nous présentons une
évaluation de HydEE montrant sur un ensemble représentatif d’applications le com-
promis qui peut être trouvé entre taille des groupes et quantité de messages enregistrés
5. Un protocole de recouvrement arrière hiérarchique pour applications à
échange de messages avec émissions déterministes
Nous proposons un nouveau protocole hiérarchique, nommé HydEE, fondé sur la
combinaison d’un protocole de sauvegarde de points de reprise coordonnés au niveau
local et d’un protocole à enregistrement de messages au niveau global. Ce protocole
considère le modèle d’exécution à émissions déterministes (définition 3).
5.1. HydEE en fonctionnement normal
L’algorithme 1 décrit le fonctionnement de HydEE lors d’une exécution normale,
c’est-à-dire quand il n’y a pas de fautes. Dans ce protocole, le contenu des messages
échangés entre les groupes est enregistré au niveau de l’émetteur. Quand un proces-
sus envoie un message à un processus appartenant à un autre groupe, il enregistre le
contenu du message dans sa mémoire. À chaque processus est associé une date qui
est incrémentée à chaque émission ou réception de message. La date d’émission des
messages inter-groupe est également enregistrée afin d’identifier les messages à ren-
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voyer en cas de défaillance. Au sein d’un groupe, le protocole utilisé est un protocole
de sauvegarde de points de reprise coordonnés. Notons que le choix du protocole co-
ordonné utilisé est indépendant de notre protocole. C’est pourquoi, dans un souci de
simplicité, nous n’incluons pas la sauvegarde des points de reprise coordonnés dans
le pseudo-code décrivant notre protocole. Le calcul d’un état global cohérent n’a pas
besoin de tenir compte des messages inter-groupe car ils sont sauvegardés dans la mé-
moire de leur émetteur. Au moment de la sauvegarde d’un point de reprise sur support
stable, sont aussi sauvegardés les messages ayant été copiés en mémoire.
Algorithm 1 Algorithme des processus de l’application en fonctionnement normal
Variables Locales:
1: Pi {Identifiant du processus i}
2: Groupei {Groupe auquel le processus i appartient}
3: datei ← 0 {Date du processus i}
4: phasei ← 0 {Phase du processus i}
5: enregistresi ← ∅ {Ensemble des messages enregistrés par le processus i}
6:
7: Envoyer le message msg au processus Pj
8: datei ← datei + 1
9: si Groupei 6= Groupej alors
10: Enregistrer msg et datei dans enregistresi
11: Envoyer(msg, datei, phasei, Groupei) au processus Pj
12:
13: Délivrer le message (msg, datemsg , phasemsg , Groupemsg) du processus Pj
14: datei ← datei + 1
15: si Groupei 6= Groupemsg alors
16: phasei ← maximum(phasei, phasemsg + 1)
17: sinon
18: phasei ← maximum(phasei, phasemsg)
19: Délivrer msg à l’application
5.2. HydEE en redémarrage
Lorsqu’un processus subit une défaillance, tous les processus du même groupe
font un retour arrière. Les processus des autres groupes ne font pas de retour arrière
car : 1) les messages destinés aux processus du groupe fautif ont été enregistrés et 2)
le déterminisme des émissions assure que les messages devenus orphelins lors du re-
tour arrière restent valides. Cependant, le protocole doit garantir que l’ordre causal des
messages soit respecté lors du rejeu. En d’autres termes, si l’émission d’un message
m′ dépend de la réception d’un message m, il faut assurer que durant le redémar-
rage, m′ n’est pas renvoyé avant que m ne soit reçu. Afin d’illustrer le problème, la
figure 1 présente une exécution avec 8 processus divisés en 3 groupes. La figure 2 est
la représentation temporelle de la figure 1. Sur ces figures, les indices des messages
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représentent leur ordre causal. Les messages m1, m3 et m7 sont des messages inter-
groupe. Dans une exécution sans faute, les messages m3 et m7 ne peuvent être émis
avant la réception de m1 et m3 respectivement. Après la défaillance d’un processus
duGroupe2, tous les processus de ce groupe effectuent un retour arrière vers leur der-
nier point de reprise. Le message m3 devient donc un message orphelin. Cependant,
comme le déterminisme des émissions assure l’existence du même message m3 dans
toute exécution correcte, les processus du Groupe3 ne font pas de retour arrière pour
recevoir m3 à nouveau. Le message enregistré m7 pourrait donc être renvoyé avant
m1 et entraînant la réception dem8 avantm2. Cependant, étant donné quem8 dépend
de m2, l’exécution ne serait plus cohérente.

















































Figure 2. Représentation temporelle du scénario d’exécution
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La différence entre une exécution en fonctionnement normal et en redémarrage
réside dans l’existence des messages orphelins : les processus du Groupe3 n’ont pas
besoin de recevoir m3 pour envoyer leurs messages enregistrés. C’est pourquoi il est
nécessaire d’avoir un moyen de savoir quand un message dépend d’un message or-
phelin.
Afin de garantir que la causalité est respectée, nous adaptons la technique que nous
avons proposé dans (Guermouche et al., 2011) : utiliser des numéros de phase pour
indiquer qu’un message dépend d’un potentiel orphelin. Un message m′ dépendant
d’un message m qui vient d’un autre groupe doit avoir un numéro de phase supérieur
à celui dem. Durant le redémarrage,m′ ne sera pas renvoyé tant que tous les messages
orphelins à une phase inférieure à la sienne ne sont pas rejoués.
Les phases sont mises en œuvre de cette manière : chaque processus se voit attri-
buer un numéro de phase qui est attaché à chaque message qu’il envoie. La phase du
processus est mise à jour chaque fois qu’il reçoit un message, comme suit :
– si le message vient du même groupe et qu’il a une phase supérieure, le processus
prend la phase du message.
– si la phase vient d’un autre groupe, il prend le maximum entre la phase du mes-
sage incrémentée de 1 et sa propre phase.
Le fonctionnement des phases est illustré sur la figure 2. Les numéros encadrés
sont les numéros de phase. Après la défaillance des processus duGroupe2, le message
enregistrém1 est le seul qui peut être envoyé étant donné qu’il est le seul message dont
la phase est inférieure à celle du message orphelin m3. Une fois que le message m3
est rejoué, le message m7 peut être renvoyé. L’ordre causal est ainsi garanti.
L’algorithme 2 décrit le fonctionnement des processus appartenant au groupe ef-
fectuant un retour arrière après une défaillance. L’algorithme 3 décrit lui le fonction-
nement des processus appartenant aux autres groupes pendant cette phase de recou-
vrement arrière après une défaillance.
Afin d’assurer que les messages sont rejoués selon l’ordre causal après une dé-
faillance, un processus appelé processus de redémarrage est utilisé. Son fonctionne-
ment est décrit par l’algorithme 4. Le processus de redémarrage assure qu’un message
inter-groupe ne peut être ré-émis tant qu’il y a des messages orphelins à une phase
inférieure à la sienne. Pour ce faire, tous les processus de l’application lui envoie les
phases des messages enregistrés qu’ils doivent renvoyer, ainsi que la phase des mes-
sages reçus qui deviennent orphelins. Une fois que le processus de redémarrage a
reçu toutes ces données, il peut commencer la phase de notification. Afin de pouvoir
renvoyer un message qui est à la phase i, il faut s’assurer que tous les messages or-
phelins à une phase inférieure ont bien été rejoués. Au lieu de renvoyer les messages
orphelins, c’est-à-dire les messages qui ont déjà été reçus, les processus en cours de
redémarrage envoient une notification au processus de redémarrage (ligne 16 de l’al-
gorithme 2). Une fois que le processus de redémarrage reçoit toutes les notifications
pour une phase, il notifie tous les processus qui ont des messages à envoyer à des
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Algorithm 2 Algorithme des processus en redémarrage
Variables Locales:
1: Pi {Identifiant du processus i}
2: Groupei {Groupe auquel le processus i appartient}
3: datei ← dater {Date du processus i initialisée à la date du point de reprise}
4: phasei ← phaser {Phase du processus i initialisée à la date du point de reprise}
5: enregistresi ← ∅ {Ensemble des messages enregistrés par le processus i}
6:
7: Au redémarrage du processus Pi
8: Envoyer (Redemarrage, datei, Groupei) à tous les processus Pj tels que
Groupei 6= Groupej
9: Envoyer (Phase_Courante, phasei) au processus de redémarrage
10: Attendre (Notification, phasei) du processus de redémarrage
11:
12: Envoyer le message msg au processus Pj
13: datei ← datei + 1
14: si Groupei 6= Groupej alors
15: Enregistrer msg et datei dans enregistresi
16: Envoyer (Notification, phasei) au processus de redémarrage
17: sinon
18: Envoyer(msg, datei, phasei, Groupei) au processus Pj
19:
20: Délivrer le message (msg, datemsg , phasemsg , Groupemsg) du processus Pj
21: datei ← datei + 1
22: si Groupei 6= Groupemsg alors
23: phasei ← maximum(phasei, phasemsg + 1)
24: sinon
25: phasei ← maximum(phasei, phasemsg)
26: Délivrer msg à l’application
phases inférieures ou égales à la nouvelle phase où il n’y a plus de message orphe-
lin (ligne 18 de l’algorithme 4). Sur la figure 1, lorsque les processus du Groupe 2
reviennent en arrière à la suite d’une défaillance, les messages m1 et m7 sont à ren-
voyer. La phase de m1 est 1 alors que celle de m7 est 3. Étant donné qu’il n’y a pas
de messages orphelins à une phase inférieure à 1, m1 est rejoué. Cependant m7 ne
pourra être rejoué que lorsque la notification correspondant au rejeu du message m3
aura été reçue par le processus de redémarrage. À noter enfin que même les processus
n’effectuant pas de retour arrière sont bloqués dans l’attente d’une notification pour
leur phase courante de la part du processus de redémarrage, ceci pour assurer qu’ils
n’envoient pas de nouveaux messages qui pourraient dépendre de messages orphelins
(ligne 11 de l’algorithme 3).
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Algorithm 3 Algorithme des autres processus pendant le redémarrage
Variables Locales:
1: enregistresi {Ensemble des messages enregistrés par le processus i}
2: rejoueri ← ∅ {Liste de messages à rejouer}
3:
4: Sur réception de (Redemarrage,phasej ,Groupej) du processus Pj
5: Attendre le message Redemarrage de tous les processus de Groupej
6: Calculer rejoueri, la liste des messages de enregistresi à rejouer
7: Soit Phases_Rejoueesi, la liste des phases des messages dans rejoueri
8: Soit Phase_Orphelinsi, la liste des phases des messages orphelins reçus par
Pi
9: Envoyer (Phases_Rejoueesi, Phase_Orphelinsi) au processus de redémar-
rage
10: Envoyer (Phase_Courante, phasei) au processus de redémarrage
11: Attendre (Notification, phasei) du processus de redémarrage
12:
13: Sur réception de (Notification, phasenotif ) du processus de redémarrage
14: pour tout msg ∈ rejoueri tels que phasemsg ≤ phasenotif faire
15: Renvoyer msg
16: Enlever msg de rejoueri
6. Évaluation fondée sur l’analyse des schémas de communication des
applications parallèles de calcul haute performance
Dans ce paragraphe, nous évaluons le comportement de notre protocole hiérar-
chique en étudiant les schémas de communication d’un ensemble représentatif d’ap-
plication parallèles de calcul scientifique. Ce paragraphe est fondé sur une étude déjà
publiée (Ropars et al., 2011a), qui met en évidence la possibilité de partitionner ef-
ficacement la plupart des applications de calcul scientifique à échange de messages.
Pour plus de détails, notamment sur la technique de partitionnement employée, nous
invitons le lecteur à se référer à cette publication.
6.1. Description des applications
Asanovic et al. (2006) ont proposé une classification des applications de calcul
haute performance selon leurs motifs de calcul et de communications. Treize mo-
tifs ont été définis, parmi lesquels sept s’appliquent aux simulations numériques :
algèbre linéaire dense, algèbre linéaire creuse, méthodes spectrales, simulations N-
corps, grilles structurées, grilles non structurées et MapReduce. Nous n’avons pas
considérés d’applications de type MapReduce dans notre étude car les techniques de
recouvrement arrière ne sont pas adaptées à ce type d’application.
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Algorithm 4 Algorithme du processus de redémarrage
Variables Locales:
1: Phase_Redemarrage {Liste des phases des processus au moment du redémar-
rage}
2: Phase_Rejeux {Liste par phase des processus ayant un message à rejouer}
3: Phase_Orphelin {Nombre de messages orphelins par phase}
4:
5: Sur réception de (Phase_Courante, phasej) du processus Pj
6: Ajouter (Pj , phasej) à Phase_Redemarrage
7:
8: Sur réception de (Phases_Rejoueesi, Phase_Orphelinsi) du processus Pj
9: Mettre à jour Phase_Rejeux et Phase_Orphelin
10:
11: Sur reception de (Notification, phasei) du processus Pj
12: Phase_Orphelin[phasei]← Phase_Orphelin[phasei]− 1
13: si Phase_Orphelin[phasei] = 0 alors
14: pour tout (Pk, phasek) ∈ Phase_Redemarrage tels qu’il n’existe plus
d’orphelin dans Phase_Orphelin à une phase phase′ < phasek faire
15: Envoyer (Notification, phasek) au processus pk
16: Enlever (Pk, phasek) de Phase_Redemarrage
17: pour tout (Pr, phaser) ∈ Phase_Rejeux tels qu’il n’existe plus d’orphe-
lin dans Phase_Orphelin à une phase phase′ < phaser faire
18: Envoyer (Notification, phaser) au processus pr








































Tableau 3. Classification des applications étudiées selon les motifs de Berkeley
Notre sélection d’applications permet de couvrir les 6 motifs précédemment cités,
comme le montre le tableau 3. Elle comprend des applications appartenant à trois
suites différentes : les NAS Parallel Benchmarks (Bailey et al., 1991), les NERSC
Benchmarks (Antypas et al., 2008) et les Sequoia Benchmarks (asc.llnl.gov, 2009).
Nous avons également étudié l’application SPECFEM3D (Komatitsch et al., 2003)
ainsi qu’un noyau Nbody.
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6.2. Méthodologie
Afin d’obtenir un partitionnement adapté des processus pour chacune des applica-
tions, nous utilisons l’algorithme de partitionnement décrit dans (Ropars et al., 2011a).
Cet algorithme permet d’obtenir un partitionnement d’une application à partir du
graphe décrivant les volumes de données échangées entre chaque paire de processus.
Afin d’obtenir ces graphes, nous avons modifié la bibliothèque MPICH21 et avons
exécuté l’ensemble des applications décrites sur la grappe de calcul de Rennes de la
plate-forme Grid’5000. Les expériences ont été menées sur un réseau Ethernet.
L’algorithme de partitionnement est fondé sur des bissections successives. Chaque
configuration obtenue est évaluée à l’aide d’une fonction de coût. Cette fonction peut
être adaptée au protocole de recouvrement arrière visé. Nous utilisons une fonction de
coût tentant de modéliser le comportement de HydEE. Celle-ci est de la forme :
cout(Π) = α× L+ β ×R [1]
où α représente le coût de l’enregistrement des messages, β le coût associé au redé-
marrage après une défaillance, L le ratio des données enregistrées et R le ratio des
processus à redémarrer après une défaillance en considérant que les probabilités de
fautes sont également reparties sur l’ensemble des processus de l’application.
Afin de fixer la valeur de β, nous avons considéré le temps perdu après une dé-
faillance, i.e., la quantité de calculs à refaire. Nous considérons un système où le temps
moyen entre deux défaillances est de un jour, le temps nécessaire à la sauvegarde d’un
point reprise d’une application sur support stable est de 30 minutes, tout comme le
temps nécessaire pour redémarrer une application (Cappello, 2009). En utilisant la
fonction proposée par Daly (2003) pour calculer un intervalle de sauvegarde de point
de reprise optimal, l’étude décrite par Ropars et al. (2011a) montre que 12.4% du
temps par jour serait dédié au recouvrement des défaillances, d’où β = 12.4%. Nous
avons fixé la valeur de α à 23%. C’est le surcoût moyen sur la latence et la bande pas-
sante introduit par l’enregistrement des messages que nous avons observés lors d’ex-
périences sur le réseau haute performances Myrinet/MX (Guermouche et al., 2011).
6.3. Résultats
Le tableau 4 détaille le partitionnement ainsi obtenu pour chaque application. Il
présente pour chaque application, le nombre de processus sur lequel elle est exécutée,
le nombre de groupes obtenus, la taille minimale et maximale des groupes, le pour-
centage des processus à redémarrer en moyenne après une défaillance et le ratio de
données enregistrées par rapport à la quantité totale de données échangées au cours de
l’exécution de l’application.
1. http ://svn.mcs.anl.gov/repos/mpi/mpich2/trunk :r7592
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Ce tableau montre que pour la plupart des applications, il est possible de créer des
groupes de processus de façon à redémarrer moins de 15% des processus après une
défaillance tout en enregistrant moins de 15% des messages.
L’application FT est la seule pour laquelle aucun partitionnement n’a pu être
trouvé. Ceci s’explique par l’utilisation de primitives de communication de type all-
toall, qui implique des communications entre tous les processus de l’application. Ce-
pendant, l’utilisation de telles primitives devrait être évitée pour des applications vi-
















NPB BT 1024 8 123/133 12.5% 201/1635 (12.3%)
NPB CG 1024 32 32/32 3.1% 910/5606 (16.2%)
NPB FT 1024 2 502/522 50% 432/864 (50%)
NPB LU 1024 16 64/64 6.25% 67/700 (9.7%)
NPB MG 1024 8 128/128 12.5% 20/107 (18.5%)
NPB SP 1024 8 123/133 12.5% 366/2989 (12.2%)
GTC 512 16 32/32 6.25% 240/3654 (6.6%)
LAMMPS 1024 8 127/129 12.5% 0.3/4 (7.6%)
MAESTRO 1024 4 252/259 25% 55/309 (17.7%)
Nbody 1024 30 31/61 3.5% 80/2733 (2.9%)
PARATEC 1024 13 64/128 8.5% 2262/23914 (9.4%)
SPECFEM3D 1215 14 76/152 7.80% 11.12%
Tableau 4. Pourcentage des processus à redémarrer et de la quantité de données à
enregistrer avec HydEE
7. Conclusion
Dans cet article, nous avons proposé HydEE, un protocole hiérarchique pour appli-
cations à émissions déterministes. Il divise les processus de l’application en groupes
pour appliquer un protocole de sauvegarde de points de reprise coordonnés au sein
des groupes et un protocole à enregistrement de messages fondé sur l’émetteur pour
les messages inter-groupe. Ainsi, il peut confiner les conséquences d’une défaillance
à un groupe de processus. Comparé aux protocoles hiérarchiques existants, HydEE a
l’avantage de ne sauvegarder aucun déterminant de messages sur support stable tout en
étant capable de tolérer des fautes multiples. Enregistrer le contenu de moins de 15%
des messages permet pour la plupart des applications de limiter les retours arrière à
moins de 15% des processus.
L’étude de l’état de l’art des protocoles de recouvrement arrière “à plat” et hiérar-
chiques suggère que HydEE est le mieux adapté pour répondre aux besoins en tolé-
rance aux fautes des futures architectures exaflopiques. C’est le protocole qui offre le
meilleur compromis entre performances en fonctionnement normal, usage limitée de
l’espace mémoire, et consommation d’énergie liée aux retours arrières.
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Pour pouvoir analyser expérimentalement les performances de HydEE, sa mise en
œuvre dans une bibliothèque MPICH2 est en cours. En particulier, nous voudrions
comparer les performances observées lors du redémarrage partiel d’une application
aux performances obtenues lors du redémarrage global depuis un point de reprise co-
ordonné. À plus long terme, il serait important de trouver une solution pour pouvoir
choisir et adapter les groupes de processus au cours de l’exécution de l’application.
Si le graphe de communication des applications change au cours du temps, il faudrait
alors concevoir un protocole hiérarchique capable de supporter des groupes dyna-
miques.
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