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Abstract
In this paper we characterise the weighting subspaces associated with two approximation techniques for
solving ordinary differential equations: the Tau Method [E.L. Ortiz, The Tau Method, SIAM J. Numer.
Anal. 6 (1969) 480–92] and the orthogonal collocation method. We show that approximations constructed
by means of these two methods are always expressible in terms of a prescribed orthogonal polynomials
basis, by projection on a suitably chosen finite dimensional weighting subspace. We show, in particular,
that collocation is a special Tau Method with a twisted basis.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Through projection techniques a variety of methods for the numerical solution of differential
equations such as the methods of moments, subdomains, collocation, Galerkin, least squares,
etc., have been given a unified formulation (see Crandall [1], Finlayson and Scriven [3], Kras-
nosel’skii et al. [4]). The basic idea of projection is to assume the existence of a sequence of
functions, called approximating functions, in terms of which the solution of the given problem is
assumed to be expanded. Either each one of those approximating functions satisfies the supple-
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or these conditions are fixed later. A finite segment of such solution, which involves undeter-
mined coefficients is called a trial solution; it is defined on a finite dimensional subspace called
the subspace of approximation. The unknown coefficients involved in this segment are found
imposing the condition that the residual or defect produced when the trial solution is inserted
in the differential equation is orthogonal on a certain subspace of functions called the subspace
of weighting functions. The main purpose of this paper is to identify subspaces of weighting
functions associated with different formulations of the Tau Method. Our discussion will involve
using the recursive formulation of the Tau Method (see Ortiz [7]) and its operational approach
(see Ortiz and Samara [8]) as main analytical tools. More precisely, we show that the Tau Method
approximations can always be expressed in terms of orthogonal polynomials by a projection on a
suitably chosen weighting subspace. Once these have been identified we are able then to discuss
structural and analytical differences between the Tau Methods and collocation.
2. The Tau Method
Let D be a linear differential operator of order ν  1 with polynomial coefficients acting on
the elements of Cν[−1,1], the space of ν-times continuously differentiable functions defined on
[−1,1]. Let u(x) be the exact solution of
Du(x) = f (x), x ∈ [−1,1], (1)
Bj (u) = γj , γj ∈ R, j = 1,2, . . . , ν, (2)
where f (x) is a polynomial of degree d and {Bj ; j = 1,2, . . . , ν} are ν linear functionals acting
on the elements of Cν[−1,1]. We shall assume that KerD , the algebraic kernel of operator D,
is of dimension ω ∈ N. We also assume that ResD , the subspace of residuals associated with D,
is of dimension s ∈ N, and that D is of height h ∈ Z. For further details the reader is referred to
Ortiz [7].
Let us associate with the exact problem (1)–(2) a perturbed problem of the form
Dun(x) = f (x) + Hn(x), x ∈ [−1,1],
Bj (un) = γj , j = 1,2, . . . , ν, (3)
where Hn(x) is a suitably chosen polynomial perturbation term of degree depending on a given
n ∈ N. In the Tau Method (see Lanczos [5,6] and Ortiz [7]), Hn involves s + ν − ω free parame-
ters; these are required to satisfy conditions (2), and to reduce the exact solution un(x) of (3) to
a polynomial; we call un(x) an nth order Tau approximation of u(x).
Throughout this paper we shall consider two forms of Hn(x):
Hn,1(x) =
r∑
i=0
τiVn+i (x) and Hn,2(x) =
r∑
i=0
τix
iVn(x),
where r = s + ν − w − 1, {τi; i = 0,1, . . . , r} are r + 1 unknown parameters, and V :=
{Vk(x); k ∈ N, degVk = k} is a given set of polynomials which are orthogonal with respect to
a positive weight function w(x). The Tau Method which employs perturbation Hn,1(x) (respec-
tively Hn,2(x)) will be called standard or scheme-1 (respectively scheme-2). Unless otherwise
stated in this paper, the polynomials un,1 (respectively un,2) will indicate the Tau Method so-
lutions which correspond to scheme-1 (respectively scheme-2) perturbations. The subspace of
polynomials whose degrees m ∈ N will be designated by Pm.
624 M.K. El-Daou, E.L. Ortiz / J. Math. Anal. Appl. 326 (2007) 622–6313. A subspace of weighting functions for the scheme-1 Tau Method
In this section we shall identify the weighting subspaces which correspond to a scheme-1
Tau approximation when polynomials {Vk(x); k  0} are used. We can assume without loss of
generality that {Vk(x); k  0} form an orthonormal set, i.e., ‖Vk‖ = 1 where
‖u‖ :=√〈u,u〉 with 〈u,v〉 := 1∫
−1
u(t)v(t)w(t) dt
for any integrable functions u(t) and v(t) on [−1,1].
Let  denote the infinite matrix associated with the linear operator D with respect to the
orthogonal polynomial basis V (see Ortiz and Samara [8]). Let u(x) := aV be the orthogonal
series expansion of the exact solution of (1)–(2) where a := (a0, a1, a2, . . .) and V := Transpose
of V . Let ρ(x) := Du(x) − f (x).
Theorem 1. Let n > deg[f ]. Then un,1 is obtained by an orthogonal projection of ρ(x) on the
subspace
Sn,1 := span{V0,V1, . . . , Vn−1}. (4)
Proof. Applying the operational approach of the Tau Method we can write ρ(x) in the form
ρ(x) =
∞∑
i=0
[ai − fi]Vi(x), (5)
where i is the ith column of  and f := (f0, f1, . . . , fd,0,0, . . .) is the vector coefficients of
f (x) in V basis. Because of the orthogonality of {Vk; k ∈ N}, projecting (5) on the generators
of Sn,1 given by (4), we obtain
〈ρ,Vi〉 =
{
ai − fi, i = 0,1,2, . . . , d,
ai , i = d + 1, d + 2, . . . , n − 1. (6)
When ρ is orthogonal to Sn,1, (6) leads to{
ai = fi, i = 0,1,2, . . . , d,
ai = 0, i = d + 1, d + 2, . . . , n − 1. (7)
Further, a must satisfy the ν supplementary conditions (2):
aBi = γi, i = 1,2, . . . , ν, (8)
where Bi is the ith column of matrix B associated with the ν linear functionals {Bi; i = 1,2,
. . . , ν}. Thus (7) and (8) are equivalent to the linear algebraic system
aGτ = γ , (9)
where γ := (γ1, γ2, . . . , γν, f0, f1, . . . , fd,0,0, . . .), and where Gτ := (B,) (see Ortiz and
Samara [8]).
If we restrict system (9) to its first n+ ν rows we obtain a square system which, when solved,
gives us a vector an := (a0, a1, . . . , an+ν−1). Applying now the operator D (whose height is h)
to the obtained approximate polynomial yn,1(x) := anV ∈ Pn+ν−1 we find:
Dyn,1 = f +
n+ν−1+h∑
aniVi . (10)
i=n
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becomes
Dyn,1 = f +
r∑
i=0
ann+iVn+i . (11)
Thus yn,1(x) is an nth scheme-1 Tau Method approximation and consequently it is identical to
un,1(x) due to the uniqueness of the Tau Method solution (see [7]). 
4. A subspace of weighting functions for the collocation method
From El-Daou and Ortiz [2], approximate collocation solutions for differential equations at
the zeros of polynomial Vn(x) can be simulated using a scheme-2 Tau Method with perturba-
tion term Hn,2. More precisely, un,2(x) is identical to the collocation approximation of y(x) at
the zeros of Vn(x). In this section we shall use such result to identify the weighting subspace
which characterises the scheme-2 Tau Method. The main result of this section is formulated in
Theorem 2 but to prove it we need to introduce some notations: For a fixed positive integer n, let
(1) aij := 〈xiVn,Vj 〉 for all i, j = 0,1,2, . . . ,
(2) An+r and An−r be the r × r matrices defined by
An−r =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . . . . 0 a1,n−1
0
. . . . . . a2,n−2 a2,n−1
... . . .
... . . .
...
0 . . . ai,n−i . . . ai,n−1
... . . .
...
. . .
...
0 ar−1,n−r+1 . . . . . . ar−1,n−1
ar,n−r ar,n−r+1 . . . . . . ar,n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
An+r =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1,n+1 0 . . . 0 0
a2,n+1 a2,n+2 . . . 0 0
... . . .
. . .
...
...
ai,n+1 . . . ai,n+i 0
...
... . . .
...
. . .
...
ar−1,n+1 ar−1,n+2 . . . ar−1,n+r−1 0
ar,n+1 ar,n+2 . . . . . . ar,n+r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Theorem 2. Let n > r + d . Then un,2 is obtained by an orthogonal projection of ρ(x) on the
subspace
Sn,2 := span{V0,V1, . . . , Vn−r−1, φn,n−r , φn,n−r+1, . . . , φn,n−1}, (12)
where, for k = n − r, n − r + 1, . . . , n − 1,
φn,k := Vk −
r∑
λi,r−n+k+1Vn+i , (13)
i=n−k
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= A−1n+r .An−r . (14)
The proof of this theorem is based mainly on the following important lemma:
Lemma 3.
(1) For all i  0, we have xiVn =∑ij=−i ai,n−jVn−j (x).
(2) For all i = 1,2, . . . , r − 1, we have λi,r−i = 0. That is
=
⎡⎢⎢⎢⎢⎢⎣
0 . . . . . . 0 λ1r
0
. . . . . . λ2,r−1 λ2,r
... . . .
. . . . . .
...
0 λr−1,2 . . . . . . λr−1,r
λr1 λr2 . . . . . . λrr
⎤⎥⎥⎥⎥⎥⎦ .
(3) For all i = 1,2, . . . , r , there exists a polynomial μi(x) ∈Pi such that
Vi +
r∑
j=n+r−i+1
λi−n,jVn−r+j−1 = μi(x)Vn(x).
Proof. (1) follows immediately from the orthogonality of V .
(2) follows from the triangularity of matrices An+r and An−r .
(3) Since xiVn =∑ij=−i ai,n−jVn−j , we can write
xV = An−rV (1) + An+rV (2) + aV , (15)
where
xV := (x, x2, . . . , xr)T Vn, aV := (a1n, a2n, . . . , arn)T Vn,
V (1) := (Vn−r , Vn−r+1, . . . , Vn−1)T , V (2) := (Vn+1,Vn+2, . . . , Vn+r )T .
Since An+r is triangular with nonzero diagonal-entries, it is invertible and therefore the matricial
equation (15) gives
A−1n+rxV = A−1n+rAn−rV (1) + V (2) + A−1n+raV
which, in turn, yields (noting = A−1n+rAn−r )
V (2) +V (1) = A−1n+r (xV − aV ).
More explicitly,⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vn+1
Vn+2
...
...
...
· · ·
V
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . . . . 0 λ1r
0
. . . . . . λ2,r−1 λ2,r
... . . .
... . . .
...
0 . . . λi,r−i+1 . . . λi,r
... . . .
...
. . .
...
0 λr−1,2 . . . . . . λr−1,r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vn−r
Vn−r+1
...
Vn−r+i−1
...
· · ·
Vn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n+r λr1 λr2 . . . . . . λrr
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⎡⎢⎢⎢⎢⎢⎢⎣
b11 0 . . . 0 0
b21 b22 0 . . .
...
. . .
. . . . . . 0
... . . .
...
. . .
...
br,1 . . . . . . brr
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
x − a1n
x2 − a2n
...
...
xr − arn
⎤⎥⎥⎥⎥⎥⎦Vn, (16)
where
A−1n+r := [bij ]ri,j=1.
We deduce then from (16) that
Vn+1 + λ1rVn−1 = (b11x − b11a1n)Vn,
Vn+2 + λ2,r−1Vn−2 + λ2,rVn−1 =
(−b21a1n − b22a2n + b21x + b22x2)Vn
and so on. More generally, for i = 1,2, . . . , r , the ith entry of the l.h.s. matrix in (16) is
Vn+i +
i∑
j=1
λi,r−i+jVn−i+j−1.
Rearranging indices by setting k = n + i, we get for k = n + 1, n + 2, . . . , n + r ,
Vk +
k−n∑
j=1
λk−n,r−k+n+jV2n+j−k−1.
Rearranging again using 	 = n + r + j − k, we get for k = n + 1, n + 2, . . . , n + r ,
Vk +
r∑
	=n+r−k+1
λk−n,	Vn+	−r−1.
When k is replaced by i, we get
Vi +
r∑
	=n+r−i+1
λi−n,	Vn+	−r−1. (17)
On the other hand, the ith entry of the l.h.s. of (16) is[
−
(
i∑
j=1
ajnbij
)
+
(
i∑
j=1
bij x
j
)]
Vn. (18)
Indicating the bracketed polynomial in (18) by μi(x) and setting (17) equal to (18) we obtain
Vi +
r∑
	=n+r−i+1
λi−n,	Vn+	−r−1 = μi(x)Vn(x). 
Proof of Theorem 2. Let us project ρ(x), expressed as in (5), on the generators of Sn,2.
First, for all k = 0,1,2, . . . , n − r − 1, we have〈
ρ(x),Vk(x)
〉= {ak − fk, i = 0,1,2, . . . , d,
a , i = d + 1, d + 2, . . . , n − r − 1. (19)k
628 M.K. El-Daou, E.L. Ortiz / J. Math. Anal. Appl. 326 (2007) 622–631When ρ(x) is orthogonal to Sn,2, (19) gives{
ak = fk, k = 0,1,2, . . . , d,
ak = 0, k = d + 1, d + 2, . . . , n − r − 1. (20)
Second, for all k = n− r, n− r + 1, . . . , n− 1, we have (note that assumption n > r + d implies
that 〈f,φn,k〉 = 0 for all k = n − r, n − r + 1, . . . , n − 1)
〈ρ,φn,k〉 =
〈 ∞∑
i=0
[ai − fi]Vi,φn,k
〉
=
〈 ∞∑
i=0
aiVi,Vk −
r∑
j=n−k
λj,r−n+k+1Vn+j
〉
=
〈 ∞∑
i=0
aiVi,Vk
〉
−
〈 ∞∑
i=0
aiVi,
r∑
j=n−k
λj,r−n+k+1Vn+j
〉
= ak −
r∑
j=n−k
〈 ∞∑
i=0
aiVi, λj,r−n+k+1Vn+j
〉
= ak −
r∑
j=n−k
an+j λj,r−n+k+1
= a
[
k −
r∑
j=n−k
λj,r−n+k+1n+j
]
. (21)
When ρ(x) is orthogonal to Sn,2, (21) leads to
a
[
k −
r∑
j=n−k
λj,r−n+k+1n+j
]
= 0. (22)
Let
Gc := (B,0,1, . . . ,n−r−1, ̂n−r , ̂n−r+1, . . . , ̂n−1),
where for all k = n − r, n − r + 1, . . . , n − 1,
̂k :=k −
r∑
j=n−k
λj,r−n+k+1n+j
and let an be the solution of the (n + ν) × (n + ν) square system
anGc = γ . (23)
Put αi = ani and let us apply the operator D to the obtained approximate polynomial
yn,2(x) := anV . We write
Dyc(x) =
n+ν+h−1∑
ankVk =
n+r∑
αkVk =
d∑
αkVk +
n+r∑
αkVk
k=0 k=0 k=0 k=n−r
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n−1∑
k=n−r
αkVk +
n+r∑
k=n+1
αkVk + αnVn
= f (x) +
n−1∑
k=n−r
[
r∑
j=n−k
λj,r−n+k+1αn+j
]
Vk +
n+r∑
k=n+1
αkVk + αnVn
= f (x) +
r∑
k=1
r∑
j=k
λr−k+1,j αn+r−k+1Vn−r+j−1 +
n+r∑
k=n+1
αkVk + αnVn
= f (x) +
r∑
k=1
αn+r−k+1
[
r∑
j=k
λr−k+1,jVn−r+j−1
]
+
n+r∑
k=n+1
αkVk + αnVn
= f (x) +
n+r∑
i=n+1
αi
[
r∑
j=n+r−i+1
λi−n,jVn−r+j−1
]
+
n+r∑
k=n+1
αkVk + αnVn
= f (x) +
n+r∑
i=n+1
αi
[
Vi +
r∑
j=n+r−i+1
λi−n,jVn−r+j−1
]
+ αnVn. (24)
Since by Lemma 3(3)
Vi +
r∑
j=n+r−i+1
λi−n,jVn−r+j−1 = μi(x)Vn(x)
for some polynomial μj ∈Pj , Eq. (24) becomes
Dyn,2(x) = f (x) + αnVn +
n+r∑
i=n+1
αiμi(x)Vn(x)
= f (x) +
(
αn +
n+r∑
i=n+1
αiμi(x)
)
Vn(x).
Thus yn,2(x) is a scheme-2 Tau Method approximation and consequently it is identical to
un,2(x). 
5. Chebyshev collocation
Here we apply the results of the previous section to construct the weighting subspaces Sn,1
and Sn,2 for the case of Chebyshev polynomials Tk(x), k = 0,1,2, . . . . In order to proceed we
need this identity:
xiTn = 2−i
i∑
k=0
(
i
k
)
T|n+i−2k| (25)
and this notation: Let Jr indicate the r × r matrix whose all entries are zeros except those with
indices (i, r − i + 1) which are equal to one.
Lemma 4. If Vk(x) = Tk(x) , then (i) An+r = An−rJr and (ii) = Jr .‖Tk‖
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ai,n−j =
〈
xiVn,Vn−j
〉= 4π−22−i i∑
k=0
(
i
k
)
〈T|n+i−2k|, Tn−j 〉
= 4π−22−i
(
i
i+j
2
)
‖Tn−j‖2 = 2−i
(
i
i+j
2
)
.
Similarly we can show that
ai,n+j = 2−i
(
i
i−j
2
)
.
Since
( i
i+j
2
)= ( ii−j
2
)
, ai,n−j = ai,n+j which, in turn, yields assertion (i).
Using (i) in the definition of  defined by (14), we can write
= A−1n+r .An−1 = (An−1Jr )−1.An−1 = J−1r A−1n−1An−1 = Jr. 
Corollary 5. For Chebyshev polynomials Tk ,
Sn,1 = span{T0, T1, . . . , Tn−1},
Sn,2 = span{T0, T1, . . . , Tn−r−1, Tn−r − Tn+r , Tn−r+1 − Tn−r−1, . . . , Tn−1 − Tn+1}.
Proof. Sn,1 is an immediate consequence of Theorem 1.
From Lemma 4(ii),
λ1r = λ2,r−1 = · · · = λi,r−i+1 = 1
and λij = 0 otherwise. So for k = n − r, n − r + 1, . . . , n − 1, φn,k given by (13) reduces to
φn,k = Vk −
r∑
i=n−k
λi,r−n+k+1Vn+i = Vk − V2n−k. 
6. Conclusion
From Theorems 1 and 2 respectively it follows that for an nth order approximate solution
defined in a subspace with n generators, the perturbation term of a standard (scheme-1) Tau
Method approximation is orthogonal to the subspace generated by the ordered sequence
V0(x),V1(x), . . . , Vn−r (x),Vn−(r−1)(x), . . . , Vn−1(x),
while for the collocation approximation (or a special scheme-2 Tau Method) the corresponding
perturbation is orthogonal to a subspace generated by the ordered sequence
V0(x),V1(x), . . . , Vn−r (x)
plus the r − 1 twisted generators
Vk −
r∑
i=n−k
λi,r−n+k+1Vn+i , k = n − r + 1, n − r + 2, . . . , n − 1.
Consequently, the standard Tau Method and orthogonal collocation are analytically different
methods. They become identical only when r = 1, that is, for a small class of first order differ-
ential equations with, at most, first degree polynomial coefficients.
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