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The problem of solving an infinite system of linear equations finitely expressed
is addressed. Modifications of the Gauss–Seidel method are presented, especially
suitable for the implementation on SMP machines with a small number of pro-
cessors. One of the proposed parallel algorithms, which concentrates the com-
putational efforts where they are most needed, results to be more efficient than
the sequential algorithm, even from the point of view of the total number of
operations.
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1. INTRODUCTION
We consider the problem of solving the infinite system of linear equations
Ax=b, (1)
where matrix A and vector b are of infinite dimension,(1) but finitely
expressed. Systems of this type are of practical interest, since they can arise
from the solution of computational problems in queueing theory and
Markov chains(2, 3) and from the numerical treatment of differential equa-
tions (typically for exterior problems).
We make on matrix A, vector b and vector x the following hypotheses:
• A is a sparse matrix: let s(i)={j ] i : aij ] 0} be the set of the
indices of nonzero elements in the ith row, except the diagonal
element. We assume that a constant w exists such that s(i) has at
most w elements for any i. The elements of A are aii=1 and aij < 0
for j ¥ s(i). A is diagonally dominant (row-wise or column-wise).
Moreover we assume that an infinite increasing sequence {nk} exists
such that the leading principal submatrices of A of order nk are
irreducible. Due to the large dimensions of the systems to be solved,
a compressed storage strategy is assumed for the data.
• The right-hand side vector satisfies b \ 0.
• A solution x \ 0 of (1) exists such that limiQ. xi=0.
Under these hypotheses the following sequential strategy, proposed in
a recent paper,(4) converges to a solution of (1):
• consider a sequence of sizes {nk} with an asymptotically exponential
rate of increase,
• for any k let y (k) be the solution of the truncated problem
A (k)y=b (k), k=1, 2,..., (2)
where A (k) is the leading nk×nk principal submatrix of A. For any i
the sequence {y(k)i }k \ i is bounded monotone with k. The vector xˆ,
of components xˆi=limkQ. y
(k)
i , is a solution of problem (1) and
0 [ xˆ [ x.
• y (k) is approximated by the Gauss–Seidel method. The starting point
of the iteration is the computed approximation of y (k−1), suitably
completed by filling zeroes. The stopping criterium requires that a
tolerance tk, adaptively chosen, is achieved.
The hypotheses guarantee the convergence of the Gauss–Seidel method to
the solution of each system (2) and the monotone convergence of y (k) to xˆ.
Moreover, in Favati et al. (4) it has been experimentally verified that the
above strategy is more efficient than the direct solution of the problem (1)
at the largest affordable dimension.
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In the present paper we describe a family of algorithms, suggested
by the above strategy, suitable for a concrete parallel environment with
a bounded number of asynchronous symmetric processors and shared
memory (SMP model). Our aim is to get an automatic adaptive algorithm
which obtains at low cost a sequence of solutions for the truncated
problems (2) without any a-priori knowledge of the mathematical proper-
ties of the given problem (1). This is equivalent, in the linear algebra field,
of automatic adaptive integration algorithms which allow the efficient
computation of integrals with reduced information on the analytical
properties of the integrand function.
To represent the computation structure of our algorithms we intro-
duce a model where the processes are represented as trains and the vector
of the approximated solution is the rail. The motion of the train on the rail
implies the updating of the corresponding entries of the solution. Since the
number of trains (processes) is independent of the number of processors,
this family of algorithms can be implemented also on a single processor
multithreaded system.
Different schemes of algorithm have been considered depending on the
coordination policy among trains. The most interesting scheme results to
be the master-slave one, which works with at least two trains. In this
scheme a special train (the master) determines the length of the finite
portion of the infinite rail on which it and the other trains (the slaves)
effectively work.
A partial iteration scheme is introduced, namely the slave trains elab-
orate only where the local error is higher than opportune threshold values,
while the master operates on the whole rail, ensuring in this way the con-
vergence of the algorithm. This scheme allows one to obtain good solutions
with less arithmetic operations than its sequential counterpart, since it is
able to focus the computational effort only where really needed.
In Section 2 the computation model is described, the algorithms are
introduced and the convergence is proved; in Section 3 the test problems on
which the experiments have been carried out are described; in Section 4
the measures used for the evaluation of the algorithms performance are
introduced and the results of the experiments are discussed.
2. COMPUTATION MODEL AND ALGORITHMS
Our computation model can be pictorially represented as a railway
system, whose components are a rail of infinite length, some trains, some
traffic lights and a coordination policy which rules the train behaviour.
In the following, the correspondence between algebraic and railway terms
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will be assigned. A bottom-up description of the algorithms handling the
railway system is given below using a Pascal-like pseudocode.
2.1. Elementary Operations
All the subsequent approximations of the solution xˆ are stored in a
single vector v which is the ‘‘rail.’’ The vector v is of infinite length, but at
any time of computation only a finite part of it is stored, the remaining
elements being assumed to be zero. Each ‘‘tie’’ represents a component vi.
During the iteration process vi is overwritten according to the following rule.
ElementaryOperation(i);
begin
cP bi− C
j ¥ s(i)
aijvj; di P |vi− c|; vi P c; (3)
end;
The quantity di will be used as an estimate of the approximation error
|vi−xˆi |.
The sequential computation of (3) with i from 1 to nk, which corre-
sponds to one iteration of the Gauss–Seidel method applied to the nk
dimensional problem (2), leads to the convergence of the first nk compo-
nents of v to the corresponding components of y (k). In a parallel framework
the elementary operations (3) can be seen as applied in a chaotic order: in
this case the convergence is studied as in the literature(5–9) (see Section 2.4).
The vector v is ideally partitioned in an infinite number of sections
of length L. The sth section is denoted by vs={vi, i ¥Is}, where Is=
{i: (s−1) L+1 [ i [ sL}. For each section a local error estimate is defined
by
ds=max
i ¥Is
di.
On the sth section of v the elementary operations are always executed
sequentially, according to the following code.
ElaborateSection(s);
begin
while i ¥Is do ElementaryOperation(i);
compute ds;
end;
422 Favati, Lotti, Menchi, and Romani
2.2. Trains
In our model there is a finite number n of processes or trains. Each
train moves on a finite portion of the rail by executing elementary opera-
tions. When it arrives at the end of this portion, it starts again from the
beginning. A system of traffic lights avoids the simultaneous presence of
two trains on the same section of the rail.
The following primitives are used in order to allow parallelization of
processes.
• Start(t): Start the independent execution of the process t.
• Acquire(s): the current process acquires the exclusive control on
section s, waiting until it is free.
• Release(s): the current process releases the control on section s.
The execution of the elementary operations on the first N sections of the
rail is performed according to routine Iterate. At the end a global error
estimate E of the approximation is computed. A traffic light, implemented
by the primitives Acquire and Release, delays the execution of the opera-
tions on a section if another train is operating on it. The determination of
the parameter L has to take into account two conflicting facts: if L increa-
ses, the overhead introduced by the implementation of the traffic lights is
reduced, but the waiting time at red lights increases.
Iterate(N, E);
begin
sP 1;
while s [N do begin
Acquire(s);
ElaborateSection(s);
Release(s);
sP s+1;
end;
EPmaxs=1,..., Nds;
end;
Each train is identified by the identification number id. It repeatedly
executes Iterate until the error estimate becomes lower than a tolerance tol.
When this happens the size N is increased. Let N0 and Nmax be the starting
value and the maximum value of N, respectively. The behaviour of a train
is controlled by the following code.
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Train(id);
begin
NPN0;
while N<Nmax do begin
Iterate(N, E);
tolP Tolerance(tol, E, D);
while E > tol do Iterate(N, E);
NP Increase(N);
D/ E;
end;
end;
where
• Tolerance is the routine which adaptively determines the value tol
for the termination condition. It makes use of the information
obtained by the first iteration and depends on two parameters a
and b.
• Increase is the routine which updates the value of N according to a
suitable increasing rate. It depends on a parameter c.
The modifications of the control variables N and tol, which rule the train
code, can have different influences on the trains behaviour, according to
the scope of the variables. The routines Tolerance and Increase are fully
described in Section 2.3.
If n=1 (only one train runs) we have a sequential algorithm like the
one studied in Favati et al. (4) Otherwise the coordination policy among
trains must be defined. A possible policy lets all the trains to have the same
role. In this case the trains can share the same values of N and tol (global
variables), that is a change in N or tol made by a train affects the behav-
iour of all the trains, or each train can be independent from the others, by
setting N and tol as local variables. Experiments carried out with this
symmetric behaviour have shown a worse performance than the sequential
algorithm.
For this reason here we take into consideration only a non-symmetric
policy of the type master-slave scheme: a first train, which is the master,
is described by the previous code Train and the other n−1 trains are
described by the following SlaveTrain code. The variables N and tol are
global but only the master train is allowed to change them.
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SlaveTrain(id);
begin
while N<Nmax do begin
Iterate(N, E);
while E > tol do Iterate(N, E);
end;
end;
Before the trains start, an initial approximation of the solution is
computed by iterating with a high tolerance on the first section only. Due
to the small size, this computation has a negligible cost. Then the main
program gets the trains start, according to the following code.
Main;
begin
EP 1.;
while E > 10−12 do Iterate(1, E);
Start(Train(1));
if n > 1 then for t :=2 to n do Start(SlaveTrain(t));
end;
The code described above gives sequential or parallel algorithms
depending on the number n of trains and the number p of available pro-
cessors. In any case, if n > 1, the algorithm behaviour depends also on the
processes scheduling strategy of the operating system.
There is the possibility to increase the speed of the trains by imple-
menting slave trains as ‘‘fast’’ trains. In fact, at a given time, the error of
the approximate solution can vary greatly along the vector v: the approx-
imation may be very good in some sections and poor in others, and it
seems reasonable to concentrate the computational efforts where they are
most needed. The ‘‘fast’’ trains operate only on the sections where the
local error estimate is large enough. The convergence of the method is
guaranteed, since the master operates always on all the sections from 1 to
N (see Section 2.4). In this master-slave partial scheme the procedure Iterate
for the slaves is modified in the following way:
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PartialIterate(N, E)
begin
sP 1;
while s [N do begin
if ds > tol then begin
Acquire(s);
ElaborateSection(s);
Release(s);
end;
sP s+1;
end;
EPmaxs=1,..., N ds;
end;
A family A of algorithms is defined by choosing one of the previous
two schemes. Each algorithm is denoted by a pair of symbols: the first one
denotes the scheme (M for master-slave scheme and P for master-slave
partial scheme) and the second one is the number of trains n ¥ {1, 2,..., 9}.
For example, algorithm P2 implements the master-slave partial scheme
with 2 processes. Algorithms M1 and P1 coincide. For this reason the
algorithm P1, which is somewhat equivalent to a sequential implementa-
tion of the Gauss–Seidel method,(4) will be taken as the reference algorithm
in the analysis of the results of the numerical experiments.
2.3. Utilities
The routine Increase updates the number N of the sections where the
trains move, according to a sequence {Nk}. Our goal is a sequence of
integer numbers having an asymptotically exponential rate of increase
which depends on a parameter c. Given the initial size N0=6 and the
initial increment h0=2, we define
Nk+1=1#Nk
hk
$+12 hk, where hk=˛2hk−1 if Nk \ chk−1,
hk−1 otherwise.
The lower the value of c, the faster the growth of Nk. For example, we have
with c=3 {Nk}={6, 8, 12, 16, 24, 32, 48, 64, 96,...}, Nk=O(1.42k);
with c=6 {Nk}={6, 8, 10, 12, 16, 20, 24, 32, 40,...}, Nk=O(1.27k);
with c=8 {Nk}={6, 8, 10, 12, 14, 16, 20, 24, 28,...}, Nk=O(1.2k).
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The first choice corresponds to a ‘‘fast growth’’ of {Nk}, the second
one to a ‘‘medium growth,’’ the last one to a ‘‘slow growth.’’
The routine Tolerance adaptively determines the value tol for the ter-
mination condition. It is defined according to a sequence {tk}. At the size
Nk a first iteration is made, giving the current global error estimate E. Let
D be the last computed global error estimate at size Nk−1. We expect that
E > D, because of the change in the size. If E < D, then not enough itera-
tions have been made at the previous (and smaller) size. If E >> D, then
too many iterations have been made at the previous size and the computa-
tion has been wasted when the size has been increased. This information is
used to tune the request for the current size. The new tolerance is chosen
as a fraction aE, with a < 1, modified through a coefficient r which keeps
the memory of what happened previously. We set r=E/D. Moreover, in
order to assure the convergence of the whole strategy, the sequence of the
tolerances should be monotone, and this is accomplished by asking that
tk [ btk−1, for k \ 1, where b < 1. Thus the values for the tolerance are
t0=max{10−14, min{10−2, aE}},
tk=max{10−14, min{btk−1, arE}}, where r=E/D, for k \ 1.
An extensive preliminary set of numerical experiments has been
carried out on the test problems described in Section 3, with the aim of
determining reasonable values for the section length L, the growth param-
eter c and the tolerance parameters a and b. From this analysis the choices
L=2000, c=6, a=10−2 and b=0.9 have been made as a reasonable
compromise between efficiency (measured through the computational time)
and reliability (measured through the number of the exact digits achieved).
All the numerical tests in the rest of the paper are made with this set of
parameters (obviously for different problems other choices might be
preferable).
2.4. Convergence Analysis
The methods resulting from the previous schemes can be regarded as
asynchronous Gauss–Seidel methods. In order to study their convergence,
let us consider the system A¯ y¯=b¯, obtained by cutting (1) at dimension
L¯=N¯ L with N¯ [Nmax. As soon as a train starts working on the first N¯
sections, at least one train updates infinitely many times all the components
vi, i=1,..., L¯.
We refer to an ideal iteration index a which we assume to increase by 1
when entering the ElaborateSection routine. In this way, as it is customary
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with the description of asynchronous methods, the iteration index is
increased every time a section of v is updated. Let Ka be the set of section
indices such that if s ¥Ka then vi is updated at the ath step of iteration
for any i ¥Is. The number of indices inKa is at most equal to p. We have
from (3)
˛v (a)i =bi− Cj ¥ s(i) aijv (aj)j , if i ¥Is with s ¥Ka,
v (a)i =v
(a−1)
i , if i ¥Is with s ¨Ka,
where aj is the iteration index of the most recently computed value of the vj
and depends on i and a. Clearly it is aj [ a for all j ¥ s(i).
A feature common to all the schemes is that all the sections are
updated infinitely many times. Therefore our schemes satisfy minimal
restrictions on asynchronous iterations.(5–7, 9) The iterations described above
can be expressed by means of the operator S on R L¯ in the following way:
˛v (a)i =Si({v (aj)j , j=1,..., L¯}), if i ¥Is with s ¥Ka,
v (a)i =v
(a−1)
i , if i ¥Is with s ¨Ka,
where
Si(z)=bi− C
j ¥ s(i)
aijzj, i=1,..., L¯.
The vector y¯ is the fixed point of S and S(z)− y¯=(A¯−I)(y¯− z) for any
z ¥ R L¯. Since A¯ is an irreducible M-matrix, an induced norm exists such
that ||A¯−I||=y < 1, therefore ||S(z)− y¯|| [ y ||(z− y¯)||. The convergence of
v (a) to y¯ follows from Theorem 3.4 of the paper of El Tarazi.(8)
3. TEST MATRICES
Numerical experiments have been performed on a set of 12 non-sym-
metric test problems. In the first 7 problems the bandwidth bw is lower than
the section length L=2000, in the other problems it is greater than L. For
the ith problem
• dmax=NmaxL is the maximum size to which our algorithms have
been applied; the corresponding solution is denoted by x (i)max,
• x (i)ref denotes the vector of the first dmax components of a reference
solution computed at the size 2dmax (both x
(i)
max and x
(i)
ref have been
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computed by employing a high precision method, i.e., sequential
Gauss–Seidel method with tolerance 10−15),
• Etr=||x
(i)
max−x
(i)
ref ||. is an estimate of the truncation error.
Most problems depend on two parameters l and m, which control the
difficulty of the test. The actual values for them have been chosen in order
to obtain significative instances.
3.1. Elliptic Partial Differential Test Problems
Problems A1 and A2 are obtained by the finite difference discretiza-
tion of the exterior problem
˛Du−ru=f, for (x, y) ¨ W,u=r1, for (x, y) ¥ “W,
lim
(x, y)Q.
u(x, y)=0,
where W is the closed square with vertices (1, 1), (−1, 1), (−1, −1), (1, −1),
“W is its boundary and
r=
4m2l
x2+y2
, f=
4m2(l−1)
(x2+y2)m+1
, r1=
1
(x2+y2)m
:
(x, y) ¥ “W
,
(for exterior problems see for example Jonhson(10) and Mikhlin(11)). The
domain discretization is performed with nodes lying on concentric square
frames ji, i=0, 1,... . In order to obtain a bounded bandwidth of the
matrix, the distance ci between frame ji−1 and frame ji is chosen as the
non decreasing function of i
ci=
2 j
n
, for jn [ i [ (j+1) n−1, i=1, 2,...,
where n=64 and j0 is “W.
The nodes are enumerated counter clockwise along each frame. On the
ith frame the distance between two consecutive nodes is ci. The resulting
matrix has a bandwidth bw upper bounded by 32n. The parameters l and
m have the values: l=100 and m=1 for problem A1; l=10 and m=2
for problem A2. The maximum size is dmax=512000, the bandwidth is
bw=1591 and the truncation error is Etr=10.2 for problem A1 and
Etr=14.0 for problem A2. The structure of the coefficient matrix for these
problems is shown in Fig. 1.
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Fig. 1. Coefficient matrix of problems A.
3.2. Tridiagonal Toeplitz Test Problems
For problems B1 and B2 the matrix A has tridiagonal Toeplitz form.
The elements of A and b are ai, i−1=−0.495, ai, i=1, ai, i+1=−0.4975,
and bi=i−m |cos`(i−1)/1000|, with m=1 for problem B1 and m=2 for
problem B2 (the right hand-side b has been chosen with oscillating com-
ponents in order to force an oscillating solution). The maximum size is
dmax=768000, the truncation error is Etr=3.78 for problem B1 and
Etr=9.67 for problem B2.
3.3. Artificial Test Problems
A few linear systems have been considered with a block tridiagonal
matrix A of the form
A=|V (1) W (1)U (1) V (2) W(2)
U (2) V (3) z
z z
} ,
where the principal blocks V (m) are diagonal matrices of different size. For
these problems the right hand-side vector b has entries bi=i−m, i=1, 2,... .
Problems C1, C2, and C3 have principal blocks of size 2h, with
h=˛ j if j [ 7,
16−j if j \ 8,
, where j=2+mod{m−1, 12}.
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The diagonal elements of A are ai, i=l(i+1)/i, i=1, 2,... . The nonzero
entries of U (m) andW (m) are
u (m)11 =z+g, u
(m)
21 =z, w
(m)
11 =h+t, w
(m)
12 =t, (4)
u (m)h−1, j=u
(m)
h, j=z, w
(m)
j, h−1=w
(m)
j, h=t, h=2j,
u (m)h, j=g, w
(m)
j, h=h, h=! j2 " ,
ˇ , j=2,..., 2m−1,
where z=−0.07, g=−0.4, h=−0.05 and t=−0.35. The parameters l
and m have the values: l=1 and m=1 for problem C1; l=1 and m=2
for problem C2; l=0.99 and m=3 for problem C3. The maximum size
is dmax=768000 and the bandwidth is bw=320. The truncation error is
Etr=2.72 for problem C1, Etr=8.6 for problem C2 and Etr=14.3 for
problem C3. The structure of the coefficient matrix for these problems is
shown in in Fig. 2.
Problems D1 and D2 have the principal block V (m) equal to the iden-
tity matrix of size 2m, for m=1, 2,... The nonzero entries of U (m) and W (m)
are still defined by the formulas (4), with z=−0.1, g=−0.1, h=−0.15
and t=−0.4. The parameter m has the value: m=1 for problem D1; m=3
for problem D2. The maximum size is dmax=768000 and the bandwidth
is bw=390000. The truncation error is Etr=3.84 for problem D1 and
Etr=14.6 for problem D2. The structure of the coefficient matrix for these
problems is shown in Fig. 3.
Fig. 2. Coefficient matrix of problems C.
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Fig. 3. Coefficient matrix of problems D.
Problems E1 and E2 have the principal block V (m) equal to the identity
matrix of size 10m, m=1, 2,... . The nonzero entries of U (m) andW (m) are
u (m)j+m, j=z, w
(m)
j, j+m=t, u
(m)
j, j=g, w
(m)
j, j=h, j=1,..., 10m,
where z=−0.1, g=−0.2, h=−0.3 and t=−0.4. The parameter m has the
value: m=1 for problem E1; m=2 for problem E2. The maximum size
is dmax=768000 and the bandwidth is bw=3951. The truncation error is
Etr=3.75 for problem E1 and Etr=9.69 for problem E2. The structure of
the coefficient matrix for these problems is shown in Fig. 4.
Fig. 4. Coefficient matrix of problems E.
432 Favati, Lotti, Menchi, and Romani
Fig. 5. Coefficient matrix of problem F.
3.4. A Stochastic Test Problem
Problem F1 is taken from Blanc et al.(12) It is obtained by modeling
a communication systems with timed token protocols and results to be a
cyclic service queueing problem. Among the two-queue problems con-
sidered in Table IV of the paper cited above we examine the one corre-
sponding to the values r1=1 and r2=1 of target token rotation times
at the two queues. The maximum size is dmax=256000, the bandwidth is
bw=6623 and the truncation error is Etr=7.09. The coefficient matrix for
this problem is shown in Fig. 5.
4. NUMERICAL EXPERIMENTS
4.1. Measures
For any algorithm a ¥A, let x (i)com be the computed solution of the ith
test problem. The quantity
q (i)a =−log 10 ||x
(i)
ref−x
(i)
com ||.
is the number of exact digits of the computed solution with respect to
the reference solution. This measure takes into account the stability of the
algorithm for any problem. The dependence of the performance of the
algorithm on the number of trains and the number of processors is
measured by
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• the time Ta, averaged on the set of the 12 test problems, expressed in
seconds,
• the number Oa of the total elementary operations, averaged on the
set of the 12 test problems (it is reasonable to assume the elementary
operation as the unit of cost since a maximum constant number w of
nonzero elements on each row are involved).
The operational measure takes into account only the theoretical model,
while the time measure estimates how the theoretical model balances the
overhead due to the system.
4.2. Results
The algorithms described above have been implemented in JAVA by
using JAVA threads for the trains and the standard synchronization fea-
tures of the language for the traffic lights. In this way the coordination
policy among trains is implemented in our code, while the way of the
assignment of processes to processors is performed by the scheduling
strategy of JAVA JVM under the used operating system.
The experiments have been conducted on the following set M of
machines
• W1: 1 processor PIII @ 866 MHz, with Microsoft Windows 2000
Professional operating system using Microsoft JVM 1.1.6.
• W2: 2 processors PIII @ 650 MHz, with Microsoft Windows 2000
Professional operating system using Microsoft JVM 1.1.6.
• L2: 2 processors PIII @ 650 MHz, with Linux Red Hat 6.2 operat-
ing system using IBM JVM 1.3.
• U4: 4 processors IBM Power PC 604 @ 332 MHz, with IBM AIX
4.3.3 operating system using IBM JVM 1.1.8.
In order to compare the two schemes which characterize the algorithms,
a first set of numerical experiments has been carried out on the machine W2.
Each algorithm has been applied to the set of the test problems. A rough
sketch of the results is presented in Fig. 6, where algorithm P1 is taken as
the reference algorithm.
It is evident that
• Algorithms Mn, with n > 1, improve the time Ta but not the opera-
tion number Oa.
• Algorithms Pn, with n > 1, improve both the operation number Oa
and the time Ta.
434 Favati, Lotti, Menchi, and Romani
200 400 600 800 1000 1200 Ta
200
400
600
800
1000
Oa
P2 - P9
M2 - M9
P1
Fig. 6. Behaviour of the algorithms: operation number versus
time.
Table I gives the values q (i)a for a ¥ {P1,..., P9} compared with the
truncation error Etr. It appears that the error of the computed solutions
can have one of the following behaviours:
• all the algorithms achieve the best result, that is the error is equal to
Etr (e.g. for problems B1, C1 and D1),
• all the algorithms give the same error, higher than the truncation
error, but anyhow acceptable (e.g., for problems A2, C3 and D2),
• some algorithms give an error which is higher than the others, but in
any case acceptable (e.g., for problems A1 and F1).
Table I. Number of Exact Digits of the Computed Solutions for the Various Problems
and Algorithms
Prob. Etr P1 P2 P3 P4 P5 P6 P7 P8 P9
A1 10.2 8.84 9.07 9.09 9.26 9.24 9.17 9.19 9.23 9.15
A2 14.0 11.9 11.9 11.9 11.9 11.9 11.9 11.9 11.9 11.9
B1 3.78 3.78 3.78 3.78 3.78 3.78 3.78 3.78 3.78 3.78
B2 9.67 9.67 9.67 9.67 9.67 9.67 9.67 9.67 9.67 9.67
C1 2.72 2.72 2.72 2.72 2.72 2.72 2.72 2.72 2.72 2.72
C2 8.6 8.6 8.6 8.6 8.6 8.6 8.6 8.6 8.6 8.6
C3 14.3 12.4 12.4 12.4 12.3 12.3 12.3 12.3 12.3 12.3
D1 3.84 3.84 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83
D2 14.6 12.1 12.0 12.0 12.0 12.0 12.1 12.1 12.1 12.1
E1 3.75 3.74 3.61 3.61 3.64 3.64 3.6 3.64 3.65 3.64
E2 9.69 9.68 9.51 9.53 9.56 9.51 9.54 9.54 9.53 9.55
F1 7.09 5.73 5.66 6.29 5.84 5.67 5.62 6.04 6.14 5.69
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Table II. Time in Seconds, for the Various Problems and Algorithms, Averaged over
all Runs with Two Processors
Prob. P1 P2 P3 P4 P5 P6 P7 P8 P9
A1 361 332 553 252 264 307 324 341 367
A2 699 501 663 475 501 558 571 633 667
B1 585 779 819 367 384 431 466 477 482
B2 530 502 519 341 360 407 430 445 469
C1 271 303 446 176 202 228 259 284 286
C2 301 240 284 189 220 246 274 288 304
C3 258 156 176 207 205 257 277 296 314
D1 285 187 221 249 322 395 444 514 613
D2 244 131 154 208 260 326 379 432 497
E1 2157 1053 1144 1340 1650 1997 2349 2586 2968
E2 2143 1044 1137 1392 1624 2035 2405 2768 2960
F1 2434 4297 5837 2027 2417 2637 3025 3675 3827
In Tables II and III the values of the time and the number of elementary
operations are given for any problem and any algorithm in {P1,..., P9}.
A second set of numerical experiments, carried out on the whole
machine set M, allows us to examine the behaviour of the algorithms as a
function of the number of processors, of the operating system and the Java
virtual machine. Since the optimal behaviour is always reached by algo-
rithms Pn, in the figures only the results obtained by these algorithms are
shown compared with the reference algorithm P1. In order to take into
account the different efficiency of the machines, times and operation
Table III. Millions of Elementary Operations, for the Various Problems and
Algorithms, Averaged over all Runs with Two Processors
Prob. P1 P2 P3 P4 P5 P6 P7 P8 P9
A1 315 452 773 276 263 264 258 261 260
A2 626 662 855 508 508 476 477 476 477
B1 531 1450 1419 284 273 191 183 176 176
B2 448 838 816 250 262 177 183 165 161
C1 177 371 555 105 107 78 77 77 75
C2 188 273 309 115 120 87 90 90 90
C3 76 79 88 61 60 51 51 52 51
D1 205 220 212 129 153 109 105 109 111
D2 160 134 137 105 109 83 84 86 88
E1 1939 1666 1575 1004 1005 779 793 782 797
E2 1934 1608 1532 1012 1018 801 799 818 793
F1 2027 6154 8087 1979 2164 1835 2076 2449 2337
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Fig. 7. Times T(n) of algorithms Pn, for various number of
processors.
numbers are divided by the corresponding measures of the reference algo-
rithm, that is T(n)=TPn/TP1 and O(n)=OPn/OP1 are the normalized times
and operation numbers used in the following considerations. Moreover, in
order to take into account the possible dependence of the algorithm per-
formance on the uncertainty introduced by the scheduling, multiple runs
with the same algorithms have been performed on all the machines.
Figure 7 shows the times T(n), averaged on all the runs, obtained by
using machines with the same number of processors. Figure 8 shows the
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1
O(n)
Fig. 8. Elementary operations number O(n) of algorithms Pn, averaged on all
machines.
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operation number O(n) averaged on all the machines in M, independently
from the number of processors.
4.3. Conclusions
The behaviour of an algorithm is obviously influenced by the number
of the available processors as well as by the processes scheduling strategy.
For what concerns the scheduling, the experiments, carried out on different
machines and operating systems, show that the differences among the
behaviours of the different runs are statistically negligible. For this reason
we feel confident that the overall performance is virtually independent from
the scheduling. For what concerns the number of processors, the experi-
ments show that it is not convenient to use a number of trains much higher
than the number of processors (see Fig. 7), since the overhead due to the
process switching cancels the advantages of having more processes. More
precisely, when p > 1, the algorithm with n=p trains exploits at the best
the power of the machine. When p=1 the use of two trains gives the best
result, because in this way partial iterations are allowed.
Moreover, from the point of view of the operation number, the use of
the partial scheme when n > 1 leads to a better behaviour with respect to
the reference algorithm P1 (see Fig. 8). This fact suggests that an imple-
mentation of the partial iteration is worthwhile also in a sequential
computation model.
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