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ПРЕДИСЛОВИЕ 
 
 
 
Учебно-методическое пособие по дисциплине «Арифметические  
и логические основы цифровых вычислительных машин» разработано 
для студентов, обучающихся по специальности 1-40 05 01-03 «Ин-
формационные системы и технологии» (издательско-полиграфи-
ческий комплекс). Данное пособие составлено в соответствии с требо-
ваниями Образовательного стандарта и типового учебного плана спе-
циальности. 
Дисциплина предусматривает изучение арифметических основ 
вычислительной техники, алгебры логики, схемотехники ЭВМ. Цель 
изучения – освоение студентами: 
– арифметических основ вычислительной техники на основе дво-
ичной арифметики; 
– логических основ вычислительной техники на базе изучения алгеб-
ры логики; 
– схемотехнических основ и архитектурной организации ЭВМ и ВС.  
Пособие предназначено для оказания помощи студентам в ознаком-
лении с основами организации и функционирования ЭВМ, приобрете-
нии навыков синтеза цифровых устройств с помощью законов булевой 
алгебры.  
Предметом дисциплины является фундамент арифметической и ло-
гической организации и функционирования средств цифровой вычисли-
тельной техники. Дисциплина занимает важное место в подготовке  
современного инженера, специализирующегося в области разработки и 
использования современных информационных технологий и систем. 
Содержание пособия соответствует учебным программам для сту-
дентов специальности 1-40 01 02-03 «Информационные системы и тех-
нологии» (издательско-полиграфический комплекс). Основное внимание 
уделено вопросам, не рассмотренным или рассмотренным недостаточно 
полно в пособии [1]. При подготовке пособия использовались материа-
лы изданного в БГУИР учебно-методического пособия «Основы органи-
зации и функционирования ЭВМ» в 3-х частях авторов А. Т. Пешков  
и А. С. Кобайло. 
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1. АРИФМЕТИЧЕСКИЕ ОСНОВЫ  
ЦИФРОВЫХ ВЫЧИСЛИТЕЛЬНЫХ МАШИН 
 
 
 
1.1. Системы счисления 
 
 
1.1.1. Понятие системы счисления 
 
В своей повседневной деятельности человек использует различные 
системы счисления, к которым относятся десятичная, римская, система 
исчисления времени и т. д. Все их можно подразделить на позицион-
ные и непозиционные. 
В непозиционных системах счисления «доля» цифры или ее вес  
в количественном измерении записанного числа не зависит от место-
положения данной цифры в записи этого числа. Типичным примером 
такой системы счисления является римская. В ней используются 
цифры: 
I V X L C D M – римские цифры 
1 5 10 50 100 500 1000 – их десятичные эквиваленты 
При количественной оценке числа его значение определяется как 
сумма значений цифр, составляющих запись числа, кроме пар, со-
стоящих из цифры меньшего веса, предшествующей цифре большего 
веса, значение которой определяется как разность веса большей и 
меньшей цифр.  
 
Пример.  
Значение числа МММСМLIХ определяется как сумма: 
1000 + 1000 + 1000 + (1000 – 100) + 50 + (10 – 1), 
что соответствует десятичному эквиваленту 3959. 
Количественная оценка числа, записанного в позиционной систе-
ме счисления, определяется как сумма произведений значения цифр, 
составляющих запись числа, умноженных на вес позиции, в которой 
располагается цифра. 
Примером такой системы счисления является широко используемая 
десятичная система счисления.  
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Пример.  
Количественная оценка десятичного числа 395910 определяется как 
3 ⋅ 1000 + 9 ⋅ 100 + 5 ⋅ 10 + 9 ⋅ 1, 
где 1000, 100, 10, 1 – соответственно веса четвертого, третьего, второ-
го, первого разрядов записи оцениваемого числа. 
Десятичная система счисления является также системой с равно-
мерно распределенными весами, которые характеризуются тем, что 
соотношение весов двух любых соседних разрядов имеет для такой 
системы одинаковое значение. Это соотношение называется основа-
нием системы счисления, которое далее будем обозначать как «q». 
Общая запись числа в системе с равномерно распределенными ве-
сами имеет вид 
Nq = Аn Аn–1 ... А2 А1 А0. (1.1)
Значение такого числа определяется как 
Nq = Аn ⋅ qn + Аn–1 ⋅ qn–1 + Аn–2 ⋅ qn–1 + … А2 ⋅ q2 + А1 ⋅ q1 + А0 ⋅ q0, (1.2)
где Аi – цифра записи числа, удовлетворяющая условию 
0 ≤ Аi ≤ (q–1), 
где q – основание системы счисления. 
При q =10 А изменяется в диапазоне от 0 до 9. 
Запись числа N в виде (1.1) называется кодированной, а запись  
в форме (1.2) – расширенной. 
Помимо q = 10 (десятичная система счисления), возможны другие 
значения для основания системы счисления: 
− двоичная система счисления; 
− восьмеричная система счисления; 
− шестнадцатеричная система счисления и т. д. 
В различных системах счисления в качестве цифр используются 
обозначения соответствующих цифр десятичной системы счисления –  
0, 1, 2, 3, 4, 5, 6, 7, 8, 9, а в случае, когда десятичных цифр «не хватает» 
(для систем счисления с основанием q, большим чем 10), для цифр, 
превышающих 9, вводятся дополнительные обозначения, например, 
для q = 16 это будут обозначения А, В, C, D, E, F, которые соответст-
вуют шестнадцатеричным цифрам (десятичные эквиваленты их равны 
соответственно 10, 11, 12, 13, 14, 15). 
В связи с тем, что в дальнейшем изложении будут использоваться 
различные системы счисления, примем такое обозначение: Nq – число N, 
представленное в системе счисления с основанием q. 
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Примеры записи чисел в различных системах счисления: 
N2 = 10011011 = 1 ⋅ 27 + 0 ⋅ 26 + 0 ⋅ 25 + 1 ⋅ 24 + 1 ⋅ 23 + 0 ⋅ 22 + 1 ⋅ 21 + 1 ⋅ 20; 
N8 = 471025 = 4 ⋅ 85 + 7 ⋅ 84 + 1 ⋅ 83 + 0 ⋅ 82 + 2 ⋅ 81 + 5 ⋅ 80; 
N10 = 35491 = 3 ⋅ 104 + 5 ⋅ 103 + 4 ⋅ 102 + 9 ⋅ 101 + 1 ⋅ 100. 
N16 = 84FE4A = 8 ⋅ 165 + 4 ⋅ 164 + F ⋅ 163 + E ⋅ 162 + 4 ⋅ 161 + A ⋅ 160; 
На основании вышеизложенного можно заключить, что запись 
одного и того же числа в различных системах счисления будет тем 
длиннее, чем меньше основание системы счисления. Например,  
N = 206310 = 1000000011112 = 40178 = 80F16. 
При работе с различными системами счисления полезно помнить 
соотношения, приведенные в табл. 1.1 и 1.2. 
 
Таблица 1.1 
Соответствие показателя степени двоичного числа  
значению десятичного числа 
n 0 1 2 3 4 5 6 7 8 9 10 11 
2n 1 2 4 8 16 32 64 128 256 512 1024 2048
 
Таблица 1.2 
Соответствие символов различных систем счисления 
№ п/п q = 2 q = 8 q = 16 q = 10 Десятичный  эквивалент 
Двоичный  
эквивалент 
1 0 0 0 0 0 0000 
2 1 1 1 1 1 0001 
3 – 2 2 2 2 0010 
4 – 3 3 3 3 0011 
5 – 4 4 4 4 0100 
6 – 5 5 5 5 0101 
7 – 6 6 6 6 0110 
8 – 7 7 7 7 0111 
9 – – 8 8 8 1000 
10 – – 9 9 9 1001 
11 – – А – 10 1010 
12 – – B – 11 1011 
13 – – C – 12 1100 
14 – – D – 13 1101 
15 – – E – 14 1110 
16 – – F – 15 1111 
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Человек в своей практической деятельности наиболее часто исполь-
зует десятичную систему счисления. Двоичная система счисления 
является удобной для обработки информации в ЭВМ. Промежуточное 
место между ними занимает двоично-десятичная система счисления, 
которая, в принципе, является десятичной, но отдельные десятичные 
цифры в ней записываются в виде набора двоичных разрядов. Суще-
ствуют разные двоично-десятичные системы. Например, десятичное 
число 804714 в двоично-десятичной системе представляется в виде 
1000 0000 0100 0111 0001 0100. В дальнейшем для сокращения будем 
использовать название «двоично-десятичная система», имея в виду 
двоично-десятичную систему 8, 4, 2, 1. Цифры в обозначении разно-
видности двоично-десятичной системы указывают веса соответствую-
щих двоичных разрядов. 
 
1.1.2. Перевод чисел из одной системы счисления в другую 
 
 Наличие различных систем счисления предполагает использование 
способов перевода записи числа из одной системы в другую. Для этой 
цели применяются следующие методы преобразований: 
− преобразования с использованием весов разрядов в исходной и 
в искомой записи числа; 
− деления (умножения) на новое основание; 
− с использованием особого соотношения заданной и искомой 
систем счисления. 
 
Метод преобразования с использованием весов разрядов 
Метод преобразования с использованием весов разрядов записи 
числа в исходной и в искомой системах предполагает применение 
расширенной записи числа (1.2) в некоторой системе счисления. 
Метод имеет две разновидности в зависимости от того, какая система 
счисления (исходная или искомая) является более привычной. Если более 
привычной является искомая система, то на основании расширенной за-
писи исходного числа подсчитываются значения ее отдельных разрядов  
в новой системе счисления. Далее полученные значения суммируются.  
Например, при преобразовании целого двоичного числа  
N2 = 110011010 
в десятичную систему счисления исходное число представляется  
в расширенной записи  
N = 28 + 27 + 24 + 23 + 21 
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и рассчитывается вес отдельных (ненулевых) двоичных разрядов в де-
сятичной системе счисления:  
256, 128, 16, 8, 2. 
Затем искомая запись числа определяется как сумма весов всех 
ненулевых разрядов записи числа в заданной системе счисления: 
256 + 128 + 16 + 8 + 2 = 410. 
При преобразовании правильных дробей в принципе используется 
тот же подход, но при расчете весов отдельных разрядов берутся от-
рицательные степени основания счисления.  
 
Пример. 
Найти двоичный эквивалент десятичного числа: 43610 = ____?2. 
Решение. 
Первый (старший) разряд, имеющий значение 1 в искомой двоич-
ной записи числа, будет разряд весом 28 = 256. С помощью остальных 
(младших) разрядов искомой записи числа необходимо представить 
значение 180 (180 – остаток, полученный как 436 – 256). 
Второй разряд с весом 27 = 128 будет иметь в искомой двоичной 
записи числа значение 1. С помощью остальных (более младших) раз-
рядов искомой записи числа необходимо представить значение 52 (ос-
таток, полученный как 180 – 128). 
Третий разряд с весом 26 = 64 будет иметь в искомой двоичной 
записи числа значение 0. 
Четвертый разряд с весом 25 = 32 будет иметь в искомой двоич-
ной записи числа значение 1, а остаток – 20. 
Пятый разряд с весом 24 = 16 будет иметь в искомой двоичной за-
писи числа значение 1, а остаток – 4. 
Шестой разряд с весом 23 = 8 будет иметь в искомой двоичной за-
писи числа значение 0.  
Седьмой разряд с весом 22 = 4 будет иметь в искомой двоичной 
записи числа значение 1, а остаток – 0. 
Восьмой разряд с весом 21 = 2 будет иметь в искомой двоичной 
записи числа значение 0.  
Девятый разряд с весом 20 = 1 будет иметь в искомой двоичной 
записи числа значение 0.  
Таким образом, 43610 = 1101101002. 
9 
Пример  
Найти двоичный эквивалент числа 0,710 = ?2. 
Решение 
Предварительный результат ищется с точностью до пяти двоич-
ных разрядов, причем пятый разряд используется только для округле-
ния при переходе к четырехразрядному окончательному результату. 
Первый (старший) разрядом весом 2–1 = 0,5 искомой двоичной за-
писи числа будет иметь значение 1. С помощью остальных (младших) 
разрядов искомой записи числа необходимо представить значение 0,2 
(0,2 – остаток, полученный как 0,7 – 0,5 = 0,2). 
Второй (старший) разряд с весом 2–2 = 0,25 в искомой двоичной 
записи числа будет иметь значение 0. 
Третий разрядом с весом 2–3 = 0,13 в искомой двоичной записи 
числа будет иметь значение 1. С помощью остальных (более млад-
ших) разрядов искомой записи числа необходимо представить значе-
ние 0,07 (0,07 – остаток, полученный как 0,2 − 0,13). 
Четвертый разрядом с весом 2–4 = 0,06 в искомой двоичной записи 
числа будет иметь значение 1, а остаток 0,01. 
Пятый разряд с весом 2–5 = 0,03 искомой двоичной записи числа 
будет иметь значение 0. 
Таким образом, десятичное число 0,710 = 0,101102. 
После округления имеет место 0,710 = 0,10112. 
 
Метод деления (умножения) на новое основание 
Метод деления (умножения) имеет две разновидности соответст-
венно для преобразования целых и дробных чисел. 
Преобразование целых чисел. Задачу представления числа N, за-
данного в системе q1, в системе счисления с основанием q2 можно рас-
сматривать как задачу поиска коэффициентов полинома, представ-
ляющего собой расширенную запись числа N в системе счисления q2: 
Nq1 = а0 + а1 ⋅ q 21 + а2 ⋅ q22 + ... + аn–2 ⋅ q 2n–2+ аn–1 ⋅ q2n–1+ аn ⋅ q2n = Nq2 (1.3)
Введем скобочную форму для выражения (1.3): 
 
Nq1 = Nq2 = а0 + q2 (а1 +q2 (а2 +q2 (а3 + … +q2(an–1 + q2(аn))…));
N1 
Nn 
N(n–1) 
N2 
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Обозначим выражение в первой скобке как N1, во второй скобке 
как N2, в третьей – как N3 и т. д., выражение в (n–1)-й скобке – как N(n–1), 
выражение в n-й скобке – как Nn. Теперь, основываясь на выраже- 
нии (1.3), можно утверждать, что при делении Nq1/q2 будет получена це-
лая часть частного int(Nq1/q2) и остаток rest(Nq1/q2). Это можно записать: 
Nq1/q2 → int(Nq1/q2) – целая часть частного N1, и остаток rest(Nq1/q2), 
равный а0. 
Аналогично для остальных скобок: 
N1/q 2 → int(N1/q2) равное N2 и остаток rest(N1/q2), равный а1; 
N2/q2 → int(N2/q2) равное N3, и остаток rest(N2/q2), равный а2; 
N(n–2)/q2 2 → int(N(n–2)/q1) равное N(n–1), остаток rest(N(n = 2)/q1), 
равный а(n–2); 
N(n–1)/q2 → int(N(n–1)/q2) = Nn = аn и остаток rest(N(n–1)/q2), равный  
а(n–1), при этом Nn< q2. 
Отсюда вытекает правило формирования коэффициентов полино-
ма (1.3) или разрядов записи заданного числа N в системе счисления  
с основанием q2: 
– необходимо разделить исходное число Nq1 на новое основание 
q2, при этом получив целое частное и остаток; 
– полученный остаток снова необходимо разделить на q2, процесс 
деления продолжается до тех пор, пока частное будет не меньше ново-
го основания q2. Если очередное сформированное частное будет мень-
ше, чем q2, то процесс формирования записи заданного числа в новой 
системе с основанием q2 считается законченным, а в качестве искомых 
разрядов новой записи числа используются результаты выполненных 
операций деления следующим образом: 
– в качестве старшего разряда берется значение последнего част-
ного, для остальных разрядов используются значения остатков в по-
рядке, обратном порядку их получения. 
 
Пример.  
Найти запись в двоичной форме десятичного числа N10 = 436.  
Решение. 
Делим сначала исходное число N10, а затем получаемые частные 
на значение нового основания 2 до получения частного со значением, 
меньше чем 2:  
436/2 → int(436/2) = 218 и rest (436/2) = 0; 
218/2 → int(218/2) = 109 и rest (218/2) = 0; 
109/2 →int(109/2) = 54 и rest (109/2) = 1; 
54/2 → int(54/2) = 27и rest (54/2) = 0; 
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27/2 → int(27/2) = 13 и rest (27/2) = 1; 
13/2→int(13/2) = 6 и rest (13/2) = 1; 
6/2 → int(6/2) = 3 и rest (6/2) = 0; 
3/2 → int(3/2) = 1 и rest (3/2) = 1. 
Таким образом: 436 = 11 0110100. 
 
Преобразование дробных чисел 
Задачу представления дробного числа Mq1, заданного в системе q1, 
в системе счисления с основанием q2, можно рассматривать как задачу 
поиска коэффициентов полинома, представляющего собой расширен-
ную запись числа M в системе счисления q2: 
B1 ⋅ q2–1 + B2  ⋅ q2–2 + B3 ⋅ q2–3 + … + Bn–2 ⋅ q2–(n–2) +  
+ B n–1 ⋅ q2–(n–1) + Bn ⋅ q2–n = Mq (1.4)
Введем скобочную форму для выражения (1.4). Обозначим выраже-
ние в первой скобке как M1, во второй – как M2, в третьей – как M3 и т. д., 
выражение в (n – 1)-й скобке – как M n–1, выражение в n-й скобке – как Mn. 
Mq2 = Mq1 = q2–1(B1 + q2–1(B2 + q2–1(B3 + … + q2–1(Bn–1 + q2–1(Bn))...))). 
Число Mq1 – правильная дробь, поэтому при умножении Mq1 на q2 
будет получено произведение, в общем случае состоящее из целой 
части int(Mq1 ⋅ q2) и дробной части DF (Mq1 ⋅ q2). Использование вве-
денных обозначений позволяет записать: 
Mq1 ⋅ q2 = (int(M q1 ⋅  q2) = B1) + (DF(Mq1 ⋅ q2) = M1), 
аналогично для остальных скобок будем иметь следующее: 
M1 ⋅ q2  = (int(M1 ⋅  q2) = B2) + (DF(M1 ⋅  q2) = M2); 
M2 ⋅ q2 = (int(M2 ⋅ q2) = B3) + (DF(M2 ⋅ q2) = M3); 
M3 ⋅ q2 = (int(M3 ⋅ q2) = B4) + (DF(M3 ⋅ q2) = M4); 
Mn–2 ⋅ q2 = (int(Mn–2 ⋅ q2) = Bn–1) + (DF(Mn–2 ⋅ q2) =  Mn–1); 
Mn–1⋅ q2 = (int(Mn–1 ⋅ q2) = Bn) + (DF(Mn–1 ⋅ q2) = Mn); 
Mn ⋅ q2 = (int(Mn⋅ q2) = Bn+1) + (DF(Mn ⋅ q2) = Mn+1). 
Отсюда вытекает следующее правило формирования коэффици-
ентов полинома, которые одновременно являются разрядами записи 
заданного числа M в системе счисления с основанием q2: 
– определяется количество разрядов «n» в записи числа Mq2 в но-
вой системе счисления; 
– исходное число Mq1 умножается на q2, при этом будет получено 
смешанное число; 
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– дробная часть полученного произведения снова умножается  
на q2 и т. д.; процесс умножения повторяется n раз. В качестве иско-
мых разрядов новой записи числа используются результаты выпол-
ненных операции деления следующим образом: в качестве первого 
старшего разряда искомой записи числа в новом основании берется 
значение целой части первого произведения, в качестве второго стар-
шего разряда искомой записи числа в новом основании берется значе-
ние целой части второго произведения и т. д. 
 
Пример. 
Найти запись в двоичной форме десятичного числа M10 = 0,7. 
Решение. 
Определяем количество разрядов числа M2. Так как исходная за-
пись числа содержит один десятичный разряд, то запись данного чис-
ла в двоичном основании должна содержать четыре разряда. Учиты-
вая округление, ищется предварительный двоичный эквивалент с пя-
тью разрядами. 
Умножаем исходное число M10, а затем дробные части последова-
тельно получаемых произведений на новое основание 2. Выполняется 
пять таких операций умножения, в результате получаем:  
0,7 ⋅ 2 = 1,4 (int(0,7 ⋅ 2) = 1 и DF(0,7 ⋅ 2) = 0,4); 
0,4 ⋅ 2 = 0,8 (int(0,4 ⋅ 2) = 0 и DF(rest (0,4 ⋅ 2) = 0,8); 
0,8 ⋅ 2 = 1,6 (int(0,8 ⋅ 2) = 1 и DF(rest (0,8 ⋅ 2) = 0,6); 
0,6 ⋅ 2 =1,2 (int(0,6 ⋅ 2) = 1 и DF(rest (0,6 ⋅ 2) = 0,2); 
0,2 ⋅ 2 = 0,4 (int(0,2 ⋅ 2) = 0 и DF(rest (0,2 ⋅ 2) = 0,4). 
Таким образом, 0,7 = 0,10110, а окончательный результат перехо-
да в двоичную систему будет 0,710 = 0,10112. 
 
Метод с использованием особого соотношения оснований за-
данной и искомой систем счисления 
Данный метод применим в тех случаях, когда исходное q1 и новое q2  
основания могут быть связаны через целую степень, т. е. когда выпол-
няются условия: q1m = q2 (условие 1) или q2 m = q1 (условие 2).  
Если имеет место условие 2, то для заданного в системе с основа-
нием q1 числа Nq1 = аn аn–1 аn–2... а1а0 запись его в системе с новом  
основании q2 определяется следующим образом:  
– каждому разряду ai исходной записи числа ставится в соответст-
вие его m-разрядный эквивалент в системе счисления с основанием q2; 
– искомая запись всего заданного числа формируется за счет объ-
единения всех полученных m-разрядных групп. 
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Если имеет место условие 1, то запись заданного числа  
N = anаn–1аn–2...а1а0 
в системе с новом основанием q2 формируется следующим образом:  
– исходная запись числа разбивается на группы по m разрядов, 
двигаясь от точки вправо и влево (недостающие разряды в крайних 
группах (слева и справа) дополняются нулями;  
– каждой полученной группе ставится в соответствие цифра но-
вой системы счисления; 
– искомая запись заданного числа в новой системе счисления об-
разуется из цифр, соответствующих группам, на которые была разби-
та исходная запись. 
 
Пример. 
Найти двоичный эквивалент восьмеричного числа 67401.648. 
Решение. 
Основания исходной и новой систем счисления можно выразить 
через целую степень: 23 = 8. 
Поэтому применяем третий метод для случая перехода из систе-
мы с большим основанием в систему с меньшим основанием. Ставим 
в соответствие каждой цифре исходной записи числа трехразрядный 
двоичный код (триаду): 
6 7 4 0 1 6 4 
110 111 100 000 001 110 100 
Формируем окончательный результат посредством объединения 
полученных трехразрядных двоичных чисел в единый двоичный эк-
вивалент: 
67401.648 = 110111100000001.1101002. 
 
Пример.  
Найти шестнадцатеричный эквивалент двоичного числа  
N = 11100101110110.1110110012. 
Решение. 
Основания исходной и новой систем счисления можно выразить 
через целую степень: 24 = 16. 
Поэтому применяем третий метод для случая перехода из систе-
мы с меньшим основанием в систему с большим основанием. Разби-
ваем исходную запись числа на группы по четыре разряда (тетрады) 
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вправо и влево от точки, в крайних левой и правой группах недос-
тающие разряды заполняем нулями и каждой полученной группе из 
четырех разрядов ставим в соответствие цифру шестнадцатеричной 
системы счисления 
0011 1001 0111 0110 1110 1100 1000 
3 9 7 6 Е С 8 
Формируем окончательный результат посредством объединения 
полученных цифр в единый шестнадцатеричный эквивалент 
11100101110110.1110110012 = 3976.EC816. 
 
Пример.  
Найти шестнадцатеричный эквивалент числа 67401.648, представ-
ленного в восьмеричной системе счисления.  
Решение. 
Основания исходной q1 и новой q2 систем счисления не могут 
быть связаны через целую степень, поэтому напрямую третий метод 
перехода неприменим. Однако существует система с двоичным осно-
ванием, для которой допустим третий метод перехода и восьмеричную 
(исходную для данного примера), и в шестнадцатеричную (новую сис-
тему для данного примера) системы счисления, т. к. 23 = 8 и 24 = 16. 
Поэтому в данном случае для решения поставленной задачи целе-
сообразно использовать два быстрых перехода из восьмеричной сис-
темы счисления в двоичную (промежуточную), а затем из двоичной 
системы счисления в шестнадцатеричную третьим методом. Это будет 
гораздо быстрее, чем использовать для заданного преобразования вто-
рой или третий метод. 
Таким образом, поставленная задача решается в следующем порядке: 
67401.648 = 110 111 100 000 001 . 110 1002; 
110 111 100 000 001 . 110 1002 =  
= 0110 1111 0000 0001. 1101 00002 =  
= 6 F 0 1. D 016, т. е.: 
67401.648 = 6F01.D016. 
 
Пример.  
Найти двоичный эквивалент числа 674010.  
Решение. 
Основания исходной q1 и новой q2 систем счисления не могут 
быть связаны через целую степень, поэтому третий метод перехода 
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неприменим. В принципе здесь целесообразно использовать второй 
метод – метод деления на новое основание. Однако в этом случае по-
требуется большое количество операций деления на два. Для сокра-
щения количества операций деления может оказаться целесообразным 
решить эту задачу за счет перехода с использованием второго метода  
в промежуточную шестнадцатеричную систему счисления, а затем, 
используя третий метод, быстро перейти в заданную двоичную систе-
му счисления: 
− выполняем переход в промежуточную систему счисления: 
6740/16 = 421 (остаток 4); 
421/16 = 26 (остаток 5); 
26/16 = 1 (остаток 10); 
− в промежуточной системе счисления имеем: 
674010 = 1А5416, 
− выполняем переход из промежуточной системы счисления в за-
данную: 
1А5416 = 0001 1010 0101 01002. 
Как видно из вышеприведенного, для заданного перехода потребо-
валось выполнить только 3 операции деления на 16 вместо 13-ти опе-
раций деления на 2. 
 
 
1.2. Двоичная арифметика 
 
 
1.2.1. Операция сложения в двоичной системе счисления 
 
При выполнении любой операции результат ищется согласно со-
ответствующим правилам, которые удобно представлять в табличной 
форме, где для всех возможных комбинаций значений одноразрядных 
операндов приводятся значения результата. 
Правила сложения в двоичной системе счисления 
+ 0 1 
0 0 1 
1 1 0* 
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Все возможные значения первого слагаемого задаются во второй 
и третьей строках первой колонки; все возможные значения второго 
слагаемого – во второй и третьей колонках первой строки. На пересе-
чении отмеченных значениями операндов строк и колонок располага-
ется результат их сложения.  
В таблице знаком «*» отмечен случай, когда в текущем разряде 
результата получен ноль и имеет место перенос в ближайший стар-
ший разряд.  
 
Пример. 
1011100110
+
0101101101
10001010011
 
В общем случае при формировании значения в текущем разряде 
результата приходится дважды применять приведенную таблицу сло-
жения: первый раз при сложении соответствующих разрядов операн-
дов, формируя так называемую поразрядную сумму, и второй раз – 
при сложении разряда сформированной поразрядной суммы и перено-
са, пришедшего из ближайшего младшего разряда. 
При машинной реализации операции сложения сначала формиру-
ется поразрядная сумма операндов без учета переноса, далее форми-
руется код переноса и затем с помощью специальных логических це-
пей учитываются возникшие переносы. При этом перенос, возникший 
в некотором разряде, может изменить не только ближайший старший 
разряд, но и целую группу старших разрядов. В худшем случае пере-
нос, возникший в самом младшем разряде, может изменить значение 
старших разрядов сформированной поразрядной суммы вплоть до са-
мого старшего. 
При формировании поразрядной суммы и учете возникших пере-
носов используется следующая классификация разрядов складывае-
мых операндов: 
– разряд, генерирующий перенос (оба операнда в этом разряде 
имеют «1»); 
– разряд, пропускающий перенос (операнды  в этом разряде имеют 
разные значения); 
– разряд, блокирующий распространение переноса (операнды в этом 
разряде имеют одинаковые значения).   
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1.2.2. Операция вычитания 
 
Правила вычитания представлены ниже в форме таблицы. 
Правила вычитания в двоичной системе счисления 
– 0 1 
0 0 1 
1 1* 0 
Все возможные значения вычитаемого задаются во второй и 
третьей строках первой колонки; все возможные значения уменьшае-
мого – во второй и третьей колонках первой строки. На пересечении 
отмеченных значениями операндов строк и колонок располагается ре-
зультат вычитания второго операнда из первого. В таблице знаком «*» 
отмечен случай, когда в текущем разряде результата получена едини-
ца при займе из ближайшего старшего разряда. 
 
Пример. 
1000111001
0101101101
0011001100
−
 
Как видно из таблицы и приведенного примера, реализация опе-
рации вычитания не сложнее операции сложения. 
В ЭВМ никогда в перечне выполняемых операций арифметиче-
ского устройства не присутствует одновременно операция сложения и 
операция вычитания. При этом, как правило, присутствует только 
операции сложения. Что же касается операции вычитания, то она реа-
лизуется за счет прибавления к уменьшаемому значения вычитаемого, 
взятого с противоположным знаком. 
 
1.2.3. Операция умножения 
 
Умножение в двоичной системе счисления задается в табличной 
форме. 
Правила умножения в двоичной системе счисления 
* 0 1 
0 0 0 
1 0 1 
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Все возможные значения множимого задаются во второй и третьей 
строках первой колонки; все возможные значения множителя – во вто-
рой и третьей колонках первой строки. На пересечении отмеченных 
значениями операндов строк и колонок располагается результат умно-
жения первого операнда на второй. 
При умножении многоразрядных операндов, как правило (особен-
но в десятичной системе счисления), используется метод, при котором 
формирование произведения выполняется за счет суммирования час-
тичных произведений, которые оформляются посредством умножения 
множимого на отдельные разряды множителя с учетом веса соответ-
ствующего разряда множителя. 
Таблица умножения одноразрядных операндов в двоичной системе 
существенно упрощает задачу формирования частичного произведения: 
– частичное произведение для разряда множителя равняется нулю, 
если этот разряд равен нулю; 
– частичное произведение для разряда множителя равняется мно-
жимому, взятому с соответствующим весом, если разряд множителя ра-
вен единице. 
При последовательном способе формирования частичных произ-
ведений последние могут рассчитываться поочередно для отдельных 
разрядов множителя начиная с младшего или старшего разряда. При 
десятичном основании, как правило, формирование частичных произ-
ведений осуществляется начиная с младшего разряда множителя. 
 
Пример. 
Найти произведение двоичных чисел 1011 и 1101, начиная фор-
мирование частичных произведений со старшего разряда множителя. 
Решение. 
При формировании частичных произведений, начиная со старшего 
разряда множителя, процесс формирования произведения заданных 
операндов можно представить следующим образом: 
× 
+ 
+ 
+
 
1 0 1 1    
1 1 0 1    
1 0 1 1    
 1 0 1 1   
  0 0 0 0  
   1 0 1 1
1 0 0 0 1 1 1 1
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При реализации умножения рассматриваемым способом требу-
ется использование n-разрядного регистра для хранения множимого, 
2n-разрядного сумматора для подсчета промежуточных и конечного 
произведения и 2n-разрядного сдвигающего регистра для хранения 
множителя. 
 
Пример. 
Найти произведение двоичных чисел 1011 и 1101, начиная формиро-
вание частичных произведений с младшего разряда множителя и применяя 
учет сформированных частичных произведений по мере их формирования. 
Решение.  
   × 1 0 1 1
   1 1 0 1
   + 0 0 0 0
   1 0 1 1
  +  1 0 1 1
  0 0 0 0  
 +  0 1 0 1 1
 1 0 1 1   
+  1 1 0 1 1 1
1 0 1 1    
1 0 0 0 1 1 1 1
Реализация данного метода умножения требует использовать 2n-раз-
рядный сумматор для последовательного, от такта к такту, формиро-
вания 2n-разрядного произведения и 2n-разрядный регистр для хране-
ния и сдвига влево множимого. 
В данном примере для того, чтобы учесть то, что очередной разряд 
множителя имеет вес в два раза больший, чем предыдущий разряд, его 
частичное произведение учитывается со сдвигом множимого на один 
разряд влево при суммировании с промежуточным результатом. В таком 
случае говорят, что умножение выполняется со сдвигом множимого. 
Однако для учета того, что очередное частичное произведение 
имеет вес, в два раза больший веса предыдущего частичного произве-
дения, можно при суммировании сдвигать вправо промежуточный ре-
зультат. В таком случае говорят: умножение выполняется со сдвигом  
промежуточного результата. При использовании данного подхода умно-
жение чисел 1101 и 1011 представляется в виде следующих действий: 
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   × 1 0 1 1 множимое    1 1 0 1 множитель 
 + 0 0 0 0 промежуточный результат (начальное значение) 1 разряд  1 0 1 1  
 + 0 1 0 1 1 результат сдвига  2 разряд  0 0 0 0  
   + 0 1 0 1 1   0 0 1 0 11 результат сдвига 
 3 разряд   1 0 1 1  
   1 1 0 1 11  
 + 0 1 1 0 111 результат сдвига  4 разряд  1 0 1 1 111  
   1 0 0 0 1 1111 результат сдвига 
В первой колонке приведены номера отрабатываемых разрядов 
множителя начиная с младшего. Эти номера отмечают строки, в кото-
рых учитывается частичное произведение, соответствующее этому 
разряду множителя. В этой же первой колонке расположены единицы 
переполнения, возникающие при суммировании промежуточного ре-
зультата и очередного частичного произведения, сформированного 
для соответствующего отрабатываемого разряда множителя (в данном 
случае единица переполнения имеется при отработке четвертого, са-
мого старшего, разряда множителя). 
Вторая колонка отражает длину основной разрядной сетки (n = 4). 
В третьей колонке представлены разряды промежуточных и ко-
нечного произведений, «вытолкнутых» за пределы основной разряд-
ной сетки в процессе выполнения очередного сдвига промежуточного 
произведения. 
Из приведенного примера видно, что выталкиваемые за пределы 
разряды промежуточных произведений в дальнейшем не изменяются 
и их значение не влияет на значение суммы, формируемой в пределах 
основной разрядной сетки. Поэтому для реализации этого метода ум-
ножения требуется n-разрядный сумматор, обеспечивающий сумми-
рование только в пределах основной разрядной сетки. 
Аналогично умножению начиная с младшего разряда множителя, 
при умножении со старших разрядов можно заменить сдвиг вправо 
множителя на сдвиг влево промежуточного произведения. 
Операция умножения в общем случае дает точный результат – 2n-
разрядное произведение, где n-разрядность операндов. 
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В ЭВМ при выполнении различных операций, в том числе и опе-
рации умножения, разрядность операндов и результатов одинаковая. 
Это означает, что при умножении правильных дробей последние 
(младшие) n разрядов отбрасываются, а старшие n разрядов округля-
ются с учетом отбрасываемых младших.  
Например, произведение 0,1011 · 0,1101 = 0,10001111 представ-
ляется в n-разрядном варианте как 0,1001. В этом случае операция 
умножения считается приближенной. 
Возможные методы реализации операции умножения можно 
классифицировать по двум признакам: 
– начиная с какого разряда (со старшего или младшего) выполня-
ется отработка множителя;  
– что сдвигается – множимое или промежуточное произведение.  
Используя эти два классификационных признака, можно выде-
лить четыре метода умножения: 
– умножение с младших разрядов множителя со сдвигом множимо-
го; при реализации данного метода требуется 2n-разрядный сумматор, 
2n-разрядный регистр промежуточного произведения, 2n-разрядный ре-
гистр для хранения и сдвига множимого и n-разрядный регистр для хра-
нения множителя;  
– умножение с младших разрядов множителя со сдвигом проме-
жуточного произведения; при реализации данного метода требуется  
n-разрядный сумматор, 2n-разрядный регистр промежуточного произ-
ведения, n-разрядный регистр для хранения множимого и n-разрядный 
регистр для хранения множителя;  
– умножение со старшего разряда множителя со сдвигом множи-
мого; при реализации данного метода требуется 2n-разрядный сумматор, 
2n-разрядный регистр промежуточного произведения, 2n-разрядный 
регистр для хранения и сдвига множимого и n-разрядный регистр для 
хранения множителя;  
– умножение со старшего разряда множителя со сдвигом проме-
жуточного произведения; при реализации данного метода требуется n-
разрядный сумматор, 2n-разрядный регистр промежуточного произве-
дения, n-разрядный регистр для хранения множимого и n-разрядный 
регистр для хранения множителя. 
 
1.2.4. Деление двоичных чисел 
 
Деление в принципе является неточной операцией, поэтому при 
ее выполнении прежде всего устанавливается количество разрядов ча-
стного, которые подлежат определению. 
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Деление в двоичной системе счисления может выполняться точно 
так же, как и в десятичной, однако формирования частного двоичных 
операндов реализуется гораздо проще, чем в десятичной системе, т. к.: 
− упрощается процедура подбора очередной цифры вследствие 
того, что в двоичной системе очередной цифрой может быть одна из 
двух – либо 0, либо 1; 
− упрощается процедура умножения найденной цифры частного 
на делитель. 
 
Пример. 
Найти частное от деления двоичных чисел 0.1001 на 0.1101. 
Решение. 
По умолчанию считается, что разрядность результата и операндов 
одинаковая, поэтому окончательный результат должен иметь в данном 
случае 4 разряда. Учитывая необходимость округления, найдем допол-
нительный пятый разряд, на основании которого выполним округление. 
0. 1 0 0 1    0. 1 1 0 1 – делитель 
 – 1 1 0 1  0. 1 0 1 1 0 – частное 
    1 0 1 0 0    
    – 1 1 0 1    
      1 1 1 0    
      1 1 0 1    
       1 – остаток  
После округления получаем окончательный результат (частное): 
0.1001 / 0.1101 = 0.1011. 
 
1.2.5. Арифметика с положительными двоично­десятичными 
числами 
 
В ЭВМ часто предусматривается обработка чисел не только в дво-
ичной системе счисления, но в двоично-десятичной. При этом, как пра-
вило, стремятся реализовать двоично-десятичную арифметику по прави-
лам двоичной с введением ограниченного количества коррекций. 
Сложение двоично-десятичных чисел 
Рассмотрим на конкретном примере реализацию этой операции. 
 
Пример. 
Найти сумму двух десятичных чисел с использованием двоично-
десятичной системы счисления: 
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A = D + C, 
где D = 3927; C = 4856. 
Решение. 
Составляем двоично-десятичную запись для чисел D и C: 
D =3927 = 0011 1001 0010 0111: 
C = 4856 =0100 1000 0101 0110. 
Найти значение А можно, реализовав следующую последователь-
ность операций из двоичного сложения и операции коррекции: 
                              *               ** 
                  0011 1001 0010 0111  – D 
             +   0100 1000 0101 0110  – C 
                  1000 0001 0111 1101  – двоичная сумма 
            +             0110         0110  – коррекция 
                 1000 0111 1000  0011  – двоично-десятичная сумма     
Для получения двоично-десятичной суммы A на основании результа-
та сложения операндов по правилам двоичной арифметики необходимо 
добавить шестерку (0110) в те тетрады, из которых был перенос. В дан-
ном примере это вторая тетрада (отмечена *). Необходимость такой кор-
рекции обусловливается тем, что перенос, сформированный по правилам 
двоичного суммирования, унес из тетрады шестнадцать, а для десятично-
го сложения перенос должен был унести десять, т. е. перенос, сформиро-
ванный по правилам двоичной арифметики, унес лишнюю шестерку. 
Кроме этого шестерка добавляется в те тетрады, в которых получе-
но значение, большее девяти. Такая коррекция обуславливается тем, что 
по правилам десятичной арифметики в таких тетрадах должен быть вы-
работан перенос и, чтобы его выработать по правилам двоичной ариф-
метики, в тетраду нужно добавить шестерку. Для рассмотренного при-
мера такой тетрадой является и четвертая тетрада (отмечена **). 
 
Пример. 
Найти разность двух десятичных чисел с использованием двоич-
но-десятичной системе счисления: 
A = C – D, 
где D = 3927, C = 4856. 
Решение 
Составляем двоично-десятичную запись для чисел D и C: 
D = 392710 = 0011 1001 0010 01112/10; 
C = 485610 = 0100 1000 0101 01102/10. 
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Найти значение В можно, реализовав следующую последователь-
ность операций из двоичного сложения и операции коррекции: 
      *      *   
+ 0 1 0 0  1 0 0 0  0 1 0 1 0 1 1 0 – С 
0 0 1 1  1 0 0 1  0 0 1 0 0 1 1 1 – D 
– 0 0 1 1  1 0 0 1  0 0 1 0 1 1 1 1 – двоичная сумма 
     0 1 1 0      0 1 1 0 – коррекция 
 0 0 0 0  1 0 0 1  0 0 1 0 1 0 0 1 – двоично-десятичная сумма 
Для получения двоично-десятичной разности A на основании ре-
зультата вычитания операндов по правилам двоичной арифметики не-
обходимо вычесть шестерку (0110) из тетрад, в которые пришел заем. 
Это обусловливается тем, что заем, сформированный по правилам дво-
ичного вычитания, приносит в тетраду шестнадцать, а для десятичного 
сложения заем должен был принести в тетраду десять, т. е. заем, 
сформированный по правилам двоичной арифметики, принес лиш-
нюю шестерку. Для рассмотренного примера тетрадами, в которые 
пришел заем и в которых необходимо выполнить коррекцию (вычесть 
шестерку), являются вторая и четвертая тетрады (отмечены *). 
 
 
1.3. Арифметика с алгебраическими числами 
 
 
1.3.1. Кодирование алгебраических чисел 
 
Для представления чисел со знаком используются специальные коды: 
– прямой код; 
– дополнительный код; 
– обратный код. 
Во всех трех случаях используется следующий формат пред-
ставления числа, содержащий два поля – поле знака и поле модуля 
(Рис 1.1). 
 
Поле знака Поле модуля 
Рис. 1.1. Общий формат представления числа в ЭВМ 
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Поле знака представлено одним разрядом, в котором устанавли-
вается 0, если число положительное, и 1, если число отрицательное. 
Поле модуля отражает количественную оценку числа и для каждо-
го кода формируется по-разному. Количество разрядов поля модуля 
определяется диапазоном изменения отображаемых чисел или точно-
стью их представления. 
В прямом коде запись целого числа А формируется по следующе-
му правилу: 
[ ]пк 0. , если 0;1. ,если  0.
А А
А
A А
≥⎧= ⎨ <⎩
 
В дополнительном коде запись целого числа А формируется по 
следующему правилу: 
[ ] ⎩⎨
⎧
<+
≥=
0,  если, .1
;0 если ,.0
дк АAq
АA
А n  
где n – разрядность модульного поля; q – основание системы счисле-
ния; qn – максимальная невключенная граница диапазона изменения 
представляемых чисел, т. к. диапазон изменение чисел А определяется 
как qn > |А| ≥ 0 . 
Для случая правильной дроби запись числа А в дополнительном 
коде имеет вид: 
[ ]дк 0. , если  0;1.(1 ), если  0, 
A A
А
A А
≥⎧= ⎨ + <⎩  
где 1 – максимальная невключенная граница диапазона изменения 
представляемых чисел, т. е. диапазон изменение чисел А определяется 
как 1 > | A | ≥ 0. 
В обратном коде запись целого числа А формируется по следую-
щему правилу: 
[ ]ок 0. , если  0;1. ((  1) ), если  0, n
A А
А
q A А
≥⎧=⎨ − + <⎩
 
где n – разрядность модульного поля; q – основание системы счисле-
ния; (2n – 1) – максимальная включенная граница диапазона измене-
ния представляемых чисел, т. е. диапазон изменения чисел А опреде-
ляется как (qn – 1) ≥ | A | ≥ 0. 
Для случая правильной дроби запись числа А в обратном коде 
имеет вид 
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[ ]ок 0. , если  0;1. ((1 ) ), если  0, n
A А
А
q A А−
≥⎧=⎨ − + <⎩
 
где n – разрядность поля модуля; 1 – q-n – верхняя включенная граница 
представляемых чисел. 
Т. о., диапазон изменения чисел А определяется: 
(1 – q–n) ≥ | А | ≥ 0. 
Легко показать, что перевод отрицательного числа из обратного 
или дополнительного кода в прямой выполняется по тем же правилам, 
что и перевод числа из прямого кода в обратный или дополнительный: 
– для перевода отрицательного числа из обратного в прямой код 
необходимо дополнить его модуль до включенной границы; 
– для перевода отрицательного числа из обратного в прямой код 
необходимо дополнить его модуль до невключенной границы. 
 
1.3.2. Дополнительный и обратный коды двоичных чисел 
 
При переводе двоичных чисел в качестве включенной и не вклю-
ченной границы диапазона изменения абсолютных значений представ-
ляемых чисел используется соответственно 2n и 2n – 1. 
Представление двоичных чисел в прямом и обратном кодах по-
ясняется следующими примерами. 
Пример. 
Найди запись чисел А = 532 и В = –150 в прямом, дополнитель-
ном и обратном двоичных кодах. 
Решение. 
Найдем запись заданных чисел в двоичной системе: 
А = 53210  = 10000101002, В = –15010 = –100101102. 
Если считать, что представляются в заданных кодах только А и 
В, то разрядность n модульного поля должна соответствовать раз-
рядности двоичной записи большего числа, т. е. n = 10. 
Найдем запись заданных чисел в прямом коде: 
[A]пк = 0.1000010100, [B]пк = 1.0010010110. 
Найдем запись заданных чисел в дополнительном коде: 
[A]дк = 0.1000010100, 
[B]дк: для определения модульной части прибавим к невключенной 
границе диапазона (2n = 10000000000) число В: 
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10000000000 + (–10010110) = 1101101010. 
Тогда [B]дк = 1.1101101010. 
Найдем запись заданных чисел в обратном коде: 
[A]ок = 0.1000010100, 
[B]ок: для определения модульной части прибавим к включенной 
границе диапазона (2n – 1 = 1111111111) число В: 
1111111111 + (–10010110) = 1101101001, 
и тогда [B]ок = 1.1101101001. 
Анализируя запись модульной части отрицательного числа  
С в обратном коде, можно заключить, что она представляет собой ин-
версию модульной части записи этого числа в прямом коде, т. е. 0 за-
меняется на 1, а 1 заменяется на 0. Отсюда вытекает правило форми-
рования модуля обратного кода отрицательного двоичного числа. 
Для формирования модульной части записи отрицательного чис-
ла в обратном коде достаточно в модульной части записи этого чис-
ла в прямом коде взять обратные значения всех двоичных разрядов, 
т. е. необходимо проинвертировать модуль прямого кода. 
Переход от обратного кода отрицательного числа к представле-
нию в прямом коде осуществляется по тому же правилу, т. е. необхо-
димо проинвертировать модуль записи числа в обратном коде. 
Если сравнить запись модульных частей дополнительного и обратно-
го кодов отрицательного числа В, то можно заметить, что они отличаются 
на значение, соответствующее единицы младшего разряда. Отсюда 
вытекает правило формирования модуля дополнительного кода отри-
цательного числа. 
Для формирования модульной части записи отрицательного чис-
ла в дополнительном коде достаточно в модульной части записи 
этого числа в прямом коде взять обратные значения всех двоичных 
разрядов, т. е. необходимо проинвертировать модуль прямого кода и 
к полученному коду прибавить 1 в младший разряд. 
Переход от дополнительного кода отрицательного числа к прямо-
му осуществляется по тому же правилу, т. е. необходимо проинверти-
ровать модуль записи числа в дополнительном коде, и к полученному 
коду прибавить 1 в младший разряд. 
При выполнении операций над числами со знаком в ЭВМ исполь-
зуются прямой, обратный и дополнительный коды. Как правило, ин-
формация в памяти хранится в прямом коде, а при выполнении опера-
ций применяется или обратный, или дополнительный код. 
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1.3.3. Операции с двоичными числами  
в дополнительном коде 
 
При использовании дополнительного или обратного кода опера-
ция вычитания заменяется операцией сложения с изменением знака 
второго операнда. При сложении чисел, представленных в дополни-
тельном коде, выполняется сложение разрядов, представляющих за-
пись операндов, по правилам двоичной арифметики по всей длине 
записи чисел, не обращая внимание на границу, разделяющую знако-
вое и модульные поля. Переполнение знакового поля, т. е. перенос, 
возникший из крайнего левого разряда, игнорируется. В результате 
такого сложения будет получен дополнительный код суммы задан-
ных операндов. 
 
Пример. 
Найти значения для С1, С2, С3, С4, определяемых выражениями: 
С1 = А + В, С2 = А – В, С3 = В – А, С4 = –А – В, 
если А = 5710, В = −21010. При выполнении операций использовать 
двоичный дополнительный код. Результат представить в прямом коде. 
Решение. 
Преобразуем заданные числа в двоичную систему счисления: 
А = 5710 = 1110012, В = –21010 = –110100102. 
Определим количество разрядов для модульной части записи чи-
сел, учитывая не только значения используемых операндов, но и ожи-
даемые результаты выполнения заданных операций. Исходя из абсо-
лютного значения операндов, разрядность представления модульной 
части n должна быть равна 8. Учитывая то, что в подлежащих реали-
зации выражениях над числами выполняется только одна операция 
(или сложения, или вычитания), при этом возможно переполнение 
(возникновение переноса из старшего разряда), длину модульной час-
ти необходимо взять на один разряд больше, т. е. n = 9. 
Избавляясь от операции вычитания, приводим заданные выраже-
ния к виду 
С1 = А + В, С2 = А + (–В), С3 = В + (–А), С4 = (–А) + (-В). 
Таким образом, в подлежащих реализации выражениях в качестве 
операндов присутствуют следующие величины: A , –A, B, –B. Пред-
ставим их в прямом и дополнительном коде 
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[А]пк = 0.000111001,      [А]дк = 0.000111001, 
[−А]пк = 1.000111001, [–А]дк = 1.111000111, 
[В]пк = 1.011010010, [В]дк = 1.100101110, 
[−В]пк = 0.011010010, [–В]дк = 0.011010010. 
Используя сформированный дополнительный код, реализуем вы-
ражения для С1, С2, С3, С4. 
С1:      + 0.0 0 0 1 1 1 0 0 1
1.1 0 0 1 0 1 1 1 0
1.1 0 1 1 0 0 1 1 1
1.0 1 0 0 1 1 0 0 1
– [A]дк 
– [B]дк 
– [C1]дк 
– [C1]пк 
С2:  + 
0.0 0 0 1 1 1 0 0 1
0.0 1 1 0 1 0 0 1 0
0.1 0 0 0 0 1 0 1 1
– [A]дк 
– [–B]дк 
– C2]дк = [C2]пк 
С3:  + 1.1 1 1 0 0 0 1 1 11.1 0 0 1 0 1 1 1 0
1 1.0 1 1 1 1 0 1 0 1
1.1 0 0 0 0 1 0 1 1
– [–A]дк 
– [B]дк 
– [C3]пк 
– [C3]пк.. 
При выполнении сложения в данном случае возникла единица пе-
реполнения знакового поля. При работе с дополнительным кодом она 
игнорируется (в примере она перечеркнута). 
С4: + 1. 1 1 1 0 0 0 1 1 1 – [–A]дк  0. 0 1 1 0 1 0 0 1 0 – [–В]дк 
 1 0. 0 1 0 0 1 1 0 0 1 – [–С4]дк = [С4]пк 
В данном случае также возникло переполнение знакового поля, 
которое игнорируется. 
 
1.3.4. Операции с двоичными числами в обратном коде 
 
При сложении чисел, представленных в обратном коде, выполня-
ется сложение разрядов, представляющих запись операндов, по пра-
вилам двоичной арифметики по всей длине записи чисел, не обращая 
внимания на границу, разделяющую знаковое и модульные поля. Пе-
реполнение знакового поля, т. е. перенос, возникший из крайнего ле-
вого разряда, должен быть учтен как +1 в младший разряд полученной 
суммы. В результате такого сложения будет получен обратный код 
суммы заданных операндов. 
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Пример. 
Найти значения для С1, С2, С3, С4, определяемых выражениями 
С1 = А + В,    С2 = А – В, С3 = В – А,    С4 = –А – В, 
если А = 5710, В = -21010. При выполнении операций использовать 
двоичный обратный код. Результат представить в прямом коде. 
Решение 
В данном примере используются те же выражения и те же опе-
ранды, что и в предыдущем примере, поэтому при его решение ис-
пользуются уже найденные ранее двоичные представления операндов 
и их прямые коды. 
Обратные коды операндов имеют вид 
[А]ок = 0.000111001, [–А]ок = 1.111000110, 
[В]ок = 1.100101101, [–В]ок = 0.011010010. 
Используя сформированный дополнительный код, реализуем вы-
ражения для С1, С2, С3, С4. 
С1:     + 0.0 0 0 1 1 1 0 0 1
0.0 0 0 1 1 1 0 0 1
1.1 0 1 1 0 0 1 1 0
1.0 1 0 0 1 1 0 0 1
– [A]ок 
– [B]ок 
– [C1]ок 
– [C1]пк 
С2: + 0.0 0 0 1 1 1 0 0 1
0.0 1 1 0 1 0 0 1 0
0.1 0 0 0 0 1 0 1 1
– [A]ок 
– [–B]ок 
– [C2]ок = [C2]пк 
С3: + 1.1 1 1 0 0 0 1 1 0
1.1 0 0 1 0 1 1 0 1
1 1.0 1 1 1 1 0 0 1 1
                           1
1.0 1 1 1 1 0 1 0 0
1.1 0 0 0 0 1 0 1 1
– [A]ок 
– [B]ок 
 
 
– [C3]ок. 
– [C3] пк 
С4: + 1.1 1 1 0 0 0 1 1 0
0.0 1 1 0 1 0 0 1 0
1 0.0 1 0 0 1 1 0 0 0
                            1
0. 0 1 0 0 1 1 0 0 1
– [A]ок 
– [B]ок 
 
 
– [C4]ок = [C4]пк 
В данном случае также возникло переполнение знакового разряда, 
которое должно быть учтено как +1 в младший разряд сформирован-
ной суммы. 
+
+
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1.3.5. Модифицированные коды 
 
При расчете разрядности n модульного поля весьма трудно быва-
ет учесть диапазон значений результатов, особенно когда последова-
тельность операции, представленных в подлежащих реализации вы-
ражениях, достаточно сложна.  
При несоответствии выбранной разрядности n диапазону изменения 
представляемых чисел при выполнении операции сложении чисел с оди-
наковыми знаками возможно появление ситуации переполнения, когда 
подлежащий представлению результат выходит за диапазон представле-
ния, определенный некорректно выбранной разрядностью n поля модуля. 
Например, в случае сложения двух чисел, представленных в обрат-
ном коде: 
[D1]ок = 1.00110 и [D2]ок = 1.00110. 
сумма этих чисел F1 = D1 + D2 будет подсчитана следующим образом: 
F1: + 1. 0 0 1 1 0 
1. 0 0 1 1 0
10. 0 1 1 0 0
                1
0. 0 1 1 0 1
– [A]ок 
– [B]ок 
– [C1]ок 
– [C1]пк
Пример, выполненный по всем формальным правилам, дал «абсурд-
ный» результат, так как получена положительная сумма двух отрицатель-
ных операндов. Аналогичная ситуация может возникать и при использо-
вании дополнительного кода. 
Ситуацию переполнения можно обнаруживать по факту появления 
«абсурдного» результата, но для этого необходимо помнить то, что  
в суммировании принимают участие операнды с одинаковыми знаками 
и знак полученного при этом результата отличен от знака операндов. 
Более просто ситуация переполнения определяется при применении 
модифицированного кода (обратного или дополнительного). Модифици-
рованные коды отличаются от базовых кодов только тем, что поле знака 
операндов имеет два разряда, и эти разряды имеют одинаковые значения: 
00 – для положительных чисел;
11 – для отрицательных чисел.
Если в результате сложения чисел в модифицированном коде полу-
ченный результат имеет в поле знака одинаковые значения в обоих разря-
дах (00 или 11), то переполнения нет, если же разряды знакового поля 
имеют неодинаковые значения (10 или 01), то имеет место переполнение. 
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При этом, если в поле знака имеет место значение 01 – результат положи-
тельный, а если 10, то полученный результат – отрицательный (основным 
носителем знака числа является левый разряд знакового поля). 
     
Пример. 
Найти значения выражений 
С1 = А + В, С2 = А – В, С3 = В – А, С4 = –А – В, 
используя модифицированный обратный код, если 
[А]пк = 0.1010011, 
[B]пк = 1.0111001. 
Решение 
Модифицированный обратный код для всех операндов, исполь-
зуемых в приведенных выражениях, имеет вид 
[А]мпк = 00.1010011, [А]мок = 00.1010011, [–А]мок = 11.0101100, 
[B]мпк = 11.0111001, [B]мок = 11.1000110, [–B]мок = 00.0111001. 
Выполним действия, указанные в приведенных выражениях: 
С2:  + 
0 0. 1 0 1 0 0 1 1
1 1. 1 0 0 0 1 1 0
1 0 0. 0 0 1 1 0 0 1
– [A]мок 
– [–B]пок 
 
  + 1
0 0. 0 0 1 1 0 1 0
 
– C1]мок = [C1]мпк
С2:  + 
0 0. 1 0 1 0 0 1 1
0 0. 0 0 0 1 1 0 0
0 1. 0 0 0 1 1 0 0
– [A]мок 
– [–B]пок 
 
Результат положительный и имеет место переполнение.  
С3:  + 
1 1. 0 1 0 1 1 0 0
1 1. 1 0 0 0 1 1 0
1 1 0. 1 1 1 0 0 1 0
– [A]мок 
– [–B]пок 
 
  + 1
1 0. 1 1 1 0 0 1 1
 
– C1]мок = [C1]мпк
Результат отрицательный и имеет место переполнение.  
С4:  + 
1 1. 0 1 0 1 1 0 0
0 0. 0 1 1 1 0 0 1
1 1. 1 1 0 0 1 0 1
1 1. 1 1 0 0 1 0 1
– [A]мок 
– [–B]пок 
– C4]мок = [C1]мпк 
– C4]мпк = [C1]мпк
33 
При формировании С1 был получен положительный результат 
(без переполнения).  
При формировании С4 был получен отрицательный результат (без пе-
реполнения).  
Факт переполнения при формировании С3 и С2 устанавливается 
по наличию в разрядах знакового поля различных значений. 
 
 
1.4. Логические операции с двоичными кодами 
 
 
Над двоичными кодами могут выполняться различные логические 
операции, среди которых особое место занимают: 
– логическое суммирование (обозначения – ИЛИ, ОR, «∨»); 
– логическое умножение (обозначения – И, AND, «∧»); 
– отрицание (обозначения – НЕТ, NOT, « x », т. е. штрих над 
отрицыемым x); 
– суммирование по модулю 2 (обозначается mod 2, « ⊕ »); 
– операции сдвига. 
 
1.4.1. Логические операции 
 
Операция логического суммирования выполняется над двумя ко-
дами и генерирует код той же разрядности, что и операнды, у которо-
го в некотором i-м разряде находится единица, если хотя бы в одном 
операнде в i-м разряде имеет место единица.  
 
Пример. 
10001101 ∨ 11110000 = 11111101. 
Операция логического умножения выполняется над двумя кодами 
и генерирует код той же разрядности, что и операнды, у которого  
в некотором i-м разряде находится единица, если оба операнда в этом 
i-м разряде имеются единицу, и ноль во всех других случаях.  
 
Пример. 
10001101 ∧ 11110000 = 10000000. 
Операция суммирования по модулю 2 выполняется над двумя ко-
дами и генерирует код той же разрядности, что и операнды, у которого  
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в некотором i-м разряде находится единица, если два заданных опе-
ранда в i-м разряде имеют противоположные значения. Иногда эта 
операция называется «исключающее ИЛИ».  
 
Пример. 
10001101 ⊕ 11110000 = 01111101. 
Операция логического отрицания выполняется над одним кодом и 
генерирует результирующий код той же разрядности, что и операнд, в 
некотором i-м разряде которого находится значение, противополож-
ное значению в i-м разряде отрицаемого кода. 
Операции сдвига в свою очередь, подразделяются на: 
– логические сдвиги, которые имеют разновидности – сдвиг впра-
во, сдвиг влево, циклический сдвиг вправо, циклический сдвиг влево; 
– арифметические сдвиги вправо и влево, выполнение которых 
зависит от знака и кода сдвигаемого числа. 
 
1.4.2. Логические сдвиги 
 
Сдвиг влево выполняется за счет установки в разряд значения, со-
ответствующего исходному значению в ближайшем младшем разряде 
(освобождающийся самый правый т. е. самый младший, разряд запол-
няется 0, а «выталкиваемый» разряд пропадает). Например, код 
11001110 после сдвига влево будет иметь вид 10011100. 
Сдвиг вправо выполняется за счет установки в разряд значения, 
соответствующего исходному значению в ближайшем старшем разря-
де (в освобождающийся самый левый, т. е. самый старший, разряд за-
полняется 0, «выталкиваемый» разряд пропадает). Например, код 
11001110 после сдвига влево будет иметь вид 01100111. 
Циклический сдвиг влево выполняется за счет установки в разряд 
значения, соответствующего исходному значению в ближайшем 
младшем разряде (в освобождающийся самый правый, т. е. самый 
младший, разряд заносится значение старшего, т. е. самого левого 
разряда исходного кода). Например, код 11001110 после сдвига влево 
будет иметь вид 10011101. 
Циклический сдвиг вправо выполняется за счет установки в разряд 
значения, соответствующего исходному значению в ближайшем стар-
шем разряде (в освобождающийся самый левый т. е. самый старший, 
разряд заполняется значение в самом младшем разряде исходного кода). 
Например, код 11001110 после сдвига влево будет иметь вид 01100111. 
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1.4.3. Арифметические сдвиги 
 
Арифметические сдвиги обеспечивают выполнение умножения 
(сдвиги влево) или операции деления (сдвиги вправо) двоичных кодов 
на два, точно так же, как сдвиги вправо и влево десятичного числа 
обеспечиваю выполнение деления и умножение на 10. 
Арифметические сдвиги влево двоичного прямого кода выполня-
ются в зависимости от того, какое сдвигается число – положительное 
или отрицательное. 
Если сдвигается положительное число, то сдвиг (вправо или 
влево) выполняется как соответствующий логический сдвиг (влево 
или вправо), с той лишь разницей, что предусматриваются средства 
определения факта переполнения при сдвиге влево, что реализуется и 
при всех других арифметических операциях. При любом сдвиге впра-
во предусматриваются средства для округления после завершения 
нужного количества сдвигов и средства обнаружения обнуления сдви-
гаемой величины после очередного сдвига. 
Арифметические сдвиги влево положительных двоичных чисел вы- 
полняются не зависимо от используемого кода (прямого, обратного, допол- 
нительного). Его реализация иллюстрируются следующими примерами. 
 
Примеры. 
1. Найти результат арифметического сдвига влево на три разряда 
двоичного прямого кода числа [А]пк = 00.00000101 
Решение. 
Процесс выполнения заданного сдвига дает следующие промежу-
точные и конечное значения: 
первый сдвиг:       00.00000101 ← 00.00001010; 
второй сдвиг:        00.00001010 ← 00.00010100; 
третий сдвиг:        00.00010100 ← 00.00101000. 
2. Найти результат арифметического сдвига влево на четырераз-
ряда двоичного прямого кода числа [А]пк = 00.00101. 
Решение. 
Процесс заданного сдвига дает следующие промежуточные и ко-
нечное значения: 
первый сдвиг:     00.00101 ← 00.01010; 
второй сдвиг:      00.01010 ← 00.10100; 
третий сдвиг:      00.10100 ← 01.01000. 
После третьего сдвига будет выработан сигнал переполнения, так 
как после очередного сдвига в разрядах знакового поля появятся раз-
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ные значения. Таким образом, не считая процедуры определения пе-
реполнения, арифметический сдвиг влево выполняется точно так же, 
как и логический сдвиг влево. 
3. Найти результат арифметического сдвига вправо на два разряда 
двоичного прямого кода числа [А]пк = 00.00000110. 
Решение. 
Процесс заданного сдвига дает следующие промежуточные и ко-
нечное значение: 
первый сдвиг:      00. 00000110 → 00. 00000011; 
второй сдвиг:       00. 00000011 → 00. 00000001; 
После выполнения заданного количества сдвигов выполняется 
округление на основании последнего «вытолкнутого» разряда; в дан-
ном случае последний «вытолкнутый» разряд равен 1, поэтому конеч-
ный результат выполнения заданного сдвига будет равен 00.00000010. 
4. Найти результат арифметического сдвига вправо на четыре 
разряда двоичного прямого кода числа [А]пк = 00.00000110. 
Решение. 
Процесс заданного сдвига дает следующие промежуточные и ко-
нечное значения: 
первый сдвиг:      00.00000110 → 00.00000011; 
второй сдвиг:       00.00000011 → 00.00000001; 
третий сдвиг:       00.00000001 → 00.00000000. 
После выполнения третьего сдвига будет выработан сигнал о 
получении нулевого результата. Оставшиеся сдвиги могут не вы-
полняться. 
Арифметические сдвиги отрицательных двоичных чисел, пред-
ставленных в прямом коде 
Арифметические сдвиги влево и вправо реализуются по-разному 
в зависимости как от знака числа, так и от используемого кода (пря-
мого обратного, дополнительного). 
При арифметическом сдвиге отрицательного двоичного числа, 
представленного в прямом коде, осуществляется соответствующий 
сдвиг только модульного поля записи числа. 
Реализация этого типа сдвига иллюстрируется следующими при-
мерами. 
 
Пример 1. 
Выполнить арифметический сдвиг влево двоичного числа  
А = 11. 001010 (соответствует 1010), представленного в модифициро-
ванном прямом коде. 
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Решение. 
Заданный сдвиг, имеющий своей целью получение результата,  
в два раза превышающего по абсолютному значению значение исходно-
го кода, дает в результате 11.010100 (2010), которое получается за счет 
логического сдвига влево только модульной части исходного кода. 
Факт получения переполнения устанавливается по наличию еди-
ничного значения старшего разряда в сдвигаемом коде перед очеред-
ным сдвигом. 
 
Пример 2. 
Выполнить арифметический сдвиг вправо двоичного числа  
А = 11.01110 (1410), представленного в модифицированном прямом коде. 
Решение. 
Заданный сдвиг, имеющий своей целью получение кода, в два 
раза меньшего по абсолютному значению по отношению к значе-
нию исходного кода, дает в результате число 11.00111 (710), которое 
получается за счет логического сдвига вправо только модульной 
части исходного кода. 
При арифметическом сдвиге влево отрицательного двоичного 
числа, представленного в обратном коде, осуществляется цикличе-
ский сдвиг исходного кода с контролем за переполнением, например, 
сдвиг влево отрицательного двоичного числа 11.1100110 (2510), пред-
ставленного в обратном коде, дает в результате 11.1001101 (5010). 
При арифметическом сдвиге вправо отрицательного двоичного 
числа, представленного в обратном коде, осуществляется сдвиг только 
модульной части записи числа с установкой единицы в освобождаю-
щийся разряд. При этом может осуществляется контроль за обнулени-
ем результата сдвига (появление единичных значений во всех разря-
дах) и округление результата после выполнения заданного количества 
сдвигов. 
 
Пример 3. 
Выполнить сдвиг вправо на четыре разряда двоичного числа 
11.1001101 (десятичный эквивалент – 5010), представленного в обрат-
ном коде. 
Решение. 
Первый сдвиг дает       11.11001101 (5010) → 11.11100110 (2510). 
Второй сдвиг дает        11.11100110 (2510) → 11.11110011 (1210). 
Третий сдвиг дает        11.11110011 (1210) → 11.11111001 (610). 
Четвертый сдвиг дает  11.11111001 (610) → 11.11111100 (310). 
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При выполнении сдвига вправо нечетного числа результат полу-
чается с точностью до младшего разряда кода, причем ошибка отри-
цательная. 
После выполнения последнего, четвертого сдвига выполняется 
округление, при котором, если последний «вытолкнутый» разряд имел 
значение 0, к результату последнего сдвига прибавляется −1. Данное 
округление можно выполнить за счет прибавления единицы к прямо-
му коду, соответствующему результату последнего сдвига исходного 
обратного кода.  
В рассмотренном примере корректировать на единицу результат 
четвертого сдвига не надо, так как «вытолкнутый» разряд при послед-
нем (четвертом) сдвиге равен единице. В данном случае конечный ре-
зультат сдвига заданного отрицательного числа, представленного в 
обратном коде, равен 11.11111100. 
При арифметическом сдвиге влево отрицательного двоичного 
числа, представленного в дополнительном коде, осуществляется логи-
ческий сдвиг влево модуля исходного кода (освобождающийся разряд 
заполняется нулем) с контролем за переполнением, например, сдвиг 
влево отрицательного двоичного числа 11.11001110 (5010), представ-
ленного в дополнительном коде, дает в результате 11.10011100 (10010). 
При арифметическом сдвиге вправо отрицательного двоичного чис-
ла, представленного в дополнительном коде, осуществляется логический 
сдвиг вправо модуля записи числа с установкой единицы в освобождаю-
щийся разряд. При этом может осуществляется контроль за обнулением 
результата сдвига (появление единичных значений во всех разрядах). 
 
Пример. 
Выполнить сдвиг вправо на четыре разряда двоичного числа 
11.11001110 (десятичный эквивалент – 5010), представленного в до-
полнительном коде. 
Решение. 
Первый сдвиг            11.11001110 →   11.11100111 (2510). 
Второй сдвиг             11.11100111 →   11.11110011 (1310). 
Третий сдвиг             11.11110011 →   11.11111001 (710). 
Четвертый сдвиг       11.11111001 →   11.11111100 (410). 
При выполнении сдвига вправо нечетного целого числа результат 
получается с точностью до младшего разряда кода, причем ошибка 
положительная. 
Арифметический сдвиг вправо может выполняться над отрица-
тельными числами с переполнением (такие числа в модифицированном  
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прямом, обратном или дополнительном коде имеют в знаковом поле 10). 
В этом случае после сдвига в знаковом поле будет 11, а в старшем 
разряде – 0, если число представлено в обратном или дополнительном 
коде, или 1, если число представлено в прямом коде. 
 
Пример 1. 
Выполнить сдвиг вправо на 2 разряда числа [А]пк = 10.01000110 
(А10 = –326). 
Решение. 
Первый сдвиг: 10. 01000110 → 11.10100011 (–16310); 
Второй сдвиг: 11.10100011 → 11.11010001 (–8110) и последний 
вытолкнутый разряд равен 1). 
С учетом округления имеем окончательный результат: 
[А2]пк = 11.10010010. 
Пример 2. 
Выполнить сдвиг вправо на 2 разряда числа [А]ок = 10.10111001 
(А10 = –326). 
Решение. 
Первый сдвиг: 10.10111001 → 11.01011100 (–6310); 
Второй сдвиг: 11.01011100 → 11.10101110 (–8210). 
 
Пример 3. 
Выполнить сдвиг вправо на 2 разряда число [А]ок = 10. 10111010 
(А10 – = –326). 
Решение. 
Первый сдвиг: 10.0111010 → 11.01011101 (–16310); 
Второй сдвиг: 11.01011101 → 11.10101110 (–8110) и последний 
вытолкнутый разряд равен 1). 
С учетом округления имеем окончательный результат  
[А2]ок = 11.10101101. 
 
 
1.5. Представление чисел в ЭВМ 
 
 
1.5.1. Представление чисел с фиксированной точкой  
 
Числовая информация представляется в машине в форме с фикси-
рованной или с плавающей точкой. При представлении с фиксирован-
ной точкой положение последней в записи числа фиксировано.  
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Как правило, при использовании фиксированной точки числа 
представляются в виде целого числа или правильной дроби, форматы 
которых приведены на рис. 1.2. 
 
н 1р 2р 3р 4р .... (n − 1)р nр «.» 
а 
Зн «.» 1р 2р 3р 4р .... (n − 1)р nр 
б 
Рис. 1.1. Формат числа:  
а – целого; б – дробного 
 
К заданному виду (целым числам или правильной дроби) исход-
ные числа приводятся за счет введения масштабных коэффициентов. 
Точка в записи числа не отображается, а так как она находится 
всегда в одном месте, то указание на ее положение в записи числа от-
сутствует. При n-разрядном представлении модульной части формат с 
фиксированной точкой обеспечивает диапазон изменения абсолютно-
го значения числа А, для которого выполняется неравенство 
2n > ⎥ A⎥ ≥ 0. 
Одним из важнейших параметров представления чисел является 
ошибка представления. Ошибка представления может быть абсолютной 
(Δ) или относительной (δ). Для формата с фиксированной точкой мак-
симальные значения этих ошибок определяются следующим образом. 
В случае целых чисел:  
Δmax = 0,5; δmax = Δmax / Аmin = 0,5, 
где Аmin – минимальное, отличное от нуля, значение числа. 
В случае дробных чисел: 
Δmax = 0,5⋅2n = 2(n+1); δmax = Δmax / Аmin = 2(n+1) / 2−n = 0.5, 
т. е. в худшем случае относительная ошибка при фиксированной точке 
может достигать сравнительно большого значения – 50%. 
 
1.5.2. Арифметические операции над числами,  
представленными в формате с фиксированной точкой 
 
К числу основных арифметических операций, непосредственно 
реализуемых в ЭВМ, относятся операции сложения, умножения,  
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деления. Остальные операции (например, такие, как возведение  
в степень, извлечение квадратного корня) реализуются программ-
ным способом. 
Выполнение операций с числами, представленными с фиксиро-
ванной точкой, рассмотрено в рамках материала по выполнению опе-
раций с алгебраическими числами (п. 1.3). 
Выполнение длинных операций, таких, как умножение и деление, 
реализуется в два этапа: 
– на первом этапе формируется знак искомого результата,  
− на втором этапе, используя абсолютные значения операндов, 
ищем результата (произведение или частное), которому затем при-
сваивается предварительно определенный знак. 
Операнды, как правило, представлены в прямом коде, и знак 
результата, не зависимо от того, частное это или произведение, 
ищется за счет сложения по модулю 2 знаковых разрядов операндов.  
В результате этого знак результата положителен, если операнды 
имеют одинаковые знаки, или отрицательный, если операнды имеют 
разные знаки.  
Выполнение второго этапа, т. е. умножение положительных чисел 
достаточно подробно изложено в п. 1.2.3. 
 
1.5.3. Представление чисел с плавающей точкой 
 
При представления числа с плавающей точкой число в общем 
случае представляет собой смешанную дробь и имеет формат, приве-
денный на рис. 1.3. 
 
1р 2р 3р ... kр «.» (k + 1)р (k + 2)р ... (n − 1)р nр 
Рис. 1.3. Формат представления числа с плавающей точкой 
 
Местоположение точки в записи числа может быть различным,  
а так как сама точка в записи числа не присутствует, то для однознач-
ного задания числа необходима не только его запись, но и информа-
ция о том, где в записи числа располагается точка, отделяющая целую 
и дробную части.  
Поэтому в случае с плавающей точкой число Х представляется  
в виде двух частей: 
– мантисса (хм), отображающая запись числа, представляется  
в виде правильной дроби с форматом фиксированной точкой; 
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– порядок (хп), отображающий местоположение в этой записи 
точки, представляется в виде целого числа с форматом фиксирован-
ной точки. 
Количественная оценка числа Х определяется как  
Х = qxп ⋅ хм , 
где q – основание системы счисления.  
Для двоичной системы счисления имеет место 
Х = 2xп ⋅ хм. 
При s-разрядном представлении модуля записи мантиссы и k-
разрядном представлении модуля записи порядка форма с плавающей 
точкой обеспечивает диапазон изменения абсолютного значения чис-
ла А, для которого выполняется неравенство: 
2⎥ хп⎥max ⋅ ⎥хм⎥max = 2p ⋅ (1 – 2–s) ≥ ⎥Х⎥  ≥ 0 , 
где p = 2k − 1. 
В ЭВМ числа с плавающей точкой представляются в так назы-
ваемой нормализованной форме, при которой в прямом коде мантис-
са нормализованного числа в старшем разряде модуля имеет ненуле-
вое значение, а для двоичной системы счисления – нормализованная 
мантисса должна иметь в старшем разряде модуля прямого кода зна-
чение 1, т.е. для двоичной системы мантисса должна удовлетворять 
неравенству:  
1 > ⎥xм⎥ ≥ 0,5. 
Для плавающей точки максимальные значения абсолютной и отно-
сительной ошибок определяются следующим образом. 
Максимальная абсолютная погрешность представления чисел: 
Δmax = 2–(s+1) ⋅ 2p; 
Максимальная относительная погрешность: 
δmax = Δ max / Аmin = 2–(s+1) ⋅ 2p / (хм min ⋅ 2p) = 2–(s+1) ⋅ 2p / ( 2–1 ⋅ 2p) = 
= 2–(s+1) / (2–1) = 2–s. 
Отсюда видно, что относительная ошибка при представлении чи-
сел в форме с плавающей точкой существенно меньше, чем в случае с 
фиксированной точкой. Это, а также больший диапазон изменения 
представляемых чисел, является основным преимуществом представ-
ления чисел с плавающей точкой. 
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1.5.4. Арифметика с плавающей точкой 
 
Операция сложения. 
Операция сложения чисел предполагает наличие одинаковых 
масштабов складываемых величин. Для случая представления чисел с 
плавающей точкой это предполагает наличие одинаковых порядков у 
операндов, подлежащих суммированию. Поэтому при выполнении 
операции сложения чисел с плавающей точкой в общем случае долж-
но быть реализовано три этапа: 
− выравнивание порядков; 
− сложение мантисс операндов, имеющих одинаковые порядки; 
− определение нарушения нормализации и при необходимости ее 
устранение. 
       
Пример. 
Найти разность С1 чисел А и В, представленных с плавающей 
точкой, если А и В представлены в виде порядков, соответственно 
[aп]пк и [bп]пк и мантисс, соответственно [ам]пк и [bм]пк, где [ап]пк = 1.001,  
[ам]пк = 1.11001, [bп]пк = 0.001, [b м]пк = 0.11100. 
При выполнении операций использовать дополнительный моди-
фицированный код. 
Решение. 
Начнем с выравнивания порядков. 
Для этого из порядка первого числа вычитается порядок второго 
числа: 
    1.111  – [ап]дк 
+  1.111  – [–bп]дк 
    1.110  – разность порядков в дополнительном коде, 
    1.010  – разность порядков в прямом коде. 
Так как знак разности порядков отрицательный, то в качестве об-
щего порядка, а следовательно, и предварительного значения порядка 
искомого результата С1п`, берется порядок второго числа (bп). Для то-
го чтобы взять в качестве порядка первого числа порядок второго 
числа, т. е. увеличить его порядок на 2, необходимо мантиссу этого 
меньшего числа умножить на 2−2, т. е. выполнить ее арифметический 
сдвиг на два разряда вправо. 
Таким образом, будем иметь после выравнивания следующую 
форму представления операндов: 
[ам`]пк  = 1.00110, 
[bм`]пк = 0.11100. 
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После выравнивания порядков можно определить предваритель-
ное значение мантиссы С1` как 
  С1` = [aм`]пк – [bм`]пк 
  
+ 
1 1. 1 1 0 1 0
1 1. 0 0 1 0 0 
1 1 0. 1 1 1 1 0
– [aм`]мдк 
– [–bм`]мдк
– [C1`]мдк 
 1 0. 0 0 0 1 0 – [C1`]мпк 
Из записи [С1`]дк, полученной после вычитания мантисс операн-
дов с выравненными порядками, видно, что нормализация представ-
ления результата нарушена. Поэтому для данного примера необходи-
мо выполнить этап устранения нарушения нормализации. 
В данном случае нарушение нормализации слева от точки, так как 
получено [С1`]пк с ненулевой целой частью (неодинаковые разряды в 
поле знака использованного модифицированного дополнительного 
кода). Для того чтобы привести полученную предварительную ман-
тиссу к нормализованной форме, достаточно ее разделить на 2, то есть 
выполнить ее арифметический сдвиг вправо. В результате будем 
иметь окончательное значение мантиссы: 
С1 = С1` ⋅ 2–1 = 10.00010 ⋅ 2–1 = 11.10001. 
Деление мантиссы С1` на 2 сопровождается изменением ранее 
найденного предварительного значения порядка результата С1п` на +1. 
  + 0 0. 0 0 1
0 0. 0 0 1
0 0. 0 1 0
– [сп`]мпк 
– +1 
– [с1п`]мпк
После устранения нарушения нормализации окончательный ре-
зультат будет иметь вид 
С1 → {[c1п]пк = 00.010, [c1м]пк = 11.10001}. 
 
Операция умножения. 
С точки зрения представления чисел с плавающей точкой поиск 
произведения С2 =А ⋅ В сводится к поиску С2п и С2м, соответственно 
порядку и мантиссе произведения на основании порядка ап и мантис-
сы ам множимого и порядка вп и мантиссы вм множителя. Учитывая 
общую запись чисел с плавающей точкой, произведение двух операн-
дов представляется в виде 
С2 = А ⋅ В = 2ап ⋅ ам ⋅ 2вп ⋅ вм = 2а п+вп ⋅ ам ⋅ вм = 2с2п ⋅ с2м. 
Отсюда вытекает, что порядок произведения определяется как сумма 
порядков сомножителей, а мантисса произведения – как произведение 
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мантисс сомножителей. Однако, учитывая возможность нарушения 
нормализации при умножении мантисс, в результате указанных дей-
ствий будет найдено предварительное значения порядка и мантиссы 
искомого произведения, и окончательное значение произведения бу-
дет найдено только после устранения нарушения нормализации.  
Таким образом, имеем: 
С2п` = а п + bп; 
С2м`= а м  ⋅ bм. 
Отсюда последовательность действий, обеспечивающих получе-
ние произведение двух чисел, заключается в следующем:  
– определяется знак произведения как сумма по модулю два зна-
ковых разрядов мантисс сомножителей; 
– определяется предварительное значение порядка произведения 
посредством суммирования порядков сомножителей; 
– определяется предварительное значение мантиссы произведения 
как произведения мантисс операндов; 
– устраняется нарушение нормализации мантиссы произведе-
ния (если нарушение имеет место) соответствующей корректиров-
кой предварительного значения порядка и мантиссы искомого про-
изведения. 
При формировании мантиссы произведения нормализованных чи-
сел с плавающей точкой возможен только один вид нарушения нор-
мализации – нарушение нормализации справа от точки с появлением 
нуля только в старшем разряде мантиссы. 
 
Пример. 
Найти произведение С2 чисел А и В, представленных с плавающей 
точкой, если А и В представлены в виде порядков, соответственно 
[ап]пк и [вп]пк и мантисс, соответственно [ам]пк и [bм]пк, где [ап]пк = 1.010,  
[ам]пк = 1.1010, [bп]пк = 0.001, [bм]пк = 0.1001. 
При выполнении операций использовать обратный код. При ум-
ножении мантисс использовать метод умножения, начиная со стар-
шего разряда множителя со сдвигом промежуточного результата. 
Решение. 
Знак искомого произведения, представляемого знаком его ман-
тиссы, отрицательный, так как знаки мантисс сомножителей неоди-
наковые. 
Предварительное значение порядка произведения определяется 
следующим образом: 
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  С2п` = ап + bп: 
  
+ 
1 1. 1 0 1
0 0. 0 0 1
1 1. 1 1 0
– [aп]мок 
– [–bп]мок 
– [C2п`]мок 
 1 1. 0 0 1 – [C2п`]мпк, т. е. [С2п`]пк = 1.001. 
Абсолютное значение предварительного значения мантиссы про-
изведения определяется следующим образом: 
 С2м:   
 
×  
 
+  
0. 1 0 1 0 
0. 1 0 0 1 
0. 0 0 0 0 
0. 1 0 1 0 
0. 1 0 1 0 
 
0. 0 1 0 1 0 
0. 0 0 1 0 1 0 
 
0. 0 0 0 1 0 1 0 
 
0. 1 0 1 0 
0. 1 0 1 1 0 1 0 
 
0. 0 1 0 1 1 0 1 0 
– ⎥ам⎥ 
– ⎥bм⎥ 
– начальное значение промежуточного произведения
– первый младший разряд множителя равен единице
– промежуточное произведение с учетом первого 
разряда 
– сдвинутое промежуточное произведение 
– второй разряд множителя равен нулю, поэтому 
выполняется только сдвиг 
– третий разряд равен нулю, поэтому выполняется 
только сдвиг 
– четвертый разряд равен единице 
– промежуточное произведение с учетом старшего 
разряда 
– сдвинутое промежуточное произведение. 
Таким образом, 
[См`]пк = 0.01011010. 
С учетом округления имеем 
[С м`]пк = 0.01011. 
Мантисса произведения ненормализованная, поэтому необходимо 
сдвинуть мантиссу влево на один разряд, а предварительное значение 
порядка произведения уменьшить на единицу. После нормализации с 
учетом ранее полученного знака окончательные значения мантиссы и 
порядка произведения будут следующими: 
[См]пк = 1.1011. 
[Сп]пк = 1.010. 
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Операция деления. 
С точки зрения формирования частного представления чисел  
с плавающей точкой поиск частного С3 =А / В сводится к поиску С3п  
и С3м, соответственно порядку и мантиссы частного на основании по-
рядка ап и мантиссы ам делимого и порядка bп и мантиссы bм делителя. 
Учитывая общую запись чисел с плавающей точкой, произведение 
двух операндов представляется в виде 
С3 = А / В = 2aп ⋅ ам / (2bп ⋅ bм) = 2ап – bп ⋅ (ам / bм) = 2с3п ⋅ с3м. 
Отсюда следует, что порядок частного определяется как разность 
порядка делимого и делителя, а мантисса – как частное от деления 
мантиссы делимого на мантиссу делителя. Однако, учитывая то, что 
при делении мантисс может произойти нарушение нормализации,  
в результате указанных действий будет найдено предварительное зна-
чения порядка и мантиссы искомого частного. Окончательные значе-
ния порядка и мантиссы частного будут определены после устранения 
нарушения нормализации в предварительном результате. 
При формировании мантиссы частного нормализованных чисел  
с плавающей точкой возможен только один вид нарушения нормали-
зации – нарушение нормализации слева от точки. 
          
Пример. 
Найти частное С3 от деления чисел А на В, представленных с пла-
вающей точкой, если А и В представлены в виде порядков, соответствен-
но [ап]пк и [bп]пк и мантисс, соответственно [ам]пк и [bм]пк, где [ап]пк = 1.010,  
[а м]пк = 1.1010, [bп]пк = 0.001, [bм]пк= 0.1001. 
При выполнении операций использовать обратный код. При деле-
нии мантисс использовать метод деления без восстановления остатка. 
При вычитании порядков и формировании мантиссы частного исполь-
зовать модифицированный обратный код. 
Решение. 
Знак искомого частного, представляемого знаком его мантиссы, 
отрицательный, так как знаки мантисс сомножителей не одинаковые. 
Предварительное значение порядка [С3п`]ок частного определяется 
следующим образом: 
 С3п` = ап – bп:
  
+ 
1 1. 1 0 1
1 1. 1 1 0
– [aп]мок 
– [–bп]мок 
  
+ 
1 1 1. 0 1 1
  1
1 1. 0 1 1
 
 
– [C3п`]мок, т. е. [С3п`]пк = 1.011. 
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Абсолютное значение предварительного значения мантиссы част-
ного ищется за счет выполнения шести тактов деления следующим 
образом: 
 + 0 0. 1 0 1 01 1. 0 1 1 0
– [|ам|]ок , 
– [–|bм|]ок , 
 
+ 
1 0 0. 0 0 0 0
                   1
 
– учет переноса (переполнения знакового поля) 
при сложении в обратном коде, 
 0 0. 0 0 0 1 – положительный остаток первого такта, 
 + 
0 0. 0 0 1 0
1 1. 0 1 1 0
1 1. 1 0 0 0
– сдвинутый остаток, 
– [–|bм|]мок,  
– отрицательный остаток второго такта, 
 + 
1 1. 0 0 0 1
0 0. 1 0 0 1
1 1. 1 0 1 0
– остаток после арифметического сдвига влево, 
– [|bм|]мок, 
– отрицательный остаток третьего такта, 
 + 
1 1. 0 1 0 1
0 0. 1 0 0 1
1 1. 1 1 1 0
– остаток после арифметического сдвига влево, 
– [|bм|]мок, 
– отрицательный остаток четвертого такта, 
+
1 1. 1 1 0 1
0 0. 1 0 0 1
– остаток после арифметического сдвига влево, 
– [|bм|]мок, 
 + 
1 0 0. 0 1 1 0
                   1
0 0. 0 1 1 1
 
 
– положительный остаток пятого такта 
+
00.1110 
11.0110
– остаток после арифметического сдвига влево, 
– [|bм|]мок, 
 + 
1 0 0. 0 1 0 0
                   1
00.0101
00.1010 
 
 
– положительный остаток шестого такта 
– остаток после арифметического сдвига влево. 
Таким образом, учитывая знаки остатков, полученных на шести 
тактах, абсолютное предварительное значение мантиссы искомого ча-
стного равно: 
[|С3м`|]пк = 1.00011, 
с учетом округления: 
[|С3м`|]пк = 1.0010. 
Мантисса частного не нормализованная (нарушение нормализа-
ции слева от точки), поэтому необходимо сдвинуть мантиссу вправо 
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на один разряд, а предварительное значение порядка частного увели-
чить на единицу. После нормализации окончательные значения ман-
тиссы и порядка частного равны: 
[С3м]пк = 0.1001, 
[С3п]пк = 0.000. 
 
 
1.6. Задания 
 
 
Задание 1. 
Вычислить в двоичном дополнительном коде  
C1 = A + B, C2 = A – B, C3 = –A + B, C4 = –A – B, 
где A = XX, B = YY. XX и YY – число и месяц рождения студента. 
Результат представить в прямом коде. 
 
Задание 2. 
Вычислить в двоичном обратном коде 
C1 = A + B, C2 = A – B, C3 = –A + B, C4 = –A – B, 
где C1, C2, C3, C4 имеют тот же смысл, что и в задании 1. 
 
Задание 3. 
Найти сумму C чисел A и B в формате с плавающей точкой, если 
A и B представлены в виде порядков, соответственно [aп]пк и [bп]пк и 
мантисс, соответственно [aм]пк и [bм]пк, где [aп]пк = XX2, [bп]пк = YY2, 
[aм]пк = ZZ2, [bм]пк = –KK2; XX2 – двоичный код номера зачетной книж-
ки студента, YY2, ZZ2, KK2 – дата рождения (число, месяц, две послед-
ние цифры года) в двоичном коде. 
При выполнении операции использовать дополнительный код. 
 
Задание 4. 
Найти произведение C чисел A и B в формате с плавающей точ-
кой, если A и B представлены в виде порядков, соответственно [aп]пк  
и [bп]пк и мантисс, соответственно [aм]пк и [bм]пк, где [aп]пк = XX2,  
[bп]пк = –YY2, [aм]пк = ZZ2, [bм]пк = KK2. Здесь XX2, YY2, ZZ2, KK2 имеют 
тот же смысл, что и в задании 3. 
При выполнении операции использовать обратный код. При ум-
ножении мантисс использовать метод умножения, начиная со стар-
шего разряда множителя со сдвигом промежуточного результата. 
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2. ЛОГИЧЕСКИЕ ОСНОВЫ ЦВМ 
 
 
 
2.1. Основные понятия алгебры логики 
 
 
Алгебра логики используется при анализе и синтезе схем ЭВМ по 
двум причинам. Во-первых, это объясняется соответствием представ-
ления переменных и функций алгебры логики. Во-вторых, двоичным 
представлением информации и характером работы отдельных компо-
нентов вычислительной техники. Эти компоненты могут пропускать 
или не пропускать ток, иметь на выходе высокий или низкий уровень 
сигнала (напряжения или тока). 
Приведем основные понятия алгебры логики. 
Логическая переменная – это такая переменная, которая может 
принимать одно из двух значений: истинно или ложно (да или нет, 
единица или ноль). 
Логическая константа – это такая постоянная величина, значением 
которой может быть истинно или ложно (да или нет, единица или ноль). 
Логическая функция – это такая функция, которая может прини-
мать одно из двух значений: истинно или ложно (да или нет, единица 
или ноль) в зависимости от текущих значений ее аргументов, в каче-
стве которых используются логические переменные. 
Логическая функция может быть одного (n = 1) или нескольких  
(n > 2) аргументов. Значение логической функции определяется ком-
бинацией конкретных значений переменных, от которых она зависит. 
Комбинация конкретных значений переменных (аргументов функции) 
называется набором. Количество различных наборов N для «n» пере-
менных вычисляется по формуле N = 2n. 
Зависимость логической функции от переменных может задаваться 
по-разному: 
– словесным описанием; 
– таблицей истинности; 
– логическим выражением. 
Словесное описание используется в случае сравнительно неслож-
ной логической функции. 
Таблица истинности является универсальным средством задания 
логической функции. Она включает все наборы для заданного количества  
переменных, определяющих значение логической функции, с указанием 
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значений, которые принимает функция для каждого набора. В одной 
таблице истинности может задаваться несколько логических функций,  
зависящих от одних и тех же переменных. Таблица истинности для 
нескольких функций yi трех переменных х1, х2, х3 может быть задана 
следующим образом (табл. 2.1)  
 
Таблица 2.1 
Таблица истинности трех переменных 
№ х1 х2 х3 y1 y2 y3 … yn 
0 0 0 0 0 1 1  0 
1 0 0 1 1 1 0  1 
2 0 1 0 1 1 1  0 
3 0 1 1 0 1 0  – 
4 1 0 0 1 0 1  0 
5 1 0 1 0 0 0  1 
6 1 1 0 0 0 1  – 
7 1 1 1 1 1 0  1 
 
В приведенной таблице истинности во второй, третьей и четвер-
той колонках, помеченных соответственно х1, х2, х3 , приведены все 
возможные наборы этих переменных. В следующих колонках приво-
дятся значения функций y1, y2, yn для каждого набора.  
Логическая функция называется «полностью определенной», если 
для нее заданы значения по всем возможным наборам. Функция назы-
вается «частично определенной», если для некоторых наборов значе-
ния функции не заданы. В приведенной таблице истинности функции 
y1, y2, y3 являются полностью определенными, а функция yn – частично 
определенная (знак «–» означает неопределенность значения функции). 
Максимальное количество полностью определенных функций от 
n переменных определяется как M = (22)n . 
Логическим выражением называется комбинация логических пе-
ременных и констант, связанных элементарными базовыми логиче-
скими функциями (или логическими операциями), которые могут раз-
деляться скобками. 
Например, логическую функцию у1, определенную в вышеприве-
денной таблице истинности, можно представить в виде логического вы-
ражения 
1 1 2 1 3 2 3 3 2 3 1 2 3( · · · ) · ( ) · · ,y x x x x x x x x x x x x= + + + + +  
где «+», «·», а также верхнее надчеркивание – знаки базовых логиче-
ских функций. 
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Набор элементарных логических операций, с помощью которых 
можно задать любую, сколь угодно сложную логическую функцию, 
называется функционально полной системой логических функций. 
Иногда такую систему называют базисом. 
В качестве элементарных логических функций функционально 
полных систем этих функций используются функции одной или двух 
логических переменных.  
Все возможные функции одной переменой приведены в табл. 2.2. 
 
Таблица 2.2 
Функции одной переменной 
x y0 y1 y2 y3 
0 0 0 1 1 
1 0 1 0 1 
 
Из таблицы видно, что: 
y0 = 0 – константа; y1 равна значению переменной; y2 равна значе-
нию, обратному значению переменной «х»; y3 = 1 – константа. 
С точки зрения базовых функций интерес представляет только 
функция y2, она называется функцией отрицания, читается как «не х» 
и обозначается как « x », т. е. можно записать y2 = x . 
Все возможные функции двух переменных приведены в табл. 2.3 
 
Таблица 2.3 
Функции двух переменных 
№ х1 х2 y0 y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 
1 0 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 
2 1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 
3 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 
 
Информация по функциям двух переменных приведена в табл. 2.4. 
Наиболее распространенной в алгебре логики является функцио-
нально полная система логических функций, которая в качестве базовых 
логических функций использует функцию одной переменной «НЕ» 
(функция отрицания) и две функции двух переменных – «И» (конъюнк-
ция или логическое умножение) и «ИЛИ» (дизъюнкция или логическое 
сложение). Эта система получила название система булевых функций, 
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или булевый базис. В алгебре логики имеется целый раздел Алгебра Буля, 
посвященный этому базису. 
 
Таблица 2.4 
Булевы выражения для функций двух переменных 
yi Название функции Чтение функции 
Запись в виде  
булевого выражения 
y0 Const «0»  0 
y1 Конъюнкция и х1, и х2 х1 · х2;    х1х2;   х1 & х2 
y2 Запрет по х2 неверно, что, если х1, то х2  21x x  
y3 F(х1) функция одной переменной х1 
y4 Запрет по х1 неверно, что, если х2 , то х1 1 2x x  
y5 F(х2) функция одной переменной x2 
y6 Неравнозначности  х1 не равно х2 1 2x x + 21x x  
y7 Дизъюнкция или х1, или х2 х1 + х2 
y8 Пирса ни х1, ни х2 1 2x x+  
y9 Равнозначности х1 равно х2 1 2x x + 1 2x x  
y10 F(х2) функция одной переменной 2x  
y11 Импликация если х2 , то х1 1 2 1  x x x+  
y12 F(x1) функция одной переменной 1x  
y13 Импликация если х1, то х2 1 2 2x x x+  
y14 Шеффера неверно, что и х1, и х2 1 2x x  
y15 Const ( = 1)  1 
 
В вышеприведенной таблице, описывающей функции от двух пе-
ременных, в последней колонке приведены варианты записи этих функ-
ций в булевом базисе. Среди перечисленных формул наиболее извест-
ными являются так называемые «Стрелка Пирса» и «Штрих Шеффера».  
Они выступают как функционально полные системы и могут записы-
ваться в следующем виде: 
8 1 2 1 2 ,у x x x x= + = ↓  
14 1 2 1 2.y x x x x= = ↑  
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2.2. Основные понятия булевой алгебры 
 
 
В алгебре Буля логические выражения включают логические опе-
рации И, ИЛИ, НЕ, которые могут быть использованы в самых раз-
личных сочетаниях. При оценке значения такого выражения необхо-
димо решить его для конкретного набора переменных. В алгебре Буля 
применяется следующая приоритетность выполнения операций: сна-
чала рассчитываются значения имеющих место отрицаний и скобок, 
затем выполняется операция И (логическое умножение); самый низ-
ший приоритет имеет операция ИЛИ (логическая сумма). 
При работе с булевыми логическим выражениями используются 
следующие законы, правила и операции. 
Переместительный (коммутативный) закон. Закон справедлив 
как для конъюнкции, так и для дизъюнкции. 
– от перемены мест логических слагаемых сумма не меняется 
х1 + х2 + х3 + х4 = х4 + х3 + х2 + х1 
– от перемены мест логических сомножителей их произведение не 
меняется 
х1х2х3х4 = х4х3х2х1 
Этот закон справедлив для любого количества логических опе-
рандов. 
Сочетательный (ассоциативный) закон справедлив как для конъ-
юнкции, так и для дизъюнкции. 
– при логическом сложении отдельные слагаемые можно заме-
нить их суммой 
х1 + х2 + х3 + х4 = (х2 + х3) + х1 + х4 = (х1 + х4 ) + (х2 + х3) 
– при логическом умножении отдельные логические сомножители 
можно заменить их произведением 
х1 х2 х3 х4 = (х2 х3)х1х4 = (х1 х4) (х2 х3) 
Распределительный (дистрибутивный) закон. 
(х1 + х2) х3 = х1х3 + х2х3; 
(х1 + х2) (х1 + х3) = х1 + х2х3. 
Правило де Моргана. 
– отрицание суммы равно произведению отрицаний 
2121 xxxx =+  
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– отрицание произведения равно произведению отрицаний 
2121 xxxx +=  
Операция склеивания. 
– операция склеивания для конъюнкций, где А – переменная или 
любое логическое выражение  
AAxAx ii =+  
– операция склеивания для дизъюнкций  
AAxAx ii =++ ))((  
Если в качестве А используется простая конъюнкция, т. е. конъ-
юнкция, представляющая собой логическое произведение переменных 
и их отрицаний, то имеет место 
65431654321654321 =+ xxxxxxxxxxxxxxxxx  
Как видно, в результирующем выражении количество переменных 
на единицу меньше, чем в склеенных конъюнкциях. Количество пере-
менных в простой конъюнкции называется рангом конъюнкции, т. е. 
операция склеивания, примененная к простым конъюнкциям, дает ре-
зультат с рангом, на единицу меньшим ранга исходных конъюнкций. 
Операции с отрицаниями. 
– двойное отрицание равносильно отсутствию отрицания  
;x x=  
0;x x⋅ =  
1.x x+ =  
Операции с константами. 
х1 + 1 = 1, х1 + 0 = х1, 
х1 ⋅1 = х1, х1 ⋅ 0 = 0. 
Операции с одинаковыми операндами. 
х1 + х1 + х1 + х1 + ... + х1 = х1; 
х1 х1 х1 .... х1 = х1 при любом числе повторений. 
Законы, правила и операции алгебры Буля могут быть доказаны пу-
тем логического рассуждения, однако такое доказательство применимо 
только для простейших случаев. Доказать справедливость того или ино-
го правила можно, если с помощью различных преобразований привести 
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правую часть правила к выражению в левой части (или наоборот). Уни-
версальным приемом доказательства является использование таблицы  
истинности. Это основано на том утверждении, что два выражения (пра-
вая и левая часть правила или закона) эквивалентны, если они прини-
мают одинаковые значения на всех наборах логических переменных.  
Например, правило двойного отрицания, которое справедливо не 
только относительно одной переменной, но и любого логического вы-
ражения, можно доказать следующим рассуждением: если неверно 
утверждение, что выражение ложно, то очевидно утверждение, что 
это выражение истинно. 
Доказать справедливость распределительного закона в интерпре-
тации выражением (х1 + х2)(х1 + х3) = х1 + х2х3 можно за счет приведе-
ния левой части к выражению правой части, раскрыв скобки: 
(х1 + х2)(х1 + х3) = х1х2 + х1х1 + х1х3 + х2х3 =  
 = х1х2 + х1 + х1х3 + х2х3 = х1(х2 + 1 + х3) + х2х3. 
Помня, что логическая сумма с одним слагаемым, равным кон-
станте «1», равна «1», можно записать х1 + х2х3. 
Используем таблицу истинности для доказательства правила де 
Моргана в варианте 1 2 1 2x x x x+ =  – отрицание суммы равно произве-
дению отрицаний. 
Составим таблицу истинности для правой и левой частей и со-
ставляющих их функций (табл. 2.5). 
 
Таблица 2.5 
Таблица истинности для правила де Моргана 
х1 х2 х1 + х2 21 xx + 1x 2x 1x 2x  
0 0 0 1 1 1 1 
0 1 1 0 1 0 0 
1 0 1 0 0 1 0 
1 1 1 0 0 0 0 
 
Из таблицы истинности видно, что правая и левая части доказы-
ваемого правила принимают одинаковые значения на всех наборах, 
следовательно они эквивалентны. 
Функционально полной системой булевых функций (ФПСБФ) назы-
вается совокупность таких булевых функций (f1, f2, ...,  fk), посредством 
которых можно записать произвольную булеву функцию f. Как уже  
было сказано, ФПСБФ являются «Стрелка Пирса» и «Штрих Шеффера». 
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2.3. Записи функций алгебры логики (ФАЛ)  
в различных формах, их взаимосвязь 
 
 
Одну и ту же логическую функцию можно представить различными 
логическими выражениями. Среди множества выражений, которыми 
представляется логическая функция, особое место занимают две кано-
нические формы: совершенная конъюнктивная нормальная форма 
(СКНФ) и совершенная дизъюнктивная нормальная форма (СДНФ). 
Совершенная дизъюнктивная нормальная форма представляет 
собой дизъюнкцию простых конъюнкций, где под термином простая 
конъюнкция имеется в виду конъюнкция переменных или их отрицаний.  
В СДНФ простые конъюнкции содержат все переменные в своей пря-
мой или инверсной форме и отражают собой наборы, на которых 
представляемая функция имеет единичное значение. Такие конъюнкции 
называются конституентами единицы рассматриваемой функции. 
Поэтому СДНФ представляет собой дизъюнкцию (логическую сумму), 
слагаемыми которой являются конституенты единицы. Общая запись 
СДНФ функции y имеет вид 
( 1)31 2 δδ δ δδ δ
1 2 3 ( 1)
i
,если δ 1,
 = ... ,
,если δ 0.
n n i i i
n n i
i
x
y x x x x x x
x
−
−
=⎧⎪∨ = ⎨ =⎪⎩
 
СДНФ легко сформировать на основе таблицы истинности. иде 
таблицы истинности. Например, если функции задаются в (табл. 2.6), 
то СДНФ для них будет иметь следующий вид.  
y1= 2 3 2 1 2 333 12 3 2 11 1x x x x x x x x x x x x x x x+ + + + ; 
y2= 2 31 2 3 1x x x x x x+ ; 
y3= 2 3 1 1 2 1 2 331 2 3 1 2 1 2 3 3x x x x x x x x x x x x x x x x x x+ + + + + . 
Совершенная конъюнктивная нормальная форма – это конъюнкция 
простых дизъюнкций, где под термином простая дизъюнкция 
имеется в виду дизъюнкция переменных или их отрицаний. В СКНФ 
простые дизъюнкции содержат все переменные в своей прямой или 
инверсной форме и представляют собой отрицание конституент нуля. 
Общая запись СКНФ функции y имеет вид 
( 1)31 2 δδ δ δδ δ
1 2 3 ( 1)
,если δ 1,
 = ... ,
,если δ 0.
n n i i i
n n i
i i
x
y x x x x x x
x
−
−
=⎧⎪∨ + + + + = ⎨ =⎪⎩
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Таблица 2.6 
Таблица истинности СДНФ 
№  х1 х2 х3 y1 y2 y3 
0 0 0 0 1 1 1 
1 0 0 1 1 0 1 
2 0 1 0 0 0 0 
3 0 1 1 1 1 1 
4 1 0 0 0 0 1 
5 1 0 1 0 0 0 
6 1 1 0 1 0 1 
7 1 1 1 1 0 1 
 
СКНФ легко сформировать на основе таблицы истинности. На-
пример, для функций из таблицы 2.6 имеем:  
1 1 3 2 3 22 31 1( )( )( );y x x x x x x x x x= + + + + + +  
2 1 2 1 3 2 3 23 1 32 1
3 31 2 1 2
( )( )( )( )
( )( );
y x x x x x x x x x x x x
x x x x x x
= + + + + + + + + ×
× + + + +  
3 1 3 2 32 1( )( ).y x x x x x x= + + + +  
СКНФ строится на основе конституент нуля. Конституента нуля 
представляет набор логических переменных, на котором логическая 
функция принимает значение «0».  
Каждая скобка в приведенных выражениях представляет собой от-
рицание конституенты нуля соответствующей функции, а запись функ-
ции в виде конъюнкции таких скобок представляет собой условие, при 
котором отсутствуют все конституенты нуля определяемой функции, 
при выполнении которого функция имеет единичное значение.  
Например, для y1 выражение первой скобки представляет собой 
отрицание набора значений переменных второй строки, на котором 
функция y1 имеет нулевое значение. Выражение второй скобки  
представляет собой отрицание набора значений переменных четвер-
той строки, на которой функция y1 также имеет нулевое значение, вы-
ражение третьей скобки – отрицание набора значений переменных пя-
той строки, на котором функция y1 имеет нулевое значение. 
Из вышеизложенного видим, что любую функцию можно пред-
ставить или в СДНФ, или в СКНФ, а т. к. эти формы представлены  
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в базисе Буля, то отсюда следует, что этот базис (базис И, ИЛИ, НЕ) 
является функционально полным. 
Если функция задана в СДНФ и требуется найти ее СКНФ, то та-
кой переход можно выполнить, составив по заданной СДНФ таблицу 
истинности для этой функции. На основе полученной таблицы состав-
ляется СКНФ заданной функции. 
Однако в некоторых случаях может оказаться более удобным под-
ход, который поясняется следующим примером. 
 
Пример. 
По заданной СДНФ функции: 
3 1 2 3 1 1 2 3 2 33 1 2 2 3 1 32 1y x x x x x x x x x x x x x x x x x x= + + + + +  
найти запись этой функции в СКНФ. 
Решение. 
Запишем логическое выражение отрицания заданной функции, т. е.  
найдем логическое условие, при котором эта функция имеет нулевое 
значение. В качестве такого выражения можно взять дизъюнкцию 
конъюнкций, где каждая конъюнкция представляет собой конститу-
енту нуля заданной функции. Очевидно, что конституенты нуля – это 
те наборы, которые не являются наборами, соответствующими кон-
ституентам единицы, использованным в СДНФ. Таким образом, мож-
но записать 
2 3 1 33 1 2 ;y x x x x x x= +  
Эту запись можно интерпретировать как словесное описание 
функции: функция у равна нулю, если имеет место хотя бы одна из 
конституент нуля. 
В этой записи представлена дизъюнкция тех наборов, которые не 
использовались в записи функции y3. Возьмем отрицание правой и ле-
вой частей полученного уравнения и применим к правой части прави-
ло де Моргана: 
3 2 1 3 2 1 31 3 2 1 3 2 · y x x x x x x x x x x x x= + = . 
Применим правило де Моргана к отрицаниям конъюнкций, полу-
ченным в правой части: 
3 1 3 22 1 3( )( )y x x x x x x= + + + + . 
Полученная запись для у является искомой СКНФ. 
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2.4. Минимизация функций алгебры логики 
 
 
Учитывая то, что одну и ту же логическую функцию можно пред-
ставить различными выражениями, перед реализацией функции в виде 
логической схемой весьма важным является выбор из всех возможных 
выражений, соответствующих данной функции, самого простого. Ре-
шить эту проблему можно за счет использования процедуры миними-
зации логического выражения. 
Методы минимизации: 
− методом Квайна; 
− с использованием диаграмм Вейча (или карт Карно); 
− не полностью определенных (частично определенных) функций; 
− конъюнктивных нормальных форм; 
− методом кубического задания функций алгебры логики; 
− методом Квайна-Мак-Класски; 
− с использованием алгоритма извлечения (Рота); 
− методом преобразования логических выражений. 
Далее мы рассмотрим методы, употребляемые наиболее часто. 
 
2.4.1. Минимизация методом Квайна  
 
В качестве исходной формы представления логического выраже-
ния используется СДНФ. Если подлежащее минимизации выражение 
имеет другую форму, то приведение к СДНФ осуществляется за счет 
открытия скобок, избавления от отрицаний логических выражений, 
более сложных чем отрицание переменной (используется правило 
де Моргана). 
Метод Квайна выполняется в два этапа. 
Первый этап имеет своей целью получение тупиковой формы, 
представляющей собой дизъюнкцию, в качестве слагаемых которой 
используются конъюнкции (каждая из них не склеивается ни с одной 
другой конъюнкцией, входящей в это выражение). Такие конъюнкции 
называются простыми импликантами. 
Данный этап выполняется за счет реализации отдельных шагов. 
На каждом шаге на основании выражения, полученного на преды-
дущем шаге, выполняются все возможные операции склеивания для 
пар имеющихся конъюнкций. Каждый шаг понижает ранг исходных 
конъюнкций на единицу. Шаги повторяются до получения тупико-
вой формы. 
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Второй этап имеет своей целью устранение из тупиковой формы 
всех избыточных простых импликант, что дает в результате мини-
мальное логическое выражение. 
 
Пример. 
Найти методом Квайна минимальное выражение для функции y: 
3 4 1 2 2 4 2 3 2 1 2 44 41 2 3 4 1 3 1 3 31
1 3 1 2 3 1 3 4 32 4 4 2 1 2 4.
y x x x x x x x x x x x x x x x x x x x x x x x x
x x x x x x x x x x x x x x x x
= + + + + + +
+ + + +  
Решение  
1-й этап:  
1 2 3 4 5 6
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
7 8 9 10 1 2 3
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 2 3 4 1 2 3 2 3 4
1 9 1 10 2 5
4 5 6 7 8
1 2 4 1 2 3 2 3 4 1 2 4 2 3 4 1 3 4
2 8 4 53 5 3 6 4 8 4
y x x x x x x x x x x x x x x x x x x x x x x x x
x x x x x x x x x x x x x x x x x x x x x x x x x
x x x x x x x x x x x x x x x x x x
− − −
− −− − −
= + + + + + +
+ + + + = + + +
+ + + + + 9 10 11 121 3 4 1 2 3 2 3 4
10 7 8 7 9 7 10
1 2 3 4 5 6 7 8 1 2 3
2 3 2 3 2 3 2 4 2 4 3 4 3 4 1 2 3 2 3 2 3 2 4
3 8 4 71 12 2 11 3 6 8 12 9 10 5
4 5
3 4 1 2 3 т    .
x x x x x x x x x
x x x x x x x x x x x x x x x x x x x x x x x
x x x x x y тупиковая форма
− − − −
− −− − − − −
+ + + =
= + + + + + + + = + + +
+ + = −
 
Над конъюнкциями проставлены их номера; в скобках под каж-
дой конъюнкцией (i–j) указывают, что данная конъюнкция является 
результатом склеивания i-й и j-й конъюнкций исходного выражения. 
К результатам склеивания логически добавлен ни с чем не склеен-
ный пятый член исходного выражения; несколько одинаковых конъ-
юнкций представляются одной конъюнкцией. 
Последнее выражение получено из предыдущего посредством 
удаления повторяющихся членов. 
2-й этап: 
На основании исходного выражения и полученной тупиковой 
формы составляется и заполняется импликантная таблица (табл. 2.7). 
Колонки приведенной таблицы помечены конституентами едини-
цы, имеющимися в исходном логическом выражении. 
Строки таблицы помечены простыми импликантами полученной 
тупиковой формы. 
Звездочками в каждой строке отмечены те конституенты едини-
цы, которые покрываются соответствующей простой импликантой 
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(практически отмечаются те конституенты единицы, которые вклю-
чают простую импликанту как свою составную часть). 
 
Таблица 2.7 
Импликантная таблица 
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1 2 3 4 5 6 7 8 9 10 
_ 
х2х3 *      *  * * 
_ 
х2х3  * *  * *     
_ 
х2х4  *  * *   *   
_ 
х3х4    *   * *  * 
_    _ 
х1х2х3   *  *      
 
Анализируя покрытия простыми импликантами конституент еди-
ницы заданной функции, составляем ее минимальное выражение:  
3
42
2
32
1
32min xxxxxxy ++= . 
Минимальное выражение ymin формируется за счет последова-
тельного включения простых импликант. При этом используется сле-
дующая приоритетность включения импликант в формируемое мини-
мальное выражение: 
– простая импликанта является единственной, покрывающей одну 
из колонок; 
– если импликант вышеуказанного типа нет, то выбирается импли-
канта, покрывающая большее количество еще не покрытых колонок. 
Последовательность включения простых импликант в приведен-
ное минимальное выражение: 
2 3x x  – единственная импликанта, покрывающая колонку 1, при 
этом из дальнейшего рассмотрения исключаются все колонки, покры-
ваемые этой импликантой, т. е. колонки 1, 7, 9, 10; 
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32x x  – покрывает максимальное число колонок, оставшихся для 
рассмотрения (колонки 2, 3, 5, 6). Эти колонки из дальнейшего рас-
смотрения исключаются; 
2 4x x  – покрывает оставшиеся две колонки (4, 8); после исключения 
этих двух колонок для рассмотрения не останется ни одной колонки, не 
покрытой уже включенными в формируемое выражение простыми им-
пликантами. Поэтому простые импликанты 3 4x x  и 21 3x x x  найденной 
тупиковой формы являются избыточными и в минимальном логиче-
ском выражении для заданной функции не присутствуют. 
 
2.4.2. Минимизация диаграммами Вейча  
 
Минимизация этим методом предполагает использование специ-
альных форм – диаграмм Вейча (или карт Карно). 
Карта Карно для «n» логических переменных представляет собой 
множество квадратов (клеток), объединенных в близкую к квадрату 
прямоугольную форму. Каждая такая клетка соответствует одному 
набору логических переменных, причем наборы двух соседних клеток 
должны отличаться на значение одной переменной (их наборы обра-
зуют склеивающиеся конъюнкции).  
 
   1x  1x   1x    1x    1x  
1x  1x  x2 x1x2 1x x2 x2   x2     
1x  1x  2x  x1 2x  1x 2x        *  
  а б   в    г 
Рис. 2.1. Карта Карно:  
а – для одной переменной, б – для двух переменных,  
в– сокращенная для 2-х переменных, г – для 3-хпеременных 
 
На рис. 2.1 приведены карты Карно для n = 1, 2, 3. На рис. 2.1, а, б 
показана разметка колонок и строк, а также указан для каждой состав-
ляющей клетки соответствующие ей набор. Разметка колонок (строк) ука-
зывает, какие значения данная переменная имеет в клетках, находящихся 
в данной колонке (строке). На рис. 2.1, в приведен пример компактной 
разметки карты, соответствующей карте на рис.2.1, б. Здесь помечаются 
колонки (строки), в которых соответствующая переменная имеет прямое 
значение. На рис. 2.1, г приведена карта Карно для n = 3, сформированная 
посредством зеркального отображения карты Карно для n = 2 (рис. 2.1, в) 
относительно правой границы. Этот прием универсальный; его можно 
использовать для построения карты для заданного «n» на основании 
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имеющейся карты Карно для «n – 1» переменной. Клетка, отмеченная 
знаком «*», соответствует набору 1 2 3x x x . Карты Карно используются для 
представления и минимизации логических функций. 
Записываемая функция должна быть представлена в СДНФ. Запись 
функции в карту осуществляется за счет установки «1» в клетки карты, 
соответствующие конституентам единиц записываемой функции. 
Для выполнения минимизации представленной в карте Карно функ-
ции необходимо выполнить два этапа: 
– охватить множество клеток карты Карно контурами; 
– записать минимальное выражение для заданной функции в виде 
дизъюнкции конъюнкций, где каждая конъюнкция соответствует одно-
му из введенных на карте контуров. 
Охват клеток карты контурами выполняется с соблюдением сле-
дующих правил: 
– контур должен иметь прямоугольную форму; 
– в контур может входить количество клеток, равное целой степе-
ни числа «2»; 
– в контур могут входить клетки, являющиеся логическими соседями; 
– в контур необходимо включить максимальное количество кле-
ток с учетом вышеприведенных требований; 
– контурами необходимо охватить все клетки с единичными зна-
чениями; 
– контуров должно быть минимальное количество; 
– количество клеток в контуре должно быть равно 2ΔR, где ΔR –
разность ранга (дельта ранга) конституент единицы заданной функции 
и ранга конъюнкции, соответствующей контуру. 
Логическими соседями являются такие две клетки, наборы кото-
рых отличаются только одной переменной – в одном эта переменная 
должна иметь прямое, в другом – обратное значение.  
Для того чтобы быть логическими соседями, клеткам достаточно 
быть геометрическими соседями. Считая, что карта является про-
странственным объектом и заворачивается по горизонтали и вертика-
ли, сливаясь своими крайними горизонтальными и крайними верти-
кальными границами, можно считать, что соответствующие крайние 
горизонтальные и вертикальные клетки являются геометрическими 
соседями. Логическими соседями могут быть клетки, которые не явля-
ются геометрическими соседями. К числу таких клеток относятся клет-
ки, которые по горизонтали или вертикали симметричны относительно 
линий зеркального отображения, использованных при переходе от «n» 
к «n + 1» переменным.  
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Запись минимального выражения по заданной функции имеет вид 
дизъюнкции простых конъюнкций, соответствующих контурам на 
карте, и формируется следующим образом: 
– конъюнкция, соответствующая контуру, должна включать толь-
ко те переменные, которые имеют постоянное значение во всех клет-
ках, охваченных рассматриваемым контуром,  
– или по другому: в конъюнкцию, соответствующую контуру, не 
должны входить переменные, которые имеют разные значения для 
клеток, охваченных рассматриваемым контуром. 
Например, если задана логическая функция «y» трех переменных 
в виде выражения 
1 2 1 3 2 3 1 2 33 2 1 ,y x x x x x x x x x x x x= + + +  
то ее запись в карту Карно будет иметь вид, приведенный на рис.2.2. 
 
 x1    
x2 1 1  1 
 1    
 x3    
Рис. 2.2. Карта Карно для 3-х переменных 
 
Для функции, заданной в карте Карно, приведенной на рис. 2.2, 
контуры имеют вид, приведенный на рис. 2.3. 
Для примера, контур 1 представлен на рисунке в виде двух клеток: 
клетки, соответствующей набору x1x2x3, и клетки, соответствующей набору 
1 2 3x x x , поэтому данному контуру будет соответствовать конъюнкция x1 x2. 
Минимальное логическое выражение для функции имеет вид: 
y = x1x2 + x1x3 + x2x3. 
1         2         3 
 
Рис. 2.3. Сформированные контуры для заданной функции  
 
Конъюнкции минимального выражения помечены внизу цифрами, 
соответствующими номерам контуров, которые они представляют. 
x3      
     x1                                                     x1 
   
 
  
  
1             1
 1  
1 
 
2 
1 
3 
x2 
1 
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2.5. Синтез логических схем  
по логическим выражениям 
 
 
2.5.1. Синтез логических схем в базисе И, ИЛИ, НЕ 
 
Логические схемы строятся на основе логических элементов, на-
бор которых определяется заданным логическим базисом.  
Для базиса Буля в качестве логических элементов используются 
элементы, реализующие базовые логические функции И, ИЛИ, НЕ, ко-
торые имеют приведенные на рис. 2.4 обозначения. 
При синтезе схемы по логическому выражению, составляющие ло-
гические операции представляются в виде соответствующих логиче-
ских элементов, связи между которыми определяются последователь-
ностью выполнения логических операций в заданном выражении опре-
деляется заданным логическим базисом. 
 
 
Рис. 2.4. Базовые логические элементы  
 
Пример. 
Синтезировать логическую схему в базисе И, ИЛИ, НЕ, реали-
зующую логическое выражение 
1 1 2 1 3 2 3 1 2 3 1 2 3(     )(     ) + .y x x x x x x x x x x x x= + + + +  
Решение. 
Входными сигналами синтезируемой схемы являются  x1, x2, x3, а 
выходным – y1. 
Реализацию заданного выражения в виде логической схемы мож-
но начать или с последней операции, или с первой. 
x1     1 
x1     
x2     
y = x1x2 & 
И 
НЕ 
y = x1                    
x1     
x2     
y = x1 + x2 1 
ИЛИ 
x1     & 
НЕ 
y = x1  
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Последней операцией в заданном выражении является операция 
логического сложения двух операндов 
1 2 1 3 2 3 1 2 3 1 2 3(     )(     ) иx x x x x x x x x x x x+ + + +  
поэтому для ее реализации требуется элемент ИЛИ (1) с двумя входами, 
на выходе которого будет сформирован сигнал, соответствующий y1,  
если на его входы будут поданы эти два слагаемые (например, первое 
слагаемое на второй вход, а второе слагаемое на первый вход). 
 
 
Рис. 2.5. Логическая схема для заданного выражения 
 
На первый вход выходного элемента ИЛИ подается логическое 
произведение х1 x2 x3, для реализации которого необходимо использо-
вать логический элемент И с тремя входами, на которые подаются 
входные переменные х1, x2, x3. Аналогичным образом рассматривается 
последовательность формирования выражения 
1 2 1 3 2 3 1 2 3(     )(     ),x x x x x x x x x+ + + +  
которое соответствует сигналу, подаваемому на второй вход элемента 
ИЛИ (1). В результате синтезируется схема для заданного выражения, 
приведенная на рис. 2.5.   
1 
x1   x2   x3 
& 
& 
& 
1 
&
1 y 
&
&
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2.5.2. Логические базисы И­НЕ, ИЛИ­НЕ 
 
Булевый базис не является единственной функционально полной 
системой логических функций. Среди других наибольшее распро-
странение получили базис И-НЕ и базис ИЛИ-НЕ. 
Чтобы доказать логическую полноту любого базиса, достаточно пока-
зать, что в этом базисе можно реализовать базовые функции И, ИЛИ, НЕ. 
Для базиса И-НЕ в качестве базового элемента используется элемент  
приведенный на рисунке рис. 2.6, а. 
 
 
                                       а                                                   б 
Рис. 2.6. Базовые элементы:  
а – И-НЕ; б – ИЛИ-НЕ  
 
Реализация с помощью функции И-НЕ базовых функций алгебры 
Буля осуществляется следующим образом. 
ИЛИ: 1 2 1 2 1 2x x x x x x+ = + = ; 
И: 1 2 1 2.x x x x⋅ = ⋅  
Функция НЕ реализуется с помощью схемы И-НЕ с одним входом.  
На рис. 2.7. приведена схемная реализация функций И, ИЛИ, НЕ 
в базисе И-НЕ. 
 
 
                           а                                                                    б 
 
в 
Рис. 2.7. Реализация булевых функций в базисе И-НЕ:  
а – функция ИЛИ; б – функция И; в – функция НЕ 
x1     & 
НЕ 
y = x1  
x1     
x2     & 
& 
& y = x1 + x2 
ИЛИ 
x1     
x2     
& & y = x1 · x2 
И 
y = x1 + x2 
x1
x2
y = x1x2 & 
x1
x2
1 
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Реализация с помощью логической функции ИЛИ-НЕ базовых 
функций алгебры Буля осуществляется следующим образом. 
ИЛИ: 1 2 1 2x x x x+ = + ; 
И: 1 21 2 1 2x x x x x x⋅ = ⋅ = +  
Функция НЕ реализуется с помощью схемы ИЛИ-НЕ с одним 
входом. 
На рис. 2.8. приведена схемная реализация операций И, ИЛИ, НЕ 
в базисе ИЛИ-НЕ 
 
 
                           а                                                                   б 
 
в 
Рис. 2.8. Реализация булевых функций в базисе ИЛИ-НЕ: 
а – функция И; б – функция ИЛИ; в – функция НЕ  
 
2.5.3.Синтез логических схем в базисах И­НЕ, ИЛИ­НЕ 
 
При синтезе логических схем в заданном базисе логических эле-
ментов (например, в базисах И-НЕ, или ИЛИ-НЕ)  целесообразно 
предварительно исходное выражение привести к форме, в которой в вы-
ражении будут использованы только логические операции, соответст-
вующие используемым логическим элементам в заданном базисе. 
 
Пример. 
Синтезировать логическую схему в базисе И-НЕ, соответствую-
щую выражению  
1 2 1 3 2 3 1 2 3 1 2 3( )( ) .y x x x x x x x x x x x x= + + + + +  
x1    1 
НЕ 
y = x1 
x1    
x2    1 1 
y = x1 + x2 
ИЛИ 
& 
x1    
x2    
& 
& y = x1 · x2 
И 
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Решение 
Используя правило де Моргана преобразуем исходное выражение 
таким образом, чтобы последней операцией было отрицание и в вы-
ражение были бы только операции И. 
1 2 1 3 2 3 1 3 3 1 2 3
1 2 1 3 2 3 1 2 3 1 2 3
1 2 1 3 2 3 1 2 3 1 2 3
1 1 2 3 1 2 3 1 2 32 3
1 1 2 21 32 132 3 3
( )( )
( )( )
( )( )
( )( )
.
x x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x x x x
+ + + + + =
= + + + + + =
= + + + + =
= + + =
=
 
Полученное выражение, представленное в виде вложенных опе-
раций И-НЕ, позволяет синтезировать соответствующую логическую 
схему в заданном базисе, которая приведена на рис. 2.9. 
 
 
Рис. 2.9. Реализация логического выражения в базисе И-НЕ 
y
& 
& 
& 
x1 x2 x3 
& 
& 
& 
& 
& 
& & 
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Пример. 
Синтезировать логическую схему в базисе ИЛИ-НЕ, соответст-
вующую выражению 
1 2 1 3 2 3 1 2 3 1 2 3( )( )y x x x x x x x x x x x x= + + + + + . 
Решение 
Используя правило де Моргана, преобразуем исходное выражение 
таким образом, чтобы последней операцией было отрицание и в вы-
ражение были бы только операции ИЛИ. 
1 2 1 3 2 3 1 2 3 1 2 3( )( )y x x x x x x x x x x x x= + + + + + =  
( 1 2 1 3 2 3)( 1 2 3) 1 2 3
( 1 2 1 3 2 3) ( 1 2 3) 1 2 3
( 1 2 1 3 2 3) ( 1 2 3) 1 2 3
1 2 1 3 2 3 1 2 3 1 2 3.
x x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x x x x
x x x x x x x x x x x x
= + + + + + =
= + + + + + + + + =
= + + + + + + + + =
= + + + + + + + + + + +
 
 
 
Рис. 2.10. Реализация логического выражения в базисе ИЛИ-НЕ 
 
Полученное выражение, представленное в виде вложенных опера-
ций ИЛИ-НЕ, позволяет легко синтезировать соответствующую логиче-
скую схему в заданном базисе, которая приведена на рисунке рис. 2.10. 
x1 x2 x3 
1 
1 
1 
1 
1 
1 
1 
1 
1 1 y 
1 
72 
2.6. Задания 
 
 
Задание 1. Синтезировать логическую схему по выражению со-
гласно варианту в базисах 
а) И, ИЛИ, НЕ, 
б) И-НЕ, 
в) ИЛИ-НЕ. 
0. 1 33 2( )x x x x+ ( 1 31 2x x x x+ ) + ( 2131 xxxx + ); 
1. ( 21 xx + )( 1 31 2x x x x+ )+ 1 23 2( )x x x x+ ; 
2. ( 2 31 3x x x x+ ) 1 23 2( )x x x x+ ( 2131 xxxx + ); 
3. ( 21 xx + )( 1 31 2x x x x+ ) + 1 33 2( )x x x x+ ; 
4. ( 21 xx + )( 2 31 3x x x x+ ) + 1 33 2( )x x x x+ ; 
5. ( 1 31 3x x x x+ ) + 1 33 2( )x x x x+ ( 21 xx + ); 
6. ( 1 2x x+ ) 1 23 2( )x x x x+ ( 2131 xxxx + ); 
7. ( 2131 xxxx + )( 1 31 3x x x x+ ) +  1 33 2( )x x x x+ ; 
8. ( 1 31 3x x x x+ ) 1 33 2( )x x x x+ ( 21 xx + ); 
9. ( 1 31 2x x x x+ )+ 1 33 2( )x x x x+  ( 21 xx + ). 
№ варианта соответствует последней цифре номера зачетной книж-
ки студента. 
 
Задание 2. Минимизировать методом Квайна и с помощью диа-
граммы Вейча логическое выражение. 
Для нечетных номеров зачетной книжки: 
41 4 1 2 2 4 3 3 22 3 2 1 3 1 4 1 3 4
1 3 2 1 3 1 2 3 2 1 4 34 2 4 4 3 1 2 4.
y x x x x x x x x x x x x x x x x x x x x
x x x x x x x x x x x x x x x x x x x x
= + + + + +
+ + + + +  
Для четных номеров зачетной книжки: 
3 4 1 2 2 4 2 3 21 2 3 4 1 3 1 4 1 3 4
1 2 4 1 3 1 2 3 1 3 4 33 2 4 4 2 1 2 4.
y x x x x x x x x x x x x x x x x x x x x
x x x x x x x x x x x x x x x x x x x x
= + + + + +
+ + + + +  
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