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Abstract 
An autoregressive moving average (ARMA) is a time series model that is applied in everyday 
life for pattern recognition and forecasting. The ARMA model contains a noise which is 
assumed to have a specific distribution. The noise is often considered to have a Gaussian 
distribution. However in applications, the noise is sometimes found that does not have a 
Gaussian distribution. The first objective is to develop the ARMA model in which noise has a 
Laplacian distribution. The second objective is to estimate the parameters of the ARMA model. 
The ARMA model parameters include ARMA model orders, ARMA model coefficients, and 
noise variance. The parameter estimation of the ARMA model is carried out in the Bayesian 
framework. In the Bayesian framework, the ARMA model parameters are treated as a variable 
that has a prior distribution. The prior distribution for the ARMA model parameters is 
combined with the likelihood function for the data to get the posterior distribution for the 
parameter. The posterior distribution for parameters has a complex form so that the Bayes 
estimator cannot be determined analytically. The reversible jump Markov Monte Carlo chain 
(MCMC) algorithm was adopted to determine the Bayes estimator. The first result, the ARMA 
model can be developed by assuming Laplacian distribution noise. The second result, the 
performance of the algorithm was tested using simulation studies. The simulation shows that 
the reversible jump MCMC algorithm can estimate the parameters of the ARMA model 
correctly. 
Keywords: ARMA time series, Hierarchical Bayesian, Laplacian noise, Reversible Jump 
MCMC. 
Introduction 
An autoregressive moving average (ARMA) is a time series model that is applied to modeling 
and forecasting in various fields, for example: [1-3]. The ARMA model is used in the field of 
short-term load system for forecasting [1]. The ARMA model is used in the field of science for 
forecasting wind speed [2]. The ARMA model is used in the business field for modelling 
volatility and risk of shares financial markets [3]. 
This ARMA model contains a noise. This noise is assumed to have a specific distribution. 
Noise for ARMA models is often considered to have a Gaussian distribution, for example: [4-
7]. The ARMA model is used for Sequential and non-sequential acceptance sampling [4]. The 
ARMA model is used to investigate the non-residual residual surges [5]. The ARMA model is 
used to predict small-scale solar radiation [6]. The ARMA model is used to forecast passenger 
service charge [7]. In an ARMA model application, the noise sometimes shows that it does not 
have a Gaussian distribution. Several studies related to ARMA models with non-Gaussian 
Manuscript Click here to access/download;Manuscript;IJ-CIS-D-19-00530-
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noise can be found in [1-3, 8, 9]. Estimating ARMA parameters with non-Gaussian noise is 
investigated using high-order moments [8]. A cumulant-based order determination of ARMA 
models with Gaussian noise is studied in [9]. 
A Laplacian is a noise investigated by several authors, for example: [10-12].  The Laplace 
distribution has the probability density function: 
𝑓(𝑥|𝛿, 𝛽) =
1
2𝑏
𝑒𝑥𝑝 −
|𝑥−𝛿|
𝛽
. (1) 
Here, 𝛿 is a location parameter and 𝛽 > 0 is a scale parameter. The Laplacian noise is used to 
detect body position changes [10]. The Feasibility Pump Algorithm is used to find the Sparse 
Representation under Laplacian Noise [11]. Laplacian noise is used in human sensory 
processing [12]. However, the ARMA model that contains Laplacian noise has not been 
studied. The significant novelty of the proposed study is the use of a Laplacian noise in the 
ARMA model. The Laplacian noise provides a smaller error variance compared to Gaussian 
noise. This study has several objectives. The first objective is to develop the new ARMA model 
by assuming that noise has a Laplacian distribution. The second objective is to estimate the 
order of the ARMA model. The third objective is to estimate the ARMA model coefficients. 
If the ARMA model is compared to the AR model and the MA model, the ARMA model is a 
more general model than the AR model and the MA model. If the ARMA model is compared 
to the ARIMA model, the only difference is the integrated part. Integrated refers to how many 
times it takes to differentiate a series to achieve stationary condition. The ARMA model is 
equivalent to the ARIMA model of the same MA and AR orders with no differencing. An 
ARMA model was chosen instead of the other models such as AR model, MA model, or 
ARIMA model because the ARMA model can describe a more general class of processes than 
AR model and MA model.  The ARMA model in this study has stationary and invertible 
properties that are not possessed by the ARIMA model. 
This paper consists of several parts. The first part gives an introduction regarding the ARMA 
model and its application. The second part explains the method used to estimate the ARMA 
model. The third part presents the results of the research and discussion. The fourth section 
gives some conclusions and implications. 
Materials and Methods 
This paper uses an ARMA model that has Laplacian noise. The parameters used in ARMA 
model are the order of the ARMA model, the coeficients of the ARMA model, and the variance 
of the noise. The parameter estimation of the ARMA model is carried out in the Bayesian 
framework. The first step determines the likelihood function for data. The second step 
determines the prior distribution for the ARMA model parameters. The reason about the 
consideration of prior distribution is to improve the quality of parameter estimation. The prior 
distribution can be determined from previous experiments. The binomial distribution is chosen 
as the prior distribution for ARMA orders. The uniform distribution is selected as the prior 
distribution for the ARMA model coefficient. The inverse Gamma distribution is selected as 
the prior distribution for the noise parameter. The third step combines the likelihood function 
for data with the prior distribution to get the posterior distribution. The fourth step determines 
the Bayes estimator based on the posterior distribution using the reversible jump MCMC 
algorithm [13]. Time series modelling via reversible jump MCMC is a very-well studied topic 
in the literature [14-15]. The power of Reversible Jump MCMC algorithm is in the fact that it 
can move between space of varying dimension and not that it is just a simple MCMC method. 
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The fifth step tests the performance of the reversible jump MCMC algorithm by using 
simulation studies.  
Results and Discussion 
This section discusses the likelihood function for data, Bayesian approach, reversible jump 
MCMC algorithm, and simulations. 
Likelihood function 
Suppose that 𝑥1, ⋯ , 𝑥𝑛 are n data. This data is said to have an autoregressive model if for 𝑡 =
1, ⋯ , 𝑛 the data satisfies the following equation: 
𝑥𝑡 = − ∑ 𝜙𝑖𝑥𝑡−𝑖
𝑝
𝑖=1
+ ∑ 𝜃𝑗𝑧𝑡−𝑗
𝑞
𝑗=1
+ 𝑧𝑡 
(2) 
The values of 𝑝 and 𝑞 are orders for the ARMA model. To abbreviate the mention, the ARMA 
model that has the order 𝑝 and 𝑞 will be written by 𝐴𝑅𝑀𝐴(𝑝, 𝑞). Given the values of orders 𝑝 
and 𝑞, the values 𝜙1, ⋯ , 𝜙𝑝 and 𝜃1, ⋯ , 𝜃𝑞 express the coefficients of the 𝐴𝑅𝑀𝐴(𝑝, 𝑞). While 
the random variables 𝑧1, ⋯ , 𝑧𝑛 are noise. This noise is assumed to have a Laplace distribution 
with mean 0 and variance 2𝛽2. The probability function for the variable 𝑧𝑡 is written by the 
following equation: 
𝑔(𝑧𝑡|𝛽) =
1
2β
 𝑒𝑥𝑝 −
|𝑧𝑡|
𝛽
. (3) 
With a variable transformation between 𝑥𝑡 and 𝑧𝑡, the probability function for the variable 𝑥𝑡 
can be written by 
𝑓(𝑥𝑡|𝛽) =
1
2β
 𝑒𝑥𝑝 −
|∑ 𝜙𝑖𝑥𝑡−𝑖
𝑝
𝑖=1 −∑ 𝜃𝑗𝑧𝑡−𝑗
𝑞
𝑗=1 +𝑥𝑡|
𝛽
. 
(4) 
Suppose that 𝑥 = (𝑥1, ⋯ , 𝑥𝑛), 𝜙
(𝑝) = (𝜙1, ⋯ , 𝜙𝑝) and 𝜃
(𝑞) = (𝜙1, ⋯ , 𝜙𝑞). The probability 
function for 𝑥 is 
𝑓(𝑥|𝑝, 𝑞, 𝜙(𝑝), 𝜃(𝑞), 𝛽)  
= ∏
1
2β
 𝑒𝑥𝑝 −
|∑ 𝜙𝑖𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝜃𝑗𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝛽
𝑛
𝑡=𝑝+1
 
 
= (
1
2β
)
𝑛−𝑝
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝜙𝑖𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝜃𝑗𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1 . 
(5) 
The 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is called stationary if and only if the root equation is located outside 
the unit circle. The stationarity of 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model refers to the mean, variance, and 
autocorrelation are all constant over time. Suppose that 𝑆𝑝 denotes the stationarity region. This 
stationary condition is difficult to determine if the order value 𝑝 is high. To overcome this 
problem, a transformation is made. Let 𝐹 be a transformation from 𝜙(𝑝) ∈ 𝑆𝑝  to 𝑟 =
(𝑟1, ⋯ , 𝑟𝑝) ∈ (−1,1)
𝑝 where 𝑟1, ⋯ , 𝑟𝑝 are functions of partial autocorrelation [16]. With the F 
transformation, this stationary condition of the 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model becomes easily determined 
even though the order value p is high. The 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is called stationary if and only 
if  (𝑟1, ⋯ , 𝑟𝑝) ∈ (−1,1)
𝑝.  
The 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is called invertible if and only if the root of equation 1 +
∑ 𝜃𝑗𝐵
𝑗 = 0𝑞𝑗=1  is located outside the unit circle. The invertibility of 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model refers 
to the noises can be inverted into a representation of past observations. The limitation of the 
𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is that if the 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is not invertible, the 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model 
cannot be used to forecast the future values of the dependent. Suppose 𝐼𝑞 denotes an invertible 
region. This invertibility condition is difficult to determine if the order 𝑞 value is high. To 
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overcome this problem, a transformation is made. Let 𝐺 be a transformation from 𝜃(𝑞) ∈ 𝐼𝑞 to 
𝜌 = (𝜌1, ⋯ , 𝜌𝑞) ∈ (−1,1)
𝑞 where 𝜌1, ⋯ , 𝜌𝑞 are functions of inverse partial autocorrelation 
[17]. With the 𝐺 transformation, the invertibility condition of the 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is easily 
determined even though the order 𝑞 value is high. The 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is called invertible 
if and only if (𝜌1, ⋯ , 𝜌𝑞) ∈ (−1,1)
𝑞. If the likelihood function for data is expressed in the 
transformation of 𝐹 and 𝐺, the likelihood function for data can be written by 
𝑓(𝑥|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝛽)  
= ∏
1
2β
 𝑒𝑥𝑝 −
|∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝛽
𝑛
𝑡=𝑝+1
 
 
= (
1
2β
)
𝑛−𝑝
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1
− ∑ 𝐺−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1
+ 𝑥𝑡|
𝑛
𝑡=𝑝+1
. 
(6) 
In the probability function for this data, 𝐹−1 and 𝐺−1 are inverse transformations for the 
transformation of 𝐹 and 𝐺. 
Prior and Posterior Distributions 
The Binomial distribution with the parameter 𝜆 is chosen as the prior distribution for order 𝑝. 
The prior distribution for order p can be written by 
𝜋(𝑝|𝜆) = 𝐶𝑝
𝑝𝑚𝑎𝑥𝜆𝑝(1 − 𝜆)𝑝𝑚𝑎𝑥−𝑝 (7) 
where the 𝑝𝑚𝑎𝑥 value is set. Whereas the Binomial distribution with the parameter 𝜇 is chosen 
as the prior distribution for order 𝑞. The distribution of priors for 𝑞 order can be expressed by 
𝜋(𝑞|𝜇) = 𝐶𝑞
𝑞𝜇𝑞(1 − 𝜇)𝑞𝑚𝑎𝑥−𝑞 (8) 
where the value 𝑞𝑚𝑎𝑥 is set. For model order p and q, a Binomial distribution is used because 
it is a conjugate prior.  
The prior distribution for 𝑟(𝑝) given by the order 𝑝 is a uniform distribution at (−1,1)𝑝. The 
uniform distribution is chosen because it is a conjugate prior. The prior distribution for 𝑟(𝑝) if 
given an order 𝑝 can be written by 
𝜋(𝑟(𝑝)|𝑝) =
1
2𝑝
. (9) 
The prior distribution for 𝜌(𝑞) given by the order 𝑞 is a uniform distribution at (−1,1)𝑞. The 
prior distribution for 𝜌(𝑞) if given an order 𝑞 can be written by 
𝜋(𝜌(𝑞)|𝑞) =
1
2𝑞
. (10) 
The inverse Gamma distribution with parameter 𝑣 is selected as the prior distribution for 𝛽. 
Value 𝑢 is set, namely: 𝑢 = 1. The distribution of prior for 𝛽 can be expressed by 
𝜋(𝛽|𝑢, 𝜈) =
𝜈𝑢
Γ(𝑢)
𝛽−(𝑢+1)𝑒𝑥𝑝 −
𝑣
𝛽
. (11) 
For 𝛽, an inverse Gamma distribution is used because it is a conjugate prior. 
This prior distribution contains a parameter, namely: 𝜆, 𝜇, and 𝜈. Uniform distribution at 
interval (0,1) is chosen as the prior distribution for 𝜆, namely: 𝜋(𝜆) = 1. The uniform 
distribution at interval (0,1) is chosen as the prior distribution for 𝜇, namely: 𝜋(𝜇) = 1. The 
uniform distribution is proposed in previous work [7].  
Finally, the Jeffreys distribution is chosen as the prior distribution for 𝜈. The prior distribution 
for 𝜈 can be written by 𝜋(𝜈) ∝
1
𝜈
.  This is a non-informative prior distribution. Thus, the joint 
prior distribution for 𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽 and 𝜈 can be expressed by 
𝜋(𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽, 𝑣)  
∝ 𝐶𝑝
𝑝𝑚𝑎𝑥𝜆𝑝(1 − 𝜆)𝑝𝑚𝑎𝑥−𝑝𝐶𝑞
𝑞𝑚𝑎𝑥𝜇𝑞(1 − 𝜇)𝑞𝑚𝑎𝑥−𝑞
1
2(𝑝+𝑞)
 
𝜈𝑢
Γ(𝑢)
𝛽−(𝑢+1)𝑒𝑥𝑝 −
𝑣
𝛽
1
𝛽
1
𝜈
. (12) 
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By using the Bayes Theorem, distribution posterior for 𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽, and 𝜈 can be 
expressed by 
𝜋(𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽, 𝑣|𝑥)  
∝ (
1
2β
)
𝑛−𝑝
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1
− ∑ 𝐺−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1
+ 𝑥𝑡|
𝑛
𝑡=𝑝+1
 
 
     𝐶𝑝
𝑝𝑚𝑎𝑥𝜆𝑝(1 − 𝜆)𝑝𝑚𝑎𝑥−𝑝𝐶𝑞
𝑞𝑚𝑎𝑥𝜇𝑞(1 − 𝜇)𝑞𝑚𝑎𝑥−𝑞
1
2(𝑝+𝑞)
 
𝜈𝑢
Γ(𝑢)
𝛽−(𝑢+1)𝑒𝑥𝑝 −
𝑣
𝛽
1
𝛽
1
𝜈
 
 
∝   (
1
2
)
𝑛−𝑝
(
1
β
)
𝑛−𝑝−1
𝑒𝑥𝑝
−
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1
− ∑ 𝐺−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1
+ 𝑥𝑡|
𝑛
𝑡=𝑝+1
 
 
    𝐶𝑝
𝑝𝑚𝑎𝑥𝜆𝑝(1 − 𝜆)𝑝𝑚𝑎𝑥−𝑝𝐶𝑞
𝑞𝑚𝑎𝑥𝜇𝑞(1 − 𝜇)𝑞𝑚𝑎𝑥−𝑞
1
2(𝑝+𝑞)
 
𝜈𝑢−1
Γ(𝑢)
𝛽−(𝑢+1)𝑒𝑥𝑝 −
𝑣
𝛽
. (13) 
This posterior distribution has a complex form so that the Bayes estimator cannot be 
determined explicitly. The reversible jump MCMC algorithm was adopted to determine the 
Bayes estimator. 
Reversible jump Markov chain Monte Carlo 
The basic idea of the MCMC algorithm is to treat the parameters 𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽, and 𝜈 
as a Markov chain. To determine the Bayes estimator for parameters, a Markov chain is created 
by simulation. This Markov chain is designed so that it has a limit distribution that approaches 
the posterior distribution for parameters 𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞), 𝜆, 𝜇, 𝛽, and 𝜈. This Markov chain is 
used to find the Bayes estimator. The algorithm consists of two stages, namely; the first stage 
is to create a Markov chain for (𝜆, 𝜇, 𝛽, 𝜈|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) by simulation. The second stage 
makes the Markov chain for (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)|𝜆, 𝜇, 𝛽, 𝜈) by simulation. 
Distribution for (𝜆, 𝜇, 𝛽, 𝜈|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is the product of the distribution for 
(𝜆|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)), the distribution for (𝜇|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)), distribution for (𝛽|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)), 
and the distribution for (𝜈|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)). The distribution for (𝜆|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is Binomial, 
the distribution for (𝜇|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is Binomial, the distribution for (𝛽|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is the 
Gamma inverse distribution, distribution for (𝜈|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is the Gamma distribution. 
Simulation for the Markov chain (𝜆, 𝜇, 𝛽, 𝜈|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is as follows [18]: 
 𝜆 ∼ 𝐵(𝑝 + 1, 𝑝𝑚𝑎𝑥 − 𝑝 + 1), 
𝜇 ∼ 𝐵(𝑞 + 1, 𝑞𝑚𝑎𝑥 − 𝑞 + 1),  
𝛽 ∼  𝐼𝐺 (𝑛 − 𝑝, 𝑣 + ∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1
− ∑ 𝐺−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1
+ 𝑥𝑡|
𝑛
𝑡=𝑝+1
), 
 𝜐 ∼ 𝐺 (𝑢,
1
𝛽
). 
The distribution for (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)|𝜆, 𝜇, 𝛽, 𝜈) has a complex form. Simulation for the Markov 
chain (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)|𝜆, 𝜇, 𝛽, 𝜈) is carried out using the reversible jump MCMC algorithm. The 
reversible jump MCMC algorithm is an extension of the Metropolis-Hastings algorithm [19-
20]. This reversible jump MCMC algorithm uses six types of transformation, namely: birth for 
order 𝑝, death for order 𝑝, change for coefficient 𝑟(𝑝), birth for order 𝑞, death for order 𝑞, and 
change for coefficient  𝜌(𝑞). 
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Birth of the order 𝒑 
 
Suppose that 𝑤 = (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) is the old Markov chain and 𝑤∗ = (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞)) is a 
new Markov chain. The birth of the order 𝑝 changes the order 𝑝 and the coefficient 𝑟(𝑝) but 
does not change the order 𝑞 and the coefficient 𝜌(𝑞). The new Markov chain (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞))  
is defined as follows: (a) first determine the order 𝑝∗ = 𝑝 + 1, (b) the second takes randomly 
a at the interval (−1,1) and then determines 𝑟∗(𝑝
∗) = (𝑟(𝑝), 𝑎). The old Markov chain will be 
replaced by a new Markov chain with probability 
𝜂𝑝
𝐴𝑅(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)
𝜋(𝑝∗)
𝜋(𝑝)
𝜋(𝑟∗(𝑝
∗)|𝑝∗)
𝜋(𝑟(𝑝)|𝑝)
 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
} 
(14) 
where 
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)  is the ratio of the likelihood function, 
𝜋(𝑝∗)
𝜋(𝑝)
 is the ratio between the prior 
distribution for order 𝑝 and 𝑝∗, 
𝜋(𝑟∗|𝑝∗)
𝜋(𝑟|𝑝)  is the ratio between the posterior distribution for 𝑟
∗(𝑝
∗)
 
and 𝑟(𝑝), and 
𝑞(𝑤∗,𝑤)
𝑞(𝑤,𝑤∗)
 is the ratio between the distribution of 𝑤 and 𝑤∗. In contrast, the old 
Markov chain will remain with the probability 1 − 𝜂𝑝
𝐴𝑅(𝑤, 𝑤∗).  Following is the calculation 
for the probability function ratio, the ratio between the prior distribution for order 𝑝 and 𝑝∗, the 
ratio between the posterior distribution for 𝑟∗(𝑝
∗)
 and 𝑟(𝑝), and the ratio between the 
distribution of 𝑤 and 𝑤∗. 
The ratio for likelihood function can be stated by 
𝑓(𝑥|𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞))
𝑓(𝑥|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞))
=
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖
∗)𝑥𝑡−𝑖
𝑝∗
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝∗+1
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
(
1
2β
). 
(15) 
The ratio between the prior distribution for order 𝑝 and 𝑝∗ can be expressed by 
𝜋(𝑝∗)
𝜋(𝑝)
=
𝑝𝑚𝑎𝑥 − 𝑝
𝑝 + 1
𝜆
1 − 𝜆
. 
(16) 
The ratio between posterior distribution for order 𝑝 and 𝑝∗ can be written by 
𝜋(𝑟∗(𝑝
∗)
|𝑝∗)
𝜋(𝑟(𝑝)|𝑝)
=
1
2
. 
(17) 
While the ratio between the distribution of 𝑤 and 𝑤∗ depends on the value of 𝑎. If 𝑎 < 0, the 
ratio between the distribution of 𝑤 and 𝑤∗ can be written by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
=
1
𝑎 + 1
. 
(18) 
If 𝑎 > 0, the ratio between the distribution of  𝑤 and 𝑤∗ can be written by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
=
1
1 − 𝑎
. 
(19) 
Death of the order 𝒑 + 𝟏  
 
Death of the order 𝑝 + 1 is the opposite of the birth of order 𝑝. Let 𝑤 = (𝑝, 𝑞, 𝑟(𝑝+1), 𝜌(𝑞)) be 
the old Markov chain and 𝑤∗ = (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞)) is a new Markov chain. The death of the 
order 𝑝 + 1 changes the order 𝑝 + 1 and the coefficient 𝑟(𝑝+1) but does not change the order 
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𝑞 and the coefficient 𝜌(𝑞). The new Markov chain (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞)) is defined as follows: (a) 
first determine the order 𝑝∗ = 𝑝, (b ) the second determines 𝑟∗(𝑝
∗) = 𝑟(𝑝). The old Markov 
chain will be replaced with a new Markov chain with probability 
𝛿𝑝
𝐴𝑅(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
1
𝜂𝑝𝐴𝑅(𝑤, 𝑤∗)
}. 
(20) 
In contrast, the old Markov chain will remain with the probability  1 − 𝛿𝑝
𝐴𝑅(𝑤, 𝑤∗). 
Change of the coefficient 𝒓(𝒑) 
 
Let 𝑤 = (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) be the old Markov chain and 𝑤∗ = (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞)) is a new 
Markov chain. The change in the coefficient 𝑟(𝑝) does not change the order 𝑝 but changes the 
coefficient 𝑟(𝑝). The change in the coefficient 𝑟(𝑝) also does not change both the order 𝑞 and 
the coefficient 𝜌(𝑞). The new Markov chain (𝑝∗, 𝑞, 𝑟∗(𝑝
∗), 𝜌(𝑞)) is defined as follows: (a) first 
determine the order 𝑝∗ = 𝑝, (b ) second takes randomly 𝑖 ∈ {1, ⋯ , 𝑝}, (c) third takes randomly 
𝑏 at the interval (−1,1) and then determines 𝑟∗(𝑝
∗) = (𝑟1
∗, ⋯ , 𝑟𝑖
∗ = 𝑏, ⋯ , 𝑟𝑝
∗). The old Markov 
chain will be replaced by a new Markov chain with probability 
𝜍𝑝
𝐴𝑅(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)
 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
}. 
(21) 
In this change in coefficient, the likelihood function ratio can be written by 
𝑓(𝑥|𝑝∗, 𝑞, 𝑟∗(𝑟
∗), 𝜌(𝑞))
𝑓(𝑥|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞))
=
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖
∗)𝑥𝑡−𝑖
𝑝∗
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝∗+1
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
. 
(22) 
While the ratio between the distribution of 𝑤 and 𝑤∗ can be expressed by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
= (
(1 + 𝑏)(1 − 𝑏)
(1 + 𝑟𝑖)(1 − 𝑟𝑖)
)
1/2
. 
(23) 
Birth of the order 𝒒 
 
Let 𝑤 = (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) be the old Markov chain and 𝑤∗ = (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is a new 
Markov chain. The birth for order 𝑞 changes the order 𝑞 and the coefficient 𝜌(𝑞) but does not 
change the order 𝑝 and the coefficient 𝑟(𝑝). The new Markov chain (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is 
defined as follows: (a) first determines the order 𝑞∗ = 𝑞 + 1, (b) both take randomly 𝑐 at the 
interval (−1,1) and then determine 𝜌∗(𝑞) = (𝜌(𝑞), 𝑐). The old Markov chain will be replaced 
by a new Markov chain with probability 
𝜂𝑞
𝑀𝐴(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)
𝜋(𝑞∗)
𝜋(𝑞)
𝜋(𝜌∗(𝑞
∗)|𝑞∗)
𝜋(𝜌(𝑞)|𝑞)
 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
} 
(24) 
where 
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)  is the ratio for the likelihood function, 
𝜋(𝑞∗)
𝜋(𝑞)
 is the ratio between the prior 
distribution for order 𝑞 and 𝑞∗, 
𝜋(𝜌∗|𝑞∗)
𝜋(𝜌|𝑞)  is the ratio between the posterior distribution for 𝜌
∗(𝑞
∗)
 
and 𝜌(𝑞), and 
𝑞(𝑤∗,𝑤)
𝑞(𝑤,𝑤∗)
 is the ratio between the distribution of 𝑤 and 𝑤∗. In contrast, the old 
Markov chain will remain with the probability 1 − 𝜂𝑞
𝑀𝐴(𝑤, 𝑤∗). The following is a calculation 
International Journal of Computational Intelligence Systems 
 8 
for the likelihood function ratio, the ratio between the prior distribution for order 𝑞 and 𝑞∗, the 
ratio between the posterior distribution for 𝜌∗(𝑞
∗)
 and 𝜌(𝑞), and the ratio between the 
distribution of 𝑤 and 𝑤∗. 
The ratio for the likelihood function can be stated by 
𝑓(𝑥|𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗))
𝑓(𝑥|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞))
=
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗
∗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
(
1
2β
). 
(25) 
The ratio between the prior distribution for order 𝑞 and 𝑞∗ can be expressed by 
𝜋(𝑞∗)
𝜋(𝑞)
=
𝑞𝑚𝑎𝑥 − 𝑞
𝑞 + 1
𝜇
1 − 𝜇
. 
(26) 
The ratio between posterior distribution for order 𝑞 and 𝑞∗ can be written by 
𝜋(𝜌∗(𝑞
∗)|𝑞∗)
𝜋(𝜌(𝑞)|𝑞)
=
1
2
. 
(27) 
While the value of the ratio between the distribution of  𝑤 and 𝑤∗ depends on the value 𝑐. If 
𝑐 < 0, the ratio between the distribution of 𝑤 and 𝑤∗ can be written by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
=
1
𝑐 + 1
. 
(28) 
If 𝑐 > 0, the ratio between the distribution of 𝑤 and 𝑤∗ can be written by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
=
1
1 − 𝑐
. 
(29) 
Death of the order 𝒒 + 𝟏 
 
The death of order 𝑞 + 1 is the opposite of the birth of order 𝑞. Let 𝑤 = (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞+1)) be 
the old Markov chain and 𝑤∗ = (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is a new Markov chain. The death of order 
𝑞 + 1 changes the order 𝑞 + 1 and the coefficient 𝜌(𝑞+1) but does not change the order 𝑝 and 
the coefficient 𝑟(𝑟). The new Markov chain (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is defined as follows: (a) first 
determines the order 𝑞∗ = 𝑞, (b ) the second determines 𝜌∗(𝑞
∗) = 𝜌(𝑞). The old Markov chain 
will be replaced by a new Markov chain with probability 
𝛿𝑞
𝑀𝐴(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
1
𝜂𝑞𝑀𝐴(𝑤, 𝑤∗)
}. 
(30) 
In contrast, the old Markov chain will remain with the probability 1 − 𝛿𝑞
𝑀𝐴(𝑤, 𝑤∗). 
Change of the coefficient 𝝆(𝒒) 
 
Let 𝑤 = (𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞)) be the old Markov chain and 𝑤∗ = (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is a new 
Markov chain. The change in coefficient 𝜌(𝑞) does not change the order of 𝑞 but changes the 
coefficient 𝜌(𝑞). The change in the coefficient 𝜌(𝑞) also does not change both the order 𝑝 and 
the coefficient 𝑟(𝑝). The new Markov chain (𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗)) is defined as follows: (a) first 
determines the order 𝑞∗ = 𝑞, (b ) second take randomly 𝑗 ∈ {1, ⋯ , 𝑞}, (c) all three take 
randomly 𝑑 at the interval (−1,1) and then determine 𝜌∗(𝑞
∗) = (𝜌1
∗, ⋯ , 𝜌𝑗
∗ = 𝑑, ⋯ , 𝜌𝑞
∗). The 
old Markov chain will be replaced by a new Markov chain with probability 
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𝜍𝑞
𝑀𝐴(𝑤, 𝑤∗) = 𝑚𝑖𝑛 {1,
𝑓(𝑥|𝑤∗)
𝑓(𝑥|𝑤)
 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
}. 
(31) 
In this change in coefficient, the ratio for the likelihood function can be written by 
𝑓(𝑥|𝑝, 𝑞∗, 𝑟(𝑝), 𝜌∗(𝑞
∗))
𝑓(𝑥|𝑝, 𝑞, 𝑟(𝑝), 𝜌(𝑞))
=
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗
∗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
𝑒𝑥𝑝 −
1
𝛽
∑ |∑ 𝐹−1(𝑟𝑖)𝑥𝑡−𝑖
𝑝
𝑖=1 − ∑ 𝐺
−1(𝜌𝑗)𝑧𝑡−𝑗
𝑞
𝑗=1 + 𝑥𝑡|
𝑛
𝑡=𝑝+1
. 
(32) 
While the ratio between the distribution of  𝑤 and 𝑤∗ can be expressed by 
𝑞(𝑤∗, 𝑤)
𝑞(𝑤, 𝑤∗)
= (
(1 + 𝑑)(1 − 𝑑)
(1 + 𝜌𝑗)(1 − 𝜌𝑗)
)
1/2
. 
(33) 
Simulations 
The performance of the reversible jump MCMC algorithm is tested using simulation studies. 
The basic idea of simulation studies is to make a synthesis time series with a predetermined 
parameter. Then the reversible jump MCMC algorithm is implemented in this synthesis time 
series to estimate the parameter. Furthermore, the value of the estimation of this parameter is 
compared with the value of the actual parameter. The reversible jump MCMC algorithm is said 
to perform well if the parameter estimation value approaches the actual parameter value. 
First simulation  
One-synthetic time series is made using equation (2). The length of this time series is 250. 
The parameters of the ARMA model are presented in Table 1. 
 
Table 1: The parameter value for synthetic ARMA (2,3) 
(𝑝, 𝑞) 𝜙(2) 𝜃(3) 𝛽 
(2,3) (
−0.1921
−0.4467
) 
(
−0.2364
0.4377
−0.3565
) 
1 
 
Synthetic time series data with ARMA (2,3) model are presented in Figure 1. This synthetic 
time series contains noise that has a Laplace distribution.  
 
Figure 1: Synthetic time series with ARMA(2,3) model 
 
This synthetic time series is used as input for the reversible jump MCMC algorithm. The 
algorithm runs as many as 100000 iterations with a 25000 burn-in period. The output of the 
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reversible jump MCMC algorithm is a parameter estimation for the synthetic time series model. 
The histogram of order p for the synthetic ARMA model is presented in Figure 2. 
 
 
Figure 2: Histogram for order p of the synthetic ARMA(2,3) model 
 
Figure 2 shows that the maximum order of p is reached at value 2. This histogram shows that 
the order estimate for p is ?̂? = 2. Also, the histogram of order q for the synthetic ARMA model 
is presented in Figure 3.  
 
 
Figure 3: Histogram for order q of the synthetic ARMA(2,3) model 
 
Figure 3 shows that the maximal order of q is reached at value 3. This histogram shows that 
the order estimation for q is ?̂? = 3. Given the values ?̂? = 2 and ?̂? = 3, the estimation of the 
ARMA(2,3) model coefficients are presented in Table 2. The estimation of noise variance is 
also shown in Table 2. 
 
Table 2: Estimation of the parameter for the ARMA(2,3) model 
(?̂?, ?̂?) ?̂?(2) 𝜃(3) ?̂? 
(2,3) (
−0.2530
−0.5732
) 
(
−0.3267
0.3372
−0.3765
) 
1.0058 
 
If Table 2 is compared with Table 1, the parameter estimation of the ARMA model approaches 
the actual parameter value. 
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Second simulation 
Other one-synthetic time series is made using equation (2). The length of this time series is 
also 250, but the parameters are different. The parameters of the ARMA model are presented 
in Table 3 
 
 
Table 3: The parameter value for synthetic ARMA (4,2) 
(𝑝, 𝑞) 𝜙(4) 𝜃(2) 𝛽 
(4,2) 
(
1.4773
1.1530
1.4550
0.9752
) 
(
−0.5266
0.2662
) 1 
 
In this second simulation, the parameters of synthetic ARMA model are taken differently. 
Synthetic ARMA (4,2) time series data are presented in Figure 4. This synthetic time series 
data contains noise that also has a Laplace distribution.  
 
 
Figure 4: Synthetic time series with ARMA(4,2) model 
 
This synthetic time series is used as input for the reversible jump MCMC algorithm. The 
algorithm runs as many as 100000 iterations with a 25000 burn-in period. The output of the 
reversible jump MCMC algorithm is a parameter estimation for the synthetic time series model. 
The histogram of order p for the synthetic ARMA model is presented in Figure 5. 
 
Figure 5: Histogram for order p of the synthetic ARMA(4,2) model 
 
Figure 5 shows that the maximum order of p is reached at 4. This histogram shows that the 
order estimate for p is ?̂? = 4. Also, the histogram of order q for the synthetic ARMA model is 
presented in Figure 6.  
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Figure 6: Histogram for order q of the synthetic ARMA(4,2) model 
 
Figure 6 shows that the maximal order of q is reached at value 2. This histogram shows that 
the order estimation for q is ?̂? = 2. Given the value of ?̂? = 4 and ?̂? = 2, the estimation of the 
ARMA (4,2) model coefficients are presented in Table 4. The estimation of noise variance is 
also shown in Table 4. 
 
Table 4: Estimation of the parameter for the ARMA(4,2) model 
(?̂?, ?̂?) ?̂?(4) 𝜃(2) ?̂? 
(4,2) 
(
1.4393
1.1033
1.4193
0.9323
) 
(
 −0.5146
0.2518
) 1.1015 
 
If Table 4 is compared with Table 3, the parameter estimation of the ARMA model approaches 
the actual parameter value. The first simulation and the second simulation show that the 
reversible jump MCMC algorithm can estimate the parameter of the ARMA model correctly.  
 
If the underlying model is wrong will produce a biased estimator. So that the ARMA model is 
not suitable for modelling data. There is a way to identify whether the wrong model is chosen 
in the following way. The model is used to predict 𝑛th data based on previous 𝑛 − 1 data. 
Then, the difference between the 𝑛th data forecast value and the 𝑛th data value is calculated. 
If the difference is relatively small, the model chosen is correct. Conversely, if the difference 
is large, the chosen model is wrong. 
 
Conclusion 
This paper is an effort to develop a stationary and invertible ARMA model by assuming that 
noise has a Laplacian distribution. The ARMA model can be used to describe future behaviour 
only if the ARMA model is stationary. The ARMA can be used to forecast the future values of 
the dependent variable only if the ARMA model is invertible. Identification of ARMA model 
orders, estimation of ARMA model coefficients, and estimation of noise variance carried out 
simultaneously in the Bayesian framework. The Bayes estimator is determined using the 
MCMC reversible jump algorithm. The performance of reversible jump MCMC is validated in 
the simulations. The simulation shows that the reversible jump MCMC algorithm can estimate 
the parameters of the ARMA model correctly.  
International Journal of Computational Intelligence Systems 
 13 
Acknowledgments 
The author would like to thank to the Ahmad Dahlan University (Indonesia) in providing grant 
to publish this paper. Also, the author would like to thank the reviewers who commented on 
improving the quality of this paper.  Not to forget, the author would like to thank Professor A. 
Salhi, Essex University (UK). 
References 
[1] S-J. Huang and K-R. Shih, Short-term load forecasting via ARMA model identification including non-
Gaussian process considerations, IEEE Transactions on Power Systems Vol. 18 No. 2 (2003) 673-679. 
[2] H. Li, R. Li, and Y. Zhao, Wind speed forecasting based on autoregressive moving average-exponential 
generalized autoregressive conditional heteroscedasticity-generalized error distribution (ARMA-EGARCH-
GED) model, International Journal of the Physical Sciences Vol. 6 No. 30 (2011) 6867-6871. 
[3] M.R. Makhwiting, M. Lesaoana, and C. Sigauke, Modelling volatility and financial market risk of shares on 
the Johannesburg stock exchange, African Journal of Business Management Vol. 6 No. 27 (2012) 8065-
8070. 
[4] M.S. Aminzadeh, Sequential and non-sequential acceptance sampling plans for autocorrelated processes 
using ARMA(p,q) models, Comput Stat 24 (2009) 95-111. 
[5] I. Turki, B. Laignel, N. Kakeh, L. Chevalier, and S. Costa, A new hybrid model for filling gaps and forecast 
in sea level: application to the eastern English channel and north Atlantic sea (western France), Ocean 
Dynamics Vol. 65 (2015) 509-521. 
[6] K. Benmouiza and A. Chekname, Small-scale solar radiation forecasting using ARMA and nonlinear 
autoregressive neural network models, Theor Appl Climatol 124 (2016) 945-958. 
[7] Suparman and M. Doisy, Hierarchical Bayesian of ARMA models using simulated annealing algorithm, 
Telkomnika Vol. 12 No. 1 (2014) 87-96. 
[8] B. Friedlander and B. Porat, Asymptotically optimal estimation of MA and ARMA parameters of non-
Gaussian processes from high-order moments, IEEE Transaction on Automatic Control Vol. 35 No. 1 (1990), 
27-35. 
[9] G.B. Giannakis and J.M. Mendel, Cumulant-based order determination of non-Gaussian ARMA models, 
IEEE Transactions on Acoustics, Speech, and Signal Processing Vol. 38 No. 8 (1990) 1411-1423. 
[10] A. Minchole, L. Sornmo, and P. Laguna, Detection of body position changes from the ECG using a Laplacian 
noise model, Biomedical Signal Processing and Control 14 (2014) 189-196. 
[11] F.I. Miertoiu and B. Dumitrescu, Feasibility pump algorithm for sparse representation under Laplacian noise, 
Mathematical problems in Engineering (2019) 1-9. 
[12] P. Neri, The statistical distribution of noisy transmission in human sensors, Journal of Neural Engineering 
Vol. 10 No. 1 (2013). 
[13] P.J. Green, Reversible jump Markov chain Monte Carlo computation and Bayesian model determinatif, 
Biometrika Vol. 82 No. 4 (1995) 711–732. 
[14] J. Vermaak, C. Andrieu, A. Doucet, and S.J. Godsill, Reversible jump Markov chain Monte Carlo strategies 
for Bayesian model selection in autoregressive processes, Journal of Time Series Analysis Vol. 25 No. 6 
(2004) 785–809. 
[15] Suparman, Reversible jump MCMC method for hierarchical Bayesian model selection in Moving Average 
model, International Journal of Geomate Vol.16 Issue 56 (2019) 9-15. 
[16] O. Barndorff-Nielsen and G. Schou, On the parametrization of autoregressive models by partial 
autocorrelation, J. Multivar. Anal. Vol.3 (1973) 408-419. 
[17] R.J. Bhansali, The inverse partial correlation function of a time series and its applications, J. Multivar. Anal. 
Vol. 13 (1983) 310-327. 
[18] S. Geman and D. Geman, Stochastic relaxation, Gibbs distributions, and the Bayesian restoration of images, 
IEEE Transactions on Pattern Analysis and Machine Intelligence Vol. 6 (1984) 721–741. 
[19] N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller, and E. Teller, Equations of state 
calculations by fast computing Machines, The Journal of Chemical Physics Vol. 21 (1953) 1087–1092. 
[20] W.K. Hastings, Monte Carlo sampling methods using Markov chains and their applications, Biometrika Vol. 
57 (1970), 97–109.  
 Responses to Editor/Reviewers 
 
Manuscript Title : Hierarchical Bayesian choice of Laplacian ARMA models based on 
reversible jump MCMC Computation 
Manuscript ID : IJ-CIS-D-19-00530 
 
Editor in Chief:  
Reviewers have now commented on your paper. You will see that they are advising that you 
revise your manuscript. If you are prepared to undertake the work required, I would be pleased to 
reconsider my decision.  
For your guidance, reviewers' comments are appended below. If you decide to revise the work, 
please submit a list of changes or a rebuttal against each point which is being raised when you 
submit the revised manuscript. 
Comments Reply/Action taken 
Reviewer #1:  
Comparison on other existing model beside 
focus on ARMA model required?   
Author has added the following sentence in the 
Introduction: 
If the ARMA model is compared to the AR 
model and the MA model, the ARMA model is a 
more general model than the AR model and the 
MA model. If the ARMA model is compared to 
the ARIMA model, the only difference is the 
integrated part. Integrated refers to how many 
times it takes to differentiate a series to 
achieve stationary condition. The ARMA model 
is equivalent to the ARIMA model of the same 
MA and AR orders with no differencing.  
Merits on choosing ARMA model instead with 
the other model? 
Author has added the following sentence in the 
Introduction: 
An ARMA model was chosen instead of the 
other models such as AR model, MA model, or 
ARIMA model because the ARMA model can 
describe a more general class of processes than 
AR model and MA model.  The ARMA model in 
this study has stationary and invertible 
properties that are not possessed by the ARIMA 
model. 
Highlight the limitation of ARMA model?  Author has added the following sentence in the 
Results and Discussion: 
The limitation of an ARMA model is that If the 
ARMA model is not invertible, the ARMA model 
cannot be used to forecast the future values of 
the dependent. 
What is the reason about the consideration of 
prior distribution? 
Author has added the following sentence in the 
Methods: 
The reason about the consideration of prior 
distribution is to improve the quality of 
parameter estimation. A prior distribution can 
be determined from previous experiments. 
What does stationary mean in this context? Author has added the following sentence in the 
Response letter (reply to reviews)
Results and Discussion:: 
The stationarity of ARMA model refers to the 
mean, variance, and autocorrelation are all 
constant over time. 
Reviewer #2:  
Highlight with more precise information about 
Laplacian noise in the Introduction Section?  
Author has added the following sentence in the 
Introduction: 
A Laplace distribution has the probability density 
function 
𝑓(𝑥|𝜇, 𝛽) =
1
2𝑏
𝑒𝑥𝑝 −
|𝑥 − 𝜇|
𝛽
 
Here, 𝜇 is a location parameter and 𝛽 > 0 is a 
scale parameter.  
How it effects the application in the context of 
ARMA? 
Author has added the following sentence in the 
Introduction: 
The Laplacian noise provides a smaller error 
variance compared to Gaussian noise. 
Reason on selecting binomial distribution for 
the order of ARMA?  
Author has added the following sentence in the 
Results and Discussion: 
For model order p and q, a Binomial 
distribution is used because it’s a conjugate 
prior. 
Explain uniform distribution for the coefficient 
in ARMA.  
Author has added the following sentence in the 
Results and Discussion: 
The uniform distribution is chosen because it’s 
a conjugate prior. 
What are the variables used in ARMA model? Author has added the following sentence in the 
Methods: 
The parameters used in ARMA model are the 
order of the ARMA model, the coeficients of 
the ARMA model, and the variance of the noise. 
What does invertible mean in this context? Author has added the following sentence in the 
Results and Discussion: 
The invertibility of ARMA model refers to the 
noises can be inverted into a representation of 
past observations. 
Reviewer #3:  
Merits on developing Stationary and Invertible 
ARMA? 
Author has added the following sentence in the 
Conclusions: 
The ARMA model can be used to describe 
future behaviour only if the ARMA model is 
stationary. The ARMA can be used to forecast 
the future values of the dependent variable 
only if the ARMA model is invertible. 
What is the strength of Reversible Jump MCMC 
algorithm? 
Author has added the following sentence in the 
Methods: 
The power of Reversible Jump MCMC algorithm 
is in the fact that it can move between space of 
varying dimension and not that it is just a simple 
MCMC method. 
How the performance of Reversible Jump Author has added the following sentence in the 
MCMC validated? Conclusions: 
The performance of Reversible Jump MCMC is 
validated in a simulation. 
Are there 250 different time series? Or one-
time series of length is 250? 
Author has revised the sentence in the Results 
and Discusson: 
The Sentence “A total of 250 synthetic time 
series are made using equation (3.1). A 
total of 250 synthetic time series are made 
using equation (3.1).” was changed to “One-
synthetic time series is made using equation 
(3.1). The length of this time series is 250” 
What happens if the underlying model is 
wrong? 
Author has revised the sentence in the Results 
and Discusson: 
If the underlying model is wrong will produce a 
biased estimator. So that the ARMA model is 
not suitable for modeling data. 
Is there any other way to identify whether the 
wrong model is chosen? 
Author has revised the sentence in the Results 
and Discusson: 
There is a way to identify whether the wrong 
model is chosen in the following way. The 
model is used to predict 𝑛th data based on 
previous 𝑛 − 1 data. Then, the difference 
between the 𝑛th data forecast value and the 
𝑛th data value is calculated. If the difference is 
relatively small, the model chosen is correct. 
Conversely, if the difference is large, the chosen 
model is wrong. 
 
Date: 31/01/2020 
To: "suparman ." suparman.pmat@gmail.com 
From: "IJCIS - Editorial office" ijcis.eo@atlantis-press.com 
Subject: Your PDF Hierarchical Bayesian choice of Laplacian ARMA models based on reversible 
jump MCMC Computation has been built and requires approval 
Dear Mr. ., 
 
The PDF for your submission, "Hierarchical Bayesian choice of Laplacian ARMA models based on 
reversible jump MCMC Computation" is ready for viewing. 
 
This is an automatic email sent when your PDF is built. You may have already viewed and approved 
your PDF while on-line, in which case you do not need to return to view and approve the submission 
 
Please go to https://www.editorialmanager.com/ij-cis/ to approve your submission. 
 
Username: ******** 
If you do not know your confidential password, you may reset it by clicking this link: ******** 
Your submission must be approved in order to complete the submission process and send the 
manuscript to the International Journal of Computational Intelligence Systems editorial office. 
 
Please view the submission before approving it to be certain that your submission remains free of 
any errors. 
 
Thank you for your time and patience. 
 
Editorial Office Staff 
International Journal of Computational Intelligence Systems 
https://www.editorialmanager.com/ij-cis/ 
 
__________________________________________________ 
In compliance with data protection regulations, you may request that we remove your personal 
registration details at any time. (Use the following URL: https://www.editorialmanager.com/ij-
cis/login.asp?a=r). Please contact the publication office if you have any questions. 
Date: 20/02/2020 
To: "suparman ." suparman.pmat@gmail.com 
cc: ijcis@atlantis-press.com 
From: "IJCIS - Editorial office" ijcis.eo@atlantis-press.com 
Subject: [IJCIS] Your Submission Has been Accepted for Publication 
Ref.:  Ms. No. IJ-CIS-D-19-00530R1 
Hierarchical Bayesian choice of Laplacian ARMA models based on reversible jump MCMC Computation 
International Journal of Computational Intelligence Systems 
  
Dear Mr. ., 
  
We are pleased to tell you that your work has now been accepted for publication in International Journal 
of Computational Intelligence Systems. It was accepted on 20/02/2020 
  
As your paper will be published as an Open Access paper, you will need to pay Article Processing 
Charges (APC), and sign the Journal Publishing Agreement (JPA), before the paper is prepared for 
publication. 
Please make the APC payment and send us the payment proof as well as the JPA within ONE 
WEEK after the date of this letter. 
Please go to this page in order to make the payment: https://www.atlantis-press.com/journal-payment-
new. This page allows for both PayPal and Alipay payments. Please note that with PayPal you can make 
payments through your Paypal-account but also by using your credit card (for this no PayPal account is 
needed). 
In case you cannot use PayPal, Alipay nor credit card, you can pay by bank transfer. For this, please 
send an email to contact@atlantis-press.com containing your manuscript ID, name and billing address. 
We will then send you an invoice which allows you to pay the APC via bank transfer. 
Once you have received the confirmation of the APC-payment, please send it to the publisher asap. 
If you wish to receive an invoice or a receipt, please provide the following information in your email 
to contact@atlantis-press.com: 
- full article title 
- billing address (including the payer's name if different from the corresponding author) 
- for receipts: payment proof 
If you are area editor of IJCIS or EUSFLAT member contact with journal.production@atlantis-press.com 
to double check the fee waiver. 
  
The form for the Journal Publishing Agreement can be downloaded via this 
link https://www.atlantis-press.com/assets-cf/4YtG2BF98X2lKUDUJ1GJql 
Only when we have received the above information will we prepare your article for publication. 
  
All correspondence regarding your accepted paper, including the payment confirmation and source files, 
if not yet submitted, should be sent ONLY to the following address: journal.production@atlantis-
press.com 
  
The proofs of your accepted paper will be sent to you within 5 working days after we have received all 
the required documents mentioned above. Please note that article proofs should only be used for 
checking the typesetting, editing, completeness and correctness of the text, tables and figures. 
Significant changes to an article as accepted for publication will only be considered at this stage with 
permission from the Editor. 
Thank you for submitting your work to this journal. 
  
With kind regards, 
  
Luis Martínez López 
Editor in Chief 
International Journal of Computational Intelligence Systems 
  
Comments from the Editors and Reviewers: 
  
Reviewer #1: The ARMA model is equivalent to the ARIMA model of the same MA and AR orders with no 
difference. An ARMA model was chosen instead of the other models such as AR model, MA model, or 
ARIMA model because the ARMA model can describe a more general class of processes than AR model 
and MA model. The ARMA model in this study has stationary and convertible properties that are not 
possessed by the ARIMA model. 
 
 
 
Reviewer #2: The performance of the reversible jump MCMC algorithm is tested using simulation 
studies. 
The basic idea of simulation studies is to make a synthesis time series with a predetermined parameter. 
Then the reversible jump MCMC algorithm is implemented in this synthesis time series to estimate the 
parameter. 
 
 
Reviewer #3: The power of Reversible Jump MCMC algorithm is in the fact that it can move between 
space of varying dimension and not that it is just a simple MCMC method. 
******** 
 
 
In compliance with data protection regulations, you may request that we remove your personal registration details at 
any time. (Remove my information/details). Please contact the publication office if you have any questions. 
 
Date: 20/02/2020 
To: "suparman ." suparman.pmat@gmail.com 
cc: ijcis@atlantis-press.com 
From: "IJCIS - Editorial office" ijcis.eo@atlantis-press.com 
Subject: [IJCIS] Your Submission Has been Accepted for Publication 
Ref.:  Ms. No. IJ-CIS-D-19-00530R1 
 
Hierarchical Bayesian choice of Laplacian ARMA models based on reversible jump MCMC 
Computation 
 
International Journal of Computational Intelligence Systems 
 
  
 
Dear Mr. ., 
 
  
 
We are pleased to tell you that your work has now been accepted for publication in International 
Journal of Computational Intelligence Systems. It was accepted on 20/02/2020 
 
  
 
As your paper will be published as an Open Access paper, you will need to pay Article Processing 
Charges (APC), and sign the Journal Publishing Agreement (JPA), before the paper is prepared for 
publication. 
 
Please make the APC payment and send us the payment proof as well as the JPA within ONE WEEK 
after the date of this letter. 
 
Please go to this page in order to make the payment: https://www.atlantis-press.com/journal-
payment-new. This page allows for both PayPal and Alipay payments. Please note that with PayPal 
you can make payments through your Paypal-account but also by using your credit card (for this no 
PayPal account is needed). 
 
In case you cannot use PayPal, Alipay nor credit card, you can pay by bank transfer. For this, please 
send an email to contact@atlantis-press.com containing your manuscript ID, name and billing address. 
We will then send you an invoice which allows you to pay the APC via bank transfer. 
 
Once you have received the confirmation of the APC-payment, please send it to the publisher asap. 
 
If you wish to receive an invoice or a receipt, please provide the following information in your email 
to contact@atlantis-press.com: 
 
- full article title 
- billing address (including the payer's name if different from the corresponding author) 
- for receipts: payment proof 
 
If you are area editor of IJCIS or EUSFLAT member contact with journal.production@atlantis-
press.com to double check the fee waiver. 
 
  
 
The form for the Journal Publishing Agreement can be downloaded via this link 
https://www.atlantis-press.com/assets-cf/4YtG2BF98X2lKUDUJ1GJql 
 
Only when we have received the above information will we prepare your article for publication. 
 
  
 
All correspondence regarding your accepted paper, including the payment confirmation and source 
files, if not yet submitted, should be sent ONLY to the following address: journal.production@atlantis-
press.com 
 
  
 
The proofs of your accepted paper will be sent to you within 5 working days after we have received 
all the required documents mentioned above. Please note that article proofs should only be used for 
checking the typesetting, editing, completeness and correctness of the text, tables and figures. 
Significant changes to an article as accepted for publication will only be considered at this stage with 
permission from the Editor. 
 
Thank you for submitting your work to this journal. 
 
  
 
With kind regards, 
 
  
 
Luis Martínez López 
 
Editor in Chief 
 
International Journal of Computational Intelligence Systems 
 
  
 
Comments from the Editors and Reviewers: 
 
  
 
Reviewer #1: The ARMA model is equivalent to the ARIMA model of the same MA and AR orders 
with no difference. An ARMA model was chosen instead of the other models such as AR model, MA 
model, or ARIMA model because the ARMA model can describe a more general class of processes than 
AR model and MA model. The ARMA model in this study has stationary and convertible properties 
that are not possessed by the ARIMA model. 
 
 
 
Reviewer #2: The performance of the reversible jump MCMC algorithm is tested using simulation 
studies. 
The basic idea of simulation studies is to make a synthesis time series with a predetermined 
parameter. Then the reversible jump MCMC algorithm is implemented in this synthesis time series to 
estimate the parameter. 
 
 
Reviewer #3: The power of Reversible Jump MCMC algorithm is in the fact that it can move between 
space of varying dimension and not that it is just a simple MCMC method. 
 
******** 
 
 
 
In compliance with data protection regulations, you may request that we remove your personal 
registration details at any time. (Remove my information/details). Please contact the publication office 
if you have any questions. 
7/26/2020 Universitas Ahmad Dahlan Yogyakarta Mail - IJ-CIS-D-19-00530 : Full paper and copyright
https://mail.google.com/mail/u/0?ik=fa2727ce7d&view=pt&search=all&permmsgid=msg-a%3Ar8726232533025627358&simpl=msg-a%3Ar87262… 1/1
Suparman P Mat <suparman@pmat.uad.ac.id>
IJ-CIS-D-19-00530 : Full paper and copyright
Suparman P Mat <suparman@pmat.uad.ac.id> Mon, Feb 24, 2020 at 8:23 PM
To: journal.production@atlantis-press.com
Dear Editor in Chief of IJCIS,
Attached to this email is full paper and copyright. Kindly acknowledge receipt of this email. Looking forward to your
response.
Warm regards,
Suparman.
2 attachments
IJ-CIS-D-19-00530_Journal_Publishing_Agreement_-_IJCIS.pdf
340K
IJ-CIS-D-19-00530-Suparman-Revised 30 Januari 2020.docx
87K
7/26/2020 Universitas Ahmad Dahlan Yogyakarta Mail - IJ-CIS-D-19-00530 : Full paper and copyright
https://mail.google.com/mail/u/0?ik=fa2727ce7d&view=pt&search=all&permmsgid=msg-f%3A1659442556125247403&simpl=msg-f%3A1659442… 1/1
Suparman P Mat <suparman@pmat.uad.ac.id>
IJ-CIS-D-19-00530 : Full paper and copyright
b.nyaku@atlantis-press.com <b.nyaku@atlantis-press.com> Tue, Feb 25, 2020 at 1:08 AM
To: Suparman P Mat <suparman@pmat.uad.ac.id>
Dear Sit,
Thank you for the files. Could you kindly send me a confirmation of your APC payment as soon as possible?
Many thanks,
Basil Nyaku.
Atlantis-Press.
[Quoted text hidden]
[Quoted text hidden]
_----------------------------------------------------------------------------------------------------------------------------------------------------_
UNIVERSITAS
AHMAD DAHLAN [1]
KAMPUS 1: Jln. Kapas No. 9 Yogyakarta
KAMPUS 2: Jl. Pramuka 42, Sidikan, Umbulharjo, Yogyakarta 55161
KAMPUS 3: Jl. Prof. Dr. Soepomo, S.H., Janturan, Warungboto,
Umbulharjo, Yogyakarta 55164
KAMPUS 4: Jl.Ringroad Selatan, Yogyakarta
KAMPUS 5: Jl. Ki Ageng Pemanahan 19, Yogyakarta
_KONTAK_
Email: info@uad.ac.id
Telp. : (0274) 563515, 511830, 379418, 371120
Fax. : (0274) 564604
Links:
------
[1] http://uad.ac.id
Date: 09/03/2020 
To: "Suparman Suparman" suparman.pmat@gmail.com 
From: "IJCIS - Journal" ijcis@atlantis-press.com 
Subject: [Reminder] Your submission IJ-CIS-D-19-00530R1 
International Journal of Computational Intelligence Systems 
 
Hierarchical Bayesian choice of Laplacian ARMA models based on reversible jump MCMC 
Computation 
 
Dear Mr. Suparman, 
 
This is a reminder that we are waiting for your APC and JPA forms. If we do not hear from you in 
two days, we would have to withdraw your paper from publication. 
 
As your paper will be published as an Open Access paper, you will need to pay Article Processing 
Charges (APC), and sign the Journal Publishing Agreement (JPA), before the paper is prepared for 
publication. 
 
Please go to this page in order to make the payment: https://www.atlantis-press.com/journal-
payment-new. This page allows for both PayPal and Alipay payments. Please note that with PayPal 
you can make payments through your Paypal-account but also by using your credit card (for this no 
PayPal account is needed). 
 
In case you cannot use PayPal, Alipay nor credit card, you can pay by bank transfer. For this, please 
send an email to contact@atlantis-press.com containing your manuscript ID, name and billing address. 
We will then send you an invoice which allows you to pay the APC via bank transfer. 
 
Once you have received the confirmation of the APC-payment, please send it to the publisher asap. 
 
If you are area editor of IJCIS or EUSFLAT member contact with journal.production@atlantis-
press.com to double check the fee waiver. 
 
The form for the Journal Publishing Agreement can be downloaded via this link 
https://www.atlantis-press.com/assets-cf/4YtG2BF98X2lKUDUJ1GJql 
 
Only when we have received the above information will we prepare your article for publication. 
 
 
Best regards, 
 
 
Production Team 
 
Atlantis-Press 
  
 
 
 
In compliance with data protection regulations, you may request that we remove your personal 
registration details at any time. (Remove my information/details). Please contact the publication office 
if you have any questions. 
7/26/2020 Universitas Ahmad Dahlan Yogyakarta Mail - IJ-CIS-D-19-00530 : Full paper and copyright
https://mail.google.com/mail/u/0?ik=fa2727ce7d&view=pt&search=all&permmsgid=msg-a%3Ar-4862228123434387144&simpl=msg-a%3Ar-4862… 1/1
Suparman P Mat <suparman@pmat.uad.ac.id>
IJ-CIS-D-19-00530 : Full paper and copyright
Suparman P Mat <suparman@pmat.uad.ac.id> Tue, Mar 10, 2020 at 8:18 PM
To: b.nyaku@atlantis-press.com
Dear Basil Nyaku,
Attached to this email is the confirmation of APC payment for IJ-CIS-D-19-00530R1.
Kindly acknowledge receipt of this email. Looking forward to your response.
Warm regards,
Suparman.
[Quoted text hidden]
Transaction details - PayPal.pdf
120K
Date: 10/03/2020 
To: "Suparman Suparman" suparman.pmat@gmail.com 
From: "IJCIS - Editorial office" ijcis.eo@atlantis-press.com 
Subject: IJ-CIS-D-19-00530R1 is Accepted for Publication 
Dear Mr. Suparman, 
 
The production process of this manuscript has been started. The proofs will be sent to you within a 
week. 
 
Kind regards, 
 
Basil Nyaku, - 
Managing Editor 
International Journal of Computational Intelligence Systems 
 
SUBMISSION METADATA 
 
Manuscript Number: IJ-CIS-D-19-00530 
Revision Number: 1 
Article Title: Hierarchical Bayesian choice of Laplacian ARMA models based on reversible jump 
MCMC Computation 
Article Type: Regular paper 
Initial Date Submitted: 19/12/2019 
Keyword: ARMA time series, Hierarchical Bayesian, Laplacian noise, Reversible Jump MCMC. 
Section/Category Name: Special Issue: Artificial Neural Network for Smart System Analysis 
All Authors: suparman ., Ph.d 
First Author First Name: suparman 
First Author Middle Name: 
First Author Last Name: . 
First Author Degree: Ph.d 
Title: Mr. 
First Name: Suparman 
Middle Name: 
Last Name: Suparman 
Degree: Ph.D 
Primary Phone Number: 
E-mail Address: suparman.pmat@gmail.com 
Position: Assistant Professor 
Department: Department of Mathematics Education 
Institution: Universitas Ahmad Dahlan 
Notes to Production: 
Schedule Group Description: 
Submission Target Online Publication Date: 
Please confirm you have approval from all Co-authors to submit this manuscript?: Yes 
Abstract: An autoregressive moving average (ARMA) is a time series model that is applied in 
everyday life for pattern recognition and forecasting. The ARMA model contains a noise which is 
assumed to have a specific distribution. Noise is often considered to have a Gaussian distribution. In 
applications sometimes noise is found that does not have a Gaussian distribution. The first objective 
is to develop an ARMA model where noise has a Laplacian distribution. The second objective is to 
estimate the parameters of the ARMA model. The ARMA model parameters include ARMA model 
orders, ARMA model coefficients, and noise variance. The parameter estimation of the ARMA model 
is carried out in the Bayesian framework. In the Bayesian framework, the ARMA model parameters 
are treated as a variable that has a prior distribution. The prior distribution for the ARMA model 
parameters is combined with the likelihood function for the data to get the posterior distribution for 
the parameter. The posterior distribution for parameters has a complex form so that the Bayes 
estimator cannot be determined analytically. The reversible jump Markov Monte Carlo chain (MCMC) 
algorithm was adopted to determine the Bayes estimator. The first result, the ARMA model can be 
developed by assuming Laplacian distribution noise. The second result, the performance of the 
algorithm was tested using simulation studies. The simulation shows that the reversible jump MCMC 
algorithm can estimate the parameters of the ARMA model correctly. 
Author Comments to Journal: 
Final Decision Date: 20/02/2020 
Have you submitted this manuscript to another publication?: No 
Are you an area editor of IJCIS or a member of EUSFLAT ?: No 
Please suggest 2 reviewers for your manuscript.: Dr. KUMAR, Dr. Krishna 
 
SOURCE FILES 
 
Item Type: Manuscript 
Item Description: Manuscript 
File Name: IJ-CIS-D-19-00530-Suparman-Revised 30 Januari 2020.docx 
Manuscript Word Count: 
 
__________________________________________________ 
In compliance with data protection regulations, you may request that we remove your personal 
registration details at any time. (Use the following URL: https://www.editorialmanager.com/ij-
cis/login.asp?a=r). Please contact the publication office if you have any questions. 
7/26/2020 Universitas Ahmad Dahlan Yogyakarta Mail - IJ-CIS-D-19-00530 : Full paper and copyright
https://mail.google.com/mail/u/0?ik=fa2727ce7d&view=pt&search=all&permmsgid=msg-f%3A1660848547460349297&simpl=msg-f%3A1660848… 1/1
Suparman P Mat <suparman@pmat.uad.ac.id>
IJ-CIS-D-19-00530 : Full paper and copyright
b.nyaku@atlantis-press.com <b.nyaku@atlantis-press.com> Wed, Mar 11, 2020 at 1:36 PM
To: Suparman P Mat <suparman@pmat.uad.ac.id>
Dear Suparman,
Thank you for sending the JPA form. We will now start the processing of your paper.
Best regards,
Basil.
On 2020-03-10 14:18, Suparman P Mat wrote:
Dear Basil Nyaku,
[Quoted text hidden]
Date: 18/03/2020 
To: "Suparman Suparman" suparman.pmat@gmail.com 
From: "IJCIS - Journal" ijcis@atlantis-press.com 
Subject: The Proofs of your article 
Dear Mr. Suparman,, 
 
The proofs of your article entitled Hierarchical Bayesian choice of Laplacian ARMA models based on 
reversible jump MCMC Computation (DOI: ), which is scheduled for publication in International Journal 
of Computational Intelligence Systems, are now ready for your corrections and approval. Please return 
your corrections within 5 working days. To access the paper, please click here: 
 
******** 
 
1. Click on Action Link 
2. Select "Assignment Files" and download the files as Zip 
3. Review and annotate the PDF file as required 
4.Save the file to your local disk 
5.Once the review is completed, click on the Action Link again 
6. Select Submit Task 
7. Click on Upload file button 
8. Select "Proof" from the Drop-Down Menu 
9. Add comments, if any, in the text provided 
10. Select the file that you have saved in your local disk 
11. Click on Upload Button 
12. Control will bring back to Letter menu. 
13. Click on Submission Task 
 
Please note: 
*         This is your only chance to proofread and view your article. Please answer all author queries 
on the last page of the PDF. 
*         Corrections should be restricted to formatting and factual errors. 
*         Changes contradicting journal style will not be made. 
*         Changes will not be made to your article after online publication of the corrected proof, 
except in cases where serious errors are detected.  
 
The final version of your paper will be published online within two weeks of receiving your proof 
corrections. 
 
These proofs are for checking purposes only. They should not be considered as final publication 
format and must not be used for any other purpose. Please do not post them on your 
personal/institutional website, and do not print and distribute multiple copies. 
 
Thank you for publishing with Atlantis Press. 
 
Best wishes, 
IJCIS Team 
ijcis@atlantis-press.com 
 
 
 
In compliance with data protection regulations, you may request that we remove your personal 
registration details at any time. (Remove my information/details). Please contact the publication office 
if you have any questions. 
7/26/2020 Universitas Ahmad Dahlan Yogyakarta Mail - IJ-CIS-D-19-00530 : Full paper and copyright
https://mail.google.com/mail/u/0?ik=fa2727ce7d&view=pt&search=all&permmsgid=msg-a%3Ar6389384608908338514&simpl=msg-a%3Ar63893… 1/1
Suparman P Mat <suparman@pmat.uad.ac.id>
IJ-CIS-D-19-00530 : Full paper and copyright
Suparman P Mat <suparman@pmat.uad.ac.id> Fri, Mar 20, 2020 at 9:03 AM
To: b.nyaku@atlantis-press.com
Dear Basil Nyaku,
Attached to this email is the proofs of IJ-CIS-D-19-00530. In this proofs, I would also like to request the
correction in equation (1).
Kindly acknowledge receipt of this email. Looking forward to your response.
Warm regards,
Suparman.
[Quoted text hidden]
IJCIS_125936713 Proof.docx
13K
