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A SHARP MULTIDIMENSIONAL HERMITE–HADAMARD
INEQUALITY
SIMON LARSON
Abstract. Let Ω ⊂ Rd, d ≥ 2, be a bounded convex domain and f : Ω → R be a
non-negative subharmonic function. In this paper we prove the inequality
1
|Ω|
∫
Ω
f(x) dx ≤
d
|∂Ω|
∫
∂Ω
f(x) dσ(x) .
Equivalently, the result can be stated as a sharp bound for gradient of the Saint Venant
torsion function. Specifically, if Ω ⊂ Rd is a bounded convex domain and u is the solution
of −∆u = 1 with homogeneous Dirichlet boundary conditions, then
‖∇u‖L∞(Ω) < d
|Ω|
|∂Ω|
.
Moreover, both inequalities are sharp in the sense that if the constant d is replaced by
something smaller there exist convex domains for which the inequalities fail.
This improves upon the recent result that the optimal constant is bounded from above
by d3/2 due to Beck et al. [1]. A crucial ingredient in our proof of the sharp bounds is
the Brascamp–Lieb–Luttinger inequality for convex domains with fixed inradius proved
by Me´ndez-Herna´ndez [10].
1. Introduction and main results
1.1. Introduction. In this note we make several observations concerning multidimensional
Hermite–Hadamard inequalities. These inequalities have been the subject of study in
several recent articles, we refer to [1, 5, 9, 12, 15]. In particular, we are interested in cd(Ω)
the optimal constant in the inequality
1
|Ω|
∫
Ω
f(x) dx ≤ cd(Ω)|∂Ω|
∫
∂Ω
f(x) dσ(x) , (1)
where Ω ⊂ Rd is convex and bounded, and f : Ω→ R is non-negative and subharmonic. The
case d = 1 is the classical Hermite–Hadamard inequality [3, 4]. Since the one-dimensional
case is completely understood we assume throughout that d ≥ 2.
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Our main result concerns the smallest constant cd such that cd(Ω) ≤ cd for all convex
domains Ω ⊂ Rd,
cd = sup{cd(Ω) : Ω ⊂ Rd, convex and bounded} . (2)
Specifically, we prove that cd = d and the supremum is not attained. In other words, for
any convex Ω ⊂ Rd, d ≥ 2, the strict inequality cd(Ω) < d is valid. Moreover, in the
two-dimensional case we quantify this gap by showing that for any convex Ω ⊂ R2
c2(Ω) < 2
√
1− ce−pi2
D(Ω)−r(Ω)
r(Ω) , (3)
whereD(Ω) and r(Ω) denote the diameter and inradius of Ω, respectively, and c is a positive
constant. In particular, we see that for c2(Ω) to be close to c2 = 2 the eccentricity of Ω,
i.e. D(Ω)/r(Ω), needs to be sufficiently large. We suspect that similar estimates are valid
also when d ≥ 3.
1.2. Main results. In [15] Steinerberger proved that (1) is valid for any convex Ω ⊂ Rd
and all non-negative convex functions f with a constant cd(Ω) ≤ 2pi−1/2dd+1 (note that all
convex functions are subharmonic). More recently it was proven by Beck et al. [1] that the
constant cd in (2) satisfies
d− 1 ≤ cd ≤
{
d3/2 if d is odd ,
d(d+1)√
d+2
if d is even .
(4)
Our main result is that up to a slight change the proof of the upper bound in [1] in fact
yields that cd ≤ d. The new ingredient crucial for this improvement is the Brascamp–Lieb–
Luttinger inequality for convex sets of finite inradius proved by Me´ndez-Herna´ndez [10].
Furthermore, tracking equality cases throughout the proof enables us to construct a se-
quence of convex domains for which the inequality is asymptotically tight.
Theorem 1.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded convex domain. For all non-negative
subharmonic functions f : Ω→ R it holds that
1
|Ω|
∫
Ω
f(x) dx ≤ d|∂Ω|
∫
∂Ω
f(x) dσ(x) . (5)
Equality holds in (5) if and only if f(x) ≡ 0. Moreover, if the constant d in the right-hand
side were replaced by something smaller there exists a bounded convex domain Ω ⊂ Rd and
a non-negative subharmonic function f : Ω→ R for which the inequality fails.
Our approach to proving Theorem 1.1, which follows closely that of [1], is based on the
following observation (see also [1, 2, 5, 9, 11]). Let uΩ : Ω→ R denote the torsion function
of Ω, that is the solution to the boundary value problem{−∆uΩ(x) = 1 in Ω ,
uΩ(x) = 0 on ∂Ω .
(6)
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Note that uΩ(x) ≥ 0 in Ω. For any f ∈ H1(Ω)∫
Ω
f(x) dx =
∫
Ω
(−∆uΩ(x))f(x) dx =
∫
Ω
uΩ(x)(−∆f(x)) dx−
∫
∂Ω
∂uΩ
∂ν
(x)f(x) dσ(x) ,
where ν denotes the outward pointing unit normal. Since uΩ ≥ 0 and vanishes on the
boundary, we deduce for f non-negative and subharmonic, ∆f(x) ≥ 0, that∫
Ω
f(x) dx ≤
∥∥∥∂uΩ
∂ν
∥∥∥
L∞(∂Ω)
∫
∂Ω
f(x) dσ(x) . (7)
Note that we can get arbitrarily close to equality in the above by taking f harmonic and
f |∂Ω vanishing away from a neighbourhood of where the modulus of the normal derivative
achieves its maximum.
As a consequence Theorem 1.1 follows as a corollary of the following result:
Theorem 1.2. Let Ω ⊂ Rd, d ≥ 2, be a bounded convex domain and uΩ solve (6), then
‖∇uΩ‖L∞(Ω) < d
|Ω|
|∂Ω| . (8)
Moreover, if the constant d in the right-hand side were replaced by something smaller there
exists a bounded convex domain Ω ⊂ Rd for which the inequality fails.
Remark 1.3. A couple of remarks:
(1) Firstly, since uΩ vanishes on the boundary and
∆|∇uΩ|2 = 2
d∑
i,j=1
( ∂2uΩ
∂xi∂xj
)2
≥ 0
the maximum principle implies that
∥∥∂uΩ
∂ν
∥∥
L∞(∂Ω)
= ‖∇uΩ‖L∞(Ω). Thus any bound
for cd(Ω) implies a corresponding bound for ‖∇uΩ‖L∞(Ω).
(2) Secondly, an application of Greens identity yields a matching lower bound:
‖∇uΩ‖L∞(Ω) =
∥∥∥∂uΩ
∂ν
∥∥∥
L∞(∂Ω)
≥ 1|∂Ω|
∫
∂Ω
∣∣∣∂uΩ
∂ν
∣∣∣ dσ(x) = |Ω||∂Ω| , (9)
where equality holds if Ω is a ball.
1.3. A family of Hermite–Hadamard-type inequalities. In Section 4 we consider a
one-parameter family of inequalities containing the Hermite–Hadamard inequality (1) as a
special case. Specifically, we consider for α ≤ d the inequality∫
Ω
f(x) dx ≤ cd,α(Ω)|Ω|
α
d |∂Ω| 1−αd−1
∫
∂Ω
f(x) dσ(x) , (10)
where as before Ω ⊂ Rd is a convex domain and f : Ω→ R is a non-negative subharmonic
function. When α = d the inequality (10) is nothing but (1), while for α = 1 it reduces to
an inequality studied in [1, 5, 9, 15]. Again our main interest is towards upper bounds for
cd,α(Ω). We note that for α > d no uniform bound can hold since by taking f ≡ 1 in (10)
such a bound would imply a reverse isoperimetric inequality, which is a contradiction.
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However, for α < d a uniform bound can easily be deduced from the end-point case α = d
and the isoperimetric inequality (see Section 4).
For this family of inequalities we are not able to say much concerning the optimal uniform
constants
cd,α = sup{cd,α(Ω) : Ω ⊂ Rd, convex and bounded} . (11)
However, what we find interesting is that the dependence of cd,α(Ω) on the geometry
appears very different for α < d compared to the end-point case α = d. Indeed, we shall
prove that when α < d the constant cd,α(Ω) becomes small if Ω has high eccentricity. We
emphasize that this is fundamentally different form the behaviour we expect in the case
α = d ≥ 3, and by (3) know to be true when α = d = 2.
As in the case α = d our results can equivalently be phrased in terms of bounds for
‖∇uΩ‖L∞(Ω). Indeed, arguing as for α = d one concludes that
cd,α(Ω) = |Ω|−
α
d |∂Ω|α−1d−1 ‖∇uΩ‖L∞(Ω) . (12)
Our main result in this direction is the following:
Theorem 1.4. Let Ω ⊂ Rd, d ≥ 2, be a bounded convex domain and uΩ solve (6). Then,
for any α ≤ d,
‖∇uΩ‖L∞(Ω) ≤ c˜d,α
( r(Ω)
D(Ω)
) d−α
d(d−1) |Ω|αd |∂Ω| 1−αd−1 , (13)
with c˜d,α > 0 depending only on d, α. Moreover, the power of r(Ω)/D(Ω) is optimal.
While Theorem 1.2 tells us that for α = d the supremum (11) is not attained and
we expect any sequence of {Ωk}k≥1, with |Ωk| = 1, satisfying |∂Ωk|‖∇uΩk‖L∞(Ωk) → d
to become unbounded in the limit, Theorem 1.4 tells us that the situation for α < d is
different:
Corollary 1.5. For Ω ⊂ Rd, d ≥ 2, denote by uΩ the solution of (6). For α < d any
sequence of convex domains {Ωk}k≥1 ⊂ Rd, with |Ωk| = 1, satisfying
lim inf
k→∞
|∂Ωk|
α−1
d−1 ‖∇uΩk‖L∞(Ωk) > 0 ,
is uniformly bounded in the Hausdorff metric. In particular, up to translation any such
sequence contains a subsequence converging with respect to the Hausdorff metric.
Remark 1.6. As a consequence we find that if {Ωk}k≥1 is a maximizing sequence for cd,α
there exists a subsequence which, after translation, converges to a convex domain Ω∗. Nat-
urally, it is tempting to claim that the limit Ω∗ realizes the supremum, cd,α = cd,α(Ω∗).
However, although it is not very difficult to conclude that, up to passing to a subsequence,
∇uΩk converges to ∇uΩ∗ in Lp(Rd) for any p < ∞, we are at this point unable to deduce
that ‖∇uΩk‖L∞(Ωk) → ‖∇uΩ∗‖L∞(Ω∗). Nevertheless, it is an interesting question to under-
stand the shape of such limiting domains, and how their geometry depends on α. The fact
that makes this question particularly intriguing is that Ω∗ is expected to be quite different
from a ball. For the case d = 2 and α = 1 candidates for such domains were obtained in [5].
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Before we move on we note that there are three cases of the shape optimization problem
associated to (11) which appear particularly natural:
(1) α = d: Corresponding to the inequality ‖∇uΩ‖L∞(Ω) ≤ cd |Ω||∂Ω| . This case is of
particular interest as the end-point and strongest inequality in the range, indeed
for any α < α′ ≤ d we have cd,α ≤ cd,α′
(
dω
1/d
d
)α−α′
d−1 (see (20) below).
(2) α = 1: Corresponding to the inequality ‖∇uΩ‖L∞(Ω) ≤ cd,1|Ω|
1
d , and by scaling the
shape optimization problem of maximizing ‖∇uΩ‖L∞(Ω) with a measure constraint.
(3) α = 0: Corresponding to the inequality ‖∇uΩ‖L∞(Ω) ≤ cd,0|∂Ω|
1
d−1 , and by scal-
ing the shape optimization problem of maximizing ‖∇uΩ‖L∞(Ω) with a perimeter
constraint.
Although the maximum of the gradient of the torsion function is a classical quantity in
the Saint Venant theory of elasticity (the maximum shear stress), there is to the authors
knowledge little known concerning these shape optimization problems. Apart from α = d
and α = 1, which have recently been considered in the context of Hermite–Hadamard-type
inequalities [1, 5], we are unaware of results in this direction. In particular, the problem
when α = 0 appears not to have been studied. That being said there is a wide range of
bounds for ‖∇uΩ‖L∞(Ω) under various assumptions on Ω available in the literature, we
refer to [7] and references therein.
In the proof of our main result we shall see that the problem for α = d is closely related
to maximizing ‖∇uΩ‖L∞(Ω) with a constraint on the inradius of Ω. In fact, our proof
of Theorem 1.2 relies on showing that this shape optimization problem is solved by the
infinite slab which follows by combining an inequality of Sperb and a rearrangement result
of Me´ndez-Herna´ndez [10, 14]. Although the results obtained in this paper essentially settle
the shape optimization problem when α = d it would be interesting to obtain quantitative
results similar in spirit to (3) also when d ≥ 3.
2. Proof of Theorems 1.1 & 1.2
By the argument in the previous section Theorem 1.1 follows as a consequence of Theo-
rem 1.2. Indeed, the inequality (5) follows from Theorem 1.2 and (7) as does the sharpness
of the constant. Moreover, since (8) is strict, equality holds in (5) if and only if f(x) ≡ 0.
Thus what remains is to prove Theorem 1.2.
The proof of Theorem 1.2 follows that of the upper bound provided in [1]. However,
instead of utilising the maximum principle to reduce the problem to considering a infinite
slab of the same width as Ω, an application of a result of Me´ndez-Herna´ndez [10] reduces
the problem to a slab of the same inradius as Ω. This allows us to remove the extra factor
∼
√
d in the result of [1] which arose as a consequence of using Steinhagen’s inequality [16]
to bound the width w(Ω) in terms of the inradius r(Ω).
Recall that for any bounded convex domain Ω ⊂ Rd we have
|Ω|
|∂Ω| ≤ r(Ω) ≤ d
|Ω|
|∂Ω| , (14)
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see for instance [8, eq. (13)]. Equality in the upper bound of (14) holds if and only if
Ω is tangential to a ball (i.e. all its regular supporting hyperplanes are tangent to the
same inscribed ball [13]). Also the lower bound is seen to be sharp by considering the sets
(−1, 1) × (−R,R)d−1 as R→∞.
By (14) we have that
|∂Ω|
|Ω| ‖∇uΩ‖L∞(Ω) ≤ dr(Ω)
−1‖∇uΩ‖L∞(Ω) .
We wish to maximize the right-hand side with respect to Ω, by scaling this is equivalent to
maximizing ‖∇uΩ‖L∞(Ω) among all convex domains of a given inradius. We aim to show
that
sup{r(Ω)−1‖∇uΩ‖L∞(Ω) : Ω ⊂ Rd, convex and bounded} = 1 , (15)
and that the supremum is not achieved.
A classical inequality of Sperb allows us to bound the maximum of the gradient of uΩ
in therms of the function itself:
‖∇uΩ‖2L∞(Ω) ≤ 2‖uΩ‖L∞ . (16)
When d = 2 this is [14, eq. (6.12)] while for d ≥ 3 the inequality can be deduced in the
same way from [14, Corollary 5.1] (note that Sperb considers −∆u = 2). It is easily checked
by explicit calculation that equality in (16) holds if Ω is the infinite slab (−1, 1)× Rd−1.
It is at this point that we diverge from the proof given in [1]. In [1] the maximum
principle and that, in appropriately chosen coordinates,
Ω ⊂ Sw(Ω)/2 =
(−w(Ω)2 , w(Ω)2 )× Rd−1
was used to bound ‖uΩ‖L∞(Ω) ≤ ‖uSw(Ω)/2‖L∞(Sw(Ω)/2) = w(Ω)
2
8 . When combined with an
application of Steinhagen’s inequality [16],
w(Ω) ≤
{
2
√
d r(Ω) if d is odd
2 d+1√
d+2
r(Ω) if d is even ,
we arrive at the upper bound in (4).
Instead of using the maximum principle, we here appeal to the main result in [10] which
implies that ‖uΩ‖L∞(Ω) is uniquely maximized among convex set of fixed inradius by the
infinite slab. In other words, if Ω ⊂ Rd is bounded and convex with inradius r(Ω) then
‖uΩ‖L∞(Ω) < ‖uSr(Ω)‖L∞(Sr(Ω)) =
r(Ω)2
2
, (17)
where Sr(Ω) = (−r(Ω), r(Ω))× Rd−1.
Combining (16) and (17) we find
r(Ω)−1‖∇uΩ‖L∞(Ω) ≤
√
2r(Ω)−1‖uΩ‖1/2L∞(Ω) < 1 ,
which proves that the supremum in (15) is at most 1 and that this value is not attained.
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To prove that the supremum (15) is not less than 1 is not difficult, for instance one can
consider the sequence ΩR = (−1, 1)× (−R,R)d−1 and show that equality holds in the limit
R → ∞. However, as we wish to prove that this can be done while simultaneously being
close to equality in the upper bound of (14) we need to choose our sequence of domains a
bit more carefully.
Let Ωη be the d-simplex obtained by taking a regular (d−1)-simplex of sidelength η ≫ 1
in the hyperplane x1 = 0 centred at the origin and adding a final vertex at (1, 0, . . . , 0).
Since Ωη is a d-simplex and thus tangential to a ball
|∂Ωη|
|Ωη| =
d
r(Ωη)
.
In order to complete our proof we need to show that
r(Ωη)
−1‖∇uΩ‖L∞(Ωη) = r(Ωη)−1
∥∥∥∂uΩη
∂ν
∥∥∥
L∞(∂Ωη)
≥ 1 + o(1) , as η →∞ .
For any ε > 0 and r > 0 there exists an η large enough so that
Cε,r =
{
x ∈ Rd : 0 < x1 < 1− ε, |xj | < r, j = 2, . . . , d
} ⊂ Ωη .
By the maximum principle 0 < uCε,r(x) ≤ uΩη(x) for all x ∈ Cε,r. Since 0 ∈ ∂Cε,r ∩ ∂Ωη
and uΩγ (0) = uCε,r(0) = 0 it holds that∣∣∣∂uCε,r (0)
∂ν
∣∣∣ ≤ ∣∣∣∂uΩη(0)
∂ν
∣∣∣ .
Consequently, for all ε > 0, r > 0 there exists a η large enough so that
r(Ωη)
−1
∥∥∥∂uΩη
∂ν
∥∥∥
L∞(∂Ωη)
≥ r(Ωη)−1
∣∣∣∂uCε,r (0)
∂ν
∣∣∣ ≥ 2∣∣∣∂uCε,r (0)
∂ν
∣∣∣ ,
where we used r(Ωη) ≤ 1/2.
As r → ∞ and ε → 0 the function uCε,r converges to uS(x) = x1(1−x1)2 uniformly on
any compact, where S = {x ∈ Rd : 0 < x1 < 1}. Moreover, since v = uS − uCε,r is
harmonic in Cε,r and vanishes when x1 = 0 we find that v˜ defined as the reflection of v
through x1 = 0, that is for x = (x1, x
′) ∈ Rd we set v˜(x) = sgn(x1)v(|x1|, x′), is harmonic
in C˜ε,r = {x ∈ Rd : |x1| < 1 − ε, |xj | < r, j = 2, . . . , d}. Consequently, ∂j v˜(x) is harmonic
for each j = 1, . . . , d and thus the mean value principle and the divergence theorem yields,
for any 0 < ρ < 1/2,
|∇v˜(0)| = 1
ωdρd
∣∣∣∣
∫
Bρ(0)
∇v˜(x) dx
∣∣∣∣ = 1ωdρd
∣∣∣∣
∫
∂Bρ(0)
v˜(x)
x
ρ
dσ(x)
∣∣∣∣ ≤ 1ωdρd
∫
∂Bρ(0)
|v˜(x)| dσ(x) .
Multiplying both sides by ρ2d−1 and integrating from 0 to 1/2 with respect to ρ we find
that
|∇v˜(0)| ≤ Cd‖v˜‖L1(B1/2(0)) .
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Since v˜ converges to zero as r →∞ and ε→ 0 we conclude that
lim
ε→0
r→∞
∣∣∣∂uCε,r(0)
∂ν
∣∣∣ = ∣∣∣∂uS(0)
∂ν
∣∣∣ = 1
2
.
By combining the above we find
r(Ωη)
−1‖∇uΩ‖L∞(Ω) = 1 + o(1) , as η →∞ ,
which concludes the proof of Theorems 1.1 and 1.2. 
3. A quantitative improvement when d = 2
In the two-dimensional case the result in [10] actually allows one to strengthen both
Theorem 1.1 and Theorem 1.2. Namely Theorem 1.3 in [10] implies that the supremum of
the torsion function of a bounded convex domain Ω ⊂ R2 is bounded not only by that of
the strip of same inradius but by the supremum of the torsion function in the truncated
strip ((−r(Ω), r(Ω))× R) ∩BD(Ω)−r(Ω)(0).
Setting R(Ω) = (0, 2r(Ω)) × (−D(Ω) + r(Ω),D(Ω)− r(Ω))
‖uΩ‖L∞ ≤ ‖uR(Ω)‖L∞ = uR(Ω)(r(Ω), 0) . (18)
The torsion function of a rectangle can be explicitly computed. Indeed, for Rl = (0, 1)×
(−l, l),
uRl(x) =
x1(1− x1)
2
− 2
pi3
∑
n≥1
1− (−1)n
n3 cosh(npil)
cosh(npix2) sin(npix1) .
Since
uR(Ω)(x) = 4r(Ω)
2uRD(Ω)−r(Ω)
2r(Ω)
(x/(2r(Ω)))
we find
‖uR(Ω)‖L∞ = 4r(Ω)2‖uRD(Ω)−r(Ω)
2r(Ω)
‖L∞
= 4r(Ω)2uRD(Ω)−r(Ω)
2r(Ω)
(1/2, 0)
=
r(Ω)2
2
− 8r(Ω)
2
pi3
∑
n≥1
1− (−1)n
n3 cosh
(
npiD(Ω)−r(Ω)2r(Ω)
) sin(npi/2)
=
r(Ω)2
2
− 16r(Ω)
2
pi3
∑
k≥0
(−1)k
(2k + 1)3 cosh
(
(2k + 1)piD(Ω)−r(Ω)2r(Ω)
)
≤ r(Ω)
2
2
− 16r(Ω)
2
pi3
[
1
cosh
(
piD(Ω)−r(Ω)2r(Ω)
) − 1
9 cosh
(
3piD(Ω)−r(Ω)2r(Ω)
)
]
,
where we in the last step used the fact that x 7→ 1
x3 cosh(x)
, x > 0, is decreasing.
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Since cosh(x), x > 0, is strictly increasing and satisfies 1cosh(x) ≤ 2e−x,
1
cosh
(
piD(Ω)−r(Ω)2r(Ω)
) − 1
9 cosh
(
3piD(Ω)−r(Ω)2r(Ω)
) > 8
9 cosh
(
piD(Ω)−r(Ω)2r(Ω)
) ≥ 16
9
e
−pi
2
D(Ω)−r(Ω)
r(Ω) .
We conclude that
‖uR(Ω)‖L∞ <
r(Ω)2
2
[
1− ce−pi2
D(Ω)−r(Ω)
r(Ω)
]
,
for any c ≤ 299pi3 .
Consequently, the inequalities in Theorems 1.1 and 1.2 can for d = 2 be strengthened
to: For Ω ⊂ R2 bounded and convex
‖∇uΩ‖L∞(Ω) < c2(Ω)
|Ω|
|∂Ω| and
1
|Ω|
∫
Ω
f(x) dx ≤ c2(Ω)|∂Ω|
∫
∂Ω
f(x) dσ(x) ,
for all non-negative subharmonic functions f : Ω→ R, with
c2(Ω) < 2
√
1− ce−pi/2
D(Ω)−r(Ω)
r(Ω)
for some constant c > 0.
4. Upper bounds for cd,α(Ω)
We now turn our attention to the case α < d. As mentioned in the introduction our
result for α = d together with the isoperimetric inequality implies that cd,α < ∞. Indeed,
by (12), Theorem 1.2, and the isoperimetric inequality
cd,α(Ω) =
[ |Ω| 1d
|∂Ω| 1d−1
]d−α |∂Ω|
|Ω| ‖∇uΩ‖L∞(Ω) ≤ d
α−1
d−1 ω
α−d
d(d−1)
d , (19)
where ωd denotes the volume of the d-dimensional unit ball. Note that this bound cannot
possibly be sharp, indeed we have equality in the isoperimetric inequality if and only if Ω
is a ball in which case we are far from equality in Theorem 1.2. Utilizing a bound for cd,1
proved in [1] allows us to do better by a negative power of d:
Lemma 4.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded convex domain and uΩ solve (6). Then,
for 1 ≤ α ≤ d,
cd,α ≤ d
α−1
d−1
− d−α
2(d−1)ω
α−d
d(d−1)
d ,
while for α ≤ 1
cd,α ≤ d
α−1
d−1
− 1
2ω
α−d
d(d−1)
d .
Remark 4.2. For d = 2 both bounds can be improved by utilizing the better bound for c2,1
obtained in [5].
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Proof of Lemma 4.1. For any α < α′ ≤ d the isoperimetric inequality and (12) implies
cd,α(Ω) =
[ |Ω| 1d
|∂Ω| 1d−1
]α′−α
|Ω|−α
′
d |∂Ω|α
′
−1
d−1 ‖∇uΩ‖L∞(Ω) ≤
(
dω
1/d
d
)α−α′
d−1 cd,α′(Ω) . (20)
Choosing α′ = 1 and using the bound cd,1(Ω) ≤ ω−1/dd d−1/2 [1, Theorem 3] proves the
second inequality of the lemma.
To prove the first inequality we argue similarly. For any α1 ≤ α ≤ α2 we have
cd,α(Ω) =
[
|Ω|−α1d |∂Ω|
α1−1
d−1 ‖∇uΩ‖L∞(Ω)
] α2−α
α2−α1
[
|Ω|−α2d |∂Ω|
α2−1
d−1 ‖∇uΩ‖L∞(Ω)
] α−α1
α2−α1
= cd,α1(Ω)
α2−α
α2−α1 cd,α2(Ω)
α−α1
α2−α1 .
Choosing α1 = 1, α2 = d, and using the bounds of Theorem 1.2 and [1, Theorem 3] yields
the desired bound, which completes the proof of Lemma 4.1. 
We turn to the proofs of Theorem 1.4 and Corollary 1.5.
Proof of Theorem 1.4. Our goal is to prove
|Ω|−αd |∂Ω|α−1d−1 ‖∇uΩ‖L∞(Ω) =
[ |Ω| 1d
|∂Ω| 1d−1
]d−α |∂Ω|
|Ω| ‖∇uΩ‖L∞(Ω) .d,α
( r(Ω)
D(Ω)
) d−α
d(d−1)
. (21)
By Theorem 1.2 and (9)
1 ≤ |∂Ω||Ω| ‖∇uΩ‖L∞(Ω) < d ,
therefore it suffices to prove
|Ω| 1d
|∂Ω| 1d−1
.d
( r(Ω)
D(Ω)
) 1
d(d−1)
.
By John’s lemma [6] there exists an ellipsoid E ⊂ Rd such that E is contained in Ω and
the dilation of E by a factor d around its centre contains Ω. Let E be such an ellipsoid
associated with Ω and denote by r1 ≤ r2 ≤ . . . ≤ rd the lengths of the semi-axes of E.
Note that r1 and rd are comparable to r(Ω) and D(Ω), respectively. Moreover, since
|E| ∼d
d∏
j=1
rj and |∂E| ∼d
d∏
j=2
rj
the monotonicity of perimeter and volume under inclusion of convex sets implies
|Ω| 1d
|∂Ω| 1d−1
∼d
∏d
j=1 r
1
d
j∏d
j=2 r
1
d−1
j
=
d∏
j=2
(r1
rj
) 1
d(d−1) ≤
(r1
rd
) 1
d(d−1) ∼d
( r(Ω)
D(Ω)
) 1
d(d−1)
(22)
as claimed.
Since each step of the proof is sharp up to constants if r1 = . . . = rd−1 the optimality of
the exponent follows. This completes the proof of Theorem 1.4. 
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Proof of Corollary 1.5. Let {Ωk}k≥1 be as in the statement of the corollary. Since |Ωk| = 1
we have that r(Ωk) ≤ ω−1/dd thus by Theorem 1.4 we find
|∂Ωk|
α−1
d−1 ‖∇uΩk‖L∞(Ωk) .d,α
( r(Ωk)
D(Ωk)
) d−α
d(d−1)
.d,α D(Ω)
− d−α
d(d−1) .
By assumption
lim inf
k→∞
|∂Ωk|
α−1
d−1 ‖∇uΩk‖L∞(Ωk) ,
Combining the above we find D(Ωk) .d,α 1. The existence of a convergent subsequence
follows from the Blaschke selection theorem [13, Theorem 1.8.7]. 
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