Abstract. We consider the (l, d) Planted Motif Search Problem, a problem that arises from the need to find transcription factor-binding sites in genomic information. We propose the algorithms PMSi and PMSP which are based on ideas considered in PMS1 [10] . These algorithms are exact, make use of less space than the known exact algorithms such as PMS and are able to tackle instances with large values of d. In particular algorithm PMSP is able to solve the challenge instance (17, 6), which has not reported solved before in the literature.
Introduction
The Planted Motif Search Problem arises from the need to find transcription factor-binding sites in genomic information and has been studied extensively in the biocomputing literature -see [11] for a literature survey.
The problem can be defined in the following formal way.
Definition 1. Given a string s with |s| = m and a string x with |x| = l with l < m. We say x l s if x is a subsequence of s. Equivalently we say that x is an l-mer of s.
Definition 2. Given a set of strings {s i } n i=1 over an alphabet Σ , with |s i | = m and l, d with 0 ≤ d < l < m we define the (l, d) motif search problem as that of finding a string x with |x| = l such that s i has an l-mer x i with d H (x, x i ) = d for i = 1, . . . , n.
We will call x a motif. This problem is known to be NP-complete [6] and a PTAS exists for variants of the problem known as the Common Approximate Substring and Common Approximate String [7] , [1] . However the high degree in the polynomial complexity of the PTAS makes it of little practical use.
Numerous algorithms have been implemented in order to solve instances of this problem. Among them we have Random Projection [2] , MITRA [4] , Winnower [8] , Pattern Branching [9] , Hybrid Sample and Pattern Driven Approaches [12] , PMS1 [10] , CENSUS [5] and Voting [3] .
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Out of these algorithms, CENSUS, MITRA, PMS1 and Voting are in the exact category. The last two algorithms are able to work in reasonable time for practical instances where m = 600 and n = 20. In [2] the notion of a challenging instance was defined, as one where if the strings are selected at random, the expected number of (l, d) motifs is greater than 1. We have that (9, 2), (11, 3) , (13, 4), (15, 5) and (17, 6) are challenging instances.
PMS1 is able to solve (9, 2), (11, 3) and (13, 4) in less than a couple of minutes, and Voting is able to solve these instances and (15, 5) -the last one in 22 min-. However as d becomes larger the higher memory requirements get.
In this paper we propose the algorithms PMSi and PMSP that build upon ideas similar to the ones in PMS1, but are able to achieve better time results and less use of memory for practical as well as challenging instances. In particular we notice that PMSP is able to handle challenging instances like (l, d) = (15, 5) and (17, 6) . No other exact algorithm has been reported to work on (17, 6).
In section 2 we describe the algorithm PMS1 and our improvements PMSi and PMSP and prove some complexity bounds on them.
In section 3 we describe some of the experimental results we have obtained, and compare the results with the already existing exact algorithms.
Improved algorithms based on PMS1
PMS1 is a simple exact algorithm introduced in [10] which works as follows. It considers each l-mer in each input sequence and for each such l-mer q it constructs a list of neighbors (i.e., l-mers) that are at a distance of d from q. Neighbor lists of the input sequences are then intersected using radix sort to identify the planted motif. This algorithm works well in practice for values of d ≤ 3 however as d increases the memory requirement tends to be large.
We propose two algorithms PMSi and PMSP that improve on the memory requirements of PMS1 at the cost of possibly more computation time. However in practical instances we show how they perform better than PMS1 and are able to tackle instances which could not be solved by PMS1.
PMS1
Before we describe PMS1 [10] we consider the following definitions.
Definition 3. For any string x, with |x| = l:
PMS1 works by doing the following simple steps.
1. Build L i for i = 1, . . . , n.
The set of (l, d) motifs will be
In order to do the intersections of step 2 in an efficient way, we keep the sets L i sorted in lexicographical order.
space, where w is the word length of the computer.
PMSi
PMSi works by generating L s2i−1 ∩ L s2i for i = 1, . . . , n 2 and then taking the intersection of these lists. The advantage is that L s2i−1 ∩ L s2i ⊂ L s2i , so it uses less memory than PMS1. In practice, the size of these sets can be substantially smaller than the size of L s2i .
In a more formal way we have the following. In order to generateL i we need to introduce the following definitions and results.
Definition 6. Given x, with |x| = l, s with |s| = m and 0 ≤ h ≤ l, we define
Proof. It follows by using De Morgan's theorem. Taking into account Lemma 2 we define the procedure GenInter(i) which outputsL i .
Procedure GenInter(i)
It is useful when generating L 2i,2d (x), to order the elements of it in ascending order of distance towards x, in this way we calculate the distance against the lmers which are closer, which have greater probability of being in the intersection.
It should also be noted that we represent every l-mers as a sequence of integers, as in [10] . In step 2(b)i the distance is calculated by using an array in which the distances of the sequences represented by one integers are cached.
Taking these into account, the following two results are straightforward.
Theorem 2. PMSi can be implemented in O(nm
2 + S l w N (l, d)) time and in O( max i=1,..., n 2 |L i |) space, where S = n 2 i=1 x l s2i−1 |L 2i,2d (x)|.
Corollary 1. PMSi can be implemented in O(nm
2 l w N (l, d)) time using O(m l w N (l, d)) space.
PMSP
PMSP follows the following simple idea. For every l-mer x in s 1 it generates the set of neighbors of x and tries to guess if an l-mer y in that neighborhood is a motif by checking whether there are l-mers in s i for i = 2, . . . , n that are at distance d from it. This algorithm has been given in [10] . But we modify this algorithm in a critical way. The key observation is to notice that we do not need to evaluate the distance in all l-mers of s i , but rather in the l-mers of s i which are at distance ≤ 2d from x.
This can be said in a formal way in the straighforward lemmas 3 and 4.
Lemma 3. The set of motifs M can be written as
Proof. Follows by definition of L i and M .
Proof. Follows by lemma 3 and the use of lemma 2 iteratively.
Taking these considerations into account, we can write PMSP in the following way.
In PMSP we are using O(m 2 n) space due to the fact that we need to calculate the distance from all l-mers in s 1 to all l-mers in s i for i = 2, . . . , n. This can be done in O(m 2 n) time and space by using the strategy described in [8] . Hence the following results hold. 
Complexity Bounds In The Expected Case
According to corollaries 1 and 2, we have that the newly designed algorithms are slower than PMS1 by a factor of m in the worst case. In this section we will argue than in the expected case the behavior is better.
If we assume that the set of strings s i is constructed by picking each character from every sequence with equal probability we can prove sharper estimates in the expected case. In doing so we follow the approach used in [2] , which basically assumes that the probabilty of occurence of two different l-mers at different positions is independent from each other -which is not the case when the l-mers are in close proximity-. Furthermore we assume Σ = {A, C, G, T }.
The following results can be found in [2] . Table 1 shows the running time in seconds as well as the memory usage in percentage for our implementations of PMS1, PMSi and PMSP for d = 3 and l = 13, 14, 15. When we compare PMSi with PMS1 we get a speedup between 5 and 8 times and between 10 and 20 times less memory. In the case of PMSP we get a speedup between 20 and 50 times and the amount of memory used is very low. Let us also notice that the speedup in time as well as in memory use gets higher for higher values of l which is consistent with Theorem 4. Table 2 shows the running time and memory usage of PMSi and PMSP for instances that PMS1 could not solve because of large memory requirements. We have to notice that already existing extensions of PMS1 such as PMS2 are able to handle the case of d = 4 as reported in [10] . In this table we see that PMSi takes more time than PMS2 and for bigger values of l it gets faster and uses less memory. PMSP outperforms the two previous algorithms, using significantly less memory and the time it expends decreases as the value of l increases. In Table 3 we get to see the behavior of PMSP, PMSi, PMS1 and Voting Algorithm in different challenging instances. A '-' in the table means that the algorithm uses too much memory in that instance or its time is not reported. PMSi takes 3 times as much time as PMS1 in some cases, but it uses less memory, which allows it to solve the (13, 4) instance which cannot be solved by PMS1. PMSP clearly outperforms PMSi and PMS1 and uses less memory which allows it to solve bigger challenging instances. PMSP behaves well when compared with Voting, sometimes performing better and sometimes worse by no more than twice in time. However the main advantage of PMSP is its low use of memory which allows it to solve the (17, 6) instance, which was not reported solved before. 
Conclusions
We presented algorithms PMSi and PMSP that are based upon ideas used in PMS1. These algorithms are more space efficient than PMS1 and improve the running time of PMS1 in several cases. PMSP clearly outperforms PMS1 and PMSi in challenging instances and compares well with already existing exact algorithms while making use of significantly less memory. This property allows it to solve the challenging instance (17, 6) which was not reported solved before.
