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1. Introduction
In mathematical ecology, reaction–diffusion equations are often used to determine the factors be-
hind the survival and extinction of animal populations. (See for examples [1–4].) One well-known
example is the following logistic reaction–diffusion model for population dynamics (see [5]):{
ut = du + u[m(x)− u] inΩ × (0,∞),
∂u
∂ν = 0 on ∂Ω × (0,∞),
(1)
where u(x, t) represents the population density,  =∑Ni=1 ∂2∂x2i is the Laplace operator in RN , d > 0
is the dispersal rate, m(x) accounts for the local growth rate, Ω is the habitat of the population and
is assumed to be a bounded region of RN with smooth boundary ∂Ω , and ν is the outward unit
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condition, is imposed on ∂Ω .
If the environment is spatially heterogeneous, i.e. m(x) is non-constant, then it seems reason-
able to assume that the population has a tendency to move up the gradient of m(x) in addition
to random dispersal. In this direction, Belgacem and Cosner [6] proposed the following reaction–
diffusion–advection equation:
{
ut = ∇ · (d∇u − αu∇m)+ u(m− u) inΩ × (0,∞),
d ∂u
∂ν − αu ∂m∂ν = 0 on ∂Ω × (0,∞),
(2)
where the parameter α  0 measures the rate at which the population moves up the gradient of m(x).
Again, the corresponding no-ﬂux boundary condition, is imposed. For discussions on the modeling
aspects, we refer to [6,7] and the references therein.
The dynamics of (2) seems simple. In fact, it was established in [6,8] that if we assume that
(H1) m(x) ∈ C3(Ω), and is positive somewhere,
then for any d > 0, (2) has a unique positive steady-state u for all large α. Moreover, u is globally asymptoti-
cally stable among all nonnegative, nonzero solutions. In other words, the steady-state u of (2) determines
the long-time behavior of all solutions of (2). We shall always assume (H1) throughout this paper.
From both mathematical and biological points of view, it seems important to understand the qual-
itative properties of u. In particular, it would be interesting to describe the shape of u. There has been
considerable effort in this direction. Recently, it was proved in [9] that if the set of critical points of m(x)
has Lebesgue measure zero, then
lim
α→∞
∫
Ω
u(x)dx = 0.
That is, the total population size tends to 0 despite the fact that the species is tracking the resources
more accurately. To understand the mechanism behind such phenomenon, again a better description
of the shape of u is desired. To this end, the following results were proved.
Theorem 1.1. (See Cantrell, Cosner, and Lou [9].) Suppose m(x) > 0 in Ω . Let u be the unique positive steady-
state of (2).
(i) If α > d/minΩ m, then u(x) > maxΩ m · eα(m(x)−maxΩ m)/d for every x ∈ Ω . In particular, maxΩ u >
maxΩ m.
(ii) Suppose Ω = (−1,1), and m(x) has ﬁnitely many critical points {xi}ni=1 , then u → 0 uniformly in com-
pact subsets of Ω \ {xi}ni=1 as α → ∞.
Based on these results, the following conjecture was proposed in [9] and Section 3.2 in [10].
Conjecture 1.2. u concentrates precisely on the set of (positive) local maximum points of m(x) as α → ∞.
Remark 1.3. We have modiﬁed the concentration set to be the set of positive local maximum points
instead of local maximum points stated in [9], since we are considering a more general situation
where m(x) can change sign on the set of its local maximum points.
In this paper we shall establish Conjecture 1.2 under mild conditions on m(x). Let M be the set of
all positive strict local maximum points of m(x) (i.e. those lying in {x ∈ Ω: m(x) > 0}).
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at x0 ,
lim inf
α→∞ supB
u m(x0). (3)
In other words, u concentrates at each point of M. The proof of Theorem 1.4 is based on the
observation that u solves a corresponding eigenvalue problem and is given in Section 2.
To prove that u concentrates precisely on M, we impose the following assumptions on m(x).
(H2) ∂m
∂ν  0 on ∂Ω.
(H3) m(x) has ﬁnitely many local maximum points in Ω , all being strict local maxima located in the
interior of Ω .
(H4) m(x0) > 0 if x0 ∈ Ω is a local minimum or a saddle point of m(x).
Theorem 1.5. Assume m(x) satisﬁes (H2), (H3) and (H4), then for any compact subset K of Ω \ M, there
exists γ = γ (K ) > 0, such that
0< u(x) e−γ α, for all x ∈ K .
In particular, u → 0 uniformly and exponentially in K , as α → ∞.
Theorems 1.4 and 1.5 together guarantee that u concentrates precisely on M, the set of positive lo-
cal maximum points of m(x), thereby Conjecture 1.2 is established. Theorem 1.5 is proved in Section 2
by the construction of an upper solution closely related to the shape of m(x).
The question of determining the proﬁle of u is, however, far more challenging. We only have the
following result by a very interesting method introduced in [11] for the special case when m(x) is
constant on the set of local maximum points of m(x).
Theorem 1.6. If m(x) satisﬁes (H2), (H3) and (H4) and moreover,
det D2m(x0) = 0 for all x0 ∈ M,
with m(x0) ≡m1 > 0 for all local maximum points x0 ∈ Ω , then
lim
α→∞
∥∥u(x)− 2N/2m1eα[m(x)−m1]/d∥∥L∞(Ω) = 0. (4)
Remark 1.7. The factor 2N/2m1, though mysterious at ﬁrst glance, is actually the consequence of the
proﬁle of u at each of its “weights”, which is like a Gaussian distribution eα[(x−x0)T D2m(x0)(x−x0)]/2d , as
well as the integral constraint
∫
B(x0)
u2 − umdx= O (e−γα) for each x0 ∈ M.
As in [9,12], our resolution of Conjecture 1.2 has implications for the following competition system:⎧⎨⎩
Ut = ∇ · (d1∇U − αU∇m)+ U (m− U − V ) inΩ × (0,∞),
Vt = d2V + V (m− U − V ) inΩ × (0,∞),
d1
∂U
∂ν − αU ∂m∂ν = ∂V∂ν = 0 on ∂Ω × (0,∞).
(5)
This system was introduced to model the competition of two species whose population densities are
denoted by U (x, t) and V (x, t) respectively. The two species have identical local growth rate m(x) and
competition abilities, but different dispersal strategies: the species with density V disperses randomly,
whereas the other species U disperses, in addition to random diffusion, by a directed movement
164 K.-Y. Lam / J. Differential Equations 250 (2011) 161–181towards more favorable locations, i.e. where m(x) is large. The goal of this model is to understand how
different dispersal strategies affect the outcome of the competition in a heterogeneous environment.
When α = 0, it is well known [13] that if d1 > d2 , then (5) has no coexistence steady-states, and
solution (Uα, Vα) of (5) always converges to (0, θd2 ) as t → ∞, where θd2 is the unique positive solution to{
d2θ + θ(m − θ) = 0 inΩ,
∂θ
∂ν = 0 on ∂Ω.
(6)
However, for any d1,d2 > 0, the existence of the positive (coexistence) steady-states of (5) was es-
tablished in [9,11] for all large values of α. Moreover, they proved that at least one of the positive
steady-states is stable! Some qualitative properties of these positive steady-states were also obtained
under extra hypotheses on m(x).
Theorem 1.8. (See Chen and Lou [11].) Suppose that
∫
Ω
m(x)dx > 0 and all critical points of m are non-
degenerate (det D2m(x0) = 0). Then for any positive steady-state (Uα, Vα) of (5),
lim inf
α→∞ maxΩ
Uα max
M
[m − θd2 ] > 0,
where θd2 is the unique positive solution to (6).
Assume further that m(x) satisﬁes (H2) and that m(x) has exactly one critical point x0 which is a non-
degenerate local maximum in the interior of Ω , then for any positive steady-state (Uα, Vα) of (5),
lim
α→∞‖Vα − θd2‖C1+β (Ω) = 0, for any β ∈ (0,1), and
lim
α→∞
∥∥Uα(x)eα[maxΩ m−m(x)]/d1 − 2N/2[m(x0)− θd2(x0)]∥∥L∞(Ω) = 0.
Note that the condition
∫
Ω
m(x)dx > 0 is there to ensure the existence of θd2 . (See [9].) It is
interesting that our methods for (2) can be applied to study the coexistence steady-states.
Theorem 1.9. Assume
∫
Ω
m(x)dx> 0.
(i) Assume that (H3) holds. Given any positive steady-state (Uα, Vα) of (5), if x0 ∈ M, then for any ball B
centered at x0 ,
lim inf
α→∞ supB
Uα m(x0)− θd2(x0). (7)
If in addition, (H2) and (H4) hold, then, for each compact subset K of Ω \ M, there exists a constant
γ = γ (K ) > 0 such that whenever (Uα, Vα) is a positive steady-state of (5),
Uα(x) e−γ α for every x ∈ K .
(ii) If (H2), (H3) and (H4) hold, det D2m(x0) = 0 for all x0 ∈ M, and m(x0) ≡m1 > 0 for all local maximum
points x0 ∈ Ω , then
lim
α→∞‖Vα − θd2‖C1+β (Ω) = 0 ∀β ∈ (0,1), (8)
lim
α→∞
∥∥Uα(x)− 2N/2[m1 − θd2(x0)]eα[m(x)−m1]/d1∥∥L∞(O i) = 0, (9)
where O i is any open neighborhood of x0 such that x˜0 /∈ O i for any other x˜0 ∈ M.
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(i) (7) is useful only when m(x0) > θd2 (x0). And this is true on M if d2 > 0 is suﬃciently small and
m(x0) > 0. (The proof of this fact is included in Appendix A.)
(ii) γ in part (i) of Theorem 1.9 is independent of the choice of positive steady-state (Uα, Vα).
(iii) By maximum principle, m1 − θd2 (x0) > 0 in (9) for any d2 > 0.
The rest of the paper is organized as follows. In Section 2 we provide the proofs for Theorems 1.4,
1.5, and 1.6. Section 3 will be devoted to proving Theorem 1.9. Finally, some concluding remarks will
be included in Section 4.
2. Proofs of Theorems 1.4, 1.5, and 1.6
To simplify the presentation, we set d = 1 in the proofs. This assumption can be removed with
minor corrections. We ﬁrst obtain the following equation for u:{∇ · (∇u − αu∇m)+ u(m− u) = 0 inΩ,
∂u
∂ν − αu ∂m∂ν = 0 on ∂Ω.
(10)
Proof of Theorem 1.4. Let u be the unique solution to (10), and x0 be a strict local maximum of m(x).
Then u is the principal eigenfunction of the following eigenvalue problem with principal eigenvalue 0:{∇ · (∇φ − αφ∇m)+ (m − u)φ + λφ = 0 inΩ,
∂φ
∂ν − αφ ∂m∂ν = 0 on ∂Ω.
(11)
Now by the transformation φ = eαmψ , (11) is equivalent to{∇ · (eαm∇ψ)+ (m − u)ψeαm + λeαmψ = 0 inΩ,
∂ψ
∂ν = 0 on ∂Ω
(12)
with principal eigenvalue equal to 0. The variational characterization of the principal eigenvalue of
(12) implies
0= λ = inf
ψ∈H1
{∫
eαm(|∇ψ |2 + (u −m)ψ2)∫
eαmψ2
}
.
Given any small ball B = Br0(x0) centered at x0, since m(x) attains a strict maximum at x0,
max∂Br0 (x0)m<m(x0). For any  such that 0<  <m(x0)−max∂Br0 (x0)m, deﬁne
M1 :=m(x0)− 
3
>m(x0)− 2
3
:= M2,
U1 :=
{
x ∈ Br0(x0): m(x) >m(x0)−

3
}
,
U2 :=
{
x ∈ Br0(x0): m(x) >m(x0)−
2
3
}
,
U3 :=
{
x ∈ Br0(x0): m(x) >m(x0)− 
}
.
Note that we have U1  U2 ⊂ U3  Br0(x0). Now take a smooth test function ψ , such that
ψ(x) =
{
1 if x ∈ U2,
0 if x ∈ Ω \ U , 0ψ(x) 1, |∇ψ | C().3
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0
∫
eαm|∇ψ |2 + ∫ eαm(u −m)ψ2∫
eαmψ2

∫
U3
eαM2C()2∫
U1
eαM1
+
∫
U3
eαm(u −m)ψ2∫
U3
eαmψ2
 C ′()eα(M2−M1) +max
U3
(u −m)
 C ′()e− α3 +max
U3
u −m(x0)+ .
For α suﬃciently large, the ﬁrst term in the last line will become less than  , hence (3) follows. 
Next, we turn to the proof of Theorem 1.5. We ﬁrst give the following deﬁnition of an upper
solution. Denote from now on
Lφ ≡ ∇ · (∇φ − αφ∇m)+ (m− φ)φ.
Deﬁnition 2.1. u is said to be an upper solution of (10) if (i)–(iii) below hold:
(i) There exists an open cover {Ui} of Ω , i.e. Ω =⋃Ui where Ui ’s are relatively open in Ω , and
φi ∈ C2(Ui), Lφi  0, such that
u =min
i
{φi} is continuous inΩ.
(ii) Denote Ωi = {x ∈ Ω: u = φi}. ∂Ωi is piecewise C1, and
Ωi  Ui for all i. (13)
(iii) ∂u
∂ν − αu ∂m∂ν  0 for any x ∈ ∂Ω , whenever the normal derivative ∂u∂ν is deﬁned.
The deﬁnition of lower solution can be obtained by reversing all the inequalities above and replacing
min by max.
The following is the key to obtaining an upper bound of u.
Lemma 2.2. Fix α suﬃciently large so that the unique positive solution u of (10) exists. If u > 0 is an upper
solution of (10) in the sense of Deﬁnition 2.1, then u  u.
To prove Lemma 2.2, we ﬁrst relate the above deﬁnition of upper solution to that of a weak upper
solution from [14].
Deﬁnition 2.3. u ∈ W 1,2(Ω) is said to be a weak upper solution of (10) if it satisﬁes{∫
Ω
[−(∇u − αu∇m) · ∇ψ + u(m − u)ψ] 0, for any ψ ∈ W 1,2(Ω), ψ  0,
∂u
∂ν − αu ∂m∂ν  0 on ∂Ω.
The deﬁnition of weak lower solution can be obtained by reversing the inequalities appropriately.
Note that by (H2), −α ∂m
∂ν  0 on ∂Ω .
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Lemma 2.4. Suppose u is an upper solution of (10) in the sense of Deﬁnition 2.1, then it is a weak upper
solution of (10).
Remark 2.5. Lemma 2.4 is true even if we drop the C1 regularity of ∂Ωi in Deﬁnition 2.1, provided
we use the arguments in Lemma 4.10 of [15]. This observation will not be used in this paper.
We recall the following well-known theorem on upper and lower solutions.
Theorem 2.6. (See Sattinger [14].) If u and u are weak upper and lower solutions of (10) respectively, and
u  u, then there exists a classical solution u of (10) such that u  u  u. Moreover, u is stable from above.
We can now prove Lemma 2.2 by making use of the dynamics of (2).
Proof of Lemma 2.2. Since u and 0 are weak upper and lower solutions of (10) respectively. By Theo-
rem 2.6, there exists a solution u′ which is stable from above such that 0 u′  u. Since 0 is unstable
in (10) (by the global stability of u), u′ ≡ 0. Hence, u′ ≡ u (by the uniqueness of u). Therefore, we
have u  u. 
To prove Theorem 1.5, it remains to construct an appropriate upper solution of (10) according to
Deﬁnition 2.1. To avoid complicated notations and to illustrate the ideas more clearly, we shall only
prove in detail the cases:
(a) when m(x) ≡m1 > 0 on the set of all local maximum points,
(b) when m(x) ≡m1 > 0 on M and m 0 at some local maximum point,
(c) when m(x) has two distinct values 0<m1 <m2 on M and m 0 at some local maximum point.
We remark that the same technique can be applied to prove the general case when m(x) has any
(ﬁnite) number of distinct values on M. The precise statement of the lemma that leads to Theorem 1.5
and some comments on its proof are included in Appendix B.
Proof of Theorem 1.5. Case (a): When m(x) ≡m1 > 0 on the set of all local maximum points.
Lemma 2.7. Suppose that m(x) satisﬁes (H2), (H3) and (H4). Assume m(x) ≡ m1 on M and m > 0 on the
set of all local maximum points. Then for any c < 1, suﬃciently close to 1, and for any 0<  < 1, there exists
α0(, c) > 0 such that
u1 = eα(m(x)−cm1)
is an upper solution of (10) in the sense of Deﬁnition 2.1 for all α  α0 .
Proof.
Lu1 = u1 − α∇m · ∇u1 + (m − u1 − αm)u1
= u1
{(
2 − )α2|∇m|2 + ( − 1)αm+m− eα(m−cm1)}
= u1
{
( − 1)α[α|∇m|2 +m]+m− eα(m−cm1)}.
It suﬃces now to prove that the sum in the large parenthesis is negative.
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α|∇m|2 +m> k1 for all α large,
while m− eα(m−cm1) is bounded from above by |m|∞ . Therefore Lu1  0 for all α suﬃciently large.
In {x ∈ Ω: m(x) > √cm1}, eα(m−cm1)  eα(
√
cm1−cm1) = ek2α for some k2 > 0. Whereas ( −
1)α[α|∇m|2 + m] +m grows at most in the order α2, therefore, Lu1  0 if α is suﬃciently large.
Combining, Lu1  0 in Ω if α is suﬃciently large.
It remains to check the boundary condition,
∂u1
∂ν
= ∂
∂ν
eα(m(x)−cm1) = u1α ∂m
∂ν
 u1α
∂m
∂ν
making use of (H2) and 0<  < 1. The proof is completed. 
Notice that u1 tends to zero uniformly in any compact subset of {x ∈ Ω: m(x) < cm1}. On the
other hand, ﬁx any compact subset K of Ω \M,
K ⊆ {x ∈ Ω: m(x) c2m1},
if we take c < 1 suﬃciently close to 1, since all local maximum points of m(x) are strict. Therefore, in
this case, Theorem 1.5 is a consequence of Lemmas 2.2 and 2.7.
Case (b): When m(x) ≡m1 > 0 on M and m 0 at some local maximum point.
Lemma 2.8. Assume m(x) satisﬁes (H2), (H3) and (H4), and that m(x) ≡m1 > 0 on M. For each c < 1 close
to 1, there exists, for all α large, an upper solution u2 > 0 in the sense of Deﬁnition 2.1 such that
u2(x)
{
eα(m(x)−cm1) when m(x) > 0,
eα(m(x)−k) when m(x) 0,
where 0<  < 1, k> 0 are constants independent of α.
Notice that in {x ∈ Ω: m(x) < cm1}, u2 → 0 as α → ∞. We see that in this case, Theorem 1.5
follows as before from Lemmas 2.8 and 2.2.
Proof of Lemma 2.8. Given c < 1, let
φ1 := eα(m(x)−cm1) and φ0 := eα(m(x)−k),
M0 =
{
strict local maximum points x0 ofm(x) s.t.m(x0) = 0
}
,
Λ1 = The union of all connected components of
{
x ∈ Ω: m(x) > −δ0
}
not intersectingM0,
where 0< δ0 < − 12 max{m(x0): x ∈ Ω s.t. ∇m(x0) = 0 and m(x0) < 0} is chosen small enough so that
each connected component of {x ∈ Ω: m(x) > −δ0} intersecting M0 lies in {x ∈ Ω: m(x) 0}. This is
possible since all local maxima are strict. And 0<  < 1 is chosen to satisfy
 <
δ0
cm1 + δ0 , (14)
k is chosen such that
0< k< cm1. (15)
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u2 =
⎧⎨⎩
φ1 in {x ∈ Ω: m(x) > 0},
φ0 inΩ \Λ1,
min{φ0, φ1} inΛ1 \ {x ∈ Ω: m(x) > 0}.
As before, Lφ1  0 in Λ1 for all α large. On the other hand, by a direct computation,
Lφ0 = φ0(m − φ0) 0 on
{
x ∈ Ω: m(x) 0}.
Hence, Lu2  0 for all α large, whenever it is C2. Also, the boundary condition ∂u2∂ν − αu2 ∂m∂ν  0 is
satisﬁed on ∂Ω whenever it is well deﬁned.
To see that u2 is an upper solution in the sense of Deﬁnition 2.1, it remains to show the continuity
of u2 and (13). To this end, it suﬃces to check the following:
(i) φ1 > φ0 in {x ∈ Ω: m(x) = −δ0} ∩ ∂(Λ1 \ {x ∈ Ω: m(x) > 0});
(ii) φ1 < φ0 in {x ∈ Ω: m(x) = 0} ∩ ∂(Λ1 \ {x ∈ Ω: m(x) > 0}).
More precisely,
(i) When m(x) = −δ0, by (14),
eα(m(x)−cm1) = eα(−δ0−cm1) > eα(−δ0−k) = eα(m(x)−k).
Hence, u2 = φ0 in a neighborhood of {x ∈ Ω: m(x) = −δ0} ∩ ∂(Λ1 \ {x ∈ Ω: m(x) > 0}).
(ii) When m(x) = 0, by (15),
eα(m(x)−cm1) = e−αcm1 < e−αk = eα(m(x)−k).
Hence, u2 = φ1 in a neighborhood of {x ∈ Ω: m(x) = 0} ∩ ∂(Λ1 \ {x ∈ Ω: m(x) > 0}).
(Notice that φi are strictly increasing functions of m(x). Hence (possibly making δ0 smaller) the
non-differentiable regions of u2 are regular level surfaces of m(x) by the implicit function theo-
rem.) 
Case (c): When m(x) has two distinct values 0 <m1 <m2 on M and m  0 at some local maxi-
mum point.
We ﬁrst decompose Ω according to the value of m(x). Write M = M1 ∪ M2, where Mi = {x0 ∈
M: m(x0) =mi}, i = 1,2. And deﬁne
M0 =
{
strict local maximum points x0 ofm(x) s.t.m(x0) = 0
}
,
which is possibly empty. Given any c < 1 close to 1, deﬁne
Γ1 =
{
x ∈ Ω: m(x) > 0},
Λ1 = The union of all connected components of
{
x ∈ Ω: m(x) > −δ0
}
not intersectingM0,
Γ2 = The union of all connected components of
{
x ∈ Ω: m(x) > cm1
}
not intersectingM1,
Λ2 = The union of all connected components of
{
x ∈ Ω: m(x) > c2m1
}
not intersectingM1,
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Ω = (Ω \Λ1)∪ (Λ1 \ Γ1)∪ (Γ1 \Λ2)∪ (Λ2 \ Γ2)∪ Γ2.
Lemma 2.9. Given m(x) satisfying (H2), (H3) and (H4), and that m(x) attains exactly two distinct values
0<m1 <m2 onM. For each c < 1 close to 1, for all α large, there exists an upper solution u3 > 0 in the sense
of Deﬁnition 2.1 such that
u3(x)
⎧⎨⎩
eα(m(x)−k) inΩ \Λ1,
e1α(m(x)−cm1) inΛ1 \Λ2,
e2α(m(x)−cm2) inΛ2,
where 0< i < 1, k> 0 are appropriately chosen constants independent of α.
Notice that in {x ∈ Λ2: m(x) < cm2} ∪ {x ∈ Ω \Λ2: m(x) < cm1},
u3 → 0 as α → ∞.
We see that in the case m(x) having two distinct values m1 <m2 on M, Theorem 1.5 follows as
before from Lemmas 2.9 and 2.2.
Proof of Lemma 2.9. Let φ0 := eα(m(x)−k) and φi := eiα(m(x)−cmi ) (i = 1,2), where 0< 1 < 1 is chosen
to satisfy
1 <
δ0
cm1 + δ0 , (16)
k> 0 and 0< 2 < 1 are chosen such that
0< k< 1cm1, (17)
0< 2 <min
{
1(c2m1 − cm1)
c2m1 − cm2 ,1
}
. (18)
We can now deﬁne u3:
u3 :=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
φ0 inΩ \Λ1,
φ1 in Γ1 \Λ2,
φ2 in Γ2,
min{φ0, φ1} inΛ1 \ Γ1,
min{φ1, φ2} inΛ2 \ Γ2.
It can then be proved as before that
Lu3  0 inΩ and
∂u2
∂ν
− αu2 ∂m
∂ν
 0 on ∂Ω,
whenever they are deﬁned. It remains to show the continuity of u3, as well as (13). It suﬃces to
show:
(i) φ0 < φ1 in {x ∈ Ω: m(x) = −δ0} ∩ ∂(Λ1 \ Γ1);
(ii) φ0 > φ1 in {x ∈ Ω: m(x) = 0} ∩ ∂(Λ1 \ Γ1);
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(iv) φ1 > φ2 in {x ∈ Ω: m(x) = cm1} ∩ ∂(Λ2 \ Γ2).
(i), (ii) can be veriﬁed following similar lines as in the proof of Lemma 2.8, using (16) and (17).
(iii) When m(x) = c2m1, by (18)
e1α(m(x)−cm1) = e1α(c2m1−cm1) < e2α(c2m1−cm2) = e2α(m(x)−cm2), for α > 0.
(iv) When m(x) = cm1
e1α(m(x)−cm1) = 1> e2αc(m1−m2) = e2α(m(x)−cm2), for α > 0. 
Hence, Theorem 1.5 is proved for the cases when m(x) attains 1 or 2 values on M. 
The proof of Theorem 1.6 is a modiﬁcation of the proof in [11], overcoming the diﬃculty caused
by the local minimum and saddle points of m(x). We start with the following crucial estimate.
Lemma 2.10.With the assumption of Theorem 1.6, there exists C > 0 such that
u(x) Ceα(m(x)−m1) for all x ∈ Ω and all α large, (19)
where m1 is the unique value of m(x) on M.
Proof. Consider w = e(−α+)m(x)u(x). Then in Ω , w satisﬁes
w + (α − 2)∇m · ∇w − {(α − )|∇m|2 + m+ u −m}w = 0. (20)
Let z∗ = z∗(α) ∈ Ω be such that w(z∗) =maxΩ w . Then, for x ∈ Ω ,
u(x) u
(
z∗
)
e(−α+)(m(z∗)−m(x)). (21)
We notice that on ∂Ω ,
∂w
∂ν
= e(−α+)m(x)
(
∂u
∂ν
+ (−α + )u ∂m
∂ν
)
= e(−α+)m(x)
(
αu
∂m
∂ν
+ (−α + )u ∂m
∂ν
)
= e(−α+)m(x) ∂m
∂ν
 0.
Therefore by the maximum principle, no matter z∗ ∈ ∂Ω or Ω , ∇w(z∗) = 0 and w(z∗) 0. Hence,
by (20)
(α − )|∇m|2 + m+ u m at x = z∗, (22)
and
u
(
z∗
)
m
(
z∗
)− m(z∗). (23)
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minimum points x0 of m(x) such that m(x0) > 0. (Take  = 1 if it is an empty set.) Notice that  > 0
by (H4). Then by (22), we have
(α − )|∇m|2 m(z∗)− m |m|∞ + |m|∞,
which implies that |∇m(z∗)| → 0 as α → ∞. Thus,
dist
(
z∗,
{
x ∈ Ω: ∣∣∇m(x)∣∣= 0})→ 0.
Next, we claim that in fact we have dist(z∗,M) → 0.
Assume to the contrary that there exists αk → ∞, such that z∗(αk) → x0 as k → ∞ where x0 is a
saddle point or a minimum point. Then by (23) and the choice of  ,
0 u
(
z∗
)
m
(
z∗
)− m(z∗)→m(x0)− m(x0) < 0,
which is a contradiction. Therefore, dist(z∗,M) → 0. Recalling that m(x) ≡m1 on M, we deduce that
there exists C > 0 such that
m1 −m
(
z∗
)
 C
∣∣∇m(z∗)∣∣2, for all α large,
since the inequality holds in a neighborhood of M, where z∗ eventually enters. Hence by (22) again,
(α − )(m1 −m(z∗)) C(α − )∣∣∇m(z∗)∣∣2  C(m(z∗)

−m(z∗)).
Therefore,
(α − )(m1 −m(z∗)) C(m1

+ ‖m‖∞
)
. (24)
And for every x ∈ Ω , from (21),
e−α(m(x)−m1)u(x) e−α(m(x)−m1)u
(
z∗
)
e(α−)[m(x)−m(z∗)]
= u(z∗)e(m1−m(x))+(α−)(m1−m(z∗))

(
m1 + ‖m‖∞
)
e2|m|∞+C(
m1
 +‖m‖∞),
by (23) and (24). Since the right-hand side is a constant independent of x and α, (19) is proved. 
Proof of Theorem 1.6. From (19), we see that for all p  1, u → 0 in Lp as α → ∞. For each x0 ∈ M,
ﬁx a neighborhood U(x0) of x0, by (19),
u(x) Ceα(m(x)−m∗)  Ceα( 12 (x−x0)T D2m(x0)(x−x0)+C1|x−x0|3),
where C1 = ‖D3m‖∞/6. Denote M(x0,α) = supU(x0) u, which is attained in BR/√α(x0) for R suﬃ-
ciently large, and all large α (by Theorem 1.4 and Lemma 2.10). Deﬁne
Wα(y) =
u(x0 + y√α )
,
M(x0,α)
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Wα(y) Ce
1
2 y
T D2m(x0)y+ C1√α |y|3  Ce 13 yT D2m(x0)y
for all α large and in {y ∈ RN : x0 + y/√α ∈ Ω , |y|  −λN
√
α
6C }, where λ1  · · ·  λN < 0 are the
eigenvalues of D2m(x0).
To prove (4), by Lemma 2.10 and the fact that M(x0,α) is bounded, it suﬃces to show that for
each x0 ∈ M {
Wα(y) → e 12 yT D2m(x0)y in every compact subset of RN , and
M(x0,α) → 2N/2m(x0),
(25)
as α → ∞. Wα satisﬁes yWα + P · ∇yWα + Q Wα = 0, where
P = P (α, y) = −√α · ∇xm
(
x0 + y√
α
)
,
and
Q (α, y) = −xm
(
x0 + y√
α
)
−
u(x0 + y√α )−m(x0 + y√α )
α
.
The boundedness of u (by (19)) implies that
lim
α→∞
P (α, y) = −yT D2m(x0), lim
α→∞ Q (α, y) = −xm(x0),
uniformly in any compact subset of R2. Hence by elliptic estimates (see [16]), using the fact that for
each compact subset K in RN , Wα is bounded in Lp(K ) for p ∈ (1,∞] and all large α, after passing to
a subsequence if necessary, as α → ∞, Wα converges to some function W ∗ uniformly in any compact
subset of RN , and W ∗ must satisfy{
yW ∗ − yT D2m(x0)∇yW ∗ −m(x0)W ∗ = 0 in RN ,
supRN W
∗(y) = 1, 0W ∗(y) Ce 13 yT D2m(x0)y ∀y ∈RN . (26)
Now we invoke the following lemma, the proof of which makes use of a Liouville-type result due
to [17] which is formulated differently in [15], and will be included in Appendix C for completeness.
Lemma 2.11. If W ∗ ∈ W 1,2loc (RN ) satisﬁes (26), then W ∗ = e
1
2 y
T D2m(x0)y .
The uniqueness of the limit implies that
lim
α→∞Wα(y) = e
1
2 y
T D2m(x0)y uniformly in any compact subset of RN . (27)
That W ∗ attains its strict maximum at the origin and (19) implies that
lim
α→∞
u(x0) = W ∗(0) = 1. (28)
M(x0,α)
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when m as a single peak via a “global” argument. Here we devise a “local” argument near each
x0 ∈ M.
Lemma 2.12. For each x0 ∈ M, lim infα→∞ u(x0) 2N/2m1 .
Proof. By following the proof of Theorem 1.4, with the same choice of test function ψ and open
sets Ui , we have for each η > 0,
0 lim inf
α→∞
∫
U3
eα[m−m1](u −m)dx∫
U2
eα[m−m1] dx
 lim inf
α→∞
[∫
BR/
√
α(x0)
eα[m−m1]u dx∫
U2
eα[m−m1] dx
+
∫
U3\BR/√α(x0) e
α[m−m1]u dx∫
U2
eα[m−m1] dx
]
− lim
α→∞
∫
U3
eα[m−m1]mdx∫
U2
eα[m−m1] dx
 lim inf
α→∞
[∫
BR/
√
α(x0)
(1+ η)u(x0)eα[m(x)−m1]+ α2 (x−x0)T D2m(x0)(x−x0) dx∫
BR/
√
α(x0)
eα[m−m1] dx
+
∫
U3\BR/√α e
α[m−m1]u dx∫
U2
eα[m−m1] dx
]
−m(x0)
 lim inf
α→∞
[
(1+ η)u(x0)
∫
BR (0)
e
α[m(x0+ y√α )−m1]+ 12 yT D2m(x0)y dy∫
BR (0)
e
α[m(x0+ y√α )−m1] dy
∫
RN\BR (0) e
−c1|y|2 dy∫
BR (0)
e−c2|y|2 dy
]
−m(x0)
 (1+ η)
[
lim inf
α→∞ u(x0)
](
2−
N
2 + η)+ η −m(x0).
The third inequality follows from (27), (28) and the Lebesgue Dominated Convergence. In the fourth
inequality, we applied the change of coordinates x = x0 + y√α and that there exist c1, c2 > 0 such
that c1|y|2 m1 −m(x) c2|y|2 (which are consequences of the non-degeneracy of m). The last line
follows by taking R > 0 suﬃciently large and that
lim
α→∞α
[
m
(
x0 + y√
α
)
−m1
]
= 1
2
yT D2m(x0)y
uniformly in compact subsets of RN . Finally, the lemma is proved by letting η → 0+ . 
Next, we claim that
Claim 2.13. lim
α→∞
∑
x0∈M
∫
RN
e
1
2 y
T D2m(x0)y dy
[
u(x0)
2 − 2N/2m1u(x0)
]= 0.
Proof. Integrate (10) over Ω , we have
0=
∫ (
u2 − um)dx
Ω
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{ ∫
⋃
M BR/
√
α(x0)
+
∫
⋃
M Br0 (x0)\BR/√α(x0)
+
∫
Ω\⋃M Br0 (x0)
}(
u2 − um)dx
=
∑
x0∈M
[ ∫
BR/
√
α(x0)
(
u2 − um)dx+ C ∫
Br0 (x0)\BR/√α(x0)
eα[m(x)−m1] dx
]
+ O (e−γ α)
by Theorem 1.5 and Lemma 2.10. Multiplying by αN/2 and changing coordinates x = x0 + y√α , we see
that
0=
∑
x0∈M
∫
BR (0)
(
u2 − um)(x0 + y√
α
)
dy + O
( ∫
RN\BR (0)
e−c1|y|2 dy
)
+ O (αN/2e−γ α).
By (27) and (28), for each R > 0 large, there exists α0 such that for any α  α0,
0=
∑
x0∈M
∫
BR (0)
[
u2(x0)e
yT D2m(x0)y − u(x0)m(x0)e 12 yT D2m(x0)y
]
dy + o(1)+ O
( ∫
RN\BR (0)
e−c1|y|2 dy
)
=
∑
x0∈M
∫
RN
[
u2(x0)e
yT D2m(x0)y − u(x0)m(x0)e 12 yT D2m(x0)y
]
dy + o(1)+ O
( ∫
RN\BR (0)
e−c3|y|2 dy
)
,
where limα→∞ o(1) = 0. Now taking α → ∞ and then R → ∞, we have the desired result. 
Lemma 2.12 and Claim 2.13 imply the second part of (25). This concludes the proof of Theo-
rem 1.6. 
3. Proof of Theorem 1.9
As before, assume for simplicity d1 = 1.
Proof of Theorem 1.9. Notice that (Uα, Vα) satisﬁes⎧⎨⎩
∇ · (∇U − αU∇m)+ U (m − U ) = UV > 0 inΩ,
d2V + V (m − V ) = UV > 0 inΩ,
∂U
∂ν − αU ∂m∂ν = ∂V∂ν = 0 on ∂Ω.
(29)
By method of upper and lower solutions, 0 < Uα  u and 0 < Vα  θd2 . (7) follows from the same
argument as in the proof of Theorem 1.4, using the inequality Vα  θd2 . That Uα converges to 0 away
from the positive local maximum points of m(x) follows from the corresponding property of u.
Now, assume m ≡m1 on the set of its local maximum points.
Lemma 3.1. If (H2), (H3) and (H4) hold, and m(x) is constant on its local maximum points, then there exists
C2 > 0 such that
Uα(x) C2eα(m(x)−m1) for all x ∈ Ω and all α large.
Lemma 3.1 follows from Lemma 2.10 and the fact that 0< Uα  u.
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∫
Ω
[m − C2eα0(m(x)−m1)] > 0 and by a claim on p. 498 in [9], there exists a
positive solution V0 of{
d2V0 + V0(m− C2eα0(m(x)−m1) − V0) = 0 inΩ,
∂V0
∂ν = 0 on ∂Ω.
Then for all α  α0, {
V0 + V0(m− Uα − V0) 0 inΩ,
∂V0
∂ν = 0 on ∂Ω.
Therefore, V0 is a lower solution of the second equation of (29) for Vα , and
θd2  Vα  V0 > 0 for all α  α0. (30)
By Lemma 3.1, Uα → 0 in Lp for any p > 1. By the second equation in (29), (30), and elliptic
estimates and uniqueness, V ⇀ θd2 weakly in W
2,p(Ω) in any p > 1 hence strongly in C1,β (Ω) for
any β ∈ (0,1). This proves (8).
Fix x0 ∈ M and let W˜α(y) = Uα(x0+y/
√
α)
M(x0,α)
, where M(x0,α) = supBr0 (x0) Uα for some small r0 > 0.
(M(x0,α) is independent of the choice of r0 by (7) and Lemma 3.1.) As in the proof of Theorem 1.6,
notice that W˜α(y) → W˜ ∗(y) as α → ∞ uniformly for y in compact sets in RN where W˜ ∗ satisﬁes
y W˜
∗ − yT D2m(x0)∇y W˜ ∗ −m(x0)W˜ ∗ = 0 in RN .
Also, similar as in the proof of Theorem 1.6,
lim
α→∞ W˜α(y) = W
∗(y) = e 12 yT D2m(x0)y on compact sets in RN (31)
and limα→∞ Uα(x0)M(x0,α) = 1. Now, by arguments in the proof of Theorem 1.4, we have
lim inf
α→∞
∫
U3
eαm(Uα + Vα −m)∫
U2
eαm
 0.
Then Lemma 3.1, (8) and (31) imply, for each x0 ∈ M,
lim inf
α→∞ Uα(x0) 2
N/2(m1 − θd2(x0)). (32)
By integrating the ﬁrst equation of (29) over Ω , we have
∫
Ω
Uα(m − Uα − Vα)dx = 0. And by
similar arguments in proving Claim 2.13, we have
0= lim
α→∞
∑
x0∈M
∫
RN
e
1
2 y
T D2m(x0)y dy
[
Uα(x0)
2 − 2N/2(m1 − θd2(x0))Uα(x0)]. (33)
Finally, limα→∞ Uα(x0) = 2N/2[m1 − θd2 (x0)] follows from (32) and (33). 
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In this paper, the existence of concentration phenomena in the globally stable steady-state u(x) of
(2) is proved for m(x) which has ﬁnitely many local maximum points. Furthermore, the concentra-
tion set is shown to be the set of positive local maximum points of m(x). The situation when m(x)
contains local maximums that are not strict is however, completely open. It is possible that u would
concentrate on some higher dimensional sets.
We have obtained the limiting proﬁle in the special case when the resource function m has equal
peaks. A special method is introduced to determine the limiting proﬁle for m with peaks of different
heights in [18] for N = 1. For N  2, very recently the limiting proﬁle has been found by the author.
It turns out in both cases that the exponential estimates of Theorem 1.5 are very useful. This will be
published in a forthcoming paper.
We learnt recently that in [19], a lower solution for (10) can be constructed at each x0 ∈ M which
gives an alternative proof for the existence of peaks on M. Some interesting results regarding the
dynamics of two competing species with different rates of biased-movements can also be found in
that paper.
We also remark that the assumptions on m(x) in {x ∈ Ω: m(x) < 0} can be weakened substantially.
In fact, instead of (H2), (H3) and (H4), we only need to assume that there exists δ > 0, such that the
followings hold.
(H2′) ∂m
∂ν  0 on {x ∈ ∂Ω: m(x)−δ}.
(H3′) m(x) has ﬁnitely many local maximum points in {x ∈ Ω: m(x)  −δ}, all being strict local
maxima and are located in the interior of Ω .
(H4′) If x0 ∈ Ω satisﬁes m(x0)  −δ and is a local minimum or a saddle point of m(x), then
m(x0) > 0.
Finally, notice that although we have set the diffusion coeﬃcient d,d1 = 1 in the proofs for sim-
plicity, the results proved in this paper hold true for any d,d1 > 0, as stated in Section 1.
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Appendix A
Denote θd to be the unique positive solution to{
dθ + θ(m − θ) = 0 inΩ,
∂θ
∂ν = 0 on ∂Ω.
The existence part is standard. (See, e.g. p. 498 in [9].) Also, it is known that (Proposition 3.16 of [1])
lim
d→0+
θd =m+, uniformly inΩ, (A.1)
where m+(x) :=max{m(x),0}.
Here we shall prove that if x0 ∈ Ω is a positive strict local maximum point of m and m(x0) < 0,
then m(x0)− θd(x0) > 0 for all d> 0 suﬃciently small.
Remark A.1. (See [20].) When d is not small, there are counter examples showing that the conclusion
is not true in general for x0 ∈ M other than the global maximum point(s).
178 K.-Y. Lam / J. Differential Equations 250 (2011) 161–181First we show that m(x0) θd(x0). Assume now to the contrary that for some positive strict posi-
tive local maximum point x0 of m(x), for some sequence di → 0,
θdi (x0) >m(x0) > 0.
Now, x0 ∈ {x ∈ Ω: θdi (x) >m(x0)} for all i. Denote by Ui the connected component of {x ∈ Ω: θdi (x) >
m(x0)} that contains x0, then Ui = ∅ and θdi = θdi (θdi −m) 0 in Ui , i.e. θdi is subharmonic in Ui .
Now for di suﬃciently small, by (A.1), Ui is compactly contained in a neighborhood of x0. In particular,
θdi >m(x0) in Ui and θdi (x) =m(x0) on ∂Ui . This contradicts the property of subharmonic functions.
Therefore, m(x0) θd(x0) for all d> 0 suﬃciently small.
Assume there exists a sequence di → 0 such that θdi (x0) =m(x0). We claim that
Claim A.2. ∇θdi (x0) = 0 for all i suﬃciently large.
Otherwise there exists xi → x0 such that θdi (xi) > m(x0) and a contradiction can be reached by
previous arguments by choosing a horizontal hyperplane.
Now since θdi (x0) = m(x0), ∇θdi (x0) = ∇m(x0) and θdi = 0 > ∇m(x0), there exists xi → x0 such
that θdi (xi) >m(xi). (Since otherwise the mean curvature of the surface deﬁned by θdi in R
N+1 at x0,
which is a multiple of θd2 (x0), would not be equal to 0.) Now ﬁx a neighborhood U0 of x0, and a
(slightly tilted) hyperplane Σi : L(RN ,R) such that
θdi (xi) > Σi(xi) and Σi(x) >m(x) in U0.
By (A.1), θdi → m uniformly on ∂U0 while min∂U0 {Σi(x) − m(x)}  c > 0 for some constant c
independent of i. This implies that there is some Ui = ∅ such that{
θdi = θdi (θdi −m) 0 in Ui,
θdi >Σi in Ui, θdi = Σi on ∂Ui,
which again contradicts the fact that θdi is subharmonic in Ui .
Appendix B
Here we discuss the proof of the general case of Theorem 1.5. Recall
M = {positive strict local maximum points ofm(x) inΩ}.
By (H3), m(x) has ﬁnitely many local maximum points. Let 0 <m1 <m2 < · · · <mn0 be the distinct
values of m(x) on M. Decompose
M =
n0⋃
i=1
Mi,
where Mi = {x0 ∈ M: m(x0) =mi}. And let
M0 :=
{
local maximum points x0 ofm(x) s.t.m(x0) = 0
}
,
which is possibly empty. For each c < 1, close to 1, deﬁne δ0 as in the proof of Lemma 2.8. Decompose
Ω according to the value of m(x):
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{
x ∈ Ω: m(x) > 0},
Λ1 = Union of connected components of
{
x ∈ Ω: m(x) > −δ0
}
not intersectingM0,
Γi = Union of connected components of
{
x ∈ Ω: m(x) > cmi−1
}
not intersectingMi−1,
Λi = Union of connected components of
{
x ∈ Ω: m(x) > c2mi−1
}
not intersectingMi−1,
for i = 2, . . . ,n0. Notice that Λi ⊇ Γi ⊇ Λi+1 ⊇ Γi+1. Deﬁne
u(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
en0α(m(x)−cmn0 ) in Γn0 ,
eiα(m(x)−cmi) in Γi \Λi+1,
for i = 1, . . . ,n0 − 1,
eα(m(x)−k) inΩ \Λ1,
min{eiα(m(x)−cmi), ei+1α(m(x)−cmi+1)} inΛi+1 \ Γi+1,
for i = 1, . . . ,n0 − 1,
min{eα(m(x)−k), e1α(m(x)−cm1)} inΛ1 \ Γ1,
where 0< i < 1, k> 0 are constants chosen such that
1 <
δ0
cm1 + δ0 , 0< k< 1cm1, and
0< i+1 <min
{
i(c2mi − cmi)
c2mi − cmi+1 ,1
}
, for i = 1, . . . ,n0 − 1.
Then, we have
Lemma B.1. Given m(x) satisfying (H2), (H3) and (H4). For every c < 1 suﬃciently close to 1, u > 0 is an
upper solution to (10) according to Deﬁnition 2.1.
The proof of Lemma B.1 is similar to that of Lemmas 2.9 and 2.8 and is omitted.
Notice that the full statement of Theorem 1.5 follows from the above lemma and Lemma 2.2.
Appendix C
Next, we shall prove Lemma 2.11. We ﬁrst state and prove the following Liouville-type theorem
which is due to [17], following the formulation in [15].
Theorem C.1. Let σ ∈ L∞loc(RN ) be a positive function. Assume that Φ ∈ W 1,2loc (RN ) satisﬁes in the weak sense
Φ div
(
σ 2∇Φ) 0 in RN , (C.1)
and for some C > 0 and every R > 1, ∫
BR (0)
(σΦ)2 dx C R2. (C.2)
Then Φ is a constant.
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div
(
Φψ2σ 2∇Φ)ψ2σ 2|∇Φ|2 + 2Φψσ 2∇ψ · ∇Φ. (C.3)
Let ζ be a C∞ function on [0,∞) with 0 ζ(t) 1 and ζ(t) = 1 for 0 t  1, ζ(t) = 0 for t  2. For
R > 0 and x ∈RN set ζR(x) = ζ(|x|/R).
Taking ψ = ζR in (C.3) and integrating over RN , we ﬁnd, by the divergence theorem,∫
RN
ζ 2Rσ
2|∇Φ|2 dx 2
∣∣∣∣ ∫
RN
σ 2ζRΦ∇ζR · ∇Φ dx
∣∣∣∣
 2
[ ∫
R<|x|<2R
σ 2ζ 2R |∇Φ|2 dx
]1/2[ ∫
RN
σ 2Φ2|∇ζR |2 dx
]1/2
.
By (C.2) and the deﬁnition of ζR , we can ﬁnd C1 > 0 such that∫
RN
σ 2Φ2|∇ζR |2 dx C1.
Therefore ∫
RN
ζ 2Rσ
2|∇Φ|2 dx 2√C1[ ∫
R<|x|<2R
ζ 2Rσ
2|∇Φ|2 dx
]1/2
. (C.4)
This implies that ∫
RN
ζ 2Rσ
2|∇Φ|2 dx 4C1,
and hence, letting R → ∞ in (C.4) we obtain∫
RN
σ 2|∇Φ|2 dx = 0.
This implies |∇Φ| ≡ 0 a.e. Hence Φ is a constant. 
Proof of Lemma 2.11. Given W ∗ satisfying (26), we want to show that W ∗ = e 12 yT D2m(x0)y . First we
make the transformation W ∗ = e− 12 yT D2m(x0)yΦ . By (26), we see that Φ satisﬁes⎧⎪⎨⎪⎩
div(e
1
2 y
T D2m(x0)y∇Φ) = 0 in RN ,
0<Φ  Ce− 16 yT D2m(x0)y,
supRN Φ(y)e
1
2 y
T D2m(x0)y = 1.
It remains to show that Φ is a constant. By Theorem C.1, it suﬃces to show that for some C ′ > 0
and every R > 1, ∫
B (0)
e
1
2 y
T D2m(x0)yΦ2 dx C ′R2. (C.5)
R
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e
1
2 y
T D2m(x0)yΦ2  Ce 16 yT D2m(x0)y,
we have immediately that (C.5) is true. Hence the theorem is proved. 
References
[1] R.S. Cantrell, C. Cosner, Spatial Ecology via Reaction–Diffusion Equations, Wiley Ser. Math. Comput. Biol., 2003.
[2] S. Levin, Population models and community structure in heterogeneous environments, in: T.G. Hallam, S. Levin (Eds.),
Mathematical Ecology, in: Biomath., vol. 17, Springer-Verlag, Berlin, 1986.
[3] A. Okubo, Diffusion and Ecological Problems: Mathematical Models, Biomath., vol. 10, Springer-Verlag, Berlin, 1980.
[4] J.G. Skellam, Random dispersal in theoretical populations, Biometrika 38 (1951) 196–218.
[5] R.S. Cantrell, C. Cosner, The effects of spatial heterogeneity in population dynamics, J. Math. Biol. 29 (1991) 315–338.
[6] F. Belgacem, C. Cosner, The effects of dispersal along environmental gradients on the dynamics of populations in heteroge-
neous environment, Can. Appl. Math. Q. 3 (1995) 379–397.
[7] F. Belgacem, Elliptic Boundary Value Problems with Indeﬁnite Weights: Variational Formulations of the Principal Eigenvalue
and Applications, Pitman Res. Notes Math. Ser., vol. 368, Longman, Harlow, 1997.
[8] C. Cosner, Y. Lou, Does movement toward better environments always beneﬁt a population? J. Math. Anal. Appl. 277 (2003)
489–503.
[9] R.S. Cantrell, C. Cosner, Y. Lou, Advection-mediated coexistence of competing species, Proc. Roy. Soc. Edinburgh Sect. A 137
(2007) 497–518.
[10] Y. Lou, Some challenging mathematical problems in evolution of dispersal and population dynamics, in: Lecture Notes in
Math., vol. 1922, Springer-Verlag, Berlin, 2008, pp. 171–205.
[11] X. Chen, Y. Lou, Principal eigenvalue and eigenfunctions of an elliptic operator with large advection and its application to
a competition model, Indiana Univ. Math. J. 57 (2008) 627–657.
[12] R.S. Cantrell, C. Cosner, Y. Lou, Movement toward better environments and the evolution of rapid diffusion, Math.
Biosci. 204 (2006) 199–214.
[13] J. Dockery, V. Hutson, K. Mischaikow, M. Pernarowski, The evolution of slow dispersal rates: A reaction–diffusion model,
J. Math. Biol. 37 (1998) 61–83.
[14] D.H. Sattinger, Monotone methods in nonlinear elliptic and parabolic boundary value problems, Indiana Univ. Math. J. 21
(1972) 979–1000.
[15] Y. Du, Order Structure and Topological Methods in Nonlinear Partial Differential Equations, vol. 1, World Scientiﬁc, 2006.
[16] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Grundlehren Math. Wiss., vol. 224,
Springer-Verlag, Berlin, 1983.
[17] H. Berestycki, L. Caffarelli, L. Nirenberg, Further qualitative properties for elliptic equations in unbounded domains, Ann.
Sc. Norm. Super. Pisa Cl. Sci. XXV (1997) 69–94.
[18] K.Y. Lam, W.M. Ni, Limiting proﬁles of semilinear elliptic equations with large advection in population dynamics, Discrete
Contin. Dyn. Syst. 28 (3) (2009) 1051–1067.
[19] A. Bezuglyy, Y. Lou, Reaction–diffusion models with large advection coeﬃcients, Appl. Anal. 89 (2010) 983–1004.
[20] Y. Lou, Private communication, 2009.
