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Abstract
The goal of this paper is to prove a stable determination of the
coefficients for the time-harmonic Maxwell equations, in a Lipschitz
domain, by boundary measurements.
Introduction
Let Ω be a bounded Lipschitz domain in the three-dimensional euclidean
space. Assume the medium, modeled by Ω, to be non-homogeneous and
isotropic. Suppose the electromagnetic properties of Ω to be described by
the electric permittivity ε, the magnetic permeability µ and the electric con-
ductivity σ. Let E,H denote the electric and magnetic fields, respectively.
The time-harmonic Maxwell equations at frequency ω read
∇×H + iωεE = σE, ∇×E − iωµH = 0,
whenever the total electric current density is given by σE. Writing γ =
ε+ iσ/ω, the time-harmonic Maxwell equations can be expressed as{ ∇×H + iωγE = 0
∇×E − iωµH = 0. (1)
It is known that this system, complemented with a suitable prescribed data
on the boundary, is well-posed for some ω’s. In fact, we have the following
result.
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Theorem 1 Let Ω be a bounded Lipschitz domain and µ, ε, σ ∈ L∞(Ω)
satisfying
µ ≥ µ′ > 0, ε ≥ ε′ > 0, σ ≥ 0;
a. e. in Ω, with µ′, ε′ positive constants. Given T ∈ TH(∂Ω), the problem of
finding E,H ∈ H (Ω; curl) solving (1) in Ω and satisfying either N×E = T
or N×H = T is well-posed for any ω ∈ C \ {0} except for a subset of
{ω ∈ C : −‖σ/ε‖L∞(Ω) ≤ Imω ≤ 0}
with no accumulation point in C \ {0}.
Here N stands for the unit vector field normal to ∂Ω, the boundary of Ω.
Precise definitions of the spaces H (Ω; curl) and TH(∂Ω) are given in Sub-
section 1.1. The frequencies ω for which the direct problem is not well-posed
are called resonant frequencies.
A proof of this result in the case where ∂Ω is C2 can be found in [29].
The well-posedness of the same problem in the context of non-smooth do-
mains is studied in [14] but the result stated there assumes σ to be zero.
Finally, a proof of the precise statement of Theorem 1 can be given using the
compactness result stated in [33] and a lemma due to Peetre (see [23] and
[15]).
Theorem 1 allows us to model the boundary measurements by means of
the admittance or the impedance maps. The admittance map is defined as
Λad : T ∈ TH(∂Ω) 7−→ N×H ∈ TH(∂Ω),
where E,H is the solution for (1) with N×E = T . The impedance map is
defined as
Λim : T ∈ TH(∂Ω) 7−→ N×E ∈ TH(∂Ω),
where E,H is the solution for (1) with N×H = T . It is a consequence of
Theorem 1 that these maps can only be used out of resonant frequencies.
With one of these maps at hand, one can set the problem of determin-
ing the coefficients of equations in (1). This inverse problem was initially
proposed by Somersalo et al in [29]. In these notes we prove not only deter-
mination of the coefficients but also stable determination.
When trying to determine in a stable manner the coefficients by one of
these maps, we have to face the problem of choosing ω > 0 to be non-resonant
for the class of coefficients to determine. How can we manage to solve this if
the position of the resonant frequencies depends on the unknown coefficients?
As it was pointed out in [21], the same happens in practice. How can we
know when our choice of frequency is close to a resonant frequency?
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In order to avoid this problem we shall model the boundary measurements
by the Cauchy data set. Given a frequency ω > 0, the Cauchy data set is
defined as follows: (T, S) ∈ C(µ, γ) if and only if (T, S) ∈ (TH(∂Ω))2 and
there exists a pair (E,H) ∈ (H (Ω; curl))2 solution of (1) satisfying N×E = T
and N×H = S.
This way of modeling the boundary measurements has been used success-
fully in [5], [24] and [25]. However, as far as the author knows Cauchy data
sets have not yet been used to establish any result of stability.
In order to measure the proximity of the Cauchy data sets associated to
given pairs µ1, γ1 and µ2, γ2 we introduce a pseudo-metric distance.
Definition 1 Let µ1, γ1 and µ2, γ2 be two pairs of coefficients. Consider ω
a positive frequency and let Cj denote C(µj, γj). Let us define the pseudo-
metric distance between the Cauchy data sets C1 and C2 as
δC(C1, C2) = max
j 6=k
sup
(Tk ,Sk)∈Ck
‖Tk‖TH(∂Ω))=1
inf
(Tj ,Sj)∈Cj
‖(Tj , Sj)− (Tk, Sk)‖(TH(∂Ω))2 .
We say that δC is a pseudo-metric distance because if δC(C1, C2) = 0, we can
only ensure that C1 = C2.
The definition of δC is inspired in the Hausdorff distance. Unlike the
latter distance the former one is comparable to
∥∥Λad1 − Λad2 ∥∥ when ω is a non-
resonant frequency for µj, γj with j = 1, 2. Here ‖‖ denotes the operator
norm for linear operators on TH(∂Ω).
Our result requires certain stability of the problem on the boundary and
since this has not been proven yet, we shall introduce some definitions.
Definition 2 Given two constants M, s such that 0 < M , 0 < s < 1/2,
we shall say that the pair of coefficients µ, γ is admissible if they satisfy the
following conditions.
(i) Uniform ellipticity condition. The coefficients γ, µ ∈ C1,1(Ω) satisfy
M−1 ≤ Re γ(x) M−1 ≤ µ(x);
for any x ∈ Ω.
(ii) A priori bound on the boundary. The following a priori bound holds on
the boundary
‖γ‖C0,1(∂Ω) + ‖µ‖C0,1(∂Ω) < M.
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(iii) A priori bound in the interior. The following a priori bounds hold in
the interior
‖γ‖W 2,∞(Ω) + ‖µ‖W 2,∞(Ω) ≤M, ‖γ‖H2+s(Ω) + ‖µ‖H2+s(Ω) ≤M.
Definition 3 Let M, s be the constants given in Definition 2 and let ω be
a positive frequency. We shall say that a pair µ, γ is in the class of B-stable
coefficients on the boundary at frequency ω if µ, γ is an admissible pair and
there exists a modulus of continuity B such that, for any other admissible
pair µ˜, γ˜, one has
‖γ − γ˜‖C0,1(∂Ω) + ‖µ− µ˜‖C0,1(∂Ω) ≤ B
(
δC(C, C˜)
)
,
‖∇(γ − γ˜)‖L∞(∂Ω;C3) + ‖∇(µ− µ˜)‖L∞(∂Ω;C3) ≤ B
(
δC(C, C˜)
)
.
Here C, C˜ are the Cauchy data sets associated to the pairs µ, γ and µ˜, γ˜,
respectively.
With these definitions at hand the stable determination of the electro-
magnetic coefficients can be stated as follows.
Theorem 2 Let Ω be a bounded Lipschitz domain and let ω be a positive
frequency. Consider µ1, γ1 and µ2, γ2 any two pairs in the class of B-stable
coefficients on the boundary at frequency ω, with B satisfying |r| ≤ B(|r|) for
all |r| < 1. Then, there exists a constant C = C(M) such that the following
estimate holds
‖γ1 − γ2‖H1(Ω) + ‖µ1 − µ2‖H1(Ω) ≤ C|logB(δC(C1, C2))|−λ,
for some constant λ such that 0 < λ < 2/3s. Here C1, C2 are the Cauchy
data sets associated to the pairs µ1, γ1 and µ2, γ2, respectively.
As in the inverse conductivity problem, it should be possible to prove that any
admissible pair is in the class of Ho¨lder-stable coefficients on the boundary
for any frequency ω, that is, with B(|r|) = |r|α for 0 < α < 1. Notice that
in the conductivity case a logarithmic module of continuity, as the one in
Theorem 2, is optimal (see [16]).
In [20] and [22] the coefficients were assumed to be constant on the bound-
ary –which is actually quite natural from the point of view of applications–,
in that case our result reads as follows.
Corollary 1 Let Ω be a bounded Lipschitz domain and let ω be a positive
frequency. Consider µ1, γ1 and µ2, γ2 any two pairs of admissible coefficients
–in the sense of Definition 2. Assume that
µ1|∂Ω = µ2|∂Ω, ∂xjµ1|∂Ω = ∂xjµ2|∂Ω, γ1|∂Ω = γ2|∂Ω, ∂xjγ1|∂Ω = ∂xjγ2|∂Ω,
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with j = 1, 2, 3. Then, there exists a constant C = C(M) such that the
following estimate holds
‖γ1 − γ2‖H1(Ω) + ‖µ1 − µ2‖H1(Ω) ≤ C|log δC(C1, C2)|−λ,
for some constant λ such that 0 < λ < 2/3s.
When the boundary is smooth, at least C1,1, it is possible to prove the
existence of H1-solutions, this allows us to describe traces not only in a weak
sense but also in a strong sense. In consequence, the boundary measurements
can be modeled in better spaces (see [20] and [22]). Furthermore, it is well
known (see [26], [27] [3], [4] and [8]) that Maxwell’s equations may not admit
H1-solutions even with H1/2-boundary data, whenever the domain is neither
convex nor has C1,1-boundary. When working on Lipschitz domain, this
lack of smoothness makes necessary to introduce some non-standard Sobolev
spaces.
The unique recovery of C3-coefficients γ and µ from boundary data was
proved in [20], and later simplified in [22], in the context of C1,1-domains.
The regularity in our result of stability agrees with the required in [20] and
[22], nevertheless from our proof one can state a uniqueness result for C1,1-
coefficients in the context of Lipschitz domains. Boundary determination
results were given in [17] and [12] in the case that the boundary is smooth.
The more general chiral media was studied in [18]. For a slightly more general
approach and more background information, see also the review article [21].
In [28] the relation between the inverse scattering problem (for short
ISP) and the inverse boundary value problem (for short IBVP) was studied.
Further, Sarkola proved that the former problem can be reduced to the latter
one. On the other hand, in [9] Ha¨hner gives a proof of the stability for the ISP
when magnetic permeability µ is constant and as a consequence he obtains
stability for the IBVP for constant magnetic permeability when the domain
is a ball. Thus, our corollary generalizes the stability result stated in [9], at
least, for the IVBP.
The main motivation to study the inverse problem in the setting of Lip-
schitz domain comes from the technical hypothesis that had to be assumed
in [6] when studying local data result. Some of the ideas shown along these
notes can be adapted to prove a stable determination of the coefficients from
local data. This is accomplished in [7].
The structure of the paper is as follows. There are two sections and an
appendix, in the first section some preliminary details are given, while in
the second one we prove the stability of the IBVP. The appendix contains
basic definitions and properties of the spaces used along these notes. In a
deeper extent, the first subsection of Section 1 is dedicated to the functional
5
spaces adapted to Maxwell’s equation and their traces. The definitions of
these spaces and traces have not been placed in the appendix in order for
the reader to get used to them. In the second subsection of Section 1, we
transform the system (1) into a Schro¨dinger-type equation. In Section 2 we
perform some of the standard steps when studying this IBVP: prove a suitable
estimate relating the boundary measurements with the coefficients in the
interior, construct special solutions for the Maxwell’s equations through the
Schro¨dinger-type equation and plug these solutions into the suitable estimate.
Finally, we obtain the estimate stated in Theorem 2 by the use of a Carleman
estimate.
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1 Preliminaries
Along this section we introduce some spaces that turn to be useful in the
context of Maxwell’s equations and we transform (1) into a Schro¨dinger-type
equation.
Let us denote by E the three-dimensional euclidean space and by T E the
module of smooth vectors fields over the real smooth functions. The elements
u ∈ T E will be called real vector fields and can be expressed as
u =
(
u(1) u(2) u(3)
)t
.
The euclidean metric induces on E a volume element dV and the euclidean
distance de. Additionally, for any two vector fields u, v, we shall denote by
u · v and u× v the point-wise inner product and the point-wise cross product
of vector fields, respectively. On the other hand, denote
XE = {u+ iv : u, v ∈ T E}.
The elements of XE will be called complex vector fields.
Finally, the gradient, divergence and curl operators will be denoted by
∇, ∇· and ∇×, respectively.
1.1 Non-standard Sobolev and Besov spaces
Most of the facts collected here can be found in [19].
Definition 4 Define the spaces
H (Ω; div) = {u ∈ L2(Ω;C3) : ∇ · u ∈ L2(Ω)},
H (Ω; curl) = {v ∈ L2(Ω;C3) : ∇×v ∈ L2(Ω;C3)}
equipped with the graph norms
‖u‖H (Ω;div) = ‖u‖L2(Ω;C3) + ‖∇ · u‖L2(Ω) ,
‖v‖H (Ω;curl) = ‖v‖L2(Ω;C3) + ‖∇×v‖L2(Ω;C3) .
Now we define the traces of elements belonging to these spaces. For any
u ∈ H (Ω; div) the normal trace of u, that is, N · u, can be defined as an
element of B−1/2(∂Ω). Namely, for any g ∈ B1/2(∂Ω)
〈N ·u|g〉 =
∫
Ω
(∇ · u)f dV +
∫
Ω
u·∇f dV, (2)
where f ∈ H1(Ω) and f |∂Ω = g. It is well-known that
N ·  : H (Ω; div) −→ B−1/2(∂Ω)
is a bounded and onto operator. Additionally, note that if u ∈ H (Ω; div),
f ∈ C0,1(∂Ω) and f˜ is any extension of f such that f˜ ∈ C0,1(Ω) (see [30] for
extensions from closed set), then
〈fN ·u|g〉 = 〈N ·u∣∣gf〉 = 〈N ·(f˜u)∣∣∣g〉 , (3)
for any g ∈ B1/2(∂Ω).
Similarly, for any u ∈ H (Ω; curl) the tangential trace of u, that is, N×
u, can be defined as an element of B−1/2(∂Ω;C3). Namely, for any w ∈
B1/2(∂Ω;C3)
〈N×u|w〉 =
∫
Ω
(∇×u)·v dV −
∫
Ω
u·(∇×v) dV,
where v ∈ H1(Ω;C3) and v|∂Ω = w. In this context, the operator
N× : H (Ω; curl) −→ B−1/2(∂Ω;C3)
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is bounded but not onto. Let its range be denoted by
TH(∂Ω) = {w ∈ B−1/2(∂Ω;C3) : ∃u ∈ H (Ω; curl), N×u = w}.
This vector space can be equipped with the norm
‖w‖TH(∂Ω) = inf{‖u‖H (Ω;curl) : u ∈ H (Ω; curl), N×u = w},
which makes it a reflexive Banach space. Moreover, TH(∂Ω) is continuously
embedded into B−1/2(∂Ω;C3). In addition, the map
N× : TH(∂Ω) −→ (TH(∂Ω))∗
which, for w1, w2 ∈ TH(∂Ω), is given by
〈N×w1|w2〉 =
∫
Ω
(∇×u)·v dV −
∫
Ω
u·(∇×v) dV,
where u, v ∈ H (Ω; curl) are such that N×u = w1, N×v = w2, is well-defined,
bounded and an isomorphism. In particular, one has that (N×)−1 = −N×,
(N×)∗ = −N× and∫
Ω
(∇×u)·v dV =
∫
Ω
u·(∇×v) dV − 〈N×u|N×(N×v)〉 . (4)
Before going further let us point out that, if w ∈ TH(∂Ω), f ∈ C0,1(∂Ω)
and f˜ is any extension of f such that f˜ ∈ C0,1(Ω), then
〈fw|z〉 = 〈w∣∣fz〉 = 〈N×(f˜u)∣∣∣z〉 ,
for any z ∈ B1/2(∂Ω;C3) and any u ∈ H (Ω; curl) such that N×u = w. Note
that last pairing implies that fw ∈ TH(∂Ω).
Another identity to mention is the following, if w ∈ TH(∂Ω), f ∈
C0,1(∂Ω) and f˜ is any extension of f such that f˜ ∈ C0,1(Ω), then
〈fw|N×z〉 =
〈
N×(f˜u)
∣∣∣N×z〉 = 〈w∣∣N×(fz)〉 , (5)
for any z ∈ TH(∂Ω) and any u ∈ H (Ω; curl) such that N×u = w.
We can define the surface divergence operator over the space TH(∂Ω)
Div : TH(∂Ω) −→ B−1/2(∂Ω),
as
Divw = −N ·(∇×u),
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where u ∈ H (Ω; curl) and N×u = w. Since ∇×u ∈ H (Ω; div), −N ·(∇×u)
makes sense and it belongs to B−1/2(∂Ω); this operator is well-defined and
bounded.
The surface divergence can be used to give an intrinsic description of the
space TH(∂Ω). In [19] Mitrea proved that there exist constants C1, C2 > 0
such that, for any w ∈ TH(∂Ω), the following estimates hold
‖w‖B−1/2(∂Ω;C3) + ‖Divw‖B−1/2(∂Ω) ≤ C1 ‖w‖TH(∂Ω) , (6)
‖w‖TH(∂Ω) ≤ C2
(
‖w‖B−1/2(∂Ω;C3) + ‖Divw‖B−1/2(∂Ω)
)
. (7)
Lemma 5 There exists a positive constant C such that the following esti-
mate holds
‖fw‖TH(∂Ω) ≤ C ‖f‖C0,1(∂Ω) ‖w‖TH(∂Ω) , (8)
for any w ∈ TH(∂Ω) and any f ∈ C0,1(∂Ω).
Proof: Consider f˜ an extension of f such that f˜ ∈ C0,1(Ω) satisfying∥∥∥f˜∥∥∥
C0,1(Ω)
≤ C ‖f‖C0,1(∂Ω)
and any u ∈ H (Ω; curl) such that N ·u = w. Then
‖fw‖TH(∂Ω) ≤
∥∥∥f˜u∥∥∥
H (Ω;curl)
≤
∥∥∥f˜∥∥∥
C0,1(Ω)
‖u‖H (Ω;curl)
≤ C ‖f‖C0,1(∂Ω) ‖u‖H (Ω;curl) .
Taking infimum in u ∈ H (Ω; curl) one gets the estimate. 
1.2 Maxwell’s system as a Scho¨dinger equation
In this section we shall transform Maxwell’s equations into a Schro¨dinger-
type equation. The idea of this transformation was already introduced in
[22].
There is a well known process which allows us to transform Maxwell’s
equations into a Schro¨dinger-type equation, in order to do so we require some
extra smoothness of the coefficients, namely µ, γ ∈ C1,1(Ω). The first step in
this process is to augment the Maxwell system with two scalar equations:
∇ · (γE) = 0, ∇ · (µH) = 0.
The information coded in these scalar equations was already present in the
initial system. In order to check this, it is enough to take divergence in each
equation in (1).
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Next, we introduce a new system inspired in the four equations mentioned.
This new system reads as
∇ · (γE) + iωγµh = 0
−γ−1∇(γe) +∇×E − iωµH = 0
∇ · (µH) + iωγµe = 0
µ−1∇(µh) +∇×H + iωγE = 0.
The new terms preserve the physical units of measure of the original four
equations. The new system, called henceforth augmented system, can be
written as matrices in the following way

D·
D −D×
D·
D D×
+

ωµ Dα·
ωµI3 Dα
Dβ· ωγ
Dβ ωγI3



h
H
e
E
 = 0,
where α = log γ, β = log µ, Ij is (j × j)-identity matrix, with j ∈ N and
D· = 1
i
(
∂x1 ∂x2 ∂x3
)
,
D =
1
i
 ∂x1∂x2
∂x3
 , D×= 1
i
 −∂x3 ∂x2∂x3 −∂x1
−∂x2 ∂x1
 .
In a much more compact manner we shall express the augmented system as
(P + V )X = 0, where
P =

D·
D −D×
D·
D D×
 , V =

ωµ Dα·
ωµI3 Dα
Dβ· ωγ
Dβ ωγI3
 .
Note that E,H is a solution for Maxwell’s equations, if and only if, X t =(
h H t e Et
)
is a solution for the augmented system and the scalar fields
e, h vanish.
The next step is to rescale the augmented system, that is
(P + V )
(
µ−1/2I4
γ−1/2I4
)
Y =
(
γ−1/2I4
µ−1/2I4
)
(P +W )Y,
where
W = κI8 +
1
2

Dα·
Dα Dα×
Dβ·
Dβ −Dβ×
 , (9)
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with κ = ωµ1/2γ1/2. We shall call
(P +W )Y = 0
the rescaled system.
The advantage of rescaling is that
0 = (P +W )(P −W t)Z = (−∆I8 +Q)Z, (10)
0 = (P −W t)(P +W )Z ′ = (−∆I8 +Q′)Z ′, (11)
0 = (P +W ∗)(P −W )Zˆ = (−∆I8 + Qˆ)Zˆ, (12)
where Q,Q′, Qˆ are zeroth-order terms. Here W t denotes the transposed of
W and W ∗ stands forW t. No first order terms appear in (10), (11) and (12),
giving as a result a Schro¨dinger-type equation. Mind
Q = −PW t +WP −WW t. (13)
Note that if Z is a solution for (10) in Ω, then Y = (P −W t)Z is a solution
for the rescaled system in Ω, hence
X =
(
µ−1/2I4
γ−1/2I4
)
Y
is a solution for the augmented system. In the same manner, if Zˆ is a solution
for (12), then Yˆ = (P −W )Zˆ is a solution for (P +W ∗)Yˆ = 0 in Ω.
For later uses,
Q =
1
2

∆α
2∇2α−∆αI3
∆β
2∇2β −∆βI3

−
 (κ
2 + 1
4
(Dα·Dα))I4 2Dκ·2Dκ
2Dκ·
2Dκ
(κ2 + 1
4
(Dβ ·Dβ))I4
 , (14)
Q′ = −1
2

∆β
2∇2β −∆βI3
∆α
2∇2α−∆αI3

−
 (κ
2 + 1
4
(Dβ ·Dβ))I4 2Dκ×
−2Dκ× (κ
2 + 1
4
(Dα·Dα))I4
 (15)
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and
Qˆ =
1
2

−∆β
−2∇2β +∆βI3
−∆α
−2∇2α +∆αI3

−
 (κ
2 − 1
4
(Dβ ·Dβ))I4 −2Dκ×
2Dκ× (κ
2 − 1
4
(Dα·Dα))I4
 (16)
with ∇2f = (∂2xj ,xkf)3j,k=1.
The computations needed to get (14) and (15) can be found in [6]. The
same kind of computations gives (16).
In order to make as concise as possible the presentation of our proof, we
introduce some additional notation. Let Y, Z be in the form
Y =
(
f 1 (u1)t f 2 (u2)t
)t
, Z =
(
g1 (v1)t g2 (v2)t
)t
,
define
(Y |Z)Ω =
2∑
j=1
(∫
Ω
f jgj dV +
∫
Ω
uj ·vj dV
)
,
(Y |Z)∂Ω =
2∑
j=1
(∫
∂Ω
f jgj dA+
∫
∂Ω
uj ·vj dA
)
.
In the first identity we are assuming f j, gj ∈ C∞(Ω) and uj, vj ∈ XE|Ω with
j = 1, 2, while in the second identity f j, gj ∈ C∞(∂Ω) and uj, vj ∈ XE|∂Ω
with j = 1, 2. The following integration by parts holds
(PY |Z)Ω = (PNY |Z|∂Ω)∂Ω + (Y |PZ)Ω .
Here, when A is a (possibly complex) vector field we denote
PA =
1
i

A·
A −A×
A·
A A×
 . (17)
Finally, for elements Y in the form given above we define, for |s| > 0,
‖Y ‖Hs(Ω;Y) =
∑
j=1,2
(∥∥f j∥∥
Hs(Ω)
+
∥∥uj∥∥
Hs(Ω;C3)
)
,
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and
‖Y ‖L2(Ω;Y) =
∑
j=1,2
(∥∥f j∥∥
L2(Ω)
+
∥∥uj∥∥
L2(Ω;C3)
)
.
Here and henceforth, Y denotes the space C × C3 × C × C3. On the other
hand, we define, for 0 < |s| < 1,
‖Y ‖Bs(∂Ω;Y) =
∑
j=1,2
(∥∥f j∥∥
Bs(∂Ω)
+
∥∥uj∥∥
Bs(∂Ω;C3)
)
,
and
‖Y ‖L2(∂Ω;Y) =
∑
j=1,2
(∥∥f j∥∥
L2(∂Ω)
+
∥∥uj∥∥
L2(∂Ω;C3)
)
.
2 A log-type estimate
In this section we prove Theorem 2. The proof consists of three ingredients,
namely, a suitable estimate relating the electromagnetic coefficients in Ω with
their corresponding Cauchy data sets, the constructions of special solutions
and the use of a Carleman estimate.
Lemma 6 Let µj, γj belong to C
0,1(Ω). Then one has that, for any Y1 given
by
Y1 =
(
0 µ
1/2
1 H
t
1 0 γ
1/2
1 E
t
1
)t
with E1, H1 ∈ H (Ω; curl) solution for (1) in Ω with coefficients µ1, γ1, and
any
Y2 =
(
f 1 (u1)t f 2 (u2)t
)t ∈ H1(Ω)×H (Ω; curl)×H1(Ω)×H (Ω; curl)
solution for (P +W ∗2 )Y2 = 0 in Ω; the following estimate holds:
| (Y1|PY2)Ω − (PY1|Y2)Ω |
≤ CδC(C1, C2)
(∥∥∥µ−1/22 ∥∥∥
C0,1(∂Ω)
‖g2‖B1/2(∂Ω) +
∥∥∥γ1/22 ∥∥∥
C0,1(∂Ω)
‖z1‖TH(∂Ω)
+
∥∥∥γ−1/22 ∥∥∥
C0,1(∂Ω)
‖g1‖B1/2(∂Ω) +
∥∥∥µ1/22 ∥∥∥
C0,1(∂Ω)
‖z2‖TH(∂Ω)
)
‖N×E1‖TH(∂Ω)
+C
(
‖N×E1‖TH(∂Ω) + ‖N×H1‖TH(∂Ω)
)
×
(∥∥∥µ−1/21 − µ−1/22 ∥∥∥
C0,1(∂Ω)
‖g2‖B1/2(∂Ω) +
∥∥∥µ1/21 − µ1/22 ∥∥∥
C0,1(∂Ω)
‖z2‖TH(∂Ω)
+
∥∥∥γ1/21 − γ1/22 ∥∥∥
C0,1(∂Ω)
‖z1‖TH(∂Ω) +
∥∥∥γ−1/21 − γ−1/22 ∥∥∥
C0,1(∂Ω)
‖g1‖B1/2(∂Ω)
)
.
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Here g1, g2 ∈ B1/2(∂Ω) stand for g1 = f 1|∂Ω, g2 = f 2|∂Ω while z1, z2 ∈
TH(∂Ω) stand for z1 = N×u1, z2 = N×u2. Here Cj, with j = 1, 2, stands
for the Cauchy data set corresponding to µj, γj. Recall thatW2 is the matrix
(9) associated to µ2, γ2.
Along these notes, µj and γj should be understood either as themselves
or as their traces, according to the context.
Proof: Let L be
L =
(
0 µ
1/2
2 H
t
2 0 γ
1/2
2 E
t
2
)t
,
with E2, H2 ∈ H (Ω; curl) an arbitrary solution for (1) with coefficients µ2, γ2.
Since (P+W ∗2 )Y2 = 0 and (P+W2)L = 0, one has that (L|PY2)Ω = (PL|Y2)Ω,
hence
(Y1|PY2)Ω − (PY1|Y2)Ω = (Y1 − L|PY2)Ω − (P (Y1 − L)|Y2)Ω .
On the other hand, we have, using (2), (3), (4) and (5), that
(Y1 − L|PY2)Ω − (P (Y1 − L)|Y2)Ω =
= i
〈
N ·(µ1H1 − µ2H2)
∣∣∣µ−1/22 g2〉+ i〈N ·(µ1H1)∣∣∣(µ−1/21 − µ−1/22 )g2〉
+i
〈
N ·(γ1E1 − γ2E2)
∣∣∣γ−1/22 g1〉+ i〈N ·(γ1E1)∣∣∣(γ−1/21 − γ−1/22 )g1〉
−i
〈
N×(H1 −H2)
∣∣∣N×(µ1/22 z2)〉− i〈N×H1∣∣∣N×((µ1/21 − µ1/22 )z2)〉
+i
〈
N×(E1 − E2)
∣∣∣N×(γ1/22 z1)〉+ i〈N×E1∣∣∣N×((γ1/21 − γ1/22 )z1)〉 .
Furthermore, from Maxwell’s equations one deduces that
N ·(γjEj) = 1
iω
Div (N×Hj), N ·(µjHj) = − 1
iω
Div (N×Ej),
for j = 1, 2. Hence, denoting N×Ej = Tj and N×Hj = Sj we obtain
(Y1|PY2)Ω − (PY1|Y2)Ω =
= − 1
ω
〈
Div(T1 − T2)
∣∣∣µ−1/22 g2〉− 1ω 〈DivT1∣∣∣(µ−1/21 − µ−1/22 )g2〉
+
1
ω
〈
Div(S1 − S2)
∣∣∣γ−1/22 g1〉+ 1ω 〈DivS1∣∣∣(γ−1/21 − γ−1/22 )g1〉
−i
〈
S1 − S2
∣∣∣N×(µ1/22 z2)〉− i〈S1∣∣∣N×((µ1/21 − µ1/22 )z2)〉
+i
〈
T1 − T2
∣∣∣N×(γ1/22 z1)〉+ i〈T1∣∣∣N×((γ1/21 − γ1/22 )z1)〉 .
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By using the appropriate dualities and the estimates (33), (8) and (6) we get
| (Y1|PY2)Ω − (PY1|Y2)Ω | ≤
≤ C
(
‖T1 − T2‖TH(∂Ω) + ‖S1 − S2‖TH(∂Ω)
)(∥∥∥µ−1/22 ∥∥∥
C0,1(∂Ω)
‖g2‖B1/2(∂Ω)
+
∥∥∥γ1/22 ∥∥∥
C0,1(∂Ω)
‖z1‖TH(∂Ω) +
∥∥∥γ−1/22 ∥∥∥
C0,1(∂Ω)
‖g1‖B1/2(∂Ω)
+
∥∥∥µ1/22 ∥∥∥
C0,1(∂Ω)
‖z2‖TH(∂Ω)
)
+ C
(∥∥∥µ−1/21 − µ−1/22 ∥∥∥
C0,1(∂Ω)
‖g2‖B1/2(∂Ω)
+
∥∥∥γ1/21 − γ1/22 ∥∥∥
C0,1(∂Ω)
‖z1‖TH(∂Ω) +
∥∥∥γ−1/21 − γ−1/22 ∥∥∥
C0,1(∂Ω)
‖g1‖B1/2(∂Ω)
+
∥∥∥µ1/21 − µ1/22 ∥∥∥
C0,1(∂Ω)
‖z2‖TH(∂Ω)
)(
‖T1‖TH(∂Ω) + ‖S1‖TH(∂Ω)
)
.
This estimate holds for all (T2, S2) ∈ C2, since E2, H2 was chosen to be an
arbitrary solution for (1) with coefficients µ2, γ2. Finally, the wanted estimate
is a consequence of Definition 1. 
Proposition 7 Let γ1, µ1 and γ2, µ2 be in the class B-stable coefficients on
the boundary at frequency ω, with B as in Theorem 2. Then, there exists a
constant C(M) such that, for any Z1 ∈ H1(Ω;Y) satisfying Y1 = (P −W t1)Z1
with Y1 as in Lemma 6 and any Y2 ∈ H1(Ω;Y) as in Lemma 6, one has
| ((Q1 −Q2)Z1|Y2)Ω | ≤ C B
(
δC(C1, C2)
) ‖Z1‖H1(Ω;Y) ‖Y2‖H1(Ω;Y)
+C B
(
δC(C1, C2)
) (‖E1‖H (Ω;curl) + ‖H1‖H (Ω;curl))
×
(∥∥f 1∥∥
H1(Ω)
+
∥∥u1∥∥
H (Ω;curl)
+
∥∥u2∥∥
H (Ω;curl)
+
∥∥f 2∥∥
H1(Ω)
)
. (18)
Here Qj is the matrix (13) associated to µj, γj with j = 1, 2.
Proof: From (13) one has
((Q1 −Q2)Z1|Y2)Ω = −
(
P (W t1 −W t2)Z1
∣∣Y2)Ω
+ ((W1 −W2)PZ1|Y2)Ω −
(
(W1W
t
1 −W2W t2)Z1
∣∣Y2)Ω
=
(
(W t1 −W t2)Z1
∣∣PNY2)∂Ω − (W t1Z1∣∣PY2)Ω + (W t2Z1∣∣PY2)Ω
+
(
W1(P −W t1)Z1
∣∣Y2)Ω − (PZ1|W ∗2 Y2)Ω + (W t2Z1∣∣W ∗2 Y2)Ω
=
(
(W t1 −W t2)Z1
∣∣PNY2)∂Ω + ((P −W t1)Z1∣∣PY2)Ω + (W1(P −W t1)Z1∣∣Y2)Ω
=
(
(W t1 −W t2)Z1
∣∣PNY2)∂Ω + (Y1|PY2)Ω − (PY1|Y2)Ω .
In order to get the penultimate identity, we used twice that (P +W ∗2 )Y2 = 0.
In the last one, we used that Y1 = (P −W t1)Z1 and that (P +W1)Y1 = 0.
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It is a straight forward computation to check the next estimate
| ((W t1 −W t2)Z1∣∣PNY2)∂Ω | ≤ C (‖κ1 − κ2‖L∞(∂Ω) + ‖∇(β1 − β2)‖L∞(∂Ω;C3)
+ ‖∇(α1 − α2)‖L∞(∂Ω;C3)
)
‖Z1‖L2(∂Ω;Y) ‖Y2‖L2(∂Ω;Y) .
Here, as usually, the norm of L∞(∂Ω;C3) is
‖w‖2L∞(∂Ω;C3) =
3∑
j=1
∥∥w(j)∥∥2
L∞(∂Ω)
,
for any w ∈ X (E)|∂Ω.
It is a routine computation to check that, on one hand
‖κ1 − κ2‖L∞(∂Ω) ≤ C
(
‖γ2 − γ1‖L∞(∂Ω) + ‖µ2 − µ1‖L∞(∂Ω)
)
≤ C B(δC(C1, C2)),
‖∇(α1 − α2)‖L∞(∂Ω;C3) ≤ C
(
‖γ1 − γ2‖L∞(∂Ω) + ‖∇(γ1 − γ2)‖L∞(∂Ω;C3)
)
≤ C B(δC(C1, C2)),
‖∇(β1 − β2)‖L∞(∂Ω;C3) ≤ C
(
‖µ1 − µ2‖L∞(∂Ω) + ‖∇(µ1 − µ2)‖L∞(∂Ω;C3)
)
≤ C B(δC(C1, C2)).
and on the other hand,∥∥∥µ−1/22 ∥∥∥
C0,1(∂Ω)
+
∥∥∥γ−1/22 ∥∥∥
C0,1(∂Ω)
+
∥∥∥µ1/22 ∥∥∥
C0,1(∂Ω)
+
∥∥∥γ1/22 ∥∥∥
C0,1(∂Ω)
≤ C∥∥∥µ−1/21 − µ−1/22 ∥∥∥
C0,1(∂Ω)
≤ C ‖µ1 − µ2‖C0,1(∂Ω) ≤ C B
(
δC(C1, C2)
)
,∥∥∥γ−1/21 − γ−1/22 ∥∥∥
C0,1(∂Ω)
≤ C ‖γ1 − γ2‖C0,1(∂Ω) ≤ C B
(
δC(C1, C2)
)
,∥∥∥µ1/21 − µ1/22 ∥∥∥
C0,1(∂Ω)
≤ C ‖µ1 − µ2‖C0,1(∂Ω) ≤ C B
(
δC(C1, C2)
)
,∥∥∥γ1/21 − γ1/22 ∥∥∥
C0,1(∂Ω)
≤ C ‖γ1 − γ2‖C0,1(∂Ω) ≤ C B
(
δC(C1, C2)
)
.
Putting together all these estimates and Lemma 6, we get
| ((Q1 −Q2)Z1|Y2)Ω | ≤ C B
(
δC(C1, C2)
) ‖Z1‖B1/2(∂Ω;Y) ‖Y2‖B1/2(∂Ω;Y)
+C B
(
δC(C1, C2)
) (‖N×E1‖TH(∂Ω) + ‖N×H1‖TH(∂Ω))
×
(
‖g1‖B1/2(∂Ω) + ‖z1‖TH(∂Ω) + ‖g2‖B1/2(∂Ω) + ‖z2‖TH(∂Ω)
)
,
hence we deduce the estimate given in the statement. 
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2.1 Construction of special solutions
Here we construct two kinds of special solutions, one for the Schro¨dinger-
type equation and another one for (P + W ∗)Y = 0. The first one was
already constructed in [22] but we give here the proof in order to keep track
the constants. The second kind of solution is inspired on the solutions given
in [13].
Let B(O; ρ) be the open ball centered at the origin O with radius ρ > 0
and such that Ω ⊂ B(O; ρ). Sometimes B(O; ρ) will be denoted by Bρ
to simplify the notation. Let ε0 and µ0 denote the electric and magnetic
constants, respectively. Extend the coefficients γ, µ defined in Ω to functions
in E –still denoted by γ, µ–, preserving their smoothness and in such a way
that γ−ε0, µ−µ0 have compact support in B(O; ρ) (regarding to extensions
see [30]). Note two simple facts. Firstly, the extensions still satisfy the
a priori bound and the a priori ellipticity condition in E. Secondly, the
extensions of the matrices (14), (15) (16) –still denoted by Q,Q′, Qˆ– satisfy
that ω2ε0µ0I8 + Q, ω
2ε0µ0I8 + Q
′ and ω2ε0µ0I8 + Qˆ have compact support
in B(O; ρ).
We shall construct solutions for (10) in E with the form of a complex
geometrical optic solution (CGO solution for short), that is, in the form
Z = eiζ·x(L+R),
with L = L(ζ) constant and ζ ∈ C3.
Lemma 8 Let δ be a constant such that −1 < δ < 0 and let ζ ∈ C3 be such
that ζ · ζ = ω2ε0µ0 with
|ζ | > C
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ)
for some constant C = C(δ, ρ) > 0. Then, there exists a
Z = eiζ·x(L+R)
solution for (−∆I8+Q)Z = 0 in E, with Z|Ω ∈ H2(Ω;Y), L = L(ζ) constant
and R = R(ζ) satisfying
‖R‖L2δY ≤
C(δ, ρ)
|ζ | |L|
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) , (19)
‖PR‖L2δY ≤ C(δ, ρ)
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) (|L|+ ‖R‖L2δY ). (20)
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The norm in the lemma is
‖Y ‖L2λY =
∑
j=1,2
(∥∥f j∥∥
L2λ
+
∥∥uj∥∥
L2λ(E;C
3)
)
,
with Y =
(
f 1 (u1)t f 2 (u2)t
)t
and
‖f‖2L2λ =
∫
R3
(1 + |x|2)λ|f |2 dx,
for 0 < |λ| < 1.
Proof: It is an easy matter to check that
e−iζ·x(−∆I8)eiζ·x(L+R) = [−∆− 2iζ · ∇+ ζ · ζ ]I8(L+R),
hence, if Z = eiζ·x(L+R) is a solution for (10), then R solves
((−∆− 2iζ · ∇+ ω2ε0µ0)I8 +Q)R = −(ω2ε0µ0I8 +Q)L. (21)
We will use this equation as the starting point for the construction of the
CGO solutions.
It is a very well known fact that the operator Gζ –standing for the convo-
lution with the fundamental solution for Fadeev’s operator (−∆− 2iζ · ∇)–
with |ζ | > 1 satisfy the estimate
‖Gζf‖L2δ ≤
C(δ)
|ζ | ‖f‖L2δ+1 , (22)
‖∂xjGζf‖L2δ ≤ C(δ) ‖f‖L2δ+1 , (23)
for any f ∈ L2δ+1 with j = 1, 2, 3. Estimate (22) was proven in [31], while
(23) was proven in [2].
Denote Fζ = GζI8. Applying Fζ to both sides of (21) we get
(I8 + Fζ(ω
2ε0µ0I8 +Q))R = −Fζ(ω2ε0µ0I8 +Q)L. (24)
On the other hand, we can estimate
∥∥Fζ(ω2ε0µ0I8 +Q)R∥∥L2δY ≤ C(δ, ρ)|ζ |
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) ‖R‖L2δY ,
where we applied (22) and used the fact that ω2ε0µ0I8 + Q has compact
support in B(O; ρ).
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Then, assuming
|ζ | > C(δ, ρ)
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) ,
the operator (I8 + Fζ(ω
2ε0µ0I8 +Q))
−1 is bounded in L2δY and
R = −(I8 + Fζ(ω2ε0µ0I8 +Q))−1Fζ(ω2ε0µ0I8 +Q)L,
with
‖R‖L2δY ≤
C(δ, ρ)
|ζ | |L|
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) .
Here we used again (22) and the fact that ω2ε0µ0I8+Q has compact support
in B(O; ρ). This compactness is crucial in our arguments.
On the other hand, from (24) and (23) we deduce that
‖PR‖L2δY ≤
∥∥P [Fζ(ω2ε0µ0I8 +Q)(R + L)]∥∥L2δY
≤ C(δ, ρ)
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) (|L|+ ‖R‖L2δY ).

The arguments given in the above proof were used in [31] for scalar equa-
tions of the same type as (21). We exploit below the uniqueness for these
scalar equations.
We will use the CGO solutions constructed for (10) to produce analogous
solutions for Maxwell’s equations. The procedure follows the ideas exposed
in Section 1.2, using the decoupled scalar equations in (11).
Proposition 9 Let δ be a constant such that −1 < δ < 0 and let ζ ∈ C3 be
such that ζ · ζ = ω2ε0µ0 with
|ζ | > C(δ, ρ)
(∑
j=1,2
∥∥ω2ε0µ0 + qj∥∥L∞(Bρ) + 8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ)
)
,
where
q1 = −1
2
∆β − κ2 − 1
4
(Dβ ·Dβ), q2 = −1
2
∆α− κ2 − 1
4
(Dα·Dα).
Then, there exists a
Z = eiζ·x(L+R)
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solution of (−∆I8 +Q)Z = 0 in E, with Z|Ω ∈ H2(Ω;Y),
L =
1
|ζ |

ζ · a
ωε
1/2
0 µ
1/2
0 b
ζ · b
ωε
1/2
0 µ
1/2
0 a
 ,
for a, b constant complex vector fields, and R satisfying
‖R‖L2δY ≤
C(δ, ρ)
|ζ | |L|
8∑
j,k=1
∥∥(ω2ε0µ0I8 +Q)kj∥∥L∞(Bρ) .
Furthermore, Y = (P −W t)Z is solution for (P +W )Y = 0 in E and it reads
Y =
(
0 µ1/2H t 0 γ1/2Et
)t
with E,H solution for (1) in E.
Proof: Let Y be defined by Y = (P −W t)Z, with Z the solution con-
structed in Lemma 8. If we denote
Y =
(
f 1 (u1)t f 2 (u2)t
)t
,
we will prove that f 1 = f 2 = 0.
Note that Y solves (11) weakly, with f j solving the following decoupled
equation:
(−∆+ qj)f j = 0, j = 1, 2
in the weak sense.
Denoting L,R from Lemma 8 as
L =
(
l1 (L1)t l2 (L2)t
)t
, R =
(
r1 (R1)t r2 (R2)t
)t
; (25)
the functions f j can be expressed as f j = eiζ·x(mj + sj) with
m1 = ζ · L2 − κl1 s1 = −1
2
Dβ · L2 + (ζ +D − 1
2
Dβ) ·R2 − κr1,
m2 = ζ · L1 − κl2 s2 = −1
2
Dα · L1 + (ζ +D − 1
2
Dα) ·R1 − κr2.
It is again a straight forward computation to check that
(−∆− 2iζ · ∇+ ω2ε0µ0 + qj)(mj + sj) = 0, j = 1, 2. (26)
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Further, using (25), (19), (20) and
suppDα ⊂ B(O; ρ), suppDβ ⊂ B(O; ρ);
one sees that sj ∈ L2δ . Recall that equation (26) has a unique solution in L2δ
whenever |ζ | > C(δ, ρ) ‖ω2ε0µ0 + qj‖L∞(Bρ), certainly it has to be the trivial
one. Therefore, if mj were also in L
2
δ , then f
j would vanish. Note that in
order to have mj ∈ L2δ , it is enough for its support to be compact. This could
be accomplished by choosing lj , Lj such that
ζ · L2 = ωε1/20 µ1/20 l1, ζ · L1 = ωε1/20 µ1/20 l2.

Next, we construct the same kind of solutions for the equation (P +
W ∗)Yˆ = 0. Since (12) holds and ω2ε0µ0+Qˆ has compact support in B(O; ρ),
the same kind of arguments used in the proof of Lemma 8 can be carried out
to state the following lemma.
Lemma 10 Let δ be a constant such that −1 < δ < 0 and let ζ ∈ C3 be
such that ζ · ζ = ω2ε0µ0 with
|ζ | > C
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
for some constant C = C(δ, ρ) > 0. Then, there exists a
Zˆ = eiζ·x(Lˆ+ Rˆ)
solution of (−∆I8 + Qˆ)Zˆ = 0 in E, with Zˆ|Ω ∈ H2(Ω;Y), Lˆ = Lˆ(ζ) constant
and Rˆ = Rˆ(ζ) satisfying
∥∥∥Rˆ∥∥∥
L2δY
≤ C(δ, ρ)|ζ | |Lˆ|
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)∥∥∥PRˆ∥∥∥
L2δY
≤ C(δ, ρ)
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
(
|Lˆ|+
∥∥∥Rˆ∥∥∥
L2δY
)
.
As a consequence of this lemma we get the following proposition, whose
main difference with respect to Proposition 9 is the construction of solutions
for the rescaled system instead of solutions for Maxwell’s equations.
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Proposition 11 Let ζ ∈ C3 be such that ζ · ζ = ω2ε0µ0 with
|ζ | > C(ρ)
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
.
Then, there exists a
Yˆ = eiζ·x(M + S)
solution for the equation (P +W ∗)Yˆ = 0 in E, with Yˆ |Ω ∈ H1(Ω;Y),
M =
1
|ζ |

ζ ·aˆ
−ζ×aˆ
ζ · bˆ
ζ×bˆ
 ,
for aˆ, bˆ constant complex vector fields, and S satisfying
‖S‖L2(Ω;Y) ≤
C(ρ,Ω)
|ζ |
8∑
j,k=1
(∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
+
∥∥W kj ∥∥L∞(Ω)) .
Proof: Let Zˆ be the solution constructed in Lemma 10, then by equation
(12), Yˆ = (P −W )Zˆ is a solution of (P +W ∗)Yˆ = 0 in E. Considering
Lˆ =
1
|ζ |
(
0 bˆt 0 aˆt
)t
with aˆ, bˆ constant complex vector fields, the solution Yˆ can be expressed as
Yˆ = eiζ·x(M + S), with
M = iPζLˆ, S = PRˆ + iPζRˆ−WLˆ−WRˆ,
where Pζ is as in (17) and S satisfies
‖S‖L2(Ω;Y) ≤C(δ, ρ,Ω)
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
(
|Lˆ|+
∥∥∥Rˆ∥∥∥
L2δY
)
+ C(δ, ρ,Ω)|Lˆ|
8∑
j,k=1
∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
+
8∑
j,k=1
∥∥W kj ∥∥L∞(Ω) (∥∥∥Lˆ∥∥∥L2(Ω;Y) + C(Ω) ∥∥∥Rˆ∥∥∥L2δY
)
≤C(δ, ρ,Ω)|ζ |
8∑
j,k=1
(∥∥∥(ω2ε0µ0I8 + Qˆ)kj∥∥∥
L∞(Bρ)
+
∥∥W kj ∥∥L∞(Ω)) .
The last estimate is a consequence of Lemma 10. 
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2.2 Proof of the log-type estimate
The general ideas of this section go back to [1]. The most relevant difference
is the use of a Carleman estimate.
Let µ1, γ1 and µ2, γ2 be two pairs of coefficients under the hypothesis of
Theorem 2 and let us choose
ζ1 = −1
2
ξ + i
(
τ 2 +
|ξ|2
4
)1/2
η1 +
(
τ 2 + ω2ε0µ0
)1/2
η2, (27)
ζ2 =
1
2
ξ − i
(
τ 2 +
|ξ|2
4
)1/2
η1 +
(
τ 2 + ω2ε0µ0
)1/2
η2, (28)
with τ ≥ 1 a free parameter controlling the size of |ζ1| and |ζ2|, where ξ, η1, η2
are constant vector fields satisfying |η1| = |η2| = 1, η1 · η2 = 0 and ηj · ξ = 0
for j = 1, 2. Note that ζ1 − ζ2 = −ξ and
ζ1
|ζ1| = i
η1√
2
+
η2√
2
+O(τ−1), ζ2|ζ2| = −i
η1√
2
+
η2√
2
+O(τ−1).
Let us consider Z1 = e
iζ1·x(L1 +R1), Y1 the solutions stated in Proposition 9
corresponding to the pair µ1, γ1 with |ζ1| > C(ρ,M). Recall that
L1 =
1
|ζ1|

ζ1 · a1
ωε
1/2
0 µ
1/2
0 b1
ζ1 · b1
ωε
1/2
0 µ
1/2
0 a1
 , ‖R1‖L2(Ω;Y) ≤ C(ρ,Ω,M)|ζ1| .
Additionally, consider Y2 = e
iζ2·x(M2+S2) the solution stated in Proposition
11 corresponding to µ2, γ2 with |ζ2| > C(ρ,M). Also recall that
M2 =
1
|ζ2|

ζ2 · a2
−ζ2×a2
ζ2 · b2
ζ2×b2
 , ‖S2‖L2(Ω;Y) ≤ C(ρ,Ω,M)|ζ2| .
Next we plug these solutions into the estimate (18) of Proposition 7, with
different choices of aj, bj .
Choosing b1 = b2 = 0 and a1, a2 such that(
i
η1√
2
+
η2√
2
)
· a1 =
(
i
η1√
2
+
η2√
2
)
· a2 = 1
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one gets, when τ becomes large, that
((Q1 −Q2)Z1|Y2)Ω =
=
∫
Ω
e−iξ·x
(
1
2
∆(α1 − α2) + 1
4
(∇α1 ·∇α1 −∇α2 ·∇α2) + (κ22 − κ21)
)
dV
+O((τ 2 + |ξ|2)−1/2),
where the implicit constant in the symbol O is C = C(ρ,Ω,M). Choosing
a1 = a2 = 0 and b1, b2 such that(
i
η1√
2
+
η2√
2
)
· b1 =
(
i
η1√
2
+
η2√
2
)
· b2 = 1
one gets, when τ becomes large, that
((Q1 −Q2)Z1|Y2)Ω =
=
∫
Ω
e−iξ·x
(
1
2
∆(β1 − β2) + 1
4
(∇β1 ·∇β1 −∇β2 ·∇β2) + (κ22 − κ21)
)
dV
+O((τ 2 + |ξ|2)−1/2),
where the implicit constant is C(ρ,Ω,M). Write
f = 1Ω
(
1
2
∆(α1 − α2) + 1
4
(∇α1 ·∇α1 −∇α2 ·∇α2) + (κ22 − κ21)
)
g = 1Ω
(
1
2
∆(β1 − β2) + 1
4
(∇β1 ·∇β1 −∇β2 ·∇β2) + (κ22 − κ21)
)
,
where 1Ω is the indicator function of Ω. By Proposition 7 and the properties
of the special solutions, there exist three constants c = c(Ω), C = C(ρ,Ω,M)
and C ′ = C ′(ρ,M) such that, for any τ ≥ C ′ one has
|f̂(ξ)|+ |ĝ(ξ)| ≤ C
(
B
(
δC(C1, C2)
)
ec(τ
2+|ξ|2)1/2 + (τ 2 + |ξ|2)−1/2
)
.
Note that, for s1 < 0 and R ≥ 1, one has
‖f‖2Hs1 (E) + ‖g‖2Hs1 (E) =
∫
|ξ|<R
(1 + |ξ|2)s1(|f̂(ξ)|2 + |ĝ(ξ)|2) dξ
+
∫
|ξ|≥R
(1 + |ξ|2)s1(|f̂(ξ)|2 + |ĝ(ξ)|2) dξ
≤ C (B(δC(C1, C2))ec(R+τ) + τ−1)2 ∫ R
0
(1 + |r|2)s1r2 dr
+ (1 +R2)s1
(
‖f‖2L2(Ω) + ‖g‖2L2(Ω)
)
.
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Therefore,
‖f‖Hs1 (E) + ‖g‖Hs1 (E) ≤ C
(
B
(
δC(C1, C2)
)
ec(R+τ) + τ−1R3/2+s1 +Rs1
)
.
Now we choose R in such a way that τ−1R3/2+s1 decays as Rs1, that is,
R = τ 2/3, hence
‖f‖Hs10 (Ω) + ‖g‖Hs10 (Ω) ≤ C
(
B
(
δC(C1, C2)
)
ecτ + τ 2/3s1
)
.
On the other hand, the a priori bound was chosen to have
‖f‖Hs2 (Ω) + ‖g‖Hs2 (Ω) ≤ C(M),
for 0 < s2 < 1/2. Finally, by the interpolation estimate (32) there exist two
constants C ′ = C ′(ρ,M) and C = C(ρ,Ω,M, ω) such that, for any τ ≥ C ′,
the following estimate holds
‖f‖L2(Ω) + ‖g‖L2(Ω) ≤ C
(
B
(
δC(C1, C2)
)
ecτ + τ 2/3s1
)θ
, (29)
with 0 = θs1 + (1− θ)s2.
The idea now is to transfer this estimate from f, g to the difference of
the coefficients µ1 − µ2 and γ1 − γ2. This can be accomplished by using the
following Carleman estimate.
There exists a positive constant C(Ω) such that, for all h ≤ 1 and any
function φ ∈ C1,1(Ω), the following estimate holds
h
∥∥eϕ/hφ∥∥2
L2(Ω)
+ h3
∥∥eϕ/h∇φ∥∥2
L2(Ω;C3)
≤
≤ C
(
h4
∥∥eϕ/h∆φ∥∥2
L2(Ω)
+ h
∥∥eϕ/hφ∥∥2
L2(∂Ω)
+ h3
∥∥eϕ/h∇φ∥∥2
L2(∂Ω;C3)
)
,
where ϕ = 1/2|x − x0|2 with x0 /∈ Ω. The constant here depends on the
distance from x0 to Ω and on the diameter of Ω. A Carleman estimate of
this type can be found in [10].
A simple computation give:
f = 1Ωγ
−1/2
1
[
∆(γ
1/2
1 − γ1/22 ) + qf (γ1/21 − γ1/22 ) + pf(µ1/21 − µ1/22 )
]
,
g = 1Ωµ
−1/2
1
[
∆(µ
1/2
1 − µ1/22 ) + qg(µ1/21 − µ1/22 ) + pg(γ1/21 − γ1/22 )
]
;
where
qf = −
(
∆γ
1/2
2
γ
1/2
2
+ ω2γ
1/2
1 (γ
1/2
1 µ1 + γ
1/2
2 µ2)
)
, pf = −ω2γ1γ1/22 (µ1/21 + µ1/22 ),
qg = −
(
∆µ
1/2
2
µ
1/2
2
+ ω2µ
1/2
1 (µ
1/2
1 γ1 + µ
1/2
2 γ2)
)
, pg = −ω2µ1µ1/22 (γ1/21 + γ1/22 ).
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Note that, thanks to the a priori bounds, we have the following differential
inequalities:
|∆(γ1/21 − γ1/22 )| ≤ C(M)(|f |+ |γ1/21 − γ1/22 |+ |µ1/21 − µ1/22 |),
|∆(µ1/21 − µ1/22 )| ≤ C(M)(|g|+ |γ1/21 − γ1/22 |+ |µ1/21 − µ1/22 |).
In order to simplify the notation, let us write φ1 = γ
1/2
1 − γ1/22 and φ2 =
µ
1/2
1 − µ1/22 . By the differential inequalities written above and the Carleman
estimate, one has∑
j=1,2
(
h
∥∥eϕ/hφj∥∥2L2(Ω) + h3 ∥∥eϕ/h∇φj∥∥2L2(Ω;C3)) ≤
≤ C ′′
∑
j=1,2
(
h4
∥∥eϕ/hφj∥∥2L2(Ω) + h ∥∥eϕ/hφj∥∥2L2(∂Ω) + h3 ∥∥eϕ/h∇φj∥∥2L2(∂Ω;C3))
+C ′′h4
(∥∥eϕ/hf∥∥2
L2(Ω)
+
∥∥eϕ/hg∥∥2
L2(Ω)
)
,
where the constant is C ′′ = C ′′(Ω,M). The terms h4
∥∥eϕ/hφj∥∥2L2(Ω), with
j = 1, 2, can be absorbed by the left hand side of the inequality. Hence, if
d1 = inf{de(x; x0)2 : x ∈ Ω} and d2 = sup{de(x; x0)2 : x ∈ Ω} we get, for any
h < C ′′(Ω,M)−1/3, that
ed1/h
∑
j=1,2
(
h ‖φj‖2L2(Ω) + h3 ‖∇φj‖2L2(Ω;C3)
)
≤ C ′′ed2/h×[
h4
(
‖f‖2L2(Ω) + ‖g‖2L2(Ω)
)
+
∑
j=1,2
(
h ‖φj‖2L2(∂Ω) + h3 ‖∇φj‖2L2(∂Ω;C3)
)]
.
But now we can easily estimate
‖φ1‖L2(∂Ω) ≤ C ‖γ1 − γ2‖L∞(∂Ω) ≤ CB
(
δC(C1, C2)
)
,
‖∇φ1‖L2(∂Ω;C3) ≤ C
(
‖γ1 − γ2‖L∞(∂Ω) + ‖∇(γ1 − γ2)‖L∞(∂Ω;C3)
)
≤ CB(δC(C1, C2)),
‖φ2‖L2(∂Ω) ≤ C ‖µ1 − µ2‖L∞(∂Ω) ≤ CB
(
δC(C1, C2)
)
,
‖∇φ2‖L2(∂Ω;C3) ≤ C
(
‖µ1 − µ2‖L∞(∂Ω) + ‖∇(µ1 − µ2)‖L∞(∂Ω;C3)
)
≤ CB(δC(C1, C2)),
‖γ1 − γ2‖L2(Ω) + ‖∇(γ1 − γ2)‖L2(Ω;C3) ≤ C
(
‖φ1‖L2(Ω) + ‖∇φ1‖L2(Ω;C3)
)
,
‖µ1 − µ2‖L2(Ω) + ‖∇(µ1 − µ2)‖L2(Ω;C3) ≤ C
(
‖φ2‖L2(Ω) + ‖∇φ2‖L2(Ω;C3)
)
.
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The constants above depend on the a priori bounds M . These inequalities
and estimate (29) gives us
‖γ1 − γ2‖H1(Ω) + ‖µ1 − µ2‖H1(Ω) ≤Ce
d2−d1
2h
(
B
(
δC(C1, C2)
)
ecτ + τ 2/3s1
) s2
s2−s1
+ Ce
d2−d1
2h B
(
δC(C1, C2)
)
,
where d2 > d1, s1 < 0 < s2 < 1/2, c = c(Ω), C = C(ρ,Ω,M), τ ≥ C ′(ρ,M)
and h < C ′′(Ω,M)−1/3. To end up with the estimate given in the statement,
it is enough to note that
0 < −2
3
s1s2
s2 − s1 <
2
3
s2,
and to choose the parameter τ as
τ = − 1
2c
logB
(
δC(C1, C2)
)
.
A Appendix
In this appendix, we state some elementary concepts and collect some known
facts relative to Lipschitz domains and Sobolev-Besov spaces.
A.1 Lipschitz domain
Definition 12 Let Ω be a nonempty, proper open subset of E and fix a point
x0 on its boundary ∂Ω. We say that Ω is a Lipschitz domain near x0 if there
exist
(i) a plane q ⊂ E passing through x0 and a choice of a unit vector Nq
normal to q;
(ii) some euclidean coordinates E0 : E → R3 such that E0(x0)j = 0 for
j = 1, 2, 3 and E0(x) ∈ R2 × {0}, for any x ∈ q (for short, we shall
denote E0(x)j by yj);
(iii) and an open cylinder Cx0c1,c2 = {x ∈ E : |y′| < c1, |y3| < c2} –called
coordinate cylinder near x0– such that
Cx0c1,c2 ∩ Ω = Cx0c1,c2 ∩ {x ∈ E : y3 > φ(y1, y2)},
Cx0c1,c2 ∩ ∂Ω = Cx0c1,c2 ∩ {x ∈ E : y3 = φ(y1, y2)},
Cx0c1,c2 ∩ Ω
c
= Cx0c1,c2 ∩ {x ∈ E : y3 < φ(y1, y2)};
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for some Lipschitz function φ : R2 → R satisfying
φ(0) = 0, and |φ(y1, y2)| < c2 if |y′| ≤ c1.
Finally, we say that Ω is a Lipschitz domain if it is a Lipschitz domain
near every point x ∈ ∂Ω.
In this definition the superscript c denotes the complement of a set, relative
to E; and |y′|2 = |y1|2 + |y2|2.
Recall that for a Lipschitz domain there exists a measurable unit normal
vector field N along ∂Ω pointing outward. In this context, we can set the
following integration by parts formulas
−
∫
Ω
(∇ · u)f dV =
∫
Ω
u·∇f dV −
∫
∂Ω
(N ·u)f |∂Ω dA (30)
and ∫
Ω
(∇×u)·v dV =
∫
Ω
u·(∇×v) dV +
∫
∂Ω
(N×u)·v|∂Ω dA, (31)
where f is a smooth function on Ω and u, v are vector fields on Ω. Here dA
stands for the area element and |∂Ω denotes the restriction to ∂Ω.
A.2 Sobolev and Besov spaces
Most of the facts collected here can be found in [11] and the references therein.
Definition 13 For any s ∈ R, define the potential Sobolev space on E as
Hs(E) = C∞0 (E)
‖.‖Hs(E),
with the norm
‖f‖2Hs(E) =
∫
R3
(1 + |ξ|2)s|f̂(ξ)|2 dξ.
When s = 0 this space is L2(E).
Denote by f |Ω the restriction of f ∈ L2(E) to Ω ⊂ E.
Definition 14 For any s ≥ 0, define the potential Sobolev space on Ω as
Hs(Ω) = {f |Ω : f ∈ Hs(E)},
with the norm
‖g‖Hs(Ω) = inf{‖f‖Hs(E) : f |Ω = g}.
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On the other hand, for s ∈ R, define
Hs0(Ω) = {f ∈ Hs(E) : supp f ⊆ Ω},
with norm
‖f‖Hs0(Ω) = ‖f‖Hs(E) .
Finally, for s > 0, define the space H−s(Ω) as the dual of Hs0(Ω), that is,
H−s(Ω) = (Hs0(Ω))
∗.
It is well known that C∞(Ω) = {f |Ω : f ∈ C∞(E)} is dense in Hs(Ω), for
s ∈ R. When s = 0 this is L2(Ω).
On the other hand, Hs(E) is a complex interpolation scale for s ∈ R; that
is, for any s1, s2 ∈ R, one has
[Hs1(E), Hs2(E)]θ = H
s(E),
with s = θs1 + (1 − θ)s2 with θ ∈ (0, 1). Moreover, the extension by zero
outside Ω is a bounded linear operator from Hs(Ω) to Hs(E) for −1/2 < s <
1/2 (see [32]), which allows to identify the spaces Hs(Ω) and Hs0(Ω) for the
same range of s. With these facts in mind, notice that
‖f‖Hs0(Ω) ≤ C ‖f‖
θ
H
s1
0 (Ω)
‖f‖1−θHs2 (Ω) , (32)
for s = θs1 + (1− θ)s2 with s1 ∈ R and −1/2 < s2 < 1/2.
Recall that
W 2,∞(Ω) = {f ∈ L∞(Ω) : ∂αf ∈ L∞(Ω), 0 < |α| ≤ 2},
with the norm
‖f‖W 2,∞(Ω) =
∑
0≤|α|≤2
‖∂αf‖L∞(Ω) .
We next define the Besov spaces in an intrinsic way. To do it we introduce
the functional
Is(f) =
(∫
R2
‖f(+ y)− f()‖2L2(R2)
|y|2+2s dy
)1/2
,
defined for f ∈ S(R2) –the space of rapidly decreasing functions.
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Definition 15 For 0 < s < 1, let us define the Besov space
Bs(R2) = {f ∈ L2(R2) : Is(f) < +∞},
with the norm
‖f‖Bs(R2) = ‖f‖L2(R2) + Is(f).
Now we shall extend these Besov spaces on R2 to Besov spaces on ∂Ω. Let
x1, . . . , xn belong to ∂Ω and Γ1, . . . ,Γn be Γj = C
xj
c1,c2 ∩ ∂Ω for j = 1, . . . , n,
such that ∂Ω = Γ1 ∪ · · · ∪ Γn; and consider a partition of unity χ1, . . . , χn
subordinate to Γ1, . . . ,Γn. We shall say that f ∈ Bs(∂Ω) for 0 < s < 1 if
(χjf) ◦ E−1j (, φj()) ∈ Bs(R2),
for any possible choice of points and any partition of unity related to them
as above. Here Ej and φj are, respectively, the euclidean coordinates and the
function defining the boundary locally, corresponding to the point xj . The
norm defined on these spaces will be given by
‖f‖Bs(∂Ω) = inf {
n∑
j=1
∥∥(χjf) ◦ E−1j (, φj())∥∥Bs(R2) : n ∈ N,
xj ∈ ∂Ω, supp(χj) ⊂ Γj, j = 1, . . . , n}.
One of the reasons to introduce these spaces is to describe the properties of
the trace operator. Namely, the trace operator |∂Ω : Hs(Ω) −→ Bs−1/2(∂Ω)
is well-defined, bounded and onto, whenever 1/2 < s < 3/2. In addition, it
has a bounded right inverse whose norm is controlled by s and the Lipschitz
character of Ω.
For later references, we give the following lemma.
Lemma 16 Let s, ǫ be such that 0 < s < 1 and 0 < ǫ ≤ 1 − s. Then,
there exists a constant C(s, ǫ) > 0 such that, for any g ∈ C0,s+ǫ(∂Ω) and any
f ∈ Bs(∂Ω),
‖gf‖Bs(∂Ω) ≤ C ‖g‖C0,s+ǫ(∂Ω) ‖f‖Bs(∂Ω) . (33)
Remark: The constant C(s, ǫ) given here blows up when ǫ becomes
small.
Proof: Let x1, . . . , xn belong to ∂Ω and Γ1, . . . ,Γn be such that Γj =
C
xj
c1,c2 ∩ ∂Ω for j = 1, . . . , n, such that ∂Ω = Γ1 ∪ · · · ∪ Γn. Let λ > 0 be the
Lebesgue number associated to {Γj}nj=1 and define
Γ˜j = {x ∈ Γj : inf
x′∈∂Ω\Γj
de(x, x
′) > λ/4}.
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Note that ∂Ω = Γ˜1 ∪ · · · ∪ Γ˜n. Let us consider a partition of unity χ1, . . . , χn
subordinated to Γ˜1, . . . , Γ˜n and denote
fj(y) = (χjf) ◦ E−1j (y, φj(y)), gj(y) = (1Γjg) ◦ E−1j (y, φj(y)).
Here 1Γj stands for the indicator function of Γj. Consider xk ∈ Γj with
k = 1, 2, we can write xk = E−1j (yk, φj(yk)) for yk ∈ R2. By the Lipschitz
character of φj, one has
de(x1, x2) ≤ C|y1 − y2|.
Then, noting that
(Is(gjfj))
2 ≤ 2 sup
y′∈Ej(Γ˜j)
C|y|<λ/5
|gj(y′ + y)− gj(y′)|2
|y|2(s+ǫ) ‖fj‖
2
L2(R2)
∫
C|y|<λ/5
1
|y|2(1−ǫ) dy
+8 ‖gj‖2L∞(R2) ‖fj‖2L2(R2)
∫
C|y|≥λ/5
1
|y|2(1+s) dy + 2 ‖gj‖
2
L∞(R2) (I
s(fj))
2 ,
we can achieve the result. 
Definition 17 For 0 < s < 1, define the space B−s(∂Ω) as the dual of
Bs(∂Ω), that is,
B−s(∂Ω) = (Bs(∂Ω))∗.
In the same conditions as in Lemma 16, one has, by duality –recall that
〈gf |h〉 = 〈f |gh〉 for any h ∈ Bs(∂Ω)–, that
‖gf‖B−s(∂Ω) ≤ C ‖g‖C0,s+ǫ(∂Ω) ‖f‖B−s(∂Ω) .
The constant here is the same as in Lemma 16 and blows up when ǫ becomes
small.
Definition 18 For s ∈ R define
Hs(Ω;C3) = XE|Ω
‖‖
Hs(Ω;C3)
where
‖u‖2Hs(Ω;C3) =
3∑
j=1
∥∥u(j)∥∥2
Hs(Ω)
.
Here XE|Ω = {u|Ω : u ∈ XE}. When s = 0 this space will be denoted by
L2(Ω;C3).
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Definition 19 For 0 < |s| < 1 define
Bs(∂Ω;C3) = XE|∂Ω‖‖Bs(∂Ω;C3)
where
‖w‖2Bs(∂Ω;C3) =
3∑
j=1
∥∥w(j)∥∥2
Bs(∂Ω)
and XE|∂Ω = {u|∂Ω : u ∈ XE}. In the same way, let us define
L2(∂Ω;C3) = XE|∂Ω‖‖L2(∂Ω;C3)
where
‖w‖2L2(∂Ω;C3) =
3∑
j=1
∥∥w(j)∥∥2
L2(∂Ω)
.
Let us point out that, for 0 < |s| < 1 and 0 < ǫ ≤ 1− |s|,
‖gw‖Bs(∂Ω;C3) ≤ C ‖g‖C0,|s|+ǫ(∂Ω) ‖w‖Bs(∂Ω;C3) .
The constant above is the same as the one in Lemma 16 and, once again, it
blows up when ǫ becomes small.
On the other hand, by using the trace operator component by component
|∂Ω : Hs(Ω;C3) −→ Bs−1/2(∂Ω;C3)
is bounded and onto, whenever 1/2 < s < 3/2.
References
[1] G. Alessandrini, Stable determination of the conductivity by boundary
measurements, Appl. Anal. 27 (1988), 153–172.
[2] R. Brown, Global uniqueness in the impedance imaging problem for less
regular conductivities, SIAM J. Math. Anal. 27 (1996), 1049–1056.
[3] M. Birman and M. Solomyak, L2-theory of the Maxwell operator in
arbitrary domains, Russ. Math. Surv. 42 (1987), 75–96.
[4] M. Birman and M. Solomyak, On the main singularities of the elec-
tric component of the eletro-magnetic field in regions with screen, St.
Petersbg. Math. J. 5 (1993), 125–139.
32
[5] A. Bukhgeim and G. Uhlmann, Recovering a potential from partial
Cauchy data, Comm. PDE, 27 (2002), 653–668.
[6] P. Caro, P. Ola, and M. Salo, Inverse boundary value problem for
Maxwell equations with local data, Comm. PDE 34 (2009), 1425–1464.
[7] P. Caro, On an inverse problem in electromagnetism with local data:
stability and uniqueness, preprint (2010), arXiv:1005.4822.
[8] M. Costabel and M. Dauge, Singularities of electromagnetic fields in
polyhedral domains, Arch. Ration. Mech. Anal. 151 (2000), 221–276.
[9] P. Ha¨hner, Stability of the inverse electromagnetic inhomogeneous
medium problem, Inverse Problems 16 (2000), 155–174.
[10] V. Isakov, Carleman estimates and applications to inverse problems,
Milan J. Math. 72 (2004), 249–271.
[11] D. Jerison, and C. Kenig, The inhomogeneous Dirichlet problem in Lip-
schitz domains, J. Funct. Anal. 130 (1995), 161–219.
[12] M. Joshi, S. R. McDowall, Total determination of material parame-
ters from electromagnetic boundary information. Pacific J. Math. 193
(2000), 107–129.
[13] C. E. Kenig, M. Salo, and G. Uhlmann, Inverse problems for the
anisotropic Maxwell equations, preprint (2009), arXiv:0905.3275.
[14] R. Leis, Initial boundary value problems in mathematical physics, Wiley,
New York (1986).
[15] J.-L. Lions and E. Magenes, Non-homogeneous boundary value problems
and applications, Vol. I, Springer-Verlag, Berlin, (1972).
[16] N. Mandache, Exponential instability in an inverse problem for the
Schro¨dinger equation, Inverse Problems, 17 (2001) 1435–1444.
[17] S. R. McDowall, Boundary determination of material parameters from
electromagnetic boundary information. Inverse Problems 13 (1997),
153–163.
[18] S. R. McDowall, An electromagnetic inverse problem in chiral media.
Trans. Amer. Math. Soc. 352 (2000), no. 7, 2993–3013.
33
[19] M. Mitrea, Sharp Hodge decomposition, Maxwell’s equations, and vector
Poisson problems on non-smooth, three-dimensional riemannian mani-
folds, Duke Math. J. 125 (2004), 467–547.
[20] P. Ola, L. Pa¨iva¨rinta, and E. Somersalo, An inverse boundary value
problem in electrodynamics, Duke Math. J. 70 (1993), 617–653.
[21] P. Ola, L. Pa¨iva¨rinta, E. Somersalo, Inverse problems for time harmonic
electrodynamics. Inside out: inverse problems and applications, 169–
191,Math. Sci. Res. Inst. Publ., 47, Cambridge Univ. Press, Cambridge,
2003.
[22] P. Ola and E. Somersalo, Electromagnetic inverse problems and general-
ized Sommerfeld potentials, SIAM J. Appl. Math. 56 (1996), 1129–1145.
[23] J. Peetre, Another approach to elliptic boundary value problems, Comm.
Pure Appl. Math. 14 (1961), 279–317.
[24] M. Salo and L. Tzou, Carleman estimates and inverse problems for Dirac
operators. Math. Ann. 344 (2009), 161–184.
[25] M. Salo and L. Tzou, Inverse problems with partial data for a Dirac
system: a Carleman estimate approach. Adv. Math. (to appear).
[26] J. Saranen, U¨ber das Verhalten der Lo¨sungen der Maxwellschen Randw-
ertaufgabe in Gebieten mit Kegelspitzen. Math. Methods Appl. Sci. 2
(1980), 235–250.
[27] J. Saranen, U¨ber das Verhalten der Lo¨sungen der Maxwellschen Randw-
ertaufgabe in einigen nichtglatten Gebieten. Ann. Acad. Sci. Fenn. Ser.
A I Math. 6 (1981), 15–28.
[28] E. Sarkola, A unified approach to direct and inverse scattering for acous-
tic and electromagnetic waves, Ann. Acad. Sci. Fenn. Math. Diss. 101
(1995).
[29] E. Somersalo, D. Isaacson and M. Cheney, A linearized inverse boundary
value problem for Maxwell’s equations, J. Comp. Appl. Math. 42 (1992),
123–136.
[30] E. Stein, Singular Integrals and Differentiability Properties of Functions,
Princeton University Press (1970).
[31] J. Sylvester, and G. Uhlmann, A global uniqueness theorem for an in-
verse boundary value problem, Ann. of Math. 125 (1987), 153–169.
34
[32] H. Triebel, Function spaces in Lipschitz domains and on Lipschitz mani-
folds. Characteristic functions as pointwise multipliers, Rev. Mat. Com-
plut. 15 (2002), 475–524.
[33] C. Weber, A local compactness theorem for Maxwell’s equations, Math.
Meth. Appl. Sci. 2 (1980), 12–25.
35
