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Abstract
We consider a new type of language deﬁned by aword through iterative factor duplications, inspired
by the process of tandem repeats production in the evolution of DNA. We investigate the effect of
restricting the factor length to a constant. We prove that all these languages are regular, any word has
a unique uniformly bounded duplication root, and show how this root can be computed in linear time
and memory. We also address the problem of computing the uniformly bounded duplication distance
between two words.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In the last years there have been introduced some operations and generating devices based
on duplication operations, motivated by considerations frommolecular genetics. It is widely
accepted that DNA and RNA structures may be viewed to a certain extent as words; for
instance, a DNA strand can be presented as a word over the alphabet of the complementary
pairs of symbols (A, T ), (T ,A), (C,G), (G,C). Consequently, point mutations as well
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as large scale rearrangements occurring in the evolution of genomes may be modeled as
operations on words.
One of the most frequent and less well understood mutations among the genome re-
arrangements is the gene duplication or the duplication of a segment of a chromosome.
Chromosomal rearrangements include also pericentric and paracentric inversions, intra-
chromosomal as well as interchromosomal transpositions, translocations, etc. We refer to
[4,15] for discussions on different formal operations on words related to the language of
nucleic acids. Duplication appears also in natural languages, see, e.g. [7,12].
In the process of duplication, a stretch of DNA is duplicated to produce two or more
adjacent copies, resulting in a tandem repeat. An interesting property of tandem repeats is
that they make it possible to do “phylogenetic analysis” on a single sequence which might
be useful to determine a minimal or most likely duplication history. Several mathematical
models have been proposed for the production of tandem repeats including replication, slip-
page and unequal crossing over [6,14,20]. These models have been supported by biological
studies [16,19]. The so-called crossing over between “sister” chromatides is considered to
be one way of producing tandem repeats or block deletions in chromosomes. In [1], model-
ing and simulation suggests that very low recombination rates (unequal crossing over) can
result in very large copy number and higher order repeats. A language-theoretical model of
this type of crossing over has been considered in [2]. Context-free duplication grammars
introduced in [10], following an idea from [8], formalize the hypothesis that duplications
appear more or less at random within the genome in the course of its evolution.
In [3] one considers aword and constructs the language obtained by iteratively duplicating
any of its subwords. One proves that when starting from words over two-letter alphabets,
the obtained languages are regular; an answer for the case of arbitrary alphabets is given in
[9], where it is proved that each word over a three-letter alphabet generates a non-regular
language by duplication. This paper continues this line of investigation. Many questions are
still unsolved; we list some of them which appear more attractive to us
• Is the boundary of the duplication unique, is it conﬁned to a few locations or is it
seemingly unrestricted?
• Is the duplication unit size unique, does it vary in a small range or is it unrestricted?
• Does pattern size affect the variability of duplication unit size?
• Does duplication occur preferentially at some sites?
In [3] the duplication unit size is considered to be unrestricted. In [5] we investigate the
effect of restricting this size within a given range. This paper lies along the same lines of
investigation, more precisely we investigate the effect of restricting the duplication size to
a constant. In other words, all duplications are uniform with respect to their size.
2. Preliminaries
Now, we give the basic notions and notations needed in the sequel. For basic formal
language theory we refer to [13]. We use the following basic notation. For sets X and Y,
X\Y denotes the set-theoretic difference of X and Y. If X is ﬁnite, then card(X) denotes
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its cardinality; ∅ denotes the empty set. For any positive integer n we write [n] for the set
{1, 2, . . . , n}. The set of all words over an alphabet V is denoted by V ∗ and V + = V ∗\{ε},
where ε denotes the empty word. The length of a word x is denoted by |x|, hence |ε| = 0,
while the number of all occurrences of a letter a in x is denoted by |x|a . For a word x over
an alphabet V we denote by x˜ its mirror image, i.e. if x = a1a2 . . . an, ai ∈ V , i ∈ [n],
then x˜ = an . . . a2a1. This notation is naturally extended to a language L, namely L˜ is the
set of mirror images of all words in L. Moreover, for x as above, we denote by x[i..j ],
1 ijn, the subword of x which begins on the position ith and ends on the position jth
in x, namely x[i..j ] = ai . . . aj . If i = j , then we simply write x[i]. For a word x, Suf (x)
denotes the set of all sufﬁxes of x.
Let V be an alphabet; for a word w ∈ V + and X ∈ {N} ∪ {[n]|n1} ∪ {{n}|n1}, we
set
DX(w)= {uxxv|w = uxv, u, v ∈ V ∗, x ∈ V +, |x| ∈ X}.
Now we deﬁne recursively the languages
D0X(w)= {w},
DiX(w)=
⋃
x∈Di−1X (w)
DX(x), i1,
D∗X(w)=
⋃
i0
DiX(w).
In other words, D∗X(w) is the smallest language L′ ⊆ V ∗ such that w ∈ L′ and whenever
uxv ∈ L′, uxxv ∈ L′ holds for all u, v ∈ V ∗, x ∈ V +, and |x| ∈ X. The languagesD∗N(w),
D∗[n](w), andD∗{n}(w) are called the unbounded duplication language, n-bounded duplica-
tion language, and uniformly n-bounded duplication language deﬁned by w, respectively.
Anatural question concerns the place of unboundedduplication languages in theChomsky
hierarchy. In [3] it is shown that the unbounded duplication language deﬁned by any word
over a two-letter alphabet is regular, while [9] shows that these are the only cases when the
unbounded language deﬁned by a word is regular. By combining these results we have
Theorem 1 (Dassow et al. [3], Ming-wei [9]). The unbounded duplication language de-
ﬁned by a word w is regular if and only if w contains at most two different letters.
Unlike the case of unbounded duplication languages, we were able to set up the place of
bounded duplication languages in the Chomsky hierarchy, see [5].
Theorem 2 (Leupold et al. [5]). For any word r and any integer n1, the n-bounded
duplication language deﬁned by r is context-free.
Clearly, any language D∗[1](w) is regular. The same is true for any language D∗[2](w).
Indeed, it is an easy exercise (we leave it to the reader) to check that
D∗[2](w)= (w[1]+w[2]+)∗(w[2]+w[3]+)∗ . . . (w[|w − 1|]+w[|w|]+)∗.
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The following question appears in a natural way: Which are the minimal k and n such that
there are words w over an n-letter alphabet such that D∗[k](w) is not regular?
Theorem 3 (Leupold et al. [5]).
1. D∗[k](w) is always regular for any word w over a two-letter alphabet and any k1.
2. D∗[k](w) is not regular for any square-free word w over an at least three-letter alphabet
and any k4.
3. Uniformly bounded duplication languages
We start with some further notations. For two words x, y over an alphabet V such that
y ∈ D{k}(x) and p a positive integer, we write x(p,k)y if x = tuv, |t | = p − 1, |u| = k
and y = tuuv. Now we give a series of lemmas useful in the proof of the regularity of all
uniformly bounded duplication languages.
Lemma 1. D˜∗X(w)=D∗X(w˜) for any word w and anyX ∈ {N}∪ {[n]|n1}∪ {{n}|n1}.
Proof. The proof is a straightforward inductive argument on the number of duplications.
The induction basis is trivial as well as D˜X(w) = DX(w˜). Let z ∈ D˜kX(w), then z ∈
D˜X(y) = DX(y˜) for some y ∈ Dk−1X (w). Since y˜ ∈ ˜Dk−1X (w) = Dk−1X (w˜), the inclusion
D˜∗X(w) ⊆ D∗X(w˜) follows. The converse inclusion follows in the same way. 
Lemma 2. If x(p,k)y(q,k)z with q <p, then x(q,k)y′(p+k,k)z holds as well.
Proof. We distinguish two cases: the two segments which are to be duplicated (i) do not
overlap each other or (ii) overlap each other.
Case (i): The statement follows easily as soon as we notice that the word x is of the form
x=x1x2x3x4x5 with |x1|=q−1, |x1x2x3|=p−1, |x2|=|x4|=k, hence y=x1x2x3x4x4x5
and z= x1x2x2x3x4x4x5.
Case (ii): Now the word x is of the form x=x1x2x3x4x5 with |x1|=q−1, |x1x2|=p−1,
|x2x3| = |x3x4| = k. Therefore, y = x1x2x3x4x3x4x5 and z = x1x2x3x2x3x4x3x4x5. But
x(q,k)x1x2x3x2x3x4x5(p+k,k)z which concludes the proof. 
The next corollary is a direct consequence of the previous lemma.
Corollary 1. If
x = x1(p1,k)x2(p2,k)x3(p3,k) . . . xr(pr ,k)w (1)
for some pi , 1 ir , then
x = y1(q1,k)y2(q2,k)y3(q3,k) . . . yr(qr ,k)w (2)
holds for some q1q2 · · · qr .
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Proof. The following iterative procedure produces the computation (2) starting from the
computation (1). One looks for a pair (pi, pi+1), withpi+1<pi , in the current computation,
applies Lemma 2 to this pair and gets a new computation.When no such pair exists anymore,
the current computation is (2). Clearly, after at most r(r−1)/2 steps our procedure produces
the desired computation. 
Lemma 3. If x(p,k)y(q,k)z such thatpq and q−pk, then x(p,k)y(p,k)z holds.
Proof. Let x = x1x2x3x4x5 for some words xi , i ∈ [5], with |x1| = p − 1, |x1x2| = q −
1, and |x2x3| = k. Then y = x1x2x3x2x3x4x5 which produces z = x1x2x3x2x3x2x3x4x5
by duplicating the underlined segment. On the other hand, by duplicating the underlined
segment in y = x1x2x3x2x3x4x5 one gets the same word z. 
By this lemma, Corollary 1 may be rewritten as
Corollary 2. If x = x1(p1,k)x2(p2,k)x3(p3,k) . . . xr(pr ,k)w for some pi , 1 ir ,
then x = y1(q1,k)y2(q2,k)y3(q3,k) . . . yr(qr ,k)w holds for some q1q2 · · · qr .
Furthermore, for each i ∈ [r − 1], either qi = qi+1 or qi+1 − qi > k holds.
Based on these preliminary results we can prove now
Theorem 4. For any k1 and any word x, the language D∗{k}(x) is regular.
Proof. We construct the ﬁnite automaton with empty moves
A=
(
Q, alph(x), ,
[
ε
ε
x˜
]
,
{[
ε
ε
ε
]})
,
where the set Q of states is deﬁned by
Q=
{[ 

y
]
|(y ∈ Suf (x˜)) ∧ ((0 ||k − 1 ∧ = ε) ∨ (|| = k ∧ 0 ||k))
}
.
The transition function  is deﬁned as follows:
(i) 
([
ε
y
]
, a
)
=
[a
ε
y
]
, 0 ||k − 1,
(ii) 
([

y
]
, a
)
=
[ 
a
y
]
, || = k, 0 ||k − 1,
(iii) 
([

y
]
, ε
)
=
[
ε
y
]
, || = k,
(iv) 
([
a
ε
ay
]
, ε
)
=
[
ε
y
]
, a ∈ alph(x).
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Clearly, the language accepted by this automaton is included in D∗{k}(˜x). We argue that
all words in D˜∗{k}(x) are accepted by our automaton. Let z be a word in this language, by
Corollary 2
x = y1(q1,k)y2(q2,k)y3(q3,k) · · · (qr ,k)˜z
for some q1q2 · · · qr such that for each i ∈ [r − 1], either qi = qi+1 or qi+1− qi > k
holds. In order to accept z, the automaton works as follows:
(1) Matches the preﬁx of z of length |z| − (qr + 2k − 1) with the preﬁx of x˜ of the same
length using the rules (i) and (iv).
(2) Reduces the last duplication in z˜, namely z˜[qr ..qr + k− 1]˜z[qr + k..qr + 2k− 1], using
the rules (ii) and (iii).
(3) Resumes the process for the rest of the input word.
Therefore, the language accepted by A is exactly D˜∗{k}(x). As the family of regular lan-
guages is closed under reversal, it follows that D∗{k}(x) is regular, too. 
4. Duplication roots
Let X ∈ {N} ∪ {[n]|n1} ∪ {{n}|n1}, a word is called X-square-free if it has no
X-duplication (X-square) as a subword. Formally, w is X-square-free if w does not contain
any factor zz with |z| ∈ X. Axel Thue was the ﬁrst who studied different problems related
to X-square-free words, see, e.g. [17,18].
Let V be an alphabet and X ∈ {N} ∪ {[n]|n1} ∪ {{n}|n1}; for a word w ∈ V + we
write wXz if w= uxxy and z= uxy, for some u, y ∈ V ∗, x ∈ V +, |x| ∈ X. We say that
z is obtained from w by reducing the duplication (square) xx. The reﬂexive and transitive
closure of the relation X is denoted by ∗X. An X-square-free word z is said to be an
X-duplication root of w iffw∗Xz. It is obvious that each word has an X-duplication root for
any X as above; a natural problem concerns the uniqueness of this root and the complexity
of computing this root, provided that it is unique.
It is known that there are words having more than one N-duplication root. However, to
construct such a word one needs at least three letters. For example, x=ababcbabc has two
N-duplication roots: abc and abcbabc. By this example, one may infer that there are words
over an alphabet with at least three letters having more than one [n]-duplication root for
any n4. On the other hand, it is plain that any word has an unique [n]-duplication root for
n2.We do not knowwhether or not there exist words havingmore than one [3]-duplication
root. These considerations appear more interesting in conjunction with Theorem 3 and the
fact that D∗[2](w) is regular for any word w. This suggests the fact that given an alphabet
V and n ∈ N, if D∗[n](w) is regular for any w ∈ V ∗, then each word of V ∗ has an unique[n]-duplication root.We do not know whether this fact is true or not. The rest of this section
is dedicated to the study of {n}-duplication roots. We start by a simple fact.
Proposition 1. For every n1, and any alphabet V, the set of all {n}-duplication roots
of the words over V is regular. If V contains at least three letters, the union of all these
languages is not even context-free.
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Fig. 1.
Fig. 2.
Proof. Given n1 and V, the language of all words containing a square of length exactly
n is regular. To this aim, we consider a ﬁnite automaton which operates as follows: at some
point it guesses that a square of length n starts in the input word. Then it stores the next n
letters, in order, in its states and matches them against the following n letters. If this match
is successful, then the input word is accepted, otherwise it is rejected. By the closure of
the class of regular languages under complement, the ﬁrst statement follows. The second
statement is proved in [11]. 
Lemma 4. Let V be an alphabet,  ∈ V +, and k1. If {k} and {k} for some words
,  ∈ V +,  = , then there exists a word  ∈ V + such that {k} and {k}.
Proof. Assume that  contains two {k}-duplications which can be reduced; more precisely,
let xx and yy be two {k}-duplications which appear in . Assume that  and  are obtained
from  by reducing the {k}-duplication xx and yy, respectively. We distinguish two main
cases:
Case 1: The words xx and yy do not overlap each other in . Hence,  = uxxvyyz,
=uxvyyz, and =uxxvyz, for some u, v, y ∈ V ∗. We take =uxvyz; clearly {k}
and {k}.
Case 2: The words xx and yy do overlap each other. Since |x| = |y| = k two non-trivial
cases are considered.
Case 2a: The words xx and yy overlap each other as shown in Fig. 1.
It follows that  = uxtyv,  = uxryv; furthermore x = rs and y = st . Clearly,  =
urstyv=uryyv{k}uryv, =uxryv=uxrstv=uxxtv{k}uxtv=urstv=uryv, hence
the assertion holds for = uryv.
Case 2b: The words xx and yy overlap each other as shown in Fig. 2.
It follows that=urszv, =urstv; furthermore rs=tw, st=wz, |rs|=|st |=|tw|=|wz|.
Hence, r = t = z and w = s. Consequently,  = ursrv and  = ursrv, which contradicts
the hypothesis. 
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Lemma 5. If  is a square-free word, ∗{k}, and {k}, then ∗{k}.
Proof. We prove this lemma by induction on the length of . The case || = 1 is vacuously
true.
We now assume that the assertion is true for any word  of length at most n and take
the reduction {k}′∗{k} and {k}. By Lemma 4, there exists a word  such that
′{k} and {k}. By the induction hypothesis (|′|< ||), one can infer that ∗{k},
hence ∗{k}, too. 
By induction, if  is a square-free word, ∗{k}, and ∗{k}, then ∗{k}. Consequently,
Theorem 5. Each word has a unique {k}-duplication root for any k1.
Therefore, in the process of ﬁnding the {k}-duplication root at any step it does not matter
which {k}-duplication is reduced.We denote by {k}√w the {k}-duplication root ofw. Clearly,
{k}√uv = {k}√ {k}√u {k}√v, but the simpler equation {k}√uv = {k}√u {k}√v does not hold true in
general.
By Corollary 2 we get a linear-time algorithm for computing the {k}-duplication root of
a given word. This algorithm runs like a sequential transducer as follows:
(i) It starts to scan the mirror image of the given word w, which is the input word of the
transducer, with a reading head which has a window of length 2k.
(ii) Whenever the head sees a {k}-duplication, the transducer reduces it (half of the word
is kept and the other is removed) and go further on the input tape for k more letters, if
any.
(iii) If the word seen in the window is not a {k}-square, then its ﬁrst letter is written on the
output tape, removed from the word in the window which is completed with the next
symbol on the input tape.
(iv) If the word in the window cannot be completed to a word of length 2k, then the contents
of the window is written on the output tape.
(v) Finally, the {k}-duplication root is exactly the mirror image of the word on the output
tape.
Therefore, we have
Theorem 6. The {k}-duplication root of any word can be computed in linear time and
memory.
We deﬁne the X-duplication distance, X ∈ {N} ∪ {[n]|n1} ∪ {{n}|n1}, between two
words x and y, denoted by DupdX(x, y), as follows:
DupdX(x, y)=min{k|x ∈ DkX(y) or y ∈ DkX(x)}.
If neither x ∈ DkX(y) nor y ∈ DkX(x), then we put DupdX(x, y)=∞. Clearly, DupdX is
a distance. We do not know how hard is to compute DupdX(x, y), X ∈ {N} ∪ {[n]|n1}.
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Theorem 7. Given two words x, y, |x|< |y|, and k1, Dupd{k}(x, y) can be computed
in the same time and memory as deciding x ∈ D∗{k}(y).
Proof. Clearly, an algorithm which computes the distance returns a value if and only if
x ∈ D∗{k}(y). Conversely, if a decision algorithm for x ∈ D∗{k}(y) returns “YES”, then
Dupd{k}(x, y)= |y|−|x|k . If it returns “NO”, then Dupd{k}(x, y)=∞. 
By Theorem 5, any reduction system (V ∗,{k}), for some alphabet V and k1, is con-
ﬂuent. On the other hand, any reduction system (V ∗,−1{k}) is also conﬂuent as shown
below.
Proposition 2. Let k1, if x, y ∈ D∗{k}(z) for some z, then D∗{k}(x) ∩D∗{k}(y) = ∅.
Proof. The proof is entirely based on the following fact: Let x ∈ Di{k}(z) and y ∈ Dj{k}(z)
for some i, j0. ThenDj{k}(x)∩Di{k}(y) = ∅. The proof is an induction on i+ j . Clearly,
the statement holds for i+j1. If i=j=1, by a similar reasoning to that used in the proof
of Lemma 4 one can construct w ∈ D{k}(x) ∩D{k}(y). Assume now that the fact holds for
any pair (i, j) such that i + j <n and consider a pair i + j = n. The fact obviously holds
if either i or j equals 0. Therefore, we assume that i, j1, further j2 (the case j = 1
and i2 is treated analogously). Let w ∈ Dj−1{k} (z) and y ∈ D{k}(w). By the induction
hypothesis, there exists u ∈ Dj−1{k} (x) ∩ Di{k}(w). Since i + 1< i + j = n, we make use
again of the induction hypothesis and get D{k}(u) ∩ Di{k}(y) = ∅, which concludes the
proof of the fact. 
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