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Abstract. In this paper, we concentrate on the backward error and condition number of
the indefinite least squares problem. For the normwise backward error of the indefinite
least square problem, we adopt the linearization method to derive the tight estimations
for the exact normwise backward errors. Using the dual techniques of condition number
theory [1], we derive the explicit expressions of the mixed and componentwise condition
numbers for the linear function of the solution for the indefinite least squares problem.
The tight upper bounds for the derived mixed and componentwise condition numbers
are obtained, which can be estimated efficiently by means of the classical power method
for estimating matrix 1-norm [18, Chapter 15] during using the QR-Cholesky method
[4] for solving the indefinite least squares problem. The numerical examples show that
the derived condition numbers can give sharp perturbation bound with respect to the
interested component of the solution. And the linearization estimations are effective for
the normwise backward errors.
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1 Introduction
The indefinite least squares (ILS) problem has the following form:
ILS : min
x
(b−Ax)⊤Σpq(b−Ax), (1.1)
where A ∈ Rm×n, b ∈ Rm, m ≥ n and the signature matrix
Σpq =
(
Ip 0
0 −Iq
)
, p+ q = m. (1.2)
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When p = 0 or q = 0, (1.1) reduces to the linear least squares (LS) problem and the quadratic
form is definite, while for pq > 0, and then (1.1) is to minimize a genuinely indefinite quadratic
form. The ILS comes from the total least squares problem [32] and H∞-smoothing in optimization;
see [14, 29] and references therein. From the first order optimality condition of (1.1), the normal
equations for (1.1) is
A⊤ΣpqAx = A
⊤b. (1.3)
Because the Hessian matrix of the quadratic to be minimized in (1.1) is 2A⊤ΣpqA, it follows that
the ILS problem has a unique solution if and only if
A⊤ΣpqA is postive defenite. (1.4)
We will assume throughout this paper that (1.4) holds. Note that (1.4) implies that p ≥ n and
A(1 : p, 1 : n) (and hence A) has full rank. For a genuinely ILS we therefore need m > n.
For the numerical algorithms for solving ILS, there are two types: Direct method and iterative
method. For the direct method which is suitable for small or medium scale ILS, Chandrasekaran, Gu
and Sayed [4] proposed QR-Cholesky method, then later a direct method based on the hyperbolic
QR was introduced in [2], which was improved by Xu [35]. Recently Mastronardi and Van Dooren
[27] proposed a direct solver based on orthogonal transformation of an indefinite symmetric matrix
to a matrix in a proper block anti-triangular form. For large scale problem, Liu et al. [22, 24]
introduced preconditioned conjugate gradient method (PCG). Then the block SOR methods was
considered for ILS [23].
In matrix computations, sensitivity analysis is important. Condition number describes the
worst case sensitivity of the output data with respect to the perturbations on the input data,
see [3] and references therein. When a problem with large condition numbers, it is usually called
ill-posed [8], which means that we cannot trust the computed solution. Backward error is the
smallest perturbation of the input data to make the computed solution to be the exact solution
of the corresponding perturbed problem mathematically [18]. With backward error and condition
number, the forward error of the problem can be bounded by the following rule of thumb [18, Page
9]
forward error . condition number × backward error,
where the inequality, with errors of higher order terms, can be sharp.
For perturbation analysis, normwise perturbation analysis is classical, and measures the per-
turbations by their norms. The normwise condition number for a given problem was defined by
Rice [28] and a general theory of it was established. The normwise condition number measures
the input and output data errors [18] using their norms. However, when the data is badly scaled
or sparse, normwise perturbation bounds allow large relative perturbations on small entries and
may give over-estimated bounds. Instead of measuring perturbations by norms, Skeel in [30] used
componentwise perturbation analysis to investigate the stability of Gaussian elimination for linear
systems. Since then, the componentwise perturbation analysis has received considerable attentions
for many classical problems in numerical linear algebra; see the comprehensive survey [17] and
the references therein. Componentwise perturbation analysis is more suitable since it measures
perturbation errors for each component of the input data. For example, in a modern computer,
the floating point system is designed to store a real number in the computer. Every stored number
should be rounded to the nearest floating point number, which means that we should measure
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errors for each component of the input data. In componentwise analysis, two types of condition
numbers, described as mixed and componentwise were proposed; see [7, 9] for details.
The concept of backward error can be tracked to Wilkinson and others; see [18, Page 33] for
details. Backward error analysis can be used to examine the stability of numerical algorithms in
matrix computation. Moreover, backward error can serve as the basis of effective stopping criteria
for the iterative method for large scale problems. There have been many works on the backward
error analysis for the linear least squares problem [31, 16, 33, 19, 12, 13], the scale total least squares
(STLS) problem [5], and the equality constrained least squares (LSE) problem and the least squares
problem over a sphere (LSS) [6, 26]. Because the formulae for and bounds on backward errors for
least squares problems are expensive to evaluate, the linearization estimate for them was proposed;
see for [5, 12, 15, 25] and references therein. To our best knowledge, there are no works on the
normwise backward error for ILS. In this paper, we will introduce the normwise backward error for
ILS and derive its linearization estimate.
Let us review some previous works on the perturbations analysis for ILS. For normwise pertur-
bation analysis, we refer to the papers [2, 11, 34] and references therein. Li et al. [21] considered
componentwise perturbation analysis for the solution of ILS and obtained the explicit expressions
for the mixed and componentwise condition numbers. In 2015, Zhou [36] firstly introduced the
condition numbers for a linear function of the solution for ILS, and the corresponding condition
numbers expressions were derived based on the dual techniques [1]. Also the linearization estimate
for the normwise backward error was obtained [36]. In 2016, the condition numbers for a linear
function of the solution for ILS also named as “partial condition numbers for ILS ”[20] is studied.
The explicit expressions for these condition numbers are derived. Also the probabilistic spectral
norm estimator and the small-sample statistical condition estimation method are proposed to esti-
mate condition numbers [20], but the authors do not take account of the numerical method for ILS
to reduce the computational complexity of condition estimations. Usually, in the field of condition
estimations [18, Chapter 15] in numerical linear algebra, how to incorporate condition estima-
tions to the numerical method by utilizing the already computed matrix decompositions is crucial,
thus the computational complexity during condition estimations can be reduced when the already
computed matrix decompositions are used to devise the algorithms for condition estimations.
In this paper, we study the sensitivity of a linear function of the ILS solution x to perturbations
on the date A and b, which is defined as
g(A, b) = L⊤(A⊤ΣpqA)
−1A⊤Σpqb, (1.5)
where L is an n-by-k, k ≤ n, matrix introduced for the selection of the solution components. For
example, when L = In (k = n), all the n components of the solution x are equally selected. When
L = ei (k = 1), the ith unit vector in R
n, then only the ith component of the solution is selected.
In the reminder of this paper, we always suppose that L is not numerically perturbed.
One objective of this paper is to obtain the explicit expressions for componentwise and mixed
condition numbers of the linear function of the solution when perturbations on data are mea-
sured componentwise and the perturbations on the solution are measured either componentwise
or normwise by means of the dual techniques [1]. In particular, as also mentioned in [1], the dual
techniques enable us to derive condition numbers by maximizing a linear function over a space of
smaller dimension than the data space. The methodology to deduce condition numbers expressions
is different with that in [20]. And tight upper bounds also are obtained, which can be estimated
efficiently via the classical power method [18, Chapter 15] during using the QR-Cholesky method
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[4] for solving ILS by means of utilizing the already computed matrix decompositions to reduce
the computational complexity of condition estimations. We should point out that the proposed
condition estimations are deterministic, which is different with probabilistic or statistical condition
estimations [20].
Another objective of this paper is to introduce the normwis backward error for ILS. To our best
knowledge, there have been no papers on this subject. Because the normwis backward error for
ILS is a nonlinear optimization problem, which usually is not easy to derive its explicit expression,
we study the linearization estimate for it and the explicit expression for the linearization estimate
is obtained in Section 2.
The paper is organized as follows. We firstly derive the linearization estimate of the normwise
backward error for ILS in Section 2. In Section 3, the dual techniques for deriving condition
number [1] is reviewed and applied to ILS, then we propose the power method [18, Chapter 15] to
estimate tight bounds for the mixed and componentwise condition numbers for the linear function
of the solution of ILS by taking account of the already computed matrix decompositions during
solving ILS by means of the QR-Cholesky method [4]. We do some numerical examples to show
the effectiveness of the proposed condition numbers and linearization estimate for the normwise
backward error in Section 4. At end, in Section 5 concluding remarks are drawn.
2 Linearization estimate of the normwise backward error for ILS
In this section we will study the linearization estimate for the normwise backward error for ILS.
Suppose y is an approximate solution of (1.1) . we consider the set of perturbations
ξILS = {(∆A, ∆b)|(A+∆A)⊤Σpq(b+∆b− (A+∆A)y) = 0} (2.1)
We consider the normwise backward error of y defined as follows:
µ = min
(∆A,∆b)∈ξILS
‖[∆A, θ∆b]‖F , (2.2)
where ‖ · ‖F is Frobenius norm, and θ is a positive parameter to balance the norm weight between
∆A and ∆b. It is not difficult to see that the perturbation equation in ξILS can be rewritten as
JILS
(
vec(∆A)
θ∆b
)
= −A⊤Σpqry +∆A⊤Σpq(∆Ay −∆b), (2.3)
where
JILS =
(
In ⊗ r⊤y Σpq −A⊤Σpq(y⊤ ⊗ Im), θ−1A⊤Σpq
)
,
ry = b − Ay and vec(A) denotes the vector obtained by stacking the columns of a matrix A, ⊗ is
the Kronecker product operator [10].
Since µ is the minimizer of a nonlinear optimization problem and in general it is not easy to
derive its explicit expression. We will introduce µ¯ of µ to estimate it, which is a linearization
estimate of µ defined as
µ¯ = ‖J†ILSA⊤Σpqry‖2, (2.4)
where ‖ · ‖2 is 2-norm of a vector or spectral norm of a matrix. If ry 6= 0, then JILS has full row
rank. Let
ψ(∆A,∆b) = ∆A⊤Σpq(∆Ay −∆b) = ∆A⊤Σpq(∆A, θ∆b)
(
y
−θ−1
)
.
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We have
‖ψ(∆A,∆A)‖2 ≤ ‖∆A⊤Σpq‖2‖(∆A, θ∆b)‖F
√
θ−2 + ‖y‖22 (2.5)
≤ ‖∆A⊤‖2‖[∆A, θ∆b]‖F
√
θ−2 + ‖y‖22
≤ ‖[∆A, θ∆b]‖2F η1,
where η1 =
√
θ−2 + ‖y‖2. The following theorem shows that µ¯ is a sharp estimate of µ, provided
that µ¯ is sufficiently small.
Theorem 1 If 4η1‖J†ILS‖µ¯ < 1, then
2
1 +
√
2
µ¯ ≤ µ ≤ 2µ¯,
where η1 =
√
θ−2 + ‖y‖2.
Proof. Since JILS has full row rank, premultiplying both sides of (2.3) by J
†
ILS gives
J†ILSJILS
(
vec(∆A)
θ∆b
)
= −J†ILSA⊤Σpqry + J†ILS∆A⊤Σpq(∆Ay −∆b). (2.6)
This combined with (2.5) implies that
µ¯ ≤ ‖[∆A, θ∆A]‖F + ‖J†ψ(∆A,∆b)‖2 ≤ ‖[∆A, θ∆b]‖F + η1‖J†ILS‖‖[∆A, θ∆b]‖2F .
From this inequality and applying the assumption, we obtain that
µ ≥ 2
1 +
√
2
µ¯.
In order to prove µ ≤ 2µ¯, we consider the following nonlinear system:
(
vec(∆A)
θ∆b
)
= −J†ILSA⊤Σpqry + J†ILS∆A⊤Σpq(∆Ay −∆b). (2.7)
Note that JILSJ
†
ILS = I, which tells us that any solution of (2.7) is also a solution of (2.3) . Consider
the following mapping:
Γ :
(
vec(∆A)
θ∆b
)
→ −J†ILSA⊤Σpqry + J†ILS∆A⊤Σpq(∆Ay −∆b).
It is not difficult to see that Γ is a continuous mapping from Rmn+m to Rmn+m. Let
ξ∗ =
2µ¯
1 +
√
1− 4η1‖J†ILS‖µ¯
,
S =
{(
vec(∆A)
θ∆b
)
| ∆A ∈ Rm×n, ∆b ∈ Rm, ‖[∆A, θ∆b]‖F ≤ ξ∗
}
.
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Obviously, the set S is bounded, closed and convex. Furthermore, for any
(
vec(∆A)
θ∆b
)
∈ S
we can deduce that ∥∥∥∥Γ
(
vec(∆A)
θ∆b
)∥∥∥∥
2
≤ µ¯+ η1‖J†ILS‖
∥∥∥∥
(
vec(∆A)
θ∆b
)∥∥∥∥
2
2
≤ ξ∗.
By the Brouwer fixed-point theorem, the mapping Γ has a fixed point
(
vec(∆A∗)
θ∆b∗
)
∈ S,
and thus the system (2.7) has a solution in S. Hence,
µ ≤
∥∥∥∥
(
vec(∆A∗)
θ∆b∗
)∥∥∥∥
2
≤ ξ∗ < 2µ¯.

3 Condition numbers for ILS
In this section we will derive the explicit condition numbers expressions for a linear function of
the solution of ILS by means of the dual techniques [1] under componentwise perturbations. Also
tight upper bounds for the mixed and componentwise condition numbers are obtained, which can
be estimated efficiently through the classical power method [18, Chapter 15] by taking account of
the already computed decomposition of the QR-Cholesky method [4] for solving ILS.
3.1 Dual techniques
For the Euclidean spaces E and G equipped scalar products 〈·, ·〉E and 〈·, ·〉G respectively, let a
linear operator J : E → G be well defined. Denote the corresponding norm norms ‖ · ‖E and ‖ · ‖G
respectively. The well-known adjoint operator and dual norm are defined as follows.
Definition 1 The adjoint operator of J , J∗ : G→ E is defined by
〈y, Jx〉G = 〈J∗y, x〉E
where x ∈ E and y ∈ G. The dual norm ‖ · ‖E∗ of ‖ · ‖E is defined by
‖x‖E∗ = max
u 6=0
〈x, u〉E
‖u‖E
and the dual norm ‖.‖G∗ can be defined similarly.
For the common vector norms with respect to the canonical scalar product in Rn, their dual
norms are are given by :
‖ · ‖1∗ = ‖ · ‖∞, ‖ · ‖∞∗ = ‖ · ‖1 and ‖ · ‖2∗ = ‖ · ‖2.
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For the matrix norms in Rm×n with respect to the scalar product 〈A,B〉 = Tr(A⊤B), where
Tr(A) is the trace of A , we have ‖A‖F ∗ = ‖A‖F since Tr(A⊤A) = ‖A‖2F .
For the linear operator from E to G, let ‖ · ‖E,G be the operator norm induced by the norms
‖ · ‖E and ‖ · ‖G. Consequently, for linear operators from G to E, the norm induced from the dual
norms ‖ · ‖E∗ and ‖ · ‖G∗, is denoted by ‖ · ‖G∗,E∗.
We have the following result for the adjoint operators and dual norms [1].
Lemma 1
‖J‖E,G = ‖J∗‖G∗,E∗.
As mentioned in [1], it may be desriable to compute ‖J∗‖G∗,E∗ instead of ‖J‖E,G when the
dimension of the Euclidean space G∗ is lower than E because it implies a maximization over a
space of smaller dimension.
Now, we consider a product space E = E1×· · ·×Ep where each Euclidean space Ei is equipped
with the scalar product 〈·, ·〉Ei and the corresponding norm ‖ · ‖Ei . In E, we define the following
scalar product
〈(x1, · · · , xp), (y1, · · · , yp)〉 = 〈x1, y1〉E1 + · · ·+ 〈xp, yp〉Ep ,
and the corresponding product norm
‖(x1, · · · , xp)‖v = v(‖x1‖E1 , · · · , ‖xp‖Ep),
where v is an absolute norm on Rp, that is v(|x|) = v(x), for any x ∈ Rp; see [18] for details.
We denote v∗ is the dual norm of v with respect to the canonical inner-product of R
p and we are
interested in determining the dual ‖ · ‖v∗ of the product norm ‖ · ‖v with respect to the scalar
product of E. The following result can be found in [1].
Lemma 2 The dual of the product norm can be expressed by
‖(x1, · · · , xp)‖v∗ = v(‖x1‖E1∗ , · · · , ‖xp‖Ep∗).
After introducing the necessary background in adjoint operators and dual norms, we apply
them to the condition numbers for ILS. We can view the Euclidean space E with norm ‖ · ‖E as
the space of the input data in ILS and G with norm ‖ · ‖G as the space of the solution in ILS. Then
the function g in (1.5) is an operator from E to G and the condition number is the measurement
of the sensitivity of g to the perturbation in its input data.
From [28], if g is Fre´chet differentiable in neighborhood of y ∈ E, then the absolute condition
number of g at y ∈ E is given by
κ(y) = ‖g′(y)‖E,G = max
‖z‖E=1
‖g′(y) · z‖G,
where ‖ · ‖E,G is the operator norm induced by the norms ‖ · ‖E and ‖ · ‖G and g′(y) is the Fre´chet
derivative of g at y. If g(y) is nonzero, the relative condition number of g at y ∈ E is defined as
κrel(y) = κ(y)
‖y‖E
‖g′(y)‖G .
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The expression of κ(y) is related to the operator norm of the linear operator g′(y). Applying
Lemma 1, we have the following expression of κ(y) in terms of adjoint operator and dual norm:
κ(y) = max
‖∆y‖E=1
‖g′(y) ·∆y‖G = max
‖z‖G∗=1
‖g′(y)∗ · z‖E∗. (3.1)
Now we consider the componentwise metric on a data space E = Rn. For any given y ∈ E, the
subset Ey ∈ E is a set of all elements ∆y ∈ E satisfying that ∆yi = 0 whenever yi = 0, 1 ≤ i ≤ n.
Thus in a componentwise perturbation analysis, we measure the perturbation ∆y ∈ Ey of y using
the following componentwise norm with respect to y
‖∆y‖c = min{ω, |∆yi| ≤ ω|yi|, i = 1, . . . , n}. (3.2)
Equivalently, it is easy to see that
‖∆y‖c = max
{ |∆yi|
|yi| , yi 6= 0
}
=
∥∥∥∥
( |∆yi|
yi
)∥∥∥∥
∞
, (3.3)
where y ∈ Ey.
In the following we consider the dual norm ‖ · ‖c∗ of the componentwise norm ‖ · ‖c. Let the
product space E be Rn, each Ei be R, and the absolute norm v be ‖·‖∞. Setting the norm ‖∆yi‖Ei
in Ei to |∆yi|/|yi| when yi 6= 0, from Definition 1, we have the dual norm
‖∆yi‖Ei∗ = max
z 6=0
|∆yi · z|
‖z‖Ei
= max
z 6=0
|∆yi · z|
|z|/|yi| = |∆yi| |yi|.
Applying Lemma 2 and (3.3) and recalling ‖ · ‖∞∗ = ‖ · ‖1, we derive the explicit expression of the
dual norm
‖∆y‖c∗ = ‖(‖∆y1‖E∗, ..., ‖∆yn‖E∗)‖∞∗ = ‖(|∆y1| |y1|, ..., |∆yn| |yn|)‖1. (3.4)
Because of the condition ‖∆y‖E = 1 in the condition number κ(y) in (3.1), whether ∆y is in
Ey or not, the expression of the condition number κ(y) remains valid. Indeed, if ∆y 6∈ Ey, that is,
∆yi 6= 0 while yi = 0 for some i, then ‖∆y‖c =∞. Consequently, such perturbation ∆y is excluded
from the calculation of κ(y). Following (3.1), we have the following lemma on the condition number
in adjoint operator and dual norm.
Lemma 3 Using the above notations and the componentwise norm defined in (3.3), the condition
number κ(y) can be expressed by
κ(y) = max
‖z‖G∗=1
‖(g′(y))∗ · z‖c∗,
where ‖ · ‖c∗ is given by (3.4).
After discussing the norms on the data space, in the next section, we study the norms on the
solution space, which can be either componentwise or normwise. However, regardless of the norms
chosen in the solution space, we always use the componentwise norm in the data space.
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3.2 Deriving condition number expressions via dual techniques
Since A⊤ΣpqA is positive definite, the linear operator g defined in (1.5) is continuously Fre´chet
differentiable in a neighborhood of the data (A, b) and we denote by J = g′(A, b) its derivative.
For B ∈ Rm×n and c ∈ Rm, using the chain result of composition of derivatives, we get
J(B, c) := g′(A, b) · (B, c)
= L⊤(A⊤ΣpqA)
−1B⊤Σpqr − L⊤(A⊤ΣpqA)−1A⊤ΣpqBx+ L⊤(A⊤ΣpqA)−1A⊤Σpqc
:= J1(B) + J2(c), (3.5)
recalling that r = b − Ax is the residual vector. Then J(B, c) is a linear operator from the data
space Rm×n × Rm to Rk.
Using the definition of the adjoint operator and the definition of the scalar product in the data
space Rm×n × Rm, an explicit expression of the adjoint operator of the above J(B, c) is given in
the following lemma.
Lemma 4 The adjoint of operator of the Fre´chet derivative J(B, c) in (3.5) is given by
J∗ : Rk → Rm×n × Rm
u 7→
(
Σpqru
⊤L⊤(A⊤ΣpqA)
−1 − ΣpqA(A⊤ΣpqA)−1Lux⊤,Σ⊤pqA(A⊤ΣpqA)−1Lu
)
.
Proof. Using (3.5) and the definition of the scalar product in the matrix space, for any u ∈ Rk,
we have
〈u, J1(B)〉 =u⊤(L⊤(A⊤ΣpqA)−1B⊤Σpqr − L⊤(A⊤ΣpqA)−1A⊤ΣpqBx)
=Tr(Σpqru
⊤L⊤(A⊤ΣpqA)
−1B⊤)−Tr(xu⊤L⊤(A⊤ΣpqA)−1A⊤ΣpqB)
=〈Σpqru⊤L⊤(A⊤ΣpqA)−1, B〉 − 〈ΣpqA(A⊤ΣpqA)−⊤Lux⊤, B〉
=〈Σpqru⊤L⊤(A⊤ΣpqA)−1 − ΣpqA(A⊤ΣpqA)−1Lux⊤, B〉.
For the second part of the adjoint of the derivative J , we have
〈u, J2c〉 =u⊤L⊤(A⊤ΣpqA)−1A⊤Σpqc = 〈ΣpqA(A⊤ΣpqA)−⊤Lu, c〉.
Let
J∗1 (u) = Σpqru
⊤L⊤(A⊤ΣpqA)
−1 − ΣpqA(A⊤ΣpqA)−1Lux⊤
and
J∗2 (u) = ΣpqA(A
⊤ΣpqA)
−1Lu,
then 〈J∗(u), (B, c)〉 = 〈(J∗1 (u), J∗2 (u)), (B, c)〉 = 〈u, J(B, c)〉, which completes the proof. 
After obtaining an explicit expression of the adjoint operator of the Fre´chet derivative, we now
give an explicit expression of the condition number κ (3.1) in terms the dual norm in the solution
space in the following theorem, where DA denotes the diagonal matrix diag(vec(A)).
Theorem 2 The condition number for the ILS problem can be expressed by
κ = max
‖u‖G∗=1
‖[V DA WDb]⊤Lu‖1 = ‖[V DA,WDb]⊤L‖G∗,1,
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where
V =(A⊤ΣpqA)
−1 ⊗ (Σpqr)⊤ − x⊤ ⊗W, W = (A⊤ΣpqA)−1A⊤Σpq. (3.6)
Proof. Let ∆aij and ∆bi be the entries of ∆A and ∆b respectively, using (3.4), we have
‖(∆A,∆b)‖c∗ =
∑
i,j
|∆aij ||aij |+
∑
i
|∆bi||bi|.
Applying Lemma 4, we derive that
‖J∗(u)‖c∗ =
n∑
j=1
m∑
i=1
|aij ||(Σpqru⊤L⊤(A⊤ΣpqA)−1 − ΣpqA(A⊤ΣpqA)−TLux⊤)ij |
+
m∑
i=1
|bi||(ΣpqA(A⊤ΣpqA)−⊤Lu)i|
=
n∑
j=1
m∑
i=1
|aij ||((Σpqr)i((A⊤ΣpqA)−1ej)⊤ − xj((A⊤ΣpqA)−1A⊤Σpqei)⊤)Lu|
+
m∑
i=1
|bi||((A⊤ΣpqA)−1A⊤Σpqei)⊤Lu|,
where (Σpqr)i is the ith component of Σpqr. Then it can be verified that (Σpqr)i(A
⊤ΣpqA)
−1ej is the
((j−1)m+ i)th column of the n× (mn) matrix (A⊤ΣpqA)−1⊗ (Σpqr)⊤ and xj(A⊤ΣpqA)−1A⊤Σpqei
is the ((j − 1)m + i)th column of the n × (mn) matrix x⊤ ⊗ L⊤(A⊤ΣpqA)−1A⊤Σpq in V (3.6),
implying that the above expression equals
∥∥∥∥
[
DAV
⊤Lu
DbW
⊤Lu
]∥∥∥∥
1
=
∥∥∥[V DA WDb]⊤Lu
∥∥∥
1
.
The theorem then follows from Lemma 3. 
The following case study discusses some commonly used norms for the norm in the solution
space to obtain some specific expressions of the condition number κ.
Corollary 1 Using the above notations, when the infinity norm is chosen as the norm in the
solution space G, we get
κ∞ =
∥∥∥|L⊤V |vec(|A|) + |L⊤W | |b|∥∥∥
∞
. (3.7)
Proof. When ‖ · ‖G = ‖ · ‖∞, the dual norm ‖ · ‖G∗ = ‖ · ‖1. Thus
κ∞ =
∥∥∥[V DA WDb]⊤L
∥∥∥
1
= ‖L⊤[V DA WDb]‖∞
=
∥∥∥|L⊤V |vec(|A|) + |L⊤W | |b|∥∥∥
∞
. 
The following corollary gives an alternative expression of κ∞.
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Corollary 2 Using the above notations, when the infinity norm is chosen as the norm in the
solution space G, we get
κ∞ =
∥∥∥∥∥∥
n∑
j=1
|L⊤(A⊤WA)−1(ej(Σpqr)⊤ − xjA⊤Σpq)| |A(:, j)| + |L⊤W | |b|
∥∥∥∥∥∥
∞
, (3.8)
where ej is jth column of In.
Proof. Partitioning
V = [V1 · · · Vn],
where each Vj , 1 ≤ j ≤ n, is an n×m matrix, we get
κ∞ =
∥∥∥|L⊤V |vec(|A|) + |L⊤W | |b|∥∥∥
∞
=
∥∥∥∥∥∥
n∑
j=1
|LTVj | |A(:, j)| + |L⊤W | |b|
∥∥∥∥∥∥
∞
. (3.9)
Recalling that (Σpqr)i(A
⊤ΣpqA)
−1ej − xjWei is the ((j − 1)m+ i)th column of V , we have
Vj = (A
⊤ΣpqA)
−1(ej(Σpqr)
⊤ − xjA⊤Σpq).
The expression (3.8) is obtained by substituting Vj in (3.9) with the above expression for Vj . 
When the infinity norm is chosen as the norm in the solution space Rn, the corresponding relative
mixed condition number is given by
κrel∞ =
∥∥∥∑nj=1 |L⊤(A⊤WA)−1(ej(Σpqr)⊤ − xjA⊤Σpq)| |A(:, j)| + |L⊤W | |b|
∥∥∥
∞
‖L⊤x‖∞ . (3.10)
In the following, we consider the 2-norm on the solution space and derive an upper bound for
the corresponding condition number respect to the 2-norm on the solution space.
Corollary 3 When the 2-norm is used in the solution space, we have
κ2 ≤
√
k κ∞. (3.11)
Proof. When ‖ · ‖G = ‖ · ‖2, then ‖ · ‖G∗ = ‖ · ‖2. From Theorem 2,
κ2 = ‖[V DA WDb]⊤L‖2,1.
It follows from [18] that for any matrix B, ‖B‖2,1 = max‖u‖2=1 ‖Bu‖1 = ‖Buˆ‖1, where uˆ ∈ Rk is a
unit 2-norm vector. Applying ‖uˆ‖1 ≤
√
k ‖uˆ‖2, we get
‖B‖2,1 = ‖Buˆ‖1 ≤ ‖B‖1‖uˆ‖1 ≤
√
k ‖B‖1.
Substituting the above B with [V DA WDb]
⊤L, we have
κ2 ≤
√
k ‖[V DA WDb]⊤L‖1,
which implies (3.11). 
By now, we have considered the various mixed condition numbers, that is, componentwise norm
in the data space and the infinity norm or 2-norm in the solution space. In the rest of the subsection,
we study the case of componentwise condition number, that is, componentwise norm in the solution
space as well.
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Corollary 4 Considering the componentwise norm defined by
‖u‖c = min{ω, |ui| ≤ ω |(L⊤x)i|, i = 1, ..., k} = max{|ui|/|(L⊤x)i|, i = 1, ..., k}, (3.12)
in the solution space, we have the following three expressions for the componentwise condition
number
κc = ‖D−1L⊤xL⊤[V DA WDb]‖∞
= ‖|D−1
L⊤x
|(|L⊤V |vec(|A|) + |L⊤W | |b|‖∞
=
∥∥∥∥∥∥
n∑
j=1
|D−1
L⊤x
L⊤(A⊤ΣpqA)
−1(ej(Σpqr)
⊤ − xjA⊤Σpq)| |A(:, j)| + |D−1L⊤xL⊤W | |b|
∥∥∥∥∥∥
∞
.
Proof. The expressions immediately follow from Theorem 2 and Corollaries 1 and 2. 
3.3 Condition estimations
In this subsection, we will derive the tight upper bounds for κrel∞ and κc, which can be estimated
efficiently by the power method [18, Chapter 15] during using the QR-Cholesky method [4] to solve
ILS.
We first review QR-Cholesky method for solving ILS, which was proposed by Chandrasekaran,
Gu, and Sayed in [4]. The QR-Cholesky method is stable and efficient for solving ILS. For A ∈
R
m×n, assume its QR decomposition
A = QR =
(
p Q1
q Q2
)
R,
where Q ∈ Rm×n is orthogonal R ∈ Rn×n is upper triangular and nonsingular. So
A⊤ΣpqA = R
⊤(QT1Q1 −Q⊤2 Q2)R.
From the positive definiteness of ATΣpqA and R being nonsingular, the matrix Q
⊤
1 Q1 − Q⊤2 Q2 is
positive definite, which enable us to compute the Cholesky decomposition of Q⊤1 Q1−Q⊤2 Q2 = U⊤U ,
where U ∈ Rn×n is upper triangular and nonsingular. It is easy to see that
A⊤ΣpqA = R
⊤U⊤UR.
So the normal equation of ILS can be written
(Q⊤1 Q1 −QT2Q2)Rx = Q⊤Σpqb.
Thus we can compute x by solving the following system
U⊤URx = Q⊤Σpqb,
which can be implemented by forward and backward substitutions for some right hands with dif-
ferent triangular coefficient matrices in sequence. Moreover, after the QR-Cholesky method [4], the
12
matrices R and U have been computed, which can help us to reduce the computation cost when
using the power method [18, Chapter 15] to estimate the upper bounds for κrel∞ and κc.
In the following, we will give tight bounds for κrel∞ and κc, which can be estimated efficiently
by the power method [18, Chapter 15]. Firstly, note that for any matrix B ∈ Rp×q and diagonal
matrix Dv ∈ Rq×q,
‖BDv‖∞ = ‖ |BDv | ‖∞ = ‖ |B| |Dv | ‖∞ = ‖ |B||Dv |e ‖∞ = ‖ |B| |v|‖∞ .
where e = [1, . . . , 1]⊤ ∈ Rq. With the above property and triangle inequality, we can prove the
following theorem and its proof is omitted.
Theorem 3 With the notations above, we have the following bounds
1
2
κU∞ ≤κrel∞ ≤ κU∞,
1
2
κUc ≤ κc ≤ κUc ,
where
κU∞ =
∥∥L⊤R−1U−1U−⊤R−⊤ [e1(Σpqr)⊤ − x1A⊤Σpq, . . . , en(Σpqr)⊤ − xnA⊤Σpq]DA∥∥∞
‖L⊤x‖∞
+
∥∥L⊤R−1U−1U−⊤R−⊤A⊤ΣpqDb∥∥∞
‖L⊤x‖∞
,
κUc =
∥∥∥D−1L⊤xL⊤R−1U−1U−⊤R−⊤
[
e1(Σpqr)
⊤ − x1A⊤Σpq, . . . , en(Σpqr)⊤ − xnA⊤Σpq
]
DA
∥∥∥
∞
+
∥∥∥D−1L⊤xL⊤R−1U−1U−⊤R−⊤A⊤ΣpqDb
∥∥∥
∞
.
The power method [18, Chapter 15] is an efficient algorithm to estimate 1-norm for any matrix
B. The main computational cost of the power method is matrix-vector multiplications Bv and
B⊤v for some vector v. In view of the expressions of κU∞ and κ
U
c , when the power method is
implemented, the computation complexity mainly relies on R−1U−1U−⊤R−⊤v for some vector v,
which can be computed by the forward and backward substitutions for some linear systems with
triangular coefficient matrices. Because the upper triangular matrices R and U have been computed,
the computational cost of the power method to estimate κU∞ and κ
U
c can be reduced from the fact
of the triangular structures of R and U . Thus the power methods for κU∞ and κ
U
c are efficient and
their detailed descriptions are omitted.
4 Numerical examples
In this section we do some numerical examples to show the effectiveness of the previous derived
results. All the computations are carried out using Matlab 8.1 with the machine precision µ =
2.2× 10−16.
In this section, we fix m = 16, n = 8 and p = 10. We adopt the matrix as generated in [2]. The
coefficient matrix A has the following form:
A =
(
p S1DV
q 12S2DV
)
∈ Rm×n,
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where V ∈ Rn×n, S1 ∈ Rp×n and S2 ∈ Rq×n are randomized orthogonal matrices by using QR de-
composition of randomized matrices, and D ∈ Rn×n is diagonal with diagonal elements distributed
exponentially from δ−1 to 1. It can be verified that A⊤ΣpqA = (3/4)V
⊤D2V , so the uniqueness
condition (1.4) is satisfied. Let v be a n × 1 vector with v1 = v2 = ǫ and vn = 1/ǫ, and other
components are set to zero. Then the vector b is constructed as follows
b = A · v + 10−5 · b2, (4.1)
where b2 is an unitary vector satisfying A
⊤b2 = 0. We use the QR-Cholesky method [4] for solving
ILS to compute the solution x. Usually the solution x have badly scaled components, for example,
the first and second components of x often have the same order of ǫ while the last component of x
is order of 1/ǫ. For the perturbations E on A and f on b, we generate them as
∆A = ε ·∆A1 ⊙A, ,∆b = ε ·∆b1 ⊙ b, (4.2)
where ε = 10−10, each components of ∆A1 ∈ Rm×n and ∆b1 ∈ Rm are uniformly distributed in
the interval (−1, 1), and ⊙ denotes the componentwise multiplication of two conformal dimensional
matrices. Let the perturbed solution x˜ is computed by Matlab using the QR-Cholesky method
[4] for the following perturbed ILS problem
min ((b+∆b)− (A+∆A)x˜)⊤Σpq ((b+∆b)− (A+∆A)x˜) . (4.3)
For the L matrix in our condition numbers, we choose
L0 = In, L1 =


1 0
0 1
0 0
...
...
0 0


∈ Rn×2, L2 =
(
0 0 · · · 1)⊤ ∈ Rn×1.
Thus, corresponding to the above three matrices, the whole x, the subvector [x1 x2]
T, and the
component xn are selected respectively.
We measure the normwise, mixed and componentwise relative errors in Lx defined by
rrel2 =
‖L⊤x˜− L⊤x‖2
‖L⊤x‖2 , r
rel
∞ =
‖L⊤x˜− L⊤x‖∞
‖L⊤x‖∞ , r
rel
c =
‖L⊤x˜− L⊤x‖c
‖L⊤x‖c ,
where ‖ · ‖c is the componentwise norm defined in (3.12). The relative normwise condition number
α1 given in [2] for the whole vector x is defined as
α1 =
‖M−1A⊤‖2‖b‖2 + ‖(x⊤ ⊗M−1A⊤Σpq)− (rTΣpq ⊗M−1Π)‖2‖A‖F
‖x‖2 .
where M = A⊤ΣpqA and Π is the vec-permutation matrix satisfying Π vec(B) = vec(B
⊤). The
relative normwise condition number α2 for a linear function of the solution x defined in (1.5) is
derived in [20, Eqn.(3.8)]
α2 =
∥∥∥L⊤M−1 [‖A‖F ‖r‖2(In − 1‖r‖2
2
A⊤rx⊤) − ‖b‖2A⊤ ‖A‖F ‖x‖2A⊤(Im − 1‖r‖2
2
rr⊤)
]∥∥∥
2
‖L⊤x‖2 .
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So the above normwise condition number is a relative condition number corresponding to the
following definition
α2 = lim
ǫ→0
sup
‖[∆A]/‖A‖F ∆b/‖b‖2]‖F≤ǫ
‖g(A + δA, b+∆b)− g(A, b)‖2
ǫ ‖g(A, b)‖2 .
In Table 1, we test different choices of ǫ and δ. It is observed that when ǫ (or δ) deceases to
0, cond(A⊤ΣpqA) increases which means that ILS tends to be more ill-conditioned. The first order
perturbation bounds: α2 · 10−10, κrel∞ · 10−10 and κrelc · 10−10 can bound the true relative errors
rrel2 , r
rel
∞ and r
rel
c for different L. On the other hand, the first order perturbation bounds α1 · 10−10
cannot bound the true relative normwise errors when L = L1 or L = L2 because α1 does not take
account of the conditioning of the particular component of x. Also, the first and second component
of the solution x are ill-conditioned, which is coincide with numerical values of α2, κ
rel
∞ and κ
rel
c for
L1. While the last component of x has better conditioning, which show the effectiveness of κ
rel
∞ and
κrelc . Moreover, the values of α2 are always larger than the counterparts of κ
rel
∞ and κ
rel
c for most
cases, which means that it reasonable to consider the componentwise perturbations on the data
instead of the normwise perturbations.
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Table 1: Comparison of condition numbers with the corresponding relative errors and the Matlab cond(A⊤ΣpqA).
ǫ δ L cond(A⊤ΣpqA) r
rel
2 α1 α2 r
rel
∞ κ
rel
∞ r
rel
c κ
rel
c
10−3 10−3 I 1.0431e+06 1.0066e-08 2.1894e+03 1.7760e+03 6.6497e-09 4.1222e+02 9.6157e-01 4.2462e+10
L1 2.8307e-03 7.0546e+08 3.4033e-03 3.3942e+08 4.2984e-03 4.2869e+08
L2 1.3381e-09 3.3965e+02 6.6497e-09 8.8258e+01 1.3381e-09 8.8258e+01
10−3 10−6 I 1.0347e+12 3.6836e-05 2.7311e+06 1.9411e+06 2.1181e-05 1.1591e+06 5.9967e+00 2.4897e+11
L1 2.3777e-02 1.3607e+09 2.3836e-02 1.3044e+09 2.3836e-02 1.3044e+09
L2 7.8792e-06 4.5249e+05 2.1181e-05 4.3230e+05 7.8792e-06 4.3230e+05
10−6 10−3 I 1.0563e+06 1.5060e-09 1.7958e+03 1.5477e+03 1.0985e-09 2.7511e+02 1.4888e+00 3.3108e+11
L1 6.1005e-01 8.9987e+11 6.8260e-01 2.5527e+11 1.0943e+00 3.1387e+11
L2 3.4119e-11 1.9931e+02 1.0985e-09 3.5591e+01 3.4119e-11 3.5591e+01
10−6 10−6 I 9.9265e+11 3.9831e-06 1.7151e+06 1.5576e+06 2.2579e-06 1.0670e+05 1.6437e+01 7.0924e+11
L1 3.4589e+00 1.4342e+12 3.7110e+00 1.7458e+11 3.7110e+00 1.7458e+11
L2 1.9323e-06 7.9804e+05 2.2579e-06 9.2643e+04 1.9323e-06 9.2643e+04
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In the rest of this section, we will test the effectiveness of the linearization estimate µ¯ for the
normwise backward error µ of ILS in Section 2. The coefficient matrix A is generated as previous.
For the vector b, we adopt two ways to generate it. One is as the previous method (4.1) with
ǫ = 10−3. Another way is to generate b by using Matlab command randn, i.e. b is a standard
Gaussian vector. For given A and b, we generate perturbations ∆A and ∆b as in (4.2). Let the
computed solution y is calculated by the QR-Cholesky method [4] for the perturbed ILS problem
(4.3). For the computed solution y, its normwise backward error µ is defined by (2.2), and its
linearization estimate µ¯ for the normwise backward error µ is given by (2.4). We always use the
common choice θ = 1 in (2.2).
Please note that there is no explicit expression for the normwise backward error µ. Since the
perturbations ∆A and ∆b are known in advance, we can calculate the following quantity µ1 to
approximate µ:
µ1 = ‖[∆A, θ∆b]‖F ,
and compare µ1 with the linearization estimate µ¯ to show the effectiveness of µ¯. From the definition
of the normwise backward error µ defined in (2.2), it is easy to see that µ ≤ µ1. Note that µ may
be much smaller that µ1 because µ is the smallest perturbation magnitude over the set of all
perturbations ξILS (2.1). We test different choices of the perturbations magnitude ε in (4.2) and
the parameter δ which determines the conditioning of the coefficient matrix A⊤ΣpqA in the normal
equation (1.3). We report the numerical values of µ1, µ¯ and the residual norm γ, where
γ =
∥∥∥(A+∆A)⊤Σpq[(b+∆b)− (A+∆A)y]
∥∥∥
2
.
From Tables 2 and 3, it is observed that the residual norm γ increases when δ decreases from 10−1
to 10−8 under both small and large perturbations, which means that when ILS becomes more ill-
conditioned the computed solution cannot be calculated accurately. Also the linearization estimate
µ¯ increases corresponding to the decrease of δ because more smaller δ makes more ill-posedness of
ILS. For the vector b generated by (4.1), µ¯ can be much bigger than µ1 when large perturbation
magnitude ε = 10−7 both for well-conditioned (δ = 10−1) and ill-conditioned (δ = 10−8) ILS
problem, while we cannot conclude that µ¯ gives a bad estimation for µ because µ is the smallest
perturbation magnitude to let the computed solution y be the exact solution of the perturbed ILS
(4.3) mathematically. In Table 2, when the perturbation magnitude ε = 10−14, µ¯ can approximate
µ1 more closely compared the cases for ε = 10
−7. Especially, when δ = 10−8, µ¯ and µ1 have the
same order, which means that the linearization estimate µ1 can approximate the normwsie backward
error µ accurately. For the standard Gaussian vector b, µ¯ can approximate µ1 more accurately for
well-conditioned and ill-conditioned ILS problem under both small and large perturbations. The
differences between µ¯ and µ1 are up to a hundredfold. Overall, the linearization estimate µ¯ is
effective.
5 Concluding Remarks
In this paper we studied the perturbation analysis for the indefinite least squares problem. The
linearization estimate for the normwise backward error was obtained and condition number expres-
sions for the linear function of the ILS solution were derived through the dual techniques under
componentwise perturbations for the input data. Moreover, these condition numbers could be es-
timated efficiently by the power method [18, Chapter 15] when solving ILS using the QR-Cholesky
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method [4]. Numerical examples validated the effectiveness of the proposed condition numbers and
linearization estimate for the normwise backward error.
Table 2: Comparisons between µ1 and µ¯, where the vector b is generated by (4.1)
ε δ γ µ1 µ¯
10−7 10−1 1.6492e-13 3.1340e-05 2.4542e-15
10−4 3.9891e-12 2.1504e-05 5.0464e-14
10−8 1.2220e-08 6.3091e-06 1.2096e-09
10−14 10−1 7.1711e-14 3.7939e-12 2.0983e-16
10−4 3.0805e-11 2.5107e-12 3.7992e-14
10−8 5.9456e-09 1.2178e-12 7.9989e-12
Table 3: Comparisons between µ1 and µ¯, where the vector b is generated by Matlab command
randn
ε δ γ µ1 µ¯
10−7 10−1 7.5362e-16 3.3461e-07 1.0935e-08
10−4 4.0348e-13 1.8978e-07 9.1348e-09
10−8 2.9291e-08 1.7096e-07 4.0896e-09
10−14 10−1 8.7788e-16 3.4058e-14 2.1264e-15
10−4 1.5979e-12 2.1033e-14 6.3998e-16
10−8 6.2215e-11 1.9163e-14 8.1922e-16
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