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We study electronic phase competition in a system of three coupled spinless Luttinger liquids
using abelian bosonization, together with a perturbative renormalization group (RG) analysis. The
scaling procedure generates off-diagonal contributions to the phase stiffness matrix, which require
both rescaling as well as large rotations of the fields. These rotations, generally non-abelian in
nature, are important for correctly obtaining the dominant electronic orders and critical behavior in
different parameter regimes. They generate a coupling between different interaction channels even
at the tree-level order in the coupling constant scaling equations. We study competing phases in
this system, taking into account the aforementioned rotations, and determine its critical behavior in
a variety of interaction parameter regimes where perturbative RG is possible. The phase boundaries
are found to be of the Berezinskii-Kosterlitz-Thouless (BKT) type, and we specify the parameter
regimes where valley-symmetry breaking, chiral orders, and restoration of C3 symmetry may be
observed. We discuss experimental systems where our approach and findings may be relevant.
I. INTRODUCTION
Coupled one-dimensional systems of interacting
fermions appear in diverse contexts. They have
been used as building blocks for studying higher-
dimensional systems, such as cuprate high-temperature
superconductors,1–6,8–11 due to the availability of con-
trolled nonperturbative methods and numerical tech-
niques for analyzing them. They have also appeared
in studies of low-dimensional organic conductors,14
spin ladders,15–22, Mott insulating magnets,24 as well
as artificially manufactured structures (such as self-
assembled transition metal nanowires25). Systems of
three coupled Luttinger liquids have, in general, re-
ceived comparatively less attention than their two-
coupled counterparts, but have been studied in the con-
text of carbon nanotube systems,12,13 three-leg spin-
tube models,31–34,40,41 coupled fermionic chains appear-
ing in spin-ladder materials21,27–30 and quasi-1D super-
conductors such as K2Cr3As3
23. The case of three
spinless Luttinger liquids is especially interesting since
this is the simplest instance where orders such as chi-
ral superconductivity26 and chiral density wave can arise,
which are not possible in the case of Luttinger liquid sys-
tems with two or fewer fermionic species. Experimentally,
understanding the physics of three coupled spinless Lut-
tinger liquids may be useful in the context of multipocket
systems such as bismuth43–54, graphite intercalates55,56
and even the newly discovered heavy fermion supercon-
ductor UTe2
68–85 in a strong magnetic field. In the quan-
tum limit, these behave effectively as one-dimensional
systems.
Bosonization,57,58 together with a scaling treatment,
has been a common method for studying the low-energy
properties of such systems.2,5–10,12,14,35–39 For coupled
Luttinger liquid systems with three or more fermionic
species, the scaling procedure generically introduces off-
diagonal corrections to the stiffness matrix K̂ in the
quadratic part of the bosonized Hamiltonian (a sine-
Gordon model): these corrections have largely been ne-
glected in the existing analyses,10,12,23 and need to be
taken into account. They carry information about the
competition between different interaction channels, which
in turn governs the electronic phase competition and crit-
ical behavior in these systems. Although they have been
introduced in a study involving two spinful coupled Lut-
tinger liquids,5 in the context of competing orders in
cuprates, the specific nature of the interactions consid-
ered there precludes the existence of chiral orders. On the
other hand, the simplest situation where such nontrivial
corrections arise, is the case of three coupled spinless Lut-
tinger liquids. In this paper, we perform a one-loop RG
analysis for such a system, which takes into account the
effects of the off-diagonal corrections by introducing large
rotations of the K̂−matrix and small renormalizations of
the eigenvalues of K̂. Of these two, the latter affects
the scaling dimensions of the interactions, while the for-
mer effectively rotates the bosonic fields, which affects
the subsequent stages of the scaling. From the solutions
of the scaling equations, we identify the most singular
susceptibilities, corresponding to different order parame-
ters, which in turn determines the phase diagram. Also,
from a numerical scaling analysis of the RG equations,
we obtain the critical behavior near the phase transition
points.
Our main findings are as follows. We find that the fixed
point behavior is dependent both on the relative initial
values of the coupling constants and the Luttinger liquid
parameter. This is a situation qualitatively different from
that of systems with two or less than two fermionic species
(where such an interplay between different interaction
channels does not appear) and is a direct consequence
of the rotations of the stiffness matrices introduced in
our approach. Depending upon the relative initial val-
ues of the couplings and the Luttinger parameters, we
identify the different instabilities in the particle-particle
and particle-hole channels and the nature of their tran-
sitions across phase boundaries. Further, we obtain the
conditions under which valley symmetry breaking and in-
tervalley orders may appear in both these channels. The
possibility of chiral orders is also discussed in this context.
Our calculations are expected to be relevant for un-
derstanding phase transitions and critical phenomena in
systems with multiple small Fermi pockets (like graphite
intercalates55,56, bismuth43–54 and UTe2
68–85) subject to
quantizing magnetic fields, and cylindrical nanotubes at
high fields.12 In general, such an analysis is applicable
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Figure 1. The figure (a) above shows three small Fermi pock-
ets, with Fermi momentum kF , separated by a vector Q in
momentum space such that Q >> kF , which is illustrative of
the situation being considered in the present analysis. In con-
trast to this, in (b), each Fermi point comprises three flavors
of fermions.
for studies of competing phases in three coupled one-
dimensional systems where the instability occurs at en-
ergy scales much smaller than the chemical potential.
However, in situations where the instabilities appear at
higher energy scales, other approaches such as the par-
quet renormalization group approach59–61 are more suit-
able.
The rest of the paper is organized as follows. Sec-II
introduces the fermionic Hamiltonian with most generic
interactions, describes the bosonization procedure and
presents the bosonized Hamiltonian. Sec-III describes
the renormalization group procedure used in our anal-
ysis, which takes into account both the renormalizations
of the eigenvalues of K̂ as well as the large rotations of the
K̂−matrices. In Sec-IV, we introduce test vertices cor-
responding to different order parameter fields and study
their evolution under the renormalization group, to de-
termine the possible instabilities in different channels. Fi-
nally, Sec-V presents a discussion of our results, conclu-
sions and future directions.
II. INTERACTING MODEL AND
BOSONIZATION
The fermionic Hamiltonian consists of two parts,
H = H0 +Hint
where the noninteracting part is the three-band tight-
binding model describing electron hopping while the in-
teracting part originates from electron-electron interac-
tions. The non-interacting Hamiltonian in momentum
space is given by
H0 =
∑
km
ǫkmc
†
kmckm
where the band index m = 0,±1, and ckm(c†km) is the
electron annihilation (creation) operator for the band m.
Near the Fermi points, the energy dispersion can be lin-
earized as ǫkm = vFm(k − kFm) where vFm is the Fermi
velocity and kFm is the Fermi momentum. We assume
the Fermi momenta kFm for the three bands to be iden-
tical. We consider generic density-density type of inter-
actions, and expand the three spinless fermionic fields in
the vicinity of the two Fermi points. We are interested
in situations that physically correspond to partially filled
bands, so that Umklapp scattering between the two Fermi
points for a given band is not relevant. However, since
we would like our model to be relevant for systems with
multiple nested Fermi pockets with a nesting vector equal
to half a reciprocal lattice vector (such as in the case
of bismuth), we do allow the possibility of two-particle
Umklapp scattering between pockets, such that the total
momentum transferred corresponds to a reciprocal lat-
tice vector. This situation is illustrated in figure 1(a) (In
contrast, in figure 1(b), each Fermi point corresponds to
three flavors of fermions).
With these assumptions, the interaction part of the
Hamiltonian has the following form,
Hint =
∑
p,m
(g
(1)
1 ψ
†
pmψ
†
pmψpmψpm + g
(2)
1 ψ
†
pmψ
†
pmψpmψpm
+ g
(3)
1 ψ
†
pmψ
†
pmψpmψpm + g
(4)
1 ψ
†
pmψ
†
pmψpmψpm
+ g
(1)
2 ψ
†
pmψ
†
pmψpmψpm + g
(2)
2 ψ
†
pmψ
†
pmψpmψpm
+ g
(3)
2 ψ
†
pmψ
†
pmψpmψpm + g
(4)
2 ψ
†
pmψ
†
pmψpmψpm
+ g
(1)
3 ψ
†
pmψ
†
pmψpmψpm + g
(2)
3 ψ
†
pmψ
†
pmψpmψpm
+ g
(3)
3 ψ
†
pmψ
†
pmψpmψpm + g
(4)
3 ψ
†
pmψ
†
pmψpmψpm
+ g
(1)
4 ψ
†
pmψ
†
pmψpmψpm + g
(2)
4 ψ
†
pmψ
†
pmψpmψpm
+ g
(4)
4 ψ
†
pmψ
†
pmψpmψpm), (1)
where p = 1(−1) refers to right (left) moving fermions,
and m = 0, 1,−1 denotes the bands and m 6= m. The
three bands are regarded as identical, for simplicity. The
above model is C3 symmetric under the permutation of
the three bands. To study the low-energy behavior, we
shall utilize the standard bosonization technique to ana-
lyze the continuum fermion model. We now bosonize the
fermionic model using the abelian bosonization prescrip-
tion,
ψpm =
ηpm√
2πa
exp[ipkFmx] exp[−ip
√
πϕpm], (2)
where kFm is the Fermi momentum for band m, a is a
cutoff of the order of the lattice constant, and p = 1(−1)
stands for the R(L) branch. The Majorana Klein factors
ηR/Lm satisfy
{ηRm, ηRm′} = 2δmm′
{ηLm, ηLm′} = 2δmm′
2
{ηRm, ηLm′} = 0.
We adopt the following convention for the Klein factors,
following Ref. 23,
ηmpηmp = η0pηmp = imp,
ηmpηmp = η0pη0p = ip,
ηmpηmp = η0pηmp = im,
where p,m = ±1. The chiral fields ϕpm can be written
in terms of nonchiral fields φm and θm as ϕpm = φm −
pθm, and their gradients are proportional to the fermionic
density and current operators, respectively, i.e.,
∇φm ∝ ψ†RmψRm + ψ†LmψLm
∇θm ∝ ψ†RmψRm − ψ†LmψLm. (3)
We collect all quadratic bosonic terms together, which
we henceforth call the “noninteracting” part. The rest
consist of sine-Gordon terms (see below) that we denote
as interactions.
We diagonalize the quadratic part of the bosonic
Hamiltonian by transforming to new bosonic fields φ˜i
given by23

 φ1φ−1
φ0

 =


1√
2
1√
6
1√
3
− 1√
2
1√
6
1√
3
0 − 2√
6
1√
3



 φ˜1φ˜−1
φ˜0

 ,
and likewise for the fields θi. The “noninteracting” part
of the Hamiltonian can then be written as
HB0 =
1
2
∫
dx
∑
µ
vµ(Kµ(∇φ˜µ)2 + 1
Kµ
(∇θ˜µ)2), (4)
where µ = 0, 1,−1. Note our convention for Kµ differs
from the one commonly used in the literature, whereK−1µ
takes the place of Kµ. We have, for the bare couplings,
v±1K±1 = vF − 1
2π
(G2 −G1) ≡ v⊥K⊥
v0K0 = vF − 1
2π
(G02 −G01)
v⊥ =
√
(vF − 1
2π
(G2 −G1))(vF + 1
2π
(G1 +G2))
K⊥ =
√√√√1− 12pivF (G2 −G1)
1 + 12pivF (G1 +G2)
v0 =
√
(vF − 1
2π
(G02 −G01))(vF +
1
2π
(G01 +G
0
2))
K0 =
√√√√1− 12pivF (G02 −G01)
1 + 12pivF (G
0
1 +G
0
2)
whereG1 = g
(4)
1 −g(4)2 +g(4)4 , G2 = −g(1)1 +g(2)2 +g(1)4 −g(2)4 ,
G01 = −2g(4)1 +2g(4)2 +g(4)4 and G02 = 2g(1)1 −2g(2)2 +g(1)4 −
g
(2)
4 . The twofold degeneracy of the eigenvalues of the
stiffness matrix K̂ is a consequence of the C3 rotational
symmetry of the quadratic part of the Hamiltonian. Fol-
lowing the strategy of Ref. 6, we study the scaling of
the quantities Kφ0,⊥ = v0,⊥K0,⊥and K
θ
0,⊥ =
v0.⊥
K0,⊥
, as-
suming an initial condition v0,±1 = 1. We now define
new rescaled fields ψ˜0,±1 =
√
Kφ0,⊥φ˜0,±1 and ϑ˜0,±1 =√
Kθ0,⊥θ˜0,±1. Such a rescaling makes the stiffness matrix
Kˆ proportional to the identity matrix. During the RG
process, we will find that small diagonal and off-diagonal
corrections are introduced to the stiffness matrix, and it
has a real symmetric form, that we denote by Zµν .
After bosonization, the “interacting" part of the
bosonized Hamiltonian has the form of coupled sine-
Gordon terms
HBint =
∑
α
gα cos(a
(α)
i ψ˜i) +
∑
β
gβ cos(A
(β)
i ϑ˜i), (5)
where α = 1−3, 7−9 and β = 4−6, and the coefficients,
a(1) =
(
2
√
2
√
pi√
Kφ
⊥
, 0, 0
)
,
a(2) =
( √
2
√
pi√
Kφ
⊥
,
√
6
√
pi√
Kφ
⊥
, 0
)
,
a(3) =
( √
2
√
pi√
Kφ
⊥
, −
√
6
√
pi√
Kφ
⊥
, 0
)
,
a(7) =
(
0, 4
√
pi
√
6
√
Kφ
⊥
4
√
pi√
3
√
Kφ0
)
,
a(8) =
( √
2
√
pi√
Kφ
⊥
, 2
√
pi
√
6
√
Kφ
⊥
, − 4
√
pi√
3
√
Kφ0
)
,
a(9) =
( √
2
√
pi√
Kφ
⊥
, − 2
√
pi
√
6
√
Kφ
⊥
, 4
√
pi√
3
√
Kφ0
)
,
A(4) =
(
2
√
2
√
pi√
Kθ
⊥
, 0, 0
)
,
A(5) =
( √
2
√
pi√
Kθ
⊥
,
√
6
√
pi√
Kθ
⊥
, 0
)
,
A(6) =
( √
2
√
pi√
Kθ
⊥
, −
√
6
√
pi√
Kθ
⊥
, 0
)
,
where the effective couplings gα(α = 1 − 9) are linear
combinations of the couplings g
(j)
i (see Appendix A). The
validity of the perturbative RG analysis we shall perform
below requires the coupling constants gα to be small, and
we assume this to be the case for the rest of the paper.
However this limitation does not extend to the stiffnesses
Kφ,θ, which may depart significantly from the noninter-
acting value Kφ,θ = 1, remaining within the purview of
perturbative RG. Indeed, given our motivation of under-
standing electronic phase competition in the quantum
limit in low-carrier density (and consequently strongly
correlated) semimetals such as bismuth, in the rest of the
paper we will largely focus on regimes where the stiff-
nesses appreciably depart from unity. Note that we al-
low the possibility of the coupling constants in the sine-
Gordon model to break the C3 permutation symmetry
in the following analysis. The same can also be done in
the quadratic part and the two are equivalent. During the
RG procedure, the vectors â and Â, in general, rotate and
stretch. The scaling dimensions for the interaction terms
in Eq. 5 depend on the values of the Luttinger parame-
ters Kφ,θ0 and K
φ,θ
⊥ , and in our analysis, we only retain
the most relevant interaction terms (with the smallest
scaling dimensions). This further reduces the number of
parameters we need to consider in our model.
3
III. RENORMALIZATION-GROUP ANALYSIS
The renormalization group follows the standard Wilso-
nian procedure of elimination of fast degrees of freedom,
restoration of the cutoff, rescaling of the couplings and
the renormalization of the fields. This gives rise to off-
diagonal corrections in the stiffness matrices, which then
take the form Zµν . To keep the Gaussian fixed point
unchanged, we rotate the Zθ,φµν matrices, to diagonalize
them, and then rescale the fields φ˜i or θ˜i (using the
eigenvalues of these matrices) such that the matrices be-
come proportional to identity. Note that the above rota-
tion does not change the scaling dimensions of the sine-
Gordon interaction terms. Now, in the new basis ob-
tained after the rotation and the subsequent rescaling
of the fields, we once again compute the one-loop cor-
rections and the resulting changes in the diagonal and
off-diagonal elements of the stiffness matrices, and repeat
the aforementioned steps throughout the RG process. An
equivalent procedure has been followed in Ref. 6, where,
instead of keeping the Gaussian fixed point unchanged,
the fields are kept unchanged and the renormalization
process leads to rotations and stretching of eigenvalues of
the Zθ,φµν matrices. We simplify our analysis by consider-
ing the anisotropic limits Kφ⊥ ≫ Kφ0 or Kφ0 ≫ Kφ⊥, which
allows us to drop certain terms (which have higher scal-
ing dimensions) in the interacting Hamiltonian in Eq. 5
in each of these limits. However, the formulation may be
readily extended to the most general case. We note that
the anisotropic limits Kφ⊥ ≫ Kφ0 or Kφ0 ≫ Kφ⊥ necessar-
ily mean we are far from the noninteracting limit where
Kφ,θ ≈ 1. Our remaining analysis thus corresponds to
a strong coupling limit of the model. Below we discuss
the results obtained by incorporating one-loop corrections
to the matrices Zφµν and Z
θ
µν in the two aforementioned
anisotropic parameter regimes. At any given stage of the
RG, the matrix Zφµν , with the one-loop corrections incor-
porated, is given by
Zφ =


1
2 +
∑
α
g2αdy
16pi ((a
(α)
1 )
2 + (a
(α)
−1 )
2)(a
(α)
1 )
2
∑
α
g2αdy
16pi ((a
(α)
1 )
2 + (a
(α)
−1 )
2)(a
(α)
1 )(a
(α)
−1 ) 0∑
α
g2αdy
16pi ((a
(α)
1 )
2 + (a
(α)
−1 )
2)(a
(α)
1 )(a
(α)
−1 )
1
2 +
∑
α
g2αdy
16pi ((a
(α)
1 )
2 + (a
(α)
−1 )
2)(a
(α)
−1 )
2 0
0 0 12

 . (6)
Note that the above matrix is block-diagonal - a con-
sequence of the nature of the interaction terms and/or
approximations employed in the parameter regimes con-
sidered in our analysis. While the corrections accumu-
lated are infinitesimal, the rotations involved in restor-
ing the matrices with off-diagonal contributions are fi-
nite rotations which cannot be accounted for in the RG
flow equations. In our approach, we are always in the
rotating frame, where these large rotations are absent,
and only small incremental changes to the components
along the field directions need to be tracked. These
amount to slow changes in the orientation and length,
in the rotating frame, upon scaling. In the limit where
Kφ0 ≪ Kφ⊥, we find that we only need to retain the cou-
plings gα(α = 1− 3), based on their lower scaling dimen-
sions. In this case, we calculate one-loop corrections to
the Zφ matrices due to the terms g1, g2 and g3 in the
interaction Hamiltonian, and likewise, to the Zθ matri-
ces due to the terms g4, g5 and g6. The corresponding
matrix turns out to be block-diagonal due to the symme-
try of the interaction terms in this regime. On the other
hand, in the limit where Kφ⊥ ≪ Kφ0 , only the couplings
gα(α = 7− 9) need to be retained for our analysis. Here
we obtain one-loop corrections to the Zφ matrices aris-
ing from the couplings g7, g8 and g9, and, once again,
to the Zθ matrices due to the terms g4, g5 and g6. In
this case, the matrix Zφ generally comprises nonzero cor-
rections to every matrix element. However, in the limit
Kφ⊥ ≪ Kφ0 , we can drop certain terms and it reduces to a
block-diagonal form similar to Eq. 6 above with α = 7−9.
In our analysis, we track the scaling equations for the
interaction couplings, as well as the coefficients of the
fields in the sine-Gordon terms. The eigenvalues of the
matrix Zµν in Eq. 6 above are denoted by z1, z−1 and
z0. We diagonalize the matrix and then rescale the fields
using these eigenvalues. At any given stage of the RG
flow, the coefficients of the fields in the cosine terms
evolve in the manner a
(α)
i → (Ra
(α))i√
zi
, where R is the
rotation which diagonalizes the matrix Zµν . We con-
tinue to denote the interaction terms as gα cos[â
(α)
i ψ˜i]
or gα cos[Â
(α)
i ϑ˜i], and write down the RG equations for
the coefficients a
(α)
i , A
(α)
i and the couplings gα. As an
example, proceeding in incremental steps, the RG equa-
tions for the coefficients a
(1)
1 and a
(1)
−1 (corresponding to
the coupling g1) due to the rescaling process described
above, are given by
da
(1)
1
dy
= −a(1)1 Λ1
da
(1)
−1
dy
= −a(1)−1Λ−1 (7)
where z1 = 1/2 + Λ1dy and z−1 = 1/2 + Λ−1dy, with
Λ1 and Λ−1 depending upon all the coupling constants
and the coefficients of all the fields in the sine-Gordon
terms (see Appendix A, for the explicit expressions of Λ1
and Λ−1). The leading corrections are quadratic in the
coupling constants. This is not surprising since the RG
equations of Eq. 7 essentially describe the renormaliza-
tion of the stiffness constants Kφ,θ, which do not have
O(g) tree-level corrections. The RG flow equations for
the rest of the components a
(α)
i also behave in the same
way.
The tree-level contributions to the RG flows for the
sine-Gordon couplings gα are obtained in terms of the
scaling dimensions of the respective sine-Gordon terms,
and the one-loop contributions are obtained using the
Operator Product Expansion (OPE). The RG equations
4
for the couplings gα, α = 1− 3 are
dg1
dy
= g1(2− 1
4π
((a
(1)
1 )
2 + (a
(1)
−1)
2),
+
1
8π
(a
(2)
1 a
(3)
1 + a
(2)
−1a
(3)
−1)g2g3,
dg2
dy
= g2(2− 1
4π
((a
(2)
1 )
2 + (a
(2)
−1)
2),
− 1
8π
(a
(1)
1 a
(3)
1 + a
(1)
−1a
(3)
−1)g1g3,
dg3
dy
= g3(2− 1
4π
((a
(3)
1 )
2 + (a
(3)
−1)
2),
− 1
8π
(a
(1)
1 a
(2)
1 + a
(1)
−1a
(2)
−1)g1g2 (8)
The RG equations for the rest of the couplings gα(α =
4− 9) are also easily obtained and have a similar form as
Eq. 8.
One-loop corrections to the RG equations
The O(g2) one-loop (or OPE) contributions to the
renormalization of the coupling constants gα in Eq. 8
above are perturbatively smaller than the leading tree-
level term. In contrast, the OPE contribution is the lead-
ing one in the RG equation for the coefficients of the fields
in the cosine terms, given in Eq. 7, which determine the
scaling dimensions of the interaction terms. In general,
one-loop corrections can have a significant effect on the
RG flows when the tree-level term is small – the usual
motivation for considering higher order corrections in the
perturbative RG. However, we found that if the initial
values of the sine-Gordon couplings are small, and the
initial stiffnesses are appreciably different from unity (re-
flecting the strongly correlated nature of our problem),
the RG equations with or without the one-loop correc-
tions generically give very similar solutions (see Fig. 3).
If the initial scaling dimensions of the interaction terms
are close to two (i.e. the tree-level contribution is small),
or the bare values of the couplings are not sufficiently
small (so that the one-loop and tree-level terms are com-
parable), then the one-loop terms need to be taken into
account. This requires a separate, more detailed study
and is not attempted in the present work.
We solve the coupled differential equations 7 and 8 nu-
merically and obtain the fixed-point values for the various
couplings gα and the coefficients a
(α)
i . We consider weak
repulsive interactions in every channel, and study the na-
ture of the RG flows as a function of the initial conditions
on the interactions and the value of the Luttinger liquid
parameter Kφ,θ⊥ . In general, we find that the couplings gα
either diverge or flow to zero in the course of the RG flow.
From Eq. 7 above, it is clear that the coefficients a
(α)
1 and
a
(α)
−1 obey different RG equations, and show qualitatively
different behavior as a function of the RG flow parame-
ter. In other words, the coefficients of the different fields
rescale differently in the course of the RG flow, following
the rotation of the stiffness matrix.
Figure 2. The figure shows a schematic illustration of our
renormalization group procedure. The stiffness matrix, which
is initially diagonal, develops off-diagonal corrections in the
course of the RG flow and takes the general form Zµν . This
matrix is diagonalized, which leads to a rotation R of the
coefficients a(α) of the sine-Gordon interaction terms. The
diagonal elements are then absorbed in the respective sine-
Gordon fields, which brings the stiffness matrix back to unity,
and leads to a rescaling of the rotated coefficients a(α).
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Figure 3. The figure compares the generic scaling behavior of
the coupling g1 with and without considering the effect of the
one-loop corrections in the scaling equations for the coupling
constants. The parameters have been chosen such that the
initial value of the tree-level term exceeds the one-loop contri-
bution. The blue and red circles correspond to the cases with
and without the one-loop contributions, respectively. The ini-
tial values of the couplings considered are g1 = 0.3, g2 = 0.1,
g3 = 0.05, and the value of the Luttinger parameterK
φ
⊥
= 0.1.
Clearly, the two sets of equations, with or without the one-
loop contributions, give very similar results in this regime.
IV. PHASE DIAGRAM AND CRITICAL
BEHAVIOR
The order parameters considered in our analysis are
fermionic bilinear operators characterized by chirality
and band indices. There are two classes of order parame-
ters in our system. These are defined in the particle-hole
channel (density wave),23
Re[Oi0ph] ∝
∑
mm′
λimm′ψ
†
RmψLm′ + h.c, (9)
and in the particle-particle channel (superconductivity),
Re[Oi0pp] ∝
∑
mm′
λimm′ψ
†
Rmψ
†
Lm′ + h.c, (10)
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Figure 4. The figure shows the RG flows for the couplings
g1, g2 and g3 for the Luttinger parameter K
φ
⊥
= 0.1 and
initial conditions g01 = 0.3, g
0
2 = 0.1, g
0
3 = 0.05. While g1
grows monotonously (see (a)) under these conditions, g2 and
g3 show a decline (see (b)). In general, any one or more of the
couplings gα may diverge, depending on the initial conditions
chosen. The RG flows of the couplings gi,i = 4− 9 behave in
a manner qualitatively similar to that of g1, g2 and g3.
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Figure 5. The figure shows a scaling collapse plot of the RG
flow parameter y ∼ ln[ξ] (where ξ is the correlation length) as
a function of 1√
K
φ
⊥
−Kc
. Kc denotes the critical value of the
Luttinger liquid parameter Kφ
⊥
, where the system undergoes a
phase transition. The plot shows results for five different sets
of initial conditions on the interactions, with one or more of
the couplings gα taking non-zero values initially, and indicates
that the phase transitions occuring in this system are contin-
uous in nature and belong to the BKT universality class.
where λi(i = 1...8) correspond to the Gell-Mann matri-
ces (see Appendix B for details), λ0 denotes the 3x3 unit
matrix, and ψpm(ψ
†
pm) is the electron annihilation (cre-
ation) operator with chirality p and band m. We follow
the convention used by Ref. 23 ; however, in both the
Eqs. 9 and 10, no spin indices are present, due to the
spinless nature of the fermions, indicated by the second
index being 0 for the order parameters. Note that we con-
sider ordered states arising from scattering or pairing in
opposite chiralities in this analysis, and we have checked
that equal-chirality interband pairing terms show a qual-
itatively similar behavior. The order parameters in Eqs.
9 and 10 above are expressed in terms of the bosonic
fields. A total of eighteen order parameters are obtained
in the particle-hole and particle-particle channels in the
spinless case (see Appendix B for expressions of the order
parameters in terms of the bosonic fields).
We now discuss the physical meaning of the electronic
phases corresponding to the above order parameters. In
the anisotropic strong coupling regime that we study
(where the initial Kφ⊥ value is often far from unity and
the initial gi are generically unequal), the phases that
are obtained are typically associated with the breaking
of valley permutation or bond permutation symmetries.
However, we also find phases with the C3 symmetry re-
stored, not slaved to the initial conditions where this is
explicitly broken (see Appendix B). Interband pairing in
the particle-hole channel corresponds to a bond-ordered
(BO) phase, while in the particle-particle channel it gives
rise to superconductivity at a finite wavevector (FFLO)
equal to the separation between two small Fermi pockets
in momentum space, Q. The intraband order parame-
ters correspond to linear combinations of the fermionic
bilinears on the three different pockets. One of them is a
symmetric linear combination (s−wave, denoted by SW)
while the other two are nematic, corresponding to an-
gular momentum l = 2 (d−wave order). If we ascribe
the angular positions of the three patches in momentum
space as δ = 0, δ = 2π/3 and δ = 4π/3, the phases of the
order parameters on the three valleys go either as cos(2δ)
or sin(2δ), both of the d−wave type. It is also possi-
ble to have chiral orders, with phases going as exp(±iδ),
as a linear combination of nematic orders. These linear
combinations are not unique, and depending on the ini-
tial conditions, the actual order parameter may be some
combination of these. Intraband pairing in the particle-
hole channel has an ordering wavevector 2kF , much less
than Q, and is generally incommensurate. Depending on
the initial conditions, the CDW (charge density wave)
order could involve a linear combination of the CDW
orders on the three different patches. If C3 symmetry
is not broken, then the orders may have s−wave (uni-
form CDW, denoted by UCDW), or a doubly degenerate
d−wave symmetry (d−density wave). As was the case
for superconductivity, the d−density wave order can be
either nematic (denoted by NCDW) or chiral type (de-
noted by cCDW). The order parameters corresponding
to different types of order are listed in Table I.
To study the dominant electronic orders, we introduce,
in the disordered phase, test vertices corresponding to
various order parameter fluctuations and determine how
they grow or shrink upon scaling. The evolution of any
particular order parameter is governed by a certain com-
bination of couplings, and the one with the smallest scal-
ing dimension, such that the divergence is strongest upon
scaling, is the dominant order. Those order parameters
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that initially have a large scaling dimension do not grow
under scaling and correspond to short-range order. We
also take into account the corrections to the scaling di-
mensions to leading order, O(g) in the couplings, as these
terms sometimes lead to shifts in the scaling dimensions
of order parameters that have identical RG equations at
the tree-level order, resulting in the lifting of degenera-
cies, with one of them becoming long-range ordered and
the other short-range ordered (see Appendix B).
In order to determine the winning order parameters, we
consider the behavior of the couplings gα and the corre-
sponding coefficients of the fields a
(α)
i near the fixed point
of the RG for a given set of initial conditions and find that
both quantities play a crucial role in deciding the nature
of the dominant electronic orders. In some cases, we find
that none of the order parameters we studied grows un-
der RG, implying the absence of any quasi-long range
ordered state despite the presence of interactions. Such
situations also come up in the context of floating phases
in coupled sine-Gordon models. The advantage of our
method is that it not only gives us the dominant order
parameters, but also yields the scaling dimension at the
fixed point which is essentially the exponent of power law
correlations of the order parameter fields in the quasi-
long range ordered state. Later, we will show that the
transitions, where they occur, belong to the Berezinskii-
Kosterlitz-Thouless (BKT) universality class, and that
the correlation functions diverge upon approaching the
critical point, in accordance with the BKT law.
We classify the nature of the dominant orders in differ-
ent parameter regimes depending upon the relative sizes
of Kφ⊥ and K
φ
0 , considering the two broad classes of pa-
rameters, Kφ0 ≫ Kφ⊥ and Kφ⊥ ≫ Kφ0 . Clearly, this im-
plies some Kφ⊥ values must necessarily take values far
from the noninteracting point Kφ⊥ = 1, i.e., we are in a
strong-correlation regime that is nevertheless accessible
by perturbative RG. Within each of these classes, we fur-
ther examine situations with either Kφ0 ≫ 1 or Kφ0 ≪ 1.
The case with Kφ0 ∼ 1, involving a competition between
different types of orders, depending upon the initial con-
ditions, requires a more detailed study, and has not been
addressed here. In the regime where Kφ0 ≫ Kφ⊥ and
Kφ0 ≪ 1, the dominant instabilities are found in the in-
traband particle-particle channel. Similarly, in the regime
where Kφ⊥ ≫ Kφ0 and Kφ0 ≫ 1, the dominant instabilities
are found in the intraband particle-hole channel. Note
that in these two parameter regimes, Kφ⊥ is automati-
cally constrained to be numerically very small or very
large. We now consider the remaining two cases, which
allow us to tune Kφ⊥ over a wide range of values, giving
rise to both intraband and interband orders.
We find that for Kφ0 ≫ Kφ⊥ and Kφ0 ≫ 1, the particle-
hole orders are more relevant than the particle-particle or-
ders, due to smaller scaling dimensions of the correspond-
ing order parameters, and for Kφ⊥ ≫ Kφ0 and Kφ0 ≪ 1,
the particle-particle orders are likewise found to be more
important. Within the regimes considered by us, the
phase diagram is affected primarily by two factors: the
magnitude of the Luttinger liquid parameter Kφ⊥ and the
set of initial conditions considered for the interactions
gα. The nature of the phase transitions is studied us-
ing a numerical scaling analysis. The scaling of the cor-
relation length ξ at the critical point is determined by
identifying the characteristic scale y where the couplings
gα(y) cross a designated value ? 1. We obtain contin-
uous transitions as a function of Kφ⊥, belonging to the
Berezinskii-Kosterlitz-Thouless (BKT) universality class,
which is confirmed by demonstrating the universal BKT
scaling collapse for the behavior of the correlation length
close to the critical point (see Fig. 5). Note that the
critical value Kc of the Luttinger parameter K
φ
⊥ is dif-
ferent for different initial conditions on the couplings gα,
as shown in Fig. 5, each of which give rise to the same
critical behavior.
Below we discuss the salient features of the phase di-
agram for the aforementioned two parameter regimes,
Kφ0 ≫ Kφ⊥ and Kφ0 ≫ 1, or Kφ0 ≪ Kφ⊥ and Kφ0 ≪ 1,
each corresponding to a range of values of Kφ⊥. Since K
θ
⊥
is inversely related to Kφ⊥ in our model, it does not con-
stitute an independent parameter in the phase diagram.
Kφ⊥ ≪ 1: In this regime, for Kφ0 ≪ Kφ⊥ and Kφ0 ≪ 1,
the intraband particle-particle orders (SW, Nematic, Chi-
ral) are found to be more relevant, whereas for Kφ0 ≫ Kφ⊥
and Kφ0 ≫ 1, no electronic orders are present when we
consider extremely small values of Kφ⊥, and for larger
values of Kφ⊥, a particular pair of interband particle-hole
orders (BO) dominates, depending upon the initial con-
ditions being considered for the interactions.
Kφ⊥ ∼ 1: For Kφ⊥ ∼ 1, various intraband and in-
terband particle-particle (FFLO, SW, Nematic, Chiral)
orders compete with each other in the regime Kφ0 ≪ Kφ⊥
and Kφ0 ≪ 1, and likewise, various particle-hole (UCDW,
NCDW, cCDW,BO) orders compete with each other in
the regime Kφ0 ≫ Kφ⊥ and Kφ0 ≫ 1, and it is in this part
of the phase diagram that the winning phases are depen-
dent most sensitively on the initial conditions chosen for
the interactions. However, at Kφ⊥ = 1 for K
φ
0 ≪ Kφ⊥, or
very close to this point, the one-loop corrections should
be taken into account, and our analysis in this regime
requires further work.
Kφ⊥ ≫ 1: In this case, for Kφ0 ≪ Kφ⊥ and Kφ0 ≪
1, a particular pair of interband particle-particle orders
(FFLO) is found to dominate, depending on the initial
conditions chosen for the interactions, and no order is
found to be present when we consider extremely large
values of Kφ⊥, whereas for K
φ
0 ≫ Kφ⊥ and Kφ0 ≫ 1, the
intraband particle-hole orders (UCDW, NCDW, cCDW)
are found to be more relevant.
The types of electronic orders occurring in different pa-
rameter regimes, considered in our analysis, are schemat-
ically shown in Fig. 6.
V. DISCUSSION AND CONCLUSIONS
In summary, we have studied competing electronic
phases and phase transitions in a system of three cou-
pled spinless Luttinger liquids using a renormalization
group analysis of the bosonized interactions that takes
into account off-diagonal contributions arising from one-
loop corrections to the stiffness matrices. This is done
by introducing a series of rotations and rescalings of the
fields (or equivalently, the coefficients of different fields
in the sine-Gordon interaction terms) in the course of the
RG flow. These rotations and rescalings are found to
depend on all the couplings as well as coefficients of all
the fields present in the system. They couple the differ-
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Type of order Order parameter Name of order
Interband
p-p
O10pp,O
40
pp,O
60
pp FFLO(wavevector Q)
O20pp,O
50
pp,O
70
pp FFLO(wavevector Q)
p-h
O10ph,O
40
ph,O
60
ph Bond order (BO)(wavevector Q)
O20ph,O
50
ph,O
70
ph Bond order (BO)(wavevector Q)
Intraband
p-p O00pp,O
30
pp,O
80
pp s−wave (SW), Nematic d−wave, Chiral d−wave
p-h O00ph,O
30
ph,O
80
ph Uniform(U) CDW , nematic (N) d−CDW , chiral (c) d−CDW
Table I. Table showing electronic phases corresponding to each of the order parameters considered in our analysis. Here particle-
particle (p-p) refers to superconductivity, while particle-hole (p-h) refers to density wave orders. Interband pairing between
different pairs of bands in the particle-hole channel leads to bond order (denoted by BO) while the corresponding pairing in
the particle-particle channel leads to a finite-momentum pairing (denoted by FFLO) state with the wavevector Q, equal to
the separation between two small Fermi pockets in momentum space. Intraband pairing can correspond to a situation with
different phases on different Fermi pockets and lead to uniform charge density wave (denoted by UCDW) or nematic d−density
wave order (denoted by NCDW) in the particle-hole channel, and s−wave or nematic d−wave superconductivity in the particle-
particle channel. In the case where these different order parameters are degenerate, a combination of them which is chiral in
nature gives rise to the lowest energy configuration. In such a situation, a chiral d−density wave (denoted by cCDW) or chiral
d−wave superconductivity can be realized. Despite choosing initial conditions that generically break C3 permutation symmetry,
one nevertheless finds that in some parameter regimes (see text, Fig. 6), phases with the C3 symmetry restored, such as the
chiral orders, are dominant.
Figure 6. The figure shows the phase diagram for a system of three coupled spinless Luttinger liquids as a function of Kφ
⊥
,
considering the parameter regimes (a) Kφ
⊥
≫ K
φ
0 and K
φ
0 ≪ 1, where only particle-particle (p-p) orders are considered due
to the smaller scaling dimensions of the corresponding order parameters, (b) Kφ
⊥
≫ K
φ
0 and K
φ
0 ≫ 1, where the dominant
instabilities belong to the intraband particle-hole channel, (c) Kφ0 ≫ K
φ
⊥
and Kφ0 ≪ 1 where the dominant instabilities occur
in the intraband particle-particle channel, and (d) Kφ0 ≫ K
φ
⊥
and Kφ0 ≫ 1, where only particle-hole (p-h) orders are considered
in our analysis, due to smaller scaling dimensions of the corresponding terms. In cases (a) and (d), we can tune Kφ
⊥
over a
large range of values, and for Kφ
⊥
∼ 1, various interband and intraband orders compete with one another, the winner being
determined by the initial conditions on the interactions. Note that our results are not reliable for Kφ
⊥
= 1 in regime (a), where
the one-loop corrections must be taken into account. The orders indicated in the figure have been denoted in the paper as SW
for s−wave, FFLO for finite-momentum pairing, UCDW as a CDW order with s-wave symmetry, NCDW as nematic d−density
wave, cCDW as chiral d−density wave and BO as bond order. The shaded (gray) portions of the phase diagram demarcate the
parameter regimes which can be understood from our analysis.The boundaries of different types of phases are flexible in nature,
and can change depending on the initial conditions chosen for the couplings.
ent interaction channels even at the tree-level order. To
determine the most dominant electronic orders, we intro-
duce, in the disordered phase, test vertices corresponding
to various order parameter fluctuations and study their
evolution under the renormalization group. We find that
the overall nature of the winning orders in different pa-
rameter regimes is governed by the RG flows of the cou-
plings, as well as those of the coefficients of the fields in
the sine-Gordon terms. Notably, for a range of values of
the Luttinger liquid parameter Kφ⊥, which depart appre-
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ciably from the noninteracting limit Kφ⊥ = 1, interband
orders involving any one pair of bands are found to be
dominant, the specific pair being determined by the ini-
tial conditions for the couplings. This is an example of
valley symmetry breaking. At Kφ⊥ = 1 for K
φ
⊥ ≫ Kφ0 ,
one-loop corrections to the RG equations must be taken
into account, and this aspect of our analysis requires fur-
ther work. In the regions where intraband orders are the
most relevant, they can be chiral in nature. Such orders
restore the original C3 symmetry of the system, broken
explicitly through the initial conditions for the couplings.
In the regimes where Kφ⊥ ∼ 1, the nature of the dominant
orders is found to be sensitively determined by the ini-
tial conditions on the interaction couplings, with multiple
orders competing closely. For simplicity of analysis, we
have considered the strong correlation regimes ofKφ0 ≫ 1
orKφ0 ≪ 1, and the more involved case ofKφ0 ∼ 1 has not
been discussed, where the particle-particle and particle-
hole channels compete with each other and the results are
likely to be sensitive to the initial conditions considered.
This will be taken up in a future work. We also determine
the nature of the phase transitions as a function of the
Luttinger parameter Kφ⊥ as well as the initial conditions
on the interactions gα using a numerical scaling analysis.
The system hosts continuous transitions belonging to the
BKT universality class, where the critical value of Kφ⊥
differs with the initial values of the couplings.
From an experimental point of view, our analysis is
expected to be relevant for studying electronic interac-
tion effects in semimetals with three small Fermi pock-
ets under conditions of high magnetic fields such that
the bands are effectively in the quantum limit, and may
be regarded as one-dimensional. Examples include bis-
muth, the graphite intercalation compounds and pos-
sibly the heavy fermion semimetal UTe2 at high mag-
netic fields. For bismuth, when the magnetic field is
aligned along the highest symmetry axis (the trigonal
axis), a field of 9 T allows one to attain the quantum
limit putting carriers in their lowest Landau level.53 In
this situation, Coulomb interaction effects play an im-
portant role in determining the electronic phase. The
presence of anomalous features in the magnetization63
and the Nernst response43 of bismuth at high fields, be-
yond the quantum limit, points towards the importance
of examining possible electronic instabilities due to in-
teraction effects in this regime. Furthermore, there has
been experimental evidence for valley symmetry breaking
at high magnetic fields in bismuth,45 and the importance
of electron correlations for the same has been recognized.
From recent magnetoresistance studies, one or two valleys
have been observed to become completely empty above
a threshold magnetic field.67 Moreover, in semi-metallic
bismuth the flow of Dirac fermions along the trigonal axis
is extremely sensitive to the orientation of in-plane mag-
netic field. In the vicinity of the quantum limit, the orien-
tation of magnetic field significantly affects the distribu-
tion of carriers in each valley, and the valley polarization
is induced by the magnetic field. As the temperature
is decreased or the magnetic field increased, the symme-
try between the three valleys is spontaneously lost. We
expect our technique to be useful for theoretically de-
scribing such a situation in bismuth, incorporating the
features known from experiment, and predicting possible
electronic instabilities.
In graphite intercalates, the Fermi level often naturally
lies in the vicinity of the M-points in the Brillouin zone,
which gives rise to another system with three small Fermi
pockets. Superconductivity has been predicted and ob-
served experimentally in multiple graphite intercalation
compounds, such as CaC6,YbC6 and KC8,
65 but the pos-
sibility of realizing superconductivity or a density wave
order under a high magnetic field in such materials has
not received much attention in the literature. The case
of pure graphite is different; there is evidence for a high
field-induced CDW transition66 resulting from the en-
hancement of interactions due to the confinement effect
of the magnetic field. However valley-symmetry breaking
in graphite occurs between the K and K′ points, which
is not the subject of this paper. Corresponding field-
induced phase transitions in graphite intercalates may,
however, be accessible using our analysis.
The recently discovered heavy fermion triplet super-
conductor UTe2,
71,72,75–77,82 with a transition tempera-
ture Tsc=1.6 K, exhibits two independent high-field su-
perconducting phases,70 one of which has an upper criti-
cal field exceeding 65 T, and lies within a field-polarized
phase. Such re-entrant superconducting phases are ob-
served for selective ranges of orientation of the field.69,70
High-resolution ARPES data for UTe2 indicates that it
has three small Fermi pockets.79 A quasi-1D bandstruc-
ture has been indicated both by bandstructure calcula-
tions and the ARPES studies. Our analysis is expected
to be applicable at the highest fields, with electrons fully
spin-polarized and in the quantum limit. A field of 65
T corresponds to a magnetic length of about 3.2 nm,
which would require a carrier density of about 7x1018
cm−3 to be in the quantum limit, typical for semimetal-
lic systems42.
In the present work, we have not studied the case where
Kφ0 ∼ Kφ⊥, with the rotations being in general O(3) ma-
trices. The rotation matrices in that case are non-abelian
and it would interesting to see if this gives qualitatively
new insights into the problem. In this regime, we also
have the possibility of an additional Ising-type symmetry
breaking due to the symmetry between the θ˜ and φ˜ fields
when Kφ⊥ = K
φ
0 = 1, which has not been considered in
this paper. We hope to study the implications of our ap-
proach for the spinful three-band case, and compare our
results with Ref. 23, where the rotations of the matri-
ces Zµν were not taken into account in the RG analysis.
We would also like to consider the case of special fillings
where intraband Umklapp scattering terms are possible.
At first sight, these terms have higher scaling dimensions
than the interactions considered by us, and so, at the tree
level, they are not relevant. However, more work needs
to be done to see the effect they have on the conclusions
of this paper.
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Appendix A: Expressions for bosonic couplings in terms of fermionic couplings
The expressions for the gα’s in Eq.5 of the main text in terms of the fermionic interactions g
(j)
i in Eq.1 are given
by-
g1, g2, g3 → 4
(2πa)2
(g
(1)
2 − g(2)1 )
g4, g5, g6 → 4
(2πa)2
(g
(2)
3 − g(1)3 )
g7, g8, g9 → 4
(2πa)2
(g
(3)
1 − g(3)2 )
In the RG equations in Eq. 7 the expressions for Λ1 and Λ−1 are given by
Λ±1 =
1
32π
((a21 + a
2
−1)
2g21 + (b
2
1 + b
2
−1)
2g22 + (c
2
1 + c
2
−1)
2g23 ± (a81g41 + 4a61a2−1g41 + 4a21a6−1g41 + a8−1g41
+(b21 + b
2
−1)
4g42 + 2(b
2
1 + b
2
−1)(c
2
1 + c
2
−1)(b−1(−c1 + c−1) + b1(c1 + c−1))(b1(c1 − c−1)+
b−1(c1 + c−1))g22g
2
3 + (c
2
1 + c
2
−1)
4g43 + 8a
3
1a−1g
2
1(b1b−1(b
2
1 + b
2
−1)g
2
2 + c1c−1(c
2
1 + c
2
−1)g
2
3)+
8a1a
3
−1g
2
1(b1b−1(b
2
1 + b
2
−1)g
2
2 + c1c−1(c
2
1 + c
2
−1)g
2
3) + 2a
4
1g
2
1(3a
4
−1g
2
1+
(b41 − b4−1)g22 + (c41 − c4−1)g23) + 2a4−1g21((−b41 + b4−1)g22 + (−c41 + c4−1)g23))1/2)
Appendix B: Order parameters, bosonic representation, scaling analysis
In our analysis, the fermionic bilinears for the order parameters are expressed in terms of Gell-Mann matrices, which
are a set of eight linearly independent 3×3 traceless Hermitian matrices, given by-
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0


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λ3 =

 1 0 00 −1 0
0 0 0

 , λ4 =

 0 0 10 0 0
1 0 0


λ5 =

 0 0 −i0 0 0
i 0 0

 , λ6 =

 0 0 00 0 1
0 1 0


λ7 =

 0 0 00 0 −i
0 i 0

 , λ8 = 1√
3

 1 0 00 1 0
0 0 −2


Below, we list the expressions for the eighteen order parameters in terms of the bosonic fields:
Re[O00ph] ∝ (2 cos[
√
2
√
πφ˜1] sin[
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx] + sin[− 4√
6
√
πφ˜−1 +
2
√
πφ˜0√
3
− 2kFx])
Re[O10ph] ∝ sin[
√
2
√
πθ˜1] cos[
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[O20ph] ∝ cos[
√
2
√
πθ˜1] cos[
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[O30ph] ∝ sin[
√
2
√
πφ˜1] cos[
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[O40ph] ∝ sin[
√
πθ˜1√
2
+
3
√
πθ˜−1√
6
] cos[
√
πφ˜1√
2
−
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[O50ph] ∝ cos[
√
πθ˜1√
2
+
3
√
πθ˜−1√
6
] cos[
√
πφ˜1√
2
−
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[O60ph] ∝ sin[
√
πθ˜1√
2
− 3
√
πθ˜−1√
6
] cos[
√
πφ˜1√
2
+
√
πφ˜−1√
6
− 2
√
πφ˜0√
3
+ 2kFx]
Re[O70ph] ∝ cos[
√
πθ˜1√
2
− 3
√
πθ˜−1√
6
] cos[
√
πφ˜1√
2
+
√
πφ˜−1√
6
− 2
√
πφ˜0√
3
+ 2kFx]
Re[O80ph] ∝ (cos[
√
2
√
πφ˜1] sin[
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]− sin[− 4√
6
√
πφ˜−1 +
2
√
πφ˜0√
3
− 2kFx])
Re[O00pp] ∝ (2 cos[
√
2
√
πθ˜1] sin[
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]− sin[4
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
])
Re[O10pp] ∝ sin[
√
2
√
πφ˜1] cos[
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[O20pp] ∝ cos[
√
2
√
πφ˜1] cos[
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[O30pp] ∝ sin[
√
2
√
πθ˜1] cos[
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[O40pp] ∝ sin[
√
πφ˜1√
2
+
3
√
πφ˜−1√
6
] cos[
√
πθ˜1√
2
−
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[O50pp] ∝ cos[
√
πφ˜1√
2
+
3
√
πφ˜−1√
6
] cos[
√
πθ˜1√
2
−
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[O60pp] ∝ sin[
√
πφ˜1√
2
− 3
√
πφ˜−1√
6
] cos[
√
πθ˜1√
2
+
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
]
Re[O70pp] ∝ cos[
√
πφ˜1√
2
− 3
√
πφ˜−1√
6
] cos[
√
πθ˜1√
2
+
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
]
Re[O80pp] ∝ (cos[
√
2
√
πθ˜1] sin[
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
] + sin[
4
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
]). (B1)
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We further define the order parameters
Re[∆10ph] ∝ sin[
√
2
√
πφ˜1 +
2
√
πφ˜−1√
6
+
2
√
πφ˜0√
3
− 2kFx]
Re[∆20ph] ∝ sin[
√
2
√
πφ˜1 − 2
√
πφ˜−1√
6
− 2
√
πφ˜0√
3
+ 2kFx]
Re[∆30ph] ∝ sin[
4
√
πφ˜−1√
6
− 2
√
πφ˜0√
3
+ 2kFx]
Re[∆10pp] ∝ sin[
√
2
√
πθ˜1 +
2
√
πθ˜−1√
6
+
2
√
πθ˜0√
3
]
Re[∆20pp] ∝ sin[
√
2
√
πθ˜1 − 2
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
]
Re[∆30pp] ∝ sin[
4
√
πθ˜−1√
6
− 2
√
πθ˜0√
3
]. (B2)
corresponding to particle-particle and particle-hole ordering on each of the three individual Fermi pockets, which we
track in our RG analysis. The order parameters, introduced as infinitesimal test vertices, scale upon renormalization
in the following manner:
dO10ph
dy
= (2− 1
16π
((A
(4)
1 )
2 + (A
(4)
−1)
2 + (a
(7)
1 )
2 + (a
(7)
−1)
2) +
1
16π
g4((A
(4)
1 )
2 + (A
(4)
−1)
2)O10ph,
dO20ph
dy
= (2− 1
16π
((A
(4)
1 )
2 + (A
(4)
−1)
2 + (a
(7)
1 )
2 + (a
(7)
−1)
2)− 1
16π
g4((A
(4)
1 )
2 + (A
(4)
−1)
2))O20ph,
dO40ph
dy
= (2− 1
16π
((a
(9)
1 )
2 + (a
(9)
−1)
2 + (A
(5)
1 )
2 + (A
(5)
−1)
2)) +
1
16π
g5((A
(5)
1 )
2 + (A
(5)
−1)
2))O40ph,
dO50ph
dy
= (2− 1
16π
((a
(9)
1 )
2 + (a
(9)
−1)
2 + (A
(5)
1 )
2 + (A
(5)
−1)
2)− 1
16π
g5((A
(5)
1 )
2 + (A
(5)
−1)
2))O50ph,
dO60ph
dy
= (2− 1
16π
((a
(8)
1 )
2 + (a
(8)
−1)
2 + (A
(6)
1 )
2 + (A
(6)
−1)
2)) +
1
16π
g6((A
(6)
1 )
2 + (A
(6)
−1)
2))O60ph,
dO70ph
dy
= (2− 1
16π
((a
(8)
1 )
2 + (a
(8)
−1)
2 + (A
(6)
1 )
2 + (A
(6)
−1)
2)− 1
16π
g6((A
(6)
1 )
2 + (A
(6)
−1)
2))O70ph,
d∆10ph
dy
= (2− 1
4π
(a21 + a
2
−1))∆
10
ph,
d∆20ph
dy
= (2− 1
4π
(b21 + b
2
−1))∆
20
ph,
d∆30ph
dy
= (2− 1
4π
(c21 + c
2
−1))∆
30
ph,
dO10pp
dy
= (2− 1
16π
((a
(1)
1 )
2 + (a
(1)
−1)
2 + (A
(7)
1 )
2 + (A
(7)
−1)
2) +
1
16π
g1((a
(1)
1 )
2 + (a
(1)
−1)
2))O10pp,
dO20pp
dy
= (2− 1
16π
((a
(1)
1 )
2 + (a
(1)
−1)
2 + (A
(7)
1 )
2 + (A
(7)
−1)
2)− 1
16π
g1((a
(1)
1 )
2 + (a
(1)
−1)
2))O20pp,
dO40pp
dy
= (2− 1
16π
((a
(2)
1 )
2 + (a
(2)
−1)
2 + (A
(9)
1 )
2 + (A
(9)
−1)
2) +
1
16π
g2((a
(2)
1 )
2 + (a
(2)
−1)
2))O40pp,
dO50pp
dy
= (2− 1
16π
((a
(2)
1 )
2 + (a
(2)
−1)
2 + (A
(9)
1 )
2 + (A
(9)
−1)
2)− 1
16π
g2((a
(2)
1 )
2 + (a
(2)
−1)
2))O50pp,
dO60pp
dy
= (2− 1
16π
((a
(3)
1 )
2 + (a
(3)
−1)
2 + (A
(8)
1 )
2 + (A
(8)
−1)
2) +
1
16π
g3((a
(3)
1 )
2 + (a
(3)
−1)
2))O60pp,
dO70pp
dy
= (2− 1
16π
((a
(3)
1 )
2 + (a
(3)
−1)
2 + (A
(8)
1 )
2 + (A
(8)
−1)
2)− 1
16π
g3((a
(3)
1 )
2 + (a
(3)
−1)
2))O70pp,
d∆10pp
dy
= (2− 1
4π
(A21 +A
2
−1))∆
10
pp,
d∆20pp
dy
= (2− 1
4π
(B21 +B
2
−1))∆
20
pp,
d∆30pp
dy
= (2− 1
4π
(C21 + C
2
−1))∆
30
pp, (B3)
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where the coefficients of the fields φ˜i and θ˜i in the sine-
Gordon terms representing the different order parameters
Oi0ph,O
i0
pp are expressed in terms of a
(α)
i , α = 1 − 3, 7 − 9
and A
(α)
i , α = 1−3, 7−9 respectively. Note that we work
in the regimes Kφ0 ≫ Kφ⊥ or Kφ0 ≪ Kφ⊥, which enables us
to drop terms involving Kφ0 compared to those involving
Kφ⊥, in different regimes.
Here a
(α)
i , α = 1− 3, 7− 9 and A(α)i , α = 4− 6 are the
usual coefficients of the fields for the interaction couplings
gα as defined in Eq. 5 of the main text. On the other
hand, the coefficients A
(α)
i , α = 7 − 9 are defined in the
same way for the fields θ˜i as a
(α)
i , α = 7 − 9 are defined
for the fields φ˜i in Eq. 5. While the latter coefficients for
the fields θ˜i do not actually appear in the sine-Gordon
terms corresponding to any of the interaction couplings
considered by us in Eq. 5, we introduce them here for
simplicity, since the coefficients of the fields in some of
the order parameters can be expressed neatly in terms of
these quantities.
In addition, the coefficients of the fields for the sine-
Gordon terms corresponding to the order parameters
∆i0pp/ph(i = 1−3) (see Eq.B2 above) are defined as ai, bi, ci
and Ai, Bi, Ci (where i = 1,−1), as these cannot be ex-
pressed in terms of the coefficients already defined for
any of the interaction couplings gα in Eq. 5. Note that
the scaling dimensions for these order parameters do not
have any O(g) corrections from any of the nine couplings
gi, i = 1 − 9 considered by us. However there are O(g)
corrections to their scaling dimensions from other inter-
action terms with higher scaling dimensions that have
been neglected in this analysis. The order parameters
∆i0pp/ph(i = 1 − 3) simultaneously diverge in certain pa-
rameter regimes where Kφ⊥ takes extremely large or small
values (depending on the type of order being considered)
– a manifestation of restoration of the C3 symmetry that
had been explicitly broken through the initial conditions
of the RG. The specific nature of order in these enlarged
symmetry phases requires consideration of higher order
processes that couple the degenerate order parameters,
and may have s-wave, d-wave or chiral d-wave symmetry
(see main text for discussion).
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