Abstract-A robust progressive structure from motion (PSFM) method is proposed for unordered images. Our method can reduce accumulative error efficiently during scene dense recovery and camera motion estimation. The whole unordered images are divided into two classes: key frames and non-key frames. For key frames, superior features are selected and tracked to initialize the parameters of PSFM reliably and reduce the accumulative errors. During the implementation of PSFM, several novel and efficient strategies are proposed to detect the parameter estimation errors and remove the outliers in feature tracking. A local on-demand scheme is proposed to dramatically reduce the computing cost of sparse bundle adjustment. The experimental results from different scenes show that our method is efficient and robust in scene dense recovery and camera motion estimation.
I. INTRODUCTION
HE problem of simultaneously estimating scene structure and camera motion from multiple images of a scene, referred to as structure-from-motion (SFM). It is an important research topic in computer vision and is widely applied such as advertisement, film production and architecture design.
The topic of structure-from-motion is well studied and some excellent surveys have been written [1] [2] [3] . The simplest version of the SFM problem involving two images has been extensively studied. Kruppa proved that the camera motion and 3D point locations can be determined for two views with five point correspondences and several five-point algorithms for two view geometry have been developed based on his work [4] [5] . The mathematical and algorithmic aspects of the multi-view problem have received a great deal of attention and the problem is more difficult as the number of images increase. For there is still no closed-form solutions, variety of different algorithms have been proposed [6] [7] .
Assuming that corresponding features are correctly tracked through consecutive images, it is a simple way that we can utilize the five-point algorithm to recover the relative pose of the first two frames and reconstruct such a sequence. Then, the next frame is added and repeats the processing [8] . In practice, this technique can perform well as cameras are well calibrated or an image sequence is short. However, the main problem of this approach is that error of camera motion estimation will be accumulated over time.
In this paper, we focus on the problem of error accumulation during the process of structure from motion. A robust approach is proposed for efficiently and reliably estimating scene structure and camera motion from long sequences. Our main contributions are: (1) We propose a new and progressive structure from motion framework. All the frames in the long sequence are divided into two classes: key frames and non-key frames. We firstly estimate the structure and motion from key frames. In the following, with the reconstructive result from key frames, the same operation is on the non-key frames. At last, for the obtained result, we do a globally optimization to refine all the structure and motion. (2) The superior track and key frame strategy are adopted to reduce the initial estimation error for structure and motion from long sequence, and ensure the feature points are tracked during more images and much more feature points are correctly matched between adjacent image frames. (3) During the process of the calculation, there are inevitably the accumulated errors, owing to the influence of the noise and the mismatching points. We propose some new and efficient strategies to detect the estimated error, and remove the mismatching points and the incorrect structure and motion. This is useful to reduce the accumulated error of PSFM for the long sequence. (4) A local on-demand scheme is proposed for sparse bundle adjustment that dramatically accelerates the computation.
The rest of this paper is organized as follows. Section 2 gives an overview of our framework. The details of the progressive structure from motion and our contributions are presented in Section 3. Experimental results from different scenes are shown in Section 4. Finally, we draw the conclusion in Section 5.
II. FRAMEWORK OVERVIEW
In this section, we introduce the proposed algorithm to estimate the structure and motion of the scene for the long sequence. classes: key frame and non-key frame. The progressive structure from motion is operated on the key frame and non-key frame respectively. We initialize the sequential metric structure and motion from the initial frames. Then we add and process the remaining frames one by one. In an order so that frames closer to the initialization position are processed earlier. For each newly added frame, we use pose estimation technique to initialize its camera parameters and 3D points, and then refine existing structure and motion with bundle adjustment (BA).
In the following section, we will introduce every step in details. Befor this, we introduce the used camera model in this paper. The camera is modeled using seven parameters, i.e., the rotation expressed by three Euler angles 
where aspect ratio and principal point ( , )
x y c c are known.
III. PROGRESSIVE STRUCTURE FROM MOTION
A. Feature Tracking The SIFT (Scale Invariant Feature Transform) [9] feature detector is utilized because of its invariance to image transformations. Though a simple pixel resampling will be similarity invariant, the descriptor vector is consist of spatial accumulations. The spatial accumulation is important for its invariance and the interest point locations are typically accurate in the 1-3 pixel range [10] . Illumination invariance is achieved by using gradients and normalizing the descriptor vector.For each pair of images, we track SIFT features between the images using the approximate nearest neighbors package [11] .
Robustly estimate the fundamental matrix using RANSAC method. During the each iteration of RANSAC, we select a candidate fundamental matrix using the eight-point algorithm and followed by non-linear refinement. Finally, we remove outliers to recover an accurate fundamental matrix. The feature tracking results are shown in Fig.1 . After finding a set of geometrically consistent tracked features between the image pair, we track the features across multiple images, as shown in Fig.2 . If the number of tracked features contains more than one key point in the same image, it is deemed inconsistent [12] . We keep consistent tracks containing at least two key points for the next phase of the reconstruction procedure. 
B. Key Frames and Superior Tracks
As we know, structure and motion estimation with longer tracks is more reliable and robust than with that shorter track 6 For all non-key frames, adopting the similar operations in steps 4, 5 to reconstruct the point clouds in scene. [13] . Let N be the minimal track length we required. Then we select the tracks not shorter than N as superior tracks for reconstruction. We use the interval 2 1 N to select the key frames to ensure that all superior tracks stride over at least two key frames. We also require that three consecutive key frames have sufficient of common tracks for robust estimation. If the common tracks are less than the required, we temporarily decrease the interval to select the key frames until there are enough common tracks or the interval is 1. The following estimation is mainly based on key frames and superior tracks [14] .
Next, we recover a set of camera parameters and a 3D location for each track. The recovered parameters should be consistent, in that the reprojection error such as the sum of distances between the projections of each track and its corresponding features is minimized. It is formulated as a non-linear least squares problem and solved with algorithms such as Levenberg-Marquardt. Such algorithms can not avoid local minima. But large-scale SFM problems are particularly prone to getting stuck in bad local minima, so it is important to provide good initial estimates of the parameters. Rather than estimating the parameters for all cameras and tracks at once, we take an incremental approach, adding in one camera at one time.
C. Selection of Initial Frames
Generally, a subsequence or initial views suitable for the sequential structure and motion computation should satisfy the following factors: 1. There are sufficient feature matches between these views 2. The configurations are not near-degenerate 3. The zoom degree is small
The first of these criteria is easy to verify. The second requirement is usually verified by the median distance between points transferred through an average planar homography and the corresponding points in the target image [7] , called image-based distance.
where, H is the planar homography and can be solved by minimizing b . These criterias are usually employed to select initial pairs for initialization. However, from on our experience, Pollefeys' selection criterion, which maximizes the product of the number of matches and the image-based distance, is not always reliable. Therefore, more factors should be analyzed. Triple views are much more robust and have a nice cost performance. Therefore, we choose a triplet of views as the basic building block for structure and motion recovery. After the step 3 in Table 1 , we obtain key frames indexed with 1, 2, ..., etc. Then we group them into a series of triplets, such as (1,2,3), (2, 3, 4) , (3, 4, 5) , ... , etc., denote them as triplets 1, 2, 3, ..., etc.
D. Sparse Bundle Adjustment (SBA)
Given a set of geometrically consistent matches and the initial frames, we use bundle adjustment to solve for the camera and structure parameters jointly [17] . In contrast to other approaches that begin with a projective reconstruction and later refine to a metric reconstruction, we solve directly for the metric structure and camera parameters. The frames are added one by one, starting with the best matching pair. The above operation is executed on the key frames and non-key frames in an order.
Each track defines a 3D point j X , and our error function is the sum squared error between the projected 3D point and the measured feature position, as shown in Fig.3 . Fig.3 The reconstructive object space point projected on the image plan
where, I is the set of all images, ( ) X i is the set of 3D points projecting to image i , and ij r is the residual error in image i for 3D point j . The residual ij r is the difference between the measured feature position and projected 3D point. 
where, ij m is the measured feature position, and ij u is the projection of point j X in image i
We use a robust error function ( ) ( ) f x g x , where ( ) g x is the Huber robust error function 
The outlier distance is set at 3 standard deviations of the current (un-normalized) residual error. This error function combines the fast convergence properties of an L2 norm optimization scheme for inliers (distance less than ), with the robustness of an L1 norm scheme for outliers (distance greater than ).
We use the Levenberg-Marquardt algorithm to solve this non-linear least squares problem. Each iteration step,
where, the camera parameter inverse covariance matrix, is block diagonal, consisting of 7 × 7 blocks, and the structure parameter inverse covariance matrix, 
is also block diagonal, consisting of 3×3 blocks. The camera structure cross covariance is a full matrix, 
This sparseness reflects the loose coupling in-between cameras, and in-between 3D points, in the error function of equation 3. The cameras are independent given the 3D structure parameters, and the 3D points are independent given the cameras. Equation 7 may be rewritten as, e BC e A BC B X e B C (14) which eliminates X from the solution for .
E. Local on-Demand Sparse Bundle Adjustment
If we want to refine the existing SFM with traditional SBA for every additional frame, the computational cost is prohibitively large for a long image sequences. For every additional key frame, we use a local on-demand scheme to reduce the computational cost of SBA [14] . Firstly, we only refine the additional key frame and its visible pl 3D points (i.e., those 3D points that have the corresponding 2D feature points in this frame). Other cameras and 3D feature points are fixed, in order to reduce the computational cost. In fact, we only need to fix the exterior orientation of cameras of the ql key frames that also present one or more of these pl 3D points. All other unrelated the exterior orientation of cameras and 3D feature points are not touched. The similar operation is also used in the recovery of all non-key frames.
If the refined reprojection error exceeds the threshold, more key frames and the associated 3D points should be considered in the next round of refinement. The cameras of these nl + 1 key frames and their associated 3D points are treated as variables and refined. Other cameras and 3D points are fixed (unrelated cameras and 3D points are not touched) [14] . This local on-demand approach to bundle adjustment continues until either the threshold is satisfied or all key frames or 3D points have been refined.
F. Some Strategies to Reduce the Accumulative Error
Because of the influence of the wrong match, noise and the accumulative error, the recovered structure of the scene and the estimated motion of cameras can not completely accurate. Some strategies are required to detect the error, remove the mismatching points and the wrong calculation result.
(1) For the initialization reconstruction structure and motion from the initialize frames after the feature point detection, tracking and recovery. If the reconstructive 3D points are projected back to the initialize frames, the projective back errors are large. We will consider that the tracking feature points are invalid, and the 3d point should be discarded. (2) For an additional frame, we find the projective matrix by the corresponding between the feature points. After obtaining the projective matrix using the RANSAC algorithm, we project back 3D point to the new additional image. If the back projection error exceeds the threshold, we continue to believe the 3D point is valid, because this point is correct during the recovery. Its corresponding feature in the additional frame is invalid and removed. (3) Obtain the projective matrix i P , and combine it with 1 i P to reconstruct the new matching points. If the inverse projected error of the 3D points is too large, we think the 3D points and its corresponding feature points in frame 1 i I are both invalid, and the correspondences in frame i I are retained, because they may be matched in the next frame. (4) The method to judge that the error is too large: the median filter is adopted. n Errors will be sort, the ( 1) 2 n st error will be the threshold. If the error is greater two times than the threshold, it is as the large error.
(5) For increased robustness and speed, we make a few modifications to the basic procedure outlined above. First, we introduce the strategy to reduce the error during the progressive structure from motion. After every run of SBA, we detect outlier tracks that contain at least one key point with higher reprojection error and remove these tracks from the optimization. Then rerun the SBA and reject outliers in steps until no more outliers are detected. Second, rather than adding a single camera at a time into SBA, we add multiple cameras. We first find the camera with the greatest number of matches M , to existing 3D points, and then add any camera with at least 0.8M matches to existing 3D points.
IV. EXPERIMENTS
Using the camera with known interior parameters, we obtain image sequences about different outdoor scenes. Here, we use the calibrated camera for its robustness and stability. The PSFM method is operated on unordered image sequences. In order to display intuitively our experimental results, two tools: MATLAB and MESHLAB are used to show the recovered point clouds. In MATLAB, the red points represent the reconstructive 3D points from the image sequence, and the blue tri-bodies stand for the position of the camera when it captures the image. In MESHLAB, it shows the real texture information of the 3D point clouds. The former two image sequences are both from indoor environments. There are sand and stones in the scene. The sequence is composed of different images obtained by the camera from different views. In the first sequence, there are several stones and a flat area. The original images are shown in Fig.4 . The recovery result is illustrated with MATLAB in Fig.5 ; we can observe it from different views. We also use the MESHLAB software to display the recovery result in Fig.6 .
From Fig.5 and Fig.6 , we can see the progressive structure from motion method obtain satisfactory results. During the first sequence, the edges of four stones in the images are clear, and can be detected more feature points and reduce the mismatch. Thus dense reconstruction result can be obtained. In comparison, the flat area with fewer points, it has sparse recovery result. In the second sequence, a stone occurs and its surrounding is the sand. In this sequence, the movement of camera is small, the continuity during images is good, the scene is easy to rebuild. The recovery of the scene is dense and the camera parameters are accurate, as shown in Fig.7 .
The scene in the third sequence is complex. There are plots, different texture of the ground (asphalt and ground brick) and flower beds etc. The motion range of camera is large. The continuity during images is poor. These factors bring adversely influence. Our proposed progressive structure from motion method can overcome the problems and obtain perfect performance, as shown in Fig.8 . Experimental result proves the effectiveness of our method. A robust progressive structure from motion (PSFM) technology is presented in this paper. We divided the whole images into two classed: key frame and non-key frame. The PSFM are executed on them respectively. Some novel strategies: key frame, ssuperior tracks, selection of initialize frame and local on-demand sparse bundle adjustment are adopted to reduce the accumulative error, increase the robustness and efficiency of PSFM. The experimental results from different scenes verify the feasibility, effectiveness, robustness.
