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It has been treated as a diﬃcult problem to ﬁnd iterative roots of non-monotonic functions.
For some PM functions which do not increase the number of forts under iteration a method
was given to obtain a non-monotonic iterative root by extending a monotone iterative root
from the characteristic interval. In this paper we prove that every continuous iterative root
is an extension from the characteristic interval and give various modes of extension for
those iterative roots of PM functions.
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1. Introduction
Given a nonempty set X and an integer n > 0, an iterative root of order n of a given self-mapping F : X → X is a
self-mapping f : X → X such that
f n(x) = F (x), ∀x ∈ X, (1.1)
where f n denotes the nth iterate of f , deﬁned by f n(x) := f ( f n−1(x)) and f 0(x) = x for all x ∈ X inductively. The problem
of iterative roots, being a weak version of the problem of embedding ﬂows [6,10], was studied early at least from the 19th
century (see [1,4,9]), but great advances were made since 1950s (see [2,5,7,8,10–12,14–21] for example), most of which
were given for monotone self-mappings on an interval I .
It has been treated for a long time as a diﬃcult problem to ﬁnd iterative roots of non-monotonic functions but there
are found few published works on it [3,22,23]. An interesting idea is the so-called “characteristic interval”, introduced by
Jingzhong Zhang and Lu Yang [22] in 1983, for the class of strictly piecewise monotonic continuous functions (abbreviated as
PM functions in [23]). This idea enables us to reduce some cases of non-monotonicity to monotone cases on the characteristic
interval so that the theory of monotone iterative roots (see e.g. [10, Chapter XV]) is applicable. In [23] the concept of
“characteristic interval” was restated with the terminology of forts, identifying non-monotonic points from extreme points
and boundary points, and a condition was obtained for the existence of iterative roots of PM functions whose restrictions
to characteristic intervals are decreasing. Recently, an open problem 2 raised in [22,23] was solved partly in [13].
As in [23], an interior point x0 in I := [a,b] is referred to as a monotone point of F : I → I if F is strictly monotone in
a neighborhood of x0; otherwise, x0 is called a non-monotonic point or fort of F . A continuous self-mapping F : I → I is
referred to as a strictly piecewise monotone function, called PM function simply, if F has ﬁnitely many forts in I . Let PM(I, I)
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relation
0 N
(
F 0
)
 N(F ) N
(
F 2
)
 · · · N(Fn) N(Fn+1) · · · .
Let H(F ) denote the least integer n such that N(Fn) = N(Fn+1). When H(F ) > 1 it is easy to prove that F has no contin-
uous iterative roots of order n > N(F ). An interesting thing is that when H(F )  1, namely, the number of forts does not
increase under iteration, there is a maximal sub-interval of I , denoted by K (F ), which covers the range of F such that F is
strictly monotone on it. Such a sub-interval is unique and called the characteristic interval of F . When H(F ) 1, a method
was given in [22] (also seen in Theorem 3 in [23] and the following Lemma 2) to obtain a continuous iterative root of a PM
function under some conditions by extending a monotone iterative root of the restriction of the PM function to the char-
acteristic interval. In 2001 when the second author visited Canada, Che Tat Ng (professor in University of Waterloo) raised
an interesting question: Can all continuous iterative roots of such a PM function be obtained by extension from the characteristic
interval?
In this paper Ng’s question is answered. We ﬁrst prove that every continuous iterative root is an extension from the
characteristic interval in Section 2. Then we introduce the concept of pace for iterative roots and use it to give various
modes of extension for those iterative roots of PM functions, showing that the extension given in [22,23] is the simplest one
of those modes. In Section 3 we prove that some PM functions have only iterative roots of the simplest mode of extension.
In Section 4 we consider iterative roots of other extension modes. We concretely give some results on iterative roots of
2-extension. Finally, in Section 5 we give some examples to illustrate our results.
2. Extension from characteristic interval
First of all, we prove the following result.
Theorem 1. Every continuous iterative root of a PM function F with H(F ) 1 is an extension from an iterative root of F of the same
order on the characteristic interval K (F ).
This theorem gives an answer to Ng’s question in some sense but, as we show in latter section, not all continuous
iterative roots are obtained in the same mode of extension as given in [22]. In order to prove this theorem, we need the
following lemma, which summarizes some properties of characteristic intervals and can be found in [22,23].
Lemma 1. Let F ∈ PM(I, I) with H(F ) 1. Suppose that F has a continuous iterative root f of order n 2. Then
(i) f is a strictly monotone self-mapping on K (F ),
(ii) K (F ) contains all periodic points of f and F on I ,
(iii) ( f |K (F ))n = F |K (F ) , and
(iv) if n > N(F ) + 1 and F reaches an end-point of K (F ) on I then F reaches an end-point of K (F ) on K (F ).
Proof of Theorem 1. We ﬁrst let S(F ) denote the set of all forts of a PM function F . Then N(F ) is the cardinal of S(F )
and the set S(F ) partitions the interval I into N(F ) + 1 sub-intervals. Let Ii denote the closure of the ith sub-interval. Then
I =⋃N(F )i=0 Ii and F is monotone on each Ii . We say that F admits the partition I(F ) := {Ii: i = 0,1, . . . ,N(F )}.
Suppose that f is a continuous iterative root of order n of F . We claim:
(K1) For each i ∈ {0,1, . . . ,N(F )} there exists j ∈ {0,1, . . . ,N(F )}, denoted by j(i), such that f (Ii) ⊂ I j .
(K2) j(i) = i unless Ii = K (F ).
In fact, assume that there exists i ∈ {0,1, . . . ,N(F )} such that f (Ii) ⊂ I j for all j = 0,1, . . . ,N(F ). It implies that there are
two interior points x1, x2 ∈ Ii such that f (x1) ∈ Ik and f (x2) ∈ Ik+1, where Ik and Ik+1 are two consecutive sub-intervals
in I(F ) because of the continuity of F . Let {c} = Ik ∩ Ik+1, i.e., the common end-point of the two sub-intervals. Then, by the
continuity of f , there exists x3 between x1 and x2, which is surely a monotone point of F , such that
f (x3) = c. (2.1)
Clearly, as shown in [23, p. 121], one can see that
S( f ◦ F ) = S(F ◦ f ) = {x ∈ I ∣∣ f (x) ∈ S(F )}∪ S( f ). (2.2)
It follows that x3 ∈ S( f ◦ F ) because (2.1) implies that x3 ∈ {x ∈ I | f (x) ∈ S(F )}. On the other hand, x3 /∈ S(F ). It means that
N(F ) < N( f ◦ F ). (2.3)
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Thus, N(F ) < N(F 2), which contradicts the fact that H(F )  1, and the claimed (K1) is proved. Furthermore, if f (I i) ⊂ Ii
then F (Ii) = f n(Ii) ⊂ Ii , implying that Ii must be the characteristic interval of F , i.e., Ii = K (F ), by Lemma 1. The claimed
(K2) is proved.
By the claims (K1) and (K2), for each Ii ∈ I(F ) there exists a sequence {i1, . . . , ik−1} in {0,1, . . . ,N(F )}, where k 
min{n,N(F )}, such that
Ii
f−→ Ii1 f−→ · · · f−→ Iik−2 f−→ Iik−1 f−→ K (F ), (2.4)
where I
f−→ J means f (I) ⊂ J . The relation (2.4) deﬁnes a correspondence κ f : {0,1, . . . ,N(F )} → {1, . . . ,min{n,N(F )}} as
i → k,
which is the number of f -actions such that the interval Ii is ﬁnally mapped into the characteristic interval K (F ). Clearly,
for each iterative root f of F , the number κ f (i) is determined uniquely by i ∈ {0,1, . . . ,N(F )}.
Consider those restrictions of f to those intervals Ii ∈ I(F ). Let f i := f |Ii for Ii ∈ I(F ). Obviously, f |K (F ) is an itera-
tive root of F on K (F ) by Lemma 1(iii). Similarly to (2.2), we know that S(F ) = S( f n) = {x ∈ I | f (x) ∈ S( f n−1)} ∪ S( f ).
Then, each f i is strictly monotone on Ii for i = 0,1, . . . ,N(F ). For each Ii ∈ I(F ), we can ﬁnd a sequence {i1, . . . , ik−1}
satisfying (2.4). Thus,
F (x) = ( f |K (F ))n−1 ◦ f ik−1(x), ∀x ∈ Iik−1 ,
because f |K (F )(K (F )) ⊂ K (F ) by Lemma 1(i). It implies that
f ik−1 = F |−1K (F ) ◦ f |K (F ) ◦ F |Iik−1 . (2.5)
For the same reason, we have
F (x) = ( f |K (F ))n−2 ◦ f ik−1 ◦ f ik−2(x), ∀x ∈ Iik−2 .
It similarly implies that
f ik−2 = f −1ik−1 ◦ ( f |K (F ))−n+2 ◦ F |Iik−2
= F |−1Iik−1 ◦ f |
−1
K (F ) ◦ F |K (F ) ◦ ( f |K (F ))−n+2 ◦ F |Iik−2
= F |−1Iik−1 ◦ f |K (F ) ◦ F |Iik−2 , (2.6)
where (2.5) is employed. It is easy to prove by induction that
f iι = F |−1Iiι+1 ◦ f |K (F ) ◦ F |Iiι , ι = 1, . . . ,k − 2, (2.7)
f i = F |−1Ii1 ◦ f |K (F ) ◦ F |Ii . (2.8)
The above obtained (2.5)–(2.8) show that each f i (i = 0,1, . . . ,N(F )) are deﬁned uniquely by F and f |K (F ) . Therefore, the
iterative root f is an extension of f |K (F ) from K (F ) in the following mode
f (x) =
{
f |K (F )(x), ∀x ∈ K (F ),
F |−1Ii1 ◦ f |K (F ) ◦ F |Ii (x), ∀x ∈ Ii ∈ I(F )\{K (F )}.
(2.9)
The proof is completed. 
As shown in the proof of Theorem 1, κ f (i) describes the number of f -actions such that Ii is mapped into the charac-
teristic interval K (F ). The maximum in the sequence {κ f (i): i = 0, . . . ,N(F )} is actually the minimal number of f -actions
which map the whole interval I into K (F ). Thus, for each iterative root f of F , we introduce the following concept.
Deﬁnition. The natural number
( f ) := max
i∈{0,1,...,N(F )}
κ f (i)
is called the pace of the iterative root f . Obviously, ( f ) is uniquely determined by each f and ( f )min{n,N(F )}.
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With the concept of pace we deﬁne the equivalence of two iterative roots f1 and f2, that is, f1 ∼ f2 if and only
if ( f1) = ( f2). Then, all the iterative roots of F can be sorted into at most N(F ) classes. For example, consider a PM
function F with N(F ) = 2. Let I(F ) = {I0, I1, I2}, where K (F ) = I0 without loss of generality. All its iterative roots of order n
can be sorted in at most two classes, for which ( f ) = 1 and 2 separately and maybe one of which is empty. Figs. 1 and 2
show a case in the class of pace 1 and a case in the class of pace 2. In Fig. 1, f (I2) ⊂ I0 and f (I1) ⊂ I0. In Fig. 2, f (I2) ⊂ I1
and f (I1) ⊂ I0. When N(F ) = 1, all iterative roots lie in the same class of pace 1 as shown in Fig. 3.
The proof of Theorem 1 shows that every iterative root f of F can be extended from the characteristic interval K (F ) in
the mode of (2.9) and is associated with a pace . For convenience, such an extension is called the -extension. We refer
to such an iterative root f as a root of -extension. The extension showed in [22,23] is just the 1-extension. In [13] it is
proved that some PM functions F have no roots of N(F )-extension.
In the following sections we give a condition under which PM functions have only iterative roots of 1-extension, the
simplest mode of extension, and conditions under which PM functions have iterative roots of other modes of extension.
3. 1-Extension
Known results (see Lemma 1) tell that the restriction of an iterative root f to the characteristic interval K (F ) is an
iterative root of a PM function F on K (F ). This encourages us to ﬁnd iterative roots of F on K (F ) at ﬁrst and then extend
them to the whole interval I . Actually, F is monotone on K (F ) and the theory of iterative roots for monotone mappings is
set up well [10]. Along this way, Refs. [22] and [23] give part of iterative roots of F with the 1-extension.
Lemma 2. (See [23, Theorem 3].) Let F ∈ PM(I, I) and H(F )  1. Suppose that K (F ) is the characteristic interval of F , [m,M] the
range of F and [m′,M ′] the range of F restricted to K (F ). Let f0 : K (F ) → K (F ) be a continuous solution of Eq. (1.1) restricted to
K (F ), which maps [m,M] into [m′,M ′]. Then f0 can be extended as a continuous function
f (x) :=
{
f0(x), ∀x ∈ K (F ),
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ I\K (F ), (3.1)
such that f n(x) = F (x) for all x ∈ I .
Clearly, the extension (3.1) is the 1-extension, i.e., ( f ) = 1. In fact, the iterative root f maps the whole interval I into
K (F ) because f0(K (F )) ⊂ K (F ) by Lemma 1 and
f
(
I\K (F ))= F |−1K (F ) ◦ f0 ◦ F (I\K (F ))
⊂ F |−1K (F ) ◦ f0
([m,M])
⊂ F |−1K (F )
([
m′,M ′
])⊂ K (F ).
Having answered in Theorem 1 that all iterative roots of F are extended from K (F ), we want to know whether some
iterative roots are not extended by the 1-extension. We leave this question to next section but give in this section a condition
under which all iterative roots have to be extended by the 1-extension.
Lemma 3. Let F ∈ PM(I, I) with H(F ) 1 and f be a continuous iterative root of F of order n > 1. Then N( f k) = N(F ) for an integer
1 k n if and only if f k has the same characteristic interval as F .
Proof. In order to prove the necessity, let S(F ) and S( f k) denote the sets of forts of F and f k respectively. As shown in
[23, p. 121], we have
S(F ) = S( f n−k ◦ f k)= S( f k)∪ {x ∈ I ∣∣ f k(x) ∈ S( f n−k)}.
If we suppose that N( f k) = N(F ), then
S(F ) = S( f k) (3.2)
and N( f )  · · ·  N( f k)  · · ·  N(F ) = N( f k), implying that H( f k) = 1. Therefore, the mapping f k has a characteristic
interval, denoted by K ( f k), as indicated in the ﬁrst section. Furthermore, since [min F ,max F ] ⊂ [min f k,max f k] ⊂ K ( f k),
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follows that K (F ) = K ( f k).
Conversely, suppose that K (F ) = K ( f k). It leads to the result that F is strictly monotone on [min f k,max f k] since F is
strictly monotone on K (F ) and [min f k,max f k] ⊂ K ( f k). By Lemma 2.4 in [23], we know that N(F ( f k)) = N( f k), which
implies that
N( f ) · · · N( f k) · · · N(F ) · · · N(F ( f k))= N( f k),
i.e., N( f k) = N(F ). This completes the proof. 
The following lemma shows a necessary and suﬃcient condition for all iterative roots to be iterative roots of 1-extension.
Lemma 4. Let F ∈ PM(I, I) and H(F )  1. Suppose that K (F ) is the characteristic interval of F on I . Then all continuous iterative
roots of F of order n are roots of 1-extension if and only if all those iterative roots have the same characteristic interval K ( f ) and
K ( f ) = K (F ).
Proof. In order to prove the necessity, let f be an iterative root of F of order n on I . Since we have supposed that all
continuous iterative roots are roots of 1-extension, which are extended from K (F ) in the mode of (3.1), by Lemma 1, there
is an iterative root f0 of order n of the restriction F |K (F ) such that (3.1) holds, i.e., f = F |−1K (F ) ◦ f0 ◦ F . We claim that
S( f ) = S(F ), (3.3)
where S(F ) and S( f ) are the sets of forts of F and f respectively. In fact, let G := F |−1K (F ) ◦ f0 and let S(G) be the set
of forts of G . Obviously, G is strictly monotone on [m,M] because both f0 and F |K (F ) are strictly monotone. Thus, if
F (x0) ∈ S(G) then either F (x0) =m := minx∈I F (x) or F (x0) = M := maxx∈I F (x), which implies that x0 ∈ S(F )∪ {a} ∪ {b}, i.e.,
S := {x ∈ I | F (x) ∈ S(G)} ⊂ S(F ) ∪ {a} ∪ {b}. Hence (3.3) holds because S( f ) = S ∪ S(F ) and neither a ∈ S( f ) nor b ∈ S( f ).
By (3.3), we see that N(F ) = N( f ) and therefore
0 N( f ) N
(
f 2
)
 · · · N( f n)= N(F ) = N( f ),
yielding that N( f ) = N( f 2), i.e., H( f ) = 1. Thus, as shown in the beginning of Section 2, f has a characteristic interval on I ,
denoted by K ( f ). By Lemma 3, the fact N(F ) = N( f ) implies that K (F ) = K ( f ). This proves the necessity.
In order to prove the suﬃciency, suppose that f ∗ is an iterative root of F of order n, which is not a root of 1-extension.
We still use the same notations m, M , m′ , M ′ as in Lemma 2. Then for an arbitrary iterative root f0 of F |K (F ) of order n
which maps [m,M] into [m′,M ′] there exists x∗ ∈ I \ K (F ) such that
f ∗
(
x∗
) = F |−1K (F ) ◦ f0 ◦ F (x∗). (3.4)
On the other hand, we have
f ∗
([m,M])⊂ [m′,M ′]. (3.5)
In fact, for each y ∈ [m,M] there is a point x ∈ I such that F (x) = y. Since f ∗(I) ⊂ K ( f ∗) and K ( f ∗) = K (F ), we have
f ∗(y) = f ∗(F (x)) = F ( f ∗(x)) ∈ F (K (F )) = [m′,M ′], which implies (3.5). By Lemma 1(iii),(
f ∗
)n
(x) = F (x), for x ∈ K (F ).
Thus, we can use f ∗ to replace the arbitrary f0 in (3.4), i.e.,
f ∗
(
x∗
) = F |−1K (F ) ◦ f ∗|K (F ) ◦ F (x∗). (3.6)
Since K ( f ∗) is the characteristic interval of f ∗ and K (F ) = K ( f ∗), we have
f ∗
(
x∗
) ∈ K ( f ∗)= K (F ). (3.7)
Noting that F is monotone on K (F ), we take an action of F |K (F ) on (3.6) and obtain that F |K (F ) ◦ f ∗(x∗) = f ∗|K (F ) ◦ F (x∗),
i.e., (
f ∗|K (F )
)n ◦ f ∗(x∗) = f ∗|K (F ) ◦ F (x∗).
By Lemma 1(i), f ∗ is monotone on K (F ). Therefore,(
f ∗|K (F )
)n−1 ◦ f ∗(x∗) = F (x∗). (3.8)
By (3.7), ( f ∗|K (F ))n−1 ◦ f ∗(x∗) = ( f ∗)n(x∗) = F (x∗), which contradicts (3.8). This completes the proof. 
Although Lemma 4 gives a suﬃcient and necessary condition, it is still diﬃcult to judge whether all those iterative roots
of order n have the same characteristic interval because we have less knowledge about iterative roots f of F . However,
Lemma 4 enables us to obtain the suﬃcient condition.
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Fig. 5. F is increasing on K (F ), f is de-
creasing on K (F ).
Theorem 2. Let F ∈ PM(I, I) with H(F ) 1 and N(F ) =m 2. Suppose that F maps its characteristic interval K (F ) = [a′,b′] onto
itself homeomorphically, where either a′ or b′ is an end-point of I , and that a′ < F (x) < b′ for all x ∈ I\K (F ). Then all continuous
iterative roots of F are roots of 1-extension.
Proof. For an indirect proof, assume that F has an iterative root f of order n which is not extended from K (F ) in the mode
of (3.1). We claim that
N( f ) <m. (3.9)
In fact, N( f ) N(F ) =m. If N( f ) =m, we have
m = N( f ) N( f 2) · · · N( f n)= N(F ) =m, (3.10)
implying that N( f ) = N(F ). It follows from Lemma 3 that K (F ) = K ( f ). By Lemma 4, f is extended from K (F ) in the mode
of (3.1), a contradiction to the assumption of the indirect proof, and therefore the claimed (3.9) is proved.
Having known (3.9), we can assume reasonably that k is the least integer with 2 km such that
N( f ) < · · · < N( f k−1)< N( f k)= N( f k+1)= · · · = N(F ). (3.11)
It follows that
f k−1(I) ⊂ K (F ) and f k(I) ⊂ K (F ). (3.12)
In fact, the second relation in (3.12) is obvious by Lemma 3. In order to prove the ﬁrst one in (3.12), we suppose that
f k−1(I) ⊂ K (F ). Then F is strictly monotone on f k−1(I) and therefore N(F ◦ f k−1) = N( f k−1) by Lemma 2.4 in [23]. It fol-
lows that N( f ) · · · N( f k−1) · · · N(F ) · · · N(F ◦ f k−1) = N( f k−1), i.e., N( f k−1) = N(F ), which is a contradiction
to (3.11).
Since it is assumed in this theorem that either a′ or b′ is an end-point of I , in what follows it suﬃces to discuss the case
that the end-point a′ of K (F ) is exactly an end-point of I , i.e., a′ = a (see Figs. 4 and 5). The discussion in the other case is
similar. We claim that there exists d ∈ I\K (F ) such that
f (d) = b′. (3.13)
Actually, by (3.12), there is x0 ∈ I such that f k−1(x0) /∈ K (F ). It follows that f k−1(x0) > b′ since a′ = a. On the other hand,
(3.12) also implies that f k(x0) < b′ . By the continuity of f , there exists d in the closed interval between f k−2(x0) and
f k−1(x0), denoted by J , such that (3.13) holds. Moreover, f k−2(x0) /∈ K (F ); otherwise, f k−1(x0) = f ( f k−2(x0)) ∈ K (F ) be-
cause f (K (F )) ⊂ K (F ) by Lemma 1. Thus, J ∩ K (F ) = ∅. It implies that d /∈ K (F ) and the claimed (3.13) is proved.
We further note that the iterative root f is an injection from K (F ) into itself by Lemma 1. Moreover, f is a surjection.
Otherwise, let x1 ∈ K (F )\ f (K (F )). Then f (x) = x1 for all x ∈ K (F ). It follows that F (x) = f n(x) = f ( f n−1(x)) = x1, a con-
tradiction to the surjectivity of F . Therefore, f is a bijection from K (F ) onto itself. Thus, f (b′) has to be equal to either a′
or b′ . By (3.13), F (d) = f n−1( f (d)) = a′ or b′ , which contradicts the assumption that a′ < F (x) < b′ for all x ∈ I\K (F ). The
proof of the theorem is completed. 
Remark that the case of N(F ) = 1 was not considered in Theorem 2. Actually, as indicated in the end of Section 2, all
iterative roots of F with N(F ) = 1 are roots of 1-extension.
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4. Other extensions
In this section we show that some PM functions may have iterative roots of other modes of extension than the simplest
1-extension mode. Since too many diﬃculties will be involved in the computation for larger pace, we concentrate on the
cases of 2-extension.
Case 4.1. Increasing root of increasing F on K (F ).
When F is increasing on the characteristic interval K (F ), as indicated above, we ﬁrst consider increasing iterative roots
of F on K (F ) and extend them to the whole I .
Theorem 3. Suppose that F ∈ PM(I, I) with H(F ) 1 and N(F ) = 2. Then F has no iterative roots f of -extension ( 2) such that
f is increasing on K (F ).
Proof. For an indirect proof, assume that f is an iterative root of F such that its restriction f0 to K (F ) is increasing and
f is an -extension of f0 ( 2). Clearly,  = 2 from the deﬁnition of pace. We only need to discuss the case of N( f ) = 1
because if N( f ) = 2 then f and F have the same characteristic interval by Lemma 3 and therefore  = 1 by Lemma 4. Let
K (F ) = [a′,b′] and c denote the unique fort of f . Then c is also a fort of F but does not lie in the interior of K (F ). When
c  b′ , by the uniqueness of the fort of f , the mapping f is monotone on [a, c]. On the other hand, [a′,b′] ⊂ [a, c] and f is
increasing on [a′,b′]. It follows that f is increasing on [a, c]. Hence f reaches the maximum at c. If f (c) c, then [a, c] is
the characteristic interval of f and therefore H( f ) = 1, i.e., N( f ) = N( f 2). Thus, N(F ) = N( f n) = N( f n−1) = · · · = N( f ) = 1,
a contradiction to the fact that N(F ) = 2. If f (c) > c, then the continuity of f implies the existence of a ﬁxed point of f
in (c,b), which contradicts Lemma 1, which says that K (F ) contains all periodic points of f . When c  a′ we can similarly
obtain a contradiction. This completes the proof. 
Although we are disappointed with the case N(F ) = 2, we can ﬁnd inﬁnitely many iterative roots which are increasing
on K (F ) in the case of N(F )  3. Let K (F ) = [a′,b′] and consider its consecutive forts (or end-points) α and β such that
α < a′ < b′ < β . We need the following hypotheses:
(II-A) F (β) = F (a′) < F (b′) < F (α) < b′ and F (I \ K (F )) ⊂ [F (a′), F (α)].
(II-B) a′ < F (β) < F (a′) < F (b′) = F (α) and F (I \ K (F )) ⊂ [F (β), F (b′)].
Figs. 6 and 7 illustrate (II-A) and (II-B) respectively. In the special case that a′ = a, we choose α such that a′ < b′ < β < α
for (II-A) and (II-B). In the special case that b′ = b, we choose β such that β < α < a′ < b′ for (II-A) and (II-B).
Theorem 4. Suppose that F ∈ PM(I, I) with H(F )  1, N(F )  3 and F is increasing on K (F ). Then F has inﬁnitely many iterative
roots on I of 2-extension if either
(i) a < a′ < b′ < b and F lies in either class (II-A) or class (II-B), or
(ii) a = a′ < b′ < b and F lies in class (II-A), or
(iii) a < a′ < b′ = b and F lies in class (II-B).
Proof. We ﬁrst consider the case that a < a′ < b′ < b. For F in class (II-A), by Lemma 15.6 in [10], F has inﬁnitely many
continuous increasing iterative roots f0 of any order n on the characteristic interval K (F ) such that
f0(xi) = xi+1, i = 0,1, . . . , (4.1)
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F (b′) = xn < xn−1 < · · · < x1 < x0 = b′ and xn−1 = F (α). In order to extend f0 from K (F ) to the whole I , according to (2.9)
we deﬁne
f (x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
F |−1[b′,β] ◦ f0 ◦ F (x), ∀x ∈ [a,α),
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [α,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′,b],
(4.2)
as shown in Fig. 8. One can check that if f is an iterative root of F on I then f is of 2-extension, i.e., ( f ) = 2, because
f 2(I) ⊂ K (F ) but f (I) ⊂ [a′, β] = K (F ). Note that the function f is well deﬁned on I by (4.2). In fact, consider
f1(x) := F |−1[b′,β] ◦ f0 ◦ F (x), ∀x ∈ [a,α),
f2(x) := F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈
[
α,a′
)∪ (b′,b],
which give the expressions of f outside K (F ). From the condition in class (II-A) we have
f0
(
F
(
I \ K (F )))⊂ f0([F (a′), F (α)])= f0([F (a′), xn−1])
= [ f0(F (a′)), F (b′)]= [F ( f0(a′)), F (b′)]
⊂ [F (a′), F (b′)]= [F (β), F (b′)],
implying that f0 ◦ F maps I \ K (F ) into the ranges of F |K (F ) and F |[b′,β] . Thus, both f1 and f2 are well deﬁned and therefore
f is well deﬁned on I . Moreover, f is continuous on I because
F |−1[b′,β] ◦ f0 ◦ F (α) = F |−1[b′,β] ◦ f0(xn−1) = F |−1[b′,β] ◦ F
(
b′
)= b′
= F |−1K (F ) ◦ F
(
b′
)= F |−1K (F ) ◦ f0(xn−1)
= F |−1K (F ) ◦ f0 ◦ F (α),
i.e., f is continuous at α, and
F |−1K (F ) ◦ f0 ◦ F
(
a′
)= F |−1K (F ) ◦ F ◦ f0(a′)= f0(a′),
F |−1K (F ) ◦ f0 ◦ F
(
b′
)= F |−1K (F ) ◦ F ◦ f0(b′)= f0(b′),
i.e., f is continuous at a′ and b′ . We further check that
f n(x) = f n−20 ◦
(
F |−1K (F ) ◦ f0 ◦ F |[b′,β]
) ◦ (F |−1[b′,β] ◦ f0 ◦ F (x))
= f n−20 ◦ F |−1K (F ) ◦ f 20 ◦ F (x) = f n−20 ◦ f −n0 ◦ f 20 ◦ F (x)
= F (x), ∀x ∈ [a,α),
f n(x) = f n−10 ◦
(
F |−1K (F ) ◦ f0 ◦ F (x)
)= f n−10 ◦ f −n0 ◦ f0 ◦ F (x)
= F (x), ∀x ∈ [α,a′)∪ (b′,b],
which means that f is an iterative root of F of order n.
The discussion for F in class (II-B) is totally similar. By Lemma 15.6 in [10], F has inﬁnitely many increasing iterative
roots f0 on K (F ) such that (4.1) holds on a sequence (xi), which are chosen in a slightly different manner such that
a′ = x0 < x1 < · · · < xn−1 < xn = F (a′) and xn−1 = F (β). The iterative root f of 2-extension on I is deﬁned by
f (x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [a,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′, β],
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ (β,b].
In the case that either a′ or b′ reaches an end-point of I , the construction of iterative roots f is also similar to the above
cases. In particular, when a = a′ the iterative root f of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
f0(x), ∀x ∈ [a′,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′,α],
F |−1′ ◦ f0 ◦ F (x), ∀x ∈ (α,b],[b ,β]
L. Liu, W. Zhang / J. Math. Anal. Appl. 378 (2011) 359–373 367Fig. 8. α < a′ < b′ < β . Fig. 9. a = a′ < b′ < β < α.
Fig. 10. F in class (ID-A). Fig. 11. F in class (ID-B).
as illustrated in Fig. 9; when b = b′ , the root of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ [a, β),
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [β,a′),
f0(x), ∀x ∈ [a′,b′].
This completes the proof. 
Case 4.2. Decreasing root of increasing F on K (F ).
In what follows we consider decreasing iterative roots of F on K (F ) and apply 2-extension to obtain iterative roots of F
on the whole I .
Let φ : I := [a,b] → I be a strictly increasing function such that either φ(a) = a and φ(b) = b or a < φ(x) < b for all x ∈ I .
As in [10, p. 301], we call φ a reversing correspondence if there are ξ ∈ F(φ), the set of all ﬁxed points of F in I , and a
strictly decreasing mapping  from F− := {x ∈F(φ): x ξ} onto F+ := {x ∈F(φ): x ξ} such that(
φ(x) − x)(φ(y) − y)< 0, ∀(x, y) ∈ (ω1,ω2) × (ω2,ω1),
where (ω1,ω2) is an arbitrary interval between two consecutive ﬁxed points in F− .
Let K (F ) = [a′,b′] and consider its a consecutive fort (or end-point) α or β such that a′ < b′ < β or α < a′ < b′ . The
following hypotheses are needed:
(ID-A) a′ < b′ < β , F (a′) = F (β) and F (I \ K (F )) ⊂ [F (a′),b′).
(ID-B) α < a′ < b′ , F (α) = F (b′) and F (I \ K (F )) ⊂ (a′, F (b′)].
Figs. 10 and 11 illustrate (ID-A) and (ID-B) respectively. In particular, assume F (I \ K (F )) ⊂ [a′,b′] if a′ = F (a′) < F (b′) = b′
for (ID-A) and (ID-B).
Theorem 5. Let F ∈ PM(I, I) with H(F ) 1 and N(F ) 2. Suppose that F is increasing on K (F ) and F |K (F ) is a reversing correspon-
dence. Then F has inﬁnitely many iterative roots on I of 2-extension if F lies in either class (ID-A) or class (ID-B).
Proof. We ﬁrst consider F in class (ID-A). By Theorem 15.9 in [10], F has inﬁnitely many decreasing iterative roots f0 on
the characteristic interval K (F ). We claim that some of those f0 satisfy
f0
(
a′
)= b′. (4.3)
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even order all satisfy that f0(a′) = b′ , i.e., (4.3), and f0(b′) = a′ . In the other case (R2): a′ < F (x) < b′ for all x ∈ K (F ), let
s = infF−(F ), t = supF+(F ),
where F−(F ) and F+(F ) denote the two subsets of ﬁxed points shown as above. By the continuity, both s and t are ﬁxed
points and a′ < F (a′) < s  t < F (b′) < b′ . As in the case (R1), F |[s,t] has inﬁnitely many decreasing iterative roots f˜ which
satisfy
f˜ (s) = t, f˜ (t) = s. (4.4)
On the other hand, F |K (F )\[s,t] also has inﬁnitely many decreasing iterative roots which satisfy (4.4). In fact, choose
x0, . . . , x2n−1 arbitrarily such that
a′ = x0 < x2 < · · · < x2n−2 < F
(
a′
)
< F
(
b′
)
< x2n−1 < · · · < x3 < x1 = b′
and extend them to a sequence (xk) such that x2n+i = F (xi) for all i = 0,1,2, . . . . Since F is orientation-preserving on
K (F ), the subsequence (x2k) is strictly increasing and approaches s but the subsequence (x2k+1) is strictly decreasing and
approaches t . Let Ii denote the compact interval between xi and xi+2, i = 0,1, . . . . Then ⋃∞i=0 Ii = K (F )\[s, t] = [a′, s)∪(t,b′].
Obviously, for each i = 0,1, . . . ,2n − 1 we can ﬁnd inﬁnitely many orientation-reserving homeomorphisms fˆ i : Ii → Ii+1
such that
fˆ i(xi) = xi+1, fˆ i(xi+2) = xi+3. (4.5)
For i = 2n,2n + 1, . . . , deﬁne
fˆ i(x) = F ◦ fˆ −1i−2n+1 ◦ fˆ −1i−2n+2 ◦ · · · ◦ fˆ −1i−1(x), x ∈ Ii . (4.6)
Then we can easily check that (4.5) holds for all i = 0,1, . . . . This implies that the function
f0(x) :=
{
f˜ (x), x ∈ [s, t],
fˆ i(x), x ∈ Ii, i = 0,1, . . .
(4.7)
is continuous on [s, t] and [a′, s) ∪ (t,b′] and satisﬁes
f0(xi) = xi+1, i = 0,1, . . . . (4.8)
Letting i → ∞, from (4.8) and (4.4) we get
lim
i→∞
f0(x2i) = t = f˜ (s), lim
i→∞
f0(x2i+1) = s = f˜ (t),
implying that f0 is also continuous at s and t . Thus we obtain a strictly decreasing and continuous iterative root f0 of F
of order 2n on K (F ). Moreover, f0(a′) = f0(x0) = x1 = b′ . This proves the claimed (4.3) and that there are inﬁnitely many
such f0’s.
Furthermore, we have
f0
(
F
(
I \ K (F )))⊂ [F (a′), F (b′)]= [F (β), F (b′)]. (4.9)
In fact, in the case (R1), f0(F (I \ K (F ))) ⊂ f0([a′,b′]) = [a′,b′] = [F (a′), F (b′)] = [F (β), F (b′)], where we note that
F (a′) = F (β) in the class (ID-A). In the case (R2), because F (I \ K (F )) ⊂ [F (a′),b′) in the class (ID-A), either (H1):
maxx∈I\K (F ) F (x)  F (b′) or (H2): maxx∈I\K (F ) F (x) > F (b′). When (H1) holds, f0(F (I \ K (F ))) ⊂ f0([F (a′), F (b′)]) =
f0([x2n, x2n+1]) = [x2n+2, x2n+1] ⊂ [x2n, x2n+1] = [F (a′), F (b′)] = [F (β), F (b′)]. On the other hand, when (H2) holds, choose
x2n−1 = maxx∈I\K (F ) F (x). Then, f0(F (I \ K (F ))) ⊂ f0([F (a′), x2n−1]) ⊂ f0([x2n, x2n−1]) = [x2n, x2n+1] = [F (a′), F (b′)] =
[F (β), F (b′)]. Thus (4.9) is proved.
In what follows, we further extend f0 from K (F ) to the whole I . In the case that a < a′ < b′ < β , according to (2.9),
deﬁne
f (x) =
⎧⎪⎨
⎪⎩
F |−1[b′,β] ◦ f0 ◦ F (x), ∀x ∈ [a,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′,b],
(4.10)
as shown in Fig. 12. Clearly, f is of 2-extension, i.e., ( f ) = 2, if f is an iterative root of F on I because f 2(I) ⊂ [a′,b′] =
K (F ) but f (I) ⊂ [a′, β] = K (F ). In the other case, i.e., a = a′ < b′ < β , we similarly construct
f (x) =
⎧⎪⎨
⎪⎩
f0(x), ∀x ∈ [a,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′, β],
F |−1′ ◦ f0 ◦ F (x), ∀x ∈ (β,b].
(4.11)[b ,β]
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Note that the function f given in (4.10) is well deﬁned on I . In fact, (4.9) implies that f0 ◦ F maps I \ K (F ) into the ranges
of F |[b′,β] and F |K (F ) , which means that the mappings f1(x) := F |−1[b′,β] ◦ f0 ◦ F (x) and f2(x) := F |−1K (F ) ◦ f0 ◦ F (x) are well
deﬁned on [a,a′) and (b′,b] respectively. Moreover, f is continuous on I because
F |−1[b′,β] ◦ f0 ◦ F
(
a′
)= F |−1[b′,β] ◦ F (b′)= b′ = f0(a′),
F |−1K (F ) ◦ f0 ◦ F
(
b′
)= F |−1K (F ) ◦ F ◦ f0(b′)= f0(b′),
i.e., f is continuous at a′ and b′ . We further check that
f 2n(x) = f 2n−20 ◦
(
F |−1K (F ) ◦ f0 ◦ F |[b′,β]
) ◦ (F |−1[b′,β] ◦ f0 ◦ F (x))
= f 2n−20 ◦ F |−1K (F ) ◦ f 20 ◦ F (x)
= f 2n−20 ◦ f −2n0 ◦ f 20 ◦ F (x)
= F (x), ∀x ∈ [a,a′),
f 2n(x) = f 2n−10 ◦
(
F |−1K (F ) ◦ f0 ◦ F (x)
)
= f 2n−10 ◦ f −2n0 ◦ f0 ◦ F (x)
= F (x), ∀x ∈ (b′,b],
which implies that f is an iterative root of F of order 2n. Similarly, the function f deﬁned in (4.11) is also an iterative root
of 2-extension of F .
The discussion for F in class (ID-B) is totally similar. Theorem 15.9 in [10] shows that F has inﬁnitely many decreasing
iterative roots f0 on K (F ). We ﬁnd that some but inﬁnitely many of those f0 satisfy f0(b′) = a′ . We extend such f0’s to the
whole I . When α < a′ < b′ < b, the iterative root f of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [a,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ (b′,b];
when α < a′ < b′ = b, the iterative root f of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ [a,α),
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [α,a′),
f0(x), ∀x ∈ [a′,b],
as illustrated in Fig. 13. Therefore the proof is completed. 
Case 4.3. Decreasing root of decreasing F on K (F ).
In the following, we discuss decreasing iterative roots on its characteristic interval K (F ) and extend them to the whole I .
Let K (F ) = [a′,b′] and consider its a consecutive fort (or end-point) α or β such that a′ < b′ < β or α < a′ < b′ . The
following hypotheses are needed:
(DD-A) a′ < b′ < β , F (a′) = F (β) and F (I \ K (F )) ⊂ (a′, F (a′)].
(DD-B) α < a′ < b′ , F (α) = F (b′) and F (I \ K (F )) ⊂ [F (b′),b′).
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Figs. 14 and 15 illustrate (DD-A) and (DD-B) respectively. In particular, assume F (I \ K (F )) ⊂ [a′,b′] if a′ = F (b′) < F (a′) = b′
for (DD-A) and (DD-B).
Theorem 6. Suppose that F ∈ PM(I, I) with H(F ) 1, N(F ) 2 and F is decreasing on K (F ). Then F has inﬁnitely many iterative
roots on I of 2-extension if F lies in either class (DD-A) or class (DD-B).
Proof. We ﬁrst consider F in class (DD-A). When F (a′) = b′ and F (b′) = a′ , Theorem 15.8 in [10] shows that F has inﬁnitely
many continuous decreasing iterative roots f0 of odd order on K (F ) such that f0(a′) = b′ and f0(b′) = a′ . On the other hand,
when a′ < F (b′) < F (a′) < b′ , Lemma 15.7 in [10] shows that F has inﬁnitely many continuous decreasing iterative roots f0
of 2n − 1 order on K (F ) such that
f0(xi) = xi+1, i = 0,1, . . . , (4.12)
where xi ’s are deﬁned by x2n−1+i = F (xi) for all i = 0,1, . . . and the ﬁrst 2n − 1 points x0, . . . , x2n−2 are chosen arbitrarily
such that
a′ = x0 < x2 < · · · < x2n−2 < F
(
b′
)
< F
(
a′
)
< x2n−3 < · · · < x3 < x1 = b′.
Similarly to (4.9), we claim that
f0
(
F
(
I \ K (F )))⊂ [F (b′), F (a′)]= [F (b′), F (β)]. (4.13)
When F (a′) = b′ and F (b′) = a′ , f0(F (I \ K (F ))) ⊂ f0([a′,b′]) = [a′,b′] = [F (b′), F (a′)] = [F (b′), F (β)], where we note that
F (a′) = F (β) in the class (DD-A). When a′ < F (a′) < F (b′) < b′ , because F (I \ K (F )) ⊂ (a′, F (a′)] in the class (DD-A), either
(C1): minx∈I\K (F ) F (x) < F (b′) or (C2): minx∈I\K (F ) F (x)  F (a′). When (C1) holds, choosing x2n−2 = minx∈I\K (F ) F (x), we
have f0(F (I \ K (F ))) ⊂ f0([x2n−2, F (a′)]) = f0([x2n−2, x2n−1]) = [x2n, x2n−1] = [F (b′), F (a′)] = [F (b′), F (β)]. When (C2) holds,
we have f0(F (I \ K (F ))) ⊂ f0([F (b′), F (a′)]) = f0([x2n, x2n−1]) = [x2n, x2n+1] ⊂ [x2n, x2n−1] = [F (b′), F (a′)] = [F (b′), F (β)].
Thus, (4.13) is proved.
In what follows, we extend f0 from K (F ) to the whole I . In the case that a < a′ < b′ < β , according to (2.9), deﬁne
f (x) =
⎧⎪⎨
⎪⎩
F |−1[b′,β] ◦ f0 ◦ F (x), ∀x ∈ [a,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′,b].
(4.14)
Clearly, f is of 2-extension, i.e., ( f ) = 2, if f is an iterative root of F on I because f 2(I) ⊂ [a′,b′] = K (F ) but f (I) ⊂
[a′, β] = K (F ). In the case that a = a′ < b′ < β , we similarly construct
f (x) =
⎧⎪⎨
⎪⎩
f0(x), ∀x ∈ [a,b′],
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ (b′, β],
F |−1[b′,β] ◦ f0 ◦ F (x), ∀x ∈ (β,b],
(4.15)
as shown in Fig. 16. Note that the function f is well deﬁned on I by (4.14). In fact, (4.13) implies that f0 ◦ F maps I \ K (F )
into the ranges of F |[b′,β] and F |K (F ) , which means that the mappings f1 := F |−1[b′,β] ◦ f0 ◦ F (x) and f2 := F |−1K (F ) ◦ f0 ◦ F (x)
are well deﬁned on [a,a′) and (b′,b] respectively. Moreover, f is continuous on I because
F |−1[b′,β] ◦ f0 ◦ F
(
a′
)= F |−1[b′,β] ◦ F (b′)= b′ = f0(a′),
F |−1K (F ) ◦ f0 ◦ F
(
b′
)= F |−1K (F ) ◦ F ◦ f0(b′)= f0(b′),
i.e., f is continuous at a′ and b′ . We further check that
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f 2n−1(x) = f 2n−30 ◦
(
F |−1K (F ) ◦ f0 ◦ F |[b′,β]
) ◦ (F |−1[b′,β] ◦ f0 ◦ F (x))
= f 2n−30 ◦ F |−1K (F ) ◦ f 20 ◦ F (x)
= f 2n−30 ◦ f −2n+10 ◦ f 20 ◦ F (x)
= F (x), ∀x ∈ [a,a′),
f 2n−1(x) = f 2n−20 ◦
(
F |−1K (F ) ◦ f0 ◦ F (x)
)
= f 2n−20 ◦ f −2n+10 ◦ f0 ◦ F (x)
= F (x), ∀x ∈ (b′,b],
which implies that f is an iterative root of F of order 2n − 1. Similarly, the function f deﬁned in (4.15) is also an iterative
root of 2-extension of F .
The discussion for F in class (DD-B) is totally similar. Lemma 15.7 and Theorem 15.8 in [10] show that F has inﬁnitely
many decreasing iterative roots f0 on K (F ) such that f0(b′) = a′ . We extend such f0’s to the whole I . When α < a′ < b′ < b,
the iterative root f of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [a,a′),
f0(x), ∀x ∈ [a′,b′],
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ (b′,b],
as illustrated in Fig. 17; when α < a′ < b′ = b, the iterative root f of 2-extension is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
F |−1[α,a′] ◦ f0 ◦ F (x), ∀x ∈ [a,α),
F |−1K (F ) ◦ f0 ◦ F (x), ∀x ∈ [α,a′),
f0(x), ∀x ∈ [a′,b].
Therefore the proof is completed. 
5. Examples and remarks
We demonstrate our theorems with the following examples.
Example 1. Consider the mapping F1 : [0,1] → [0,1] deﬁned by
F1(x) =
{
−x+ 12 , ∀x ∈ [0, 12 ],
−72x4 + 220x3 − 5012 x2 + 126x− 1878 , ∀x ∈ ( 12 ,1].
It has a characteristic interval K (F1) = [0, 12 ]. One can check that F maps K (F1) homeomorphically onto itself. Moreover,
0 < F1(x) < 0.2637 < 12 for all x ∈ [0,1]\K (F1). Therefore, all conditions in Theorem 2 are satisﬁed. We conclude that all
iterative roots of F1 are of 1-extension.
Example 2. Consider the mapping F2 : [0,1] → [0,1] deﬁned by
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3
4 x, ∀x ∈ [0, 14 ],
− 34 x+ 38 , ∀x ∈ ( 14 , 12 ],
7
8 x− 716 , ∀x ∈ ( 12 , 34 ],
− 38 x+ 12 , ∀x ∈ ( 34 ,1].
It has a characteristic interval K (F2) = [0, 14 ] and forts β = 12 < α = 34 . One can check that F2(0) = F2( 12 ) = 0 and
F2((
1
4 ,1]) ⊂ [0, 732 ] = [F2(0), F2( 34 )], i.e., the conditions in Theorem 4(ii) are satisﬁed. According to the construction in
the proof of Theorem 4, F2 has an iterative root f on [0,1], deﬁned by
f (x) :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
( 34 )
1
n x, ∀x ∈ [0, 14 ],
−( 34 )
1
n x+ 12 ( 34 )
1
n , ∀x ∈ ( 14 , 12 ],
7
8 (
3
4 )
( 1n −1)x− 716 ( 34 )(
1
n −1), ∀x ∈ ( 12 , 34 ],
− 12 ( 34 )
1
n x+ 12 (1− ( 34 )(
1
n −1)), ∀x ∈ ( 34 ,1],
which is a root of 2-extension of order n.
Example 3. Consider the mapping F3 : [0,1] → [0,1] deﬁned by
F3(x) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− 58 x+ 716 , ∀x ∈ [0, 14 ),
3
4 x+ 332 , ∀x ∈ [ 14 , 12 ],
− 34 x+ 2732 , ∀x ∈ ( 12 , 34 ],
3
8 x, ∀x ∈ ( 34 ,1].
It has a characteristic interval K (F3) = [ 14 , 12 ] and a fort β = 34 . One can check that F3( 14 ) = F3( 34 ) = 932 and F3([0, 14 ) ∪
( 12 ,1]) ⊂ [ 932 , 1532 ] ⊂ [F3( 14 ), 12 ), i.e., the mapping F3 is contained in class (ID-A). According to the proof of Theorem 5, F3 has
an iterative root f on [0,1], deﬁned by
f (x) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 56 ( 34 )
1
n x+ 112 ( 34 )
1
n + 58 , ∀x ∈ [0, 110 ),
− 56 x+ 1724 , ∀x ∈ [ 110 , 14 ),
−x+ 34 , ∀x ∈ [ 14 , 38 ),
−( 34 )
1
n x+ 38 ( 34 )
1
n + 38 , ∀x ∈ [ 38 , 12 ],
( 34 )
1
n x− 58 ( 34 )
1
n + 38 , ∀x ∈ ( 12 , 58 ],
x− 14 , ∀x ∈ ( 58 , 34 ],
− 12 x+ 78 , ∀x ∈ ( 34 ,1],
which is a root of 2-extension of even order 2n (n ∈N).
Example 4. Consider the mapping F4 : [0,1] → [0,1] deﬁned by
F4(x) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x+ 58 , ∀x ∈ [0, 18 ),
− 32 x+ 1516 , ∀x ∈ [ 18 , 14 ),
3
2 x+ 316 , ∀x ∈ [ 14 , 12 ),
− 34 x+ 2116 , ∀x ∈ [ 12 ,1].
It has a characteristic interval K (F4) = [ 12 ,1] and a fort α = 14 . One can check that F4( 14 ) = F4(1) = 916 and F4([0, 12 )) ⊂
[ 916 , 1516 ] ⊂ [F4(1),1), i.e., the mapping F4 is contained in class (DD-B). According to the proof of Theorem 6, F4 has an
iterative root f on [0,1], deﬁned by
L. Liu, W. Zhang / J. Math. Anal. Appl. 378 (2011) 359–373 373f (x) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− 23 x+ 1124 , ∀x ∈ [0, 18 ),
x+ 14 , ∀x ∈ [ 18 , 14 ),
2x, ∀x ∈ [ 14 , 38 ),
2( 34 )
1
n+1 x− ( 34 )
n+2
n+1 + 34 , ∀x ∈ [ 38 , 12 ),
−( 34 )
1
n+1 x+ ( 34 )
n+2
n+1 + 34 , ∀x ∈ [ 12 , 34 ),
−x+ 32 , ∀x ∈ [ 34 ,1],
which is a root of 2-extension of odd order 2n + 1 (n ∈N).
In Section 4 it is answered that a PM function F has iterative roots f with ( f ) = 2 under some conditions. However,
larger pace  > 2 is not discussed yet because much more kinds of construction will be involved for iterative roots of
-extension. Therefore, a great scale of computation will be involved in those complicated situations in ﬁnding PM func-
tions F which have iterative roots of -extension ( > 2).
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