Abstract. We consider an infinite strip ΩL = (0, 2πL) d−1 × R, d ≥ 2, L > 0, and study the control problem of the heat equation on ΩL with Dirichlet or Neumann boundary conditions, and control set ω ⊂ ΩL. We provide a sufficient and necessary condition for null-controllability in any positive time T > 0, which is a geometric condition on the control set ω. This is refered to as "thickness with respect to ΩL" and implies that the set ω cannot be concentrated in a particular region of ΩL. We compare the thickness condition with a previously known necessity condition for null-controllability and give a control cost estimate which only shows dependence on the geometric parameters of ω and the time T .
Introduction and main results

Let
∂ t u(t, x) − ∆u(t, x) = χ ω (x)v(t, x)
in Ω L , where ∆ denotes the Laplacian on Ω L with either Dirichlet or Neumann boundary conditions, and χ ω is the characteristic function of ω. The function v ∈ L 2 ((0, T ) × Ω L ) is called control function. System (1) is said to be null-controllable in time T > 0 if for every initial data u 0 ∈ L 2 (Ω L ) there exists a control function v ∈ L 2 ((0, T ) × Ω L ) such that the solution of (1) satisfies u(T, ·) = 0.
In case null-controllability holds in time T > 0, the set
| the solution u of (1) satisfies u(T, ·) = 0}
is not empy for all initial data u 0 and the quantity (2)
is called control cost.
It is well known that the heat equation on bounded domains Ω with open control set ω ⊂ Ω is null-controllable in any time T > 0, see for example [14] . It has also been recently shown in [1] and [8] that if Ω is bounded and ω is a measurable subset of non-zero measure, null-controllability still holds.
For unbounded domains the situation is different. For the heat equation on R d , d ≥ 1, a sharp necessary and sufficient condition for nullcontrollability has been recently established in [7] and [20] independently. This condition is referred to as (γ, a)-thickness and means that the set is somehow well-distributed in R d . This condition reads as follow: Definition 1. A measurable set S ⊂ R d is thick if there exist γ ∈ (0, 1] and a ∈ R d + such that for all P ⊂ R d parallelepipeds with sides parallel to coordinate axes and of length a 1 , . . . , a d we have (3) |S ∩ P | ≥ γ|P |.
Here |·| stands for the Lebesgue measure in R d . We say that S is (γ, a)-thick if S is thick for some parameters γ and a.
More generally, for arbitrary unbounded Euclidean domains Ω a necessary condition for null-controllability connected to the heat kernel of the Laplacian on Ω with Dirichlet boundary conditions has been identified in [16, Theorem 1.11] . Precisely, let us consider system (1) on a given unbounded Euclidean domain Ω, instead of on Ω L , with control set ω ⊂ Ω. If there exist a sequence of points (y n ) n∈N in Ω, a timeT > 0 and a constant κ > 1 such that (4) , then the controlled heat equation on Ω is not null-controllable in any time T <T . Here dist denoted the distance function on Ω.
In particular, the author establishes the failure of null-controllability if the control set ω has finite Lebesgue measure.
Motivated by the recent work [7] and [20] , we show that the notion of (γ, a)-thickness is a sufficient condition for null-controllability of system (1), while a necessary condition is given by a local notion of (γ, a)-thickness. The methods build upon a spectral inequality based on a Logvinenko-Sereda-type theorem and on heat kernel estimates, inspired by [16] . In addition, we show that the control cost C T is independent of L, the side-length of the section T
(1) is null-controllable in any time T > 0, and the control cost satisfies (5)
where a 1 = d j=1 a j , and K > 0 is a universal constant.
Hence, a direct consequence of Theorem 2 is the following corollary. , whereã = (a 1 , . . . , a d−1 , α) for any finite number α > 0.
Let us briefly comment on the estimate on the control cost. Geometric bounds on the control cost have been previously obtained for small times in [17] , see also [9, 22] , for the heat equation on d-dimensional, compact, connected manifolds controlled from an open interior region S ⊂ M . They showed
where dist denotes the distance function on M . In our case, i.e. for Ω L and ω = S ∩ Ω L with S (γ, a)-thick, we do not achieve a lower bound, but an upper bound, namely, lim sup
We also remark that the estimate above, as well as the one in (5), is independent of the scale L.
As annunced, the sufficient condition is complemented by a necessary one, based on a weaker geometric condition on ω.
Theorem 4 (Necessary condition). If the controlled heat equation (1)
is null-controllable in time T > 0, then the control set ω satisfies the following condition: there exist γ ∈ (0, 1] and a = (a 1 , . . . , a d ) ∈ R d + such that for all parallelepipeds P ⊂ Ω L with sides parallel to coordinate axes and of length a 1 , . . . , a d we have (6) |ω ∩ P | ≥ γ|P |.
We point out that since P ⊂ Ω L , the first d − 1 coordinates of the parameter a implicitely satisfy a j ≤ 2πL, j ∈ {1, . . . , d − 1}.
We will refer to sets ω satisfying (6) as to (γ, a)-thick sets with respect to Ω L or simply thick sets with respect to Ω L . Examples of such sets are periodic arragements of balls inside the strip, sets of type M × R where the section M is a non-empty measurable subset of T 
Indeed, let P be a parallelepiped in R d with sides parallel to coordinate axes and of length 2a 1 , . . . , 
This argument combined with Theorems 2 and 4 yields a sharp geometric condition for null-controllability. The rest of the paper is organised as follow. In Section 2 we discuss an observability result by K. Beauchard and K. Pravda-Starov [2] on which the proof of Theorem 2 is based. In Section 3 we derive a spectral inequality for a sub-class of L 2 (Ω L )-functions. In Sections 4 and 5 we prove Theorems 2 and 4, respectively, and we compare the notion of thickness with respect to Ω L to the necessary condition (4).
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An abstract observability result
The Hilbert Uniqueness Method, see for example [4, Theorem 2.44], establishes that null-controllability of system (1) in time T > 0 is equivalent to the following observability estimate with respect to ω:
where g is the solution of the adjoint system
in Ω L .
In addition, it provides an estimate for the control cost. In fact,
where C is the observability constant in (7) . Therefore, to show null-controllability, we use an abstract observability result obtained in [2, Theorem 2.1], based on the Lebeau-Robbiano strategy, see [14] . Indeed, for self-adjoint operators, such a result is the LebeauRobbiano strategy, however the advantage of [2] is the explicit observability constant provided, which allows us to derive explicit estimate for the control cost in terms of γ, a and T .
, (e t∆ ) t≥0 be the contraction semigroup associated to the Laplacian on L 2 (Ω), and let c 1 , c 2 , η 1 , η 2 , t 0 , m > 0 be positive constants with η 1 < η 2 . If the spectral inequality
and the dissipation estimate
hold, then there exist two positive constants C 1 , C 2 > 0 such that the following observability estimate holds (11)
We point out that the original statement is formulated for an open set ω and was presented with a unified constant C = sup(C 1 , C 2 ). However the statement is still valid when the assumption on ω is relaxed to measurability. Distinguishing the two constants allows for a more precise behaviour of the control const in terms of the geometric parameters.
Spectral inequality on infinite strips
. With abuse of notation, we write ( 
In this section we consider functions
parallelepiped with sides of length b 1 , . . . , b d−1 and parallel to coordinate axes, and J 2 ⊂ R is a an interval of length b d . We assume both J 1 and J 2 to be centred at zero. These functions have then the following representation (12) f
Since the Fourier frequencies of f (x 1 , ·) are all contained in a compact set and the Fourier Transform of f (·, x 2 ) is compactly supported, the two functions f (·, x 2 ) and f (x 1 , ·) are analytic, and so is f by Hartogs's Theorem, see [13, Theorem 1.2.5].
For this class of functions, a Logvinenko-Sereda-type Theorem holds and its proof is a an adaptation of the arguments used in [11, 12, 6] . However, for the reader's convenience, we repeat the proof here.
where a · b stands for the euclidean inner product in R d and K is a universal constant.
Remark 10. Keeping track of the universal constants in the proof of Theorem 9 it is easy to see that K ≥ e.
Instrumental to the proof are the following three lemmas. The first one is proved in [12, Lemma 1] , the second one is announced in [12] and proved in [6, Lemma 15] , and the third one is a Bernstein inequality for L 2 -functions on Ω R , where the fact that J 1 , J 2 are assumed centred at zero is necessary.
Lemma 11. Let z 0 ∈ R and let φ be an analytic function on D(z 0 , 5) := {z ∈ C | |z − z 0 | < 5} such that |φ(z 0 )| ≥ 1. Let I ⊂ R be an interval of unit length with z 0 ∈ I, and let A ⊂ I be a measurable set of non-zero measure.
, and α ∈ (0, ∞). We define
and assume that (12) , and set
It suffices to show the inequality for α = e j , e j being the vectors of the standars basis of R d . The other cases will then follow iteratively.
Let α = e j for a j ∈ {1, . . . , d−1}. By Fubini's Theorem and the Bernstein inequality on the torus (see [18, Prop. 1.11]) we have
where C > 1 is a universal constant. Let now α = e d . Using the Bernstein inequality on R (see [3,
, for aC > 1 possibly different from C. Therefore, for C B = max(C,C) the claim follows.
We are now ready to prove Theorem 9.
Proof of Theorem 9.
Step 1: Special case. We first assume 2πR j ≥ 1 for all j = 1, . . . , d − 1 and a = (1, . . . , 1). We cover Ω R with unit cubes, namely, let Γ :
Consequently,
To ease the notation, we will write Λ instead of Λ j and we will denote all universal constants by C allowing them to change from line to line.
Step 2: Local estimate. We now aim at obtaining a local estimate for the L 2 -norm of f on Λ and on S ∩ Λ using a dimension reduction argument and Lemma 11.
We first prove that given y ∈ Λ there exists a line segment I := I(S, y) ⊂ Λ depending on S and y such that
and there exists a point η ∈ S d−1 such that
Let I be the longest line segment in Λ starting at y in the direction η, i.e.
The estimate r ≤ √ d and (18) yield
Using Ineq. (18), the fact that |I| ≤ d 1/2 , and that
, we obtain
Let now y 0 ∈ Λ be a point such that |f
, e.g. the maximum of f in Λ, and define
f (y 0 + w|I 0 |η), where I 0 := I(S, y 0 ) and η are as in (19) . We apply Lemma 11 to F , [0, 1], and
where in the last step we used (20) and where M = max |w|≤4 |F (w)|. Similarly, for
we obtain
using a possibly different line segment I(V, y 0 ) ⊂ Λ containing y 0 and satisfying a proportionality relation analogous to (20) with S replaced by V .
Lemma 12 applied with U = S ∩ Λ and α = 2 log M/ log 2 gives
We are now left with estimating M = max |w|≤4 |F (w)|, which depends on the particular cube Λ = [0, 1] d + j under consideration. It turns out it is enough to estimate the maximum on a special class of cubes.
Step 3: Good and bad cubes. We say that Λ is a good cube if for all multi-indices α ∈ N d
where C B is the constant in Lemma 13. We call Λ bad otherwise. This estimate can be regarded as a local Bernstein inequality. As a consequence we obtain
and therefore there exist good cubes. In fact, using the definition of bad cubes, Ineq. (17), and Lemma 13, we have
We now claim that for a good cube Λ there exists a point x ∈ Λ such that
Indeed, arguing by contradiction, assume that for every x ∈ Λ, with Λ being a good cube, there exists α(x) ∈ N d 0 such that
To get rid of the x-dependence in α(x) we divide and sum over all multiindices, so that
Then, integration over Λ and the definition of good cubes yield
and, consequently,
giving the desidered contradiction.
Step 4: Conclusion. Let now Λ = [0, 1] d + j, j ∈ Γ (see Step 1), be a good cube and assume it is centred at some point s ∈ R d , i.e. we have
and let D(z 0 , r) = {z ∈ C | |z − z 0 | < r} for z 0 ∈ C.
Let now y 0 ∈ Λ, η, and I 0 chosen as in Step 2. We have that ||I 0 |η i | ≤ 1 for all i ∈ {1, . . . , d}, and if w ∈ D(0, 4) then 24) is used in the second step. We are now able to bound the maximum of
f (y 0 +w|I 0 |η) associated with the good cube Λ. By (25)
Consequently, log M ≤ 3d−1 2 log 2 + 45C B b 1 and
Substituting (26) into (21), summing over all good cubes Λ, and using (23) we have
This concludes the proof for a = (1, . . . , 1) and 2πR j ≥ 1 for j = 1, . . . , d − 1.
Step 5: General case. Let us now assume that R ∈ R d−1 + , the vector a = (a 1 , . . . , a d ) has components a j ≤ 2πR j for all j = 1, . . . , d − 1, S is a  (γ, a) -thick set, and f ∈ L 2 (Ω R ) is as in (12) .
We define the transformation map T (x 1 , . . . ,
] × R, and G := T −1 (S) is (γ, 1)-thick. Further, for the function
, and
Therefore, applying (27) to g, G and Ω R/a , and using the scaling relations above we conclude
Sufficiency condition and control cost estimate
4.1. Proof of the sufficiency condition. The proof of Theorem 2 is an application of Theorem 8, where as orthogonal projection we choose the spectral projection of the (minus) Laplacian on Ω L . With this choice, the dissipation estimate (10) follows automatically, while the spectral inequality (9) is a consequence of Theorem 9. We treat Dirichlet and Neumann boundary conditions simultaneously denoting by −∆ • , • ∈ {D, N }, the (minus) Laplacian on Ω L with Dirichlet or Neumann boundary conditions.
Using the language of tensor products, we recall that
and that the (minus) Laplacian on Ω L can be written as
with Dirichlet or Neumann boundary conditions, ∆ 2 is the Laplacian on R, and I 1 , I 2 are the identity operators on T Let now E ≥ 1 and let π E (−∆ • ) be the spectral projection of −∆ • associated to the interval (−∞, E].
We first show the dissipation inequality. We have 1−π E (−∆ • ) = π (E,+∞) (−∆ • ) and by spectral calculus e 2t∆ • π (E,+∞) (−∆ • ) ≤ e −2tE π (E,+∞) (−∆ • ) in the sense of quadratic forms. This yields the dissipation estimate (28)
, which implies (10) with c 2 = η 2 = m = 1.
We now derive the spectral inequality. Recall that the operator −∆ • 1 has purely discrete spectrum and that its eigenvalues and eigenfunctions with Dirichlet and Neumann conditions are:
respectively, where
To further ease the notation we set N D = N in case of Dirichlet boundary conditions, and N N = N 0 in case of Neumann boundary conditions.
Since the above eigenfunctions form an orthonormal basis of
Let now π E (−∆ 2 ) be the spectral projection of −∆ 2 associated to the interval (−∞, E] and let P • λn be the projection on the kernel of −∆ • 1 − λ n . Since −∆ • 1 has purely discrete spectrum, from [21, Theorem 8 .34] we infer
and since f is represented by a linear combination of products of type
Since the eigenfunctions φ • n have no finite Fourier series with respect to T d−1 L , the expansion of π E (−∆ • )f by Fourier Analysis, as done at the beginning of Section 3, gives a function h π E (−∆ • )f with no compact support, and so Theorem 9 is not directly applicable. However, the φ • n have finite Fourier series with respect to T d−1 2L . We therefore extend π E (−∆ • )f to the strip
2L × R by antisymmetric and symmetric reflections with respect to the boundary of Ω L , in case of Dirichlet and Neumann boundary conditions, respectively. The extended function F is then given by
2L , the Fourier series of F in the variable
. .
and extend
. With an argument similar to the one in [7, Section 5] , it is easy to prove thatS is a (γ/2 d , 2a)-thick set in R d . By reflection symmetry of F andS, for all κ ∈ Υ := {0,
Now, Theorem 9 applied to F andS yields
which fullfills the spectral inequality (9) with η 1 = 1 2 and
where inequality holds since K ≥ e, see Remark 10. Therefore, Theorem 8 implies the controllability of the adjoint system and consequently the null-controllability of system (1 and
where τ 0 is such that for all 0 < τ < τ 0 the following inequalities are fulfilled:
We may choose τ 0 = 2 5/2 3c 1 . Eq. (31) is fulfilled for any 0 < τ ≤ τ 1 = 2 3 3c 2 1 , since for positive τ the function h 1 has a maximum in τ 1 . Hence, for all 0 < τ ≤ τ 1 and our choice of c 1 we have
Finally, Eq. (32) is fulfilled for all τ ≤ 2 5/2 3c 1 since h 2 is a decreasing fucntion. Indeed, using exp(x) ≥ x 2 2 and c 1 ≥ 3e, we obtain
Therefore, τ 0 = min(2 5/2 3c 1 , 2 3 3c 2 1 ) = 2 5/2 3c 1 and, consequently,
Therefore, we obtain the control cost estimate
2T where
as claimed in Theorem 2.
Necesssity condition
We here prove Theorem 4. The proof uses a contradiction argument and heat kernel estimates, i.e. estimates on the integral kernel for the semigroup e t∆ . In what follows, K Ω L (t, x, y) denotes the heat kernel of Ω L .
Let us assume that the control set ω is not thick with respect to Ω L . Then, for all γ > 0 and for all a ∈ R d + there exists a parallelepiped Q γ,a centred at some point x γ,a ∈ Ω L with sides of length a 1 , . . . , a d such that |ω ∩ Q γ,a | < γ|Q γ,a |.
Let now n ∈ N and choose γ = 1/n 2 and a = (2πL, . . . , 2πL, n) to obtain a sequence of parallelepipeds Q n ⊂ Ω L centred at some point x n such that
Due to the choice of the parameter a and the fact that Q n ⊂ Ω L , we have x n = (πL, . . . , πL, x n,d ) for some x n,d ∈ R.
We first treat the case of Dirichlet boundary conditions and we aim at constructing a sequence of functions which does not satisfy the observability estimate (7) . We consider the initial data g n (x) = K Ω L (1, x, x n ), so that g n (t, x) = e t∆ g n (x) = K Ω L (1 + t, x, x n ) is solution to the adjoint system (8) .
Let now W be a d-dimensional cube in Ω L with sides of length πL and centred at x n . For the heat kernel on W and Ω L the following estimate holds (see [5, Thm. 2.1.4 and Thm. 2.
where
are the eigenvalues and corresponding eigenfunctions of the Dirichlet Laplacian on W . Therefore, we obtain
i.e. the left hand side of (7) is bounded from below by a positive constant for all n ∈ N. We now show that the right hand side of (7) converges to zero as n → +∞. For this purpose we use the upper bound (see [5, Cor. 3 
for c a positive constant.
Then, using the change of variable y = x − x n , the monotonicity of the exponential in t, and the estimate e −x ≤ 1 for x ≥ 0, we calculate
Since Q n exhausts the whole of Ω L for n → +∞, the second term in the last line tends to zero as n goes to infinity, and so does the first term due to the choice of Q n . This leads to the desired contradiction.
We now turn to the case of Neumann boundary conditions. We treat this case with a strategy similar to the one already used. As before, we consider the initial value g n (x) = K Ω L (1, x, x n ) so that g n (t, x) = e t∆ g n (x) = K Ω L (1 + t, x, x n ) solves the adjoint system (8) . In order to obtain a contradiction argument we use the following upper and lower Gaussian bounds
x−y 2 2 t valid for some positive constants c 1 , c 2 , C 1 , C 2 , all t > 0, all x, y ∈ Ω L (see for example [10, 15] ). Here c(d) stands for the volume of the Euclidean unit ball centred at zero.
Using the lower bound in (35), the estimate |x j − πL| 2 ≤ π 2 L 2 for the first d − 1 coordinates, and the change of variable y = x d − x n,d , we obtain i.e. the left hand side of (7) is bounded away from zero by a constant independent of n ∈ N. For the right hand side of (7), using similar steps as for the Dirichlet case, the upper bound in (35), and the estimate c(d)(1 + t) 1/2 ≥ c(d) for t ≥ 0 we (1+T ) dx dt , which goes to zero as n goes to infinity and leads to contradiction.
To conclude this section, we show that condition (4) is equivalent to thickness with respect to Ω L . Proof. We first assume that ω is not thick and consider the sequence of parallelepipeds Q n chosen as in (33) with centre x n ∈ Ω L . We show that the sequence (x n ) n∈N satisfies condition (36) for all T > 0 and all κ > 1. By monotonicity of the exponential, the change of variable y = x − x n and the fact that e −x ≤ 1 for all x > 0, we have Since dist(x n , ∂Ω L ) = πL for all n ∈ N, the second summand in (36) is only a constant. Hence, (x n ) n∈N satisfies (36).
To prove the converse implication we assume that ω is thick with respect to Ω L with parameters γ > 0 and a ∈ R d + and show that (36) does not hold. Let therefore (y n ) n∈N be any sequence of points in Ω L , T > 0, κ > 1, and (P n ) n∈N be a sequence of parallelepipeds with sides of length a 1 , . . . , a d and such that y n ∈ P n . Then, |ω ∩ P n | ≥ γ|P n | > 0 for all n ∈ N. Let D = D(a, d) the length of the main diagonal of P n . Using the monotonicity
