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Zaradi lazˇje organizacije dela ter vecˇje preglednosti nad delom zaposlenih v
medicinskih ustanovah zˇe nekaj cˇasa vgrajujemo Android sobne terminale,
obcˇutljive na dotik. Slednji imajo namesˇcˇene prilagojene aplikacije, ki sluzˇijo
kot pomocˇ pri delu v medicinskih ustanovah. Njihova glavna naloga je prikaz
aktivnih dogodkov, informacij ter belezˇenje storitev, ki jih zaposleni opravijo
bolnikom. Zaposleni pa med opravljanjem storitev velikokrat potrebujejo
pomocˇ dodatne sestre ali zdravnika. Zaradi lazˇjega opravljanja storitev brez
prekinitev dela ob klicu dodatnega zaposlenega smo funkcionalnost termi-
nalov nadgradili z razpoznavanjem govora, ki ga podrobneje opisujemo v
tem delu. Za zaznavanje kljucˇne besede smo uporabili orodje CMUSphinx,
za razpoznavanje ukazov uporabnikov pa orodje Android.SpeechRecognizer.
Postopek za samodejno tvorbo govornih odzivov na ukaze uporabnikov pa
smo zasnovali na orodju TextToSpeech. Poleg zaposlenih pa lahko termi-
nal uporabljajo tudi bolniki. V anglesˇkem jeziku lahko izrazijo svoje zˇelje
zaposlenim, kateri lahko pridejo v sobo zˇe ustrezno pripravljeni. Z dodano
funkcionalnostjo smo poenostavili delo zaposlenih in izboljˇsali delovne pro-
cese v zdravstvenih ustanovah.




Title: Automatic Speech Recognition in Hospitals
Author: Jure Frantar
To achieve the easier work organization and greater transparency over
the work of medical staff, we have been installing touch-sensitive Android
terminals in medical institutions for quite some time. The terminals have
installed customized applications that serve as an assistance to the working
process. Their main task is to present actual events, information and record
the services that employees provide to patients. However, when providing
services, employees often need the help of an additional employee. In order
to facilitate the provision of services without the interruption due to the call
of an additional employee, the functionality of the terminals was upgraded
with the speech recognition, which is described in more detail in this work.
We have based our work on the CMUSphinx tool to identify the spoken
keywords and the Android.SpeechRecognizer tool to recognize commands
and random speech of terminal users. We have implemented the automatic
spoken responses to user commands with the TextToSpeech tool. In addition
to employees, the terminals can also be used by patients. They can express
their wishes in the spoken English language, and employees can come to the
room already well prepared. With added functionality, we have simplified
the work of employees and therefore improved work processes in medical
institutions.




Kot povsod drugje po svetu se tudi v bolniˇsnicah, porodniˇsnicah in ostalih
medicinskih ustanovah uporablja vse boljˇsa tehnologija. Le ta nam veliko
pripomore k pomocˇi pri delu zaposlenih, poleg tega pa zˇelijo imeti zaposleni
na viˇsjem nivoju cˇim boljˇsi nadzor nad delom ostalih zaposlenih. Zato v
zgoraj omenjene ustanove zˇe nekaj cˇasa vgrajujemo sobne terminale na dotik.
Omogocˇajo nam, da uporabnik sprozˇi klic sestre, zaposlen pa lahko shrani
storitve, katere je opravil bolniku ali pa sprozˇi klic dodatnega zaposlenega, v
kolikor ga potrebuje. Klici se tako vidijo na ostalih terminalih, na katerih so z
identifikacijskim geslom prijavljeni zaposleni v sobi, prav tako pa si zaposleni
lahko na terminalu ogleda zgodovino opravljenih storitev. Vecˇ podrobnosti
o delovanju sistema si lahko preberemo v 2. poglavju.
Nekaj cˇasa nazaj smo prejeli izziv, da bi programsko opremo sobnih termi-
nalov zaradi lazˇjega dela zaposlenih nadgradili z govornim razpoznavanjem.
Izziv smo sprejeli kot izdelavo nove funkcionalnosti. Nova funkcionalnost
precej izboljˇsa delo zaposlenih, kateri opravljajo storitve bolnikom, pri tem
pa opazijo, da potrebujejo pomocˇ dodatnega zaposlenega. Pred implemen-
tacijo razpoznavanja govora so se zaposleni morali sprehoditi do terminala,
namesˇcˇenega ob postelji ter klikniti na sprozˇitev klica dodatnega zaposlenega.
Sedaj lahko zaposlen to opravi med opravljanjem storitev, saj terminal lahko
poklicˇe s pomocˇjo razpoznave govora. Poleg tega bolnik lahko v anglesˇkem
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jeziku pove, kaj zˇeli od zaposlenega, sporocˇilo bolnika pa se skupaj s t.i. se-
strskim klicem posˇlje na druge naprave. S tem smo zaposlenemu omogocˇili
neprekinjeno opravljanje dela, poleg tega pa smo bolniku omogocˇili, da pove
zaposlenemu, kaj od njega zˇeli. Tako zaposleni zˇe ve, kaj zˇelimo od njega,
zato bo lahko priˇsel v sobo zˇe pripravljen.
Ko pomislimo na razpoznavo govora (Speech recognition), se kot upo-
rabniki mobilnih telefonov in drugih sodobnih naprav najprej spomnimo na
Googlov Speech recognition (OK Google) [13]. Zelo znana je tudi Micro-
softova Cortana [8]. Prav tako so precej znani tudi nekateri drugi sistemi za
razpoznavo govora, kot so Microsoftova naprava Kinect [16], ki je imela za
svoje cˇase implementiran zelo dober sistem za razpoznavo govora, prav tako
je precej napreden tudi Amazonov Echo zvocˇnik (Alexa) [1].
Na spletu lahko najdemo nekaj najbolj znanih sistemov za razpoznavo go-
vora. Pri tem smo pozorni na mozˇnost implementacije na Android napravah
(sobnih terminalih), katere uporabljamo v medicinskih ustanovah.
Vsi uporabniki pa zˇelimo imeti sisteme cˇimbolj preproste in avtomatizi-
rane, zato smo nasˇ sistem nadgradili z novo funkcionalnostjo - razpoznavo
govora. Uporabili smo 3 orodja. Za razpoznavanje kljucˇne besede smo upo-
rabili orodje CMUSphinx. Vsebuje vecˇ orodij, ki sluzˇijo za razlicˇne namene.
Uporabili smo orodje imenovano PocketSphinx [23]. Le ta nam omogocˇa, da
terminal lahko poklicˇemo s kljucˇnimi besedami, katere razpozna s pomocˇjo zˇe
implementiranih metod ter nam vrne rezultat besed, katere je razpoznal. Be-
sede lahko primerjamo z nasˇo kljucˇno besedo in cˇe se besedi ujemata pomeni,
da je terminal prepoznal svoj klic.
Zaposleni pa med opravljanjem storitev nimajo cˇasa gledati na zaslon
terminala, cˇe je orodje PocketSphinx pravilno razpoznal kljucˇno besedo. S
tem namenom smo uporabili orodje TextToSpeech, s katerim se s pomocˇjo
umetno tvorjenega govora terminali odzovejo na uporabnikove ukaze.
Kot uporabniki pa lahko terminalu podamo razlicˇne ukaze, katere lahko
izvrsˇi z razpoznavo govora. Zato mu moramo povedati, kaj zˇelimo od njega.
Tukaj nam je prav priˇslo orodje Android.SpeechRecognizer [5]. Le ta je na-
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menjen poslusˇanju nakljucˇno dolgega besedila, katerega uporabnik kot ukaz
poda terminalu. Nakljucˇno besedilo nato pretvori v tekstovno besedilo in iz
njega poskusˇa razbrati, kaj uporabnik zˇeli povedati oziroma ukazati. Orodje
nam vrne seznam mozˇnih besednih zvez, katere se ujemajo z izgovorjenim be-
sedilom. Za orodje SpeechRecognizer je znacˇilno, da je programsko dolocˇen
zacˇetek poslusˇanja uporabnika.
V 2. poglavju si bomo pogledali delovanje terminalov ter naloge strezˇnika,
omenili pa bomo tudi uporabo mobilnih telefonov s prilagojeno aplikacijo
imenovano NurseApp, katero zaposleni uporabljajo za prikaz aktivnih do-
godkov.
V glavnem delu si bomo pogledali implementacijo ter uporabo zgoraj
omenjenih orodij za razpoznavo govora ter prednosti/slabosti orodij. Delo
z orodjem CMUSphinx bomo opisali v 3. poglavju, z orodjem Android.
SpeechRecognizer pa v 5. poglavju. Poleg tega bomo v poglavju 4 opisali
tudi nasˇe delo z orodjem TextToSpeech, katerega bomo uporabili za tvorbo
samodejnega govornega odziva terminala. V 6. poglavju pa si bomo pogledali
vse pomanjkljivosti projekta ter tezˇave, na katere smo naleteli med delom.
Ne bomo pa pozabili omeniti tudi rezultatov testiranja aplikacije ter idej za
nadaljnje delo s podrocˇja razpoznave govora.
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Poglavje 2
Delovanje sistema in povezanih
naprav
V tem poglavju bomo opisali delovanje ter trenutno zˇe implementirane naloge
nasˇega terminala, da si bomo lahko lazˇje predstavljali zastavljen cilj, katerega
bomo opisali v diplomski nalogi. Poleg tega bomo omenili tudi aplikacijo za
prenosne telefone, katero uporabljajo zaposleni ter naloge nasˇega strezˇnika.
2.1 Opis delovanja ter povezave naprav v sis-
temu
Sobni terminal na dotik je posebna naprava, namenjena za uporabo v
bolniˇsnicah, porodniˇsnicah in ostalih medicinskih ustanovah, ki je namesˇcˇena
na steni blizu postelje bolnika. Deluje na osnovi operacijskega sistema An-
droid. Uporabljajo ga vecˇinoma zaposleni, posredno pa tudi bolniki. Preko
dodatnih vhodov so zˇicˇno povezani tudi s klicnimi vrvicami v toaletnih
prostorih ali kopalnicah ter poteznimi gumbi pri postelji, katere skrbijo za
sprozˇitev klica medicinske sestre (t.i. sestrskega klica). S pomocˇjo klicne
vrvice ter poteznega gumba se bolniku ni potrebno sprehoditi do terminala,
da bi sprozˇil sestrski klic.
Zaposleni terminal lahko uporabljajo kot klic dodatne sestre (t.i. klic
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asistence) ali zdravnika. Uporablja se tudi za belezˇenje storitev, katere zapo-
sleni opravijo bolnikom. Vsak terminal ima shranjeno zgodovino opravljenih
storitev za vsakega bolnika, tako imajo zaposleni mozˇnost pregleda zgodovino
narejenih storitev. Na terminalu so zapisane tudi vse pomembne informacije
bolnika, kot so alergije, informacije o prehrani, tezˇave bolnika, njegovo zdra-
vstveno stanje ter ostale pomembne informacije, katere zaposlen zˇeli vedeti,
da lahko trenutno zdravstveno stanje primerja s prejˇsnjim.
Slika 2.1: Namesˇcˇen sobni terminal v bolniˇsnici ter potezni gumb pri postelji.
Vsak terminal je z zˇicˇno ali brezzˇicˇno povezavo povezan s strezˇnikom,
kateri v podatkovno bazo zapisuje zabelezˇene sestrske klice ter njihove od-
zivne cˇase, vse opravljene storitve ter meritve, kot so temperatura bolnika,
izmerjen sladkor, krvni pritisk,... Velikokrat so terminali zˇicˇno povezani tudi
z LED diodami pred sobami bolnikov, da zaposleni lahko takoj vidijo, iz
katere sobe je priˇsel sestrski klic, uporabniki pa takoj vidijo, v kateri sobi se
trenutno nahaja zaposlen.
Sestrski klic deluje tako, da bolnik ali zaposlen sprozˇi klic na terminalu
(lahko tudi s poteznim gumbom ob postelji ali s potegom klicne vrvice v
toaletnih prostorih). Terminal zahtevo za klic posˇlje strezˇniku ter prizˇge
LED diodo, v kolikor je ta namesˇcˇena in povezana pred sobo bolnika.
Strezˇnik ima v podatkovni bazi shranjene podatke vseh naprav, ki so v
medicinski ustanovi. V njej preveri, na katere naprave posreduje klic (preno-
sni telefoni z NurseApp aplikacijo ter terminali). Strezˇnik naredi seznam vseh
naprav, katerim posreduje klic, nato pa napravam posˇlje zahtevo za prikaz se-
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strskega klica. Seznami (plani) posredovanja klicev se posredujejo dinamicˇno
glede na praznike, dan v tednu, trenutnim cˇasom, nadstropjih ter oddelkih
v ustanovah. Tako si lahko popolnoma prilagodimo posredovanje sestrskih
klicev ter ostalih dogodkov po nasˇih zˇeljah. Ko je zaposlen v dolocˇeni sobi, se
mora prijaviti na terminal z identifikacijskim geslom, terminal pa s strezˇnika
zacˇne pridobivati vse aktivne dogodke sosednjih sob, katere so dolocˇene v
zgoraj omenjenih planih. Tako lahko vsak zaposlen, ki je trenutno prijavljen
v eni izmed sosednjih sob vidi, da nekdo v blizˇini njega potrebuje pomocˇ.
Slika 2.2: Potek posredovanja klicev.
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Na terminalu lahko izbiramo med dvema razlicˇnima prikazoma programa.
Glavni zaslon (Slika 2.3a) sluzˇi za vpisovanje storitev ter sprozˇitev sestrskega
klica, sestrski zaslon (Slika 2.3b) pa se uporablja v sestrskih sobah in je
namenjen prikazu vseh aktivnih dogodkov.
(a) Glavni zaslon (b) Sestrski zaslon
Slika 2.3: Vrsti prikaza zaslonov na terminalu.
Na sliki 2.3b lahko vidimo, da je stanovalec v sobi 105 uporabil razpo-
znavo govora, katerega smo v nasˇi diplomski nalogi implementirali kot novo
funkcionalnost. V anglesˇkem jeziku je povedal terminalu, da potrebuje cˇaj.
Tako lahko z novo funkcionalnostjo zaposlen pride v sobo zˇe pripravljen (to-
krat z vrocˇim cˇajem). Poleg dogodka v sobi 105 so zaposleni prijavljeni na
terminalu tudi v sobi 103 ter 108. V sobi 103 zaposleni potrebuje pomocˇ
zdravnika.
2.2 Opis postopka delovanja sestrskega klica
Ko zaposleni vidi aktiven klic, pride do sobe bolnika in se s pomocˇjo identifi-
kacijskega gesla prijavi v terminal. S tem se aktiven klic spremeni v neaktiv-
nega, zaposleni pa nato nudi pomocˇ bolniku. V kolikor zaposlen potrebuje
pomocˇ sˇe enega zaposlenega, lahko sprozˇi klic asistence (klic dodatne sestre)
ali pa klic zdravnika. Z novo funkcionalnostjo lahko uporabnik klic sprozˇi
tudi oddaljeno s pomocˇjo razpoznave govora.
Zaposleni pa za prikaz aktivnih dogodkov uporabljajo tudi mobilne te-
lefone s prilagojeno aplikacijo, imenovano NurseApp, katera je povezana s
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strezˇnikom preko WIFI povezave. Strezˇnik telefonu ob prijavi zaposlenega
posˇlje podatke o dogodkih (klicih), kakor je prikazano tudi na terminalu v se-
strski sobi. Zaposleni klica sicer ne morejo sprejeti preko pametnega telefona,
pomaga pa jim k hitrejˇsemu vpogledu na vse aktivne dogodke v ustanovi. Na
sliki 2.4 si lahko ogledamo prikaz aktivnih dogodkov na pametnem telefonu.
Slika 2.4: Prikaz klicev na pametnih telefonih.
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Na strezˇnikih se izvaja Windows storitev v ozadju sistema, katera nam
med drugimi omogocˇa tudi:
• Komunikacijo in posˇiljanje nalog terminalom ter prenosnim telefonom.
• Shranjevanje klicev preko SQL strezˇnika, vpogled na odzivne cˇase za-
poslenih glede na klice in cˇase prihodov ter odhodov po sobah.
• Shranjevanje opravljenih storitev bolnikom.
• Sestavo porocˇil glede dela zaposlenih.
• Samodejno dnevno, tedensko ali mesecˇno posredovanje sestavljenih
porocˇil storitev preko e-posˇte.
• Natancˇen pregled nad delom zaposlenih.
• Pregled nad delovanjem / nedelovanjem naprav.
• Evidenco placˇljivih storitev bolnikov z dodatnim delom zaposlenega.
Poglavje 3
Zaznava kljucˇne besede z
orodjem CMUSphinx
Kot smo zˇe v uvodu omenili, smo za razpoznavanje govora uporabili orodje
CMUSphinx. Je napredno orodje, ki se uporablja za neprekinjeno razpozna-
vanje zˇe v naprej znanih besed in stavkov. Uporabili ga bomo za razpoznavo
kljucˇnih besed [18], za katero Googlov Home zvocˇnik [12] uporablja ”OK
Google”. Amazonov Echo zvocˇnik [1] pa za kljucˇne besede uporablja ime
”Alexa”.
Kljucˇna beseda je beseda ali besedna zveza, katero uporabimo za klic
terminala, le ta pa potem zacˇne poslusˇati uporabnikov ukaz.
CMUSphinx vsebuje dve razlicˇni orodji. Razlikujeta se predvsem v sˇtevilu
nastavitev, katere lahko rocˇno nastavljamo ter v implementaciji. Poleg tega
lahko spreminjamo natancˇnost razpoznave besed [17]:
• PocketSphinx orodje je napisano v C programskem jeziku. Je tre-
nutno najhitrejˇse in najpogosteje uporabljeno CMUSphinx orodje za
razpoznavo govora. Uporabljamo ga lahko v namiznih aplikacijah, An-
droid in Apple napravah, starejˇsih Nokia dlancˇnikih ter na malo za-
starelem sistemu Windows mobile [20]. Uporablja se za razvijalce z
manj izkusˇnjami glede razpoznavanja govora in modeliranju zvocˇnih
posnetkov, tako lahko na enostaven nacˇin z manj nastavitvami imple-
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mentiramo dovolj dober produkt z implementacijo razpoznave govora.
Prav tako pa zˇelimo, da je uporaba le tega mozˇna na razlicˇnih napravah
(hitrost in prenosljivost) [9].
• Sphinx4 orodje je napisano v Java programskem jeziku. Uporablja
se za zahtevnejˇse in kompleksnejˇse namene. Tukaj je na voljo veliko
vecˇ nastavitev za razpoznavo govora. Namenjeno je predvsem zahtev-
nejˇsim programerjem, ki imajo veliko izkusˇenj z razpoznavo govora in
modeliranjem zvocˇnih posnetkov, saj vsebuje veliko parametrov, katere
moramo rocˇno nastaviti pri razpoznavi govora (fleksibilnost in upravlja-
nje ter prilagodljivost in spremenljivost) [9].
Za zacˇetek smo poskusili uporabiti orodje PocketSphinx, ki je zaradi manj
nastavitev, nekompleksnosti in lazˇje prenosljivosti med napravami v nasˇem
primeru boljˇse za implementacijo ter uporabo. Prav tako smo scˇasoma ugoto-
vili, da orodje PocketSphinx vsebuje dovolj nastavitev in parametrov, katere
potrebujemo za nasˇe nadaljnje delo. Orodje je dovolj napredno, da nam
omogocˇa spreminjanje nasˇe kljucˇne besede, prav tako pa lahko orodju do-
dajamo besede v nasˇ osebni slovar, omogocˇa pa tudi implementacijo novega
slovarja z drugim jezikom. O podrobnostih dodajanja in izdelave novega
slovarja bomo govorili v poglavju 3.3.
3.1 Testiranje orodja PocketSphinx
Kot pri vsaki novi funkcionalnosti, katero zˇelimo implementirati, si je tudi tu-
kaj na zacˇetku potrebno pogledati, kako natancˇno je izdelana dokumentacija,
nato pa pogledati nekaj vodicˇev. V kolikor vidimo, da je virov ucˇenja veliko in
so nam razumljivi, lahko zacˇnemo z delom ter testiranjem demonstracijskega
primera. CMUSphinx nam omogocˇa, da si preko Github spletnega strezˇnika
prenesemo demonstracijski projekt, v katerem si lahko pogledamo osnovno
delovanje PocketSphinx orodja [19]. Spoznamo lahko osnovne metode ter
nastavitve parametrov za razpoznavo nasˇe kljucˇne besede. Na zacˇetku si
ogledamo osnovno delovanje demonstracijskega programa ter samega orodja.
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Ko uvozimo demonstracijski projekt v Android studio in se projekt uspesˇno
nalozˇi, imamo na zacˇetku mozˇnosti razpoznavanja govora, sˇtevil, vremenskih
napovedi ali telefonskih sˇtevilk. Tukaj nas najbolj zanima iskanje besed ter
besednih zvez. Ostale mozˇnosti razpoznavanja nas trenutno ne zanimajo,
zato jih lahko zakomentiramo.
private static final String KWS_SEARCH = "wakeup";
// private static final String FORECAST_SEARCH = "forecast";
// private static final String DIGITS_SEARCH = "digits";
// private static final String PHONE_SEARCH = "phones";
// private static final String MENU_SEARCH = "menu";
V naslednjem odstavku demonstracijskega programa imamo spremen-
ljivko poimenovano KEYPHRASE. V spremenljivki je shranjena kljucˇna be-
seda s katero poklicˇemo terminal. Po zˇelji kljucˇno besedo lahko spremenimo.
Odlocˇili smo se, da bomo terminalu dali ime Carmen, zato spremenimo spo-
dnjo vrednost v spremenljivki.
private static final String KEYPHRASE = "Wakeup Carmen";
Pri spreminjanju kljucˇne besede moramo biti pozorni, da se vse besede v
nizu poimenovanem KEYPHRASE nahajajo v slovarju. Odpremo ga lahko v
Android projektu v mapi assets/sync/cmudict-en-us.dict. Slovar je po abe-
cednem redu urejena zbirka besed, katero sistem lahko prebere in jo primerja
z nasˇim govorom. O dodajanju besed v obstojecˇi ter izdelavi novega slovarja
si bomo ogledali v poglavju 3.3.
Poleg tega moramo v programu spremeniti parameter dolzˇine kljucˇne be-
sede. Dolocˇen je v spremenljivki .setKeywordThreshold, ki se nahaja v metodi
setupRecognizer. Vecˇ o tem si lahko pogledamo v poglavju 3.2.4.
Spremenimo vse zgornje lastnosti ter zazˇenemo program. Ko nasˇo na-
pravo poklicˇemo ter program prepozna govor podobne dolzˇine, se nadaljuje
s klicem metode onPartialResult. Znotraj te metode lahko primerjamo nasˇo
izgovorjeno besedo s kljucˇno besedo. V kolikor sta besedi enaki, se izvajanje
14 Jure Frantar
programa nadaljuje, v kolikor pa razlicˇni, se program pripravi na ponovno
poslusˇanje kljucˇne besede s klicanjem metode switchSearch, kateri kot para-
meter podamo kljucˇno besedo.
3.2 Vkljucˇitev orodja PocketSphinx
Kot smo zˇe na zacˇetku 3. poglavja povedali, CMUSphinx vsebuje dve orodji.
Za zacˇetek nam je pomembno, da orodje uspesˇno integriramo v nasˇ program
in preizkusimo uporabo orodja CMUSphinx v nasˇem programu, kateri se
uporablja na terminalih. Za zacˇetek smo se odlocˇili, da preizkusimo orodje
PocketSphinx, saj nam mogocˇe zˇe ta ponuja dovolj natancˇno razpoznavo go-
vora za implementacijo nove funkcionalnosti. Glede nastavitev razpoznave
govora se predvsem osredotocˇimo na motnje zvokov v ozadju ter raznih dru-
gih sˇumov naprav, katere so namesˇcˇene zraven mikrofona v medicinskih usta-
novah.
PocketSphinx je orodje, katerega lahko uvozimo s pomocˇjo demonstracij-
skega primera, katerega smo opisali v prejˇsnjem podpoglavju. Orodje najprej
testiramo na malo spremenjenem demonstracijskem programu, nato pa ga
uvozimo v nasˇ projekt, kar si bomo pogledali v naslednjem podpoglavju.
3.2.1 Vkljucˇitev slovarja
V Android studiu odpremo nasˇ projekt. Pregledamo dokumentacijo CMU-
Sphinx ter PocketSphinx za uvoz orodja v projekt [15].
Zacˇeli bomo s pravicami, katere nasˇa aplikacija potrebuje, da bo Poc-
ketSphinx deloval pravilno ter brez tezˇav. Za shranjevanje slovarja na nasˇ
terminal potrebujemo pravice za pisanje datotek. To storimo tako, da v




Ker je pa na terminalih dolocˇena verzija operacijskega sistema Android, mo-
ramo poleg pravic za shranjevanje datotek dodati tudi pravice za snemanje




V prejˇsnjem odstavku smo dodelili pravice za dostop do mikrofona ter
dostop do slovarja, sedaj pa lahko povemo nekaj vecˇ o uvozu slovarja v nasˇ
projekt.
Standardno imamo v Android projektih narejeno Assets mapo, znotraj
mape imamo slovarje. V nasˇem primeru pa to ni dovolj, saj mora nasˇ projekt
zaradi uvozˇenega orodja PocketSphinx vedno imeti navedeno fizicˇno pot do
slovarja. To pomeni, da mora biti slovar shranjen nekje v zunanjem pomnil-
niku, da lahko orodje PocketSphinx dostopa do njega. V projektu najprej
ustvarimo mapo Assets.
Mapa Assets nam omogocˇa samodejno kopiranje slovarja v zunanji po-
mnilnik. Kot navajajo na CMUSphinx spletni strani, nam razred
pocketsphinx.Assets#syncAssets omogocˇa branje virov z datoteke assets.lst,
katera se nahaja v korenski mapi [24]. Razred Assets poskrbi, da se datoteke
s slovarjem kopirajo le, cˇe so se spremenile ali pa datoteke v zunanjem po-
mnilniku sˇe ne obstajajo. V kolikor se skripta kopiranja datotek ni pravilno
prevedla, moramo sami poskrbeti za ustvarjanje datoteke md5 in assets.lst
v zunanjem pomnilniku [24].
Slovar uvozimo tako, da z demonstracijskega PocketSphinx projekta ko-
piramo models/assets.xml datoteko v nasˇ projekt v enako mapo app. Nato
prenesemo mapo sync z demonstracijskega projekta v mapo assets v nasˇem
projektu.
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Sedaj lahko preverimo, cˇe se je assets.lst datoteka kreirala in md5 dato-
teka posodobila.
3.2.2 Uvoz orodja PocketShinx v projekt
V demonstracijskem primeru imamo zˇe prilozˇeno datoteko imenovano
pocketsphinx-android-5prealpha-nolib.jar. Datoteko najprej skopiramo v nasˇ
projekt (mapa app/libs/ ). V Android Studiu v menijski vrstici izberemo
mozˇnost ”datoteka”(file), nato ”struktura projekta”(project Structure) in iz-
beremo sˇe ”odvisnost”(dependencies). Tu lahko dodamo jar datoteko. Sedaj
lahko uporabljamo orodje PocketSphinx v nasˇem projektu.
Ko v nasˇ projekt uvozimo orodje z Assets mapo, imamo na razpolago zˇe
slovar z anglesˇkimi izrazi. Med besedami lahko izberemo skupino besed, ka-
tero bomo uporabili za kljucˇno besedo ali pa v projektu v anglesˇkem slovarju
dodamo svojo besedo, v kolikor sˇe ni dodana. V slovarju je sicer zˇe zbrana
precej velika mnozˇica besed, katera nam lahko pomaga pri izbiri kljucˇnih
besed. S pomocˇjo zˇe napisanih besed pa v slovarju lahko ustvarimo kaksˇno
novo besedo, v kolikor bi to potrebovali. Vecˇ o tem si lahko pogledamo v
poglavju 3.3.1.
3.2.3 Prilagoditev programa za delovanje v ozadju
Ker imamo v nasˇem primeru zˇe narejeno aplikacijo za terminal, katera deluje
neprekinjeno, je zelo nesmiselno, da bi naredili sˇe eno aplikacijo, katera bo
odgovorna le za razpoznavo govora. Zato v glavnem programu naredimo sˇe
podprogram, ki se izvaja v drugem procesu in pri tem obremenjuje zelo maj-
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hen del glavnega programa. Tukaj govorimo o Android background service
(Androidovi funkciji, ki se izvaja v ozadju programa) [14].
Android background service ustvarimo preko nasˇega glavnega programa.
Najprej v datoteki AndroidManifest dodamo vrstico, kjer povemo ime nasˇega
razreda s PocketSphinx programom.
<service android:name="com.something.PocketSphinx" />
V nasˇ glavni program uvozimo nasˇe orodje oziroma razred ter dodamo
zagon nasˇega programa za razpoznavo govora.
import com.something.PocketSphinx;
startService(new Intent(this, PocketSphinx.class));
V nasˇem programu moramo spremeniti sˇe nekaj kode, da bo le ta nemo-
teno deloval v ozadju. Tako razredu spremenimo prvo vrstico ter mu dodamo
vse potrebne metode za zagon razreda:
public class PocketSphinx extends Service implements
RecognitionListener {
@Override





Spremenljivka START STICKY omogocˇa operacijskemu sistemu, da pre-
kine izvajanje programa, v kolikor nima na razpolago dovolj pomnilnika ter
se znova zazˇene, ko je dolocˇen odstotek pomnilnika zopet prost. Sedaj imamo
vse, kar je potrebno za zagon programa, ki deluje v ozadju.
Program pa zaradi delovanja v ozadju ne more direktno dostopati do za-
slona na nasˇi napravi, tako ne moremo izpisati Toast pojavnih oken Android
sistema. To so pojavna okna, katera se prikazˇejo za dolocˇen cˇas. Aplikaciji
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smo dodali izpise v obliki dnevnika (log files) in videli, kako deluje aplikacija
brez potrebe dostopa do glavnega zaslona.
Da bi izpisali Androidova pojavna okna s pomocˇjo razreda Toast, preko
aplikacije v ozadju, je najbolje uporabiti razred Handler [2]. Le ta nam
omogocˇa posˇiljanje sporocˇil, ki se odvija neodvisno od programa. Upora-
blja svojo procesorsko nit, preko katere izpisuje vsa sporocˇila, ki morajo biti
prikazana na zaslonu.
Ker kot uporabniki zˇelimo, da se sporocˇila prikazujejo po dolocˇenem vr-
stnem redu, je razred zgrajen tako, da mu lahko naenkrat pripada le ena
nit. Razred je na voljo, dokler mu ne zmanjka sporocˇil, katere mora izpisati
na zaslon. Ko se na zaslonu prikazˇe zadnje sporocˇilo, se instanca razreda
Handler unicˇi.
3.2.4 Preizkus demonstracijskega primera v nasˇem pro-
jektu
Sedaj, ko imamo na voljo PocketSphinx orodje z njegovimi metodami, lahko
preizkusimo funkcionalnost izvajanja programa v ozadju z demonstracijskega
programa, katerega smo v preteklosti dogradili v nasˇ projekt. Tako lahko
preizkusimo tudi prakticˇno, cˇe program deluje.
Ko se program uspesˇno prevede, si lahko pogledamo anglesˇke besede v
slovarju ter si izberemo nasˇo kljucˇno besedo. V mapi assets/sync odpremo
datoteko cmudict-en-us.dict in si izberemo nekaj besed za nasˇo kljucˇno be-
sedo. Na demonstracijskem primeru smo si za primer izbrali kljucˇno besedo
”Wakeup Carmen”, katero seveda lahko kasneje tudi spremenimo. V do-
kumentaciji orodja PocketSphinx preberemo, da moramo ob menjavi kljucˇne
besede spremeniti tudi parameter dolzˇine nasˇe izgovorjene kljucˇne besede. To
spremenimo v spremenljivki imenovani setKeywordThreshold, ki se nahaja
v metodi setupRecognizer. V dokumentaciji imamo nekaj primerov dolzˇin
besed [10]:




Med preizkusˇanjem programa za cˇim bolj optimalno dolzˇino nasˇe kljucˇne
besede izberemo dolzˇino 1e-35, katera tudi po dolzˇini kljucˇne besede izgleda
malo daljˇsa kot ”Hello World”. Implementacija dolzˇine besed deluje med
intervaloma le-1 in le-50, kjer del za minusom pomeni dolzˇino besede.
Za daljˇse kljucˇne besede je potrebno razdeliti besedno zvezo na vecˇ manjˇsih
delov, prav tako pa lahko ustvarimo tudi zvocˇni posnetek in ga vnesemo v
program. Za dobro natancˇnost izgovora mora biti zvocˇni posnetek dolg vsaj
eno uro razlicˇnih glasov ponavljajocˇih se besed. Zvocˇni posnetki so seveda
lahko uvozˇeni s filmov, nekaj jih lahko posnamemo sami ali pa jih prenesemo
iz spletnih virov. Ukaz za prevod datoteke je naslednji [25]:
pocketsphinx_continuous
-infile <your_file.wav> -keyphrase <your keyphrase>
\-kws_threshold <your_threshold> -time yes
To funkcionalnost CMUSphinx orodja smo zaradi dolgotrajnega iskanja
besednih zvez ter snemanja razlicˇnih glasov razlicˇnih ljudi z razlicˇnimi narecˇji
preskocˇili, saj snemanje ter iskanje razlicˇnih govorov ni glavni namen nasˇega
dela.
Predvsem pa je pomembno omeniti, da je za najboljˇso natancˇnost razpo-
znave kljucˇne besede potrebno imeti 3-4 zlogovno besedo. Prekratke besedne
zveze lahko povzrocˇijo slabsˇe delovanje sistema (slabsˇe zaznavanje kljucˇne




Orodje CMUSphinx je zelo prilagodljivo. V njem lahko spreminjamo kljucˇne
besede, s katerimi poklicˇemo napravo ali pa dodamo svoje besede za raz-
poznavanje govora. Najprej omenimo, da CMUSphinx orodje zˇe omogocˇa
razpoznavo nekaterih tujih jezikov, vendar ne podpira slovensˇcˇine. Tu bi
lahko ustvarili slovar slovenskega jezika, vendar se bomo zaenkrat raje po-
svetili zˇe ustvarjenemu anglesˇkemu slovarju, saj je kolicˇina dodatnega dela
preobsezˇna za nasˇe delo.













3.3.1 Razsˇiritev obstojecˇega slovarja
V kolikor zˇelimo dopolniti obstojecˇ slovar ali pa ustvariti nov slovar cˇisto od





CMUSphinx za ustvarjanje ali dodajanje besed obstojecˇemu slovarju najbolj
priporocˇa G2P-Seq2Seq model. Je preprost model orodja za dodajanje besed
v anglesˇkem jeziku.
Model G2P-Seq2Seq uporablja LSTM globinske nevronske mrezˇe, katere
so se izkazale za zelo ucˇinkovite pri modeliranju jezikov, razpoznavanju go-
vora ter ostalih podrocˇjih, ki so povezane z obdelavo zaporedij. Pri tem mo-
delu se uporabljata dve LSTM nevronski mrezˇi. Prva za kodiranje zaporedja
znakov, druga pa za dekodiranje zaporedja. Program preprosto zazna besedo,
katero smo mu kot vhod posredovali izgovorjeno besedo. Preko G2P preva-
jalnega modela besedo pretvori v racˇunalniˇsko razumljiv jezik ter nato izpiˇse
izgovorjeno besedo, zapisano v slovarju kot zaporedje posameznih govornih
enot imenovanih fonemi. Fonemi se sicer tvorijo samodejno, vendar program
sˇe vseeno potrebuje veliko cˇlovesˇkega dela, saj ga moramo ”naucˇiti”, da bo
fonem, katerega smo spregovorili, pravilen. Tako modele naucˇimo s pomocˇjo
primerov izgovorjav fonemov, katerim tocˇnost razpoznave besed narasˇcˇa s
primeri izgovorjav. Ucˇenje modela je pocˇasno ter dolgotrajno dejanje, zato
je tudi preko spleta na voljo le omejena mnozˇica jezikov za razpoznavanje
cˇlovesˇkega govora. Vendar se v podrobnosti kreiranja slovarja ter dodajanja
besed zaenkrat ne bomo spusˇcˇali, poleg tega nam bo zaenkrat dovolj uporaba
zˇe narejenega anglesˇkega slovarja. Anglesˇki slovar trenutno vsebuje skoraj
150 000 besed, katere lahko uporabimo.
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Del anglesˇkega slovarja izgleda takole:
the DH AH
the(2) DH IY
thea TH IY AH
theall TH IY L
theano TH IY N OW
theater TH IY AH T ER
theater’s TH IY AH T ER Z
theatergoer TH IY T ER G OW ER
theatergoer(2) TH IY IH T ER G OW ER
theatergoers TH IY T ER G OW ER Z
theatergoers(2) TH IY IH T ER G OW ER Z
theaters TH IY AH T ER Z
theatre TH IY AH T ER
theatre’s TH IY AH T ER Z
theatres TH IY AH T ER Z
V delu zgoraj omenjenega slovarja vidimo, da ima beseda THE dve iz-
govorjavi. To sta zgoraj oznacˇeni besedi THE ter THE(2). V primeru, da
ima beseda lahko dva ali vecˇ izgovorjav, to slovarju povemo tako, da brez
presledka za besedo napiˇsemo zaporedno sˇtevilko izgovorjave v oklepaju.
V zˇe narejenem slovarju nam ni potrebno odstranjevati neuporabljenih
besed, razen cˇe zˇelimo prihraniti prostor na pomnilniku naprave. Dodatne
besede v slovarju ne vplivajo na tocˇnost.
Nastavitev iskanja kljucˇne besede v programu, kjer je keyphrase iskana




3.4 Delovanje programa z orodjem Pocket-
Sphinx
Ko poklicˇemo nasˇo napravo s kljucˇno besedo in se naprava zacˇne odzivati na
nasˇ govor, potem je cˇas, da nasˇ program dopolnimo. Nasˇ program ima do
sedaj le eno nalogo. Ko terminal poklicˇemo, se odzove bodisi preko Toast
prikaznega okna, katerega uporablja Android sistem za cˇasovno omejen pri-
kaz sporocˇila, bodisi napiˇse v kaksˇen gradnik izgovorjene besede. Kot pro-
gramerji pa za testiranje najvecˇkrat uporabimo izpis LogCat. LogCat je
tekstovna datoteka, kamor naprava zapisuje tezˇave, sporocˇila, informacije,...
Datoteka hrani dolocˇeno sˇtevilo zapisov. Zapise briˇse od zgoraj navzdol, ko
dosezˇe dolocˇeno sˇtevilo vrstic, da so zadnja sporocˇila kljub brisanju vrstic sˇe
vedno vidna.
Da se terminal le odzove na nasˇ klic nam v bolniˇsnici ne pomaga veliko,
zato bi program radi nadgradili, da lahko razpozna vecˇ kot le tocˇno dolocˇeno
(kljucˇno) besedo.
3.5 Analiza uporabnosti orodja
PocketSphinx orodje je do sedaj nasˇe najboljˇse testirano orodje za nepreki-
njeno poskusˇanje. Namenjen je poslusˇanju tocˇno dolocˇene besede ali besedne
zveze. Orodje je zelo prilagodljivo in dogradljivo iz strani razvijalcev. Vendar
pa nam orodje zaradi nekaterih omejitev, kot so vnaprej definirana dolzˇina
besedne zveze, poslusˇanje le dolocˇene besedne zveze ter slabsˇega posodablja-
nja slovarja v nasˇem programu ne bo dovolj. Poleg tega se orodje osredotocˇa
le na tocˇno dolocˇene izgovorjene besede, zato vrstnega reda klicanja terminala
ne smemo spremeniti med izgovorjavo.
Zaradi zgoraj omenjenih omejitev bomo poleg PocketSphinx orodja ka-
sneje uporabili tudi orodje Android.SpeechRecognizer, kateremu bomo lahko
povedali nakljucˇen stavek, le tega pa bo pretvoril v besedilo. Poleg tega bomo
v naslednjem poglavju uporabili tudi Android.TextToSpeech orodje. Le ta
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nam bo priˇsel prav za tvorbo samodejnega govornega odziva, katerega bomo






Ko PocketSphinx ugotovi, da smo terminal poklicali, se izvede metoda on-
PartialResult orodja PocketSphinx. Vendar pa je poleg izvedene metode
pomembno vedeti, kdaj je terminal pripravljen na poslusˇanje nasˇega ukaza.
Uporabnik v bolniˇsnici velikokrat nima cˇasa gledati na zaslon terminala, kdaj
bo terminal izpisal, da je pripravljen na naslednji ukaz, katerega mu bomo
povedali. Preko metode onPartialResult poklicˇemo nasˇo na novo implemen-
tirano metodo imenovano sayNurse. V tej metodi uporabimo novo orodje,
ki ga ponuja Android imenovano TextToSpeech [6].
Orodje TextToSpeech deluje nasprotno, kot SpeechRecognizer. Prebere
besedilo, zapisano v programu v anglesˇcˇini, ga pretvori v govor ter predvaja
na terminalu preko zvocˇnikov.
Android.TextToSpeech orodje dinamicˇno podpira jezike glede na verzijo
Android sistema na terminalu ali drugi android napravi. Na nasˇem terminalu
podpira naslednje jezike: kitajski, cˇesˇki, danski, nizozemski, anglesˇki, eston-
ski, filipinski, finski, francoski, nemsˇki, grsˇki, madzˇarski, indonezijski, ita-
lijanski, japonski, korejski, nepalski, norvesˇki, poljski, portugalski, sˇpanski,
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sˇvedski, tajski, tursˇki, ukrajinski ter vietnamski jezik.
Razredu najprej ustvarimo TextToSpeech spremenljivko:
TextToSpeech talkNurse;
Paziti moramo, da je pred zacˇetkom samodejnega odgovora, ki je v tem
primeru metoda sayNurse, potrebno ustaviti (Stop, Destroy) vsa prejˇsnja
orodja za razpoznavo govora. Ob neustavitvi le teh bi lahko priˇslo do nepo-
trebne razpoznave.
TextToSpeech orodje zˇe vsebuje metodo setOnUtteranceCompletedListe-
ner, ki se izvede, ko poklicano orodje zakljucˇi z govorom. Tako naprava ve,
kdaj se je samodejni govor koncˇal.
Vendar pa pri preizkusˇanju TextToSpeech orodja nasˇ projekt ni deloval
pravilno, saj se je metoda klicala vecˇkrat vzporedno, cˇesar pa nismo zˇeleli.
Zato smo metodi dodelili sˇe funkcijo synchronized [4], katera skrbi, da se me-
toda ne more klicati vecˇkrat vzporedno (deluje podobno kot razred Handler,
opisan v poglavju 3.2.3).
Metoda onUtteranceCompletedListener [7] deluje pravilno, ko na koncu
metode speak v orodju TextToSpeech, kot zadnji parameter metode dodamo
sˇe HashMap, v katerem je kot prva vrednost zapisana:
private HashMap<String, String> mapSpeak;




talkNurse = new TextToSpeech(getApplicationContext(),
new TextToSpeech.OnInitListener() {
@Override
public void onInit(int status) {
if (status == TextToSpeech.SUCCESS) {
recognizer.stop();
String NurseBackChoice = "Hi, Carmen here, how











Po implementaciji in uporabi orodja TextToSpeech terminal sedaj poslusˇa
uporabnika, kdaj ga bo poklical, nato pa se terminal odzove z besedilom: Hi,
Carmen here, how can I help you with? Ko metoda TextToSpeech zakljucˇi s
svojim delom, terminal sporocˇi uporabnikom, da je po koncu TextToSpeech
govora pripravljen na ponovno poslusˇanje naslednjega ukaza. O razpoznavi
naslednjega ukaza si bomo podrobneje pogledali v naslednjem poglavju.
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Poglavje 5
Razpoznava ukazov z orodjem
SpeechRecognizer
Do sedaj se nam terminal odziva na nasˇ klic ter nam zvocˇno odgovarja. Ome-
nili smo zˇe, da terminalu lahko dolocˇimo vecˇ kot le eno nalogo, poleg tega pa
programu sˇe manjka funkcionalnost razpoznave govora z nakljucˇno vsebino.
To so uporabnikovi ukazi. Zato bomo poleg CMUSphinx ter TextToSpeech
orodja uporabili tudi orodje Android.SpeechRecognizer. Orodje se zelo do-
bro posodablja s strani Androida, poleg tega pa je zˇe zelo napredno in nam
zna zelo dobro pretvoriti nasˇe glasovno sporocˇilo v besedilo. Orodju lahko
povemo kakrsˇnokoli govorno besedilo v vecˇ jezikih, ta ga bo nato pretvoril v
besedilo ter poslal nasˇemu strezˇniku.
5.1 Kratka zgodovina orodja
Android Speechrecognizer se je zacˇel razvijati leta 2010 [3] (API 8, Android
verzija: 2.2). Takrat je Android dodal razpoznavanje govora glasovnemu
iskanju v napravah Android. S tem namenom naj bi omogocˇil uporabnikom
hitrejˇso uporabo telefonov. Leta 2011 je bila dodana funkcionalnost tudi
v brskalnik, kjer jo lahko uporabimo med brskanjem, pisanjem besedila v




Android SpeechRecognizer smo testirali na veliko napravah razlicˇnih znamk
in cenovnih razredov ter razlicˇnimi verzijami Android sistema. Orodje je
od verzije 5.0 (Lollipop) naprej zˇe zelo dobro implementirano in zajame
precej tocˇne podatke. Pred to verzijo je imel Android v svoji bazi podat-
kov precej manj nedopolnjenih slovarjev ter algoritmov. Testiranje Android
verzij sicer ni potekalo na nasˇem prvotnem projektu, vendar na dodatno
implementirani aplikaciji, katero smo naredili le za testiranje orodja An-
droid.SpeechRecognizer.
5.2 Uporaba orodja Android.SpeechRecognizer
Na koncu izvajanja TextToSpeech orodja (v prejˇsnjem poglavju omenjene
metode onUtteranceCompletedListener) ustvarimo spremenljivko SpeechRe-
cognitionListener razreda Android.SpeechRecognizer. Orodje SpeechReco-
gnizer omogocˇa razpoznavo cˇlovesˇkega govora, kjer je programsko dolocˇen
zacˇetek, poslusˇa pa vse do konca govora. Za razliko od PocketSphinx se An-
droid orodje prilagaja dolzˇini govora, pri PocketSphinx pa se dolzˇina dolocˇi
programsko. Ko Androidovo orodje glasovno sporocˇilo pretvori v besedilo,
nam vrne nekaj najboljˇsih zadetkov pretvorbe v obliki seznama.
Ker nam terminal vrne seznam mozˇnosti, kar smo mu ukazali, se moramo
domisliti algoritma, kako bi razcˇlenili posamezne besedne zveze v seznamu.
Ker smo z zaposlenimi v ustanovah dolocˇili tocˇno dolocˇene fraze, kako pokli-
cati terminal ter s katerimi besednimi zvezami od njega zahtevamo nalogo, bi
se najprej sprehodili po seznamu ter preverili, cˇe se mogocˇe tocˇno dolocˇena
fraza nahaja v tem seznamu.
Ljudje lahko velikokrat pozabimo, kako tocˇno poklicˇemo terminal, da
nam bo prisluhnil ali pa obrnemo vrstni red besed v stavku. Na zˇalost si pri
PocketSphinx orodju ne moremo prevecˇ pomagati, saj se orodje osredotocˇa
le na tocˇno dolocˇene izgovorjene besedne zveze. V Androidovem orodju pa
nam zelo prav pride, ko lahko uporabniki uporabimo vecˇ podobnih izrazov
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za klicanja SOS klica, asistence ter doktorskega klica.
V kolikor tocˇno dolocˇene fraze ni v seznamu, obstaja veliko nacˇinov, kako
lahko gledamo na rezultat seznama razpoznave govora. Lahko uporabimo kar
prvi rezultat seznama, ki ga vrne Android SpeechRecognizer. Tukaj mora
terminal pravilno prevesti izgovorjeno besedo in jo vrniti kot prvi rezultat v
seznamu, da bo program lahko nadaljeval pravilno izvajanje, kot je napisano
v programu.
Naslednji nacˇin je, da se sprehodimo cˇez seznam in nekako ugotovimo,
kaj je uporabnik zˇelel od terminala. Predvsem nam bo prav priˇsla metoda
String.contains. V kolikor en rezultat v seznamu vsebuje vecˇ besed, ki se
skladajo z besedami napisanimi v programu naj terminal naredi zˇeleno. V
kolikor pa se besedilo ne sklada z nobenim klicem, naj terminal posˇlje prvi
zadetek iz seznama strezˇniku. Strezˇnik nato pridobljeno besedilo prikazˇe na
drugih terminalih in zaposleni lahko vidijo, kaj od njih zˇeli bolnik.
5.2.1 Prva uporabna funkcionalnost nasˇega projekta
Ker smo kot izziv dobili pred zacˇetkom nadgrajevanja terminalov, da zapo-
sleni brez sprehajanja po sobi sredi dela z bolnikom lahko poklicˇe sˇe enega
zaposlenega, si bomo najprej pogledali, kako poklicˇemo asistenco. Asistenca
v nasˇem projektu pomeni klic dodatne medicinske sestre. Na aplikaciji, ki se
izvaja na terminalu moramo najprej vedeti, ali je kdo od zaposlenih trenutno
prijavljen v tej sobi. V kolikor je, lahko poklicˇemo asistenco ali klic zdravnika
na pomocˇ. V kolikor v sobi ni prijavljen nihcˇe, lahko sprozˇimo le sestrski klic.
Ko pride sestra po klicu v sobo, ugotovi ali potrebuje pomocˇ dodatne sestre
ali zdravnika. Potek razpoznavanja si lahko ogledamo na sliki 5.1.
Zaradi pravic uporabnika terminala smo naredili nov javno dostopni ra-
zred ter vsem uporabniˇsko vidnim zaslonom dodelili, da bodo spreminjali
javno spremenljivko na odvisnost, kje v aplikaciji se trenutno nahajamo. To
sicer ni primarno delo nasˇega projekta, zato bomo novo funkcionalnost opi-
sali zelo na kratko. Vsakicˇ, ko se klicˇe metoda za prikaz novega okna v
Android aplikaciji (new Intent), zˇelimo, da se spremeni tudi spremenljivka v
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zgoraj opisanem javnem razredu. Spremenljivka se mora posodobiti tudi, ko
pritisnemo na tipko nazaj ter vse ostale mozˇnosti spreminjanja zaslona. Ko
bomo pri SpeechRecognizerju spremenljivko prebrali, bomo lahko ocenili, ali
imamo pravice za sprozˇitev klica asistence ali ne. V kolikor je zaposleni v
sobi zˇe prijavljen v sistem, lahko sprozˇimo asistencˇni ali doktorski klic. Tako
bolnik ne more poklicati zdravnika brez prijave zaposlenega v sobi.
V spodnji kodi lahko preverimo, ali je zaposlen prijavljen v sistem s
pomocˇjo pogleda, kje v aplikaciji se trenutno nahajamo. V kolikor je, se
lahko sprozˇi asistencˇni ali doktorski klic.
if(DataHandler.currentScreen.name().equals("PRESENCE") ||
DataHandler.currentScreen.name().equals("SERVICES"))
Ko se spremenljivka zanesljivo spreminja ob menjavi prikaznega okna na
zaslonu, lahko naredimo prvo funkcionalnost glede razpoznave govora, ki jo
bodo lahko uporabili v bolniˇsnici. Le ta je namenjena osnovnemu sporazu-
mevanju terminala z govorom. Terminal bo poklical klic asistence, ko bo
zaposlen v sobi potreboval pomocˇ dodatne sestre. Opis implementacije kli-
canja dodatne sestre bo podrobneje opisan v poglavju 5.2.3.
Program sedaj poslusˇa neprekinjeno na uporabnikov klic ter se glasovno
odzove, ko ga poklicˇemo. Terminal sedaj ve, kje v aplikaciji se trenutno
nahaja in ima to shranjeno v javni spremenljivki.
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Slika 5.1: Potek razpoznavanja govora in pravice.
5.2.2 Opis razreda Android.SpeechRecognizer in
vmesnika RecognizerListener
Zaradi enostavnejˇse implementacije Android.SpeechRecognizerja bomo upo-
rabili Androidov vmesnik RecognizerListener. Vmesnik vsebuje vse metode,
katere potrebujemo za uspesˇno pretvorjeno besedilo.
Vsebuje naslednje metode [11]:
• onBeginningOfSpeech() - Metoda se izvede samodejno, ko uporabnik
pricˇne z govorom - Metodo predvsem uporabimo na testiranju orodja,
da preverimo, cˇe je razred PocketSphinx sprostil mikrofon, da lahko
razred SpeechRecognizer zacˇne s poslusˇanjem govora.
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• onBufferReceived(byte[] buffer) - Metoda za nas sicer ni zanimiva, klicˇe
se takrat, ko orodje sliˇsi vecˇ razlicˇnih govorov. Pri tem tezˇje razlocˇi,
kaj je zaposlen oziroma bolnik povedal.
• onEndOfSpeech() - Metoda se klicˇe, ko uporabnik preneha z govorje-
njem.
• onError(int error) - Metoda ki se izvede ob nastanku tezˇav, katere so
opisane spodaj:
ERROR_NETWORK_TIMEOUT - Predolg omrezˇni odzivni cˇas.
ERROR_NETWORK - Tezˇava z omrezˇno nastavitvijo.
ERROR_AUDIO - Tezˇava z zvokom.
ERROR_SERVER - Napaka pri povezavi s strezˇnikom.
ERROR_CLIENT - Tezˇava z odjemalcem.
ERROR_SPEECH_TIMEOUT - Predolg odzivni cˇas za
govor uporabnika.
ERROR_NO_MATCH - Orodje ne more vrniti rezultatov
razpoznavanja glasu.
ERROR_RECOGNIZER_BUSY - Orodje za razpoznavanja glasu
zasedeno.
ERROR_INSUFFICIENT_PERMISSIONS - Tezˇava z dostopom
ali pravicami - v vecˇini primerih dostop do mikrofona.
• onEvent(int eventType, Bundle params) - Rezervirana metoda, katera
bo namenjena za dodajanje novih dogodkov (v prihodnosti).
• onPartialResults(Bundle partialResults) - Metoda se poklicˇe, ko je delni
rezultat na voljo.
• onReadyForSpeech(Bundle params) - Metoda se klicˇe, ko je SpeechRe-
cognizer na voljo, da zacˇne poslusˇati uporabnika. Tu lahko nastavimo
naprimer pisk ali kaj podobnega, da uporabniku povemo, da lahko
zacˇne z govorom.
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• onResults(Bundle results) - Za nas najpomembnejˇsa metoda, katera se
poklicˇe, ko je rezultat poslusˇanja na voljo.
• onRmsChanged(float rmsdB) - Metoda se poklicˇe, ko nastane spre-
memba glasovne jakosti govora / zvoka.
Na zacˇetku nad vsemi zgoraj opisanimi metodami naredimo dnevnik
(Log). Tako kot razvijalci najlazˇje vidimo, kako tocˇno program deluje,
kaksˇne so lahko napake, kaj metode klicˇejo ter kako se odzovejo na
dolocˇene rezultate.
5.2.3 Klicanje asistence
V zgoraj omenjenih metodah dobimo seznam z rezultati govora v metodi
onResults. Tukaj imamo en sam argument metode, shranjen v razredu Bun-
dle. Zato naredimo spremenljivko tipa seznama nizov. Seznam bomo napol-




Pri seznamu rezultatov bomo zaenkrat naredili enostaven nacˇin iskanja
najprimernejˇsega rezultata uporabniˇskega govora. Lahko recˇemo, da nasˇ
program lahko sprejme le dolocˇene fraze oziroma rezultate govora. Zato se
lahko sprehodimo le po seznamu rezultatov imenovanem resultArray. Najprej
preverimo, cˇe resultArray vsebuje frazo call assistance ali send assistance.
V spremenljivki imenovani DataHandler.currentScreen.name za preverjanje,
kje trenutno se nahajamo moramo preveriti, cˇe je zaposlen prijavljen v sobi,
da lahko poklicˇe asistenco. To pa naredimo tako, da poklicˇemo enako metodo,
kot cˇe bi pritisnili na gumb za asistenco.
36 Jure Frantar
V spodnjem primeru lahko vidimo, kako poklicˇemo metodo za klicanje
dodatne sestre (ustvarimo dogodek asistence v dolocˇeni sobi). Uporabili smo
tudi TextToSpeech orodje kot samodejno sporocˇilo terminala ob uspesˇno po-
slanem klicu asistence strezˇniku. Poleg tega moramo preveriti, cˇe je zaposleni
prijavljen na terminalu, katero smo opisali v poglavju 5.2.1.





Na zgoraj opisan nacˇin lahko tudi bolnik poklicˇe sestro, sestra pa asistenco
ali zdravnika. Zdravnik lahko poklicˇe dodatnega zdravnika ali sestro. Klici
se razlikujejo le v klicanju razlicˇnih funkcij, katere posˇljejo strezˇniku razlicˇne
podatke.
5.2.4 Posˇiljanje osebnega sporocˇila medicinski sestri
Kot zadnjo implementacijo, ki jo bomo opisali v diplomski nalogi je posˇiljanje
nasˇega lastnega sporocˇila medicinski sestri.
Namesto klica na pomocˇ izgovorjeno nakljucˇno besedilo shranimo v spre-
menljivko, katero nato posˇljemo do nasˇega strezˇnika. Strezˇnik dogodek sku-
paj z izgovorjenim besedilom nato shrani v podatkovno bazo. Pred posˇiljanjem
dogodka na ostale terminale bo najprej pogledal, ali je v podatkovni bazi
shranjeno tudi izgovorjeno besedilo, katerega imamo shranjenega v poseb-
nem stolpcu ter ga poslal naprej na terminale. Tako lahko bolnik pove, kaj
potrebuje in tako olajˇsa delo zaposlenega, kateri s tem razlogom lahko pride
v sobo zˇe pripravljen.
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Kot primer lahko dodamo bolnika, ki bi rad, da mu sestra prinese v sobo
vrocˇ cˇaj. Bolnik lahko poklicˇe terminal ter mu v anglesˇkem jeziku pove ”I
need tea”. Tako se sestri ni potrebno sprehajati dvakrat do sobe, saj bi tako
prvicˇ vprasˇala bolnika, kaj zˇeli, drugicˇ pa prinesla cˇaj.
Z novo funkcionalnostjo smo zelo olajˇsali delo in cˇas zaposlenega, poleg
tega pa delo poteka bolj neprekinjeno in sestra lahko naredi veliko vecˇ stvari
tekom dneva.
V spodnji kodi lahko vidimo klic bolnika z besedilom, katerega je pove-
dal. V parametru klicanja funkcije lahko podamo izgovorjeno besedilo bol-
nika, nato pa preko TextToSpeech bolniku povemo, da se je klic z besedilom
uspesˇno poslal. Na Sliki 5.2 pa si lahko ogledamo prikaz klicev z nakljucˇnim
besedilom ter ostale aktivne dogodke.
if (matches.size() > 0)
MainScreen.getInstance().onCall(matches.get(0));
talkNurse.speak("OK, I will tell to Nurse: "
+ matches.get(0), TextToSpeech.QUEUE_FLUSH, null);





V diplomskem delu je predstavljena uporaba dveh orodij za razpoznavanje
govora. Orodji smo uporabili na Android operacijskih sistemih. Imenujeta
se CMUSphinx ter Android.SpeechRecognizer. Slednje orodje smo uporabili
s pomocˇjo vmesnika RecognizerListener.
• Pri CMUSphinx uporabljamo orodje PocketSphinx za brezprekinitveno
poslusˇanje kljucˇne besede, pri kateri cˇas zacˇetka govora ni programsko
dolocˇen. Pri orodju smo povedali, da ima kot prednost brezprekini-
tveno poslusˇanje, kot slabost pa, da se orodje slabo posodablja ter
ima programsko dolocˇen parameter dolzˇine izgovorjene besede. Upora-
bljamo ga le za razpoznavo vnaprej znanih besednih zvez, saj se je pri
testiranju pokazalo, da je orodje precej slabo pri razpoznavi nakljucˇno
izgovorjenih besed.
• Orodje Android.SpeechRecognizer uporabljamo, ko programsko lahko
dolocˇimo, od kdaj mora program zacˇeti poslusˇati uporabnika. Upo-
rablja se za razlicˇno dolga besedila. Preneha poslusˇati, ko uporabnik
koncˇa z govorom. Vrne nam seznam mozˇnih rezultatov. Dolzˇina in
cˇas izgovorjenega besedila nista programsko dolocˇena. Primeren je za
poslusˇanje nakljucˇno dolgih povedi uporabnika.
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Na podlagi zgornjih dveh orodij lahko implementiramo veliko zaneslji-
vih aplikacij, pri kateri lahko uporabniku olajˇsamo delo ter prihranimo cˇas.
Opisali smo celoten postopek implementacije omenjenih orodij ter delovanje
storitev, ki se v celoti izvajajo v ozadju programa.
Kot pomocˇ pri aplikaciji, katera je nasˇ govor razpoznala kot klic terminala
smo uporabili orodje Android.TextToSpeech. Orodje nam pretvori tekstovno
v govorno besedilo. Zapisano besedilo se nato predvaja na terminalu.
Z novimi funkcionalnosti v medicinskih ustanovah smo sedaj zaposlenim
omogocˇili enostavnejˇse delo, prav tako pa smo bolnikom omogocˇili, da zapo-
slenim zˇe v naprej povejo, kaj zˇelijo od njih.
Zaposleni pa v medicini uporabljajo tudi pametne mobilne telefone z na-
prednimi aplikacijami. Kot naslednja implementacija v prihodnosti je in-
tegracija razpoznave govora tudi za telefone. Tako bo sestra lahko preko
mobilnega telefona javila odgovor na klic ali pa povedala nekaj sistemu, sis-
tem pa bo nato posredoval njeno sporocˇilo naprej na druge terminale. Ena
izmed mozˇnosti je naprimer, da je sestra trenutno zasedena z delom. Klicu
lahko posreduje komentar, prosi drugega zaposlenega za odziv na sestrski
klic.
Poleg tega bi lahko tudi poskusili implementirati razpoznavanje govora z
orodjem Sphinx4. Nato bi primerjali orodji ter se odlocˇili za boljˇsega.
Kot novo implementacijo bi lahko sistem tudi nadgradili z nakljucˇnim
besedilom za klic asistence ter zdravnika.
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