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Des conducteurs organiques fortement anisotropes presentent, sous I'efFet
d'un champ magnetique, une etonnante variete de proprietes physiques tel que:
1'effet Shubnikov-de Haas, 1'effet de Haas-van-Alphen, 1'existence de cascades
d'ondes de densite de spin apparentees a 1 efFet Hall quantique, reentrance
vers la phase metallique pouvant provenir d'un "breakdown" magnetique, et;
tout recemment la possibilite d un confinement charge induit par Ie champ
magnetique. A cela s ajoute les nombreuses caracteristiques deja apparues
en variant la pression hydrostatique ou la substitution chimique: separation
spin-charge, localisation de la charge, transition spin-Peierls, an'biferromagn.etisme
itinerant ou non, supraconductivite, et 1 existence d une frontiere commune entre
les phases supraconductrice et antiferromagnetique.
En vue de complete! la description theorique du diagramme de phase
generalise des conducteurs organ! ques, nous adaptons et elargissons la raethode
du groupe de renormalisation quantique (GRQ) au cas ou Ie champ magnetique
est non mil. On salt deja que cette methode permei; de resoudre Ie dilemme
tout part-iculier des composes Q-1D, soit leur capacite de produire des
transitions de phase malgre leur forte anisotropie et consequemraen'b de leur
faible dimensionalite. Cette methode est deja utilisee pour decrire Ie diagramnie
de phase temperature versus pression des sels de Bechgaard, de leurs analogues
souffres et mixtes. Le GRQ permet aussi de comprendre coniment des systemes
anisotropes comme les conducteurs organiques peuvent se comporter comrae des
liquides de Luttinger a haute temperature et comme des liquides de Fermi ou
condenses a basse temperature.
Nous montrons que 1 introduction d un champ magnetique dans un regime
de saut coherent interchame a deux particules n apporte que de simples
corrections aux lois d'echelles dans Ie canal zero son, alors qu'il introduit un
mecanisme de brisure de paire dans Ie canal Cooper. Dans Ie regime de saut
coherent a une particule, la situation est plus complexe puisque la structure de
bande et la forme de la surface de Fermi deviennent pertinentes. Sous bon
nesting, un champ magnetique Ie champ magnetique defavorise les phases
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magnetiques du type habituellement observe en champ nul. Nous obtenons en
efFet que leur temperature de transition diminue avec Ie champ magnetique.
Sous deviations au nesting suffisant pour detruire 1 ordre magnetique a champ
nul, nous montrons que Ie nesting quantifie est compatible avec 1'analyse du
GRQ pour des champ faibles et intermediaires. Ainsi, Ie nesting quant-ifie fournit
toujours une excellente base de description des cascades de phases d'onde de
densite de spin indurte en champ magnetique. D autre part, 1'utilisation du
GRQ permet de mettre en evidence 1 existence d'un regime de champ fort. Dans
ce regime Ie mouvement coherent des electrons dans la direction transverse aux
chaine est fortement reduit. De cette reduction de la coherence transverse les
regles de renormalisation ID qui persistent a une temperature plus basse que
dans les autres regimes. Geci donne la possibilite d'atteindre grace au champ
magnetique des etats de type localisation de charge et spin-Peierls qui sont
habituellement observes, en champ mil, dans des composes ayant un caractere
unidimensionnel beaucoup plus prononce.
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Depuis une vingtaine d annees, une activite intense entoure 1'analyse des
correlations et de 1' ordre a longue portee des composes fortement anisotropes.
Parmi les systemes presentant une telle anisotropie, on retrouve les com.posees
organ! ques quasi-unidimensionnels tels que les sels de Bechgaard [(T1V[TSF)2 X]
et leurs analogues selenies [(TMTTF)2 X], L'interet tout particulier de ces sels
decoule surtout de la variete impressionnante des proprietes electroniques et
structurelles qu ils presentent en fonction de la pression, de la vitesse de
refroidissement, du champ magnetique et de la substitution chimique (TMTSF—^
TMTTF, X = C104, PFe, AsFg, Re04, NOs, etc.,).t1'2'3'4]
L'ingredient de base des sels de Bechgaard est la molecule de
tetramethyltetraselenafulvalene (T]V[TSF=(CH3)4C6Se4) (fig. 1). Quant qu'au
tetramethyltetrathiofulvalene (TJVETTF), 11 s'obtient de la substitution des
atomes de selenium du TMTSF par ceux du soufre. Sous leur forme cristalline
(fig. 2), ces molecules organiques s'empilent les unes sur les autres et forraent
des chames intercalees par les ions inorganiques (X). Le role de ces ions est;
surtout d'assurer la cohesion et la neutralite electrique des cristaux. Le caractere
anisotrope de ces sels provient principalement du fait que les orbitales externes
des TMTSF et TMTTF, de type ?r, s'orientent et se recouvrent suivant
1'axe des chames. II est admis par ban nombre de chercheurs que 1'extreme
anisotropie de ces composes serait la principale cause de 1 abondance des
proprietes electroniques mentionnees ci-dessus. Dans les faits, et si 1'on recherche
une description theorique coherente de ces proprietes, une question fondamentale
doit etre abordee. Peut-on appliquer a ces systemes les methodes d'investigations
traditionnelles de la physique du solide developpees pour des systemes plus
isotropes et tridimensionnels?
Le premier element de reponse a la question que Pan vient de poser
provient de Panalyse par sommation parquet de Bychkov, Gor'kov et
Dzyaloshinsku (1966).LJ En efFet, ces auteurs montrent que Ie comportement des
electrons dans les systemes unidimension.nels (ID) est domine par 1'interference
HaC^ Se Se H3C
.A./ \A,H3C/"XSe 'Se"XH3C
Figure 1: Representations de la molecule TMTSF : Sur
chacun des deux pentagones, trois sommets sont occupes
par des atomes de carbone et deux par des atomes de
selenium. De plus, deux groupes methyles se greffent a
chacune des deux extremites de cet ensemble.
t SS3S=85~<^58Sg
Figure 2: Forme cristallme du (TMTSF)2 X : Chaque
empilement de molecules TMTSF est separe par des ions X.
Dans Ie cas particulier de cette figure, la symetrie des ions
est octaedrique. II pourrait done s'agir de 1'ion du PFg ou
du AsFe.
quantique entre deux canaux de correlations logarithmiquement divergents : les
correlations de paires supraconductrices et celles des ondes de densite. En fait,
cette interference apparait dans Ie calcul a tous les ordres de perturbation. Ce
resultat crucial souligne et explique 1'invalidite des theories de type champ
moyen lors du traltement des instabilites d'onde de densite de charge (Peierls,
1955)1- J et supraconductrice (Little, 1963)1 J unidimensionnelles. Par la suite,
les solutions du modele de Luttinger (1963)LOJ et de ses variantes a 1'aide
de methodes sophistiquees corame la sommation parquet,!-9-! Ie groupe de
renormalisation multiplicatif1 u> -I et la bosonisation1- ' ^-1 ont conduit a une
description tres satisfaisante du gaz electron! que a une dimension. Toutefois, une
question demeure. Qu'en est-il du cas realiste d un systeme electronique Q-1D
ou les chames sont faiblement couplees entre elles?
Dans leur etude d un systeme Q-1D possedant un parametre d'ordre
classique a n-composantes, Barisic et Uzelad ^ demontrent 1'existence de deux
regimes de correlations separes par une region transitoire (crossover) caracterisee
par une temperature qui depend du degre d'anisotropie. A haute temperature,
Ie systeme se comporte comrae un unidimensionnel et ne devient bi ou
tridimensionnel qu a basse temperature. Ge dernier regime est la condition
essentielle a 1'obtention d une transition a temperature non nulle pour un
systeme possedant des interactions a portees flnies.l
II est tout a fait raisonnable de penser qu une description analogue soit
possible pour un systeme anisotrope de nature quantique. Pour Ie verifier,
deux types de couplages interchames ont ete examines. D'une part, un
couplage interchame de type potentiel coulombien^ °' yJ permet de stabiliser
la transition de phase produite par la formation d une onde de densite de
charge. D'autre part, Ie couplage interchame apparait aussi sous la forme d'un
transfert cinetique a une particule. Pour ce cas, Klemm et Gutfreund
etablissent 1'existence d un couplage interchaine effectif produit par Ie saut de
paires de particules correlees (effet Josephson). Par centre, Prigodin et Firsov
pretendent que cette interaction n existe qu en presence de paires liees,
faute de quo!, Ie crossover dimensionnel provient directement du saut a une
particule. Ils obtiennent aussi un resultat reraarquable et confirme par plusieurs
auteurs.l-3'2 ' J II s'agit de 1'abaissement de la temperature de deconfinement
electronique par les correlations etablies dans Ie regime unidimensionnel.
Malgre tous ces resultats, la description globale et coherente des regimes
de correlations ID et 3D, de la region intermediaire et de la region critique en
temperature n'a pas ete atteinte par ces travaux. C'est justement cette lacune
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que cherche a combler Ie groupe de renormalisation quantique (GRQ) developpe
par Bourbonnais et Caron (1986). t23'24!
Du cote experimental, 11 a fallu attendre 1'etude sous pression du
(T]V[TSF)2PFe en 1980t25] pour realiser la supraconductivite dans un
compose organique. II est vrai que plusieurs des composes organiques etudies
anterieurement presentaient une garnme de tem.perature ou la conductivite etait
anormalement elevee. Cependant, tous aboutissaient a une phase isolante a basse
temperature. Une consequence majeure de cette decouverte a ete de relancer
1'activite experiment ale sur les conducteurs organiques de basse dimension.nalite.
Depuis, une importante moisson de donnees a ete recueillie1- ^ sur les sels
de Bechgaard, leurs analogues soufres et les composes mixtes obtenus de
la substitution partielle du selenium. par Ie soufre. Cette recolte permet de
presenter Ie diagramme de phase generalise de la temperature critique en
fonction de la pression tel que reproduit a la figure 3.
D'apres cette figure, nous remarquons que la substitution chimique, Se —)•
S ou X= 0104, PFe, N03, etc., a comme effet principal de deplacer 1'origme
de la pression. A la gauche de cette figure et a mesure que la temperature
decroit, on observe en premier lieu une phase metallique, puts une localisation
de la charge au vecteur d'onde 4kp identifiee grace a une forte remontee de
la resistivite. Survient enfin une transition structurelle de type spin-Peierls. A
pression plus elevee, apparait une phase d'onde de densite de spin (ODS).
Celle-ci decroit rapidement au voisinage dune pression de seuil Ps, cedant
la place a un etat supraconducteur. L'etat normal dans ce diagramme de
phase presente deux caracteristiques importantes qui soulignent 1'exotisme des
composes Q-1D en comparaison aux materiaux ordinaires. La premiere apparait
surtout dans les composes soufres : 11 s agit du decouplage entre les degres de
liberte de spin et ceux de charge. En fonction de la temperature, ce decouplage
se manifeste par un comportement de la conductivite independant de celui de
la susceptibilite. Le second point concerne 1'existence d'une frontiere commune
























Figure 3: Diagramme de phase temperature-pression
(hydrostatique ou chimique) des cornposees TMTTFs X,
(TMTSF)2 X et des composees rnixtes. D'apres une figure
fournie par D. Jerome [93].
L'effet d'un champ magnetique parallele a 1 axe de plus faible conduction
est d'un interet tout a fait particulier. Son application a partir de la phase
supraconductrice mene rapidement, comme on s y attend, a un retour a
1'etat metallique. Puts, apres quelques teslas, apparait une cascade de phases
semi-metalliques d onde de densite de spin. II s agit de la fameuse cascade
de phases ODS induite par Ie champ magnetique (ODSIC).t28'29'30'31'32] La
confirmation experimentale de ces phases est appuyee par des mesures de
magnetoresistance, [34,35,36,37] jg resistance de Hall, [38>39>36>37J de chaleur
specifique,1 ' J et de magnetisationJ
Recemment, Kang et al. \- OJ ont produit une etude systematique des
diagrammes de phase -TPH- pour Ie (TMTSF)2PF6 et Ie (TMTSF)2d04 (voir
les figures 4 et 5). A pression ambiante et sous 12 kelvin, Ie (TMTSF)2PFg
presente une phase isolante de type ODS. Une pression d'un peu plus de 6
kbar supprime cette derniere au profit d'un etat supraconducteur ayant une
temperature critique d'environ 1 K. A partir de ce point, 1'application d'un
champ magnetique tres faible suffit au retour de la phase metallique. Les
ODSIC suivent ensuite au champ seuil de 3 T. Le nombre de phases dans la
cascade varie selon la pression et passe de 11 a 5 pour des pressions allant de
8 a 16 kbar. Dans ce meme intervalle de pression, Ie champ seuil augmente lui
aussi, passant de 4.5 a 8T.
Quant au (TMTSF)2C104 refroidit lentement, 11 presente deja a pression
ambiante un diagramme de phase tres similaire a celui du (TMTSF)2PFg a 6
kbar. Toutefois, Ie compose de perchlorate se demarque par les points suivants:
1'anomalie de Ribault,!- -I Ie retour vers un etat metallique a pression ambiante
sous un champ de 27 TL J et 1'existence d'une phase enigmatique a champ plus
eleve.l- -I De plus, si 1'on reporte les champs de seuil de chacune des phases en
fonction de la pression, on observe un changement abrupt a une pression de 5
kbar comcidant a la mise en ordre des anions C104.1 J ]V[algre ces quelques
differences, 1'allure des diagrammes de phase presentes aux figures 4 et 5




Figure 4: Diagramme de phase - temperature, pression et
champ magnetique - du (TMTSF)2PF6-
Figure 5: Diagramme de phase temperature, pression et
champ magnetique du (TMTSF)2C104. La fleche indique la
position en champ magnetique du debut de la phase n = 0
a la pression de raise en ordre des anions.
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Une premiere tentative de la description des ODSIC a ete presentee par
Gor'kov et Lebed.^J Elle est basee sur 1'emboitement longitudinal de la surface
de Fermi. Selon ces auteurs, 1 emborfcement transverse ne semblait pas etre
en mesure de fournir suffisamment de porteurs pour expliquer les resultats
experiment aux. Au contraire, inspires par 1 analogie de cette cascade avec 1'efFet
Hall quantique, les membres du groupe de Paris^0' y)'3UJ decrivent ce phenomene
par la notion brillante d emboitement transverse quantifle. Par la suite, cette
description a ete utilisee par de nombreux auteurs.1 ' ' J De plus, Yamaji
retrouve la condition d emboitement transverse quantifie par des arguments
semiclassiques et en tenant compte du diamagnetisme de Landau.1 J D'une
fa9on tres semblable a 1 efFet Hall quantique, 11 observe que Ie numero de la
phase correspond au nombre de niveaux de Landau situes sous Ie niveau de
Fermi et que Ie passage d une phase a 1 autre se produit au moment ou un
niveau de Landau traverse Ie niveau de Fermi. Observons toutefois que ces
traitements de Gor'kov-Lebed, Yamaji et du groupe de Paris, connus sous Ie
nom de "modele standard", sont bases sur 1'approximation du champ moyen.
Par consequent, ils negligent 1 influence des effets unidimensionnels qui devraient
se developper aux echelles d energies elevees. Ges traitements font done 1'objet
des critiques de Bychkov et coll. evoquees au tout debut de cette introduction.
YakovenW 9-1 fait remarquer que les ODSIC ne sent observees que
lorsque les composes sont supraconducteurs a champ nul. Puisque les effets
unidimensionnels ne peuvent etre negliges dans ces systemes, 11 preconise
1'utilisation de la sommation parquet rapide plutot que Ie champ moyen
(sommation en echelle). Des ODSIC anisotropes dans 1'espace s'obtiennent alors
a partir d'une interaction locale attractive et, precise-t-il, sans lutilisation de
1'hypothese d'un vecteur d'emboiteraent quantifie. Par la suite,L01-! ce chercheur
suggere que la decouverte subsequente de la reentrance vers 1'etat metallique
observee au environ de 27 tesla pour Ie (TMTSF)2C104 est une prediction
de sa theorie. Cependant, une etude de son calcul montre qu'il neglige
toute "1'histoire" des echelles d'energies plus grandes que 1 energie cyclotron.
C'est-a-dire de la largeur de bande jusqu a une energie qui peut etre en de^a
du deconfinement dimensionnel. De plus, bien que 1 argument d'un changement
de signe de 1 interaction fut deja utilisee pour expliquer la proximite des
phases antiferromagnetique et supraconductrice dans les (TMTSF)2 X, 1'absence
d'une depression des temperatures de transition a 1 intersection des deux phases
voisines en champ mil (fig. 1) rend 1'hypothese d'un changement de signe du
couplage local difficile a soutenir.
L'objectif de cet ouvrage est d'etendre 1'application du groupe de
renormalisation quantique aux systemes Q-1D soumis a un champ magnetique.
Par cet instrument, nous demontrons que Ie modele standard correspond a une
theorie effective applicable a champ magnetique faible et modere. En particulier,
nous montrons que meme en incluant les effets unidim.ensionnels, on peut
tres bien obtenir des ODSIC a partir d un couplage local repulsif combine
a Pemboitement quantifie. Precisons que 1 expression theorie effective" est
employee ici dans Ie sens ou la forme des equations est similaire mais que la
valeur et 1 interpretation des parametres peuvent differer. Dans la limite de
champ fort, les effets ID sont dominants. La theorie effective obtenue grace a
notre formulation ressemble cette fois a celle de Yakovenko et predit aussi,
a couplage local repulsif ou attractif, un regime de reentrance vers 1'etat
metallique. M-olgie ces realisations theoriques, notre travail laisse en suspend
deux questions. Premierement, la description detaillee des regimes de crossover
nous apparait incomplete et meriterait une analyse plus poussee. Deuxiemement,
suivant Ie type de modele choisi et selon la valeur des parametres du GRQ
actuellement acceptes, nous ne somraes pas parvenus a une description
"quantitativement" coherente de 1'ensemble des donnees experiment ales se
rapportant au diagramme de phase TPH des conducteurs organiques de la
famille des sels de Bechgaard.
Le prochain chapitre traitera de 1'analyse semiclassique du harniltonien
d'un Q-1D soumis a un champ magnetique. La majorite des echelles d'energie et
de longueur seront extraites de 1'etude du propagateur libre a une particule. La
presentation des fonctions de reponse elementaires Peierls et Cooper donnera
des indications concernant 1'influence du champ sur les correlations a Pordre Ie
plus bas en perturbation. Le chapitre 2 sera consacre a 1'application du GRQ
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sur un systeme de fernaions sans spin soumis a un champ magnetique. Nous
presenterons les temperatures critiques dans trois regimes de correlations: soit
les regimes d'echange, d'emboitement et de champ fort. L'effet Zeeman et Ie
mecanisme Umklapp des fermions de spin 1/2 seront etudies au chapltre 3.
Nous concluerons ensuite notre travail.
Signalons qu'en annexe nous proposons deux autres methodes de
renormalisation, La premiere est developpee dans 1'espace reel, Ie parametre
cTechelle est alors la longueur des correlations. Cette formulation illustre certains
aspects curieux apparaissant dans et sous les regimes de crossover. Par exemple,
les corrections a la loi logarithmique que 1 on en retire vont dans Ie sens
contraire de celles obtenues par Ie GRQ. Dans la seconde raethode, nous
proposons de remplacer 1 integration en couche d energie du GRQ par une
transformation d echelle en temperature. Cette procedure produit des resultats
independants de la representation: espace direct et espace reciproque. Elle
permet aussi de decrire de fagon continue Ie passage entre les differents regimes




Approximation de Pelectron independant
Dans ce chapitre, nous explorerons de maniere qualitative Ie comportement
d'un gaz de fermions appartenant a une surface de Fermi ouverte et soumis a
un champ magnetique oriente perpendiculairement a cette surface. Le modele
correspondant, que nous completerons plus tard, ne contiendra que la partie
cinetique d un hamiltonien plus exact qui tiendrait compte de 1'interaction
entre fermions, JVtalgre cela, 11 nous sera possible de mettre en relief plusieurs
ingredients utiles a la comprehension des systemes quasi-unidimensionnels. En
effet, nous etudierons 1'infiuence du champ magnetique sur Ie spectre d'energie,
sur la fonction d onde, sur la fonctlon de Green a une particule et ainsi que
sur les fonctions de reponse element aires. Deux consequences importantes de
1'application du champ seront alors mises en evidence, soient, la reduction de la
symetrie de translation et la tendance a I'unidimensionnalisation. De plus, nous
identifierons la majorite des longueurs et energies caracteristiques du probleme
pose et en deduirons les regimes possibles. Pour realiser cette analyse, nous
passerons successivement a la formulation semi-classique, et a celles de premiere
et de seconde quantification.
1.1 Le modele et sa structure de bande
L'anisotropie est Ie principal ingredient des systemes presentes dans
Pintroduction de cette these. Pour traduire ceci, nous choisissons Ie modele du
gaz fermionique bidimensionnel possedant la structure de bande suivante :
e(k) = —2^a (cos(A;a;a) — cos(kpa)) — t_^_(kyb)
ou kx et ky sont des nombre d'onde, kp est Ie nombre d'onde de Fermi ID
(i.e. a t^_ = 0) et
t^_(kyb) = 2^ cos(kyb) + 2t^ cos(2kyb) . (1.1)
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Les integrales de transfert longitudinale, ta, et transverses au premier, ^5, et
second voisin, t^^ interchaine verifient ta ^> t^ ^> ^25. II s'agit done d'une bande
de type liaisons fortes possedant une surface de Fermi ouverte produite par un
ensemble de N_^ chames de pas de reseau a, paralleles a x et separees d'une
distance b selon la direction y.
Le champ magnetique H^ oriente selon 1 axe z, est introduit grace a la
substitution de Peierls, K —?• K — eA\ -I ou K est 1'operateur norabre d'onde,
H = 1 et e = ± e est la charge des fermions. De plus, nous tenons compte du
terme Zeeman a/y^^H ou JJHQ est Ie magneton de Bohr et a- = ±1/2 designe la
projection du spin des Fermions selon 1 axe z. Apres linearisation de partie
longitudinale du spectre autour du niveau de Fermi ID et en choisissant la
jauge de Landau A(r) = (0, Hx^ 0), ce systeme est decrit par Ie hamiltonien
suivant
^(r, -tVr) = ^ ^,^ (-za9^ - kp^) - t^-iWy - Qx) , (1.2)
cr,Ct
ou t_\_(kyb) est donnee par (1.1), Vr = (9x^ 9y) = (9/9x^ Q/9y), Q = eHb est
Ie nombre d onde cyclotron alors que a = — et + identifie les ferm.ions se
propageant respectivement dans Ie sens negatif et positif de 1'axe x. Enfin, kp^a-
et VF.O- designent Ie nombre d'onde et la vitesse de Fermi du spectre ID
suivant,
^ (k) = -2ta (cos(kxO') — cos{kpa)) — O-/J,QH.
L'expression de kpy est etablie en posant e^- [kp y) = 0, alors que
vp = 2taas'm(kpy-a) est Ie gradient du spectre a ky = ^^F,cr. Ainsi, nous
trouvons tout d abord que




kp o- = arccos (cos(fc^a) — ap,j^H/2ta,)
(j^,-QHa, 1 ^ i ^.^ ^2 (1.;
^ hp + —^ —- ^cotg[/c^a) [cr^B^avF)" .
VF
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Suite a la linearisation, la variable x est continue et varie sur 1'intervalle
[2a, L] (voir annexe C) ou L est la longueur des chaines. Dans la direction
transverse, 1'operateur cos(—ibp9y — pQx) induit sur toute fonction ^(r) une
translation par saut de pas pb de part et d'autre de la position y. Cette
translation est accompagnee d'un changement de phase pQx,
2 cos(-zbp9y - pQx) ^(r) = ^(a;, T/ + pb)e~ipQX + ^(2:, 2/ - pb)e^ip(^x . (1.4)
Notons id que t^ peut contenir, de maniere effective, les premieres corrections
provenant de t^ sur la linearisation du spectre. I
Avant de presenter les solutions de (1.2), discutons d'abord des
approximations que nous avons admises dans son etablissement.
1.2 Les approximations du modele
La linearisation de la partie longitudinale du spectre et la transformation
de Peierls constitue les deux approximations utilisees dans 1 etablissement de
(1.2). Considerons d'abord la linearisation du spectre. Cette approxiraation n'est
valide que lorsque 1'amplitude du saut interchame et celle de 1'interaction non
renormalisee sont plus petites que la partie du spectre que 1'on peut reellement
considerer comme lineaire. De plus, comrae la correction apportee par 1'effet
Zeeman sur la vitesse de Fermi est habituellement negligeable pour des valeurs
du champ magnetique experiment alement accessibles, nous poserons dorenavant
que vpcr = vp. En revanche, pour ce qui est de fc^o-, nous verrons au chapitre
3 qu'il faut tenir compte de sa dependance sur H.
Quant a la transformation de Peierls, il faut dire qu elle n'est pas exacte
sur reseau.l- ' ' -I En effet, elle neglige 1'efFet tunnel assiste par Ie champ
magnetique connu sous Ie nom de rupture magnetique (magnetic breakdown).
Ces ruptures sent susceptibles de se produire pres des singularites de la bande
et au voisinage de gaps de faibles energies ou elles induisent des deformations
de la bande et des transitions interbandes. Les conditions pour eviter ces
ruptures magnetiques sont que Ie rayon cyclotron doit etre plus grand que les
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parametres du reseau et que 1'energie cyclotron, uJff = vpQi est la plus petite
energie caracteristique du systeme. En particulier, uJfj <$; bE'J/vp ~ E'J/Ep^
ou Eg est 1'un des gaps de la bande et Ep est 1'energie de Fermi. Cette
derniere condition se deduit du commutateur [ky — As, ky — Ay] = iQ/b = zeH
qui mesure lincertitude des quasi-impulsions generalisees kx — Ay, et ky — Ay. La
suite du raisonnement decoule naturellement suivant
Akf{ ~ VeH , A/c^ ~ ,v7 ^,M ~ ^/^^ et AA;^- < A/c^
ou ^kfj est 1 incertitude du nombre d onde causee par Ie champ magnetique et
Akg est 1'intervalle caracteristique en nombre d'onde associe a Eg.
Nous referons Ie lecteur aux ouvrages de Callaway,^00-! Lifshitz et
et de BlountLOU pour une discussion des premieres corrections a la
transformation de Peierls. Pour notre part, nous prenons comme hypothese que
(1.2) est exact et poursuivons son analyse.
1.3 Traitement semi-classique
Selon la theorie semi-classique, 1 equation de la force de Lorentz est une
equation d'evolution des nombres d onde, k = ev^. x H ou k = dk/dt est la
derivee par rapport au temps du vecteur d onde caracteristique du paquet
d'onde et v^. est sa vitesse de groupe. Cette derniere est calculee a partir du
spectre d energie en champ mil,
vk = Vk^(k) = ( avp, -\t_^(kyb) )
ou £a(k) = vp (akx — kp) — t^_(kyb) et t^_{kyb) est donne par (1.1). A ces
equations, on adjoint celle decrivant 1'evolution de la position du paquet
d'ondes, ^(t) == v^. Nous en deduisons
ky(t) = —eHx(t) = —avpeH
k^t) = eHy(t) = -eH9^t^(kyb)
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et apres integration,
x(t) = XQ 4- 0:1^
ky(t) = ky(Q) - eH[x(t) - XQ]
y(t) = yo-—_[ t±(ky(t)b)-t^(ky(0)b) ]
(1.6)
kx(t) = k^O) - eH[y(t) - yo]
ou les trajectoires dans 1'espace direct et reciproque sont reliees entre elles
par une rotation de 90 et par Ie facteur d'echelle eH'. Dans 1'espace
direct, Ie mouvement longitudinal et transverse sont respect! vement lineaire et
oscillatoire (fig. 6). L'amplitude de ce mouvement transverse est de 1'ordre de
b'2t^/uJff et diminue done lorsque Ie champ magnetique augmente. Dans Ie cas
extreme cm 2t^/iiJf{ < 1, 11 est confine a une seule chaine. Ce comportement




Figure 6: Mouvement semi-classique d'une particule dans
un champ magnetique pour Ie cas ou la surface de
Fermi est ouverte. Les lignes horizontales representent les
chaines tandis que les courbes sinusoidales representent Ie
mouvement semi-classique pour deux valeurs du champ. La
courbe de faible amplitude decrit Ie mouvement au seuil de
I'unidimensionnalisation. Celle de plus grande amplitude est
calculee pour un champ environ deux fois plus faible.
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1.4 Spectres, fonctions propres
et transformations de jauge
L'etude preliminaire de notre modele se poursuit en premiere
quantification. Le spectre d energie et les fonctions propres sont d'abord etablis
en champ mil. L efFet du champ sur ceux-ci est par la suite analyse sous deux
jauges differentes. Enfin, nous montrons 1'equivalence entre notre modele et celui
d'un gaz fermionique ID contraint a un potentiel periodique, ainsi qu'a un
modele de gaz fermionique Q-1D soumis a un champ electrique transverse.
1.4.1 Champ magnetique nul
En absence du champ, nous avons Q = 0 et (1.2) devient
/H(r,-zVr) = ^ ^F (-za^ - kp) - t^(-ib9y) . (1.7)
/ ^
a,a
On verifie que 1'operateur nombre d'onde K = (Kx^ Ky) = —i(9x^ 9y) est un
invariant du mouvement, zK = [K,7^] = 0. II existe done un ensemble de
fonctions VEfv''^(r) qui sont fonctions propres a, la fois de K = (Kx^Ky) et du
hamiltonien (1.2). C'est -a -dire que 1'on verifle que
K^r(OL(r) = k^(OL(r)
Q;,0-,KV- / -- - Q;,0-,J
et
%(r, V,) <^(r) = ^(k)-^(r)
ou k^ et ky sont determines par les conditions aux frontieres. D'une part,
puisque x est continue, kx devrait prendre toutes les valeurs 2/?rm/L pour m
entier allant de —oo a oo. Mais 1'existence d'une longueur minimale "A = 2a"
pose comme borne | kx \<: n/a. D'autre part, nous avons que ky = 27m/N^_b ou
n prend N_^ valeurs entieres dans 1'intervalle [—A^j_/2, N^/2]. Les fonctions
d'ondes repondant a ces conditions s'ecrivent
^W = -7—7 e^W (1.8)Qi,cr,k
et on en deduit Ie spectre d energie
£a,(7(k) = vp(akx-kp)-t^(kyb). (1.9)
Ce dernier possede la symetrie sous inversion du temps, e— _cr(—k) = £+ ^(k).
De plus, si t^ = 0, 11 possede aussi la propriete d'emboitement (nesting)
e-ff(kx — 2kp^ky — n/b) = —£4-^(k). L'emboitement est dit imparfait lorsque
^26 7^ 0. La relation ci-dessus n est alors verifiee qu'approximativement et n'est
applicable que sur une partie de la surface de Fermi. Notons que dans ce
chapitre, les quantites normalisees par la dimension transverse seront exprimees
par unite de longueur [i.e. N_^_b) et non par chame (A^j_).
1.4.2 Jauge Ai(r) = (0,Hx)
Nous avons deja presente Ie hamiltonien traduit dans cette jauge a
Pequation (1.2). L'equation de Schrodinger que 1'on en tire
U(r, Vr) ^,k(r) = £a,<7(k)^,,,,k(r) , (1.10)
est verifiee par la fonction d'onde
'Sa,.,k(r) = <°^(r) exp ^ ^ ^(fcyfc - ^')&' - z^(kyb) ^ , (1.11)
ou v^o-k(r) es^ donnee par (1.8) tandis que Ie spectre d'energie s'ecrit
£a,aW = Vp(akx - kp^) - t^(kyb) , (1.12)
ou kpy est donne par (1.3). Soulignons que cette solution n'est pas unique.
Effect ivement, la fonction d onde
^a,a,k(r) = <o),,k(r) exP (^ ^ ti(&!/;> - (?:c')^') , (1.13)
et Ie spectre d'energie £0; o-(k) = vp^akyc, — kp cr) constitue aussi une solution
de (1.2). En fait, tous les calculs peuvent etre repris a partir de celle-ci. La
seule limitation de cette derniere solution est qu elle ne reproduit pas dans la
limite de champ mil les result ats de la section precedente. Au contraire, ces
resultats s'obtiennent de (1.11) et de (1.12).
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Dans la presente jauge, 1 operateur Ky, = —i9x n'est plus un invariant du
mouvement alors que Ky Ie demeure,
zKx = [Kx,n] =i9sct^_(-ib9y-Qx)
(1.14)
zKy = [Ky,U] =0 .
D'un autre point vue, 1 application de Kx et Ky sur la fonction d'onde (1.11)
produit,
K^a,a,kW = (ka^(x) ^ky) ^,^kW (1.15)
ou
a
ka,x(x) = kx + ^— [t_i{kyb- Qx) -t^(kyb)] .
v F
Cette relation confirme que ky est bien la valeur propre de Ky alors que Ie
parametre kx qui apparait dans Ie spectre (1.12) n'est pas la valeur propre de
KX- II s'agit plutot de la valeur propre de
K^-^[t^(Kyb-QX)-t^Kyb)] .
A partir des equations d'evolution des operateurs positions JC, Y et de
1'operateur K nous obtenons des expressions analogues a (1.5). C'est-a-dire,
ky(x) = —eHx = —Q;^, et
ka,x(x) = eHy = -eH9j^ ^t^(ky(x))b)
OU ky(x) = ky — eHx. On doit souligner que cette correspondance entre ces
expressions et ceux de (1.5) ne peut se realiser qu'avec 1'utilisation du
parametre ky[x) que 1'on vient de definir.
Ecrivons maintenant 1 equation de Schrodinger pour une valeur particuliere
de ky, ky = Qxo/b^
\'UF(-za9x -kp,a) - t^-Wy - Qx) |^a,^k/(r)
= [ vp (-za9x - kp^) - t^_( Q(x - xo) ) ] ^a,a,k/(r) •
Cette equation montre clairement que notre modele est equivalent a celui
du gaz fermionique unidimensionnel dans un potentiel de periode 2^/eHb ou
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chacune des valeurs de ky ne fait que determiner une phase differente du
potentiel periodique. Ce resultat est appuye par Ie fait que la fonction d'onde
(1.11) verifie Ie theoreme de Bloch pour une particule se propageant dans un
potentiel de periodicite 27T/Q. 11 est interessant de remarquer que contrairement
au modele de Kronig-Penney, Ie spectre d'energie de notre modele ne possede
pas de gap. Ceci est lie au fait que nous avons ici une dispersion lineaire plutot
que quadratique.
1.4.3 Jauge A2(r) = (-Hy, 0,0)
Dans cette jauge, Ie hamiltonien se recrit
^(r,Vr) = ^ ^[-za^-^(a^)]-^(-z^), (1.17)z_^
(7,0;
ou kFy(ay) = kp y — aeHy, c'est-a-dire que Ie nombre d'onde de Fermi depend
du numero de la chame, j = y/b, en plus de dependre du spin. Gette fois,
1'analogie se fait avec un systeme Q-ID de fermions de charge ae assujettis au
potentiel electrique —Hy.[o'->l Par ailleurs, 1'application de la fonction d'onde
^f^.^^(r} = ^Q^ , fr) e~ieHxy
'a,a,W) = '±a,a,k^
a fx _ ,_ . .a .... \ (1-18)
x exp i— / ^_L(kyb— Qx)dx — i——t^_(kyb)x ,
VF JO " ' VF
sur (1.17) produit la meme equation aux valeurs propres que (1.10) et Ie
spectre d'energie est encore une fois donne par (1.12). Pour Ie verifier, Ie lecteur
devra prendre garde de deliver toutes les dependances en x et en y de la
fonction d'onde. II verifiera aussi que ce resultat est en accord avec 1'invariance
sous la transformation de jauge A2(r) = Ai(r) + V^(r) ou ^(r) = —Hxy.
Ici, Kx est une constante du mouvement alors que Ky ne 1'est pas,
zK = [K, H] = (0, -zavpeH). (1.19)
En outre, 1'action de K sur (1.18) produit
K^a.a.kW = ( ^ - eHy+ -^ [t^kyb - Qx) - t^(kyb)} ) ^^^)
^ - VF —— - ' -' - -/ "'"-- ' ^^
Ky^a,a^)=ky(x)^^^{r)
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ou la valeur propre de Ky est ky(x) = ky — eHx et non ky alors que celle de
Kyc est bien kx- Notons aussi que puisque Ie spectre est donne par (1.12), il en
decoule encore une fois que kx = ky = 0. Enfm, 1'equation du mouvement des
operateurs X, Y et K ainsi que la definition
a
ka,x(x) = kx + — [t^(kyb- Qx) - t^_(kyb)] .
vp
permettent, comme dans la jauge precedente, de retrouver des expressions
analogues aux equations semi-classiques (1.5).
Nous connaissons maintenant les fonctions propres de notre systeme.
Malheureusement, celles-ci ne forment pas une base vraiment adaptee au
traitement de 1 interaction entre fermions que nous aliens introduire plus loin
dans cette these. L'etude d'une base plus convenable est justement Ie sujet de
la prochaine section.
1.4.4 Representation dans Pespace des indices de chame
L'interaction que nous prevoyons ajouter sera locale dans 1 espace des
indices de chames. Nous voulons aussi une representation qui permet de
retrouver a temperature elevee les resultats d'un systeme de fermions ID, done
sans effet cyclotron. Pour obtenir la representation demandee, nous definissons
les champs de seconde quantification ^o;^o-(r), ^a^o-(kx^y) et aa,o-W et en
deduisons les consequences du saut interchame sur 1'energie d'une particule.
Soit les operateurs i^a ,(r(r) et ^a.o-.k re^les Pal'
^a,a(r) = ^ aa,aW^a,a^. v) (1.21)
k
et verifiant les regles d anticommutations
{^a,<r(r),^a-,.'(r')} = {<a(r), ^,^,(r)} =0,
{V'a,a(r),^,(r')} = 5^5^S(r - r')
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OLr^ rr V, CL^l /T/ V/ \ = ^ O!1 _ 1_, <2 _ / , 1_/ \ = 0L'Q;,0-,K» "'Q;',0",K'J — ^"'Q:,cr,k'u'Q:/,0-/,k/J — u '
aa,<7,k) aa',a',k' } = ^a,a/^,c7/Jk,k/ •
Id, ^a.a.k(x^y) es^ doimee par (1.11) et comme 11 est d'usage, Ie ^ signifie
de prendre Ie conjugue herraitique de 1'operateur vise. Nous deflnissons aussi
1'operateur ^a,o-(^xi y) selon
^a,a(r) = ^-^^^(ks,y)eik-x
k
^a,a(kx,y)= —j^ I dx^a,a(r) e-i^x
ou ky est utilisee pour souligner la difference entre Ie parametre de Fourier et
la variable ky qui decrit Ie spectre d energie.
Exprimons maintenant Ie ham.iltonien de seconde quantification dans la
jauge AI,
U = ^ / dr i/>t,a(r)^(r, Vr)^,a(r) .











t^ ^ t^ et 'H(r,Vr) est donne par (1.2). Pour obtenir ce resultat, nous avons






Dans la jauge A2, Ie meme systeme est decrit par
H= S dy{^a,a(ks,y) VF (^x+OiQy/b-kF^)tpa,a(kx,y)
Q-^^s
- ]C t\p\b ^Oi,a(kx,y)^a,a{kx,y^pb)\ .
p=±l,±2
ou cette fois Ie hamiltonien de premiere quantification est (1.17) et ^a.o-,k(x^ v)
est donnee par (1.18), Naturellement, la forme diagonale du hamiltonien est la
meme dans les deux jauges




Ce dernier result at decoule de (1.12) et de la relation d'orthonormalisation
drqf^a^x^y)^a'^^'^.y) = ^Q,Q/<^,<7^k,k/ •
Le hamiltonien (1.22) suggere que Ie saut de p chaines provoque une
variation pQ sur Ie nombre d'onde kx. L'energie impliquee est 1'energie
cyclotron, uJfj = vpQ (fig. 7a). D'autre part, (1.23) montre plutot que la
difference d energie lors du saut interchaine provient de la difference du nombre
d'onde de Fermi d'une chaine a 1'autre (fig. 7b). On se convainc que ces deux
representations sont equivalentes.
Une analogie particulierement interessante entre notre modele et celui de
Peffet Hall quantique vaut la peine d etre soulignee. Rappelons tout d'abord
que, d'apres la sous-section 1.4.2, Ie champ magnetique transforme Ie probleme
du gaz de fermions Q-1D en un gaz fermionique contraint par un potentiel
cristallin de periodicite 2/jr/Q. Une reduction de dimensionnalite semblable
apparait dans 1'efFet Hall quantique. Dans ce dernier cas, Ie gaz de fermions
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Figure 7: Spectres d'energie d'apres (1.22) a) et d'apres
(1.23) b) ou j est 1'indice de chame. Nous n'avons pas tenu
compte des spins dans la representation de cette figure. En
a), les branches du spectre ont un degre de degenerescence
egal au nombre de chames. Le nombre d onde de Fermi est
Ie meme pour toutes les chaines raais kx n'est pas conserve
lors d'un saut interchaine. La levee de degenerescence des
branches du spectre presente en b) separe les branches d'un
facteur Akp = nQ relie a la difference du nombre d'onde de
Fermi entre deux chames voisines.
a 1'oscillateur harmonique a une dimension de frequence naturelle Wff = eHrn.
Id, m est la masse du fermion et Wff est la frequence cyclotron du probleme.
Selon 1'interpretation semi-classique, Ie paquet d'onde reside Ie long d'une
orbite de rayon R oc ^/n/eH ou Ie nombre quantlque n est associe au niveau
de Landau d'energie nuJff. Un changement du niveau d excitation du systeme
s'interprete comme un changement d'orbite accompagne d un travail par la force
de Lorentz. Ce travail vient du fait qu'une partie du mouvement s'execute Ie
long de cette force.
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La transposition pour notre modele de cette description se traduit comrne
suit. Lorsque Ie paquet d onde initialement localise sur une chame transite par
effet tunnel vers une autre chame, une partie de son mouvement s'effectue Ie
long de la force de Lorentz. Par consequent, un travail (e'ujr1H6 = uJff) est
accomplit. Nous verrons a la sous-section 1.5.4 que cette description n'est valide
qu'en champ fort, ujj^ ^> inax(^,^2(,). Dans dans la limite inverse, 1'amplitude
du paquet d'onde est repartie sur plusieurs chaines et; les niveaux quantiques
doi vent etre redeimis.
1.5 Fonction de Green thermique a une
particule: longueurs et energies caracteristiques
La fonction de Green thermique mono-ferraionique perraettra d'extraire les
longueurs caracteristiques associees aux domaines de comportement en lot de
puissance de la distance ainsi que celles associees a 1'etalement des coherences
electroniques. Ces longueurs permettront d identifier les differents regimes que
peut atteindre Ie systeme et de delimiter Ie domaine ou une procedure du
groupe de renormalisation est autorisee.
1.5.1 Construction de la fonction de Green thermique
Gette fonction est construite a partir des operateurs C'(r) ='^o.cr(T,r),
'0a,(7(T,r), aa^(^,k), et aa^(r,k) definis par
C(r) = ernCe~Tn (1.24)
et verifiant -^.C = [H, C] ou r G [—/?,/?] est Ie temps imaginaire de Matsubara.
En particulier, pour C7(r) = '0o;,cr(T,r) nous trouvons que
^a^(r,r) = -^£a,(r(k) ^a,c7(T,k) ^Q,(7,k(r) •
k
La fonction de Green thermique, decrivant 1 amplitude de probabilite de
trouver un fermion en ? = (r,r) apres en avoir depose un en ? , est definie par
Ga,a(7^') =-< Tr^aWl('r:l) > , (1.25)
La constante de Boltzmann est posee egale a 1 tout au long de cet ouvrage.
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ou < .. > symbolise la trace thermodynamique
<...>= Tr(e-^...) / Tr(e-^) ,
et T-T- est 1'operateur d'ordre chronologique
Tr( ^a,a(^)^a,a(r:) ) = ^a,a(7) ^}a,a(7) pour T>T
= -^a,a(^)^a,a(7) POUT T < T'
Celui-ci agit de fa^on analogue sur aQ:o-(T)k)a^o-(T,k).
A 1'aide de (1.21) et de (1.24), Pequation (1.25) se recrit
0^(7,7') = T ^ e-u"(T-T')ff^(fc) <r^,.,k(r)^:,,,k(r') (1.26)
k
ou
G^(k) = / ^'G^(F,7')^^M']»a',.',k'(r')
1 (1.27)
= - < cia,a{k)a}a,a(k) > = -7-
^n - £a,o-(k)
est la fonction de Green thermique exprimee dans la base des etats propres du
systeme. Ici, £o:,o-(k) est donne par (1.12), fc=(za^,,k) et ujn = 7rT(2n + 1) sont
les frequences de IVtatsubara fermioniques. Enfin, d'apres (1.11), nous avons que
^(r)^(r') = ^ei(k'(r-r')-^<-<^)(-'))^(.,.-,^) (1.28)
ou
Fa(x, x', ky) = exp ( i^- / t^(kyb - Qx")dx" ] . (1.29)
VF Jx'
Notre interet porte aussi sur la fonction de Green defmie par
rP
,0
Ga,a(^n,r,r') = ^ d(r - r') e-iu»(T-T') G^(7,?r')
'
= _L_ V ff0 ^^,'(k.(r-r')-^(A^)(.-.')) ^^ ^,^ ^
Ta,a[K)e v -^ - / ^a{X,x , Ky) .
k
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Pour evaluer celle-ci, la somme sur k est transformee en une integrale double a
1'aide de
_^V- _ [°° dk^ [27T/bdky_
N^bL ^ 7-oc 27T 7o 27T
ou la largeur de bande est prolongee jusqu a 1 infini. Pour compenser ce
prolongement, nous imposons une longueur minimale a
/
x = x — x ,
c'est-a-dire A = 2a. L'integration sur kx dans (1.30) mene alors a
Gc^(u^,r,r') = J^-Ga,a(z^n,x,x',ky)eik»^-V"l (1.31))
ou
/ , ^ cthx ^ik^x nQ ^\ ^.~'l^;^i.(.^v^}{x~xl) m i_ I
a,cr{'l'UJn^ xi x ) ^y) == /-ry'^ e ^Q'o-i^J e -^a(a;i:E ? ^y
= -1—C{). dz _ei(a^ [Z^k^}x) ^^ ^/^ ^ (1.32)= •2wUF{fl^n^Ze''~" ' 1- ' '' """'~/ tfa{xv x'' lvy)
= Gaa(wn, x) Fa(x, X', ky)
et ou la partie unidimensionnelle de la fonction de Green est donnee par,
G^(z^ x) = -z^signe(^) 6(au,nx} e-a^n^-ik^x . (1.33)
''" ' ' VF
L'integrate de contour qui apparait dans ce develop? ement contourne 1'un des
demi-plans complexes. Le demi-plan, superieur ou inferieur, est im.pose par
les conditions de convergence d'ou la fonction de Heaviside 0(a<jJnx). D'autre
part, la fonction signe(c<;n) est la pour tenir compte de 1'orientation de ce
contour. Notons, qu'il est tout a fait remarquable que nous puissions separer
la contribution transverse de la contribution longitudinale dans (1.32). Cette
propriete est mise a profit dans les annexes A et B.
II reste a faire 1'integration sur ky dans (1.31), ce calcul est presente a
Pannexe F et donne,













Ici, les "J" designent des fonctions de Bessel de premiere espece, N = (y — y')/b
est un nombre entier correspondant au nombre de chames traversees par la
particule et X = (x + x')/2 designe Ie centre de la trajectoire Ie long de 1'axe
des 2;. Nous remarquons que la fonction de Green est invariante sous les
translations (y + pb, y + pb) et (x^x)-^ (x-\-27Tp/QN,x -}-27Tp/QN) ou p est un
entier. Ges regles d'invariance decoulent du potentiel de periodicite 27T/Q induit
par Ie champ tel que discute a la sous-section 1.4.2. Un peu plus loin, (1.34)
permettra d'identifier les longueurs caracteristiques du comportement en loi de
puissance de 1'amplitude de la coherence statique des ferm.ions.
Nous desirous maintenant obtenir 1 expression detaillee de la fonction de
Green (1.25),
Ga.^,7') = T^e-^T-T')Ga,a(z^r,r'). (1.37)
II faut d'abord remarquer que d'apres (D. 3),+
OS) = T^e-w»TG^(^,.) = -:n-^,
i eiakF^X
(1.38)2^Tsmh(K+^T)
ou ^ = vp/TrT et G^(r^(3,x) = -G'^T,^). Portons ensuite (1.34) dans
(1.37) puts utilisons (1.38) pour obtenir Ie second resultat important de cette
section,
Ga,^,7') = b-lG^(r,-x)I_ff(ua(-x),VaW)e-iWX-WN. (1.39)
Nous verrons que G'o;o-(T — T = 0,r,r) mesure 1'etalement dans Pespace de
1'autocoherence instantanee des fermions a la temperature T.
+ Les numeros d equations commen^ant par une lettre se trouve dans 1 annexe
identifiee par cette lettre.
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1.5.2 Etendue de la coherence statique
Nous definissons les parties longitudinale et transverse de 1 etendue de la
coherence statique a partir des variances suivantes,






5± - J>drampl(Ga^(i^n,r)) |^Q
ou "ampl signifie denlever les variations rapides, ex: e~ IKIFX giTr-'v/z ^ j^
fonction de Green de maniere a ne conserver que 1'enveloppe. On peut verifier
que ces longueurs correspondent aussi a
.2 1 <92
^ = - ^ ^M ^fc2 G'Q,^(A;)G^(k)Qkf -'-" \^^^^
ou i signifie || = x et _L= y. En fait, les conditions kx = kp^ky = 7r/2,n = 0,
tout en choisissant un point de la surface de Fermi ne selectionnent, eux aussi,
que les termes qui contribuent a 1'enveloppe du paquet d'ondes. Pour ce calcul,
nous posons que la deviation a 1 emboitement est negligeable, t^ = 0. Grace a
(1.34) et (E.4), il est ensuite facile de verifier que ^ = 2^ alors qu'il resulte
de (E.5) que
^-^w^- (1'40)
On en conclut que 1 etalement longitudinal du paquet d ondes n est pas modiiie
par Ie champ alors qu au contraire, 1 etalement transverse en depend. Les
valeurs limites sont <^j_ = b\/22^/7rT et b\^22t^/u}f{ respectlvement; a champ
faible et a champ fort devant la temperature.
Deflnissons ici les temperatures de deconfinement transverse a une
particule, Ty^i = T^i(H = 0) et T^i(H) respectivement par les conditions
(±W = b et ^(H) = b, D'apres (1.40), ces deux temperatures sont rellees par
•2T^ = ^T^(H) + ^7T'
X-
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ce qui permet d obtenir,
T^W^T^l-^HbT^ (1.41)
ou T^i = 2\/r2t^/7T. Cette expression traduit la decroissance de la temperature de
deconfinement a une particule en fonction du champ magnetique. La longueur
du paquet d'onde a cette temperature est donnee par ^ = \/2vF/^Tyi.(H) et
correspond en champ mil a
q|(T,i)=^=^/2t(, .
1.5.3 Longueurs caracteristiques associees au comportement homogene
Nous etablissons id, a 1'aide de (1.39), les domaines de longueurs
longitudinale et transverse ou la coherence instantannee se comportement en loi
de puissance en fonction de la distance.
Etudions d abord Ie cas ou Ie champ est nul et posons Q = 0 et r = 0
dans (1.39)
r'\ = ' eluiKF'D T ,..L2% ^^}^N/2
ra,o-[T = u,r,r ; = —^_^^ _:_i. /= /^ ^ 1-N \ a~~xi a~. —x]e~""'~. (^i.-
fc)" v ' ' / 27r6^sinh(s/^y) -'1 \ 'L>I<' ' VF
La dependance de la fonction de Green sur la temperature disparait lorsque
x ^ ^T- ^e plus, la coherence decroit en loi inverse de la distance si
t^ = ^26 = 0» ce clul correspond au comportement d une fonction de Green ID a
temperature nulle. Dans Ie cas ou x ^> ^y, la coherence decroit exponentiellement
et la temperature determine, a travers ^y, Ie taux de cette decroissance. Cette
derniere quantite coincide, a un facteur \/2 pres, a 1'e'fcalem.ent longitudinale de
la coherence et correspond a la longueur thermique de de Broglie.
Pour trouver les conditions ou la coherence transverse instantanee s'eloigne
du regime homogene nous posons r = 0, ^7^0, x <^ max(^y, Nvpl^b) da'ns
(1.42) et negligeons ^t^x/vp. Lorsque 1'on ne conserve que Ie premier terme du
developpement de la fonction de Bessel d ordre N nous avons que,










qui se comporte selon la lot de puissance x tant que t^x/Nvp <^ 1 (i.e.
x <^i N^ i). En particulier lorsque x = ^y, ce critere devient T ^> <2t^/N7T. Nous
en concluons que Ie comportement homogene persiste a plus basse •bemperature
pour des distances transverses plus grandes. A partir du developpement au
deuxieme ordre de JQ^Z) nous pouvons aussi deduire un critere indiquant la fin
du regime de lots d'echelle ID, T ~ 2^/TT, qui coincide a un facteur -\/2 pres a
la temperature definissant Ie seuil de deconfmement en champ mil.
Supposons maintenant que Ie champ est faible sans etre nul et posons
dans (1.39) que x est beaucoup plus petit que la longueur cyclotron,
x <^ ^H = 1/(? = VF/UJH- Cette fois, nous obtenons que
G^(r = 0,r,r') = b-lGl^(r = 0,.) 1^ ^x, A) e-WX-VWN
et 1'effet du champ n'apparait plus dans 1'amplitude de la fonction de Green.
II persiste toutefois a travers kpy sous forme d une phase dependante du
terme Zeeman et aussi a travers QXN sous forme d'une phase provenant de
1'effet cyclotron. Ce resultat correspond, en fait, a la fonction de Green dans
1'approximation ei'konale.l
L'une ou 1'autre des conditions suivantes, x •C max(v^/2^25, (ff) ou
^H <^ VF/^2b » conduit a
G^(r=0,r,r') = 6-lG^(r=0,i) J_yy fa4^ 3in(Q£/2)) e-WX-w/2)N .
' - / -,— • / ^' \ ^H
La premiere condition specific que les coherences etudiees sont a trap
courtes echelles pour que Ie champ magnetique et la deviation a
Pemboitement ne se fassent sentir. La seconde etablit, que Ie champ
magnetique annihile 1'effet de t^ et que ce dernier peut etre neglige
a toutes les echelles de longueurs. Enfin, x <$: ^i,^ ou ^ff <^ ( i = vp/2t^
appliquee a (1.39) permet d'obtenir directement la fonction de Green ID,
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G?a,o-(^ = 0;r»r/) = ^- G^y.(r = 0,s) ^0 . Dans Ie premier cas, il s'agit d'un
regime ID n'existant que pour la coherence a courte distance. Dans Ie deuxieme
cas, Ie regime ID persiste a toutes les echelles de longueurs.
Les resultats de la presente section sont compiles aux tableaux 1 et 2.
Les longueurs caracteristiques transverses se deduisent a partir des longueurs
longitudinales en multipliant ces dernieres par v^_/vp ou v^_ = 2tjjb est la vitesse
caracteristique dans la direction transverse.
Tableau 1: Longueurs et energies caracteristiques











2^ ^i = ^F/2^ 6
2t2b ^2b = VF/2t2b ^)tb/t2b
U}H ^H = 1/0 V±/^H
Nous venons d'identifier les longueurs associees a 1'etalement du paquet
d'ondes et aux conditions ou la fonction de Green suit un comportement en loi
de puissance avec la distance. Les premieres permettent de partager les regimes
de confinement dimensionnel alors que les secondes identifient les conditions
d'autosimilarites de la fonction d onde et par consequent des regimes ou une
methode de renormalisation est applicable. Le fait que ces deux types de
longueur representent des quantites de raerne ordre de grandeurs ne fait que
souligner que Ie de confinement dimensionnel conduit a la perte des proprietes
d'autosimilarites du regime unidimensionn.el. Par la suite, une autre forrae
d'autosimilarite ne peut surgir qu'a 1 approche d un regime critique.
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Tableau 2: Regimes de coherence et leurs conditions




























II faut s'attendre qu une interaction entre ferrnions m.odifle les valeurs de
ces longueurs. Cependant, cette interaction ne changera pas qualitativement
la description faite ici, basee sur la competition entre ces longueurs
caracteristiques.
1.5.4 Fonction de Green en representation (kx, y) et (kx^ ky)
En champ mil, 1 evaluation des fonctions de reponse dans les
representations (fcs, ky) et (fcs, y) est relativement facile a executer.
En revanche, ces calculs deviennent beaucoup plus laborieux sous champ
magnetique puisque celui-ci brise 1 invariance sous translation. Comme nous Ie
verrons dans les lignes qui suivent, cette brisure implique que Ie passage a la
limite de champ mil provoque une brisure d'analyticite des fonctions etablies
dans ces representations. Ce resultat n est qu un exemple du prmcipe general
enonce par Anderson^oyJ sur la non-analyticite des fonctions a la frontiere d'une
brisure de symetrie.
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Considerons la transformee de Fourier dans 1 espace-temps iraaginaire de
(1.25),
Ga,a(z^k^k'^ky)= I d^^'ei^i-7'-k^Ga^^')
dxdx ei^x'~k^ Ga,a(^n, x, x, ky)
ou k = (iuJn-i kxi ky)^ (k •7) = —iuJnT +k' r et Ga,a(^n, ^i x, ky) a ete definie
dans (1.32). Le calcul est presente dans 1'annexe F.5 et donne
1 V Ip(^^a)x_P+N(>a^a~) ^-iNkyb
''a,a-{luni Kx, ^x ~ ^ ^i Ky) = 7 ^ . ~~ ——— ' ,^ \ / —— — e
b^ iu)n - Sa{kx)-}-ap^ff
ou
et





Gette derniere fonction difFere de (1.36) par Pabsence d'un terme de phase 7m/2
sur chacun des elements de la somme. Encore ici, N correspond au nombre de
chaines traversees par la particule. Comme il fallait s y attendre, la fonction de
Green n'est pas diagonale lorsquexprimee a 1'aide des nombres d'onde kx- En
fait, comme indique a la sous-section 1.4.4, Ie nombre donde k^ change d'un
facteur NQ lorsqu 11 y a N chames de traversees.
II est clair a partir des expressions ci-dessus que la limite de champ mil
de (1.43) est impraticable. Au contraire, son evaluation dans la limite de champ
fort est facile a faire. Developpons 1 expression ci-dessus, daus 1'hypothese que
UJH ^ tb^> ^26- D'apres (E.7) et (E.6), nous avons au premier ordre en \a
^p(Aa, A^) ^ ^Q ^o(^a) + sp,0sp,±l J±l{>a)
^ ^,0 + ^p,±l P^a/2
et (1.43) devient
bGa(i<^n, kx, kx-NQ, ky) ^
)7V,0 tb 8N,±1
lUJn - £a(kx) ( ^n - £a(kx) ) (iuJn - £a(kx) + aNuJff)
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ce qui correspond aux premiers termes de la serie perturbative entre deux
niveaux de Landau.
Nous devons souligner que (1.43) montre que Ie poids des etats
electroniques representes par kx nest pas egale a 1 mais qu'il depend de 2^,
t^ et ujjj. Afin de retrouver Ie poids d'un electron de nombre d'onde kx il
faut tenir compte de sa repartition sur 1 ensemble des niveaux p d'energie
VF(akx - kp^) ^p^n-
Pour Ie demontrer, definissons la fonction
9a(^n, kx, ky) = ^ G?a,(r(^, A;a;, /Ca; + A^Q, A;^) (1-46)
N
et montrons qu'en fait ga(^n^ kx, ky) = G°^cr(k). La somme sur N de cette
derniere equation peut se recrire d'apres (1.43)
V^ -r --M \l\^,Nb_\~^ j__f\ \ r_f\l \ ^ik,,iN-]^ -Lp+N[Aa^a)e~"y'" = ^ JN{Aa)Jl^a)e~"y'
N l,N (1.47)
^ ^-ikypb+i{ \^ sin(^6)+A^ sin(2^6) )
Nous avons alors que
ffa(^n, k.,ky) = V .—Ip(>a\a\_.. e-ik^b+x' -°(V)+^ »"(2k,,'>)e^^i
zuJn - £a[kx) + a^^-
\^ ^p^^a) ^-ipkypb^i{^ sin(^6)+A, sin(2^6))
^ „, . ^ (1. \ \ 'lawH 9ZUJn — ^a[Kx ) + ~T p=lf"wp
i 9ou 1'indice p au denominateur a ete remplace par 1 operateur differentiel ^t^~^-
Ceci permet d'executer la somme sur p de la meme maniere qu'en (1.47),
\L}e~ipkypb = e-t'(Ac<sm(^y6)+Aasin(2^y6))
p
et la fonction (1.46) devient
ffa(wn'fc-fcl/) = ^n-e{^)+^(kyb) = G^(fe)
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ou G^y(k) a ete definie a 1'equation (1.27). Ce resultat montre que si 1'on
somme sur tous les etats de nombres d onde longitudinaux distants d'un
multiple de Q, on obtient un des etats propres du systeme. Inversement, on
peut conclure que Ie champ distribue la fonction d onde de la particule deposee
sur une infinite de valeurs de kyc separees les unes des autres par Q.
1.6 Fonctions de reponse elementaires
Les fonctions donnant la reponse du systerne a un champ externe,
permettent de connaitre Ie resultat d'une mesure par une sonde. D'autre part,
remplacer Ie champ externe par des fluctuations de 1 un des pararnetres d'ordre
permet d'identifier 1'apparition des brisures de symetrie par la recherche des
divergences a frequence nulle de ces fonctions. Ici, Ie qualiiicatif "element; aires"
designe des fonctions de reponse evaluees a partir de propagateurs libres,
c'est-a-dire ne comprenant pas I'interaction entre particules. Les fonctions de
reponse qui nous interessent sont les susceptibilites du canal Cooper et du canal
Peierls. Les premieres sont etablies par des excitations partlcule-particule de
vecteur d'onde q=(g;c,Q'y), alors que les secondes Ie sont par des excitations
particule-trou de vecteur d'onde q= [^kp + qxi c[y)- Les parametres d'ordre
locaux associes sont definis par
^(r,r)= ^ .^•s^—,(r,T)^,(r,T) ,
wl ... . (1.48)
0^(r,r)= ^ ^t,,(r,T^+,,-(r,T),
Q:,S,S/
ou ,^,=0,1,2,3 deslgne la polarisation dans la direction du temps, de re, de
y et de z alors que M == 0 et 1 indlque respect! vement Ie canal Cooper
et Peierls. Plus explicitement, 1'onde de densite de charge (ODC) et 1'onde
de densite de spin (ODS) correspondent respectivement a (M;;u)=(l;0) et
(1; 1,2,3) alors que les parametres supraconducteur singulet et triplet sont
associes respectivement a (0; 0) et (0; 1,2, 3).
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Les transformees de Fourier dans 1'espace-temps de (1.48) se calculent a
partir de





oot(q) = \1 N^bL S sas/^-^(-k+9)1'+,e'W ,
-k'a'a's' (1.49)
°^=\I^T. E ^s'r-.sCk-W+,A~k),
ou 9 = (iuJm-^ q)» 9 • ^ = —i^m'T + q • r et u^rn = ^Tm designe une frequence
de Matsubara bosonique. La reponse au point r d'une excitation ayant un
parametre d'ordre 0^ (71) est alors donnee par
XM{-r~r') =-< OMS(7)OM(7') > ,
alors que sa transformee de Four! er s'exprirae selon
xM(g,g') = - /<^' < OMt(7)OM(7') > e-i(?-F-?''F') .
Le terme dans Pexponentielle peut se recrire (g — 'g/) • R + (5+9/) ' ^/2 ou
R= (9r+^/)/2 et F= (?-?/).
Nous verrons que Ie terme < 0 0 > de la fonction de reponse Peierls, est
invariant sous translation. Dans ce cas, 1'integrale sur R impose q=q1 et 11 ne
reste plus qu'une integrale sur la distance entre la source et la sonde,
4® = -fd^-?') < OM^)OM(7') > e-?-(r--F') .
Dans Ie cas du canal Cooper en presence du champ magnetique, Ie terme de la
forme < 0*0 > n'est invariant que sous une translation discrete que nous
preciserons plus loin. Pour 1'instant, il suffit de souligner que cette fonction de
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reponse possede deux nombres d onde comme argument. On trouve done d'apres
(1.34) que les fonctions de reponse Cooper et Peierls s'ecrivent,











ou 1 = (^n,r,r/), 2 = (—i(^n + ^m,r,r) et 3 = (iujn — Wm^r^r'). Ces fonctions










Figure 8: Diagrammes des fonctions de reponse (a) Peierls
xl,2 et (b) Cooper ^,2-
1.6.1 Fonction de reponse Peierls en champ magnetique
Dans cette section, nous etablissons explicitement 1'expression de la
fonction de reponse ^ ^ qui implique une paire particule-trou de spins opposes
se propageant selon Ie vecteur d'onde q = (Ikp + qx^ qy)- Notre choix de
polarisation, ^ = 1, 2, permet de mettre de cote la dependance sur Ie terme
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P(x,qy) = ^ e-^9^ /_^(u+(5i),^+(ii))/^(u+(£)^+(5)) (1.52)
N
alors que Nb = [y — y ) est la distance transverse parcourue par la paire. Nous
avons utilise id Ie fait que u-(—x) = u-^(x) et v-[—x) = v^-(x). En plus de
contribuer a 1'analyse ci-dessous, 1'equation (1.52) sera utile dans Ie traitement
de la limite de champ fort. Nous observons ici qu'une partie des proprietes du
potentiel periodique induite par Ie champ n apparait plus dans la fonction de
reponse Peierls. En effet, la phase XQN de 1 electron est compensee par une
phase inverse provenant du trou. La presence du champ persiste toutefois dans
les termes en sinus.
Deux autres formes de P(x,qy) sont possibles en vertu de (E.22) et
(E.23), 11 s'agit de




4^ __^ ,^ 2^6P(x, qy) = ^ 1/p ( ^ cos(gy&/2), ^ cos(gyfc) ) | eWX . (1.54)
2 .
La premiere entrera dans Ie traitement en champ faible et lorsque qyb = TT,
tandis que la seconde perraettra de mettre en evidence les OD SIC. Notons en
passant que pQ apparait id comrae Ie conjugue de Fourier de s, alors que N
dans (1.52) est Ie conjugue de Fourier de qy.




ou D(Q) = l/Trbvp est la densite d'etats par unite de surface, SRe signifle de
prendre la partie reelle et A = 2a est la coupure ultraviolette. La fonction
sinh(2s/<^y) introduit, tant qu a elle, une coupure infrarouge de 1'ordre de ^.
La partie essentielle de la contribution a ^ ^ provient done de 1 intervalle
[A,^]- Ajoutons et retranchons 1 au numerateur du membre de droite de la
derniere expression, posons de plus que q= (2kp^qy) pour trouver que
-00 ^P(x,qy)e-'^-l
Xi,2(2^, qy)/D(0) = In (tanh(A/^)) - -^Re f dx^^w^.^ ~± . (1.56)
-'-•-"•• • • ^ J^ sm&^
L'approximation faite habituellement est de poser A/^y <C; 1, ce qui permet de
remplacer tanh(A/^y) par A/^y et d'assigner la valeur zero a la borne inferieure
de 1'integrale dans (1.56). Nous allons maintenant evaluer cette susceptibilite
elementaire et en discuter Ie contenu physique pour differents cas liraites.
- cas 1) H =0 et t^ == 0
Nous montrons ici que lorsque Ie champ est nul et que 1'emboitement est
parfait, la susceptibilite diverge au nombre d'onde d'emboitement transverse
q^ == (2A;j7',7r/6). Sous les memes conditions, nous presentons aussi les premieres
corrections sur la susceptibilite lorsque qyb ^ TT et 2t^cos(qyb/2) <^7rT.
Tout d'abord, les conditions posees et (E.18) premettent de recrire P(x^qy)
dans (1.53) sous la forme de,
P(x,qy)=JQ(^bxcos{qyb/2)} . (1.57)
^VF
Cette expression permet de raontrer que (1.56) est maximale a q = q^ et
diverge suivant une lot logarithmique a ce vecteur d onde lorsque A <^ ('j1.
En fait, lorsque Pan s'ecarte de qy = 7T/6, Ie numerateur dans I'argument
d'integration de (1.55) oscille et Ie resultat apres integration s'en trouve
affaiblit. Plus precisement, Ie saut interchame produit sur la fonction de reponse
Ie meme efFet qu'un gap d'amplitude A = 2^ cos(^6/2). Ceci se demontre,
entre autre, par un developpement de (1.57) au deuxieme ordre en t^ :
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JQ(2^x/vp) = 1 — ^(2/\x/vp)2 ou A = 2t^cos(qyb/2), Ce developpement est
ensuite introduit dans (1.56). Le deuxierae membre de droite de cette-ci devient
alors d'apres (D.4)
_2_ f^_\2 [Qo x2 _ 7C(3) ^^2
CT \VF^ Jo "~ smh(2^) 8 YTTT,
qui correspond a la premiere correction sur Ie terme en logarithme de la
susceptibilite. A ce niveau de precision, la susceptibilite peut etre decrite par
Xl,2 ~ - M^/ATTT) + (^V ~ -ln^/A^/(7rT)2+2A2')
ou on a pose 7^(3)/8 ~ 1. La divergence logarithmique est done coupee par A a
la maniere d un gap.
- cas 2) H = 0, t^ ^ 0, qyb = TT
La deviation par rapport a 1 emboitement parfait afFaiblit la susceptibilite
au vecteur q^. En effet, nous avons que P(x,7v) = Jo(^t^,bx/VF) ce clul permet
d'utiliser les memes expressions qu'au cas 1) en rempla^ant A par 2t^. En




qui montre clairement que la deviation a 1 emboitement est bien une energie de
seull et qu'elle provoque un ralentissement marque de la croissance de la
reponse a q^ a mesure que la temperature diminue. L'equivalence entre 2t^ et
un gap peu aussi se demontrer de la maniere suivante. Nous avons d abord par
1'equation (17.3319) de Gradshteyn et Ryzhik[58] que
s'ii}.(2ux / v p)2 /100
JQ(2/\x/vp) = — du
^ JA Vu^ - A2
et Ie fait que
^ si"(2-/y) , ^^anh(./2T),
,0 ^ sinh(2a;/^) 2 2 •'"""^~/ — ^'
pour obtenir la susceptibilite en presence d un gap A,
1̂,2(x /. ^""/^"/~AV (x /. ^€''~""\/j2_L ^/"/ • (L58)
^A Vuz - A^ ^o Vez +
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- cas 3) H ^ 0, t^ = 0
Ge cas permet d'evaluer 1 effet du champ magnetique sur Ie saut transverse
a deux particules. Nous avons vu que Ie champ magnetique diminue 1'etalement
transverse des paquets d ondes. Nous constaterons id qu'il diminue aussi
1'etalement de la correlation entre les merabres d'une paire particule-trou. De
plus, nous montrons 1 existence de divergences logarithmiques de la susceptibilite
pour un ensemble de nombres d onde et que Ie nombre d'onde de la plus forte
divergence est Ie meme qu'en champ nul, q = q^.
Dans Ie cas present, nous obtenons a partir de (1.53) et de (1.54)
respectivement





De la derniere expression, nous observons qu une divergence logarithmique
survient pour tout q^ = QN. Cette contribution est alors proportionnelle a
jj^- ( ^ cos(qyb/2)) ou qy est choisi de maniere que N ~ 4^ cos(qyb/2)/LJff. Ce
choix de qy correspond a la reponse optimale pour un N donne. Cependant,
puisque la valeur maximale de \Jj^-(u)\ decroit avec N qui augmente, la
divergence la plus forte est realisee en fait pour N = 0, qyb = TT et son
amplitude est independante du champ magnetique. La figure 9 presente 1'un des
resultats de G. Montambaux10"-1 concernant Ie calcul de cette fonction de
reponse.
II reste a montrer que Ie champ affaiblit la dependance de la susceptibilite
sur les proprietes transverses. Pour cela, developpons (1.59) au deuxieme ordre
en ^5,
P(x^qy) - 1 ~ -\ (stb-_sm(Qx/2)cos(qyb/2)
.UJH
et reportons Ie resultat dans (1.56) pour obtenir finalement grace a (D. 6)
X^{2kF,qy)/D(0) = ln(A/^) -2 ^cos(g,/6/2)y [f,(^) - <Re^ +iQ^)].
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Figure 9: Fonction de reponse elementaire de type
Peierls en fonction du nombre d'onde q = (2kp + qx, Qy)
dans 1'hypothese d'un emboltement parfait et d'une
temperature fmie. La position en qx des pics est donnee
par : qx = nQ. A temperature nulle, chacun de ces pics
diverge logarithmiquement. Toutefois, Ie maximum absolu
est toujours a q = q^.
Enfin, par (D.8) nous avons a 1'ordre Ie plus bas en champ magnetique que
Xl,2(2^, qy) ^ - In (^/A) + ( -^ cos(<^/2)
2^ 7C(3) 31C(5) fQ^\
8 32 V 2 )
qui suggere, comme ce fut Ie cas pour Ie propagateur a une particule, que
Ie champ magnetique affaiblit la valeur effective du saut interchaine selon
t^eff ^ 4\/1 ~ (27^) • -^- ^or(^re calcule, on peut remplacer 4,e// C3-ans 4 dans
1'expression de A des cas 1 et 2.
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- cas 4) H ^ 0, t^ + 0 et qyb = TT
Cette condition correspond a 1 une des propositions de Gor'kov et Lebed
pour expliquer les OD SIC. Elle est utilisee ici afm de rnontrer que Ie champ
magnetique s'oppose a la deviation a 1 emboitement et ameliore par consequent
la reponse a q^.




= E Jl f2<2i)el2PQ' • (L62)
Le report de (1.61) dans (1.56) verifie qu'une divergence logarithmique survient
pour tout q = (2kp + 2pQ,7r/6). La valeur de p conduisant a la plus forte
divergence est p ~ 2-^/a^-. Elle correspond a une tres faible valeur du nombre
d'onde qx = 2pQ, soit \qx\ ~ ^2b/VF- Remarquons que la forme de P(z,7T/6)
presentee id est tres serablable au cas 3) et les memes expressions peuvent etre
reprises en rempla^ant 2t^cos(qyb/t2) par 2t^ et Q/2 par Q. Par exemple, la
valeur effective de t^ diminue avec Ie champ d'une maniere analogue a t^^-ffi
t2b,eff=hbV^-^H/^)2'
- cas 5) H ^ 0, t^ + 0
II s'agit du cas general qui a conduit Ie groupe de Paris a la notion
d'emboitement (nesting) quantifie. Ici, des divergences logarithmiques existent
pour un ensemble de nombres d'onde qy. Ma,is contrairement au cas 3, la
presence d'une deviation a Pemboitement parfait produit une reponse maximale
a un vecteur d'onde qui peut etre different du vecteur d'onde d'emboitement
transverse q^.
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Utilisons d'abord la propriete (E.24), ^ \Ip(u,v) = 1, pour ecrire
P(x,qy)e-^x-l





Ip (2A+ cos(^6/2), 2A/+ cos(^6)) |2 \eiW~^x - l] .
En general, Petude de cette contribution necessite une analyse numerique. A un
champ donne, il faut connaitre les valeurs de qy et q^ qui menent a la
contribution la plus elevee de la fonction de reponse. En pratique, il est souvent
suffisant de chercher la corabinaison (p, qy) qui conduit a la valeur la plus
elevee de
\Ip (2A+ cos(gy&/2), 2A_^. cos(gy6)) | .
Supposons que cette condition est realisee par (po»<?'u)- Pour eliminer les
oscillations a cette contribution, 11 faut fixer q^ a pQQ. Ainsi, si pQ change sous
variation du champ, alors q^ = poQ evolue de maniere discontinue. C'est cette
caracteristique qui donne lieu a 1 emboitement quantifie et a la numerotation
des phases qui s'en suit. Le vecteur d'emboitement doit evoluer de maniere que
la surface de Fermi enferme un nom.bre entier de quantum de flux.
Reportons les parametres PO)<?H e^ clx dans (1.63) et utilisons cette derniere
pour Ie calcul de (1.56). On obtient alors a 1'aide de (D.5) que
X},2(2^ +poQ,q°y)/D(0) = -ln(^/A)
- ^ /p2 (A+ cos(g^/2), A'+ cos(gg)) [v, (^ - SRe^ (^ + .^^)] .
Lorsque la partie imaginaire dans la deuxieme fonction digamma est petite





Figure 10: Fonction de reponse elementaire de type
Peierls en fonction des deux composantes du nombre
d'onde q= (2kp + <?a;, qy) dans 1'hypothese d'une deviation a
1'emboitement parfait et d'une temperature finie. La position
en q^ des pics est donnee par: q^ = nQ. Contrairement a la
figure 9, Ie maximum absolu n'est plus a q = q^ et il se
deplace en fonction du champ. Gette figure est tiree de la
reference [30].
dans Ie cas contraire, d'apres (D.9), Ie comportement est logarithmique
~—In [(^^i|(p — po)l)] e^ vient affaiblir la fonction de reponse. Dans cette
derniere limite, il faut aussi tenir compte que les Ip decroissent fortement
lorsque 1'indice p s'eloigne de pQ. La figure 10 donne un exemple de la fonction
de reponse Peierls en presence de deviation a 1'emboitement parfait.
1.6.2 Fonction de reponse dans Ie canal Cooper
Bien qu'une etude approfondie de 1'effet du champ sur les phases
supraconductrices n'est pas 1'objectif principal de cet ouvrage, une certaine
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comprehension des fluctuations du parametre d'ordre Cooper en presence du
champ magnetique nous est necessaire. Nous verrons que Ie canal Cooper met
en relief la perte de 1'invariance sous translation provoquee par Ie champ
d'une maniere beaucoup plus prononcee que Ie canal Peierls. Pour cette raison,
la fonction de reponse Cooper est aussi plus delicate a traiter. Id, comme
precedemment, la polarisation ,^,=1,2 sera choisie pour eviter de devoir tenir
compte du terrne Zeeman.
L'emploi de (1.34), (1.50) et (E.17) permet d'etablir que
'00
^2(^m,q,q')=-^:y" I dx j"'dX e-^'+^^+^'-^W
^""•v'^~i/ Lbf^^ J-L/2 ~~ - (1.64)
X GW^(iuJn + Wm, x)GlD^(-Wn, x)C(x,X, qy)
ou
C(-x,X,gy) = ^ ew^l'-2W \I_^(u+(x), v+{S))\2 (1.65)
N
L'apparition de la variable X dans Pargument de Pintegrale ci-dessus est reliee
a la perte de 1'invariance sous translation en presence du champ magnetique et
impose que deux nombres d'onde q et q soit necessaire pour d'ecrire Xl.2-
D'apres (E.23) nous avons que (1.65) se recrit
C(x, X, qy) = IQ (2u^(x) sm(qyb/2 - QX), 2v^-(x) sm(qyb - 2QX)) (1.66)
et Ron verifie que PefEet du potentiel periodique disparait a champ nul, (Q = 0).
La fonction de reponse Cooper devient maximale a, q = (0,0) ou elle est
independente des sauts interchames.
Inserons maintenant (1.65) dans (1.69) et integrons sur X, nous avons
alors que q'^ = qx + 27VQ d'ou
X?,2(q^+2A^)=
-^Z5(0)SRe [d-x e-^+NQ)^iN^ \I-N (z<+(^+(»))|2 ^ (L67)
CT " v"/"'"' y"~ ~ ~ sinh (2^/^)
D'autre part, nous savons que la "bemperature a pour effet d'apporter une
incertitude sur les energies et les quantites de mouvement. Lorsque ^rpQ <^ 1, 11
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done raisonnable de supposer que la veritable fonction de reponse est une
superposition de (1.67) pour plusieurs valeurs de N. Une expression approchee
de cette superposition serait
N=1/^Q
(X;,2(q)>= S X?,2(q, <?. + 2ATQ) . (1.68)
N=-1/^Q
Expression qui permet de retrouver a la fois la limite de champ mil et celle de
champ fort, ujj{ ^> -TT/T.
Poursuivons maintenant en posant que t^ = 0 dans (1.67). Nous avons
grace a (E.8) que
C(x^qy,NQ) = e-lqybNJ^ (^sm(Qx/2)
^H
= ^ Jp (A+) Jp+^ (A+) Jp, (A+) Jp^^ (A+) e^-iyl'Wp+pW
p,p'
Les termes dominants ici sont ceux ou qy = 0 et qx + {N -{-p-\-p'^Q = 0. Posons
a titre d'exemple q^ = 0 et p' = —p — N^
2 „._. _ f . ^ ^ (-^+)^j^(0,2^) = -^(0)^e /^E'P^;^+J (1.69)
nous obtenons alors une loi en logarithme,
X;,2(q, 9. + 2W(?) = D(0) ^ ^2 (A+) ^ (A+) ln(A/^) .
p
Les premiers termes de corrections proviennent de valeur de (N JrpJrp)Q <^ ^T
^ Jp(\+)Jp+N (A+) ^- (A+) J^N (A+) ^ (1/2) - ^ (l/2 - »uff(A4^+p))
p,p'
On passe done d une phase a 1 autre en variant Ie champ magnetique. Chaque
phase est caracterisee par un indice N et produit des courants supraconducteurs
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de modulation \G\ = \NQ\ ^ 4:t^/vp, \q.yb\ = 2'jrn/N ou n un entier entre 0 et
N — 1. Au-dessus de la temperature critique, cela signifie que les fluctuations
dominantes ont un parametre d ordre anisotrope dans 1 espace (1'intensite
depend de la position) correspondant aux phases enumerees ci-dessus, i.e.
G= \NQ\ et qyb=2nn/N,
De prime abord, la derniere equation est assez paradoxale, car elle predit
une augmentation des fluctuations supraconductrices en fonction du champ.
Observons toutefois qu au meme moment 11 y a confinement ID des paires. II y
a aussi un confinement semblable pour les particules individuelles et pour la
formation de paires electron-trou. Par consequent, 1 interference quantique entre
les canaux Peierls et Cooper s accentue avec Ie champ et les conclusions de
theorie simple comme Ie champ moyen sont alors erronees.
Nous venons d'epuiser toutes les ressources possibles des traitements
element aires. Ce que nous en avons retire sera tres utile par la suite,
meme si, comme on vient de Ie montrer, 11 faut prendre un grand soin
dans 1'interpretation des resultats de ces calculs. L'anisotropie spatiale de notre
systeme et la demonstration que cette anisotropie s accentue avec Ie champ
aussi bien pour Ie mouvement a une qu a deux particules, font qu'une methode
d'investigation plus adaptee ne peut plus attendre.
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CHAPITRE 11
Fermions sans spin en interaction
L'ajout d'une interaction a la version fermions sans spin de notre rnodele
fait de celui-cl un prototype relativement elementaire des systemes Q-1D. II
permet malgre tout de reproduire plusieurs des caracteristiques retrouvees
chez les conducteurs organiques Q-1D : regime d'echange interchaine, regime
d'emboitement, regime de champ fort et ondes de denslte induites en champ.
Dans ce chapitre, Ie groupe de renormalisation quantique sera utilise pour
decrire Ie comportement de la temperature critique d'un tel systeme en fonction
des parametres ujjj^ t^ et t^.
L interaction sera d abord presentee, suivit de la transcription de la
fonction de partition du modele en terme d une integrale fonctionnelle. Le
groupe de renormalisation quantique sera ensuite decrit et applique dans Ie
cadre de ce formalisme. En champ mil, nous verifierons que Ie comportement
dans Pechelle d' energie precedent Ie regime critique peut-etre de deux types
soit un regime d'echange interchaine de paires, soit un regime d'emboitement.l
Ces regimes de basses energies seront caracterises par une temperature de
deconfinement respectivement de correlations a deux particules, 2^2, et de
coherences a une particule, Tj^i. Lorsque Ie champ magnetique sera suffisamment
fort, nous observerons 1'emergence d'un nouveau regime de basse energie
caracterise par Penergie cyclotron.
2.1 La partie interactive du hamiltonien
L'interaction la plus simple qu'il est possible d'introduire dans un
modele de fermions sans spin sur reseau est 1'interaction au premier voisin.
Lorsqu'il s'agit du modele dun Q-1D, on ne tient compte habituellement que
de 1'interaction intrachame. Un fois la transformation chirale executee, cette
interaction contient des termes locaux et d autres aux premiers voisins qui se
decomposent (voir section d'annexe A.l) en processus de retro-diffusion, g\^ de
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processus Umldapp, (73, de diffusion vers 1 avant pour des particules sur la
meme branche du spectre, ^4, et sur des branches differentes, g^. Dans ce qui
suit, nous ne conserverons que Ie processus g^ et la partie interactive du
hamiltonien apres linearisation sera decrite par
nl = IL ^ /dx ^jWy-a^-^W^W , (2.1)
{aj}
ou ^ ^(x) es^ un operateur d'annihilation (de creation) d'un fermion de la
branche a = +/— = (droite/gauche) situe en x sur la chaine j.
II nous faut done admettre que la bande est suffisamment loin du demi
remplissage pour negliger (73 et que la correction de la vitesse de Fermi
provenant des processus g^[ J et g\ est rnise de cote.
2.2 L'integrale fonctionnelle
Les ouvrages de Popov1 J et de Negele et Orlandl-0^-! illustre bien
Pefficacite et la malleabilite de lintegrale fonctionnelle. De plus, d'apres
Bourbonnais et Garon,^ -I cet outil s'avere tout a fait propice a 1'application du
groupe de renormalisation lorsque plusieurs rnecanismes sont en competition. Les
etapes necessaires a la transcription d une fonction de partition dans ce langage
sont bien connues (voir la reference [64]). Elles se resument de la maniere
suivante : etablir la fonction de partition comme une trace sur les etats
coherents de fermions; decouper celle-ci en tranches de temps imaginaire de
longueurs mfmitesimales et inserer la relation de fermeture des etats coherents
+ Soulignons a cet effet que Ie tiraitement champ moyen d'un systeme de fermions
sans spin sur reseau de Bulaevskii1 J montre 1 existence d un terme de Fock possedant
des contributions aussi bien aux petits qu aux grands nombres d onde de transfert. II
montre aussi que ce terme intervient dans la renormalisation de la vitesse de Fermi.
L'interaction raise en jeu se decompose dans Ie continuum en processus g\ et g^. Ce
resultat a inspire Ie calcul de la renormalisation de la vitesse de Fermi fait dans la
section d'annexe A. 4.1.
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d'electrons entre chacune de ces tranches de temps. Puisque ces tranches sont
de longueurs infmitesimales, 1'exponentielle de la somrae de ces tranches de
temps peut se recrire comme un produit d exponentielles. Le resultat final est
une fonction de partition decrite en terrne d'integrale fonctionnelle sur des
variables "classiques verifiant 1 algebre de Grassmann, c'est-a -dire les champs
ip associes aux etats coherents de fermions.
Dans Ie cas de notre modele exprirae dans la jauge AI et dans
Fespace-temps imaginaire mixte (iu^m ^x^J)^ 1'application de la procedure
ci-dessus produit la fonction de partition suivante
Z= D4,'D^ exp(^[V>*,^]+.5tJ^,</,]+,<W*,^*,V,]) , (2.2)
ou les parties libres intrachaine (S^) et interchaine (^j_) ainsi que la partie
interactive (Sj) sont donnees par
5?o[^i= E [o^(^)]-l |^(fc.)|' ,
a^^j
St±[^^]= ^ t\p\b^a,j+p(kx-^pQx)^aj(kx) ,
p=±l,±,2
a,^,;'




Id, G^Dj(kx) = -(^aj(kx)^j(kx)) = [i^n-ea(kx)]~ , k^ = (wn.kx),
Qy^ == (0,Q) et j est Pindice de chame. De plus, les variables de Grassmann '0
associees aux operateurs ^ verifient,
|^=e-S^;|0), ^)=^W et ^|</,)=-^-|^)
'r
ou Pindice r designe ici tous les indices et variables dont depend les if).





II est utile de generaliser la fonction de partition en y ajoutant des
sources couplees a deux champs fermioniques,
Z(h)={es^^)c. (2.4)
Dans ce cas, la trace thermodynamique est prise par rapport a 1'action en
absence des champs sources h et hly \
((...))c=4yy^m..)sw^),
Z = I I D^D^ eW'^l ,
ou
Sk[r^]= Y, hM"{k^j) OM(q^j) + c.h. ,V^ i.M^f7- :\ /nM/ ^
M.q^j






Les fonctions de correlations connexes a deux corps s'obtiennent ainsi
directement de (2.4),
M(-:\ _ 52F(h^J) _ /^l^^l*^^^" ® = -^M(^M,(^) = -< 01® 01*(9') )'
ou F(h) = \n[Z (h) I Z (0)} est la fonctionnelle generatrice des dlagrammes
[64,65]connexes.i
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2.3 Le groupe de renormalisation quantique
La procedure de renormalisation que nous aliens suivre est une adaptation
de celle de Bourbonnais et Caron1 -I qui elle-meme est inspiree de celle de
Wilson et KadanofUDD)D/>DOJ Dans les deux prochains paragraphes, nous
presentons les caracteristiques et les principes de ces deux methodes. Le reste de
la section est reserve a notre adaptation et au developpement des equations de
renormalisation dans Ie cas ou un efFet cyclotron est present.
La methode de Wilson et Kadanoff (WK) differe de la methode de
Gell-Mann et Low et de ses variantes par deux points importants : elle leve
1'mterdiction relativiste de decoupler 1 espace et Ie tempsl- yl et; elle n'est pas
limitee aux hamiltoniens qui renormalisent les uns dans les autres. En fait,
la methode de WK permet de caracteriser une famille d'hamiltoniens qui
possedent un certain nombre de parametres par un hamiltonien effectif
unique qui comprend un plus petit nombre de parametres. Une telle fainille
d'hamiltoniens est designee par Ie terme de "classe d'universalite".
L'hypothese essentielle qui regit cette methode est que lorsque qu'un
systeme approche 1 invariance sous transformation d echelle, 1'evolution de
ses parametres sous renormalisation depend de la coupure selon des lots
d'exposants. Chacun de ces exposants indique si 1 amplitude du parametre qul
lui est associe augmente, diminue ou se stabilise sous renormalisation. Selon Ie
cas, Ie parametre est dit "essentiel" (pertinent), "non-essentiel" ou "marginale".
La methode de WK peut aussi donner lieu a la generation de nouveaux
parametres lors du changement d'echelle. II faut alors s'assurer que Ie nombre
de parametres essentiels deraeure fini afin que la theorie soit consideree cornme
renormalisable.t70'65!
Traditionnellement, la version analytique de la rnethode de WK est basee
sur la fonctionnelle de Landau-Ginzburg-Wilson (LGW) exprimee a 1'aide d'une
variable classique (f) decrivant; Ie parametre d'ordre emergeant a 1'approche de la
temperature critique Tc. II est generalement accepte que 1 aspect quantique des
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correlations soit une donnee non essentielle lorsque les fluctuations critiques a
temperature finie sent dominantes.
L'approche de Bourbonnais et Caron consiste a profiter de 1'invariance
d'echelle existant dans les Q-1D pour les correlations quantiques a une particule
et ce, sur une large gamme d'energie bien au-dessus du regime critique. -
C'est ainsi qu'il est possible d'etendre tous les concepts de la methode de
WK aux variables fermioniques. Le champ de fermions "'0" joue alors Ie role
de parametre d'ordre avec lequel on construit une action en ip similaire
a la fonctionnelle LGW. Le propagateur "< '0(r/,r)<?/'*(r,T) >" qui mesure
1'autocoherence electronique est analogue a une fonction de correlation. Dans les
systemes Q-1D, Ie comportement en loi de puissance de < if)(r ,T)^*(r,T) >
signale un regime de correlation unidimensionnel caracterise par une longueur
proportionnelle a la longueur d'onde thermique de de Broglie, ^y ~ VF/TTT.
Cette dermere annonce une divergence a T = 0. Toutefois, ce point critique est
destabilise a basse temperature par la propagation interchaine a un ou deux
corps. En fait, d'apres Ie theoreme de Mermin- Wagner,l J la dimensionnalite des
correlations precedent la veritable transition est necessairement egale a ou
plus grande que deux. Parallelement a cela, on doit aussi tenir compte de
1'hypothese d'echelle etendue.l. ' -I Celle-ci stipule que les parametres du raodele
(termes d'interaction, fonctions de reponse, propagateurs) evoluent de maniere
continue jusqu'a la transition. On en conclut que les parametres qui decrivent
les correlations tridimensionnelles avant la transition doivent prendre en compte
les correlations unidimensionnelles existant a temperature beaucoup elevee.
II vaut la peine de preciser que Pinvariance d'echelle de la fonction de Green ID
a un fermion n'existe strictement que pour une transformation de 1 echelle d'energie.
La presence de kp dans 1'expression de la fonction de Green produit des oscillations
dans 1'espace, ce qui pose des difficultes lors des transformations sur 1'echelle des
nombres d'onde et sur celle des distances.
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2.4 Formulation de la methode
L'application du groupe de renormalisation se fait de maniere iterative,
t —f t -\- d£. Une iteration donne lieu a une integration partielle des degres de
liberte des champs de fermions sur un intervalle Ep(£) — Ep^ -\- d€) = Ep(£)d£
des deux cotes du spectre d'energie. La largeur de bande ID effective apres
cette iteration est donnee par 2EpW = ^Ep e~ .
Au debut d'une etape ^, 1'action S[ip] est separee en deux parties,
S[^} = •S'['^]< + S[^^} ou '0 designe les champs fermioniques impliques par
1'integration partielle et ou <S'['0]< ne possede aucun •0, alors que S[i^>^} est
composee de termes qui contient au moins un ^. Eniin, S[^^] se partage
en une partie libre, S ['0], et une partie perturbative Sp[ip^] comprenant
1'interaction et la contribution des champs sources,
S^,^=S°W+Sp^,^. (2.6)
Ceci permet d'ecrire la fonction de partition sous la forme de
2=11 D^D^, esy'^< I I D^DI, es°?'-^+^?'^l (2.7)
<
ou 1'action effective 5<['^*,'0]< contient tous les termes de 1'action non integres a
1'etape t. Cependant, ses parametres englobe les contributions provenant des
iterations precedentes et renferment ainsi 1 historique des correlations de haute
energie.
En vertu du theorerae des graphes connexes nous ecrivons,
Z= Z, (f D^D^ exp^*,,/>]< + ^ 2| <(5p[^,^])")o,ci> , (2.8)
/< I ^1 n!
ou ((...))o,c symbolise 1'integration dans la couche externe et est definie par
<(...))o,^//^m..)es0^)
ou
'ZlQ = D^D^, eso»'^
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L'integration partielle prend fin une fois que tous les etats entre la largeur
mitiale de la bande (^=0) et la condition -^max = ln[max(/T, T^i)/Ep] ont ete
comptabilises. C'est-a-dire lorsque 1'echelle d'energie des fluctuations thermiques
(T) ou de 1'etiablissement du deconfinement a une particule (T^i) est atteint.
Precisons id deux points techniques. Premierement, dans notre methode
et celle de Bourbonnais et Caron, les directions longitudinale, transverse et
temporelle sont traitees de manieres differentes. La direction longitudinale est
integree par couches successives alors que les directions transverse et temporelle
sont respectivement integree et som.m.ee au coraplet a chaque iteration.
Deuxiemement, dans la procedure de Bourbonnais et Caron, la partie libre
interchaine est incluse dans la partie non perturbee, S = S^ + ^j_, et cette
derniere est exprimee sous sa forme diagonale
S°y^}=^ [Ga(k)]~1 \^a(k)\
a,k
ou Ga(k) = 2^77, — £^(kyc) — t^_(kyb)\ tandis que la partie perturbative
comprend 1'inter act ion et Ie terrae de champs sources, Sp == 5'j + Sf^. L'influence
du saut interchaine s evalue ensuite soit par traitement numerique, soit en
developpant Ga(k) en fonction de t^_(kyb). Dans notre cas, la diagonalisation du
terme quadratique en presence du champ conduit a une base d'etats qui
mene a une interaction hautement non local dans la direction transverse.
C'est pourquoi nous choisissons de traiter Ie terme transverse en perturba.tion
lorsque Ep(^) ^> max(^,(^ff). C'est-a-dire que dans ce regime, nous poserons
S0^,^] = S°^,rf,] et
Sp^,i,]=St^,^+Si[i,^]+S^,^ . (2.9)
Dans la limite inverse, 1'approche perturbative de la partie transverse n'est plus
justifiee. Pour ce cas, la partie transverse est inseree dans la partie libre
qui a nouveau peut-etre exprirnee sous une forme diagonale. Le traitement se
poursuit avec une partie perturbative contenant I'interaction decrite a 1'aide de
la nouvelle base. Cette raethode produit a champ mil des resultats tout a fait
compatibles a ceux obtenues par Bourbonnais et Caron.l
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2.4.1 Contributions purement unidimensionnelles
2.4. la L'intera.ction et 1'energie propre
Les contributions ID aux termes d interaction et a Penergie propre
proviennent de Jj < (Sj)n >o,c • Pour les evaluer, Sj est decomposee suivant
^1,2 + ^J.3 + *^J,4 ' ou ^I,r comprend r '0 impliques dans 1 integration de la
couche externe. En developpant jusqu a deux boucles, nous avons tout d'abord
la correction du premier ordre a 1'energie propre ~ (Sj ^^ , celle du premier
ordre a Pinteraction ~ {S^)_ , celle du second ordre a lenergie propre
'"/ o,c
~ ( S2 r>} et finalement celle du second ordre a 1'interaction ~ (Sr')S2ri}'J'3/o,c "u ^ux——u — — .— — - .^^^.^ .- ^,z^3/^.
Dans les calculs de ces termes, nous utilisons 1'hypothese que pEp(£) ^> 1.
D'apres la figure 11, la correction du premier ordre a lenergie propre est
donnee par
^E/^:..,., _t^. (2.10)—^ J ^TTVpzujn - £a{kx.
ou e{kx) = vp(ak^ — kp) et
1'FW ... /—J
idef(e)^ 1_\[\^ f{e)de+ / _'_ • f(e)de
^Ep^di} ' ' ' J-EF^
=dtEFW(f(EFW}+f(-Ep(t)))
designe Pintegration sur un intervalle d'energie EF(£) dL Le calcul de (2.10)
est presente a 1'annexe G.2.1. En fait, tout ce quil faut savoir sur cette
contribution est qu'elle ne fait que renormaliser Ie potentiel chiraique et nous
n'allons pas a en tenir compte par la suite.
Les diagrammes decrivant la correction du premier ordre a 1'interaction
sont illustres a la figure 12. L'equation d'iteration obtenue prend la forme de
g^l + dt) = Z2Wff2W
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ou Ie facteur de renormalisation z^(d^ s'ecrit au premier ordre
Z2W =l~iSde {K01DW ~Kww}
et ou les contributions des bulles elementaires unidimensionnelles Cooper [K^}
et Peierls (K^) sont donnees par
K^(i}di = vpT^ ^x GW(k^Gl_D(-k^)
w.
K[^)di = -VF^Y^ -1-dk^ G\D(k^)GW(z^k^ - 2^) .
D'apres 1'annexe (G. 2.2) nous avons que K^[i) = K^[i) = 1. Par consequent
z^[dt) = 1 et (72 es^ invariant sous renormalisation,
dgi
di =0.
La correction du deuxieme ordre a 1 energie propre provient de
2 < t^J.3 >o»c ^on^ ^e diagramme contient trois propagateurs internes (voir la
figure 11). L'expression representee par ce dlagramme est
d^W=-g'iz^)^W—2fff\ /T-I2 E
iu^.iu)'.
dqx f^x nlD/Tj n ^ nlD f7J i -;-^ t^~G^^ ~^)Gf[kx + ^\ADrTj i ~
X Cr__[/C;c + 9a; — ^z
ou Qa; = (0^2kp). D'apres 1'annexe G.2.3 nous avons que
d£ r^n/~ .1-1
d^+(i)=-gtz2(t) nlD^ IL7+ (k.)](47T^):
Lorsque vp(\kx\ — kp) < Ep(t)^ cette expression conduit a la relation recurrente
suivante,
Ga,j(^x ,-1,Ep^df)
-1,= z-l(di) G^,,(fc.)| ^ = z-i(t) G»,,(fc.)
'^F[ E,
(2.11)
^ Nous suivons la notation de Solyom: Ie facteur de renormalisation associe a
1'energie propre est represente par z^ et ceux associes aux interactions Q{ sont identifies
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Figure 11: Diagrammes representant la renormalisation du
propagateur a une dimension. La correction a 1'energie
propre est representee au premier et deuxieme ordre en
perturbation. Un trait "/" sur un propagateur interne
symbolise une integration partielle alors qu'un "X"
symbolise une integration sur tous les 'q^.
ou z(d£) = 1 + Gaj(kx)d'LaW = 1 +<?J^W4 d'ou finalement
^-1W)= -n^W.
Signalons que dans ce chapitre ^3 = gt^/[27rvp').
(2.12)
D'apres (2.11), z~ (£) est proportionnel a la decroissance en loi de
puissance de la densite d etats au niveau de Fermi. Ce facteur demontre
Pabsence de quasi-particule dans les systemes ID a temperature nulle et apporte
une dimension anormale aux champs ^ (dp = ^(1 — 6),0 = ^J/4)
^aj{^x) = z-^W ^j(kx)\, „ = z-l/2W ^,,(fc.)
E,
(2.13)\E^di} v / '^v'/l^(^)
Gette dimension anormale se manifestera dans 1'interaction entre les particules,
1'interaction avec les champs sources h ainsi que Ie saut interchaine.
II est maintenant possible de calculer la correction du deuxieme ordre
a Pmteraction. La contribution du point du vertex, ^^Wi provient de
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3T2TT! < ^J.3^,2 >o>c- Comme Ie montre la figure 12, Ie developpement
perturbatif de 1 interaction contient ce terme mais comprend aussi 1'energie
propre des quatre champs attaches au point du vertex. Ceci a ete
automatiquement pris en compte par 1'application de (2.13) sur chaque pattes
externes du diagramme. On verifie bien alors que les couplages Q{ renormalisent
suivant
g,(t + di} = Zi(dt)(z-l/2W)4giW (2.14)
ou z^(d£) = 1+^/2 di est Ie facteur de renormalisation du vertex FS. Ceci
permet de verifier que z^(d£)z~ (d£) = 1 et que 1'invariance de g^ persiste au
deuxieme ordre, dg^/dt = 0.
2.4.1b Vertex a un corps et fonctions de reponse
Comme nous avons vu a la section 2.2, 1 aj out a 1 action de champs
sources h combines a des operateurs composites 0 permet d obtenir les
fonctions de reponses % . Afin de tenir compte de ces champs, la partie S^ de
Faction a 1'etape i s'ecrit en reponse lineaire
SM[^,^\E,(t)=^,^MWhM(q.)OM(q^ + c.h.
Qx
- XM(W hM\^)hM^) },
ou ZM \i) est Ie facteur de renormalisation des champs composites 0 \ }
L'equation diagrammatique de la renormalisation de ce terme est representee a
la figure 13a. Nous en tirons que
SM[t + di] = SM[i\z-\dl) + ^ (SM Si,^} _ + \ (SMSM}_ ^
o,c Z \ ~ ~ / o,c
ou Ie facteur z~ (d£) provient de 1'influence de 1'energie propre sur les
propagateurs externes entre 1'etape t et; 1'etape i -4- di et (S^ Sj-^) est determine
par






























Figure 12: Diagrammes representant la renormalisation de
1'interaction a une dimension. La correction totale comprend
une contribution du point du vertex ainsi que celle de
Penergie propre des quatre pattes externes, (z(-^)-1/2)4.
Cette derniere est representee par des cercles sans rayures
pour la differencier de la contribution provenant de 1'energie
propre des propagateurs, ^(^), (voir figure precedente). La
correction du point de vertex, FS, est representee jusqu'au
deuxieme or die.
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ou gM = (-1)M+1<?2, 9° = (0,0), g1 = (0, 2kp) et
K^Wdl = ^VF(OM(q^OMt(q^))s,c .
Nous avons done que
zM(l + dl) = ZM(^) (z-l((^) + |ffM(<0^
et en developpant z~ [d^) au deuxieme ordre
d^(ZMW),M^
~It ~=T (2.15)
ou ^M = gM — -5fj determine 1'exposant des champs composites 0 (ga;)?
(^,2).
La contribution d'ordre di du terme proportionnel a hv h s'ecrit




^(1)^ h t(^)hla(^) {OMWOMt(q^}s,
^ I .M(t) I2 ^f,?) hMt(q^hM(^}
et 1'equation d'iteration de ^ (figure 13b) prend la forme de
C'est-a-dire
-XM(l + dt, g,) = -xM(i, qx) + x(t, 9x)
XM(W = •
di






ou -^(/T,ga;) = ln(£1^/max(T, |z>^ga;|, |c<;m|)) et ou les fonctions de reponse
'' J X {^Qx) sont id donnees par
XM(W=\^MW\'2KM^(t,q^ . (2.18)
Jusqu'a maintenant Ie GRQ ne fait que reproduire les resultats bien
connus du groupe de renorrnalisation multiplicatif.l- •I Nous allons maintenant
aborder un aspect qui fait son exclusivite. II s agit de la prise en compte
des sauts interchames. A cet effet, il nous faut garder a 1 esprit que les
valeurs effectives des sauts interchaines, t\ \^(£) = z~ (^)^|o|fc, diminuent suite a
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—< ^ ^—
Figure 13: Contribution jusqu'au deuxieme ordre a) du
vertex d'mteraction avec une source externe et b) de
la fonction de reponse auxiliaire. La barre, /, identifie
un propagateur participant a 1 integration partielle, les
autres propagateurs internes sont sommes au cornplet. La
contribution de 1'energie propre des pattes exterieures et des
propagateurs internes est representee respectivement par des
cercles sans (z~ / (^)) et avec rayures (z~ (£)).
2.4.2 Apports des termes interchaines
Nous poursuivons Ie developpement de la fonction de partition en tenant
compte de 5^j_ et des termes qu 11 genere lorsque combine a Sj- et S .
Indiquons toutefois que les corrections du saut interchame sur les termes ID ne
seront pas traitees car elles conduisent a de serieuses difficultes d interpretations.
Par exemple, nous obtenons que la prise en compte du saut interchaine dans
1'integration partielle a pour effet d amplifier la contribution Peierls ID. Ce
resultat se retrouve dans la reference [71]. D'un autre cote, 1'efFet du saut
interchaine est de diminuer la fonction de reponse auxiliaire Peierls ID lorsque
celle-ci est exprimee en fonction de la temperature. Un resultat analogue est
presente a la figure 5 de la reference [89] pour la fonction de reponse Peierls a
{^kpi 0). Le fait qu'il s agit la de la composante qy = 0 d une fonction de
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reponse 2D plutot qu'une fonction de reponse de type ID comgee par les sauts
interchames ne change pas qualitativement Ie resultat: les termes de corrections
obtenus par integration partielle ont des signes contraires a ceux obtenus sous
variation de la temperature. En presence du champ, la situation est encore plus
problematique puisque 1 integration partielle indique que 1'effet du champ est
d'amplifi-er 1'influence du saut interchaine. Ceci encore une fois, semble en
contradiction avec les resultats du chapitre precedent.
La raison de ceci pourrait etre liee au fait qu en presence de saut
interchame, la temperature et la largeur de bande ID n'apparaissent pas
exactement de la meme fa^on dans les bulles de correlations. Un autre aspect
intriguant est qu'un developpement en terme du saut interchame dans Ie cadre
du calcul d'une fonction de reponse fait apparaitre une serie en puissance de
(t^/e) ou e est une variable d'integration. La moitie des termes de cette serie
changent de signe une fois 1 integration completee. Ceci peut-etre observe entre
autres dans les calculs menant a 1'equation (A. 19) de la reference [72].
Generation de 1' 'inter 'action interchame
La figure 14 illustre 1 effet combine de 1 interaction et du saut interchame
pour former une nouvelle interaction reliant des etats situes sur des chaines
voisines. On remarque qu a 1'entree des diagrammes, les particules sont situees
au niveau de Fermi de la chaine j. Par leur interaction mutuelle, chacune
d'elles atteint un etat d'energie ±EF(£). L'energie totale de 1'excitation est
done 2Ep(^)- Cette excitation est dite virtuelle car elle possede une energie
beaucoup plus elevee que la temperature. Elle n'existe done que pour un tres
court laps de temps, A^ ^ l/Ep(^), compare au temps caracteristique des
fluctuations thermiques, ^T/VF = ^-/^T. Le caractere quantique des particules est
alors dominant. Le transit par cet etat intermediaire est conditionnel d'un
mecanisme pouvant raraener ces particules a un niveau de basse energie avant
la fin de At. C'est a ce role qu'est destinee la seconde collision du processus.
Notons que puisque At est ties court, 11 est peu probable que d'autres
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Figure 14: Generateurs des termes d interaction interchame
dans les canaux Peierls a) et Cooper b). Les lignes brisees
de la partie gauche symbolisent 1 interaction entre particules.
On remarque que Ie saut coherent interchame de paire
electron-trou est conservatif en ce qui concerne 1'energie
initiale et finale. Au contraire, Ie saut coherent interchame
d'une palre Cooper ne 1 est pas.
Dans Ie cas d'une paire electron-trou (figure 14a) nous observons que la
seconde interaction autorise effectivement un retour des deux particules sur la
surface de Fermi tout en conservant 1 energie totale. Au contraire, cela n'est pas
possible dans Ie cas de la paire Cooper en presence du champ (14b). Le
processus illustre en b) devient done un mecanisme de brisure de paires lorsque
ujjj > T, c'est-a-dire lorsque Ie gain d'energie de la paire ne peut etre fourni
par les fluctuations thermiques.l
65
Les termes d'echange Cooper (M=0) et Peierls (M=l) dont nous venons
d'illustrer Ie mecanisme sont obtenus, dans Ie cadre du GRQ, a partir de
^,(5^5u,2,+^,2_)=-i ^ ^(^)0M*®0^(g) e^i. (2.19)
<lx ,3
p==±l,±2
En presence de spin on doit diviser Ie membre de gauche par 2L J pour ternir
compte de la repartition de 1'interaction sur les degres de liberte de charge et
sur les trois orientations de spins. ^J Nous trouvons selon 1 annexe G.2.6 que
fMW ^ TTVF Ve2(1-^ [l + AM(^, ^)] , (2.20)




II faut remarquer ici que AU((^J^)^) est positif. De ce fait, il semble
signifler que 1'effet cyclotron augmente 1'amplitude du generateur /u. Ce resultat
est plutot curieux puisque 1'analyse des pattes externes au paragraphe precedent
suggere que ce processus nest pas conservatif et qu en fait, leffet cyclotron
induit un mecanisme de brisure des paires Cooper attachees au •fcerm.e
generateur interchame. II serable done que 1 integration partielle ne contient pas
toute 1'information contenue dans un diagramme. Comment peut-on prendre en
compte ce qui se passe au niveau des pattes externes? Une possibilite serait
d'appliquer la regle d'or de Fermi. Le poids statlstique devrait alors dependre
du rapport entre la partie non-conservee de 1 energie et une autre energie qui
devrait etre soit la temperature, soit la largeur de bande a 1'etape i. Nous
n'irons pas plus loin sur cette question et laissons a d'autres Ie loisir de
1'explorer.
Concentrons-nous plutot sur Ie terme generateur du canal Peierls. Pour
cette contribution, notons qu'en 1 absence du champ, il existe deux possibilites
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de transitions dans Ie regime d'echange. Dans la premiere, Ie terme de saut
interchame au second voisin est tres faible et Ie vecteur d'onde du parametre
d'ordre responsable de la transition est q^ = (2A;^,7r/6). Le terme generateur
produit par Ie saut mterchaine au second voisin est alors (t^b/^b) P^us petit
que celui etabli pour t^ et pourra done etre neglige meme en presence de
champ. Dans la seconde possibilite, Ie saut interchame au second voisin est
suffisamment fort pour que Ie vecteur d onde de la transition soit different de
q^. Le rapport entre les termes generateurs n'est plus [t^b/^b) • ^n presence du
champ, on devrait observer que Ie vecteur d'onde de la transition approche la
valeur q^ a rnesure que Ie champ augmente.
Une etude detaillee du cas ou la transition en champ nul se produit a un
vecteur d onde different de q^ necessite un terme generateur incluant des termes
d'ordre plus eleve que (t^/Ep^)) , ceci afin de tenir compte de la competition
entre les deux types de saut interchaine. Nous delaissons ce cas et supposerons
qu'une transition dans Ie regime d echange se produit au vecteur d'onde q^.
Du point de vue des etats d energie inferieure a la coque externe, /J
contribue a un couplage efFectif interchaine. Pour i < -^max? la contribution
generee qu'il faut ajouter a S s'ecrit
Sl±,2 = - E VM(t, q) OM*(g) OM[q) + cA. , (2.22)
9,M
ou q = (<?a;,9y), g=(^n,q) et les OM (q) sont donnes par (2.5). Pour les
memes raisons qu'en (2.19), Ie raembre de droite doit etre divise par 2 dans Ie
cas de fermions de spin 1/2. L'efFet de Sj_^_['^,'^] dans (2.7) et (2.8) est de
produire des corrections de la forme < S^^S^^ >o,c et < Sj^ ^ >o,c de telle
maniere que les V (^q) ont des equations differentielles independantes. D'apres
la figure 15, ces dernieres prennent la forme de
^VM(t. q) = ~fM(t) cos^b) + VM(e, q)^ ln(xMW) - ( v ^ q) ) . (2.23)
Ge resultat est semblable a celui obtenu en champ mil dans la reference [24].
L'equation (2.23) est reamenagee sous la forme




ce qui permet de trouver facilement la solution generate de 1'equation hornogene
'=0),(z.e. fM
-MVM (f, q) =
c
(2.25)1 - CXMW
ou nous avons utilise (2.17) et ou C est la constante d'integration de 1'equation
homogene associee a (2.24). Par la methode de la "variations des constantes",









• - XM(t') x~ (2.26)
Nous aliens presenter maintenant les trois regimes de renormalisation que 1'on
peut extraire de ces equations: 1'echange interchame, Ie regime d'emboitement
antiferromagnetique et Ie regime de champ magnetique fort.
l+dl
L-/^'
Figure 15: Diagrammes pour la renormalisation de
1 interaction interchame.
2.5 Regime cPechange interchaine
La condition necessaire ici est T^ > max(T;gi,a^-) ou T^ est definie
comme la temperature de deconfmement des paires Cooper (M = 0) ou Peierls
(M = 1) et est determinee par V c^ —1. Dans un tel cas, V se dirige vers
les couplages forts a Tw^ et est responsable de Fetablissement des fluctuations
critiques au-dessus de TM. La forme particuliere de V (^, q) dans (2.25) et de
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V (^, q) dans (2.26) limite la portee d'un traitement analytique. Nous allons ici
negliger Ie terme RPA contenu dans (2.25) et faire 1'analyse V a partir d'une
region en energie suffisamment loin de TM. Nous obtenons alors que
VM(q, i} ^ V ^ TTVp cos(qy) VMxMW [^MW + C7M(c^)] (2.27)
ou
T^M
TMW = Tu(i) - ^
2-2^--yM '
T^M , ^ ^_9.fl--VM'rM (£) = e(2-29-7 )< et
2^ ^Af
^Mf,^_ ^_ AMf,.,^ o _ n\e" 1 ^) ~
^C) = A-[iJff,t = ^ 4_^_' M •
ou A (uJfj^= 0) est donne par (2.21). En plus de permettre une evaluation de
Tjv^, 1'equation (2.27) permet une estimation des temperatures critiques TM a
partir du critere de Stoner,
\7M(
I-^QXMW=O (2.28)
ou ic = ^(Ep/Tc). Dans les prochaines sous-sections, nous presentons les
expressions de Tlvj en champ nul en terme de J, 9 et V . On peut en retirer
2,
les temperatures critiques en posant simplement que Tm r^L <2T1{ . Par la suite
nous etudierons 1'influence du champ magnetique sur ces temperatures.
2.5.1 Champ mil
D'apres (2.27) Ie critere du deconflnement a deux particules s'ecrit;
iM^Af,
'-,M.—M(O .\^rMig ^\ _^clvl(p ^\_ _v ^ \^x:i = vmxm {W1 (^) = ^ (^)^ _^_ ^M\'vM^M^ ) (2-29)
ou ^2 = }.H(EF/TI^). Parmi les deux formes presentees ci-dessus, celle que 1'on
doit choisir depend de la limite consideree: couplage faible (2— 20— ^M ^> 1/^2),
marginal (|2 - 26 - ^M\ < 1/4) et fort (2 -20 - ^M < -1/^2).
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Dans la condition de couplage faible, T (£) domine XMW dans
Pentramement vers la transition. La deuxieme forme de (2.29) est choisie et on
en tire que
vlv1^^ e2(1-^2 = 1
2 -26 - 7M + VMXM(42) ^ - ^'
cTou
1
VM \ 2 - 20
lAf _
;2 tf \ n n n M i:Ti A/f / r-i /m M\^M2 - 20 - -yM + VM(EF/TM)^M
ou on admet que Ie terme proportionnel a V au denominateur ne devrait pas
etre grand devant 2—2^—7 puisque Ie couplage faible signifie que 7 <$C 1.
Dans Ie cas du couplage marginal, c'est la premiere forme de (2.29) qui
est la mieux adaptee. On trouve de plus que T^ (^2) = iy.2 d'ou
mM _ ci f^Mn \1/7
1^ =Ev[Vmi '•)
ou la presence du logarithme dans Ie coefficient est caracteristique du
marginalisme. En plus de V et de 7^ , 1'ordre de grandeur de Twt suffit pour
x
obtenir Ie membre de gauche.
Enfm la limite de couplage fort s'evalue aussi a partir de (2.29). Ici










La structure generale du comportement de T1^ en fonction du couplage
genere est done T^ ^ (vM^ ^ ou ^2 = max(2 - 2^,7M) est 1'exposant
de deconfinement dimensionnel du raecanisme de saut de paires.^ II est a
remarquer qu'a couplage faible, (^^ fait intervenir 1 expos ant associe au produit
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de deux champs fermioniques '0, alors qu a couplage fort 11 fait intervenir
Pexposant associe aux champs composites. Dans Ie cas marginal, les deux
exposants ont la merne valeur. Ceci est en accord avec Ie fait que la densite
d'etats a une particule diminue au profit des etats composites a mesure que Ie
couplage augmente.
2.5.2 Avec champ magnetique
L'influence du champ magnetique sur T^ s evalue facilement si on sex
restreint a un champ relativement faible de maniere a justifler Ie developpement
de TI12 au premier terme dependant du champ.
Au lieu de (2.29), nous trouvons alors que
1 = Vlx\W)) [Tl(^(ff)) + Cl(u,H,t^W)\ . (2.30)
Nous rempla^ons ^2 (H) par ^2 - ^T(H)/T^, ou ^2 = ^2(^f = 0) et











et par definition de ^3,2, on a que V1^1(^2)T1(^2) = 1, d'ou
AT(ff) _ CI(^H,^)
^ -Tl(^)+71Tl(^)
Rappelons que C (i-^jf,^), T (^) et T (^) ont ete definis lors de la presentation
de 1'equation (2.27). Les cas de couplage faible et marginal donnent a 1'ordre Ie
plus bas en champ magnetique respectivement





ou dans Ie cas marginal, 71 peut etre remplace par 2(1 — 6). Pour Ie couplage
fort, 2 — 2(9 — 7 < 0, 11 faut seulement prendre garde qu'il existe trois situations
differentes selon que 4 — 29 — 7 verifie > 0, ^ 0 ou < 0. Nous obtenons
respectivement pour ces trois cas
r^l2-2'-71'/ i
.1. _ Al(^^2)






L'ensemble des resultats que nous venons d'etablir ci-dessus est compile au
tableau 3. Le point essentiel est la prediction, dans Ie cas du canal Peierls et
pour H <^ T^ L, d'une augmentation de la temperature de deconfmement des
paires et de la temperature critique suivant Ie carre du champ magnetique.
Selon ce result at, Ie champ magnetique encourage la realisation de la phase
onde de densite produite par Ie mecanisme de saut de paires. L'etude des cinq
regimes montre aussi tres clairement que Ie taux de cette augmentation diminue
progressivement lorsque Ion passe dun couplage faible a un couplage fort. En
fait, Ie coefficient de proportionnalite de (uJff/T^M(H = O))2 passe de 1'ordre de
1'unite, dixieme ou est negligeable respectivement pour un couplage faible,
marginal et ties fort.
2.6 Regime de saut coherent a une particule
Lorsque Ie couplage nu g^ est suffisamment faible, Ie crossover
dimensionnel est produit par Ie processus de saut interchame a une particule
plutot qu'a deux particules. La temperature caracteristique de ce crossover est
notee T' i. Ce cas survient lorsque la condition V ~ —1 n'a pu etre atteinte
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Tableau 3: Variation relative due a 1 effet cyclotron




















avant que T i 2^ t^/Tr(t^/ta) A ) > c^ff ne survienne. Nous avons alors que
T^i > T^2 et ^2 est non-essentiel. Pour un couplage repulsif, une instabilite
d'onde de densite (i.e. canal Peierls) de modulation (2A;^,7r) est susceptible
de se manifester grace a 1'emborfcement de toute la surface de Fermi.
Cependant, la presence d'un terme de deviation de cet emboitement, t^^
provoque un affaiblissement de cet etat onde de densite. Get afFaiblissement sera
progress! vement centre par 1'efFet cyclotron a mesure que Ie champ magnetique
augment e.
Id, 11 n'est plus possible de faire un developpement par rapport a
t^z~ '1(^)/2£'^(^), la partie anormale de la fonction de Green ID est maintenant
trop importante. II faut plutot utiliser une base qui diagonalise toute la partie
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quadratique de 1 action. Une partie du travail est simplifiee par Ie fait qu'avec
la disparition des proprietes ID, disparait aussi 1 interference entre les canaux
Cooper et Peierls. L'approximation des diagrammes en echelle est done ici
justifiee. Toutefois, suivant 1'hypothese des lois d'echelle etendues, ce sont les
valeurs renormalisees de 1'energie de coupure: Ep —>• T i et du couplage :
gM —> gM — V (£ a;i,q) qui doivent apparaitre dans les expressions decrivant la
somme des diagrammes en echelle.
La diagonalisation complete de la partie quadratique de Faction se
fait en transcrivant 1'action totale en terme des variables de Grassmann
4)a,m{'lui)n}kx ~\~ rnQ} defmies par une expression similaire a (1.21)
^a(kx) = Y^^a,m(wn,kx + mQ) l-m(a\, a\') (2.31)
ou A = ^t^/uJff, \' == t^/LJfj et Z(,) sont donnes par (1.45). Yakovenko^ y-l utilise
une transformation semblable mais avec \' = 0. Par cette transformation, la
partie quadratique de 1'action s ecrit
so[r,^] = s°^ + S_L = ^(Ga(fc)]-1 |<?W|" (2.32)
ou [Got(k)]~ = iuJn — £a(kx) alors que les parametres d'ordre OM (2.5)
deviennent,
0°(-q) = ^ ©L+pff+PQ) ^,p(A^,A,i) e-'^y ,
m,p
01(g) = ^ e^(g+pQ) 2p(A,i(g,),A'^^)) e-^/2 ,
p
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ou Q = (zuJn = 0,Q,qy = 0) et
Yrn,p(^i) ^x1) = ^m+p(—^a;i?—^2!i)^m(—^3;i,—^a;i) ,
©L+p(9+^)= \j^ Z;^-,n(-^)^+,n+2m+p(^+^+P^)e~m^
^
^ Y^_(-k)^(k-}-q^pQ) el(2m+^ ,N^L ^
n,k
©lp(q^-pQ) = ^ ^ ^,n(^)<^+,n+p(^ +9^ 4-pQ^) e-inqy ,
n,k^
^ ^_(k)^(k+q+pQ) e^kv^ .N^L
k
Nous avons defini ici que Qx = (^n,Q), ^xl(cly) = ""^A^i cos(gy) et




sont les valeurs renormalisees a i i respectivement de \ et de A . L'operateur
®2m+p0?+^(3) ( ^ue ^on va abreger par ©^i^p ) correspond a une paire
de particules separees par 2m + p chames de Wannier alors que 0^(g + pQ)
(abrege par 0^) correspond a une paire particule-trou etendue sur p chames de
Wannier. A partir de raaintenant et jusqu'a la fin de cette section Ym,p, 1-p,a et
1-p\ representent les notations abregees de ^m,p(A 1,^3;!), 2p(o:^i,/?^i) et de
^p(^n ^x1)-
L'integration partielle de Wilson-Kadanoff (2.8) se poursuit en prenant S
exprimee par (2.32) comme partie non-perturbee et '5rp[^>,^)]='5'j,2D[^*)<^]4-
S^[(f)*^(f>} comme perturbation. Selon Ie canal Ie plus divergent, M=0 ou 1, la
partie interactive Sj~^j^[4> , <^] prend la forrae de





s},w = Z1w E G'W (el>^(p-?')/2 + c.c.) ip,^,a
P,P/,9
ou
7'M (n . ^\—~.M!(I .\ -F5-MGM(^^)=9M(^)-VM(t^,qy).
Enfin, Ie terme de champs sources s exprime suivant,




,l(^\ _ yl^r_ _^-^vP/2 ^ r0 ^ — .yO^r , ,r ^~iQvnou Zp[q) = z^{q)l.p^ tvi' , et 2^pW = 2;"^<?J-Ln+p,A2-n,Ae ~'y" •
Traitons d'abord du cas du canal Peierls (M=l). L'equation differentielle




et se ramene a
dgl(i,q)= [Gl(t,q)} Y^lJf^(QlN(g+NQ)Qlff(q+NQ))5,c. (2.33)
N
Par un calcul similaire, Ie vertex a un corps s'evalue a partir de
dlnz^q) = gl^I^(QlN(q+NQ)Qlff(q+ NQ))s,c . (2.34)
TV"
Ges deux equations se combinent pour donner
(Un (^q)) =d\nz^q) (2.35)
mats la dependance de z^(^'q) sur Q (^, q) nous oblige a resoudre d'abord
(2.33) directement a 1 aide de
[©lNQ+NQ)©N(q^NQ))^c




ou A(ga;5^) = vp(qx + NQ). Gette expression presente Ie comportement suivant,
;el^(g + NQ)QN(q + A^))5,c ^ ^-
2rrvF
pour \A(qx,N)\ < EpW et decroit rapidement lorsque \/\(qx,N)\ > EpW-
Apres integration complete entre \e\ = T i et Ep(£) nous avons
Gl(f n} = Q ^^qV\







Le choix de qy ei celui du numero de phase N sent dictes par la recherche du
maximum de ]Z^(—2A/i(g'y),—2A/i(g'y)) . La contribution la plus divergente
est alors donnee par vpqx = —Nujjj. De plus, les contributions telles que
muJff |^> T' i ont une amplitude tres faible, ce qui perrnet d imposer une limite
a la somme sur m: \ m |< T^/^j-f-
A partir de (2.35) et de (2.37), les fonctions de reponse auxiliaire et
normale s ecrivent
x\l^= , ^(ixl\.. ^.
^•qj=(l_gl(^,q)^,q))2
et
1 1... f^ rf^
Xl(^,q) = Xl(^i) - ^Xl(^i) /_, /, _ ^,, "^Al. ^27T^ v w~/ Jx^ (l-^(^i,q)xl(^q)
Si on neglige les corrections aux lois d echelle provenant de la presence de
m dans Ie denominateur de (2.38), une transition de phase est prevue a la
temperature,
T,l=T^(ff)exp(-^^ ,2 \,. fl.J ' (2-39)
^mJm+^(^lA1)
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ou Ie dans ^ nous rappelle que la somme sur m est bornee aux limites
etablies plus haut. L equation que 1 on vlent de trouver pour T^ possede une
forme similaire a celle obtenue par Chen et JVtaki L J et Montambaux et
coll. LZO>^yJ Les differences sont que: i) les termes de saut interchames tfj et t^
sont reduits par Ie facteur (T i/Ep) , ii) Ie nombre de phases a prendre en
compte est fini et decroit avec Ie champ, ill) Ie nombre d'onde qy est defmi de
maniere a avoir qy = TT pour la phase N = Q. A une phase /^ donnee, Ie
parametre d'ordre est lie a une paire electron-trou ou 1'electron et Ie trou sont
separes par N chames de Wannier.
Considerons maintenant Ie comportement de T^ par rapport au champ en
presence d'un emboitement parfait et dans Ie regime de coherence transverse a
une particule. Dans ce cas, ^i(qy) = 0, Ie nombre d'onde du parametre d'ordre
Ie plus divergent est q^ = (2A;^,7r) et seul Ie facteur Z^(0,0) = 1 contribue.
L'expression de la temperature critique devient alors,
^(ff)=^(ff)exp[-^-l^
ixl^y = 7rJ
ou Ie champ magnetique se raanifeste sur la temperature critique par Ie biais
d'une diminution de la temperature de deconfinement selon (1.41). D'autre part,
Q (ly, ^,q ) augmente par Ie biais de V (H). Lorsque Ie champ est suffisarnment
faible pour justifier Ie developpement, on obtient,
A,£f) ~- ,^vl(q:!xlL. i f ^ V, (2.40)
Tcl(0) - (&(q,4i,ff=0))2 2





respectivement pour Ie couplage faible et marginal. Puisque V est negatif et
Al(c^jj,^i) positif, 1'evolution de Tc est determinee par la competition entre
1'augmentation du couplage d'echange interchame et la diminution de la
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temperature de deconfmement. Le premier efFet est susceptible d'etre dominant
dans la region de chevauchement entre Ie regime de deconfinement a une et a
deux particules.
Dans Ie cas du canal Cooper, si on ne retient que les termes qui
conservent la quantite de mouvement, on trouve que
dQ (^, qy)Fm^p^rn^
= (G (i,qy)} ^ ^m^,m3,p3^m3,p3,m2,p2 < ^ '2m^-{-p^m^+p^ >o,c ,
m3>93
ou Fm^p^m^ = Im^p^\Im^\Im^p^\Im^\ e^mi-m2/l.
^(0 . ^_ G°(^i,qy)
l'qyi^l-60(^,gy)x°W '
et la fonction de reponse Cooper est donnee par
x°W =
y ^ de rz(£+A(^,p)/2)-n(-£+A(^,p)/2)^ / ^ ,
^JE^]^F 2£
(2.42)
Le fait de ne garder que les termes qui conservent la quantite de mouvement
conduit a la perte de toute dependance sur qy dans ^ (^). Cette fonction de
reponse possede done un caractere unidimensionnel. Ce point est appuye par Ie
fait que la moyenne sur qy de (2.38) represente la partie ID de la fonction de
reponse Pelerls et reproduit une expression semblable a celle ci-dessus,
,1^_V- [Txl de n(£+A(<^,p)/2)-n(-£+A(^,p)/2)
^JE.^F 2e (2.43)
x^+p(A,A')^(-A,-A') .
II semble done que (2.42) n'est pas une expression adequate pour Ie traitement
du canal Cooper dans ce regime tridimensionnel et qu une superposition de la
forme (1.68) serait preferable.
Signalons qu'il est possible d'evaluer les corrections provenant du saut
interchame sur les contributions ID de la section 2.4.1 a partir de (2.43) et de
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(2.42). La limite de champ faible est par centre plus difficile a executer et
1'analyse ne peut qu etre numerique ou basee sur un developpement fait a
partir du regime de champ fort. Dans cette procedure, la definition et Ie
comportement des termes generateurs sont legerement differents.
2.7 Regime de champ fort
Lorsque Ie champ magnetique est suffisamment fort, uj}{ > Tj,i, la
procedure de renormalisation est executee jusqu a 1 energie de coupure
Ep^ff) = LL>H sous laquelle A = A^ = ^tbz~ (^H)/U}H- L'efFet du champ
magnetique sur Ie propagateur a une particule ne peut plus etre traite en
perturbation. Nous utilisons encore ici la base de fonctions propres (2.31) mais
en considerant cette fois que t^(£f{) est negligeable.
La partie libre et la partie d interaction locale de Faction renormalisee
pour i > IQ deviennent alors,
SQ{4> ^} + s^_{4> *,<^} = ^ (%7m(A^) (f)a,m(kx)(t)a,m(kx)
o:,/;,m










X <p-a(Wa(kl) ez(m^+P(^2-^i)) ^
s{{^^}= Y^vl(e,qy)4(\H){Qlpt(9+pQ)QlpG+pQ)+c-c-') '
g,p,p'
.-Lou \fj = 2t^z~ (^H)/U)H e^ finalement
9^H^m^P} = 92 ^ ^n+m+p(A^-)Jn+m(-Aff)Jn(-Ajj)Jn+p(A^-) .
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Ne tenant compte que de 1 interaction interchame au premier voisin et a 1'ordre
^H (V01I> ^6- 1^)» 9(^i rn^P) se result a,
52(^,0,0) =<?2^ff) ^32(1 -A^),
ff2(^,0, ±1) = 2ff2^.ff)4l(-^f) ^?2^/2,
ff2«ff,±l,0) ='i9l4^H~)J±^H~)J±l(->H) —ff2^/2,
g^H, ±1, ±1) = ff(^f, ±1, Tl) = S2^(^)^l(^)^Tl(-^) ^ ff2A^/4
(2.45)
et prend la valeur zero pour les autres valeurs de m et de p. Dans (2.44), nous
n'avons retenu que les processus de g<^ et V qui conservent la quantite
de mouvement. De plus, V ne sera exprime qu a 1 ordre A^-. Enfin, les
contributions de V sont exclues puisqu elles proviennent de generateurs ou les
particules sont trop eloignees de la surface de Fermi pour Ie present regime.
A 1'ordre /\jy, il n'y a que g(^O^O) qui intervient dans 1'energie propre
ID. Le facteur z 1(^) est alors obtenu de
^ln.-lW=-0(l-^)2,
z-\l} = ^-l(^)e-()(l-2W-^),
ou z~ (£ff)= e~ H et ^=5J/4. Cette quantite apparait dans la contribution
au deuxieme ordre de 1'interaction locale. II est clair que z~ 1(^) diminue et
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Figure 16: Processus apparaissant a i = Iff et developpes
au deuxieme ordre de t^ff)z~l(£ff)/uJfj: (a) propagateurs
ou champs au vertex, (b) vertex d'interaction intrachame,
et finalement (c), (d) et (e) vertex d'inter action interchame.
En (c), la paire electron-trou n'a pas d'etendue interchaine,
alors que dans (d) et (e) 1'electron et Ie trou sont separes
par une distance interchame.
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Par (2.45) et (2.44), 1'interaction se separe en une partie locale Sj-^-j et




Sl,Wl = ^^Ulp(e,qy)Q^(q)Q],(q) ,
k,q
U^H. qy) = V\^H. qy) + 2<72^ 1,0) cos(^)
^ 32>H cos(9v) [2 _ 2^- ^1 + 1] '
U^^H^y) =^2(^0,p) +te(^P,ri+^2(^-P,p))cos(<^)
=-^(l+cos(,,/)).
La partie locale, (7^, 0,0), ne change pas sous la renormalisation puisque
la partie libre de Faction dans (2.44) est unidimensionnelle. Au contraire,
1'interaction interchaine U^(^qy) sera renormalisee. Ivlis-a-part 1'absence de terme
generateur, 1'equation diagraramatique de la renormalisation de U^Q^^qy)
presentee a la figure 17 est tout a fait similaire a celle de la figure 15. Par
consequent, son expression mathematique prend la forme de (2.23),
'TA \\2
^U^y) = U^(t,^(xl(^y) - [up=o(t^ (2.46)
ou U^Q(£,qy) = U^Q^,qy)/27TVp. Sa solution s'ecrit,
ULn^H^y)^~£H)'
Up=»(t,qy) = — yr"^.'olV [t —: •
i+up=o[tH'qy) r ^l(i'w
l+ r^{W' Jt,T
Le cas de U^^ est different, sa renormalisation par Sj-yyj- n'est que
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Figure 17: Equations diagrammatiques pour la
renormalisation dans 1 espace reciproque pour Ie regime
de champ fort: a) Equation pour U^Q(£,qy)^ b)
Ul(^qy)=U^^qy)+gl^O^±l) et c) ^,0,±l).Le
deuxieme diagramme du membre de droite de c) decrit un
processus dans Ie canal Cooper.
deux parties. La premiere, U (^), qui est renormalisee a la fois par Sj-^j et
^IW± e^ l'au^re? 5f(^0;p)) qul n'est renormalisee que par <5ji^j_. Les equations
diagrammatiques correspondantes sont presentees a la figure 17b et 17c
respectivement. Elle nous permet d ecrire que
^~,1/« _ ,-4^ ^ ,-/-0. (^Wf , ^WM,±i)yw^^w-^
^,0,±1) = (^^ -ff^,0,±l) ) gl(^^'±l)
84
On peut montrer que Ul(l)/Q 1(^, 0, ±1)'\/^°(^)) est un invariant egal a
cos(qy)/-\/~)(°(li{). La solution donne alors pour U
avec
Ai, . , _ ^(tH^y)VxaW/X°(W
'^qy)= —— ^^ _-_ ^ ^ —, — •~^^^ft^)^
\W ^H
Pour les champs sources, nous avons,
.M(q)hM(~q)OM(q) =. ZM (~q)hM (~q)<S>S[ (q)
.M^ _ ,M^ J t7q(fe) si M = 1^ (q) = .m (g) ^ ^^ ;; ^ ^ ^
^i.¥r. ^ - (-l)M+lff2(l - >2s) + UM^t) -ffj(l -2A2)/2 ^ 7M*^m^o-?^ = —-—3——-—— = -Y
ou on remarque qu'ici 1'apport du saut interchame est de reduire 1'amplitude
de la correction du premier et du second ordre en g^. Finalement pour la
susceptibilite auxiliaire nous avons
X^) = X^H,yu'(t-1^ , X^H,9)^e^.
De ces resultats, on deduit 1'existence de regimes critiques a qy = TT pour
les deux signes possible de g<i. On obtient aussi que la temperature de transition
en fonction du champ magnetique decroit en lois de puissance. C'est-a-dire :
/-r/i ..\1/71*
^0-H(^°)
~ UJ-^-w , , „> o
(-u\W\^'
p=±l ^ ^H [—^
-(2-20-7°')/70' „;
~ uj^" - ' // ' , si ^2 < 0-
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Ces resultats sont qualitativement similaires a ceux de Yakovenko.l- -I Les
principales differences avec ce dernier sont que 1'exposant de 1'energie propre 6
et celui de la susceptibilite sont modifies par les processus d energie plus elevee
que LJff.
2.8 Resume du chapitre
Le formalisme expose dans ce chapitre suggere que la dependance
de la temperature critique en fonction du champ magnetique presente les
comp crt ement s suivant s.
Dans Ie cas d'une transitions de type onde de densite (OD) produit




ou c diminue lorsque 1 interaction intrachame, ^3, augmente.
Le cas d'une transition survenant dans Ie regime de de confinement est
beaucoup plus complexe. Lorsque T^\ est sufB.sarnment plus grand que 2~^2, la
temperature critique diminue en H par confinement dimensionnel induit par Ie
champ. D'un autre cote, il existe un domaine de Ty^i et T^ ou la diminution
de T^ causee par Ie confinement dimensionnel se trouve en competition avec
P augment ation provenant de 1 interaction d echange. De plus, puisque Ie champ
ameliore les proprietes d'em.boitem.ent, la deviation a Pemboitement (^26) e^
1'efFet cyclotron sont en competition. Ainsi, t^ a pour efFet d'abaisser Tc alors
que Ie champ vient contrer cet efFet. Si la deviation a I'em.boitement est
suf&samment importante pour detruire 1'ordre OD a champ nul, une cascade
de transitions de phase semi-metallique apparait a mesure que Ie champ
magnetique augmente. Ces phases sont caracterisees par une onde de densite
dont la modulation varie de maniere abrupte avec Ie champ magnetique.
Enfin a champ magnetique eleve, la temperature critique decroit avec Ie
champ magnetique selon une loi de puissance qui depend du couplage. Get etat
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est genere par des paires electron-trou liees localement et se propageant de
chaine en chame. Gette phase se manifeste en continuite avec la derniere
phase de la cascade discutee au paragraphe precedent. La figure 18 represente
qualitativement la plupart des comporteraents que 1 on vient de discuter.
Dans Ie cas du canal Cooper, nous n'avons discute que du regime de
champ fort. Ce cas donne lieu a une phase d'onde de densite formee par des
paires electron-trou telle que 1 electron et Ie trou sont separes par une distance
interchaine.1 yj Celle-ci se developpe dans Ie canal Cooper et fournit un exemple
d'un etat onde de densite genere par Faction combinee d'une interaction
attractive et de 1 efFet tunnel interchame de paire. Cette phase apparait done
lorsque la phase supraconductrice a ete frustree par Ie champ magnetique.
Un mecanisme tout a fait similaire peut-etre responsable de 1'apparition
d'une phase supraconductrice dans les conducteurs organiques Q-1D. C'est
-a-dire qu'a champ magnetique nul et sous bonne condition d em.boitement, ces
systemes deviennent des isolants magnetiques (ODS) a tres basse temperature.
Le terme d'interaction interchame genere provient du saut coherent de paires
electron-trou. Lorsque 1'on augmente la pression, 1 et at ODS est frustre par
la reduction de la qualite de 1'emboitement. A une pression critique, cette
frustration est telle que la phase ODS laisse place a une phase supraconductrice
generee dans Ie canal ODS. Dans ce cas, les particules sont separees par une








Figure 18: Comportement qualitatif de la temperature
critique de la phase onde de densite en fonction du champ.
CHAPITRE III
EfFet Zeeman et processus Umkapp
Ce chapitre est consacre au systeme unidimensionnel de fermions de spin
1/2. Nous y aborderons 1 application du GRQ sur 1'effet Zeeman et prendrons
en compte une partie interactive comprenant la diffusion vers 1'avant, la
retrodiffusion et la diffusion Umklapp. Pour plus de generalite, les interactions
dependrons de 1'orient at ion relative des spins. Le comportement des exposants
que nous obtiendrons pourra par la suite s'inclure aux resultats du chapitre
precedent.
La question de 1'efFet Zeeman et du mecanisme Umklapp sur les systemes
unidimensionnels a deja donne lieu a de nombreux travaux. Parmis ceux-ci
signalons: Ie traitement de 1 effet Zeeman par la sommation parquet pour Ie cas
d'interactions independantes du spin g^ j_ = g^\\ ,1- -I Papplication du groupe de
renormalisation multiplicatif (GRM)1 '° J et de la bosonisationl-00-! au traitement
du mecanisme Umklapp et enfin, les travaux utilisant 1 une ou 1'autre de ces
deux techniques pour Ie traitement de PefFet Zeeman en presence d'interactions
dependante du spmt30)79'88J et de la deviation au demi-rempUssage.l-81'30'79! Vu
1'etendu des travaux sur Ie sujet, notre contribution consiste surtout a regrouper
les resultats deja publies. En fait, Montambaux et coll. ont deja presente une
partie de cette synthese. Toutefois, nous examinerons un plus grands nombres
de parametres d'ordre. Ceci apportera quelques modifications aux diagrammes de
phases du conducteur unidimensionnel presente aux references [30] et [79]. Plus
precisement, les diagrammes de phases que nous allons exposer representent une
compilation des resultats de ces chercheurs, ceux de Kimural-0^ ainsi que ceux
de Giamarchi et Schulz.t88^
3.1 Presentation du modele
L'interaction entre Ie champ magnetique et Ie spin des ferznions sep are la
bande du spectre en deux sous-bandes de spins opposes distantes de deux
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fois Penergie Zeeman, 2c^^ = l^pH (figure 19). Par consequent, Ie niveau de
remplissage des etats depend du spin et du champ magnetique. Les nombres
d'onde de la surface de Fermi ID s'ecrivent alors kp^- = kp — ujz VF e^
kp^ = kp + <^z/VF- ^ es^ a-clmis^- J que cette levee de degenerescence conduit a
une coupure en energie pour la retrodiffusion entre deux fermions de spins
opposes, 5'i,_L. En fait, comme Ie montre la figure 20a, Ie transfert d'une
particule de kp^- a —kp^ implique, par conservation de la quantite de
mouvement, un transfer! de —kp^ a kp ^ + 4a^ /vp de la seconde particule.
Cette derniere se retrouve done a une energie 4tL>^ au dessus de la surface de
Fermi. Ce processus ne conserve pas 1 energie et devrait etre inoperant a basse
temperature.1 'OU'^J D'un autre cote, la figure 20b montre qu'il est possible
d'imaginer pour g^ j_ un processus conservant a la fois 1 energie et la quantite
de mouvement. Dans ce cas, 1'energie mimmale de la paire est 2u>z ce qui fixe
Ie seuil d'energie et de temperature ou ce mecanisme peut exister. Entre ^ujz
et ^uJz-i ^ y a done une dependance importante du processus g-^^ sur les
nombres d'ondes impliques et cette interaction disparait completement sous
^Z- Par consequent, les phases qui necessitent une retrodiffusion s'afFaiblissent
et peuvent meme disparaitre sous 1 effet Zeeman.
a)
(0
Figure 19: Particules separees par ~ 2kp apres la levee de
degenerescence causee par 1 efFet Zeeman. En cercles pleins:
particules de spins opposees (a) et de meme spin (b)
situees sur leur surface de Fermi respectives. La quantite de
mouvement totale est 2^jgH/VF en (a) et nulle en (b). En
cercles vides, les etats de nombres d'onde kp et —kp.
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a) b)
Figure 20: Quelques exemples shematiques impliquant g^^:
(a) processus non conservatif ou 1'energie de la paire
augmente de 4c<^, (b) processus conservatif mais Penergie
minimale de la paire est 2c^.
A champ mil et a bande demi remplie, Emery, Luther et Peshell-ou-l ont
montre que la retrodiffusion g-^ j_ agit sur Ie spin de la meme maniere que la
diffusion Umklapp agit sur la charge. Montambaux et coll.[ °u'^yJ ont prolonge
cette idee en indiquant que 1 effet Zeeraan influence g\^ de la meme m.aniere
que 1'ecart au demi remplissage influence ^3. On peut done reprendre les
elements du paragraphe precedent pour Ie compte du rnecanisme Umklapp.
Cette fois, c'est la charge qui est transferee d'un cote a 1'autre de la surface de
Fermi. L'analogue a 1'energie Zeeman est id 5^ = vp \ (7/4 — kp \ ou G = 7T/a
est un vecteur du reseau reciproque. Dans Ie cas d'une bande simple, com.me
par exemple la bande 2tcos(ka) ou la bande linerarisee, S^ mesure bien
1'ecart du potentiel chimique par rapport a sa valeur au derai remplissageJ On
comprend done que (73 cesse d'etre pertinent aux echelles d'energie plus petites
que 4J/^. Les deux rnecanisrnes de diffusion que nous venons de discuter sont
done ties sensibles a la brisure de symetrie des degres de liberte qui leur est
t Cette interpretation ne tient plus pour une bandeID plus complexe, comprenant
par exemple un saut au second voisin, parce que kp = 7r/2a ne correspond plus a une
bande demi rernplie.
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associee: brisure de la symetrie '[—^-^ dans Ie cas de g^ j_ et de conservation du
nombre de particules sur chacune des branches dans Ie cas de ^3.
Dans ce chapitre, 1'action est decrit par
S°[r,^= ^ G^1(M I ^(fc.) I2 ,
Q)s)^
SiV^]=
- 2^ S ^({•SWS,Si(^l +^)?/)*-Q,^(^2 -^)1/)-a,S3 (^2)^0,54(^1) ,
{o;,{s},^,(fj
- 2^ S ^,sfcl + o^x)^-a,-s(kx2 - o^x + a5)^-Q,-s(^2)^a,s(^l) ,
{^,s,^,5j
(3.1)
ou ^({5}) = (-1)1 (^j|^,s/s3,s4+^,±^,-5/s3,-5j ^2,53 pour i=l, 2, et 5
designe la projection du spin selon z.
Le GRQ s'applique ici selon les memes etapes qu'a la section 2.4.1. Les
diagrammes conduisant a la correction au premier ordre des vertex d'interactions
F^ D et r^j_ sont presentes aux figures 21, 22 alors que la figure 23 presente
ceux participant au premier ordre de F^. Le deuxieme ordre de 1'energle propre
s'obtient des figures 21, 22 et 23 en reliant deux champs externes de meme spin
et appartenant a la meme branche du spectre. Ceci elimine toutes contributions
provenant de g^j^ et de g^. Enfin, les diagrammes participant aux corrections
du second ordre de F^u, F^^ et F3 sent presentes aux figures 24 et 25.
Deux points sont a souligner. Premierement, 1'identification des diagrammes
qui disparaissent aux basses energies necessite de porter, lorsque c'est possible,
les pattes externes sur la surface de Fermi resultant de la levee de
degenerescence cause par 1 effet Zeeman. La coupure infrarouge qui apparait
dans ce cas est EpW = ^z- Deuxiemement, 1'integration partielle ne prend pas
automatiquement en compte que la contribution d'un diagramme doit disparaitre
aux basses energies. Ceci arrive lorsque seul 1 eloignement des pattes externes
par rapport a la surface de Fermi en est la cause. L'exemple Ie plus frappant
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est I'interaction g-y^ a, 1'ordre zero. II n y a pas d integration partielle mats on











Figure 21: Diagrammes Cooper a 1 ordre dune boucle des












Figure 22: Diagrammes Peierls a 1'ordre d'une boucle des
vertex F^s.s'): (a), (c) et (d), et r^(s^s'): (c). De plus, les
diagrammes (e) et (f) interviennent respectivement dans













/' ^-^ \ x̂ \
Figure 24: Diagrammes a 1 ordre de deux boucles des
vertex T'i{s-[^s^), i= 1,2,3. Les points pleins representent
une interaction g-[(s^^s^) ou 5'2(51;52) alors que les points







Figure 25: Details du diagramme (a) de la figure 24.
I/energie propre a 1'ordre de deux boucles, s'obtient des diagrammes des
figures 21 et 22 en connectant deux propagateurs externes appartenant a
la meme branche a = =b et possedant Ie merne spin. Les diagrammes qui
renormalisent g-y ^ et (73 sont done elimines de ce calcul. Les diagram.me qui
contiennent g^ et g^ doivent etre etudier a part. Dans Ie cas de g^^ 11 s'agit
des diagrammes d'energie propre obtenus a partir de 21b lorsque les spins des
pattes externes sont opposes et de la figure 22a lorsque les pattes externes out
Ie meme spin tout en etant d'orientation contraire a la bulle interne. Si 1'on
impose aux deux pa/fctes externes d etre a leur niveau de Fermi respectives,
1'un des propagateurs internes est necessairement a une energie elevee et ces
contributions disparaissent lorsque t > l^- Les memes conclusions s'appliquent
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aussi aux diagrammes d'energie propre contenant gj construient a partir de e)
et f) de la figure 22. Us disparaissent lorsque t > £jj.
Le calcul des corrections a 1 ordre de deux boucles sur les couplages
n apporte rien de nouveau sur ce que nous avons appris jusqu ici: les corrections
a 91. ± e^ a 93,1. ^e inei"-e que les contributions de ces derniers aux autres
couplages disparaissent aux memes seuils qu'etablis ci-dessus.
f
3.2 Equations de renormalisation
3.2.1 Renormalisation des couplages
Lorsque H < min^^-,^/-), nous obtenons done les equations de
renormalisation suivantes
d^ „ ^ 5:L+?1,_L^





M~93 = ~g39p ~ ss~^p
d . , ^.^ „ . 3?2 i +3?j^In(^))=-^-^
ou
9a = 91, || - ^2,|| + ^2,± = ^ + 2^,_L , 9p = 5fl,|| - 5f2,|| - 5f2,± >
da =(gl-g^)/16 , 9, =(^-s,j)/16 ,
alors que {^} = {gl^vp} differe d'un facteur 2 par rapport a la definition
du chapitre precedent. Les deux premieres equations de (3.2) sont associees
aux degres de libertes de spin tandis que la troisieme et la quatrieme sont
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associees aux degres de liberte de charge. Ces quatres equations traduisent
la separation spin-charge manifestee par les modeles unidimensionnels et
quasi-unidimensionnels.
Les points fixes de deux premieres equations differentielles sont
(9^ ?l*,±, ^) = (signe(^)4^,0,^)
et
(%,ffl*,l,^)=(-2,±2,~3/4).
Le premier point fixe, de type marginal, correspond a la limite de couplage
faible. II n'est stable que lorsque go- >| g\^ |. Le second, de type universel,
est atteint lorsque go- <\ g\^ \ et correspond a la limite de couplage fort.
Ce dernier donne lieu a un pseudo-gap dans les degres de liberte de
spins et ne devient un vrai gap qu'a temperature nulle. Par 1'application
d'une procedure de renormalisation autour de la solution exacte de Luther
et Emery,^00! Montambaux1 UJ trouve que ce pseudo-gap survient lorsque
ia = ln(^/A^) < mm(^) ou
A,/^ ~ |?^|1A2-2^)
ou Ka- = \ I , 1 ,„ . Ge resultat confirme en fait celui de Lutherl-00^ etablix(7-Vl-W2
pour un modele d'une chaine de spin X-Y-Z.
La situation est similaire pour (^,^3,^,?) en rempla^ant ^o-, ^ij_, Ocr et
KO- respect! vement par gp, ^3, Op et Kp. Dans ce dernier cas, Ie point flxe en
couplage fort donne lieu a un pseudo-gap dans les degres de liberte de charge.
II faut souligner ici que puisque Ie traitement fait ici est de type perturbatif,
les exposants que nous obtiendrons en couplage fort ne sont pas exacts.
Toutefois, ils fourniront bien les tendances du systeme.
Pour tenir compte des coupures, 11 suffit d'eliminer g-y^ lorsque
i > t^ = ln(£^'/2a^) et (73 lorsque ^ > £jj = ln(£1^/2^). On trouve alors que
0a- devient
9a(t < tz~) = g2Mz) = ^ + sl^tz)
97
et que Qp devient
9p(t<iz)=9^u)=ep+9^u) •
3.2.2 Fonctions de reponses auxiliaires





°^X^T) = ^ ^' ^,s(^^)^+,s/(^,7-) ,
Q;,S
ou ,^=0,1,2,3 indique la polarisation selon la direction du temps et des axes
ec, ?/, et 2;. Enfin, M identifie Ie canal de correlation Cooper (M = 0) et Peierls
(M = 1). Une bande pres du demi remplissage necessite de tenir compte pour
Ie canal Peierls, des champs composites de lien (U=-l) et de site (U=+l)
definient parj89]
01,u(x,r)=^O^r)+U01;(x,r)) .
D'une maniere analogue a la section 2.4. Ie, 1 evaluation des fonctions de
reponses debute par la renorrnalisation des vertex a un corps dont les
diagrammes sont presentees a la figure 13. La seule difficulte id est de faire
suivre les signes provenant des matrices de Paul! de (3.3).





.M,U __^ j^_:.ou les g^'1"' sont detims par
91QU~±W = 92,\\W - 9l,\\W - 9l,±W - UgsW
=-^W-^W-Sl.±W-Ug3W
9^=±W = 32,1 + Ugs(t)
=-^p+^+^3W
gl,u=±W = g^(t) - g^(l) + g^(l) + UgyW
=-^(i)-^i)+g^(i)+UgsW
•"" "" (3.5)
9°oW = -92,lW - 3l.±W
= ^gp(i) - ^(i) - g^[t)
3?,2W = -92,±W + 3l,\\W
= ygpW + ^)
9°3W = -92,±W + 9l,lW
= ^9pW - ^9aW + 3l,lW •
lorsque i<i^^ijj. Remarquons que g\^_ leve la degenerescence entre les phases
^ = 0 et ^ = 3. Celles-cl s'interchangent sous Ie changement de signe de 5fi,j_.
D'autre part, un changement de signe de ^3 echange les ondes de densite de
site pour des ondes de densite de lien et vice versa, g^ —^ 9^ • Enfin,
gy. ^ g-[ j_ leve la degenerescence entre les phases g^ et 9\^' Pour lever celle
entre les phases gM et gM \ 11 est necessaire d'introduire un couplage
que nous n'introduisons pas ici.
A partir de (3.5) et des points fixes identifies a la section precedente nous






Id, les fonctions Po-(^) et T)p(-^) tiennent compte des effets transitoires des
fonctions auxiliaires provenant de 1'energie propre tandis que /Po-,^(-^) et
^,,1 W contiennent les effets transitoires n'appartenant qu'aux fonctions de
reponse auxiliaires. Nous traitons d'abord les degrees de liberte spin et
determinons la valeur de 7^^ et les expressions de T)p(^) et 'Da ^(£) pour
different type de couplage. Ensuite, nous presentons nos resultats concernant la
partie charge: 7^ , 'Dp(^) et P^ (4.
Degres de liberte de spin
g-y ^ =0 < go- reproduit directement Ie comportement au point fixe du
couplage faible,
'a
~2 l-\c -. 5'Cr n/l -. 9a-
=9^cr/16 ' 7(7,0,3 =-^-2^ , 7<r,l,2 = ^- - 2^<
et T)cr,^(^) = 1. Les phases ji = 1,2 sont divergentes alors que celles ou [t = 0,3
sont degenerees et non divergentes. Le cas de g\ j_ |< go- mene aussi a ce type
de point fbce, mats cette fois des termes transitoires sont presents,
^^ lf^^
(gl-9^)/16, ^(,,3 =-^-20., ^1,2=^-20,






OU % = •\/?o- —^1.± = ^V^- Compare au cas precedent, on note que 'Da-W est
responsable d'un ralentissement de la decroissance de la densite d'etats, que la
phase ^ = 3 est legerement favorisee par rapport a ji = 1 et finalement, que les
phases /u=l,2 sont toujours celles qui divergent. Toutefois, leur degre de
divergence a diminue.
Dans Ie cas ou go- <\ g\^ , nous negligeons les efFets transitoires et
obtenons une forte reduction de la densite d'etats des excitations de spins,
0^ = 3/4. De plus, les exposants 7cr^ dependent du signe de g-[ j_:
7(7,0 ~ 7(7,1,2 ~ -5/2 , 7cr,3 ~ 3/2 pour g^^ > 0 ,
7(7,0 ~ 3/2 , 7(7,1,2 ~ 7(7,3 ~ -5/2 pour ^^ < 0 .
La phase divergente est done /u, = 3 dans Ie premier cas et fi = 0 dans Ie
second. Signalons que la divergence de la phase \i = 3 n'a pas ete mentionnee
par Mom.tam.baux et coll, I- ' -I mais ete signalee plus tard par Giamarchi et
Schulz.L J Les exposants etablis ci-dessus sont compiles au tableau 4. Rappelons
ici, qu'il s'agit d'exposants obtenus par developpement autour de la limite de
couplage faible.
Discutons maintenant de 1 efFet Zeeraan sur 1'araplitude des divergences
fonctions de reponses auxiliaires que nous venons d etablir. Tout d'abord, dans
Ie cas ou g-[^ = 0 < ga^ Peffet Zeeman n'a aucune influence sur la divergence
des phases et la phase ,^=1,2 est toujours celle-qui dom-me. De mem.e lorsque
9o~ > |p'l,±l? ^a phase dominante reste encore ^ = 1,2. En fait, 1'introduction de
1'effet Zeeman provoque 1'occurence du point fixe de couplage faible a, I = i^-
Les exposants deviennent alors pour H > t^
M^>^)=5^)/16,
^,0,3=-^-2^>^),
7.,1,2 = 5^) - 2^(^ > tz}
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Tableau 4: Exposants des fonctions de reponse



























































et les termes transiants deviennent des constantes multiplicatives
'v^>^z}=^\- i i9'i^}.3^2
'0
i^ ^zf^)_^_,J,4>T>a,o{t>lz)=^P^j  ^
^,l^>^-xp{^(-^^)^},
i'7 /~,tz f9a(^z) 1Ja , ~ ^ ^l
/^7,3^ > ^) = exp <j y (^ "*1^ - y + ^I,_L J c^ .
Puisque dans Ie regime de couplage faible go- diminue sous renorraalisation
jusqu'a son point fixe et que 1'effet Zeeman provoque prematurement ce point
fixe, 1'exposant de la phase dominante (,^=1,2) augmente sous 1'efFet du
champ alors que ceux des autres phases diminuent.
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Pour Ie cas ou go- < \g^_ , Ie terme Zeeman ne se fait sentir que s'il est au
moins comparable au gap des degres de libertes de spin 1^ > ^cr.L J H parvient
alors a afFaiblir la phase dominante, ,^,=0 ou /^=3, et a y apporter une
modulation. Notons que dans la regions 0 < go- < |fifl,j_|, Ie regime de couplage
fort est beaucoup plus long a survenir que lorsque go- est negatif. Geci augmente
les possibilites d une manifestation de 1 effet Zeeman qui peut provoquer un
changement de la phase dominante : c est-a-dire de passer de /^ = 0 ou 3 a
^=1,2. Un exemple de ceci est la transition spin-flop ou 1'on passe d'une
phase antiferromagnetique uniaxiale (M = 1,^=3) a planaire (M = 1,^=1,2)
sous 1'effet du champ.
Dans tous les cas presentes ci-dessus, on obtient par Ie calcul des bulles
elementaires Peierls et Cooper, que Ie vecteur d onde du parametre d'ordre
en champ nul est qx = ±2fc^ pour les phases de type onde de densite et
q^ = 0 pour les phases supraconductrices. On verifie aussi que Ie terme Zeeman
n'affecte pas la modulation du parametre dordre des phases ^ = 1, 2.1-ll)ou-l alors
qu'il modifie celle du parametre d ordre de la phase ^ = OL ' UJ et aussi
celle de la phase ji = 3. Cette modulation supplement aire est q^ = ±2c^g-. La
modulation du parametre dordre devient done q^ tel que: q^^=2kF-^-2qz^
q^^ = 2kp^ q^ 3 = 2qz et 9^ = 0. Geci s'observe directement de la figure 19. On
y remarque en effet, que la quantite de mouvement d'une paire de particules de
branches differentes, a = ±, posees sur leur surface de Fermi respectives est
donnee par kp g — kp g/ = (s — s')ujz!VF^ !s'1^ s'agit de paire Cooper et par
a(kp g + kp gf) = a2Kp — a(s + 5 )^zlvFi s'll s'agi^ d'une paire electron-trou.
Dans Ie cas Cooper, ceci donne lieu a une phase supraconductrice inhomogene
alors que dans Ie cas Peierls, 11 s'agit de la superposition de deux ondes de
densite, chacune decrivant la propagation d'une paire electron-trou de raeme
spin. Ce dephasage par Ie champ magnetique provient de la difference de
population entre les charges de spin ^ et celles de spin 4--
Degrees de liberte de charge
Pour ce qui est de la partie charge, les comportements sent tout a fait
similaires a ceux produits par la partie spin. Dans Ie cas ou g^ = 0, les
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exposants sont donnees par Op='gp/16^ 7^ = (—l)M'(Jp/2 — 26p et aucun effet
transitoire n'est present. Si gp < 0, les phases dominantes sont de type ondes de
densite de modulation 2kp alors qu elles sont supraconductrices et uniformes
dans Ie cas inverse.
Pour Qp > \g^\ ^ 0, les phases divergentes ne peuvent qu'etre
supraconductrices et Ie comportement des exposants rejoint celui du point fixe
de couplage faible
^=(^-5J)/16, ^=(-1)^-2^.
Les termes transitoires sont alors donnes par
Vp(t)=exp^-J jgsdi^ ,
^)=exp{/;(|-|')^
^M=1,U=±1^^ _ _„„ J /> ('9^ 9p rr._ -^ j^/^iT^~"±W = exP \ I [f - f - Ur]^ J di'
ou g*p = •\'g p —'g^i rl0 = 1» ??1,2 = 0 e^ 773 =:= ~1- La divergence des fonctions
de reponse supraconductrices est done affaiblie par g^ et est naturellement
amelioree a partir de t > ijj. Les exposants deviennent alors
9pW) ^.Offf^ 0__\ _ / ^\M'9p[tU,ljp[t > tu) = r^~' Tp[€ > €u) = [-Lr " '^ ' - '^^u}
ou ^(^)=4v/^+?32?/).
En couplage fort, gp < \g-^\^ la contribution des degres de liberte de
charges apportent 1'exposant 6^ = 3/4 a 1'energie propre, tandis que 1'exposant
M,U _^ ^__^/p^ es^ donnee par
,M=0 . _ _ ,M=1,(7=1 _ ^M=1,U=-1 _
'7^=0,1,2,3 = ^,0 ' = ^,1,2,3
M=1,U=1 _ .,M=l,y=-l^"i7'T~l=^F'"~-±=3/2
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pour ^3 > 0 et par
.M=0 . _ _ _ ,M=1,(7=1 _ ^M=l,(7=-l _
^=0,1,2,3 =^,1,2,3 =^,0 ' =-^
M=1,U=1 _.M=1,(7==-1
^,0 ' =^,1,2,3 =6/'z •
pour (73 < 0. Les phases divergentes sont des ondes de densite accrochees au
reseau sousjacent. Dans Ie premier cas (^3 > 0), il s'agit soit d'une onde de
densite de charges sur les liens (ODG~) ou une onde de densite de spins sur
les sites (ODS+). Dans Ie second cas ((73 < 0), 11 s'agit soit d'une onde de
densite de charges sur les sites (ODG+) ou de spins sur les liens (ODS-). De
fa^on analogue a 1'effet Zeeman, la deviation au demi remplissage 4J/^ doit etre
suf&samment grand pour vaincre Ie pseudo-gap. La modulation de 1'onde de
densite est alors modifiee et celle-ci n'est plus accrochee au reseau.l
Tableau 5: Exposants des fonctions de reponse










































3.3 Les diagrammes de phases
Aux figures 26 (<7i,± = <73 = 0), 27 (^i,l 7" 0,^ = 0) et 28
(^^_^^:0,p'37^0) nous presentons les diagrammes de phases (ga-^ gp) tires des
resultats precedents. II faut remarquer qu'aux figures 27 et 28 la ligne 5fi.j_ qui
separe les phases ,^=1,2 et les phases ,^=0,3, ainsi que la ligne \g^\ de la
figure 28 qui separe les phases supracondutrices des phases ondes de densite.
L'information contenue dans ces figures est particulierement condense. Pour en
faciliter 1'interpretation, Ie lecteur devrait se familiariser avec Ie tableau 6.
Dans ce tableau, ODG et SS designent respectivement 1'onde densite de
charge et la phase supraconductrice singulet, alors que ODS-XYZ et ST-XYZ
representent les trois orientations de 1'onde de densite spin et les trois
orientations de la phase supra-triplet. L'indice + ou - des OD signifle une onde
de densite respectivement de site ou de lien. Get indice est fixe pour Ie cas ou
<73 > 0. II faut prendre Ie cas inverse si ^3 < 0. Enfin pour Ie cas ou ^3=0,
1'OD n'est accroche ni aux sites ni aux liens. D autre part, Ie signe de g^ ^ n'a
pas d'influence sur les phases fi = 1,2.













































La figure 26 correspond au diagramme de phase du modele de Luttinger
pure. II se caracterise par un haut degre de degenerescence, notamment celle
entre les phases ODC et ODS-Z et celle entre les phases SS et ST-Z. II se
caracterise aussi par Pinsensibilite a 1'effet Zeeraan au niveau de rempllssage.
Un modele correspondant a la figure 27 ne sera sensible qu'a 1'effet
Zeeman. L'action du champ sur les degrees de Uberte de spin deplace
progressivement la ligne representant g\ ^ vers de 1 axe go- = 0. Dans cette partie
du diagramme, les phases ^ = 0, 3 sont alors remplacees par les phases /u = 1 2.
IYi 9P
Figure 26: Diagrammes de phases (go-, gp) pour
g\ ^ =93 = 0. Les phases I, II correspondent respectivement
a ST-XYZ et ODS-XY, alors III correspond aux phases
ODC et ODS-Z et enfin IV identifie SS et ST-Z. Les
regions numerotees avec indice comprennent deux phases
divergentes, la moins divergente des deux est indiquee par
1 indice.
L'effet Zeeman se manifeste sur un modele decrit par la figure 27 de la
meme maniere que pour un modele decrit par la figure 26. De plus, puisque
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cette fois g^ 7^ 0, ce modele sera aussi sensible au niveau de remplissage. L ecart
au demi-remplissage aura pour effet de deplacer la ligne de ^3 vers 1'axe
Qp = 0. Les phases OD seront alors progressivement remplacees par des phases
supraconductrices.
Figure 27: Diagrammes de phases (^o-, Qp) pour ^ j_ ^ 0,
(73 = 0. Les chiffres romains ont la meme signification que la
figure precedente, a 1 exception que la degenerescence des
phases ODC et ODS-Z est levee ainsi que celles des phases
SS et ST-Z. Ill et IV identifie respectivement ODG et SS
si g^^ < 0 ou ODS-Z et ST-Z si g^^ > 0.
3.3.1 Examples de quelques modeles
Parmi les autres modeles fermioniques unidimensionnels couram.ment
utilises, on retrouve celui ou 1'interaction est mdependante du spin, Ie modele
de Hubbard et Ie modele de Hubbard etendu. Le diagramme de phase de
chacun de ces modeles sont des cas particuliers de ceux presentes a la figure 27














Figure 28: Diagrammes de phases (go-, gp) pour g\ j_ -^- 0,
g^ ^ 0. Une nouvelle degenerescence est levee, celle entre les
ondes de densite de site et de lien. II identifie ODS-XY::t et
Ill identifie ODCT (^,_L < 0) ou ODS-Z± (^^ > 0) selon
que ±g^ > 0,
Tout d'abord, pour Ie modele d interaction independante du spin, nous
avons que g^ ^_ = ^j| ~> 9ii d'ou go- = ^i et 9p = 91 — 2^2 • Son diagramme de
phase sur les figures est done donne par la ligne go- = g\^ si g\ > 0 et par
la ligne decoupee lorsque g\ < 0. Dans Ie premier cas, les phases ODS-XYZ
(ST-XYZ) sont degenerees et divergent lorsque gp < 0 (gp > 0). Dans Ie second
cas, c'est la phase ODC (SS) qui diverge.
Le modele de Hubbard pure correspond a g-^ ]] = 0 et g^ j_ = g^ = —gp = [7.
Son. diagramme de phase se resume au deux points dessines sur les figures 27
(^3 == 0) et 28 (p'3 = ^)- L'axe |^3| doit etre toutefois deplace vers la gauche si
la condition de demi-remplissage n est pas verifiee exactement. D un autre cote,
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la version etendue (U^V) du modele de Hubbard est decrit en g-ologie par
g^^ = 2V cos(2kpa)
S2,|| = 2^
ff2,_L = U + 2V
91,1 = 93 = U -{-2V cos(2kpa) = go-
d'ou —Qp = U ^r 4V — 2V cos(kpa) = go- — SV sin2 (/c^1 a). Son diagramme de phase
sera done Ie meme que celui du modele d'mteraction independante du spin.
Ainsi, Ie modele de Hubbard, etendu ou non, aboutit a des phases invariantes




D'apres Ie chapitre 2, nous sommes parvenus a unifier les resultats du
modele standard et ceux de Yakovenko a I'interieur d'un seul formalisrne,
celui du groupe de renormalisation quantique. D'une part, Ie modele standard
correspond a une theorie effective applicable a champ magnetique faible et
modere. D'autre part, Ie regime de champ fort possede qualitativement les
memes caracteristiques que 1'on retrouve dans Ie travail de Yakovenko. Toutefois,
Ie groupe de renormalisation quantique prend mieux en compte les fluctuations
sevissant aux echelles d energie elevee. Compare au modele standard et au
resultat de Yakovenko, eec! a pour effet d apporter des modifications sur la
valeur des parametres decrivant Ie comportement de la temperature critique.
Le comportement de Tc obtenue par ce formalisme presente une grande
variete en fonction du champ. Ceci s'explique par Ie nombre eleve de
mecanismes en competition: echange interchaine, ernboitement, deviation a
Pemboitement, unidimensionalisation en fonction du champ, effet Zeeman. II
faut toutefois indiquer que malgre toutes nos tentatives, nous ne sommes pas
parvenue a realiser la description detaillee des ODSIC. Ceci peut provenir de
details encore mal compris concernant 1'application du formalisme ou encore
qu'une modification doit etre apportee au modele. Concernant Ie premier point,
quelques observations sont presentees dans les deux premiers annexes.
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ANNEXE A
Groupe de renormalisation dans Pespace direct
Cette annexe propose une formulation du groupe de renormalisation
quantique dans 1'espace direct. La brisure de symetrie de translation induite
par Ie champ magnetique n'a pas dans cette representation un impact aussi
determinant que dans Pespace reciproque. Les fonctions exprimees dans 1'espace
reelle conservent leur propriete d analycite pour toutes les valeurs du champ
magnetiques, en particulier dans la limite de champ nul.
Le modele utilise est celui d un systeme Q-1D de fermions sans spin. On
debute par une description de I'interaction. Par la suite, la fonction de partition
de ce modele est exprimee sous la forme d une integrale fonctionnelle dans
Pespace-temps imaginaire. Enfin, la procedure de renorraalisation dans 1'espace
direct est developpee d'abord pour Ie systeme ID puis pour un systeme Q-1D
soumis a un champ magnetique.
A.l La partie interactive du hamiltonien
Notons qu'il ne peut y avoir d interaction sur un meme site pour des
fermions sans spin sur reseau. L interaction la plus pertinente est done celle au
premier voisin. Pour un systeme unidimensionnel sur reseau, cette interaction
prend la forme suivante :
yS^M+i^+i^ (A-1)
/
ou i^} ! est un operateur d'annihilation (creation) d'un fermion de la branche
sur Ie site /. La transformation permettant de passer des operateurs de site
-02; ,'02/4-1 aux OPeI'ateurs 1)—,l^^,l es^ definie parLDU)Dl-l (voir aussi 1'annexe C)
ei7vl .". - , -. gt7T^+l/2)a
^ = 7?^+)^ ~?/;-'^ ' ^+1 = —-v?—^~fl + v)+)^' ^A>^
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L'application de (A.2) sur (A.l) conduit aux trois termes suivants








ou la somme sur I doit se faire sur la moitie des sites. S ajoute aussi un terme
qui se ramene a V ^_/l,a '^a.^Q:^ e^ con^ribue ainsi au potentiel chimlque.
D'autres termes out trois operateurs sur lune des branches et un operateur
sur 1'autre. Ces derniers termes sont negligeables sauf dans des conditions de
remplissage extreme. En effet, la conservation du nombre d onde impose a ces
processus 1'eloignement de 1'une des particules de la surface de Fermi.
Selon la classification de "g-ologie", les trois expressions ci-dessus
correspondent dans 1'ordre a la diffusion vers 1'avant de particules de
branches differentes [g^ = 4V), a la diffusion vers 1'avant de particule de la
meme branche [g^ = 2V) et a la diffusion Umklapp (^3 = V). L'hypothese
habituellement prise dans Ie cas des fermions sans spin est que Ie terme
de retrodiffusion g\ est indiscernable de la diffusion vers 1 avant g^. Nous
reviendrons sur ce point a la section A.4.1 a.
Les diagrammes et schemas decrivant ces interactions sont presentes a la
figure 29. Pour les memes raisons qu'au chapitre 2, les processus pi, ^3 et 5'4
sont ecartes. Dans la limite du continuum Ie terme d'interaction pour notre
systeme de fermions sans spin Q-1D s'ecrit,
HI = f E / tfa ^,,(s)^a,,(:c)^-"j(:c)^j(s) (A.6)
»,J
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Figure 29: Representation diagrammatique et schematique
des interactions
,(t)ou ^ \-i(x) es^ un operateur d'annihilation (de creation) d'un fermion de la
branche a situe en x sur la chaine j.
L'effet combine de la transformation (A.2) et de la limite du continuum
conduit a une perte d'information sur une longueur de 1'ordre du pas du
reseau. Cela signifie que la vitesse de Fermi et 1 interaction g^ a introduire dans
Ie modele de bande linearisee doivent etre en fait des valeurs effectives a cette
echelle de longueur plutot que leurs valeurs nues etablies pour Ie hamiltonien
sur reseau.
A. 2 I/integrale fonctionnelle
A 1'aide de la jauge AI = (0, Hx) et de la representation
(x^ky) = (r,2;,fcy), la fonction de partition est decrite par
Z= I I D^D^eso^^+W^^+s^








Sh[r,^= E JdxhMt(x,j)OM{x,j) + c.h.
M,aJ
ou les variables " ^ " representent les champs de fermions et les operateurs
composites OM(r^x,j) (M = 0,1, sont donnes par
0°(x^) =^{x^)^+(x^) ,
01(x^) =^(xJ)^(x,j) .
Notons que les particules qui composent ces fluctuations ne sont en realite qu'a
proximites 1'une de 1'autre, c'est-a-dire sur une distance de 1'ordre du pas du
reseau. Enfm, la mesure de 1 integrale pour M. —^ oo tranches de temps est
donnee par
M
D^Dif) = , lim | || d^(iAT^x,ky) di^a^^T^x^ky) .
M —roo A
t=l X,ky
Chacun des termes d'action, (A.8) et (A.9), comportent une integration sur r
allant de 0 a /? et une autre sur 2; sur toute la longueur des chames.
La partie libre de Faction comprend un operateur defini par
G^ (s, fcy) = [G'w(s)] - + 2^ cos(/cy6 - Qx) + 2^6 cos(2kyb - 2Qx)
ou
[^(<1-^(-^-^)
alors que son inverse Ga(x^x ,ky) est une fonction qui verifie
Gal(x,ky)Ga(x,x',ky) =5(r-r')8(x-x') .
Apres la transformee de Fourier sur ky^ cette fonction se recrit
Ga,^r,r') = G^(x) I_ff(ua(x), v^{x)) e-WX-VWN (A.10)
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ou r = (X +s/2,n + A^), r = (JC — ^/2,n), n est un indice de chaine et TV la
distance en unite de b du parcours interchaine. Les fonctions Ua(x)i Va(x) et
1^- (u, i?) sont respectiveraent
Ua(x) = a— s'm(Qx/2) , Va(x) = a—— sin^as)
^H • • • • ujjj
et
00














x + iavp(r — 77)
^T
(A.13)
ou rj est un facteur de convergence necessaire seulement lorsque r = 0. Pour ce
qui suit, G^ (x) sera utilisee sous la forme de
,,„,-_,_ zaet«kF-n^u f"=
<-rcT[x) = -
27T^T . i ( x + ^'^T
sinh l—^-
(A.14)
Notons que 1'equation (A. 10) verifie
^ Ga(r,x,N)^Ga(T,-x,N) ^ k^
T^O- 2 27V
x,^0,N=0
ce qui correspond au nombre d electrons par chame et par unite de longueur.
En terme des frequences de Matsubara, les operateurs composites
0 (c^m, x, j) s'ecrivent
0°(uJm^, j) = VT^ ^-(^ n+^m,a;, J)^+(uJn^,j)
^n
01(^m,xJ) = VT^' ^t(^n+^m,2!, .7) ^4-(a^, s, j)
w.
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et on en tire que
.M,. . „ „, „. ,„ _ S2F(h,J))Cm(^m^,xJJ') = --ShM^^x^)ShM(^x'^')
=-( 01{^x^)01\^x1^1) )<
ou F(h,J)=\Ti[Z(h,J)/Z(0)].
A. 3 Analyse dimensionnelle
et loi cPechelle a Pordre zero
Les quantites de 1'action qui possedent les unites de longueur (L) sont:
vpr, s, <^y, 1/kp, ^-iQi Vp I Ob e^ VF/^2b- De plus, 1'operateur G^ (x^ky) et la
fonction Ga(x,ky) ont les unites inverses d'une longueur (L~ ). A partir de la
fonction de Green ou par la definition des champs if) (voir annexe C) on
obtient que les ip possedent les unites de L~ / . Lorsque 1 on reporte tout ceci
dans 1'action (A.8)-(A.9), on trouve que hv possede les unites inverses d'une
longueur alors que g^ est sans unite et done marginal.
Sous une contraction du temps et de la longueur longitudinale (x —)- x/^
( > 1) appliquee au propagateur G^ (x^ky)^ nous observons que pour verifler
G^(x/^,ky)=^(x,ky)
11 faut redefinir C=l/^y, k pi ^fc, ^26; ^ e^ CL;J:f suivant,
c-^^c .
Ces parametres ((3) constituent done un ensemble de contraintes a 1'invariance
d echelle.
Rappelons id, 1'effet de chacun de ces parametres sur la coherence
electron! que. Premierement, kp brise la transformation d'echelle sur x et kx de
la fonction de Green ID mais pas la transformation d'echelle sur son energie
(voir section III de la reference 24). Ce parametre signale que la coherence
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electron! que presente une oscillation rapide Ie long des chames. Deuxiemement,
,3 = 1/^y 7^ 0 indique que les effets de temperature limite 1 etendu de la
coherence. Troisiemement, t^ et t^ brisent Ie comportement ID de la coherence
par 1'apport d'une composante transverse au mouvement. En champ mil, ces
deux parametres induisent une decroissance de la coherence longitudinale au
profit de la coherence transverse. De plus, ils introduisent des oscillations
decroissantes avec la distance et se combinent aux oscillations apportees par kp.
II est interessant de noter que ces parametres (kp, tb e^ ^2b) interviennent dans
la description de la surface de Fermi et que c'est cette surface qui est a
1'origine des oscillations apparaissant dans la coherence. Enfin quatriemem.ent,
un champ faible ou modere (Q ^ 0) modifie les oscillations introduites par t^
et ^25, et limite 1'etalement transverse de la coherence. A champ tres fort,
UJQ ~^> max(^,^), 11 y a un retour au regime ID et seules les oscillations
provenant de kp subsistent.
Les oscillations que nous venons de mentionnes constituent des points
delicats dans Ie developpement qui va suivre. Le lecteur doit garder un oeil
critique et considerer notre demarche suggestive. Nous 1 aiderons dans sa lecture
en indiquant les points sensibles du fornialisme.
A.4 Renormalisation dans Pespace reel
L'integration partielle dans 1'espace reel des correlations entre champs
fermioniques est regularisee par une distance XQ(^)=XQ€ qui correspond a la
largeur des correlations integrees a 1'etape i. A 1'etape i = 0, XQ(O) = XQ est de
i'ordre du pas du reseau. L'integration partielle consiste alors a integrer les
correlations sur les intervalles [—^o(^+^),—^o(^)] e^ [xoW^ xo(^ + ^)] ou le
signe (±) indique la direction reliant la source des correlations et la sonde.
Au debut de chaque etape ^, 1'action S[Tp] est separee en deux parties,
S[^] = *S'['0]< + S[^^}. Id, <5>['0,'0] est composee d'une partie libre, 5'°['0], et






Comme au chapitre 2, les directions longitudinale, transverses et temporelle sont
traitees de maniere differente. Les distances dans la direction longitudinale sont
integrees par couches successives alors que les directions transverse et temporelle
sont integrees completement a chaque iteration.
La plupart des resultats presentes dans ce chapitre ont aussl ete derives
dans la representation {zujnix->j}' Cependant, cette representation conduit a des
calculs fastidieux et une presentation plus laborieuse que la representation
(r,a;,j). II s'avere en fait que c'est cette derniere qui la plus naturelle dans
1 espace direct.
A.4.1 Contributions purement unidimensionnelles
Les contributions a Pinteraction et a 1'energie propre sont calculees a
partir de ^ < (Sj)n >o,c par la decomposition de 6'j suivant Sj-^ + 5<7^3 + 6^4,
ou S]~ T, contient r'0 impliques dans 1'integration partielle. Ces contributions sont
presentees jusqu'au deuxieme ordre. La correction au premier ordre de 1 energie
propre est la seule qui est evaluee sur reseau en representation (iujn^la=x).
Tous les autres calculs sont faits dans Ie continuum, en representation (r,a;) et
en utilisant la fonction de Green (A. 14).
A. 4.1 a: Correction du. premier ordre a 1 energie propre
Cette contribution provient de < Sj- 3 >o,c- II apparait qu'a cet ordre les
resultats sont sensibles aux details de 1 interaction. En efFet, nous avons a
comptabiliser les correlations produites par 1 interaction sur une distance de
1'ordre du pas du reseau. G'est justement a cette echelle de longueur que la
transformation (A.2) perd sa fiabilite. On s'en convainc en observant que Ie
hamiltonien "bransforme ne possede pas Ie pas du reseau initial et surtout qu'il
contient des termes d'interactions locales alors que ceci etait interdit dans Ie
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modele initial. Nous utllisons done la version sur reseau de ce modele pour Ie
calcul de 1'energie propre au premier ordre de perturbation.
Le terme de Fock nous donne (figure 30),
-VT ^ ^*j(^n)^+77,j(^n) (^j(t^)^^^.(z^))o,c
wn^wn
^,^=±1
ou / et j sont respectivement des indices de site et de chaine. En passant,
notons que 1'on peut faire une correspondance entre cette contribution et celle
des termes de Fock du modele linearise construit a partir des processus ^4 et
g\. Le fait que g-y peut apparaitre dans une contribution de Fock alors que g^
ne Ie peut pas, demontre qu'il y a une difference entre ces deux mecanisrnes,
du mains a courte distance.
A tres haute temperature, <^y ~ a, 1'expression ci-dessus est negligeable.
Elle est evaluee, comme tous les autres qui vont suivre, dans 1'hypothese ou la
longueur de de Broglie, ^y, est ties grande devant Ie pas du reseau,
-TU^E ^nr<^,,(^nW+,,,(^))°,c = ^sin(^a) .
ZUI'.
Cette expression n'est valide que pour 77 = ±1. L'indice 77 joue un role similaire
a celui de la variable x utilisee dans les prochains calculs. L'addition de ce
•fcerme a la partie ID de 1 action libre transforme cette derniere de la rnaniere
suivante:
SID = ^ [iujn + ^a + — sin(/c^a) ) ^fj(wn)^l+r)j(wn} . (A-17)
Wn^3
7?=±1
La contribution Hartree a ete ecartee car elle n intervient que dans Ie potentiel
chimique. Par centre, Ie terme Fock a pour effet de changer la vitesse des
particules
/ ^ , 2Vasm2(kFa)\V'P=VF [ 1+^-^-A^-^) (A.18)
TTVp )
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1 I+TI 1 1±T1 1 1±T1/-^~\1 1±T1
' —->^ — z^. •—— >^^— -^ —>— <v^v\^v>^A^—>-
cU g=0 d^
Figure 30: Renormalisation au premier ordre du
propagateur par Ie terme Fock. I est un indice de site et
rj = ±1 un pas a gauche ou a droite du site /.
ou vp = 2^aasin(^a). II ici s'agit d'une contribution provenant des correlations
a ties courte distance. Son evaluation est comptabilisee a 1'etape i —r 0+ et
nous mtroduisons dans notre action effective des etapes subsequentes.
Pour les autres ordres de perturbation, nous travaillerons avec la version
linearisee de notre modele et il nous sera possible d'utiliser la vitesse de
Fermi que 1'on vient de calculer en posant V = 5'2/4. Cette fa^on de faire
constitue une reponse a la remarque faite au dernier paragraphe de la section
A.l. Mis-a-part Ie mecanisme Umklapp, les efFets residuels du reseau ne sont
important que sous un remplissage extreme (i.e. bande pratique pleine ou vide).
A. 4.1 b: Correction du premier ordre a 1 interaction
La correction au premier ordre sur FS est obtenue de ^ < Sf 3 >o,c (figure
31). La contribution provenant du canal Cooper s'ecrit
(-92)2 I dxidx^^(x^)^_(x^) (^-(^2)^+(^2)^(^l)^(^l))o,c ^-(5i)^+(^i) ,
ou nous avons tenu compte du fait que Ie facteur 1/2 devant < Sf^ >
est compense par Ie terme conjugue herraitique a celui presente ci-dessus.
L'integration partielle des correlations consiste alors a evaluer




est la position dans Pespace-temps imagmaire du centre de la trajectoire de la
paire et
x = (r,x) = (rs -n, 2:2 - a;l) (A.21)
est la distance parcourue. Enfin, %c(x) es^ donnee par
Xc(^) = G^)G-{^) = „ , ^ —^^__^ —^ ____\ (A.22)l^^Y .i(x+ WFT \ . i / ^ - WFr \
)
ou nous avons utilise (A.14) et ou les domaines d'integration sont XG [0,^],
x G [—^,Z/], T G [O,/?] et T G [—/?,/3]. Une simple identite des fonctions
hyperboliques permet de recrire
1 1
xc(x) = 27r2^ cosh(2^/^) - cos(2^r/^) ' ^A'23^
D'autre part, la fonction ^c(iujm,x) verifiant %c(x) = Sza;_ Xc(iujm, x)e~wmr,
s'obtient a partir de
1 e~\wmx\
?m' x) = 2^^sinh(2|.|/^) (A'24)
1 ^ ,~. .,. .
)(c(^m,x)=^ I xc(x) e m dr
1-/3
suivi d'un calcul des residus de 1'integrale de contour deflnit par Z = e F et
possedant une coupure Ie long de Z = 0 a Z = —1. On peut aussi 1 obtenir a
partir de
Xc{wm, x) = ^ G?u?(^n, x)Gl_D(-iun - t^m, ^)
wn
et suivre la procedure donnee a 1'annexe I.
Des expressions precedentes permettent d'obtenir les liraites statique et
instantanee de la fonction de correlation Cooper,
Xc(iujm =0,^) % ,_^ 1^1 et ^c(r = M) = 7~fl^7?- (A-25)
12;! ' 47T-^ 12;]
Remarquons que Xc['tu}rni x) presente une decroissance rapide a partir de













Figure 31: Diagrammes representant la renormalisation de
Pinteraction a une dimension. La correction totale comprend
une contribution du point du vertex ainsi que celle de
Penergie propre des propagateurs. La correction du point de
vertex est representee jusqu'au deuxierae ordre.
bosonique, determinee par Ie mode de fluctuation thermique m possedant une
longueur d'onde (r['/m P^us Pe^l^e clue x- C/eci confirme que 1 aspect dynamique
du systeme disparait aux grandes distances devant ^y.
Dans la limite x <^ ^y, cette derniere prend la forme de
1 1
XC'(^) ^ 4^2 ^| ^2+^sm2(^T/^)J (A.26)
Le terme entre crochet se ramene a une lorenztienne de largeur caracteristique
et de surface iv/vp. Si 1'on suppose que x —> 0 compare a la fois a ^y et
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tout en gardant a Pesprit que S(r) ne doit pas etre pris dans Ie sens strict,
mais qu'il indique plutot que les contributions importantes a Xc(r^x ^ ^T)
proviennent de 1'intervalle vpr G [— \x\, |ai|] considere petit devant vpP.
L'approximation faite en (A.27) revient a dire que Xc('l<JJrni x) est
independant de ujm tant que x <^ ^y. Elle traduit Ie fait que 1'interaction
renormalisee construite par les correlations a courte distance parait instantanee
par rapport a 1'echelle de temps des fluctuations thermiques. Le fait que ujrn
forme un produit avec la variable d'echelle x(£) dans (A. 24) montre que la prise
en compte de la dependance en frequence dans Xc('tu}rri) x) conduit a des
corrections sur la lot d'echelle.
Reportons (A.27) dans (A. 19). L'integration totale sur r et celle sur sur
x e {[-XQ(£ + c^), -XQ(£)] n [^o(^)) so(^ + dW permettent d'obtenir que
solW =^ fdXdr{^(r,X+)r_(r,X^-(r,X-)i,+(r,X-)47TVF J l'TV ' • /'-v ' '/1 v ' /I • v ' / ^^
+ (£y(t)^-XQ(t))}.
XQW ^r ^r XOW \
ou Xjj- = X + ^ et X- = JC — —^—. A 1 aide des frequences de Matsubara,
nous avons
SOIm = ^p TY^Jdx[^^+l^,X+)^_(wn, -Wm,X+)
{a,}
Xtl}-(wn^X-)^(wn^X-)-^- (x-^-x}
Ce resultat s'obtient aussi en exprimant (A. 19) en frequences de JVEatsubara et
en supposant que ^{zujrn^) est independant de ujm-
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La contribution du canal Peierls s evalue a partir de
(-91? I dx^dx-^ (^(x^)y_(x^)^-(x^)^(x^)^(xi)^(x^)^-(x^)^(xi))o,c •
L'integration partielle consiste id a calculer
S}(dl) = (-S2)2 fdXdf j-dx xp(^}^+(x+ )W-)^-(X+ )^+(X- ) (A.29)
ou
xp(i) = G+(i)G-(-i) = -^(S)ei2A^ (A.30)
et ou nous avons utilise
Ga(-^) = -Ga(S) eia2kFX (A.31)
qui exprime la propriete d emboitement de la bande unidirnensionnelle. La
fonction de correlation Peierls se ramene done a
^"-SN (A'32)




ou nous avons generalise Ga(r = O,-XQ^)) =-Ga(Q,XQ(^))eia2kFxoW au
produit d'operateurs ^t(T,X-)^-(T,X+) = -^_(r,X+)^-(r,X-.)ei2kFXM.
Signalons que Fusage de cette propriete est Ie premier point rencontre dans Ie
formalisme ou Ie lecteur doit developper sa propre opinion. II s'agit ici du
traitement des oscillations rapides provenant de kp mentionnees a la fin de la
section (A.3).-
Nous avons maintenant besoin d'une hypothese essentielle a Pobtention des
equations de recurrence de 1 interaction. Pour 1 introduire, resumons d'abord ce
Un autre raisonnement permet d eliminer kp du probleme. II s agit d'admettre
que di n'est pas infinitesimale et qu'en fait XQ(£Jrd£) — XQ(£) est toujours un multiple
de 2'TT/kp.
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qui vient d'etre fait. Nous venons d integrer au premier ordre les correlations
d'etendues ^o(^) a ^o(^+^) Pour en faire de nouveaux termes d'interaction. La
resolution du systeme est done passee a XQ(£-^-d£). Observons mamtenant que
ces termes d'interactions mettent en jeu quatre champs ^ repartis sur une
distance x^f. + df.)/2 de part et d'autre de leur position moyenne X. Du
point de vue des echelles de distance non-integrees, la repartition de ces
operateurs est en de^a de la resolution de 1'etape t + di. Notre hypothese est
que Pinteraction generee au point X demeure locale lorsque 1'on tient compte
de la resolution du systeme a chaque etape.
Suivant ce qui vient d'etre dit, la contributions Cooper se recrit
S°i(di) = ^-dtfdX ^(X)r_(X)^-(X)^+(X) . (AM)
alors que S}(di) = -S^(di) d'ou S^ + ^) = S^). Naturellement, 1'annulation
des contributions Peierls et Cooper conduit a un resultat trivial
puisque la partie umdimensionnelle de 1 action de notre modele
est deja un point fixe. C'est-a-dire que g^[i + d£) = z'2,(dl)g^(^) ou
z^) = 1 +^J ^ (^(^) - K^W) , ^ = ^2/27T^ et
1 pour x < ^TKM^W = \; P71
Nous avons evoque au debut de cette annexe que les correlations a courte
distance Peierls et Cooper ne se compensent pas exactement pour une bande
non demi-remplie. Nous presentons ici notre explication de cet etat de fait. On
salt d'une part que la symetrie sous inversion du temps des bulles Cooper est
pratiquement toujours conservee. Au contraire, la propriete d emboitement n est
pas verifiee exactement pour une bande non-lineaire. En efFet, il est facile de
verifier pour une bande cosinus ID que
G(wn. k - 2kp) = ^ — ^—^-^ ^ ^iujn ~ €{k — 2kp) iujn 4- e{k)
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sauf si kp = 7T/2a. Ainsi, les proprietes G(zujn'> k ~ 2A;^) = —G(-iuJn^) et
G(-T,-x) =G(T,x)ei2kFX ou
G(T,X) = ^-TV /^ et(^-a;nf) G(z^n,k)
2" ^
ne sont pas verifiees en general. La condition necessaire pour qu'elles Ie soient
est que cos(fca — 2A;^?a) ^ — cos(A;a). c'est-a-dire que 1'on. soit suffisamment pres
du demi remplissage. Cette perte de la propriete d emboitement de la bande
non-lineaire afFaiblit les correlations Peierls devant les correlations Cooper. II n'y
a done plus de compensation totale entre les deux canaux et g^ n'est plus un
invariant. Dans la pratique, ces considerations conduisent a des corrections de
1'ordre de ln(n) ou n est Ie niveau de remplissage par rapport a la bande demi
remplie.
A.4.1c Correction au second ordre du propagateur
La correction au deuxieme ordre de 1'energie propre - < Sf 3 >o,c (voir la
figure 32) conduit a Pequation suivante:
dXdr -1-dx ^(X + 5/2) ^a(x)^a(X - x/2)
ai\ -~ r ' .-. _". -. ....-_' -.. .-_ -.. (A35)
=^y dXdrj-dxxc^)G-a(-S)^a^^^Wa(X-^/2) .




X=X-{-S/2 ~ QX X=X-^-x/2
Les etapes suivantes du calculs sont reportees a 1 annexe I. Le resultat final est
assez simple





En Ie reportant dans la partie libre de 1 action, nous en deduisons que la
fonction de Green Ga(x) evolue sous renormalisation selon
G^(r,xo(t+di))=z(e) G^(r,xo(l))
ou
qui a pour solution
ou ^=5J/4.











Figure 32: Diagrammes representant la renormalisation
du propagateur a une dimension au deuxieme ordre de
perturbation. Le "/" designe 1'integration partielle sur x.
'*1 /^
Dans 1'espace direct, la dimension anormale des champs '0'. (x) est
dp = —^6 et verifie
^a,j[wn^)\i+di = z-l//2W^Q,j(^n^)|^ = 2;-l/2(f)^j(^n, x)\^Q . (A.39)















ou u = (afc — kp)x.
On salt que la contribution du point du vertex FS provient de
< Syr <^Sj^ >o,c- Comme Ie montre la figure 31, Ie developpement perturbatif de
1'interaction tient compte de ce terme mais aussi, pour etre consistant, de
1'energie propre des quatre champs attaches au point du vertex.
Calculons d abord la correction provenant du vertex, celle-ci s'ecrit:
<5?,35J,2)<V = -(-92)3 J dXdxi J df j-dx G+(ii)G+(i - £i)G_(£)G_(-i)
x^(JC+i-^i)^(Z)^(JC)^(X-5i) .
(A.40)
L'execution de 1 integrate sur x\ se fait en negligeant son effet sur les champs
ip des pattes externes,
dx\ G-^.(x\)G^[x — x\) = T ^ / dx\ G+(iuJn, 2;l)G?+(^n» x — x{)e~wnr
^n
=-ix-TY^ I dx^ G+(z^n,x-xi)e-w^f
VF
= -z-^ G^(x) .
VF
En fait, on verifie au cours de ces etapes que les seuls termes qui contribuent
a 1'integrale sont situes dans 1'intervalle |cci| € [0, |a;|], ce qui justifie notre
approximation de ne pas tenir compte des champs '0 des pattes externes durant




ou nous avons profite du fait que nous avons deja rencontre cette integrale lors
du calcul au deuxieme ordre de 1'energie propre ( voir Ie terme proportionnel a
523 ^F/ dftdx XC^G-^X = 87^
t Elle justifie aussi 1'integration complete des nombres d'ondes 'q^ executee pour
ce diagramme dans la version de 1 espace reciproque du GRQ.I
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9/9^ a 1'annexe I). Incluant la contribution de 1'energie propre, nous retrouvons
que
g,[i + ^) = ^(^) (^-1/2(^))4 ^W (A.41)
ou ici Z{[d^) = 1 + -A- est la contribution au vertex FS que 1'on vient de
calculer. Le developpement de z (di) a 1'ordre g^ conduit naturellement a
g^e+di)=g^} .
Tenant compte de 1'energie propre, 1'action (A.8) et (A.9) a 1'etape i se
recrit apres Ie changement de variable z(£)i^Y;(x) —^ ^ (x)
OL/.* ./.i _ V^ / j^ ./,* f^\ri-lSuy,1,}=^ fdi <,(5)GF^(5,0)^,,(5)
J




et ou la contribution de 1 energie propre a 1 interaction a deja ete incluse dans
A.41. Ce changement de variable n affecte la fonction de partition que par une
constante et n'a done pas d efFet sur les moyennes thermodynamiques. Elle nous
permet, par centre, de constater 1'influence de la reduction de la densite
d'etats electroniques au voisinage du niveau de Fermi sur les autres parametres
perturbatifs de 1'action: les termes de saut interchaine et les couplages. En efFet,
Ie facteur z~ [t) reduit les termes de saut interchame, traduisant Ie fait qu'une
portion seulement de la densite spectrale a une particule participe a ces
mecanismes. Le reste de cette densite est accapare par les correlations d'onde de
densite et supraconductrice.
A.4.1 e: Vertex a un corps et fonctions de reponse ID
La forme attendue en reponse lineaire de 1 action du couplage entre les
champs sources et les champs composites est
SM = ^ .M(^M*%)OM(g.) + c.h. - ^XM[W \hM(q.)\
 9
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ou z (£) et X (^-i'qx) sont determines dans les lignes qui suivent. Leurs
equations diagrammatiques ont deja ete presentees a la figure 13a. A 1 etape
i -\- d£^ nous avons done que
<M _ cM
^+£^ = 0-^ '
-^(JD\ i 1 /cMc__\ i 1 / cM cM\
+ o ^2">bJ,2;, _ + o ^2"'bT L
0,C Z \ - ~ / 0,(
ou Ie facteur z~~ (d^) provient de 1'influence de 1'energie propre sur les
propagateurs externes entre 1 etape i et 1 etape i + d£. La contribution provenant
de S^ Sj- 2 s ecrit




-M i fi ~ ^ _ o^._/^iM/~ \/nM*diK^(W = 2vvF(OM(q^Omt(^))s,c
= ^vp j dXdr -^dx ((OM(X+)OM*(^_))5,<:e'?'s + c./i.)
=^ cos ((^ - <?M)^oW) ,
(A.43)
avec q^ =0, q^ = —2kp et ou nous avons utilise (A.27) et (A.32). Pour
q^ == q^ ^ nous retrouvons
zM(i^di} = zM(t} ^z-\dt} + \gM{C)dl





Pour ce qui est du terme proportionnel a hy h , sa contribution d'ordre
di est







Met 1'equation d'iteration de \ prend la forme de








ou ^(T,ga;) = In (min( ^y/a;o? [a3o(<?z — 9a; )]~ ?so(^)/a;0 )) e^ ou les fonctions de
reponse auxiliaires ^ (^,9a;) sont ici donnees par
-M. M f/i\ i2 r^M,XM(W=\zM(t)\^K (W . (A.47)
En tenant compte des interactions, les fonctions de correlations statiques
























A. 5 Saut interchaine et effet cyclotron
Nous verrons dans ce qui suit que les efFets de dimensionnalite
s'introduisent aisement dans notre traitement dans 1'espace reel. Geci vient du
fait que la fonction de Green a deux dimensions de notre modele, (A.10),
s'exprime comme une fonction de Green ID multipliee par une autre fonction
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qui contient Pessentiel du terme de saut interchame et de 1 effet cyclotron. Selon
1'expression de ce propagateur, Ie saut interchaine a pour efFet de diminuer
Pamplitude du propagateur intrachaine et d en reporter une partie a la
propagation interchame. On s attend done que 1 apport du saut interchame soit
principalement d'affaiblir la partie unidimensionnelle des fonctions de reponse et
1'energie propre. D'autre part, la combinaison de 1'interaction intrachaine et de
la propagation transverse genere une interaction interchaine. Gette demiere est
entretenue et susceptible d et re amplifiee a, chaque etape de la renorm.alisation.
Pour evaluer ces deux contributions, nous devons tenir compte de 1'lndice de
chaine. Selon (A.9), nous pouvons ecrire Sj- = Y^-j Sj-(j) ou
Sl(]} = -32 f dX ^(X)^(X)^,(X)^(X) . (A.48)
L'apport a Pinteraction ID s'evalue a partir de ~ ^ • Sf <^(j)i 1'energie propre
de caractere ID a partir de ~ ^ • Sf^(j) alors que la generation de 1'interaction
interchaine provient de ~ Si-^i/ ^I,2U)^I^U )•
Les prochaines sous-sections traitent plus en detail de Pensemble de ces
contributions. Nous etablissons tout d abord 1'apport du saut interchame sur les
couplages intrachames et 1'energie propre de type ID. Par la suite, nous
presentons les fonctions de reponse auxiliaires et totales de type 2D pour
difFerentes limites de valeurs de champs et de sauts interchames. Nous
poursuivons avec 1'etablissement des equations de renormalisation des couplages
generes interchame. Les solutions approchees de ces equations sent discutees
dans les sections suivantes pour les canaux Peierls et Cooper en absence de
champ et pour Ie canal Peierls sous champ. En presence du champ, seul Ie
geuerateur provenant du canal Peierls sera traite explicitement.
A.5.1 Apport aux termes ID
L'apport du saut interchame sur ces termes provient des contributions ou
seuls les sauts interchames virtuels sont permis. C est-a-dire que Ie nombre de
chames effectivement traversees par les particules est nulle.
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La correction au premier ordre de 1'interaction se calcule a partir de
n^I^U}^I,2U}- ^e Peu^ se fa-ire de la meme fagon qu'a la section precedente.
Toutefois, afin mettre en evidence une dependance sur ^i nous ecrivons Sj-^[j)
sous la forme
Sl,2{3) = | ^9MWOMt(~q^OM(q.)+c.h. (A.49)
Qx
ou g M (£) = (—1)^-(^)5'2 e^ ou ^e changement d'echelle represente par (A.39)
et (A.42) sera dorenavant applique a tous les termes de 1'action. On Ie verifie
en explicitant les champs 0 en fonction des champs fermioniques ^a et en
arrangeant 1'ordonnance de ces derniers. L'evaluation de Si^(j)Sj-^(j) pour la
partie Cooper (S{f) et Peierls (S^) se fait suivant
SM(dl,j) = di 2^p (gMWf ^ KMjj(W OMtWOM{q.) (A.50)
ou
KMD(e,q^dt = ^vp (OM(qx)OM''(^))5,c .
Pour Ie cas M = 1 nous avons
K^.q^dt = ^VFTF [ dXdr ^-dx e-i^xG+(X+, N = 0)G'-(JC-,^ = 0)
J
ou N est la distance interchaine parcourue. Gette expression devient grace a
(A.10) et (A.30)
K^(l,q^= -^VF-F I dXdr ^-dx SRe e~i^x ^p{x)
L J J
X /o «(5),<(i)) ^0 (u'_(-£),^(-»))
ou u'_(—x) = z~ (^)u-(-x) et v'_(—x) = z~ (£)v-(—x). Apres les etapes
d'integration, nous obtenons
K^(t,g.) = Ke e-^+^^t) ^ (n'^(i)),^(t))). (A.51)
Gette expression tient compte de tous les sauts virtuels des particules avant de
retourner a la chaine initiale.
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Un calcul similaire pour la bulle elementaire Cooper nous donne
K^^q^d^^vpT I dxdr -l-dx e~iq-xg^(x,x^N=0)G-(x,x',N=0)L J
= 27T^4 / dxdf -^dx e~iqsxXC^)lQ «(^),<(^)) IQ (u'_(x)^'_(x))
J
c est-a-dire
K°,^} = 9te e-VoW \ly «(^W),<(^oW)) |2 . (A.52)
Observons qu'en presence de deviation a 1 emboitement parfait
K°w(9x = 0) + K^(qx = 2kp) , (A.53)
ce qui est aussi conflrme par la comparaison numerique entre (2.42) et (2.43).
D'autre part, lorsque t^ = 0 on obtient que
-^te = 0) = ^Lte = 2^) = 4 (4tbz—w- sm(QxQW/2)} . (A.54)
UJH
et nous verifions que S^(d^j)-}-S^(d^j)=Q puisque la mise en ordre normal
des champs ip apporte un signe mains dans Ie canal Peierls et que Ie couplage
(g ) est toujours positif.
Toujours sous la condition t^ = 0, trois limites de (A.51) suscitent notre



















qui correspondent respect! vement aux limites de champ nul, de courte distance
devant la longueur cyclotron et de la limite de champ fort. Les deux dernieres
limites ne tiennent compte que d'un seul aller retour interchaine pour 1'une ou
1'autre des particules.
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L'expression de 1'energie propre ID s'obtient facilement une fois que 1'on
connait sa contribution lorsque t^ = t^ = 0, En efFet, nous pouvons ecrire que
dXdr {& ^,(X+) ^(i)^,,(X_)
dXdr ^-dx^(X+) (;+(J4,0)0_(X+,0)<3_(JL,0) ^,,(X-)
et, introduisant Ie resultat du calcul de Penergie propre de la section
precedente, nous trouvons que
d
ln(zlpw) = 1&^W = ^^w (A.56)
ou
KfcW = Ke I/o «(5oW),<(5oW))|2^0 «(iioW),"+(5oW)) (A.57)
En particulier si t^ = 0 on obtient:
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Finalement, la correction au deuxieme ordre du vertex a deux corps s'obtient a
partir de
2
z^(di) =1 + ^-SRe |/o("'-(5oW),^(5oW))|'
x
xoW\ dxi
aoW /o('u+(^l)^+(^l))^o(^+(^oW - xi),v'^(xo(£) - a;i)) .
(A.59)
Les consequences des calculs que Ion vient de faire sont les suivantes:
(A.53) et (A.54) montrent que seul Ie terme de deviation a 1'emboitement est
susceptible de briser 1'invariance de g^ sous renormalisation; que 1'energie propre
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ID verra sa contribution reduite par rapport au cas ou Ie saut interchaine est
absent; et finalement que les fonctions de reponse ID, ^ et ^1 sont cette
fois donnees par
(nn(ZMp(W) , '9^KM.U.~a^ - ff2^s."ft —~ = -T^D^W - ^l-Dl
f^-M 10 ~, \\ ~;2
di^W) , ^ ^^^) _ S^W (A.60)
XMo(W = -^- XMD^^)KMD{t'~q.)dt' ,
c'est- a- dire que leur contribution sera elle aussi afFaiblie par Ie saut
interchaine. On en retire ainsi une regle generale: les possibilites de delocalisation
qu'offre Ie saut interchaine produisent une reduction de partie ID des
correlations et afFaiblissent les fonctions de reponse et Penergie propre associees
a cette dimensionalite. Geci s'interprete par Ie fait que 1'etalement des
fonctions d'onde electronique s accorapagne d'une reduction de leur amplitude.
Au contraire, Ie champ magnetique reduit 1'etalem.ent de la fonction d'onde et
augmente les caracteristiques ID de la coherence et des correlations.
A.5.2 Fonctions de reponse 2D
Nous etablissons ici les equations de renormalisation pour les fonctions de
reponse a 2 dimensions. Ces fonctions interviennent dans 1 etablissement du
terme generateur et dans Ie passage au regime critique. Les reponses auxiliaires





XM (^,q)) = -2— / XM (^,q)) ^,q)rf (A.62)
KM(t, q)dt = 2-^vp(OM(q)OMtW}s,c . (A.63)
Nous evaluons maintenant K (^, q) pour M = 1 et M. = 0:
^l(^q)^=-27T^^-y" I dXdf-1-dx ei^xJrqyN^G^x^, N)G-(x',x, -N)
N
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qui devient grace a (A. 10) et en suivant les etapes d'integration
K\q)= 9te ^eVn/_jv(t4(i),^))M<^),^))
N (A. 64)
= 9%e /o (2u_j_(^) cos(gy&/2), 2'L'_^.(z) cos(qyb)) .
Pour la bulle Cooper, nous traitons separement les cas avec et sans champ. En
absence du champ, nous avons
m
K\q)dl=^VF^^ I dXdr ^-dx (,0][X+)0]f(X-)}5,cet^x+qyt-j-3')b
^-t-^7 J
I,
= SRe eiq-x lQ(2u'^x)sm(qyb/2),2v^(x)s'm(qyb)) ,
(A.65)
tandis qu'en presence du champ, Ie problerae est beaucoup plus coraplexe. II
nous faut alors conserver pour Ku la dependance sur JC,
KO^{X)^=27T'OF^ IdTdr-f-dx {00(X^)0^(X-))^c
"J ~ ' ~ -^ J J
ou plus explicitement
K^X)di = ^VF \I_N «(^),<(^))|2 e-^XN . (A.66)
Comme dans Ie cas sans interaction, la presence de X = (2; + x )/2 dans
1'expression de la contribution Cooper necessite de considerer une dependance
de K soit sur JC, ou soit sur sa conjuguee de Fourier (G = 2NQ): Selon Ie cas,
nous trouvons
K°{q,X) = JQ (2<(^) sin(gy/2 - QX)^v^(x) sm(qy - 2QX))
et
^°(q, ^ + 2^Q) = cos ((^ + M?)2i) SRe eiNqvb \I_N (2<(^), 2<(5)) |2 .
On peut se demander id si une superposition d un type similaire a celle
proposee a Pequation (1.68) devrait ici aussi etre utilisee.
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A. 5.3 Termes generateurs de 1 interaction interchaine
Jusqu'ici nous n avons considere que les corrections qu apportait Ie saut
interchaine aux termes qui existaient des 1 et ape initiale de la procedure de
renormalisation. La propagation transverse n a pas encore ete prise en compte et
nous aliens maintenant etablir 1'effet de cette propagation sur la generation de
nouvelles interactions.
Le generateur de 1'interaction interchame provient de
S± = E 57,2(^J,2(/) = E5A20)^,20")(1 - ^')
W JJ'
et sa representation diagrammatique pour les cas Peierls et Cooper est donnee
a la figure 33. Dans Ie canal Peierls avec ou sans champ et dans Ie canal
Cooper en absence de champ, ce terme prend la forme suivante
S^(di) = -d^ E /M(9^)OM*®OM®
M,q
ou Ie coefficient / (g, €) est determine par
fM{q,t) = -^ [gMW~) ^e"^")t{OM%,j)OM*(g,,j'))a,,(l - A,,,,)
JJ'
fM(9,t) = -^(9MWf [KM(~q,t)-KM^)\
(A.67)
ou f = f /^TTVp. En absence de champ et de deviation a Pemboitement,
nous avons
-f-(^).^)(^lw^.
Une limite interessante dans Ie canal Peierls est celle ou

























Figure 33: Generateur des termes d'interactions interchames
dans les canaux Peierls a) et Cooper b). Les pointilles
indiques un parcours dans la direction transverse.
ou 1'afFaiblissement de ce terme generateur par Ie champ magnetique s'explique
par Ie confinement dimensionnel qu induit ce dernier.
Du point de vue des echelles de longueurs plus grandes que la partie
integree, Ie terme generateur contribue a un couplage efFectif interchaine. La
contribution generee que 1 on doit ajouter a 1'action totale S et qu'il faut par
consequent reporter dans (A.7) s'ecrit
s^ = -I E VM^ q) OM*® OM® + ^. . (A.69)
q,M
Dans les etapes d'integration subsequentes, ce terme produrb des corrections de
la forme < Sj-^S^^ >o,c et < SJ^ ^ >o,c de telle maniere que chacun des
V ^ (^,q) possede une equation differentielle independante. D'apres la figure 15,
cette equation s'ecrit
ivM[t, q) = 7M(^, q) + VM(t. ^9MKM(t, q) - (v ^'q}) KM(t, q) (A.70)
avec V = V /27TVF, ou encore, grace a (A.61)
^VM{t, q) = ~fM(l, q) + VM[t, q)^ 1"(XM(^, q)) - ( v (^'q)) KM (1, q) .
(A.71)
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Gette equation possede une forme similaire a 2,23 exception faite que c'est
^ (^, q) qui apparait dans Ie logarithme plutot que X (^)- De maniere
analogue a ce qui a ete fait au chapitre 2 nous trouvons que
rM(p ^ ^ c_
\-CxM(i,^)V ( )=—^M7T-. (A.72)
ou





- -.M(Pl /^x ^ ' '(^',q)
La solution exacte de ces expressions demande un traitement numerique.
Dans les prochaines sections, nous poursuivons plutot notre etude d'une maniere
approchee a partir des generateurs:
?l(^-Vle2(l-^[l-^/2)2] , (A.73)
ou H peut etre nulle ou non et
f°(t) ^ V°e2t1-^ , (A.74)
pour H = 0, et ou V = [5^t^Xo/vp] . Les termes generateurs construits a
partir de t^ seront negliges.
Pour Ie cas du canal Cooper en presence du champ, Ie probleme de
la construction de 1'interaction interchame est beaucoup plus complexe. Nous
etablissons, sans la resoudre, 1'equation differentielle du couplage genere. Le
terme generateur s ecrit
^ = -f E [dXf^(i,X)0^(X)0°,,(X)
w'
et est obtenu a partir de




K°_,,W = 27TVF I dr -^dx(0^(X^)0^(X-))ei2W-^x^3-3'
= \Ij,_j(u+(x),v+(x))\ .
L'interaction interchaine generee possede alors une dependance sur X
^-L =-\Y. dx v^x) ^W o],{x) + c.h. (A.75)
JJ'
et produit une serie d'equations difFerentielle couplees que nous presentons sous
forme matricielle
^y°(tx}=~{(tx}^l'c
di,V°(t,X) = t(f,X) + Ja0 (\a(t,X)K°((,X) +K°(t,X)V°(i,X)) (A.76)
- ^~vo(^x)K°^x)yo(^x)
ou les elements des matrices s'identifient par les deux indices de chaine.
La solution de cette equation n est pas dans les objectifs de notre travail.
Une analyse sommaire indique que VU./(^,X) est periodique en X et devrait
se developper en serie de Fourier sur une zone de Brillouin delimitee
par [-Q,Qj. A cette periodicite est associee une distribution non homogene
des correlations Cooper donnant lieu, dans 1'eventualite d'une transition, a
1'apparition d'un reseau de vortex. II est clair que la largeur de la periode
augmente lorsque Ie champ diminue. Geci indique que yu./(^,JC) devrait
s'approcher d'une configuration plus homogene. Signalons que Dupuis^-1 s'est
occupe d'un probleme assez proche de celui ci-dessus. Dans son cas, 11 s'agit
d'un traitement en champ moyen des parametres d ordre Cooper sous la
temperature de transition supraconductrice pour une orientation difEerente du
champ magnetique.
A. 6 Regime cTechange interchaine
II suffit ici de reprendre les resultats de la section 2.5 en posant







Le tableau 3 presente au chapitre 2 peut done etre repris integralement en
utilisant cette nouvelle definition de A(a^-,^=0). Nous devons souligner
toutefois qu'il y a une difference de signe entre la presente definition et (2.21).
Pour Ie regime d echange a deux particules, ceci conduit a des resultats
differents concernant 1'influence de 1'effet cyclotron sur la temperature critique
et la temperature de deconfmement. Dans la presente annexe nous obtenons que
ces temperatures diminuent sous 1 augment ation de 1 effet cyclotron. La source
de cette decroissance s explique par Ie fait que Ie confinement; dimensionnel
induit par Ie champ affecte non seulement pour la propagation transverse a une
particule mats aussi pour la propagation transverse a deux particules.
A. 7 Regime de saut coherent a une particule
Les proprietes unidimensionnelles disparaissent progressivement lorsque
i^z~ l(£)x(^) ^ 1. En effet, les noyaux ID Peierls (A.51) et Cooper (A.52) ainsi
que la contribution a 1'energie propre (A.57) decroissent dans ce regime. II
ne subsiste que 1'equation d'echelle pour V (2.23) contenant un generateur
7 (^,q) qui varie peu avec Ie vecteur d'onde optimal
fM(q,t)^-^(gM)2KM(q,t) (A.77)
et -77(7 ^ 0 . Tenant compte de ces deux expressions et de
gM(^,ci)=gM{e^)-vM(t^,q)
1'equation (2.23) se recrit:
^gM(l,^=\GM{i,^\ KM(i,q) . (A.78)
II faut remarquer une difference notable entre Ie GRQ et la presente
formulation dans la maniere d'obtenir cette derniere equation. Une partie de
cette difference provient d'une difference de definition de Kfvjr^(£) et de f {^'q).
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Notons de plus que d'un point de vue formel, Ie passage aux equations
d'echelles a T^i se fait de maniere discontinue dans Ie GRQ. Dans Ie present
formalisme, 11 est en principe possible de faire ce passage de maniere continue.
Le decouplage des canaux Cooper 2D et Peierls 2D s accompagne d'un
affaiblissement des noyaux Cooper ID et Peierls ID. Get affaiblissement met un
terme a 1 evolution des fonctions de reponse de type ID. Toutefois dans
1'espace reel, les noyaux K^(^) presentent des oscillatiions decroissantes sous
T' i. L'origine de ces oscillations est bien physique, elles se manifestent dans
la fonction d'onde et dans la fonction de Green et sont la signature de
la courbure de la surface de Fermi. Leur traitement dans Ie cadre de la
renormalisation pose cependant des difficultes et fait partie des mises en garde
fait au dernier paragraphe de la section A.3.
La solution de A. 78 s obtient aisement
?M^_ , eM(^,,q)
l-GM(^,q)!t[ KM(ll,~q)di1G (^»q)=, —^^//, _, d } r^MlM -\ 1^1 • (A.79)
'xl
Dans ce regime de coherence 2D, les fonctions de reponse se calculent a partir
de
d f_M f n _.\\ n ^
et
^ In (xM (^, q)) = 2^ In (.M (^, q)) = 2^ In (sM(^, q)) (A.80)
XM(^q))=XM(^,q))-3—^ XMM^',q)^' (A.81)
-!BI
Nous aliens maintenant resoudre ces equations pour differents cas.
A. 7.1 Regime d'emboitement parfait
En 1'absence de champ magneUque et de deviation a 1 emboitement
parfait, Ie vecteur d'onde Ie plus favorable est qu=(0,0) et qi = (^kp^/b)
respectivement pour M=0 et 1. Nous avons alors que KM(^,qM)=l et les
equations (A.79) a (A.81) deviennent
'.M(D ^M~
CM(LaM} = ^y"~[tx^'
l'q- - ' = l-0M(^,qM)(^-^) ^'0
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XM (^,qM)) = XM (^,qM) -^ [ XM (^',qM)) ^M«qM)rf
'xl
= ^ (^ ^_^_ XM(^,qM))(^)
^x1^ ) 27TVF l-GM(i^M}(i-^)
(A.84)
L'expression de la temperature critique est done
Tcl=Txlexp{-sW^) (A85)
et Ie premier terme de correction provenant du champ magnetique a la merae
forme qu'en (2.40) et (2.41). Cependant, dans Ie present cas A (a;^-,^ i) est
negatif et est donnee d'apres (A.68) par
A1(^,^)=-^(Q5(4)) .
11 conduit done a une reduction du couplage G1 d'ou une reduction de la
temperature critique. Contrairement au resultat analogue obtenue au chapitre 2,
11 y a ici deux sources a cette decroissance: Ie confinement induit par Ie champ
de la propagation transverse d une particule et a deux particules.
A.7.2 Deviation a Pemboitement parfait
En champ mil, Ie terme de saut interchame a,u second voisin n'a
pas d'efFet sur Ie vecteur optimal du canal Cooper: nous avons toujours
KQ(i^q^ = 0,gy =0) = 1. Les equations restent done les memes que pour Ie
cas precedent. Pour Ie canal Peierls, la competition entre la deviation a
1'emboitement parfait et 1'effet cyclotron conduit a une cascade de transitions
de phase d'onde de densite. Ce dernier cas permet un developpement analytique
dans Ie cadre de 1'approximation a un seul gap. La transition de phase est alors
determinee par optimisation de la fonction
A'l(Aq) c± ^(^,qAr) = ^ ^cos(g^fc/2), ^cos(g<,^6)^
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ou q^v = (2/c^ + NQ^qy ^). Id, A/' et qy ^ sont respectivement 1'indice discret et
Ie nombre d'onde permettant de maximiser la fonction 1^ a un champ donne.
Notons que Ie parametre d ordre associe a la phase N consiste en une paire
electron-trou etendue sur N chaines de Wannier. Nous rempla^ons K (^, q) par




Nous avons cette fois



















Ce formalisme permet done de reproduire une cascade de transition de phase
induite par Ie champ magnetique. Le numero de chacune des phases de la
cascade est donne par 1'indice N et sa temperature de transition T^ Ljy- est
fournie par la valeur de i conduisant a une divergence dans les fonctions de




A. 8 Regime de champ fort
A champ magnetique suffisamment fort, la condition x[l^ ) > 27T/Q
[UJH '> r^x1} es^ ve:rifiee e^ le regime de deconfinement a une particule cede la
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place a un regime d'echange interchaine dont la coupure est determinee par
1/Q. A partir de ce moment, les fonctions KM^ (A.51) et (A.52) se mettent a
osciller entre 1 et ^(4^/c^jj, ^t^/cuff) . La valeur 1 est rencontree a chaque
fois que 1'electron et Ie trou de la paire sont separes par un multiple de
27T/Q. Dans ce qui suit, nous negligeons 1'influence de t^ devant ujj et
developpons les fonctions KM^(t\ K (€] et K^(^) au deuxieme ordre en t^.
Le traitement de ces oscillations est Ie dernier des points delicats dont on a
fait reference a la section (A.3). Notre hypothese ici sera de dire que la
periode 1/Q de ces oscillations est suffisarament courte devant XQ(£) pour que
XQ(I + d€) englobe une ou plusieurs de ces oscillations. L'increment di n'est plus
vraiment mfinitesimal et devrait s interprete formellement dans Ie cadre d'une
transformation discrete. Get increment permet de remplacer les noyaux oscillants
par leur moyenne. On obtient alors que




K1^ qM) -, 1 - 2 f2^~ w cos(g^/2)
UJff
K^W - 1 - | (2t^))
UJH
,-lfff\\ 2
^1,Les equations differentielles pour z(t) et % i(^, qy) s'ecrivent cette fois,
^ln(^))=^(l-JA^)=^
et
In (x\^ qy)) = 91 [l - 2\2ff cos(qyb/2)] - 20 H = ?
d
d£
ou \ff = 2t^z~ {J^H)/U}H- Enfm, Ie generateur de 1 interaction interchame du





ou V = ( —— ) e~/'^~°H)CH , L expression approchee de 1'interaction interchame
LOH
se calcule a partir de
-\10 .1Vi(i,ql)=xl(i,q1)
Ifffl ^1-H^fi(t'^i)^ d£Jl«g1)^(pl /J'Xl(t',91) ' Jt^X\t',q1)
ou la premiere integrate donne en couplage faible
' dil~fl(i'.'ql) ~_ (9tbx0}2 e(2~M~^tH
vp ) 2-2^-71h W^l^'
alors que la deuxieme integrale donne
f. ^S^A - -2 f^)2 e-(^l)'.e-(2^)(^)-1
h^~~ xl(^<?1) - ~ \^H ^H - -in
^(9\\'e-^^V





Pour I>IH, on a que ^1(^, g1) ^ e^l-^)^+^< En couplage faible,





d ou on deduit comme temperature de crossover de 1 interaction interchame une
forme analogue a ce qui a ete presentee a la fin de la section 2.7.
^ = ^ f^Y (Q^/2)29/7H ~ ff-(2-26-^)/^ .
x" 2?r \u}i{
On deduit un comportement semblable pour T^.
Le meme genre de calcul peut-etre fait en couplage fort, nous avons alors
au lieu de (A.91)
[tH ./fl(^i1).. (9tm\t 1
Xl(^',gl)- V "J ^ |2-20--yl
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alors que (A, 92) reste inchange. L'expression approche de Pinteraction
interchaine s ecrit ma.mtenant
2




d'ou on deduit comme comportement de la temperature de crossover de
1'interaction interchaine en couplage fort
T^^H1-^!^.
Notons que dans Ie regime de champ fort les resultats proposes ici sont tout a
fait en accord avec ceux presentes a la section 2.7.
A.9 Discussion
Le formalisme que nous venons de presenter suggere cette fois que Ie
champ magnetique reduit la temperature de transition du regime d'echange
interchaine. II montre aussi que la seule occasion ou il y a augmentation de
la temperature critique sous 1 effet cyclotron est lorsqu'il y a deviation a
Pemboitement dans Ie regime de coherence interchame a une particule. Enfin,
11 prevoit que les termes correctifs provenant du saut interchame diminuent
1'amplitude des exposants des fonctions de reponse et de 1'energie propre par
rapport au regime ID pure et qu au contraire, 1'efFet cyclotron arneliore Ie
comportement unidimensionnel de ces exposants.
Les expressions de K^ et K tirees de la representation dans 1'espace
direct montre Pexistence d oscillations aux grandes longueurs, ceci en absence du
champ ou non. Ce comportement s explique de la maniere suivante. En absence
du champ, Ie saut interchame affaiblit, et meme detruit en certains points de
Pespace, la coherence a une particule ainsi que les correlations de paires
(voir figure 34). A mesure que la distance intrachame parcourue augmente,
Pamplitude du paquet d'ondes se distribue sur les chaines voisines. Lorsqu'il
atteint une probabilite de presence appreciable sur la premiere chame voisine, il
peut aussi bien retourner sur la chame initiale ou continuer sa propagation
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Figure 34: Amplitude des correlations a deux particules
dans 1'espace direct en fonction de ^t^x/vp: (a) intrachame
K^ D, (b) saut au premier voisin K^-^ et (c) saut au
deuxieme voisin K^^.
transverse. Sous champ magnetique, des maxima apparaissent dans K^ chaque
fois que la distance entre les deux particules est un multiple de 27T/Q.
Ges comportements posent toutefois une difficulte dans Ie cadre du groupe
de renormalisation. En fait, ils suggerent que passe une certaine distance, Ie
bris de la loi homogene est tel qu une transformation d echelle est carrement
interdite. Aux plus grandes distances, Ie traitement qui semble Ie plus adequat
consiste en Pintegration complete des correlations aux grandes distances tout en
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tenant compte de la temperature. Cette integration complete pourrait tres bien
etre partagee en deux partie: la premiere de type parquet ferait intervenir les
contributions de type ID, ^^>, et une autre de type champ moyen faisant
intervenir les autres contributions, K — K^. Cette derniere prend alors une
forme comparable au terme generateur des interactions interchame.
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ANNEXE B
Methode de renormalisation en temperature
B.l Motivation
Une lecture attentive des chapitres 2 et 3, ainsi que de 1'annexe A fait
ressortir un certain nombre de points qui invitent a 1 interrogation. II s'agit des
difficultes et ambigu'i'tes rencontrees dans 1 evaluation des corrections aux lois
logarithmiques, la description detaillee des regimes de crossover et des regimes
de basses energies. Ces difficultes peuvent-elles etre levees? Jusqu'ou faut-il
pousser 1'analyse pour les resoudre? Vaut-il la peine de faire cette analyse?
Dans les annees 80, les methodes de renormalisation numeriques ont deja
donne lieu a des deceptions toutes aussi, sinon plus, import antes. L'identification
et 1'analyse approfondie de ces insucces ont permis a White et
(1992) d'etablir Ie fameux algorithme de la matrice densite. Us en ont retire des
resultats d une etonnante precision. Leur demarche,1 uo-l inspirante, demontre
Ie succes que peut produire une analyse serree des resultats d'une methode
a parfaire: faire Ie repertoire de ses points d achoppements, les analyser et
proposer des alternatives plus efficaces.
Dans un premier temps, nous aliens nous inspirer du travail de ces
chercheurs pour entamer, ties partiellement, une demarche similaire. II est a
esperer que cette demarche soit, pour ceux qui vont suivre, un bon point
de depart a Petablissement d'une methode de renormalisation particulierement
performante. Les points d achoppement que nous avons rencontres sont resumes
dans ce qui suit.
Dans la formulation de 1'espace reciproque, les termes d'origine cinetique
{JJZi ^b ? ^26 e^ UJH apportent des corrections a la loi logarithmique difficile a
interpreter. Dans la partie haute energie, ces corrections vont dans Ie sens
contraire a celui donne par une analyse en temperature des fonctions de
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reponses element aires. La situation se retablit peu a peu une fois que Ie regime
de crossover est traverse et a mesure que 1'on s'approche de EpW = 0. Durant
la traverse de ces regimes de crossover, 1'amplitude des exposants augmente puts
diminue. Ce comportement est-il en accord avec 1 hypothese d'echelle etendue?
La formulation dans 1 espace direct fut initialement developpee dans Ie but
d'approfondir les comportements que 1'on vient de mentionner. La surprise est
que cette derniere methode prevoit des corrections sur la lot logarithmlque qui
sont souvent qualitativernent opposees a celles obtenues par la formulation dans
1'espace reciproque. De plus, 1 evolution des exposants est cette fois monotonique
tout au cours des regimes de courtes distances et ceux de crossover. Cette
situation se gate aux ties grandes longueurs par Papparition d'oscillations.
Ges oscillations trouvent bien leurs justifications physique dans la forme des
fonctions d'onde et de la surface de Fermi. Elles apportent toutefois des
complications importantes lors de 1 application d une procedure d'integration
partielle.
Un dernier point concerne la necessite ou non de prendre en compte de la
veritable surface de Fermi lors de 1 attribution des pattes externes. Par veritable
surface de Fermi on entend celle resultant de la levee de degenerescence par
1'efFet Zeeman ou par Ie saut interchaine. Dans Ie cas ou les dlagrarnmes ne
conservent pas i'energie, nous avons propose 1 application de la regle d'or
de Fermi en presence d'un baln thermique. Cette proposition peut sembler
artificielle. Elle devient plus interessante si 1 on garde en perspective les
fondements de la methode de la matrice densite developpee par White: les blocs
integres doivent etres relies a leur environnement, la ponderation de tous etats
integres est fournie par cet environnement a travers la matrice densite. Dans
notre cas, 1'effet de 1'environnement provient des termes Zeeman et interchaines.
Le fait de tenir compte de la veritable surface de Fermi et d utiliser la regle
d'or de Fermi peut tres bien etre la premiere contribution provenant de la
matrice densite. De toute maniere, il vaut la peine d'envisager dans Ie futur
une methode de renormalisation analytique ou semi-analytique basee sur la
matrice densite. Permettrait-elle d'eclaircir Ie comportement des exposants dans
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Ie regime de crossover? Pourrait-elle reconcilier des approches developpees dans
Pespace reel et dans 1'espace reciproque?
Le point de vue aborde dans la suite de cet annexe consiste a mettre de
cote la matrice densite et de prendre de front la question des differences
observees entre les deux methodes de renormalisation presentees dans cet
ouvrage. Rappelons qu'elles sont basees sur 1 integration partielle des degres de
liberte et ne sont done pas en contradiction avec 1'egalite de Parceval. Une
procedure dont les resultats sont independants de la representation est pourtant
plus que souhaitable. Nous aliens done proposer une methode s'inspirant du
groupe de renormalisation multiplicatif. Elle est basee sur 1'integration complete
des degres de liberte. Son parametre de renormalisation est externe, independant
de la representation, et directement lie aux donnees experiment ales. II s'agit de
la temperature,
L' application de cette methode sera illustree sur un systeme Q-ID de
fermions de spin 1/2 dont la partie longitudinale de la bande a ete linearisee.
La representation choisie est celle de 1 espace direct. II restera a s'assurer dans
un travail futur que cette procedure est en accord avec Ie groupe de Lie.
Notons qu'une generalisation de cette methode au cas ou la bande n'a pas ete
linearisee est tout a fait envisageable.
B.2 I/action
La fonction de partition possede id la meme forme que (A.7). La partie
libre de Faction prend une forme similaire a, 1'equation (A.8) exception faite que
1'on prend en compte du terrae Zeeman dans Ie nombre d'onde de Fermi:
kp g = kp — sujz/vp ou uj^ est 1 energie Zeeman et s la projection selon z du
spin. Nous ecrivons done que
S°\^\ I'] = ^ j dx ^,(x, ky)G^(x, ky)^,s(x,ky), (B.l)
ky,S
ou




On en retire qu il suffit de multiplier les fonctions de Green de fermions sans
spin definies en (A. 10) et (A. 13) par e~iasu)z{x~x ) pour obtenir les fonctions de
Green de fermions de spin 1/2, Gas(r^1) et G^^x — x').
La partie interactive de Faction prend une forme similaire a (3.1) exceptee
que 1'on y ajoute un indice de chame, j,
Sl[^^}= - Y, gi({s})Jdx ^,^,(i)^^,(5)^_<,^,(i)^^,(i) ,
",{5},1,J
- I E S3/^ ^4^^,,,,(5)^a,-,,3(5)^,-,,,(5)^,,,,(i) ,
a,s,J
(5.2)
ou ^({5})= (-l)z (^,11^1,5/53,54+^,i^i,-s/s3,-54)^,s3 pour z=l, 2, et s
designe la projection du spin selon z. La partie champs sources de 1'action
s ecrit
Sk[1'"^}= E /dx hMf{x,3)OM(x,]) + c.h.
M,a,j




nl ,^ ^^ _ V^ /rs'5/,/,*o^j(x.r) = Y, ^ ^-,^(^T)^+,s/,j(^T) •
Q:,S
Comme dans 1'annexe precedent, les fonctions de reponse de type ID sont
etablies en tenant compte de tous les aller-retour sur une chaine de paires de
particules qui ont une etendue transverse nulle. En absence d'efFet Zeeman,
les fonctions de reponses elementaires Peierls et Cooper ID evaluees a la
temperature T s'expriment selon,
>oo r2i^(T)=^^r^I^V^





ou A est de 1'ordre du pas du reseau. La partie ID de 1 energie propre est
decrite par
Io(u(x),v(x)) |2 Io(u(x),v(x))'<WT)= Ne ^-
rA
i{q^-2kp)x
^ JA cosh(2s/<^) - 1
alors que la fonction de repouse elementaire Peierls 2D s'ecrit
2 />0°. _ / , . , .v e!
^l(^,q)=SRe -^- /^ ^ /o (2^(2;) cos(qy/2) , 2^) cos(^)) ^^n^ /V \ •
/A — . - — . . - —. sinli^a;/^;
Les equations de renormalisation sent construites a 1 aide des derivees de ces
fonctions par rapport a log(To//^1) ou TQ est la valeur de la temperature au
debut de la renormalisation. Gette valeur devrait correspondre a la temperature
ou les parametres initiaux du modele (Ep, t^, ^2fo? {9}) son^ supposes connus.
Les noyaux Peierls et Cooper ID, K^(f.) et K^[t\ sont done deiinis par
K^)=l- T^ Be ^ p. /"2(u(:);:_(z)),-1
-1D^} - x - - jy — ^ ^ - sinh(2^/^)
^)=1-T<^F- Io(u(x)^(x)) |2 -1sinh(2z;/^y)
Pour la partie ID de la contribution a 1 energie propre, nous aurons
•00
K^=l-TirsRe^idx lQ(u(x),v{x)) |2 lQ(u(x),v(x)) - 1^ JK cosh(2a;/^) - 1
La partie bidimensionnel du noyau de la fonction de reponse auxiliaire Peierls
est evaluee, quant a elle, a partir de
Kl(^q)-l=
d 2 /100. _ /_ . . ,_^ _ / s Qt{.cls~^F)x — 1
-9?e T^ ^- I dx IQ (2u(x) cos(qy/2) , 2v(x) cos(qy)) _^^^,,_^ .
1^ ' ' • • • " • - • • "-/ smii['zx,
Si Ie systeme est suffisamment anisotrope, il n y a pratiquement aucune
consequence a prolonger la borne d'integration inferieure a zero. Les seules
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consequences attendues sont, au plus, une legere redefinition du parametre
TQ et des couplages. Grace a ce prolongement et grace au changement de
variable 2x/^ —^ x , la derivee sur la temperature n'affectera que Ie numerateur
des integrants. Les expressions de K^(£)^ K^(£) et K (-^, q) ci-dessus, sont
supposees valides dans un intervalle de temperatures allant de TQ jusqu'aux
abords du regime critique.
Comme premiere approximation, 1'effet de la deviation a Pemboitement
dans la partie unidimensionnelle des equations. Cette approximation se justifie
si t^ ^> ^25 puisque, dans ce cas, 1'echelle de longueur ou les canaux
unidimensionnels Cooper et Peierls different 1'un par rapport a 1'autre se
situe dans un regime ou leur amplitude est negligeable. On pose done que
K^ = K^. Par consequent, les equations de renormalisation des couplages ID
conservent une structure similaire a celle etablie au chapitre 3. Plus preciseraent
nous avons que,
d~ ~ ~ r^l fn\ 9^_i^-9l,±9^r ^
^91,1 = -9l,±9a K^W - -l^ ^—"K^W ,
d
dt9. = -9^K^W - 9H^K^W
_^2^i-m - glgP-^_(p\ (B/-^9p = -9^iD^) ~ ~^~^1D^) ' ^•~
d ^ -.-. r^\ i n\ 9 3 + 9^9^93 = -939pK^) - ^ '^-PK^W
,ln(.flW) = -(^+fi.+ ffl'^+ ff3)^Wd£~
ou
9a = 5fl,|| - ^2,|| + ^2,1 = 9p + 2^2,± > 5'/? = 5'1,|| - 5'2,|| - ^2,1 »
^ =(ff^-ff?,_L)/16 , ffp =(^-3J)/16 ,
alors que {^} = {g/^vp}- D'autre part, les fonctions de reponses auxiliaires
^y(^qx) sont obtenues de (3.4) en rempla^ant g^} par g^) K^. Enfin, 1(
terme generateur prend la meme forme qu'en (A.74) alors que Pequation de
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renormalisation de 1'interaction genere est donnee par (A. 70) ou cette fois
K (^q) esi donnee par 1'expression ci-dessus. II est important de souligner que
I'introduction de K^ telle que nous venons de Ie faire dans 1 ensemble des
equations de renormalisation de la partie ID n'est correcte que dans 1'hypothese
ou K^ = K^Q. Dans Ie cas contraire, K^ doit apparaitre explicitement et
remplace meme certains des K^ ci-dessus. Ceci a pour consequence que les
equations des couplages n ont plus la forme parquet habituelle.
La seconde approximation consiste a poser que Ie vecteur d'emboitement
bidimensionnel est egal au vecteur d'emboitement transverse, q^ = (2A;jp,7T/6).
D'autre part, nous tenons corapte de leffet Zeeman en eliminant 5fi,j_ lorsque
T > 4^.
Ces approximations permettent d eviter un ban nombre d integrations
numeriques a chaque etape i. En particulier, pour la bulle Peierls ID en champ
mil, 11 suffit de faire une interpolation spline de
'°°. _ . . _ . . u
K1DW = 1 ~2aT I du Jo(dTu)Ji(aTu) ^
IQ ._..-. g^^^
pour un ensemble suf&samment grand de valeurs de ay ou ay = t^/TrT. Une
procedure analogue est employee pour K (£) et K (t^qy = 7T/b). En presence du
champ, nous avons par centre que
KMnW=1- Qm E J?i(2tb/UJH)J^b/^H) ^n+m ^(1,1/2 + z6n+^)
n, m
Kl(^ qy = Tr/6) = 1 -csm ^ ^(2W^) 26n ^(1,1/2 + z26^)
n
ou bn = i^ffn/^T^ ^(l,s) est la premiere derivee de la fonction digamraa et
csm signifie de prendre la partie imaginaire. La fonction bn csm<S(l^ 1/2 + ibn) est
representee par une interpolation "spline" appliquee pour bn G [0,5] et par
la suite sa convergence vers 1 est lissee suivant une loi de puissance. Un
traitement semblable est applique a 1 energie propre en presence du champ



















Figure 35: Traces des fonctions a;SRe^r(l, 1/2 + x) (ligne
continue) et xF^(x) (ligne brisee).
Les figures 36, 37 et 38 presentent la dependance en temperature des
fonctions K^(i)^ K^[i) et K (£,qy) pour quelques valeurs de la frequence
cyclotron. Elles montrent que les fonctions K^(i)^ K^(^) et Kl(l^qy)
convergent vers leur forme respective en champ mil a mesure que la frequence
cyclotron diminue. II vaut la peine d'indiquer ici qu'il faut; conserver 1'integrite
des fonctions a;9?e1If(l, 1/2 + x) et a;Fs(cc) P°ur atteindre cette convergence.
L'emploi d'une coupure artificielle telle que m.ax(2;SRe^r(l, 1/2 + x)) = 1 ou
mo.x(xF-^(x)) = 1 ferait que les fonctions K^(£), K^(t) et K [i^qy)
convergeraient vers des forraes qui sont loin d'etre celles qu elles ont en champ
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mil. Conserver cette integrite conduit toutefois a un comportement non-naturel
de K (^qy) lorsque uiff ~ t^- Nous attribuons ce comportement au fait
que Ie veritable vecteur d emboitement n est pas Ie vecteur d emboitement;
transverse, q^ = (2fcjp, 7T/b), mais un autre vecteur qui devrait etre detemiine
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Figure 38: K en fonction de 2t^/T et ^ff/t^b-
B.3 Diagramme de phase temperature-pression
Les conditions initiales inserees dans Ie calcul de ce diagramme de
phase sont les interactions g^ la largeur de bande TQ = Ep^ Ie saut
interchame au premier voisin t^ et au second voisin t^. Les resultats a la
sortie sont: la temperature de localisation de charge, Tp, determinee par la
condition 'g'^{Tp) =1; la temperature associee a 1 apparition de fluctuations
antiferromagnetiques, Tf^ determinee par V^-(T^) = 1 ou ^=1,2 ou 3; la
temperature de deconfinement a une particule, T i, definie par t^/2z = T i, et
enfin la temperature critique de 1'etat antiferromagnetique, To determinee par
la condition ou ^=1,2,3 diverge. Notons que la temperature de deconfmement a
deux particules, ^2, coincide avec Ty/ lorsque T^ > Ty^i.
Deux diagrammes de phase temperature-pression sont presentes a partir
de deux series de parametres decrivant des conducteurs organiques Q1D. La
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premiere serie de parametres est tiree de la reference [89].
Ep(P) = 1700ep/80
~9l(P) = 92(P) = 1.2e-p/80 , gs(P) = 0.20e-°-°^p
n(P) = Ep/30
et t^(P) = t^(P)/12. La figure 39 illustre Ie diagramme de phase obtenu a
partir de ces parametres initiaux. Les temperatures Tp, Tj-^ Tj^i et Tc y sent
presentees en fonction de la pression. Les courbes portant des cercles et des
losanges representent respectivement Tc et T-f[ en absence de deviation a
1'emboitement. Naturellement, cette deviation a un impact beaucoup plus grand






















0.0 10.0 20.0 30.0 40.0
P (kbar)
50.0
Figure 39: Diagramme de phase temperature pression tire
de la premiere serie de parametres d entree. Les courbes
portant des cercles et des losanges representent les resultats
obtenus en absence de deviations a 1 emboitement.
L'allure generate de ce diagramme reproduit assez bien celui de la figure
3. Pour Tp ce n'est pas une surprise car d'apres la reference [89], la dependance
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de (73 a ete choisie en consequence. Dans la region ou elle est pertinente, cette
temperature fait done partie des parametres d entree du modele. L'aspect de la
decroissance de Tc en fonction de P est qualitativement semblable a celle de la
figure 3 mats differe quelque peu du resultat de la reference [89]. Nous avons
pourtant suivit la recommandation fait dans cette reference de borner 1'exposant
71:71 ^ 1-
La forme generale du diagramme est encourageante cependant 11 faut
admettre que les valeurs de Tc sont beaucoup plus basses que les valeurs
experiment ales. De plus, Tc chute a une pression de seuil trap basse. Ce point
dernier point peut etre ameliore grace a 1 utilisation d un noyau bidiraensionnel
tenant compte du fait que Ie vecteur d emboitemen-t; s eloigne progressivement du
vecteur d'onde transverse q^ = (2kp^) a mesure que la pression augmente. La
phase antiferromagnetique peut alors se prolonger un peu plus loin en pression.
Un point important a souligner est que notre modele ne tient pas compte
des phonons. II ne nous est done pas possible de decrire la phase spin-Peierls
qui devrait avoir lieu sous 8 kbar ni la competition entre cette phase et la
phase antiferromagnetique.
Nous observons enfin que la temperature de deconfmement a une particule
ne devient pertinente qu'aux environs de 25 kbar et que sa valeur augmente en
fonction de la pression.
La seconde tentative est executee en modifiant les parametres precedent
de la fa^on suivante, ^3 = 0.22 exp(-0.0666P), ^(P) = 1.15 £^(P)/30 et
t^(P) = 0.555^(P)/12. Le diagramme que 1'on en retire est presente a la
figure 40. Par ce second choix de parametres initiaux, la forme de Tc calculee
est encore plus proche de celle presentee a la figure 3. Naturellement, la
temperature de localisation de charge, Tp, est pratiquement inchangee. II faut
toutefois admettre que nous avons modifie t^ dans Ie but d'ajuster la chute
rapide de Tc a la pression de 35 kbar. Le fait que Ie rapport t^/t^ = 1/22 soit
proche de celui utilise par plusieurs auteurs1- a>ou'° -I peut-etre une question de
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coincidence. En fait, les amplitudes respectives de ^ et de t^ sont beaucoup
plus faibles que celles habituellement utilisees pour decrire les OD SIC.
La comparaison des figures 39 et 40 montre que lorsque 1'on augmente sa
valeur globale, T^ augmente et T^i se deplace vers les plus basses pressions. La
presence de Pune et/ou 1'autre de ces deux temperatures a proximite de Tp
provoque une chute de cette derniere et la rend rapidement non-pertinente. II
est done difficile d augment er t^ sans affecter Tp. D un autre cote, modifler 1'un
des parametres d interactions sans affecter Tp necessite un reajustement des
autres couplages ou de 1'energie de Fermi. Une telle entreprise ne peut done
etre faite sans une longue suite d essais a moins qu'une partie des parametres
initiaux ne soit connue de maniere non equivoque.
0,0 0,0 20,0 30,0
P (kbar)
40,0 50,0
Figure 40: Diagramme de phase temperature-presslon
obtenu a partir de la deuxieme serie de parametres initiaux.
Les courbes portant des cercles et des losanges ont la meme
signification qu'a la figure precedente.
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B.4 Caracteristiques generale
du diagramme de phase TPH
Le nouveau parametre qu'il faut introduire est la frequence cyclotron.
Celle-ci depend de la pression car elle est Ie produit des pas de reseau
longitudinal et transverse ainsi que de la demi-largeur de bande longitudinale
2ta- Nous poserons uJfj/ 'H = 2.79e- /8U kelvin/tesla afin de retrouver a
P = 35kbar la frequence cyclotron admise pour Ie TMTST2C104, soit
^ff/H = 1.8 kelvin/tesla.
Nous avons verifie que Ie terme Zeeman a peu d effet car g^ j^ est deja
ties faible aux grandes longueurs merne en absence de ce terme.
B.4.1 Presentation des resultats
Les figures 41, 42 et 43 presentent Tc en fonction de la frequence
cyclotron pour quelques valeurs de la pression et pour la seconde serie de
parametres initiaux. Ces figures montrent qu'a faible pression (0 a 20kbar), Tc
ne varie pratiquement pas lorsque ujjj < Tc. En fait, sa decroissance n'apparait
clairement que lorsque cufj ~ 2Tc ~ Ty/. A plus forte pression (30 a 40 kbar), Tc
augmente d abord avec Ie champ, passe par un maximum et decroit ensuite
selon un comportement analogue a celui observe a faible pression. Nous pouvons
verifier que 1' augment ation de Tc sous Ie champ disparait lorsque 1'on impose
une valeur nulle a la deviation a 1 emboitement. Gette augmentation est done
la manifestation de la competition entre 1'effet cyclotron et la deviation a
Pemborbement, ce qui concorde au resultat etablit par Montambaux dans Ie
cadre d'un traitement de type champ moyen.19'-1 Soulignons que pour une
decription plus exacte de la partie faible champ, 11 nous faut ternir compte du
fait que Ie vrai vecteur d emboitement n'est pas q^.
Quant a la decroissance de Tc a fort champ, elle provient d une
intensification du comportement unidimensionnel a mesure que Ie champ
augmente, alors que 1'existence d'une valeur de seuil de LUff pour 1'apparition de
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cette decroissance provient de la forme en paliers que prennent les noyaux ID
lorsque Ie champ est present (figures 36 et 37 ). Ces paliers doivent etre
suffisamment eleves pour influencer la temperature critique, ce qui contraste
avec les resultats obtenus a partir des developpements perturbatifs sur la







Figure 41: Temperature critique en fonction de la frequence
cyclotron pour quelques valeurs de la pression.
La figure 44 presente T^ en fonction de la frequence cyclotron. Id, 1'effet
du champ se demarque de maniere beaucoup plus nette de celui sur Tc. Sa
decroissance en fonction du champ ne commence qu a partir de uJff c± T^.
Le comportement de T^i en fonction du champ n est pas presente car
nous n'avons pas observe de variation notable lorsque cette temperature est
pertinente pour valeurs de champ utilisees. Le champ magnetique a done ici peu
d'effet sur Ie critere ^/2/T^i = 1. De plus, comme Ie montre la figure 36, Ie
















Figure 42: Temperature critique en fonction de la frequence
cyclotron pour des pressions voisine de 35 kbar. Pour les
courbes de 35 et 37 kbar, une partie du domaine en champ
faible n'est pas representee. II s agit du regime des ODSIC.
indique que, lorsque ce dernier critere est verifie, sa position en temperature ne
varie pratiquement pas et qu'en plus il traduit mal Ie fait que 1'interference
entre les canaux Peierls et Cooper puisse exister a plus basse temperature. Un
critere qui semble mieux caracteriser cette interference en presence du champ
serait celui base sur 1'etaleraent transverse de la fonction d onde et menant a la
relation (1.41).
Un autre effet attendu etait la localisation de charge induite sous
champ. l.lul-l Selon les parametres utilises, Tp augmente en fonction du champ
que lorsque celui-ci est ties fort. Par exemple, a P = 25kbar 11 n'apparait qu'a
H = 32 tesla. Cette situation s'aggrave a pression plus elevee et ne change pas







1,0 2,0 3,0 4.0
Ct^/Tc(H=t2b=0)
Figure 43: Variation de la temperature critique en fonction
de la frequence cyclotron pour quelques valeurs de la
pression. Dans Ie cas ou la deviation a 1 emboitement est
negligeable 1'influence du champ ne se manifeste que lorque
LJH ^ Tc.
B.4.2 Analyse plus detaillee du comportement de T.J-c
La partie faible champ du cas P = 32.5kbar (figure 42) nous apparait
representative du comportement observe sur Ie T1VETSF2PF2 aux pressions
situees entre 6.1 et 8 kbar.l- ' -I Une description plus detaillee de ces donnees
experiment ales peut done etre envisagee dans Ie cadre de notre formalisme
moyennant tout au plus quelques ajustements mineurs des parametres initiaux.
D'autre part, les regimes de pression ou Tc = 0 a champ mil, cas de P = 40
kbar (figure 41) et cas de P= 35, 37.5 (figure 43), seraient les cas represent atifs
donnant lieu a la cascade des ODSIG dans Ie regime de champ faible. Toutefois,
/; ordre de grandeur des parametres t^ et t^ que nous employons ne permet
absolument pas de reproduire Ie comportement du Tc a 1 interieur de la cascade










-0,8 1I ' I '1l I
1.0 2.0 3.0 4,0 5.0
CO^/Tf](H=0)
Figure 44: Temperature de 1 emergence des fluctuation
antiferromagnetique en fonction de la frequence cyclotron.
L'efFet du champ est negligeable lorsque uJfj < T^.
ou 7 ^ 3.5, qui est bien etablie experiment alement pour Ie TMTSFsPFg.E36''
En fait, un t^ d'environ 2QK a 25K dans Ie regime de deconfinement semble
necessaire. De plus, une valeur aussi elevee de t^ renormalise permet d'expliquer
tres simplement la decroissance de la resonnance magnetique nucleaire du
(TMTSF)2C104 au environ de T = lO^.t72'2^ Cette decroissance est causee
par un affaiblissement des fluctuation antiferromagnetique. La deviation a
Pemboitement est la cause la plus naturelle de cet affaiblissement alors que la
formation de la bande transversel-/z)zl-l serait une condition necessaire mais pas
suffisante.
La decroissance de Tc obtenue a fort champ merite aussi une analyse plus
attentive car une autre difficulte semble se presenter lorsque 1'on cornpa,re nos
resultats aux donnees experiment ales. En effet, dans Ie cas du TJVTTSFsPFe, la.
figure 4 montre que Tc ne cesse d augment er en fonction du champ. Ceci
suggere d'une part que Ie rapport t^/ujjj n'est pas negligeable, meme a 30
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tesla. En fait, mis-a-part Ie TMTSF2C104,+ aucune mesure experimentale sur les
composees TMTSF^93'99'43'100^ ne montre une diminution de la temperature
critique de la phase antiferromagnetique en fonction du champ. Selon les calculs
ci-dessus, une telle diminution devrait pourtant etre observable si elle n'est pas
masquee par une deviation a 1'eraboitement trop forte. Ceci suggere que des
mesures de Tc en fonction du champ soient faites sur des composees faisant
partie du centre gauche du diagramme de phase generalise (P ~ lOkbar a 25
kbar) afin que toute influence provenant de la deviation a 1 emboitement soit
reduite au minimum. Si une diminution du Tc est effectivernent observee et
qu'elle peut-etre attribuee a 1'effet cyclotron, elle permettrait de soutenir Ie
formalisme de cet annexe ou celui de 1'annexe A. Elle permettrait de plus de
connaitre la vitesse renormalisee qui entre dans 1 expression de la frequence
cyclotron. Dans Ie cas ou Tc augmenterait en fonction du champ suivant 1'un
des comportements etablit au tableau 3, 11 nous faudrait alors, malgre nos
reserves, revenir au formalisme du chapitre 2. Par centre, si une decroissance de
Tc n'est jamais observee, il nous faut accepter que Ie regime de champ fort est
inaccessible experiment alement.
Cette question du comportement de Tc en fonction du champ dans Ie
regime de pression P = 10 a 15 kbar est done particulierement cruciale. A
champ modere (a^f < T'c); les donnees experiment ales pourrait etre en mesure
d'identifier parmi les formalismes developpes dans cette these celui qui decrit
Ie mieux les systemes Q ID. A champ fort [u)}j > Ty^. r^- T^), ces mesures
indiqueraient si la frequence cyclotron devrait etre fortement renorraalisee a
la baisse. A ce sujet, BoiesL J a montre que cette quantite devait etre
renormalisee suivant ^/VpVcr Q, ou Vp et ^o- sc)n't: respectivernent les vitesses des
excitations de charge et des excitations de spins. Cependant, dans 1'hypothese
d'un modele de Hubbard a bande quart-remplie, cette frequence n'est reduite
qu'a 0.7vp Q pour U/ta = 16 (voir figure 6 de la reference [103]) ce qui
implique que Ie regime de champ fort devrait demeurer accessible.
+ Dans Ie cas particulier du compose perchlorate, la complexite de la structure
de sa bande ne nous invite pas a interpreter dans Ie cadre de nos calculs la diminution
de son Tc au voisinage de 27 tesla.
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ANNEXE C
Quelques aspects de la
procedure de linearisation
Dans cet annexe, nous indiquons les precautions a prendre lors de la
linearisation du spectre d un hamiltonien de liaison forte. Notre reflexion portera
sur deux procedures de linearisation applicable sur un hamiltonien de la forme
TV"
^ = - E t(^'+i + c-c) + ^3\ (c'-1)
y=i
ou j est un indice de site Ie long de la chame, t 1 integrale d'echange et fi
Ie potentiel chimique. La premiere methode consistera en Papplication d'une
transformation de type chirale sur Ie reseau suivie de la limite du continuum.
La seconde consistera a prendre les deux premiers termes du developperaent de
la bande cosinus autour du niveau de Fermi.
C.l Transformation chirale sur
reseau et limite du continuum
Soit la transformation suivante partageant les sites en deux sous-reseaux
^;_1 = e'W-1) ^^ ^, = e'2^' ^-^^-i - - ^ rzj - - 
?t '4- r,{ , pt _ r,+ ((7-2)
lA. . = e^(^-1) ^ ^ -A. = ci? It'j ~^3y-ij-i-^"- ~'^pT ^j^e""^/T~
ou j = I... N/ 2 designe maintenant 1 indice des dimeres. La transformation
inverse s ecrit
R, = ^ (^2,_i e-t^2^-1) + ^,e-t2^) ,
£,=^(^,_ie-W-l)-^e-s2^)
et les expressious de R\ et L\ sont obtenues en prenant les complexes
conjugues de celles ci-dessus. Nous allons expriraer (C.l) en terme des
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operateurs R et L et passer ensulte a la limite du continuum. La transformation
(0.2) sera etudiee pour (f) = Tr/2 et kpa ou "a" est Ie pas du reseau et kp Ie
nombre d onde de Fermi.
Recrivons d'abord (0.1) en terme des deux sous-reseaux
N/2
u = - E {* [f'U^j+i + v'2j-i) + v4,-i('/'2, + ^-2)]
J=l ((7-3)
+^[^-i^2j-i+v4^']}.
L'application de (C.2) sur chacun des termes de cette expression conduit a
^Ij-i^j-i + ^2j = R^Rj + L^Lj
et a,
^j(^2j+l + ^2j-l) + ^-_i(^2j + '02j-2)
= ^R\ [e^ (R, + R,+i + Z,,+i - £,) + e-^ (JZ,_i + J;, + L, - £,_i)]
- ^L\ [e^(L, + L,+i + fi,+i - R,) + e-'»> (£,_i + £, + R, - fl,_i)] .
~(CA}
La limite du continuum des operateurs R et L est obtenue de la maniere
suivante :
Rj = V2aR('2ja) = V2aR(x)
9 _. A [Cl
Rj±l = ^2a A(s ± 2a) = V2a ( ^(a;) ± 2a^-R(x)
alors que la somme sur j devient
^2 . [Ld.E"i^
ou L = No, est la longueur de la chaine et 2a est la distance entre les dimeres.
A P aide de (C.5), Ie hamiltonien (0.3) prend la forme
n= - dx^2tcos((t)) ^(x)R(x)-L^{x)L(x)) + ^ ^{x)R(x) + ^(cc)^(s)
<2a
^-2tcosW(^(x)d-R(x)-R\x)4-L(x)
+ 2ita sin(^) fR^x)d^R{x~) - L^(x)-^-L(x)} ] .
(C7.6)
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Pour (f) = <2kp^ la partie proportionnelle a i montre une vitesse de
Fermi egale a vp = <2tas'm[kpa). Geci est 1'expression correcte de la vitesse
de Fermi pour une bande de remplissage n = kpa/TT. Cependant, les deux
varietes de particules ont des potentiels chimiques differents, ^ + t2t cos(2kpa) et
^ — 2tcos(2kpa). De plus, il y a un couplage cinetique entre les particules R et
L. Son amplitude est 2^cos(2/cj?a) et devient a bande quart-remplie de merne
amplitude que la largeur du spectre linearise. Gette transformation est done
inappropriee pour la poursuite d un traitement incluant un terme d'interaction.
Posons maintenant (f) = 7T/2, Ie couplage entre les deux varietes de
particules n'apparait que si on developpe (0.5) jusqu'a la derive seconde
U = - /> ^ {z^f^(a;)-^-^(a;) - L^x)4-L(x)
'2a
^(^^f_vpa ^L\x)^R(x) - R\x)^L(x)
-^ dx ^(x)R(x)+L\x)L(x)) }
'2a
ou vp = 2ta est la vitesse de Fermi pour une bande demi-rernplie. Le terme
contenant des derives secondes tient compte de la courbure de la bande et est
negligeable dans la limite a —)• 0. Si 1 on suppose que Ie pas du reseau est de 2a,
les representations du spectre dans la premiere zone de Brillouin et dans la zone
de Brillouin etendue prennent 1 allure presentee a la figure 45. Le passage d'une
representation a 1'autre se fait en depla^ant la partie superieure des branches
du spectre par un vecteur du reseau reciproque des dimeres, G = ±2-7T/2a.
Les transformees de Fourier de J?(a;) et L[x) se calculent a partir de
1 l"nla ^ _ .^ „•?
dkR(k)eikx
,0
'° „ _... „•;.„ 1 />7r/a „ _. .. „•/
dkL(k)eikx = ^- / ' dk L(-k)e~ikx
/TT/a




R(x)= ^- [ dkR(k)eikx
(x}=^- [ dk L(k}eikx = ^- [ dk L(-k}e~i
27r.Ar/a^^'"^ ^ JQ
; l  







Figure 45: Spectre linearise pour une bande demi-remplie
selon la transformation (C.2) ou cf) = 7T/2: a) representation
dans la premiere zone de Brillouin et b) dans la zone de
Brillouin etendue. Le pas du reseau est porte a 2a.
Dans Ie cas d'un remplissage quelconque, on peut-etre amene a redeflnir a
par a = asm(A^a) afin d'ajuster la vitesse de Fermi selon Ie remplissage.
Cependant, ceci modifie la signifi.cation de '^^i+^ qui ne correspond plus a un3
echange entre sites immediatement voisins. En fait, Ie choix Ie plus raisonnable
serait d'ajuster t a t =^sm(A;^'a), ce qui corrrespond en fait a la linearisation
d'une bande cosinus de largeur 4^sin(A;^a). Le degre d'incommensurabilite du
remplissage ne serait considere qu'a travers I'amplitude des processus Umklapp.
Les contributions au diagramme Peierls et Cooper qu'apportent les parties de la
bande qui sent rejetees, sont de 1'ordre de ln(2n) ou n est Ie niveau de
remplissage. Elles sont done negligeables tant que les conditions de remplissage
ne sont pas extremes.
Cette precaution prise, la transformation (C.5) avec (f> = Tr/2 telle que
proposee par Emery,LD J serait done celle qui permet Ie mieux de reproduire la
partie lineaire du spectre et ce, sans introduire de couplage cinetique entre des
particules de varietes differentes. Soulignons cependant, que Ie fait que nous
n'ayons pas reussi a diagonaliser Ie hamiltonien avec (j) = kpa nous porte a
penser que la transformation exacte devrait faire mtervenir n operateurs lorsque
Ie remplissage est d'un electron par n sites. Cette avenue devrait meriter une
exploration dans 1 avenir.
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C.2 Linearisation de la bande cosinus
Le hamiltonien de liaison forte est cette fois exprime sous la forme de
^L
'H = —2t / ^s'0T(2;) [cos(—ia^a;) — cos(fc^a)]'0(s) ((^-7)
a
ou a est la distance intersite et L la longueur de la chaine. Le champ •0(cc) est
ensuite decompose en deux parties: ip(x) = ^+(x) + ^-(x) ou
^a(x)= ^Y^^a(ka)eik-x .
^a
et ou ka = 2'n'n/L avec n = [0,1,..., L/2a] pour a = + et
n = [—-L/2a,—Z/2a + 1,...,—2,—1] pour 0:=—. Nous allons identifier les
conditions pour lesquelles les operateurs ^a(x) et I4'a{ka) verifient les regles
d'anticommutations fermioniques. Nous observons tout d abord que
.L
dx . , . .L „ />Jly (^2;




Er^(x)e~ik-x= E rdi^(^)^k'-^x= i: ^-%-)^,
~~ Ja V-^ ^ _/./a •u ,,/_/ "' a'
a' </u T - ^/,a/"u ^/^,Q:/
= ^a(ka)
puisque 1'ensemble des k^. est disjoint de celui des k-. Sous 1'hypothese que
{ip(x)^^(x')} = S(x — x ), nous verifions aussi que
{ia^},^,[k^}} = ^ f [ dxdx Wx),i,(x')} ei(-k'a:-W
'a Ja
= <^Z. l-l <^-y. rv/ •
;a)na/ u)
De maniere analogue, si {ip(x)^(x')} = 0 on obtient {'^Q:(^Q;),V'Q-/(^Q/)} = 0.
Observons toutefois que I'expression
{^), ^,(x)} = ^ ^ {^(M, ^(^,)}ei(&«z-<:«'a!')
'a> r"a'
1 y7r/a
= ^ V (L ^ e^c<(:B-a;/) = ^ „/ ^- f ^ eik^~x/
'a,a' '- ~ — "o:, a'
"' " 27T JQ
=s,
1 sin (^(x — x')/a)
Q'a'7T X-X>
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ne vaut S(x — x) que si Ie pas du reseau est portee a, "2a". Au contraire, s'il
est maintenu a "a", nous obtenons l/2a pour na = x—x = 0 et ai/nira S^o,/
pour n impair. Ainsi, il est necessaire de porter Ie pas du reseau a la
distance interdimeres pour que les relations d'anticommutations de ipa(x) soient
respectees. Du meme coup on permet a deux fermions d'especes differentes
(a = =b) d'occuper Ie rnerne site.
Tenant compte de ce nouveau pas de reseau, (0.7) prend la forme de
-L
'H = —2t ^ / dx^[x) [cos(—ia9s) — cos(kpa)] ipa(x) .
^ha
La linearisation des identites suivantes
cos(—ia9x — kpa + kpa) = cos(—ia9x — kpa) cos(/c^a) — s'm(—ia9x — kpa) sin(fc^a)
= cos(—ia9x + kpa) cos(kpa) + s'm(—ia9x + fc^a) sin(A;^a)
autour de kp et —kpi produit respectivement cos(fcj?'a) — sm(fc^a)(—ta5a; — fc^a)
et cos^kpa) — s'm{kfa)[ia9x — kpa).
Gette modification de la resolution du reseau doit aussi etre utilisee
lorsque 1'on veut transcrire 1'interaction en terme des operateurs ^a^x). Nous
pouvons par exemple partager 1 interaction
^=^i>,t^wj=4 s <+,<-A<
j=l k^k^q
en trois parties q ~ 0, q ~ 2A;j? et q ~ 4fc^ contribuant respectivement au
processus de diffusion vers 1 avant, g^ et g^ a la retrodiffusion g\ et Urnklapp
g^. Le passage dans la representation des ^a{x} se ^^ ensuite par
^(k^)= f d^i,a(x)e-ik-x .
/2a
Pour Ie cas q ~ 0, 11 en resulte que




ou signe(/Cck:) = <^-i signe(fco:/) = a et ou les sommes sur ka et k^i dans Ie
membre de gauche ne se font que sur une seule branche. On verifie aussi que
ly-,^-^_,^"/2-(-/2)
^-a\~ ~ / == Q;.
L-^ TT na
ne correspond a une relation de fermeture que si la resolution du reseau est
portee a 2a. Cette condition est aussi necessaire a 1 obtention d'une interaction




Nous utiliserons dans cet annexe les fonctions zeta de Riemann,
C(z) ^ Sn=l Vn2) ze^a ^e K-iemann generalisee, C(2;; a;) = S^=o V(n + x)z ^ e^
digamma,
1 , ^ fl 1
^(rs)=-C'"+ > ;<; r-
x ' z-^ [k k-{-x
(D.l)
k=l




=ln(tanh(a;/^))|^ = - In (tanh(A/^ )) , (P.2)A
1 2 2e-u ,^
inh(u) - eu-e-u ~ 1 - e-2u
n=0
,-2u(n+l/2)





<oo piqx _ ^ yco piq^TU —
^e I dx.:^^ = 2 Be / du ^
IQ smh(2ujST JQ smh(2a;/^)
00
= me I vvdu2 V fg-4^(n+l/2-^/4) _ ^-4n(n+l/2)^





n + 1/2 - ig^r/4 n + 1/2
^_»»./Y1_;^-^[^)-^^-^) •
^-sy^^iOPuisque sinz(^/2) = -^e(ew - 1) on a d'apres (D.5) que
-^Re I dx^in2(^/2) _1 \^(\si [^f^ -^^(\-zq^T-\




Le develop? ement en serie de SRe'0(a; + iy) pour y petit conduit a
^(x ^zy) = -c7 + y" ^ - y 7—^L^ k ^ (^ + A;)2 + y2




En partiiculler, pour x = 1/2 nous avons a 1'aide de f(z,1/2) = (2Z — l)C(^) que
2n 22n+1 — 1^)^G+-;)=2£<-Ir(j)!"22^«2"^
n=0
y2 p<(3) ^231C(5)
2 { S Y2/ 32
(D.S)
D'apres (D.7), Ie comportement asymptotique de ^(x) — SRe [^(x + iy)] s'obtient
a partir de
1 . x . v-^ ( x + k 1
^(x) - SRe [-^(x + zy)] = -^ + -9—^ + > ; ( / ,~, ^'", ^ -
x ' x2^y2 ' ^ Y(s+ fc)2+2/2 2;+/^
.2 °° ..2
>-E7x (x2 + y2) z-^ (x + k) [(x + fc)2 + ^
=-v———r- ^ (»+-fcy[(^+ fc)2 + y2]
ou pour un y est suffisamznent grand devant 1, la soinme est changee en
integrale. On pose alors u = (x + k)/y, du = ^.k/y = 1/y et les bornes vont de




u 1 + u'
d'ou
,/yu(l^U'2) J^/y








Proprietes utiles des fonctions de Bessels
Les fonctions de Bessels de premiere espece peuvent se definir a partir de
^u{t-l/t) ^ ^J^(u)tn. En particulier,
eiusmW =^Jn(u)eien , (E.l)
n
eiucosW = y" Jn(u)el^^n (E.2)
z_^
n
ou les sommes sont faites de —co a oo. La transformee de Fourier de (E.l)
permet d'obtenir la forme integrale,
•27T+Q
J^(u) =-^- 1~ ' ^-usin(0))^ ^^
27T Ja






Jn(-u) == J-n(u) = ewnJn(u) . (E.6)
De (E.3) nous tirons que Jz (0) = S^Q et que
Jy{u) ^ 1 - '- et Ji(u) =. ^ . (E.7)
L'equation (E.3) permet aussi de verifier les regles de sommes suivantes,




dont void quelques cas particuliers:




^ Jn+m(-u)Jn(u) = Jm(-2u) (^.12)
^ ein°Jn(-u)Jn(u) = JQ (2^ cos(6/2)) . (E. 13)
n





l-n(u,v) = e^nln(u,v) (E.lb)
l^v)=ln(u,-v) (E.16)
!„(-", -v) = emnl^(u,v) (E.17)
M^,0) = Jn(u) {E. 18)
1^(0, v) = Jn/{i(y)e~^n^ si n est pair, 0 sinon. (^.19)
Les regles de sommes utilisees dans ce travail mettant en jeu In{u^v") sont




V" \-n{u, ^)In+^(u, ^) em0 = IN (2u cos(0/2), 2^ cos(^)) e-iNe/2 (E. 22)
n




Nous demontrons maintenant les equations (E.8) a (E. 24). Tout
d'abord, nous rempla^ons chacunes des fonctions de Bessels du membre
de gauche de (E.8) par leurs formes integrales (E.3) en utilisant 0\ et
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0^ comme variables d'integration. A 1'aide de la relation de fermeture
^gm(0+0i+02) =27r^(^+^i+^), nous obtenons ensuite que
00 /-27T
y em6Jn+n,(u)Jn(u) = / ^l^[m0i-usm(0i)+usin(wi)] .
n^-/oo "'"" "" ' J« 2V
Enfin, P identite trigonometrique sin(6'+^i)-sm(^i) = 2sin(^/2) sin(^i+^/2-7T/2),
suivit du changernent de variable 9\ —^ 6\ — 0/2 + 7T/2 conduit a
00 /.27T
y eineJn+n,(u)Jn(u) = / ~" Mle'^^-9/2+v/2)-2usmW2)sm(«^
n^cc """' ' "' ' J» 27r
=eim^-°^2Jm(2usm(e/2)) .
Afin de demontrer (E.9), il suffit d'utiliser (E.6), (E.8) et Ie fait que
sm(0/2+7T/2) =cos(6/2).
Demonstration de (E. 15)
l-n(u,v) = Y^ J_n_^(u)Jp(v)e-ivP/2
/ ^
p
par (E.6) = e"r" ^ Jn+2pWJp(v)e-nP/2
p
par p-^-p = e^n ^ Jn-2p(u)J-p(v)e+inP/2
p
par (E.6) = eivn ^ Jn_^(u)Jp(v)e-ivP/2
p
.i7rn-=ewnln(u^) .
Les quatres prochaines lignes demontrent respectivement (E.16), (E.17), (E.18)
et (E.19).
l^u,v) = ^ Jn^pWJp(v)ei7TP/2 = ^ ^_2p(u)Jp(-^)e-CTP/2 = !„(,., -^)
p p
In(-u, -y) = ^ ^_2p(-u)Jp(-,,)e-"rP/2 = ^ ei("-2P)7r^_2p(u)^(^)e"rP/2
p p
=em^(u,v)
^(u,0) =^Jn_^{u)Jp(0)e-mP/2 = Jn(u)
p









n—)-n+2j9, p = p -\-l
= ^ Jn(u)Jn+N-vW Jp(v)Jp+l(v)e-i<2P+l)/2ei(n+^e .
p,/,n




et grace a (E. 14) nous etablissons (E.20). L'equation (E.21) s'obtient directement
de (E.20) en posant N = 0, 0 = ^ + TT. De (E.15) et (E.20) nous obtenons
directement (E.22),
^ I-4", f)ln+jv(", ^) e2"8 = E I"(u- <')I"+^V(U-") ein(e+v)
n n
= IN (2^ cos^/2), 2^ cos(6)) e~iNe^
La demonstration de (E.23) fait intervenir (E. 16)
E ^(u' u)I"+jv(",") ^"' = E In(", -")ln+jv(", ") em(fi)
n n
= ^ 7^2p(lt)Jp(-^) ^+jv_2^(u)Jp,(«)e-w(P+P')/2emff
p,p',n
= ^ ^(")J^-2i(") ^(-^^+;(^)e-"r(2P+i)/2e8("+2P)8.
p,l,n





et grace a (E. 14) nous etablissons (E.23). L'equation (E.24) s'obtient simplement






G^(u^,r,r/)=^ // ' dkyeiky^-y'^ G^{z^x) Fa(x^x^ ky) (F.l)
'0
La definition de G'o;c7-(^n,r,r/) a ete presentee a Pequation (1.30). D'apres




Fa(x^x^ ky) = exp [z^ ^ t^kyb - Qx)dx^ . (F.2)
et ou at_^_(kyb)/VF = \aQ cos(kyb)-{-2\'^Q cos(2kyb)^ \a == —— et A^ = —^.
UJH " Uff
Gommen^ons par evaluer Fa(x, x , ky), Nous avons besoin de
—Aa(sin(/Cy6 — Qx) — sm(kyb — Qx )) = 2\a cos(kyb — QX) sm(Qx/2)
ou x = (x — x') et X = (x + x )/2, ainsi que d'une equation similaire pour Ie
terme proportionnel a A^. Apres Ie calcul de 1'integrale dans (F.2) et de
Putilisation de (E.2) pour chacun des termes en cosinus, on trouve que
Fa(x,x',ky)= e^A^sm(05/2)cos(^6-(5Z)^2A^sm?)cos(2^6-2^)




exp ^ i— \ tj^(kyb — Qx)dx
VF Jx'
= V" Jn (1\a sm(Qx/2)) Jp (2^ sm(Qn)) et("+2P)((:,i>-l:?-y+'r/2)e-tP7r/2 .
n,p
(F.4)
II reste a faire la transformee de Fourier selon ky de la derniere equation
Fa(x,x',N)=^ [ dky eikvbN exp ( ia- / t_^(kyb - Qx)dx
27T 7 " ' \ VF Jx'
185
D'apres (F.4), 1'execution de 1'integrale produit S^^_^p__]^-27T/b
Fa(x^ x, N) = b-1 ]T J_^_2p (2\a sm(Qx/2)) Jp (2^ sm(Qx)) e-^(^/2-^)e-^7r/2
z_/
p
et par la definition donnee en (1.36)
Fa(x, x, N) = I_N (2\a sm(Qx/2)^\'^ sm(Qx)) e-^VW2-W .
Grace a cette derniere expression et a (F.l) nous retrouvons 1'equation (1.34).
Nous recherchons malntenant Pexpression de la fonction de Green
Ga,a-(i^n,kx^k^ky) defmie par
Ga,a(i^k^,k^ky)= I dxdx'e~i^x~k'^ G^(i^x) Fa(x, x, ky) .
Remarquons tout d'abord que k^x — k'^x1 = ^(kx + k^)x + (kx — k^)X et que
d'apres (F.3) 1'integrale sur X produit LS^' ^ -nQ- ^ reste done
^ ^-i{k^x-Qnx/2)^-iTT{n-^-p)/2 ^1D ^,,__ ^'
ra,cr['i(^)n^ Kx, KX — n(^^ Ky) = ^^ f ax e ^'v~ -v--/-/g - \-..r//- (j^-^.^c<;^^
p
x J_^_2p(2Aa sm(^/2) Jp(2A^ sm(g^))e-m^6
et chacune des fonctions de Bessel est developpee en utilisant (E.8),





On remarque ici que Ie coefBcient de 7T/2 est nul et que celui de Qx est







a,cr['i(^n'> Kx-> KX ~ n(4i l^y
^ ^1-D^,,._ ^;^'7-___ ^\ \/ \T f\ \1 \^-i(k^-mQ}x ^-ink^bL:ra^a[wn,X)J^n-n[Aa^a)-Lm[Aa^A'a)e vvvx '""ct)"e """"y'
GlaDa(^ ^ - mQ)Im-n(\^ A^(Aa, \^e-inkyb
ou




Formules utilisees dans Ie cadre
du groupe de renormalisation
quantique dans Pespace reciproque
G.l Formules pratiques a ^integration partielle
Soit g(e) une fonction quelconque, 1'integrale partielle -f deg(e) se deflnit
de maniere equivalente a partir d'un developpement au premier ordre en di de
^EpW ^ ^ ^ f-E^di)
deg(e)= / ^ ^ 5f(e)^+ / .. g(e) de,
lE^l+d^ ~ ' J-Ep[i~)
qu a partir de
d fEFW
de9(^)= -To I „ _ 9^)de
^ J-EpW
ou Ep(£) = Epe~ . On obtient dans les deux cas,
j-deg(e-)=dtEp(i) [g(EpW ) + g ( -Ep{l))] (G.l)
Ce resultat simplifie beaucoup Ie calcul analytique et contribue a dirainuer
Ie temps des calculs numeriques, tout simplement parce qu'il n'y a plus
d'integration a faire.
Void, quelques exemples frequement utilises:
Bulle elementaire
' de n(6)^n(~6) = _ di tanh(/?^(^)/2)
(G.2)
^ - d£ pour ^(^) > 2T .
Bulle elementaire avec brisure a la loi homogene
/pEp[e.}
^r^^n{^ ^ _^EpW j tanh [^^) + tanh [^) ^ ^ ^ _^
^e~2t+a~ = ~dl~T \ —^—-2^)+2a ' ' / + (a ^ -a)
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c'est-a-dire,






pour EpW > H ,
pour T < EpW < \a
(G.3)
Si d'aventure on pratique Ie changement de variables e' = e + CL/2 a 1'etape
t = 0, 1'erreur sur Pmtegrale totale serait de 1'ordre de (a/Ep) et 1'integration
partielle prendrait la forme
^n(e + a/2) - r»(-e + a/2) ^ _^
J 2e pour EpW>\a\,T





(lion - e)n(z^n + e}m
Cette expression apparait lorsque 1'on developpe des bulles element aires, les
generateurs et 1 energie propre par rapport au champ magnetique sous la
condition Ep(£) ~^> uy. Par 1'integrale de contour suivie du theoreme des residus
on a que
7^77
1 1 dn—1 n(Z)
^.
(zun - e)n[zujn + e)m - (n - 1)! dZn-1 (Z + e)m Z=e
jm—1
+ n(Z)
Z=-e(m - 1)\ dZm-1 (Z -e)n\
Puisque n[e) varie peu a Pexterieur d'un petit intervalle de largeur =bT autour
de e = 0, ses derivees ont une contribution nulle lorsque e ^> T. II suffit alors
d'evaluer,
^n-lm(rn + l).-.(m + ^ — 2)?n—l














pour obtenir une expression extremement pratique
x^uw^ ^(-l)"(m.+n-2)!n(-£)-"(£)
'"•m^at = /a£ (n-l)!(m-l)! (2e)">+"-l
=(-1)'
di (m+n-2)! 1 + (-l)m+n
(2£^))m+n-2 (n - l)!(m - 1)! 2
On remarque en particulier que Xn,rn{^) es^ nul- lorsque m et n n'ont pas la
meme parite. Le tableau 7 presente des expressions de Xn ,m(^) utilisees dans Ie
texte et dans les prochaines sections de cette annexe.
Tableau 7: Tableau du comportement dominant de
































G.2 Calcul des diagrammes jusqu'au
deuxieme ordre en perturbation
G.2.1 Premier ordre a Penergie propre
II s'agit ici de calculer la contribution obtenue de < Sj^ >o,c- Dans Ie cas
d'un propagateur de la branche a = +, nous avons alors que





apres la somme sur les frequences et 1'utilisations de (G.l) nous avons
^\i,k) = ^Ep(i}dt (n[Ep(t)] +n[-EpW])
^--^—dEFW pour EF{£)^>T.
Comme 1'increment dEp^} est m.ultiplie par la densite d'etat et par des
facteurs de Fermi-Dirac, nous avons que Ie resultat final est proportionnel
au nombre de niveaux occupes et done du nombre de particules dans
1'intervalle d'integration. C'est pourquoi cette contribution est associee au
potentiel chimique.
G.2.2 Bulles Peierls et Cooper ID
L'integration partielle d'une bulle Cooper participant; a la renormalisation
du couplage a 1'ordre d'une boucle se calcule a partir de,
/n\ 2
S^(^d^) =gl (^] ^ <^(^l+^)^(^2-^)^-(^2)^+(^l)'] ^
{^> ^}
X y+^'xl +W1(^2 -W-fe^+t^l) >o,<
2 _ _ _ _





Les etapes a suivrent sont
r\Dm ~
K^(Wd,e=VFT^-l-dk^,^ ,,,,',./,„ ,„,, ,,
z[ujn +^mJ - e+[hs + qx) [-z^n - e-(-^.
-lden^e + VFq^ ~ ?^-^




K^D(W = -—-, —^-—^ lorsque Ep(i) » |^g^|, T
vpq - zujrn
lorsque \vpq\ > Ep^i) » T .
^vpqx
D'autre part dans Ie calcul de la bulle Peierls
KlpD(Wd^ = vpTY. -l-dk^GlD(ka, +qx)GlD(k^ - ^)
ou ^ = (iujrn^kp), il suffit de remarquer que GL_ (kyc, — ^lx) = —G?i_(—fcs) pour
obtenir K]P(W = -K^D(^q^.
G.2.3 Deuxieme ordre a Penergie propre
Le diagramme associe a la correction au deuxieme ordre de 1'energie
propre est Ie diagramme a trois propagateurs mternes presente a la figure 11.
Pour un propagateur appartenant a la branche a = + nous avons
'(2)/<? T \_ ^2m2 V^ f^x [ ^nWfTJ r» \ntD^ i^ \n\D f7J i~ nv,kx) = -92'1" ). f-7^ I ^z-^^^x~^lx)^[hx-\-qx)^^^+qx-^lx,
/-^
un^m
ou Gw(kx) = [i^n — sw(kx)]~1 et e^ (kx) = vp^aks - kp). Si on choisi comme
variable d'mtegration e ^ £^_ (fca;), 1'equation precedente se recrit
/




i(ujn 4- <^m) + €/ + •yp^a;
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et apres la sommation sur les uj^ puts sur cjm
-W(P ^\ - .2 f del [ dq[n(-et)^n(-el-VFq^)]
'^^Rz)=^r^pj ^ [G\D(k^- 2^9,
x [nB(-vp(lx) + n(e^-(kx) + VFClx)}
ou nj^(e) est la fonction de distribution de Base-Einstein. Dans 1'hypothese ou
Ep(£) ^> T, Ie premier terme entre crochet au numerateur ne contribue que
lorsque les conditions | vpqx |>| e/ | et g'a;e/ < 0 sont rencontrees et prend la
valeur —signe(qx). Dans ce cas, Ie deuxieme terme entre crochet vaut aussi
—signer). On peut done ecrire apres integration partielle
.(2)^ r. ^ - ^EFWM f <^<?(1"? I- I Ep(t) |)
'-J+^^1=92^^J ^[ffy^)]-l_2^
que 1'on developpe au premier ordre en [G1^ {kx)]~ pour obtenir apres
integration sur q^ entre [—<?o?90
d^\W = —3^[G^(fc,)]-l
ou nous avons suppose que go ^> EpW-
G.2.4 Bulles ID : apport interchaine
Nous calculons ici la contribution provenant des sauts au premier, ^, et
au second voisin, t^, interchaine sur une bulle Peierls ID
Kp(l)d^ = 2vpT ^ ^ ^dk^GW(k^)]2GW(k^ ^p^)Gl_D(k^ - ^) .
p=±l,±2,a^
ou Ie facteur deux devant 1'expression tient compte du fait que les particules de
1'une ou 1'autre branche peut faire un saut interchame. La somme sur p tient
compte que Ie saut interchame peut se faire sur deux cotes. La definition
£ = e^-(kx) permet d'ecrire
1 1
Ktp(^ = 2T Y. t\v\b -l-de7. — t—^-
.p^^. -.. _^^ ^ -W J -^ _ e]2 z^n - e - PUJH ^n + e
p=±i,±z,a»^
"4TJ?,., twfde[^-^^^ 11+ (s)
P=l,2,^
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ou la derniere ligne est obtenue par Ie fait que la somme sur p elimine les
puissances impaires de uJfj. Grace au tableau 7, nous obtenons enfln que
^-£(^)'(1+ PWH ]2^\2EpW\ j • ^•°
II est possible d'ecrire une expression semblable sans faire de developpement sur
ujjf. Apres sommations sur les frequences et grace a Pequation (G.l) et nous
obtenons,
Ktp(t) = 1t],EF(t) ^ ( /(EpW.p) + f(-Ep(t),p) )
p=±l
ou nous avons pose t^ == 0 et ou
/?sech(/3e/2) ^J 1 1
[e'r1) = 4 7?^26 -nl£J [c^ - 77^(26)2] +-
n(e + r]uju) n(~e)
2~
c4(2€+TO?) (2e)2(26+77^)
Apres la somme sur p nous obtenons enfm que
Ktp(t) = 2^Ep(t)( h( Ep(i) ) + h( -EF(t) ) )
ou
(^ = n(€) _(_ n(€+a;I:f) ^ ?z(€-^^) _ n(-e)
^e ' t4(2£+a^) ' a;^(2e-^) 6((26)2 - ^)
Le developpement a 1'ordre ujzj_j- de cette equation est en accord avec (G.5) alors
que dans la limite ujy ^> EpW >T on obtient
Kt?w = (S
^H.
Ce qui est en accord avec Ie resulta/t en champ fort. Cette fonction est presente
a la figure 46. On remarque qu elle augmente de fagon monotonique jusqu'au
momen.t ou t = ^ ^ ln(c^jyr/J^^), il y a alors un changement brutale en
signe et en amplitude. Le saut en ce point equivaut a quatre fois 1 amplitude





0.01 0,1 1.0 10.0
co^/Ep(l)
100.0
Figure 46: Amplitude de la correction sur la bulle Peierls
provenant du saut interchame en presence de 1 efFet
cyclotron.
G.2.5 Apport du saut interchaine sur Ie deuxieme ordre a 1 energie pro-
pre
Nous rempla^ons successivement les trois propagateurs internes du
diagramme en forme de "soleil levant presente a la figure 11 par un
propagateur tel que presente a la figure 47. On s'attend a ce que les trois
diagrammes obtenus aient une contribution equivalente d'ou
d^t(W=-39^lT2 ^ ^Jd^[GW(k'^-^)fG\D(k.^)
I/p=±l,a^,a;
ilD^Tj tDf7JX GLU(k^ - ^-pQ)GilJ(k'^q^-^)
nous developpons Gl_ (k'^ — ^lx ~ pQ) jusqu'au deuxieme ordre en ujy et 1'on




ilDfTj ilD/TjGl_u(k'^ - ^ - pQ) = 2G^(k^ - ^) ( 1 + ^ | G^(A4 - ^)
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Si on choisi comme variable d'integration e ^ £^_ (A;a;), Pequation precedente se
recrit
d^wt(W=
_ Qg^ ^ ^ fd^




Apres la sommation sur les uj^ on neglige les contributions tel que
dsn(z)/dz3\ ^ et d5n(z)/dz[
/2;=e Z=€'
pour obtenir
(2)^, 7^ _ ^.2^,2 V- /" ^6' [ dq^n(-e')-n(-e' -vpq^d^)L^k^=-6g^T
z_^
^i,a».




{iujrn + VF(lx)3 (^m+^?)5.
On pratique ensuite la somme sur ujrn en negligeant les derive de n^(z) lorsque
z > 1
d^w\w=^T2 y- ^ /^ [n(^') -"(-:',-"T)]
.+ ^,n^-^2- ^ J ^Vp J 27T (t^-€-2^^)3
c^,.^
X [nB(-vpqx) + n(e + vpqx}} 14-
UJIL
(zujn — e — <2vpqx)2,
La suite se fait comme a la section G.2.3 et Ron obtient finalernent,
2'
^)t 33JtJ_ rlP/Z M-ld^'l(t,k^=^ydi[G^(k^ 1+(_WH^\2EF(t}J
l<x*Qx, j+l
->-
kx , J kx , j kx, j kx, j
Figure 47: Propagateur ID corrige par un aller-retour
inter chaine.
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G.2.6 Le terme generateur de 1'interaction interchaine.
Dans Ie canal Peierls, ce generateur est evalue a, partir de
t27TVFfl{^qy)d^
1=(^Ee-^^ e)(iujn - e- p^fi)(iu}n + ^)(wn + c + P^n)
P^n
(G.6)
ou chaque particule fait un saut interchaine dans la meme direction. Cette
expression est d'abord calculee par un developpement a 1'ordre uj^ et en
utilisant Ie tableau 7
27TVFfl(£)d£
^ (gt^T V e^ ^67-—^, , „ | 1 + P^H(—]— - —-1—)
^ ^ ' J ^(iujn - €)2(z^n + e)2 f ' ''^ Sc^n - e ia;n + €y
P^n
1.1 1
+ UJH I 77~——X9 + 7^{iun + e)2 (^n - e)2 (^n + 6)(u^ - e)
"dt 2 cos(9i/) (4^)) X2ftw + [1Sw) (x4ftw + X2AW + X3-zw)
^2co^)(^y[2+(^y(4+4+6)]
4cos(^) ( gt^ \ ^ ^f ^H^dt [l+7^^ \^WJ L'T ' \2Ep(I),
(G.7)
II est possible d'obtenir une expression de f (-^, qy) sans faire de developpement
par rapport a u^ff. Apres la somme sur iujn Ie terme de droite de (G.6) devient,
'27TVFfl(^)d^=
^y y ^ ^ ^ (- ^_^ _ ^ ^ ^i _ ^_j_
^n) ^^ -j-^\-^ -> •v^u\.cle 2e+p^J (G.8)
n(—e — pun) — n(e + P^n) )1^. —
-2e^pujn 2e+2pujff.




















Figure 48: Amplitude du terme generateur interchaine
Peierls en unite de (^W^ff) pour la modulation qy = 7T/b.
Pour Ie terme generateur Cooper nous avons que
icw = (<?4)2T y. esqy -^^——. — 7—. — ,,\/,. ,.,/,^ - J 27T^ (-^n - e)(-i^n - e - SuJff)(wn + e)(i
s^wn
^ Jff cos(^) ^ ^6
~^W),
^ ^cos^y) ( 9tb
^F \El(i~),
Wn + e + WH)
( UH \
c=dt
I h'2m + (2^)) (I^W + hAW ~ I3-3W)
2+f^^V (4+4-6)1\-iEp(i)}
^dt2 cos(qy) ( gt^
TTVp \^W
1+ (^H-^\\2EF(t)J
II reste a multiplier cette contribution par une fonction decroissante avec la




Fonction de green a une particule
et susceptibilite RPA en
presence d'un champ magnetique
Gonsiderons Ie hamitonien de premiere quantiflcation,
U = vp(-aKx - kp) - t^_(Ky, Qx)
ou t_^(Ky, Qx) = 2^ cos(Kyb - Qx) + 2^6 cos(2(Kyb - Qx)) et ^ = -z-^ et
Ky = —i-^. Les fonctions d'ondes solutions de 1 equation de Schrodinger,
(^+^)^,^(t,a;,n)=0.
sont
./ ^\ _ .^-^+^na;+^,n-.La:/<i (^,Qa!/)ci®/n'y'" Js' "J- Vy '
'a,E,k l(/;-L'5^ »7^ ::=
ou E = vp^ak^ — kp). Les variables x et n = y/6 designent respectivement la
position Ie long des chames et Ie numero de la chame. Nous avons pris garde id
d'utiliser aussi la variable x' pour tenir compte de la perte de 1'invaviance sous
translation. La phase est rearrangee suivant,
$,,^^(t,^,.',n)=et(-£<+fcH-+W
i(-2a\ sm{Q(x-x')/2} cos{kyb-Q{x+x'}/2)-2a\' sm{Q{x-x')) cos{2kyb-Q{x+x!)) )





et ou TTZ, contrairement a n, est une constante du mouvement. Ge nombre, m,
est nomme indice de chame de Wannier. Dans la limite de champ inflni,
A= A = 0 et 7n-m(0,0) devient Ie delta de Kronecker Snrn- Pour ce cas, les
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chaines de Wannier sont confondues aux vrais chames et kx redevient un bon
nombre quantique. II faut remarquer qu'lci la limite de champ nul ne peut etre
directement appliquee.
On pent maintenant construire 1 operateur de seconde quantiflcation qui
annihile un electron de la branche a au temps t et a la position (a;, n),
^a{t,x,n) = ^ ^^<^^,a;,n) = ^ ^^^$^^^(^, a;, n)
E,ky E,m
ou cia.E.k.. detruit un electron de la branche a, d'energie E et de nombre
d'onde ky (ou d'mdice m) selon y, cet operateur permet une representation
diagonale du hamiltonien de seconde quantification /H
^=E / ^xj^a(t^^n)Wa{t^,n) = ]C^L^a,i?,m .
n,a v —^ E,m
Considerons maintenant la transforraee de Fourrier par rapport a la variable k^
-?(t,fe,,n) = Ea",^-("-m)Q,n>^wy[fc'-("-m?-AF]^"-m(°A,aA')
m
On voit ici que m joue Ie role d'un indice de bande dans la representation de
la premiere zone de Brillouin delimite par [-Q,Q]. La somme sur cet indice
correspond a une somme sur toutes les valeurs energies reliees a kx par un
vecteur du reseau reciproque.
Grace a 1'expression ci-dessus, la fonction de Green Ga(i^n^x^x^^nJrN),
Ga(wn,kx,k'^,n,n+N)=-^ Jdxdx'^d^-ei(k':c'-k^^Gc.(t-t',x,x',n-n'}
ou
Ga(t-t',x,x',n-n) =- < Tr^f(t,x, n)^(t',x,n) >
devient
1 ^In(oi\,a\l)In+N(^^^')
Ga^n^x^x + NQ,n,nJrN) = ^ > ,-'"v" ' "_ //7TV \".'_-?"" / •
lUJn — £a[kx) + cmcJfl-n
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On en retire que la fonction de reponse Peierls
'00 ^t, /•27T'
Xp(T,q,H)=T ^ / ^/^ <^/G'+(^,^,fc,+p(3,^)
,/ 7-oo 'Z7T JO
^n^P^P'
X G-(iujn,ks +pQ - 2fc^ - q^kx + (?+? )Q - ^kp - q\^ky - qy)




n(e - muJff) - n(-e + (m + p)^H ~ vpqx)
2e + puJfj - vpq,x
p,m,m'
x Z^(+)2^+p(+)Z^(-)Z^/_p(-).
Pour retrouver une forme serablable a Montambaux et al. ou Chen et al. il faut
faire une changement de variable sur £, e— > e + nuJfj ce qui peut avoir un
effet sur les corrections a la loi d'echelle.
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ANNEXE I
Fonction de Green, fonction de reponse
et energie propre dans Pespace reel
1.1 Fonction de Green ID
Soit la fonction de Green ID en representation (wn,a;),
Ga^n, x) = -^-signe(un)6(a^nx) e-a^n-ivFkF>IVF . (/.I)
VF
Sa transformee de Fourier vers Ie temps imaginaire
















27TI X + iCtVpT
1.2 fonctions de reponse
Considerons maintenant les fonctions de correlations du canal Cooper
^(zujm^x) et xc(x) de&iies respectivement par




et par ')Cc(x) = G-}-(x)G-(x). A 1'aide de (1.1) nous avons que




Xc(-iujm,-x) =)(c(wm^) . (J.2)
II suffit done de fbcer x ^ 0 et d'etudier les cas ou ujrn > 0 et u^m < 0. Recrivons
^m, x)=T^-y^e^n-{- uJm) e-^n^^xlvF .
VF^O
Pour u)rn > 0, nous obtenons
1 e~wmxfvF
Xc(^m,x) = 2x
alors que pour ujm < 0, on fait la translation ujn —^ <^n ~ <^m avant de sommer,
W(^,.) = ^ I: ^)e-(2u»-u-)^ = .^^^ eum;/;;,
Vv "—^r. ~ ' 'ZTTVp^T _.JF ^>0 "" ^'sl-z' sinh ( ^




Le calcul de %c(x) = T ^^_ Xc('lujrn^ x)e~wrnr se fait aisement et donne
xc(x) = 2^^f2x\ _CiVFT\ (IA)
— cos
^T.
Ce resultat s'obtient aussi directement a partir de ^c(x) = G-^-(x)G-(x) et
de la propriete cosh(2x) — cos(2iy) = 2smH(x-}-iy)sinh(x — iy). ^o'n.s la limite
x < ^T (1.4) devient
%c[x) = -.-^ —/,. _\ . ^.;47T
x2+^in2(¥)
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1.3 Calcul du deuxieme ordre a Penergie propre
D'apres (A. 35), nous devons evaluer
.2
-52 / dXdr -1-dxxc^) (-G-a(-i)) ^(JC+)^(X_) .
J




x=x^_ ~ ax ^aW x=x+
Ce calcul peut etre fait a 1'aide des expressions exactes de (—G'-o:(—^)) (A.14)
e^ Xc(x) (A.23). II se realise alors en transposant 1'integrale en r en une
integrate de contour definit par Z = e vfr et munit d'une ligne separatrice
("branch cut") Ie long de Z = 0 a Z=—l.Le calcul des residues des poles a
Pinterieur du cercle, excluant ceux situes sur la separatrice, correspond au
resultat de Fmtegration. En fait, cette procedure possede un degre de precision
inutile puisque 1'ensemble des calculs repose sur Ie fait que \x\ <$; ^y. Un calcul
plus simple et d une precision suffisante profite du fait que 1'integrant n'a une
contribution notable que lorsque
expressions approchees (A.26) et
<
r^J <^ ^T. II s'agit alors d'utiliser les
G-a(—x) = Ga(x) =
a iakpX
2m x 4- ioiVpr
puts de prolonger Pintegration sur r de [—/3,/?] a [—00,00] pour ensuite passer
a une integrale de contour sur Ie demi-plan complexe superieur. La translation
r—^ T—T/2 permet d'enlever la dependance des champs externes -0^(X+) et











(s2 + (VFr) )(x ~ ^vpr)
1
A-£9r
S^(zavp)3 fg (z + a,)(z — a)2 A- Ôr
ou A = 1 — x
9
QX et a = x (iavp). Gette expression presente un pole simple en
Z = —a = iax/vp et un pole double en Z = a = —iax/vp. Les conditions a
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respecter pour que ces poles soient a 1'interieur du contour sont respectivement





"Or8'7r3(to:'uj?)3 Jg (z + a)(;z — a)2
. zaeiakFX e(ax)-6(-ax)
= 2mS^(zaVF)3 ' '( x'y ' L1 '
iavp )








D'autre part, 1'integration partielle sur x implique que
^^(-)-J(—)[l_^







{ ^VF-^ -\ '~i'9X Qr
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