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ABSTRACT 
 This thesis deals with online optimization of discrete performance measures in 
Markovian models with incomplete information. We consider a setting where a physical 
realization of the model is sequentially obtained over a number of periods. The 
information gathered to date is used in order to efficiently run the model in future days. 
The information is incomplete in two ways: (i) model parameters are initially unknown 
(the demand rates in our case), but can be estimated from the physical realizations; and 
(ii), the demands are censored when the system is in some boundary states. The method 
of Sample Average Approximation is used to solve the optimization problem. More 
precisely, in each period, sample paths are generated from the distributions estimated to 
date, and the best model configuration is determined with respect to these sample paths. 
Sequential observation of the system’s behavior allows for information to be gathered 
and a more informed decision to be made in each future round. 
 The method developed in this thesis can be applied in a variety of contexts, where 
no information is known about the system beforehand, but can be observed at least 
partially in a sequential manner, such as assigning assets for surveillance of remote 
geographical regions for illicit activity. The motivating setting of this work is the 
operation of a bike-sharing system with fixed capacity stations, where an initial number 
of bikes must be set each day to minimize unsatisfied customers. 
v 




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Scope, Limitations, and Assumptions . . . . . . . . . . . . . . . . 2
1.3 Research Questions . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Literature Review and Background 5
2.1 Background on Bike Sharing Systems . . . . . . . . . . . . . . . . 5
2.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Contribution to Existing Literature . . . . . . . . . . . . . . . . . 11
3 Analytic Models 13
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Rates Estimation . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Convergence to the Optimal Solution . . . . . . . . . . . . . . . . 22
3.4 Analyses Left for Future Work . . . . . . . . . . . . . . . . . . . 25
4 Analysis and Simulation Results 27
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Fixed Bins and Piece-Wise Constant Rates . . . . . . . . . . . . . . 30
4.3 Fixed Bins and Smooth Rates . . . . . . . . . . . . . . . . . . . 39
4.4 Adaptive Bins and Smooth Rates . . . . . . . . . . . . . . . . . . 40
4.5 Reuse of Samples . . . . . . . . . . . . . . . . . . . . . . . . 44
5 Conclusion and Recommendations 49
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 50
vii
Appendix: 53
A.1 Fixed Time Bin Algorithm . . . . . . . . . . . . . . . . . . . . 53
A.2 Rate Estimation Fixed Bin. . . . . . . . . . . . . . . . . . . . . 55
A.3 Adaptive Bin Size Algorithm . . . . . . . . . . . . . . . . . . . 56
A.4 Rate Estimation Using CIF . . . . . . . . . . . . . . . . . . . . 57
A.5 Simulate Customer Pick-Up and Drop-Off Flow . . . . . . . . . . . . 58
List of References 59
Initial Distribution List 61
viii
List of Figures
Figure 1 Average cumulative regret observed as a result for variants of the
proposed model. . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Figure 2.1 Graphical representation of the Markov chain model used by Raviv
and Kolka (2013) to represent the bike station and demands. . . . 7
Figure 4.1 Customer demand rate . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 4.2 Expected number of unsatisfied customers for each initial number of
bikes assuming demand rates in equation 4.1. . . . . . . . . . . 29
Figure 4.3 Piecewise constant customer demand rates approximating baseline
scenario defined by equation 4.1. . . . . . . . . . . . . . . . . . 30
Figure 4.4 Rent (Blue) and Return (Red) Demand rate estimate by days 1, 10,
100, and 1000 . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 4.5 ;>10('"() of the estimation of demand rates. . . . . . . . . 35
Figure 4.6 Effect of censoring on demand rate estimation, shaded areas are the
corresponding probabilities of rack being empty (blue) or full (red). 36
Figure 4.7 Distribution of computational budget in planned time horizon. . . 37
Figure 4.8 Cumulative regret for various budget distributions. . . . . . . . . 37
Figure 4.9 Cumulative regret for different total computational budgets . . . . 38
Figure 4.10 Cumulative regret for different time bin sizes . . . . . . . . . . . 40
Figure 4.11 Cumulative regret using a range of exponents for the rate of decay of
the bin size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Figure 4.12 Measure of dissimilarity of the rates in a 364 days of operation of the
station. Red line represents the selected threshold Θ. . . . . . . . 46
Figure 4.13 Cumulative regret plots for different selections of U and Θ . . . . 47
Figure 4.14 Cumulative regret plots for Method 1 (U = 1 and Θ = 1 ) . . . . 48
ix
THIS PAGE INTENTIONALLY LEFT BLANK
x
Executive Summary
Across awide variety of applications, wefind situationswhere a decision about the allocation
of resources must be made for the optimal exploitation of a system, under conditions where
little to no information is available to support such decision. In this thesis we propose a
model that addresses the lack of information by observing, at least partially, the system’s
behavior, and proposes a stochastic approximation aided by simulation, to sequentially
converge to an optimal solution that minimizes the expected regret. The problem addressed
in this research can be seen as an online optimization of discrete performance measures in
Markovian models with incomplete information. We consider a setting where a physical
realization of the model is sequentially obtained over a number of periods (days in our
case), and the analyst can use the information gathered to-date in order to efficiently run the
model in future days. The information is incomplete in two ways: (i) model parameters are
initially unknown (the demand rates in our case), but can be estimated from the physical
realizations; and (ii), the demands are censored when the system is in some boundary states.
Consider, for example, a naval force is assigned the task of enforcing maritime law in
a determined geographical region and has to decide the number of assets to assign for
patrolling it. This specific region is known to have illicit activity occurring in it, but the
rates at which they happen are not available to the decision makers. Each time an illicit
activity is carried out and is undetected, there is a penalty or a cost; on the other, hand there
is also a cost associated with assigning assets and a penalty if they patrol the area in times
no illicit activities are carried out. This kind of cost could be associated with the operation,
and perhaps the lost opportunity of using it in areas where it could have potentially been
more useful.
In order to constrain the problem at hand to a situation widely discussed in the available
literature and provide a scenario suitable for the analysis, we will discuss an analogous
situation in the context of a bike-sharing system (BSS). These stations have a fixed capacity,
where some optimal initial number of bikes must be allocated at the beginning of each
day of operation. The method of Sample Average Approximation is used to solve the
optimization problem. More precisely, in each period of a day, sample paths are generated
from the customer rates estimated to-date, and the best model configuration is determined
xi
with respect to these sample paths. Sequential observation of the system’s behavior enables
better estimates of the arrival rates which in turn allow for an informed decision to be made
in each future round. In the instances when the rack is full there is no visibility of customers
wishing to return bikes, and in the case when it is empty there is no visibility of customers
who wish to rent bikes. We wish to minimize the expected number of these unsatisfied
customers whose demand could not be immediately met, by selection of the initial number
of bikes on the station at the beginning of the day. The model we propose in this thesis was
developed in a base scenario where the arrival of customers was modeled in hourly constant
rates. Then we see the effect of approximating to constant values using smooth functions.
We then develop two variants of this model. The first one uses sequentially smaller time
periods, which we refer to as bins, starting from hour-size bins, and the second one relies
on reusing of past samples. We study the problem in the following sequence:
1. True rates are piecewise constant with a value equal to the mean of the corresponding
fixed-size interval.
2. True rates are the true continuous functions, and rates are assumed constant for the
corresponding fixed- size interval.
3. True rates are the true continuous functions, and rates are assumed constant for the
corresponding interval that decreases in size as time progresses and more information
about the rates is captured.
4. We reuse sample paths obtained previously asweighted averages that consider recency
and similarity of the rates used for the estimation of the objective functions.
We are able to provide a detailed analytical proof for the convergence of the model, and
empirically test that the adaptive sizing of the time bins did not improve our results.
The reusing of past samples significantly accelerated the convergence towards the optimal
decision, reducing the variability of this estimate, and average cumulative regret as show in
Figure 1. We will refer to the regret as the difference in the number of expected unsatisfied
customers of the selected initial state of the station for the following day, and the optimal
number.
xii
Figure 1. Average cumulative regret observed as a result for variants of the
proposed model.
Notwithstanding the fact that the model we propose has proven to work analytically for the
base case and performs at least as good for the other cases, we believe that further research
is required for the selection of model parameters that could optimize the performance of the
model.
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In practical applications where the decision that yields the most beneficial return depends on
a large or unknown number of parameters, defining an analytical model that characterizes
the behavior of that system, is not always possible. If the knowledge of the system’s
parameters is limited, deciding correctly, in most applications, becomes impossible. Under
this setting, we can use the ideas proposed by Hazan (2016), in that optimization can be
approached as a process where the observation of the environment allows more informed
decisions to be taken as time goes on.
Hazan (2016) states, "The growing literature ofmachine learning, statistics, decision science
and mathematical optimization blur the classical distinctions between deterministic mod-
eling, stochastic modeling and optimization methodology." Based on techniques inspired
by these ideas, this thesis proposes an algorithm that sequentially learns from observing a
system that presents a behaviour that is partially concealed or not visible, and uses it as the
input for the optimization process. Conventional optimization techniques rely on being able
to observe the outcome of each decision; however, in the setting we intend to tackle here,
the outcome of each decision will be concealed.
The framework proposed in this thesis is applicable to scenarios that can be classified as
birth and death processes, in which the knowledge of the birth and death rates are initially
unknown. The censoring of the process when the bounding states have been reached is
considered as part of the model. A canonical example of the problem we are modelling
would apply to a finite capacity queue with non-homogeneous Poisson Process arrivals
and departures, where balks are not observable and server rates are not captured during
instances the queue is empty.
Applications of the proposed model could arise in a wide variety of situations, for instance
a war hospital with a fixed number of beds where a single physician was available, upon
call, in order to attend the wounded warriors. If the hospital beds fill up it would imply that
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no more wounded soldiers could be attended to, which leads to a determined cost in lives.
On the other extreme case where the doctor was called to attend the site and no patients
were there to be attended, every potential wounded warrior that could have been attended
to elsewhere will represent a cost.
Another practical application where this proposed framework would provide useful insight
is the assignment of patrolling resources, say Coast Guard ships in a defined region where
the occurrence of illegal fishing activity would pass unnoticed if no means are assigned
at the right time and geographical space. Since the operation of these assets generates an
expense, assigning an excessive number will reduce the number of illicit activities that can
take place, but at a cost that might make it unsustainable or limit the amount of time it can
take place.
As a motivating example with which we will develop the model, we will aid the operator
of a bicycle-sharing system (BSS) in determining the number of bicycles that a fixed size
station must have at the beginning of the day, where no prior information is known about
the demands. As with the situations described previously, the number of initial bikes on
the station (decided by the operator), will impact the number of customers who walk away
from the station empty-handed. They wish to pick up or rent a bike for their own use, or
have to ride somewhere else in order to drop off their bicycles in some other station after
they have finished using it. So the only source of information we will have available for our
decision-making process will be the number of bicycles in the station throughout the day,
and the times this number changes as customers return and rent bikes during a day’s normal
operation.
We will rely solely on observable events to develop a model that sequentially improves the
decision, eventually converging to an optimal solution. The techniques used in this model
are based on simulating the scenario based on the information that has been available for us
to observe.
1.2 Scope, Limitations, and Assumptions
The research presented in this thesis applies online learning techniques to a problem con-
strained to the assumptions listed below. The results do not pretend to directly provide
2
answers to related questions that could arise from the operation of the BSS, such as the
rebalancing of the bikes between stations or the capacity of stations. For this thesis we
make the following assumptions:
• The demand for arriving and departing customers is characterized by Non-
Homogeneous Poisson Processes, that are identical for each day. There are no
stationary or exogenous effects that modify the rates that are followed by demand.
• There is no prior knowledge of the rates of customers arriving to (drop off) and de-
parting off (pick up) to the rack, but they can be estimated from succesive observation
of the flow of customers.
• Restocking of the station occurs instantaneously
• There is a limited “computational budget” that must be met for the computation of
our best estimate.
• No rebalancing of bikes occurs between stations.
• Penalties associated to the two kinds of unsatisfied demand will be considered equal.
1.3 Research Questions
The primary objective of our research is to answer the following questions:
• What is the target level of bikes to fill a station at the beginning of each day?
• Does this dynamic learning methodology reduce regret as more information is col-
lected from the observation of the system?
• What military application decisions can be informed with the use of the algorithm
proposed in this thesis?
1.4 Thesis Outline
Chapter 2 provides a review of the literature that has addressed the modeling of BSS as well
as an examination on publications that describe the mathematical techniques that will be
used to tackle the problem. Chapter 3 presents the analytical proofs for the base scenario
with fixed-size time bins. Chapter 4 implements the models detailed in Chapter 3 in a
fictitious, yet realistic scenario, and compares the results of variants of the fixed-size bin
model, addressing the selection of tuning parameters that are believed to be case dependent.
3
Finally, Chapter 5 presents summary observations and concludes the thesis.
4
CHAPTER 2:
Literature Review and Background
2.1 Background on Bike Sharing Systems
Great interest has arisen in the research community to study Bike Sharing Systems given the
growing demand for such transport modalities in cities that are both highly congested and
also densely populated. DeMaio (2009) provides a historical narrative for the growth in pop-
ularity of such transportation alternatives throughout the world, providing a categorization
for the different systems that have been developed. According to the National Association
of City Transportation Officials (NATCO 2020), in 2019, people took 136 million trips on
shared bikes and scooters, which represented a 60% growth in demand with respect to 2018.
This contrast is even more dramatic if we go back to 2010, back when the total sum of trips
carried out in shared systems only reached 321,000 trips. This same report states that most
of these trips are shorter than 2 miles, but so are 35% of the automobile trips carried out
in the United States. This notoriously growing trend and the interest in the operators of
these systems to efficiently exploit them, has been the source of many research efforts by
the Operations Research community.
2.2 Literature Review
In this section we will present previous work, related to the operation of BSS as well as
the supporting theoretical research relevant to the techniques that were employed for the
development of our framework.
2.2.1 Bike Sharing System
Perhaps the most comprehensive publication on the operation of BSS, was conducted in
Freund et al. (2019). In this work the authors present a methodology to find an optimal
allocation of docks to stations, and include the use of incentive programs that motivate users
to contribute in the redistribution of bikes, in the form of crowdsourcing. The authors relied
on the knowledge of the rates at which customers rented bikes generating empty docks on
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the station and customers who dropped off their bicycles in the station after their use. The
work done by Raviv and Kolka (2013) is fundamental to the BSS topic, including Freund
et al. (2019). In it the authors define the User Dissatisfaction Function (*) that will be
used as the objective function of the model we will propose in Chapter 3. This function
maps the number of expected unsatisfied customers to the number of initial bikes on each
station at the beginning of each day. In Raviv and Kolka (2013) the authors define the*,
 (0) given an initial number of bikes on the rack, 0, according to the following equation:

















where ' corresponds to the set of epochs where a realization of a demand for bikes or
docks occurs. The demand for bikes 3'
'
8
takes a value 1 when a demand for bike occurs
and -1 when a demand for a dock occurs, and 0 in all other times. The number of customers








)+ and the number of customers who cannot satisfy the demand for empty





−)+. The (·)+ operator is defined as max{0, ·} In this setting
the satisfaction of the demand is determined by the inventory level restricted to be between























p and h are the corresponding penalties associated with unsatisfied demand of customers
picking up and dropping off bikes, which for the purposes of our study will be considered as
a constant value of equal weight that considers both unsatisfied demands with equal penalty.
In summary this function returns the expected demand events that were not satisfied, given
an initial 0 number of bikes on the station at time 0. The proof of the convexity provided
by Raviv and Kolka (2013) is fundamental in determining the optimality of our result.
The authors provide an approach for the determination of the * assuming piece-wise
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constant approximation of demand rates. Of course, these approximations rely on the prior
knowledge of the rates, unlike what we will confront in the assumptions of this thesis.
In order to obtain these results the station and corresponding demand rates were modeled
as a non-time-homogenous birth-and-death process depicted as a Markov chain, where
the limiting probabilities of each piece-wise constant time bin are employed to obtain the
function. The same modeling approach of individual stations is carried out by Schuĳbroek
et al. (2017) but also focus their study in the system-wide performance, providing a heuristic
approach to in dealing with the rebalancing problem.
A different strategy is used by George and Xia (2011), who model vehicle availability at
each rental station in a closed queuing network to derive the asymptotic behavior of vehicle
availability using Continuous Time Markov chains that are graphically depicted in Figure
2.1.
Figure 2.1. Graphical representation of the Markov chain model used by
Raviv and Kolka (2013) to represent the bike station and demands.
An interesting approach to defining the problem is performed by Leurent (2012), in which
he models a single station, as a customers arrive at the station as a stochastic, as a bi-sided
waiting Markovian process with rates that are homogeneous. In the cases where the rack is
full dropping off customers wait until there is an available dock on the station. Conversely,
when it is empty, customers picking up a bicycle wait in a queue until a dropping off
customers make bikes available. The work performed by Leurent (2012) differs from our
setting in two main aspects: We will consider that customers will balk after their demand
7
has not been met, and that rates are both known and homogeneous.
The approachwe adopted for in this research for defining the* is based on the simulation
of the flow of customers demanding bikes and available docks on the station for a large
number of days. We will describe more details about the method employed for obtaining
the* in Chapter 3.
2.2.2 Poisson Processes
The results we obtained through this research rely on the overarching assumption that the
arrival of customers who wish to rent or return bikes at the station are both independent
non-homogeneous Poisson Processes (NHPP) with corresponding rates _(C) and `(C). This
case corresponds to a generalization of the homogeneous Poisson Process, in which the
rates are constant. According to Ross (1997) a NHPP with rate _(C) is a counting process
{# (C), C ≥ 0} that is defined by the following properties:
1. # (0) = 0
2. {# (C), C ≥ 0} has independent increments
3. %(# (C + ℎ) − # (C) ≥ 2) = >(ℎ)
4. %(# (C + ℎ) − # (C) = 1) = _(C)ℎ + >(ℎ)
Poisson Processes Simulation
To generate the flow of customers, we employed the “Thinning” technique defined by Lewis
and Shedler (1979) for the simulation of a NHPP. In a few words, this technique consists
of simulating a flow of customers picking up and dropping off bicycles, according to their
corresponding maximum rate of the time frame to be simulated. Then we randomly select
to keep arrivals with probability equal to the ratio of the rate at the instant of arrival and the
maximum rate used to generate each customer arrival.
2.2.3 Rate Estimation
As is stated in Grant (2020), a widely usedmethod of estimating the underlying rate function
that a NHPP has is the use non-parametric inference, where the rate _(C) is modeled as
a combination of piecewise combination of simple functions, which in our case will be
constant. Much of our work relies on being able to estimate the rates at which demand is
8
met for customers renting bikes and returning them. To determine the rates, we relied on
the definitions of the NHPP (Ross 1997), to say that for an interval of duration X the number
of arrivals in an interval from time C to C + X,  (# (C + X) − # (C)), over a large sample of
replications with rate _(C) converges to
∫ C+X
C







# (ℓ(C), ℓ(C) + X)
where ℓ(C) = Xb C
X
c so C belongs to subinterval [ℓ(C), ℓ(C) + X)
These estimators correspond to the maximum likelihood estimators for Poisson variables.
Nonetheless, these observations do not capture the demand that was not met that we will
define as censoring, that if not dealt with properly, will generate a bias in the estimator as
described in Nair and Miller-Hooks (2011).
An alternative method for estimating the rates is proposed by Henderson (2003) by using











#8 (ℓ(C), ℓ(C) + X).
This formulation will prove to be useful for conducting experiments with a time-dependant
reduction of the size of the time bins. Henderson (2003) also defines the rate at which the
size of the piecewise constant intervals as the number of samples = increases. The size of







∗ ℎ− 13 .
This choice of X∗ minimizes the mean-squared error of _̃= (ℎ). A caveat is to be considered
in the selection of a time ℎ to calculate the coefficient. Since no clear guidance is provided
in the selection of the time, and is limited to indicating a fixed value, we selected the time
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that had the highest probability of being censored, because they are the times in the day of
most interest.
2.2.4 On-line Convex Optimization Models
Hazan (2016) states that in on-line convex optimization models (OCO), a decision is made
in an iterative or sequential fashion, and the outcome of the decision becomes unknown to
the decision maker. In the OCO framework, it is possible to have a adversarial selection
of the losses associated with the alternative selected by the decision maker, under certain
conditions. However they will not apply to our setting since the loss only depends on what
alternative is selected. The OCO framework considers the possible decision set as a convex
in a Euclidean space denoted by ^ ⊆ R= where the costs are bounded convex functions
over ^. For the problem defined for this thesis, the set ^ represents the possible number of
bicycles we can select to allocate on the station at the beginning of the day, and the function
that models the cost would correspond to the UDF (Raviv and Kolka 2013).
2.2.5 Sample Average Approximation
Most of the techniques described in Hazan (2016) rely on the knowledge of the objective
function that we wish to learn by observing the function’s response to the selected decisions.
Now, in a setting where there was no knowledge of the underlying objective function and the
consequence of each decision is not observable, we would not be able to apply these on-line
convex optimization techniques as described by Hazan (2016). This is where the idea of
Sample Average Approximation proposed by Kleywegt et al. (2001) and described in Kim
et al. (2015) to compute real valued functions through estimated stochastic simulation. As
explained in Kim et al. (2015) an outline of Sample Average Approximation (SAA) is that a
function 5 has noway of being calculated or observed but it is known that 5 (G) =  [. (G, b)],
where b is a random element with a distribution that is independent from x, and . (·, ·) is a
deterministic real valued function. In order to obtain an approximation to the real valued













This minimization problem is quite simple to solve if 5 (·) is known to be convex. For our
problem 5 (·) corresponds to the UDF proposed in Raviv and Kolka (2013), who show this
function’s convexity.
2.2.6 Green Simulation
In the definition of the algorithmwe established a computational budget that was distributed
along the simulation horizon. This computational budget defines the number of SAA
samples employed for the simulation. Inspired by the ideas of Feng and Staum (2017)
that propose reusing samples of past simulations to compliment the results of the newest
simulation. The green simulation concept originates from the reusing of the past samples
in favor of computational efficiency. We adapted the selection of weights and filtering in a
way that empirically proved to improve the results dramatically with respect to using only
the last simulated run.
2.3 Contribution to Existing Literature
Even though a large number of research efforts have analyzedmethods for optimally defining
the number of bicycles to allocate in a single station, they all have done so taking into
account an absolute knowledge of the expected rates that drive customer behavior. This
allows them, as a consequence, to develop optimization techniques based on more classical
methods, given that the objective function is known. Our research adds an extra layer of
complexity to this problem by ignoring previous knowledge of the rates that are estimated
exclusively through the observation of customer behaviour, that considers censored periods
where observability of customer behavior is not possible.
11





In this chapter we will describe the analytical model used to solve the problem addressed
in this thesis, in the context of a BSS. We will present the mathematical proof for the
convergence of the rate estimators in the situation where these are in reality piece-wise
constant. In Section 3.3 we will present the proof for the convergence of the solution to
the optimal decision. We will not provide a proof for the convergence of the rates to their
piece-wise constant mean, in the case where the true rates are smooth functions, however
we will provide empirical evidence in Chapter 4 that these rates approach their true mean,
and that the optimal solution converges to the true objective function minimizer.
Consider customers who arrive to a bike rack of size  to drop off or pick up bikes, where
the drop offs (or arrivals) and pick ups (or departures) are Poisson processes. Customers
who attempt to pick up a bike when the rack is empty or to drop off a bike when the rack
leave unsatisfied, so the operator’s goal is to minimize the expected number of unsatisfied
customers. We model a situation where at the end of each period (e.g., a day), the rack
operator employs the arrival and departure observations to-date to restock the rack at some
desired level. If the arrival and departure process parameters were known, this could
be done using, for instance, sample-average approximation (SAA) methods. In reality,
however, these parameters can be estimated on a daily basis, albeit in the presence of
censored arrivals, when the rack is full, or censored departures, when the rack is empty.
For simplicity, we assume both arrival and departure processes are independent of each other
and i.i.d. across days, with unknown rates _(ℎ) for the arrivals and `(ℎ) for the departures,
for ℎ ∈ [0, 24] hours. The counting process of bike drop offs is (-_ (ℎ) : ℎ ∈ [0, 24]), and
the one corresponding to the pickups is (.` (ℎ) : ℎ ∈ [0, 24]).
For a realization of (-_, .`) over a 24 hour period, the function 5 (1; -_, .`) measures the
(random) number of unsatisfied customers over a 24-hour period when the initial number
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of bikes in the rack is 1. Its expected value is
 (1;_, `) :=  [ 5 (1; -_, .`)],
where the expectation is with respect to -_ and.`. As mentioned earlier, if the rates _ and `
were known, the rack operator would attempt to minimize  over the possible values of 1 ∈
[] := {0, 1, . . . , }, and obtain an optimal daily restock level 1∗ ∈ arg min1∈[]  (1;_, `).
Since  is convex (Raviv and Kolka 2013), there exist at most two maximands of .
In this work we assume the rates are initially unknown, but can be estimated. By day C, there




 (1;_C , `C),
with (possibly non-unique) solution 1C . The function  is not known but can be estimated
by Monte Carlo sampling, leading to the estimator





5 (1; -_C ,8, .`C ,8),
where (-_C ,8, .`C ,8), 8 = 1, . . . , =, are i.i.d. copies drawn from the distribution of (-_C , .`C )
(which is available to the analyst), and the sample size =C (which may depend on C). A key
issue for the analyst is to judiciously choose =C subject to a constraint on the computational
budget over all rounds 1, . . . , ) .
In summary, the operator starts day C with 1C bikes and observes censored versions of
(-_, .`). These censored observations, along with similar ones collected in earlier days,
are used to form estimators _C and `C . The operator then uses SAA to determine the value of
1C+1, and the process repeats itself in day C + 1. The decisions taken by the operator are two:
the number of bikes in each day, 11, 12, . . ., and the number of samples used for estimation,
=1, =2, . . .. The main modeling assumption, in force throughout this work, is that _(ℎ) > 0
and `(ℎ) > 0 for all ℎ ∈ [0, 24].
When the context is clear, wewrite  (1), C (1), and ̄C (1) in lieu of  (1;_, `),  (1;_C , `C),
and =C ,C (1;_C , `C), respectively.
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3.2 Rates Estimation
In this section we consider the problem of estimating the Poisson rate functions for the
drop-off and pick-up processes. We assume that both _ and ` are constant over each of the
24-hour time bins.
3.2.1 Piece-Wise Constant Rates
We develop and study estimators for _ and ` under the assumption that both intensity
functions are piece-wise constant over each hourly interval. While this assumption is
unrealistic from a physical standpoint, it is commonly used by BSS operators to simplify
their models. We write _ℎ and `ℎ for the Poisson rates in period ℎ ∈ [ℎ] := {1, . . . , 24}.
For each time period ℎ ∈ [24] and each day B ∈ [C], let ℎ (B) and ℎ (B) be the amount of
time drop offs and pick ups were observable. Let -ℎ (B) be the number of observed drop-offs
and .ℎ (B) be the number of observed pick-ups in period ℎ of day B. The natural estimators
of the drop-off and pick-up rates based on these observations are then -ℎ (B)/ℎ (B) and



















ℎ (B) > 0
)
, ∀ℎ ∈ [] .
We emphasize the fact that these estimators are based off real, physical, realizations. For
the purpose of testing the model in Chapter 4 we simulated these arrivals. As a clarifying
note, we refer to the I(·) as the indicator function.
The expectation of _C,ℎ is computed by recognising that -ℎ (B) |ℎ (B) has a Poisson distri-
























ℎ (B) > 0)













ℎ (B) = 0) ≤ %(ℎ (1) = 0)
≤ %(no departures during period ℎ on day 1)
= exp(−`ℎ)
< 1,
We conclude that %(∑CB=1ℎ (B) = 0) → 0 as C →∞, so _C,ℎ is asymptotically unbiased.
Next we develop a central limit theorem (CLT) for _C,ℎ under the assumption that 11, . . . , 1C
are constant. Since -ℎ (B) are i.i.d. with Poisson(_ℎ [ℎ (1)]) distribution, as stated in
Proposition 4.10.1 of Resnick (1992), and ℎ (1), . . . , ℎ (C) are i.i.d. (with a distribution
that depends only on 11), the CLT yields
C∑
B=1
(-ℎ (B) − _ℎℎ (B)) +
√
C (fℎ# (0, 1) + >? (1)) = 0, (3.1)
where the variance constant is
f2ℎ = Var(-ℎ (1) − _ℎℎ (1))
=  [Var(-ℎ (1) |ℎ (1))] + Var( [-ℎ (1) |ℎ (1)])
= _ℎ [ℎ (1)] + _2ℎVar(ℎ (1)). (3.2)
Dividing by
∑C
B=1ℎ (B) on the event {
∑C
B=1ℎ (B) > 0} yields(
_C,ℎ − _ℎ +
√
C






ℎ (B) > 0) = 0.
The Strong Law of Large Numbers (SLLN) results in C−1
∑C
B=1ℎ (B) =  [ℎ (1)] + >(1)
a.s. Also %(∑CB=1ℎ (B) > 0) → 1. Hence, Slutsky’s theorem leads to
√






To relax the assumption that 11, . . . , 1C are constant we argue as follows. First, under any
non-anticipating policy c there exists a set Bc ⊆ [] containing elements that get selected
infinitely often. Let )C,1 is the set of random days that 1 ∈ Bc gets selected by round C. To
simplify what follows, assume that |)C,1 |/C → :1 > 0 a.s.
Therefore, Equation (3.1) applies to each element 1 ∈ Bc via the random index CLT:∑
B∈)C ,1
(-ℎ (B) − _ℎℎ (B)) + :1
√
C (fℎ,1# (0, 1) + >? (1)) = 0, (3.3)
Adding (3.3) for all 1 ∈ Bc leads to∑
B∈)C ,1 ,1∈Bc








1/2# (0, 1) + >? (1)) = 0,
This can be justified by the independence of the -ℎ, ℎ, and Gaussian terms.

















B=1ℎ (B) on the event {
∑C
B=1ℎ (B) > 0},(
_C,ℎ − _ℎ +
√
C






ℎ (B) > 0)
=
∑





ℎ (B) > 0). (3.4)
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:1 [ℎ,1 (1)] +
∑
B:1(B)∉c
ℎ (B) + >C, (3.6)
a.s.
Since the number of summands in
∑
B:1(B)∉c ℎ (B) is a.s. sublinear, with each summand in








:1 [ℎ,1 (1)] + >(1),
a.s. Hence, in (3.4) a converging together argument leads to
√








1∈c :1 [ℎ,1 (1)]
# (0, 1),
as C →∞.
The analogue CLT applies to the estimator of `ℎ; namely,
√








1∈c :1 [ℎ,1 (1)]
# (0, 1),




3.2.2 General Rate Functions with Fixed Number of Bins
In this subsection we relax the assumption of the Poisson intensity functions being piece-
wise constant, while preserving the premise that the rates are estimated over hourly buckets.
Consider some hour of the day ℎ, and let /drop(D) = I(the number of bikes is < < at time D).





%(/drop(D) = 1)3D > 0 for all ℎ ∈ []. To simplify the developments we
initially assume that 11, 12, . . . , 1C is constant and equal to 1, and omit the dependence on 1
















we have -ℎ ∼ Poisson(_̂ℎ
∫
ℎ
%(/drop(D) = 1)3D). We interpret _̂ℎ as the average uncensored
arrival rate during period ℎ. In case_(D) = _ℎ constant for all D in period ℎ, we have _̂ℎ = _ℎ;
that is, we recover the estimator of the last subsection.

















/drop(D, B)3D is the amount of time that arrivals are uncensored during period ℎ


































/drop(D, B)3D > 0)
















/drop(D, B)3D > 0)
)
,























%(/drop(D) = 1)3D a.s. (3.9)
Moving the expectation inside the integral in (3.8) and (3.9) can be justified by Fubini’s
theorem. Clearly, %(/drop(D) = 1) depends on 1B. Relaxing the constant 1B assumption can
be argued as in (3.5–3.6).
The positive intensity assumption implies %(
∫
ℎ
/drop(D, B)3D > 0) > n for some n > 0.
This and the Borel-Cantelli lemma leads to I(∑CB=1 ∫ℎ /drop(D, B)3D > 0) → 1 a.s. By



























_(D)3D < ∞, and
∫
ℎ
/drop(D, B)3D > n for some






as C →∞. That is, _̂C,ℎ is asymptotically unbiased for _̂ℎ.
Relaxing the assumption that the bike levels, 11, 12, . . . , are constant can be argued as in
the preceding subsection. That is, we assume there exists a set Bc ⊆ [] of elements that
get selected with positive probability. The details are left for future work.
The CLT follows along the same lines of the constant rate case since the random variables
-ℎ (B) − _̂C
∫
ℎ
/drop(D, B)3D, for B = 1, 2, . . ., are i.i.d. with mean zero. In this setting we
obtain,
√











%(/drop(D, 1) = 1)3D
# (0, 1),
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as C →∞, where the variance constant is given by
f̂2ℎ,1 = Var
(





=  [Var(-ℎ (1) |
∫
ℎ







%(/drop(D, 1) = 1)3D] + _̂2ℎVar(
∫
ℎ
I(/drop(D, 1) = 1)3D).
Two comments are in order: First, we omitted the dependence on 1 in the notation of the
variance derivation; and second, we recover the same variance expression as in (3.2) in case
the rates are constant within buckets.





















/pick(D, B)3D > 0),




the amount of time that departures are uncensored during period ℎ on day B.
The corresponding CLT is,
√











%(/pick(D, 1) = 1)3D
# (0, 1),




%(/pick(D, 1) = 1)3D] + ˆ̀2ℎVar(
∫
ℎ
I(/pick(D, 1) = 1)3D)
is the variance constant.
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3.3 Convergence to the Optimal Solution





1∗ ∈ arg min
1∈[]
 (1),
as C gets large. We do so for the case where _ and ` are piece-wise constant in each hourly
period; the general case, where _ and ` are not constant, will be treated elsewhere.
We will argue that if =C →∞ as C →∞ and arg min1∈[]  (1) is a singleton (meaning that
1∗ is unique), the decision-making scheme described previously (selecting 1C as above) is
asymptotically consistent, in the sense that,
lim
C→∞
%(1C = 1∗) = 1. (3.12)
To wit, the uniqueness of 1∗ implies the existence of a constant Δ such that,
Δ := min
1∈[]\1∗
 (1) −  (1∗) > 0.
From the definition of 1C , a sufficient condition for the selection of the optimal action is that
the approximation error is less than Δ/2, i.e.,̄C (1) −  (1) < Δ/2, ∀1 ∈ [] .
It follows that, if limC→∞ P
(̄C (1) −  (1) ≥ Δ/2) = 0 for all 1 ∈ [], then (3.12) holds.
To prove such a result, we decompose the approximation error for any 1 ∈ [], and C ∈ N,
as follows, ̄C (1) −  (1) ≤ |C (1) −  (1) | + ̄C (1) − C (1) , (3.13)
and consider the right hand side terms in isolation.
The first term considers the error induced by the approximation of the parameters ,, - with
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,C , -C in the latent estimator C . The second term considers the error induced by the SAA
approximation to the function C . To prove the convergence of C to  we first demonstrate
that  (1) is continuously differentiable with respect to , and -, with bounded gradients.
We recall the definition
 (1, ,, -) =
∫ 
0
_(B)%(# (B) =  |10 = 1) + `(B)%(# (B) = 0|10 = 1)dB,
where # (B) is the number of bikes in the station at time B, and consider the matrix-
exponential version of the finite-time transition probabilities. By the Kolmogorov ordinary
differential equations for a CTMC we have






















−Λ(B) Λ(B) 0 0 0 · · · 0
" (B) −Λ(B) − " (B) Λ(B) 0 0 · · · 0








0 · · · 0 0 " (B) −Λ(B) − " (B) Λ(ℎ)





0 _(B)dB and " (B) =
∫ B
0 `(B)dB.
The elements of the sum in (3.14) are such that there exist real coefficients {{0<,=}=<=0}
∞
==0,
such that we may write

















The upshot of this is that %(# (B) =  |10 = 1) and similarly %(# (B) = 0|10 = 1) are
Ω(Λ(B)) and Ω(" (B)), so small estimation errors will not have an unbounded effect.
Formally, if for some 0 < n < 1/B, we have Lipschtiz-like bounds |Λ(B) − Λ′(B) | ≤ n B and
|" (B) − "′(B) | ≤ n B then
%Λ," (# (B) = |10 = 1) − %Λ′," ′ (# (B) =  |10 = 1) = >(n B).
Applying this result to the particular estimators _C and `C , it follows that there exist finite
positive constants :1, :2 such that,




_(B)%_,` (# (B) =  |10 = 1) − _C (B)%_C ,`C (# (B) =  |10 = 1)






%_,` (# (B) =  |10 = 1) − %_C ,`C (# (B) =  |10 = 1)





%_,` (# (B) = 0|10 = 1) − %_C ,`C (# (B) = 0|10 = 1)








`(B):2 |" (B) − "C (B) | + |`(B) − `C (B) |dB
≤ _<0G:1 ( |Λ − ΛC | + |_ − _C |) + `<0G:2 ( |" − "C | + |` − `C |)
The SLLN and continuous mapping lead to |_C − _ | + |` − `C | → 0 with probability 1.
Fatou’s lemma completes the proof that %( |C (1) −  (1) | > Δ/2) → 0.
For the
̄C (1) − C (1) term in (3.13), the SLLN applies conditioned on the (random) rates.
Then  [%(




(̄C (1) −  (1) > Δ/2) ≤ % ( |C (1) −  (1) | > Δ/2)︸                            ︷︷                            ︸
→0
+ %
(̄C (1) − C (1) > Δ/2)︸                            ︷︷                            ︸
→0
,
we conclude that %(1C = 1∗) → 1 as the number of days C observed gets large if =C grows
with C.
3.4 Analyses Left for Future Work
Due to time considerations we could not complete the analysis of several ideas implemented
in Chapter 4. In this section we briefly comment on these ideas.
Optimal sampling rates: While we argued that having =C grow with C leads to the optimal
number of bikes 1∗ being selected (cf., Eq. (3.12)), we left open the issue of how to
set =1, =2, . . . , =C given an overall computer budget by time C. Looking at this problem
within a regret minimization framework suggests that =C should be of order C1/10. This
and other rates are compared in Chapter 4.
Adaptive number of buckets: In case the Poisson intensities _ and ` are not constant
within buckets, the estimators _̂C,ℎ and ˆ̀C,ℎ have an expectation that approach _̂ℎ
and ˆ̀ℎ (cf., Eq. (3.10)). However, (3.7) and (3.11) suggest that _̂ℎ and ˆ̀ℎ are







`(D)3D). In other words, _̂C,ℎ and ˆ̀C,ℎ will be biased. This issue can be
ameliorated by splitting the 24-hour interval into increasingly more buckets, each
of smaller duration, as C gets larger. Results from the literature (Henderson 2003)
suggest that the optimal growth of the number of buckets is of order C1/3. These ideas
are explored in Section 4.3.
Reuse of older samples: Following the notion that the use of a greater number of samples
will lead to lower variance in the estimate of  and the idea that estimates generated
using rates that are alike will lead to similar results, we tested reusing past results with
different methods for developing weighted averages that considered both similarity of
the rates and the recency of the results. We empirically tested these ideas in Section
4.5.
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CHAPTER 4:
Analysis and Simulation Results
4.1 Introduction
In this chapter we will analyze the implementation of the models described in Chapter 3.
We will begin by describing the setup for the experiment and then we will present three
variants of the model. For each one we will present the algorithm and provide a detailed
description of the process along with the design features that must be considered in the
implementation of each one.
The first model we will present is characterized by time bins that are fixed throughout the
planning horizon. The initial discussion will be carried out in the context where the arrival
rates of customers are piecewise constant as shown in Figure 4.3. The design features that
we will discuss in this section are the computational budget distribution along the planned
time horizon and the number of bins to use throughout the day. We will present some
analysis on the effect of censoring in the estimation of the rates; and then will present the
results when true arrival rates are smooth.
Following this, we will present a variation of the model where the size of the bins decrease
with the progression of days, hence the number of bins increases as the number of sampled
days and the amount of information available for the estimation of the rates allows us to
reduce their size. In this implementation of the algorithm, we also modified the method
for estimating the rates, which will now rely on the accumulated observation rather than
isolating the estimation for each bin. The motivation for this method of estimating the rates
was to use a modified version of what is presented in Henderson (2003), where censoring
is taken into account.
Finally, we will present a second variant for the fixed bin size algorithm inspired in the ideas
proposed in Feng and Staum (2017) and Polyak and Juditsky (1992), where we reuse past
samples. We tested two methods for assigning weights for the averaging of past samples,
one relying on the similarity of the rates used to obtain the estimate and a second relying
on the recency that assigned a larger weight to estimates obtained closer in time.
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4.1.1 Experimental Setup
Based on the piecewise constant demand rates presented in the example used in Raviv and
Kolka (2013), we will use smooth function to define the rates defined by the following
Cauchy functions, where we will again use _ as the rate of customers returning bikes and `
as the customers renting bicycles at time B:
_(B) = 5 + 180
c
1
(B − 7)2 + 4
`(B) = 6 + 200
c
1
(B − 17)2 + 4
(4.1)
where B ∈ [0, 24], as shown in Figure 4.1.
Figure 4.1. Customer demand rate
In order to verify the behaviour of the model in a large enough time horizon, we observed
the operation of the station in the simulated experiments for 2,000 days, in the different
implementations of the model. All cumulative regret plots shown in this chapter represent
the average of 20 repetitions of the experiment.
4.1.2 User Dissatisfaction Function
As with all optimization problems, an objective function will provide the reference upon
which the decision maker must select from the possible alternatives to generate the response
that best meets his interests. In the scenario we are facing, the operator of the station must
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decide on the initial level to which he must set the station for next day’s customers. Even
though the operator cannot see the effect of his decisions and does not know the true
optimal value, there exists a underlying function that traces each possible 1 ∈ {0, . . . , } to
the corresponding expected number of unsatisfied customers. We will refer to this function
as the User Dissatisfaction function, , throughout this research.
Since there is no closed form for , and it cannot be computed analytically, we will estimate
it using Monte Carlo Sampling using the notion of SAA. The method for estimating the true
expected number of unsatisfied customers, given the initial number of bikes on the station,
consists of simulating an arbitrarily large number of days of customer arrivals, which in our
case was 100,000, using the true rates displayed in Figure 4.1, and averaging the results for
each initial number of bikes, as shown in Figure 4.2. As observed in Theorem 1 of Raviv
and Kolka (2013),  is discretely convex, and for our example has its minimum at 10 = 62
bicycles.
Figure 4.2. Expected number of unsatisfied customers for each initial number
of bikes assuming demand rates in equation 4.1.
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4.2 Fixed Bins and Piece-Wise Constant Rates
In the initial reference scenario, true rates where the customers demand for bikes to rent
and return were modeled as piecewise constant within each 1 hour bin, with respect to the
rates presented in Figure 4.1, as shown in Figure 4.3. The piecewise constant values for










and X is the size of the time bin. In the context of time during the day,
we will use ℎ to represent discrete times and H the set containing all the breaking points
between the time bins. We will use B to represent continuous intervals. We will reserve the
commonly used C notation to identify the days. We will arbitrarily select X as 1 hour, but
will verify the effect of using other values in the implementation of the model.
Figure 4.3. Piecewise constant customer demand rates approximating base-
line scenario defined by equation 4.1.
As part of the assumptions in the development of the model, we defined that a fixed com-
putational budget will set a constraint on the total number of SAA samples throughout the
2,000-day time horizon. In order to verify the effect of different budget allocations through-
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out the time horizon, we assign a total computational budget of 100,000 SAA samples. We
allocate this computational budget using five different distributions, graphically displayed
in Figure 4.7. The allocation that generates the lowest cumulative regret will be used for
the rest of the experiments. In order to gain insight into the effect of using a different total
computational budget (with the same distribution) we will repeat the experiment using a
total budget that is equal to double of that used as a reference (200,000 samples) and half
(50,000 samples).
4.2.1 Algorithm
Algorithm 1 provides an outline of the implementation of the fixed bin model presented in
Chapter 3. We will provide a description and brief narration of the steps involved in this
implementation in order to clarify the notation that was used as part of the pseudo-code.
The primary objective is to inform the operator of the system what the initial number of
bikes on the rack should be on the following day in order to minimize the number of unhappy
customers.
Definitions
A few prior definitions must be performed before the initial step, which consider X, the
duration of each bin, and a planning horizon in days defines the total number of days that
will be observed. We begin by introducing some additional notation. The budgetB(C) is the
function that determines the number of SAA samples that will be performed in each day C.
-,. ∈ N| | will accumulate the total number of customers returning bikes and renting bikes
correspondingly during each time bin, and ,  ∈ R| | will accumulate the proportion of
time each time bin is observable. ℎ will accumulate the sum of the proportions each time
bin ℎ was not full from day 0 to day C; likewise, ℎ will be the cumulative proportion time
bin ℎ was not full from day 0 to C.
Initialization
For all days C a policy must be defined for selecting the initial bikes for the following
day; thus, we will use the minimizer of  estimate. This decision for day 1 must be
made somewhat arbitrarily since no prior estimate of the objective function  is available.
Possible policies for day C = 1 would be to fill up to half of the station capacity or select
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a random number of bikes. This could be repeated for a certain amount of initial days as
an exploration phase in which a range of initial states for bike allocation could be tested.
Nonetheless, this is not described as part of the algorithm. This would allow for better
estimates of the demand rates prior to the SAA portion of the algorithm (lines 10 to 20 of
Algorithm 1 in appendix A.1) where an estimate of the  is generated and can be used
to set the initial state of the station on the next iteration (day C + 1). The initial estimate of
the rates _̄ and ¯̀ are calculated according to what is described in Algorithm 3 in appendix
A.2. The initial estimate is computed by observing the flow of customers for day C = 1 and
counting the number of customers (pick-ups and drop-offs) during each time bin, as well as
the amount of time each bin is censored by being either full or empty. The initial estimate
of _̄ℎ is obtained from the ratio between the number of returning customers and the total
time bin ℎ, likewise for ¯̀ℎ, using the renting customers observed and the time bin ℎ is not
full, as defined in Chapter 3.
SAA
The main loop corresponding to each day between day 2 and the defined planning horizon
T begins by setting the parameter "C to the corresponding budget for day C or B(C) and
resetting *1 ∈ N, 1 ∈ {0, 1, ...} and will identify the estimated unsatisfied customers
given 1 bikes on the station. The main loop can be broken down into two phases: the
SAA step used to obtain  and then the observation of the station flow of customers and
update of demand rates. On each day C, "C sequences of customer arrivals are generated, for
which the rates corresponding to each bin ℎ on every iteration < are drawn from a random
sample with a normal distribution of mean equal to the latest estimate of the corresponding
rate (_̄C,ℎ for returning and ¯̀C,ℎ for renters) and variance equivalent to _̄ℎ divided by ℎ
(sum of the proportions until day C that bin ℎ has been not full) and ¯̀ℎ divided by ℎ
(sum of the proportions until day C that bin ℎ has been not empty). The remaining steps
in the SAA portion are described in algorithm 2 and consist in repeating each generated
sequence of customerswith all possible initial number of bikes, ranging from startingwith an
empty station to starting with the station full, counting the number of unsatisfied customers
observed for each initial number. *1 will be used to accumulate the unsatisfied customers
over the " SAA samples using 1 initial bicycles. The policy to select the following day’s
station initial state can be defined by the operator of the station. In our implementation we
always selected argmin  bikes, but other policies such as selecting the most frequent value
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of argmin  could be explored. Once this is completed, we observe the next day’s operation
with the corresponding flow of customers and observability within each time bin, and use
that information to update the estimation of _̄C,ℎ and ¯̀C,ℎ, as described in Algorithm 3.
Rate Estimation
We refer her to Algorithm 3 of appendix A.2. For each day C and time bin ℎ we update
the values of _̄C,ℎ and ¯̀C,ℎ, using the accumulated data stored in variables -,., 0=3 and
observe the physical realization of the operation of the bicycle station (that in our case was
simulated). This data is then used to update the rates according to what is described in line
8 of the algorithm.
The observation of customers’ behavior at the station in successive days is what improves
the estimation of the demand rates, as more information is gathered from observing the flow
of customers and the effect this has on the number of bikes docked in the bike station, that
will be bounded between empty 1 = 0 and full 1 = .
We can observe from Figure 4.4 how the estimated rates (represented by a circle) after a
single day of observation are not very accurate, and the 95% confidence interval is large,
however as, by day 10 our estimation to the real values is much better, and by day 1,000,
there seems to be minimal error, represented by the vertical distance between the estimate,
and the solid lines of corresponding color that represents the true values.
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Figure 4.4. Rent (Blue) and Return (Red) Demand rate estimate by days 1,
10, 100, and 1000
To quantify the error we performed 20 repetitions of 1,000 days, and averaged the squared
sum of the differences between the estimated values and the true values for each rate on day
C, graphically depicted in Figure 4.5, in which the rapid decrease in the error of the rate
estimation, is more informative if presented in a ;>10(·) scale.
34
Figure 4.5. ;>10('"() of the estimation of demand rates.
The rate estimation presented previously included the effect correction required to account
for censoring. Not considering this effect in the estimator would lead to a bias proportional
to the probability that the specific time bin presented the corresponding form of censoring.
That is, when the station was full in the drop-off demand rate and when all docks in the
station were empty for the demand rate of customers picking up bikes. If we wrongly define







we observe an underestimation of the rates occurs with some relation to the probability of
observing censoring in that time bin. Figure 4.6 shows the bias generated in the estimation
of the rate as the probability of censoring increases. The solid blue line represents the true
rate, and the point represents the estimate of the rate in a time bin. In the regions where
no censoring is observed each point lies on, or close to, the solid line, where as in regions
time bins that present censoring (shaded regions) we can observe a bias between the true
value and the estimate that looks somewhat proportional to the probability it is censored or
equivalently the proportion of time the corresponding demand was not observable.
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Figure 4.6. Effect of censoring on demand rate estimation, shaded areas are
the corresponding probabilities of rack being empty (blue) or full (red).
4.2.2 Experimental Performance
Effect of Budget Distribution
One of the design decisions that were required for the implementation of the model was a
distribution of the total computational budget from day 1 until the last day of the planning
horizon, which in the experiment was set to 2,000 days.
We tested budget functions scaling like >(;>(C)), >(1), >(C1/2) ,>(C1/4), >(C1/8), >(C1/10),
and >(C1/15), normalised as described above to use the same overall budget. Figure 4.7
plots these B(C) functions, and Figure 4.8 plots the cumulative regret of the algorithms
using each choice of B(C).
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Figure 4.7. Distribution of computational budget in planned time horizon.
Figure 4.8. Cumulative regret for various budget distributions.
The resulting cumulative regret comparison plot for the different distributions of the budget
throughout the planning horizon shows that there is significant effect of the budget allo-
cation in the performance of the algorithm. The case where the distribution growth was
proportional to
√
(C) showed the worst cumulative regret. The explanation for this behavior
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lies in variance generated the low number of samples for the initial days. On the extreme
case when a constant number of samples is used for all days t, there is a good initial tendency
in the curve, but a worse behavior towards the end of the experiment. Between these two
distributions, the budget allocation proportional to C1/10 seemed to yield the overall best
cumulative regret behavior, and remain fixed throughout the subsequent experiments we
demonstrate.
Effect of Total Budget
The selection of the overall budget size of 100,000 SAA samples was selected arbitrarily.
Nonetheless we wished to see how using a larger or smaller total budget would impact
the performance of the algorithm on the cumulative regret plots. This experiment was not
performed with the objective of defining a tuning parameter for the algorithm, but rather
with the purpose of empirically testing how a reduction in the error induced by the inequality
presented in equation 3.13.
Figure 4.9. Cumulative regret for different total computational budgets
We observe that the total number of SAA samples used for the estimation of the  that
informs our bike allocation decision has an important impact in the regret. This conclusion
is valid when the policy for initial bike selection is done solely on this resulting minimizing
argument of the function. An empirical estimate on the reducing effect of the budget




4.3 Fixed Bins and Smooth Rates
Wenow consider the settingwhere the bins continue to be fixed but the rates are the smoothly
varying functions in Figure 4.1. We will not specify the algorithm in this section since
it is identical to the description provided in the previous section. The focus is to evaluate
the effect of approximating the smooth function to a piecewise constant approximation. A
side-by-side comparison between results of this implementation and the case modeled in
the previous cases is not valid, since the underlying  is not exactly the same, because the
customer rates are not exactly the same. Notwithstanding the above, their model minimizers
match. In order to implement this algorithm, a decision has to bemade regarding the number
of fixed-size bins that will be used. Until this point, this had not been an issue since the
1 hour. bins happened to coincide with the true constant behaviour of customers for each
hour, as shown in Figure 4.1.
4.3.1 Effect of Number of Bins
The next experiment, as for all subsequent ones, will use the continuous functions as
presented in Figure 4.1 to characterize the true arrival of customers. The next numerical
experiment was conducted with the purpose of comparing the effect on the cumulative
regret of using different bin sizes for obtaining the piecewise constant estimate of each bin
that, that is then used to generate the SAA samples. Much in the manner in which the
comparison between different budget allocations was conducted, we wish to analyze the
effect of approximating the continuous function shown in Figure 4.1 to intervals. Time bins
of 0.25, 0.5, 1, 2 , 4 and 6 hours were tested.
Our initial intuition, perhaps led us to think that smaller size bins that captured the shape
of the curve with higher resolution, leading to an improvement in the performance of the
algorithm, however the validity of this supposition was limited. We can derive from this
plot that using smaller bin sizes does not imply an improvement in the cumulative regret
we obtain throughout the planning horizon.The most favorable result was seen when the
bin size was set to 30 minutes. The conclusion drawn from this experiment is highly case
dependent, since the selection might depend on factors such as the characteristics of the
curve that describes the behavior and the capacity of the station. When bins that resulted
being too small were used, larger errors in the initial estimates of the rates were generated,
leading to the sub-optimal regret plots we see in Figure 4.10 when we used 0.25-hour long
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Figure 4.10. Cumulative regret for different time bin sizes
time bins. The observation of this behaviour was the motivator for the next algorithm that
will use larger bins in the initial stages, when few observation of days are available for the
estimation of the rates, and that gradually decrease in size in an effort to capture the shape
of the demand curves with a higher resolution.
4.4 Adaptive Bins and Smooth Rates
Wewill now review the variant from the fixed-bin algorithm (Algorithm 1) in which the size
of time bins gradually decrease in size. The pseudo-code implementation of this algorithm
is found in Algorithm 4 in appendix A.3.
4.4.1 Algorithm
The previous section presented a model that was empirically shown to converge to an
optimal solution using bins of fixed size. We will now present a modification where we
gradually increase the number of time bins into which we divide the 24-hour day, splitting
it up into equal size bins of smaller duration. We will employ 1-hour bins as the starting
case, but will decrease the size as days progress. The function used to characterize the rate
at which the size of the bins get smaller as a function of days C, was defined according to
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what is described by Henderson (2003), where the mean-squared error in the estimation of







· C− 13 (4.2)
Since ℎ is assumed to be a fixed point in the day, we selected the moment of day that
presented the highest probability of being censored. This decision could be changed to
some other criteria, but no other guidance is provided in the literature so this was thought to
be at least an initial point for further investigation. _ and ` presented censoring in different
moments in the day, as shown in Figure 4.6, hence, the value of ℎwill be selected differently
for both parameters, resulting in different coefficients that will imply two separate bin sizes
for each demand rate, as is detailed in Algorithm 4.
The overall structure of this algorithm follows the same sequence as Algorithm 1, with
a few changes in the method we use to record the data, in order to be able to get the rate
estimates with the increasing number of time bins of smaller size.
With this information, the operation of the station can begin to take place, where the next
step would be to define the time bin size, for each one of the rate approximations. A few
comments must be made for the proper implementation of this step:
1. The coefficientsΦpick-up andΦdrop-off must be selected by the operator at this moment
since no clear guidance has been developed for the implementation. These coefficients
define the decay rate in the size of the time bins.
2. For ease in the implementation, we approximated the size of the bin to multiples of
24·X−1
<8=
. We selected X<8= as 1minute, therefore in order to allow our implementation,
the possible values of Xdrop-off and Xpick-up were limited to : 1, 2, 3, 4, 5, 6, 8, 9, 10,
12, 15, 16, 18, 20, 24, 30, 32, 36, 40, 45, 48 or 60.
3. A design feature that could be implemented if desired, is a fixed number of days before
which Xdrop-off and Xpick-up remain fixed. After that day, the values can be updated
according to the corresponding rates.
The remaining sequence of steps correspond to the SAA implementation that is equivalent
to the one performed in Algorithm 1, except for the fact that the generation of customer
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sample flows of returning and renting bikes must be performed in separate steps of the
sequences, due to the fact that they do not always have an equal number of time bins. Once
the  has been generated in the SAA step, we can set the next day’s initial state, according
to the policy, that for our implementation was argmin ̄. The following day’s operation is
observed and the rates are updated.
Initialization
The initial step consists of setting the initial size of the bins Xdrop-off and Xpick-up. In our
implementation we set both to an initial value of 1 hour. Perhaps the most significant
difference with respect to the fixed bin size algorithm is that we will set a parameter Xmin
that will be the smallest time interval that is possible and variables -,.,  and  will be
of dimension R
24
X<8= . In our implementation, we defined this parameter to be 1 minute, and





sub intervals which will decrease in duration as a function of days C.
-ℎ and .ℎ ∈ - and . correspondingly will hold the cumulative total number of customers
returning bikes, and customers renting bikes from g = 0 until the end of time bin ℎ · g.
Likewise ℎ and ℎ will contain the total time the station has been full since the beginning
of the day until the end of time bin ℎ · g. In the same manner that was used in Algorithm
1, we will adopt the convention that the capital letter variables will hold the cumulative
values from day 0 until day C. Therefore each one of these variables will accumulate their
corresponding values from the start of the day until the end of sub interval g, from day 0
until day t.
SAA
The SAA portion of the algorithm is carried out in the same way it was done in the Fixed
Bin case (Algorithm 1).
Rate Estimation
We refer here to Algorithm 5 in appendix A.4. In line 2 of Algorithm 4 where we set
the size of the time bin Xdrop-off and Xpick-up for day C = 1 we defined 1 hour intervals as a
starting point, hence in order to obtain the initial estimate in Algorithm 5 we calculate the
rates by obtaining the difference between the elements of the vector - and . that are at 1
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hr intervals, which are the number of customers observed during each Xdrop-off and Xpick-up
interval, and divide them by the total time the rack was observable, for those same intervals
as described in detail in lines 16 and 20 Algorithm 5. Following estimations will use an
updated size for Xdrop-off and Xpick-up which will not necessarily match, since the functions
that define their size are obtained have different coefficients (Φpick-up and Φdrop-off).
Bin Updating
The size of the bins was modeled to Equation 4.2. We limited the possible values to integer
multiples of the 1440 minutes (Xmin) of the day. This constraint could be relaxed if dealt
with appropriately.
4.4.2 Experimental Performance
Effect of Rebinning Rate
We will then repeat the experiments by implementing the time-varying bin size version of
the algorithm, where, much like we did previously, we will verify the effect of different
exponents in the decay of the bin size.
Figure 4.11. Cumulative regret using a range of exponents for the rate of
decay of the bin size.
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We observe that the best cumulative regret was obtained when the rate of decay was
proportional to C−0.25 which is different to the value suggested by Henderson (2003) of C− 13 .
We will not further explore the implication of this selection in this thesis, but it would
certainly would be an interesting subject to analyze in further investigations.
4.5 Reuse of Samples
Inspired on the idea of Polyak Averaging, proposed by Polyak and Juditsky (1992), and the
Green Simulation concept of Feng and Staum (2017), we wish to get a more efficient use of
the limited computational budget by using past estimates of  obtained from rates that are
in some measure similar to the most updated pair of rates _̄ and ¯̀. We implemented two
methods through which these past estimates can be averaged with the latest estimates of 
that in practice improved our selection of the initial state for the following day’s operation
significantly.
Implementation required saving all past estimates of _̄ and ¯̀ and estimates of . We defined
matrix !C and &C to hold all past estimates of the rates. Each row contains the  time bin
estimates of the rates for days 1 to C. We define matrix * that will store past estimates of
the  in each row corresponding to a day’s estimate of the number of expected unhappy
customers for each initial number of bikes from 0 to , e.g. element D8, 9 would be the
estimated number of expected unsatisfied customers obtained on day 8 starting the day with
9 bikes on the station.
!C =
©­­­­­«
_̄1,1 _̄1,2 · · · _̄1,









¯̀1,1 ¯̀1,2 · · · ¯̀1,









D1,0 D1,1 · · · D1,





DC,0 DC,1 · · · DC,
ª®®®®®¬
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As we stated previously, we are interested in averaging the latest estimate of the  with
past estimates that were generated in the SAA part of the algorithm using estimates of the
demand rates that are in "some" measure similar to the most recent update. This similarity
between the rates of day C8 and the latest rates for day C 9 were saved as the elements of a




(_̄8,ℎ − _̄ 9 ,ℎ)2 + ( ¯̀8,ℎ − ¯̀ 9 ,ℎ)2.
We believe that there must be an optimal method for implementing the use of past estimates.
Nonetheless, we will constrain the research of this idea to testing a number of options. The
main issues associatedwith the fact of using past samples is that their underlying distribution
is not identical, since it is defined by the C (1, _̄C , ¯̀C) and the computational budget B(C)
that defines the number of samples. Another issue that should be accounted for when using
past samples is the fact that the variance of the sample rates ¤_ and ¤̀ depend on the total
sample size, that in this case corresponds to the total time each specific time bin has been
visible. The purpose of presenting these issues is stating the fact that accounting for all
of them in a strict analytically correct method can be a challenging task on its own and
deviates from the topic of this thesis. Notwithstanding the previous fact, in an effort to try
to capture all these issues, we implemented two different methods in a way that is at least
intuitively reasonable.
4.5.1 Recency-Based Approach
This method consists on selecting past samples that were generated with rates that were
in some measure similar to the latest estimate of _ and ` and then multiplying them by
some constant that we will refer to as U raised to the exponent given by the number of days
before the latest update of the rates. The selection of the days from which we will use past
estimates relies on computing the measure of dissimilarity for each day 8, which we will
refer to as +8, and setting a threshold Θ that will be used to select past samples that will be
used for the estimation. Therefore we will have past esimates of the form:
|8 = U
C−8 · I(+8 < Θ).
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To select Θ we were interested in evaluating on a single run of the simulation, which would
be the measure of dissimilarity after a 365 days of operation. Figure 4.12 presents a plot
of value of the dissimilarity of rates for past days. We see from this plot that if we select
a threshold Θ = 1 by day C = 365, all estimates of  after day C = 200 will be used for
averaging.
Figure 4.12. Measure of dissimilarity of the rates in a 364 days of operation
of the station. Red line represents the selected threshold Θ.
The selection for a best value of Θ will depend on the scale of the rates, and no closed form
method for the selection is provided as part of this thesis.
For the selection of the parameter U we tested a range of parameters between 0.9 and 1.
Figure 4.13 presents the cumulative regret obtained by using selected values for U.
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Figure 4.13. Cumulative regret plots for different selections of U and Θ
The value in our implementation that provided the best performance was U = 0.95. Again,
we state the fact that an optimal selection of this parameter was not covered as part of this
thesis.
4.5.2 Similarity-Based Approach
This implementation is somewhat simpler since no parameters are required. It consists of
defining a vector of weights by which we multiply past estimates of the . The weights for
each day i were defined by:
|8 =
(




max(B(1), . . . ,B(8), . . . ,B(C))
The weights are defined by the product of the measure of similarity and the proportion
of budget with which it was obtained, which is a proxy for the recency with which it was
obtained, except if the computational budget is selected as constant.
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4.5.3 Experimental Performance
We can observe in Figure 4.14 that the recency-based method (Method 1) outperforms the
similarity-based approach (Method 2), for the selection of parameters we have used here.
Figure 4.14. Cumulative regret plots for Method 1 (U = 1 and Θ = 1 )
These two methods are heuristics and are simply a way of providing insight into the fact that
the proper use of past samples can improve the performance of the algorithm. The optimal
or most efficient use of these samples are not explored in this thesis but could certainly




This chapter provides a summary of the findings this research thesis has developed along
with some concluding comments, accompanied by further exploration that can be developed
using this work as a starting point.
5.1 Conclusion
This thesis has developed a framework that can be applied to a wide range of problems,
where the sequential recollection of information improves the ability of the decision maker
to select from the alternatives, even in situations where no feedback is available from
observing the outcome of his choice. We have worked throughout Chapters 3 and 4 with
a motivating example in the context of a bike-sharing system, since it provides a scenario
that could be considered restrictive, in the sense that it is bounded on both extremes and
no information on system behavior is available as an initial condition. Through the use
of Sample Average Approximation, considering the fact that early on in the operation of
the Station, the operator was able to make decisions that were gradually more and more
informed, leading to decisions that converged to the optimal solution, in a situation where
the use of classical analytical methods would not have been available. The variants of the
model we developed in this research proved in theory and in practice to converge to an
optimal solution. Nonetheless, the use of reusing of past samples seemed to really improve
the performance of the algorithm, without an additional burden on the computational
processing budget and overall running time. In the numerical implementation we were able
to select parameters that seemed to be the best out of the selected range of values. Perhaps
optimal values do exist for the specific scenario we have defined as an example. However,
it was not the objective of this work to find a closed-form expression that facilitates the
selection, and we believe that they would be somewhat case-specific.
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5.2 Future Work
The ideas described in this thesis presented a model that proved to work when tested in
a specific application, bounded by the assumptions and limitations described in Chapters
1 and 3. Hence, we propose a few extensions of the work we have developed, expanding
theory, relaxing assumptions, optimization of parameters, and applications of the model.
5.2.1 Develop Theory for Re-Using Samples
In Chapter 4 we implemented a model based on the intuition that past samples empirically
improved our estimates by increasing the number of samples with which we obtained 
without a burden on the computational budget. Even though relevant research has been
done (Polyak and Juditsky 1992) and (Feng and Staum 2017), it does not apply directly to
our setting, therefore finding a mathematically optimal method for averaging past samples
is necessary.
5.2.2 Relaxing Assumptions
Assumptions to develop the theory allowed us to develop amodel that is analytically correct,
which we then tested in a scenario that met all of these constraints. We understand that
real world scenarios do not always behave according to the assumptions and limitations
necessary for the development of this model. Nonetheless, it would make an interesting line
of research to explore ways in which certain assumptions, such as the customer behaviour
not being i.i.d., that could reflect certain seasonality in customer rates, or well the effect
of customers leaning that in certain hours, bikes are likely to not be available. An even
greater challenge would be including our model as part of a network of stations where the
redistribution of bikes between stations occurs, in line with the research pursued by Freund
et al. (2019).
5.2.3 Optimize Parameter Selection
In the development of Chapter 4 we presented three models that required a fine-tuning of
parameters, such as computational budget allocation, time bin sizes and decreasing of bin
sizes in the case of the adaptive model. Our approach to finding a good value for each one
of these parameters consisted of testing each one from a limited range and selecting the
one that seemed to perform best. We are aware that neither this method was exhaustive nor
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found the optimal value for each one of the parameters, which we believe to be highly case
dependant. Exploring methods for defining these parameters would constitute a natural
complement to our research.
5.2.4 Implement Model in Other Applications
The motivating setting of bike-sharing systems we have used throughout this thesis does
not limit the model to this application. We believe that many situations where an optimal
decision exists and can be informed by sequentially learning from its behavior. A few ideas
are proposed in Chapter 1 in which the model would be adequate. One of these are in
the context of a Combat Support Hospital, where wounded warriors arrive and a physician
is only available on call, leaving him unavailable for other hospitals. Another example is
the assignment of surveillance assets to monitor geographical regions known for being the
focus of illegal activity, such as fishing inside the Exclusive Economic Zone by Chinese
fishing fleets (Quiñones Tarazona 2021).Here, naval assets need to be assigned, generating
a cost if they do not patrol efficiently for the prevention of illegal activity that generates
some penalty in case it is not undetected.
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APPENDIX:
A.1 Fixed Time Bin Algorithm
Algorithm 1 Fixed Time Bin Algorithm
Output: UDF Minimizing number of bikes to allocate on station.
2: Define X interval size
DefineH= {1,2,. . . ,24
X
}
4: Set T planning horizon in days.
Define B(C) {Computational budget for day t }
6: Set 1 to a number of bikes on day C = 0 {A policy such as half of rack capacity would
be an example}
Set -,., ,  ← 0
8: Initiate _̄ and ¯̀, see Algorithm 3
for day C = 1, . . . ,T do
10: " ← B(C)
* ← 0
12: for < = 1, . . . , " do
for all Time bin ℎ inH do
14: Sample ¤_<,ℎ ∼ N(_̄ℎ, _̄ℎℎ )
+ ¤̀<,ℎ ∼ N( ¯̀ℎ, ¯̀ℎℎ )
+ {(·)+ is max(·, 0)}
end for
16: E ← Simulated arrival sequence of customers(rentals and returns) using ¤_< and
¤̀< See Algorithm 6
for 1 in 0 to  do





22: Set argmin(F̄ ) to a number of bikes on day C
Observe day C and Update _̄ and ¯̀, see Algorithm 3
24: end for
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Algorithm 2 Generation of 
D1 ← 0 {unhappy customers}
2: for all customer arrival 4 in E do
if 4 is drop-off AND 1 < B then
4: 1 ← 1 + 1
else if e is drop-off AND b = B then
6: D1 ← D1 + 1
else if 4 is pick-up AND 1 > 0 then
8: 1 ← 1 − 1
else
10: D1 ← D1 + 1
end if
12: end for
*1 = *1 + D1
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A.2 Rate Estimation Fixed Bin
Algorithm 3 Rate Estimation Fixed Bin
Input: -,.,  and 
2: Output: _̄ and ¯̀
Observe day C (Simulated with thinning)
4: for all Time bin ℎ inH do
Gℎ← Count bike drop-off ~ℎ← Count bike pick-ups
6: 2ℎ← X−time fullX 3ℎ←
X−time empty
X
-ℎ← -ℎ + Gℎ .ℎ← .ℎ + ~ℎ ℎ← ℎ + 2ℎ ℎ← ℎ + 3ℎ {Capital letter
variables will hold cumulative values}










A.3 Adaptive Bin Size Algorithm
Algorithm 4 Adaptive Bin Size Algorithm
Output: UDF (F ) Minimizing number of bikes to allocate on station next day.
2: Define Xdrop-off and Xpick-up interval size.
Set T planning horizon in days.
4: Define B(C) {Computational budget for day C from 1 to T }
Set 1 to a number of bikes on day C = 0 {A policy such as half of rack capacity would
be an example}
6: Set -,., ,  ← 0
Initiate _̄ and ¯̀, see Algorithm 5
8: for day C = 1, . . . ,T do
Xdrop-off ← Φdrop-off ∗ C−@
10: Xpick-up ← Φ?82:−D? ∗ C−@ {note: The selection of Φdrop-off,Φpick-up is somewhat
arbitrary at the moment and @ was tested empirically to be 25−1}
" ← B(C)
12: * ← 0
for < = 1, . . . , " do
14: for all Time bin ℎ in 1, . . . , 24 ∗ X−1drop-off do
Sample ¤_<,ℎ ∼ N(_̄ℎ, _̄ℎℎ )
+
16: end for
for all Time bin ℎ in 1, . . . , 24 · X−1pick-up do
18: Sample ¤̀<,ℎ ∼ N( ¯̀ℎ, ¯̀ℎℎ )
+ {(·)+ is max(·, 0)}
end for
20: E ← Simulated customer arrival using ¤_< and ¤̀< See Algorithm 6
for 1 in 0 to  do





26: Set argmin(F̄ ) to a number of bikes on day C
Observe day C and update _̄ and ¯̀, see Algorithm 5
28: end for
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A.4 Rate Estimation Using CIF
Algorithm 5 Rate Estimation Using CIF
1: Input: -,., , , X?82:−D? and Xdrop-off
2: Output: _̄ and ¯̀
3: Define Xmin
4: Observe day C (Simulated with thinning)
5: for all g in 1,. . . ,24 ∗ X−1min do
6: Gg ← Gg−1 + #drop-off((g − 1), g)
7: ~g ← ~g−1 + #pick-up((g − 1), g)
8: ) 5 ← time full between (g − 1) and g




11: 3g ← 3g−1+ X<8=−)4Xmin
12: -g ← -g + Gg .g ← .g + ~g g ← g + 2g g ← g + 3g
13: end for
14: ^ ← Xdrop-offX−1<8=
15: for all ℎ in 1, . . . , 24 ∗ X−1





18: ^ ← X?82:−D? ∗ X−1<8=






A.5 Simulate Customer Pick-Up and Drop-Off Flow
Algorithm 6 Simulate Customer Pick-Up and Drop-off flow
Input: ¤_, Xdrop-off, ¤̀ and Xpick-up
2: Output: E simulated flow of customers
for all 9 in 1, . . . , 24 ∗ X−1drop-off do
4: Generate first drop-off in time bin 9 40 ← ( 9 − 1) + -%( ¤_1)
^ ← 1
6: while 4^ ≤ 9 do
4^ ← 4^−1 + -%( ¤_1)
8: ^ ← ^ + 1
end while
10: Edrop-off ← {Edrop-off, 40, . . . , 4^}
end for
12: for all 8 in 1, . . . , 24 ∗ X−1pick-up do
Generate first pick-up in time bin 8 40 ← (8 − 1) + -%( ¤̀1)
14: ^ ← 1
while 4^ ≤ 8 do
16: 4^ ← 4^−1 + -%( ¤̀1)
^ ← ^ + 1
18: end while
Epick-up ← {Epick-up, 40, . . . , 4^}
20: end for
E ← (>AC43{Edrop-off, Epick-up}
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