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Das Ziel des Rthreads-Projekts (Remote Threads) ist es, parallele An-
wendungen fur Rechnernetze verfugbar zu machen. Insbesondere vielfadige
(multithreaded) Programme, die fur Multiprozessor-Workstations geschrie-
ben wurden, sollen ohne Neuprogrammierung auf ein Rechnernetz transfe-
rierbar sein. Um dies zu erreichen, haben wir das DSM-System Rthreads
entwickelt, welches zur Beschreibung der Parallelitat und der Synchronisa-
tion dieselben Primitive wie POSIX Threads (Pthreads) sowie zusatzliche
Funktionen fur den Zugri auf den gemeinsam genutzten Speicher verwen-
det. Die Rthreads-Funktionsbibliotheken setzen auf einem der verteilten Sy-
steme DCE, PVM, MPI oder Active Messages auf. Unser Ansatz erlaubt es,
POSIX 1003.4a-konforme vielfadige Programme automatisch in verteilte An-
wendungen zu transformieren. Die Ubersetzung von Pthread-Programmen
in Rthread-Programme wird von einem Pracompiler ausgefuhrt. Nach der
Pracompilerphase kann der Programmierer eine Optimierung auf Quellcode-
ebene durchfuhren.
1 Einleitung
In den letzten Jahren hat das verteilte Rechnen, also der Zusammenschlu mehrerer
Computer zur Losung eines Problems, immer mehr Verbreitung gefunden. Insbesondere
vernetzte Standard-Workstations, sogenannte Workstation-Cluster, werden immer hau-
ger als virtueller Parallelrechner verwendet. Heute werden dabei in der Praxis vorwie-
gend Message-Passing-Softwarepakete wie PVM oder MPI verwendet. Bei der Message-
Passing-(MP-)Programmierung wird die gesamte Kommunikation und Synchronisation
der teilnehmenden Knoten uber das Versenden von Nachrichten vorgenommen. Die kor-
rekte Berucksichtigung der Datenabhangigkeiten zwischen den einzelnen Knoten durch
den Nachrichtenaustausch wird fur komplexe Anwendungen sehr schnell aufwendig, da
der Programmierer nur schwerlich den Uberblick behalten kann. Bei der parallelen Pro-
grammierung mit gemeinsamem Speicher (shared memory), wie sie z.B. von symme-
trischen Multiprozessoren bekannt ist, arbeiten die teilnehmenden Knoten auf gemein-
samen globalen Daten und synchronisieren sich auch uber diese. Dieses Programmier-
paradigma wird insbesondere fur kompliziertere Algorithmen als einfacher als die MP-
Programmierung empfunden, da es mehr der bekannten, sequentiellen Programmierung
ahnelt.
Unabhangige Knoten eines Netzwerks, wie die Workstations in einem Cluster, besit-
zen jedoch keinen gemeinsamen Speicher. Um das einfacher zu beherrschende Shared-
Memory-Programmierparadigma auch fur das verteilte Rechnen zuganglich zu machen,
wurden Ende der achtziger Jahre die ersten
"
Distributed-Shared-Memory (DSM)\-Syste-
me fur Workstation-Cluster entwickelt. Dabei wird den einzelnen Knoten der physika-
lisch nicht vorhandene gemeinsame Speicher durch Hard- und/oder Softwaremethoden
zur Verfugung gestellt.
Da der gemeinsame Speicher bei DSM-Systemen nur virtuell vorhanden ist, mussen bei
Schreib- oder Leseanfragen zusatzliche Mechanismen in ein verteiltes Programm einge-
bunden werden. Die ersten DSM-Systeme verwendeten hierzu die virtuellen Speicherme-
chanismen der zugrundeliegenden Betriebssysteme zur Verwaltung der uber Maschinen-
grenzen hinweg gemeinsamen benutzten Speicherseiten. Spater wurde der fur Schreib-
/Leseanfragen zusatzlich notwendige Code auch durch modizierte Compiler eingefugt.
Die einfachsten Systeme verwalten die gemeinsamen Daten indem samtliche Speicher-
zugrie zu einem oder mehreren zustandigen Managern dirigiert werden. Um den ho-
hen Kommunikationsaufwand zu reduzieren, wurden lokale Puer eingefuhrt, die bei
jeder Anderung des Speichers durch einen der teilnehmenden Knoten aktualisiert oder
invalidiert werden. Trotzdem ist der Kommunikationsaufwand im Vergleich zu Message-
Passing-Systemen sehr viel hoher. Bei der MP-Programmierung mu der Programmie-
rer selbst dafur Sorge tragen, da jeder Knoten die benotigten Daten zum richtigen
Zeitpunkt zur Verfugung hat. Da ein DSM-System die Bedurfnisse des jeweiligen Al-
gorithmus nicht kennt, mu es bei der Aktualisierung der Daten auf den verschiedenen
Knoten eine defensive Strategie einschlagen. Solche Strategien wurden in den letzten
Jahren in der Form von sogenannten Konsistenzmodellen entwickelt. Das Konsistenz-
modell eines DSM-Systems beschreibt, wann die Daten eines Knotens relativ zu anderen
Speicherzugrien konsistent, also auf dem aktuellen Stand, sind. Durch die Entwicklung
schwacherer Konsistenzmodelle, bei denen die Daten nur noch relativ zu Synchronisa-
tionsoperationen aktualisiert werden, konnte der im Vergleich zu MP-Systemen erhohte
Kommunikationsaufwand bereits erheblich reduziert werden. Das bezuglich der Perfor-
mance vielversprechendste Konsistenzmodell ist derzeit die release-Konsistenz [GL+90]
in Verbindung mit einem lazy-Protokoll [KCZ92]. Bei sogenannten lazy-Protokollen wer-
den die gemeinsamen Daten nicht bereits aktualisiert, wenn eine Inkonsistenz entsteht,
sondern erst dann, wenn sie bemerkt werden kann. In der Praxis bedeutet dies, da die
Daten erst dann aktualisiert werden, wenn sie auch tatsachlich benotigt werden | es
werden also niemals
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zuviel\ Daten ubertragen. Der einzige Overhead in der Nachrich-
tenmenge, der hierbei noch entsteht, liegt in den Protokollinformationen, die benotigt
werden, um festzustellen, welche Daten inkonsistent sind. Da diese Protokollinforma-
tionen ausschlielich bei sowieso notwendigen Synchronisationsaufrufen mit ubertragen
werden, ist auch eine Verringerung der Nachrichtenanzahl durch die Entwicklung anderer
Konsistenzmodelle kaum zu erwarten.
Das niedrige Kommunikationsbedurfnis von MP-Systemen kann hierbei ohnehin nicht
ganz erreicht werden, da durch die von der reinen Datenubertragung entkoppelten Syn-
chronisationsoperationen des Shared-Memory-Paradigmas zusatzliche Speicherzugrie
notwendig sind.
Die Moglichkeit einer weiteren, entscheidenden Reduzierung der Kommunikation zur
Aktualisierung der Daten durch die Weiterentwicklung moderner Konsistenzmodelle,
wie z.B. der lazy-release-Konsistenz, ist also zumindest fraglich. Unserer Meinung nach
liegt der Grund hierfur darin, da jedes solche Konsistenzmodell einem statischen Sche-
ma entspricht, das nicht an den jeweiligen Algorithmus angepat werden kann. Eine
entscheidende Verbesserung kann unseres Erachtens nur durch eine exible, dem Algo-
rithmus angepate Gestaltung des Konsistenzmodells erfolgen. Durch die Realisierung
der Speicherzugrie uber die Speicherverwaltung des Betriebssystems bzw. uber modi-
zierte Compiler bisheriger Systeme wird dem Programmierer jedoch die Moglichkeit
genommen, selbst auf die notwendige Kommunikation Einu zu nehmen, da die Spei-
cherzugrie erst zur Lauf- bzw. Ubersetzungszeit | nach einem festen, vorgegebenen
Schema | eingefugt werden.
Weitere Schwachpunkte bestehender DSM-Systeme sind die fehlende Unterstutzung he-
terogener Netze und die mangelnde Portabilitat. Die meisten heute betriebenen Work-
station Cluster sind heterogen, meist ndet man nicht nur verschiedene Modelle eines
Herstellers, sondern auch Workstations verschiedener Hersteller mit unterschiedlichen
Betriebssystemen. Es nden sich jedoch kaum DSM-Systeme, die solche Cluster un-
terstutzen. Auch hierbei resultieren die Hauptprobleme aus den bisher ublichen Spei-
cherzugrismechanismen, die die Unterschiede bezuglich Typen und Ausrichtung von
Daten im Speicher nicht ausreichend beachten. Ein zentraler Grund fur den Erfolg der
MP-Systeme PVM und spater MPI, war ihre hohe Portabilitat. So wurde es moglich ein
auf einem Workstation Cluster erstelltes und getestetes Programm spater ohne Ande-
rungen im Quellcode auf einem Hochleistungsrechner ablaufen zu lassen. Die meisten
DSM-Systeme sind auf Grund ihrer Struktur vom Betriebssystem, Compiler oder sogar
der zugrundeliegenden Hardwarearchitektur abhangig. Eine Portierung eines solchen Sy-
stems (und damit seiner Programme) ist daher extrem aufwendig und wird selten durch-
gefuhrt. Threads, die heute in jedem modernen Betriebssystem enthalten sind, werden
derzeit von PVM und MPI noch nicht und von DSM-Systemen kaum unterstutzt. Damit
ist die Nutzung von Multiprozessor-Workstations eines Netzes sowie die Zerlegung eines
Problems in feingranulare Teile nicht moglich.
2 Grundkonzepte des Rthreads-Systems
2.1 Uberblick uber Rthreads
Als Konsequenz der obigen Feststellungen haben wir das DSM-System Rthreads ent-
wickelt. Rthreads verwendet zur Beschreibung der Parallelitat und der Synchronisati-
on dieselben Primitive wie POSIX Threads (Pthreads). Aus der Tatsache, da es mit
Rthreads ermoglicht wird, ein Programm auf mehrere vernetzte (ferne, remote) Knoten
zu verteilen und gleichzeitig auf einem Knoten mittels Pthreads parallel zu arbeiten,
leitet sich der Name R(emote)Threads ab. Durch die hohe Verfugbarkeit von Pthreads
auf heutigen Betriebssystemen und durch ihre Bekanntheit ist eine leichte Portierung
von bestehenden Programmen sowie eine einfache Neuentwicklung von Programmen ge-
geben.
Die Portabilitat des Rthreads-Systems selbst wird durch die Implementation mittels
Pracompiler und Funktionsbibliotheken erreicht, wobei die Funktionsbibliotheken je-
weils auf einem der weitverbreiteten Kommunikationssysteme PVM, MPI, DCE oder
Active Messages aufsetzen. Damit ist das Rthreads-System auf allen Parallelrechnern
und Workstation-Clustern lauahig, die eines der oben genannten Pakete und Pthreads
unterstutzen.
Die aus der erhohten Kommunikation entstehenden Ezienznachteile von DSM-Systemen
versuchen wir durch einen neuen Ansatz bei der Organisation der Speicherzugrie zu ver-
ringern: Ausgehend von einem Rthreads-Programm, das bereits die korrekten Aufrufe
zur Beschreibung der Parallelitat und Synchronisation enthalt, nimmt ein Pracompiler
auf Quellcodeebene eine Typanalyse vor und setzt auerdem die entsprechenden Schreib-
/Leseaufrufe explizit im Quellcode ein.1 Die fruhere Einschatzung, da die Behandlung
der Schreib-/Leseoperationen durch die Mechanismen der virtuellen Speicherverwaltung
einer solchen ausschlielich in Software realisierten Losung bezuglich der Ezienz gene-
rell uberlegen ist, wurde von Zekauskas et al. in [ZSB94] widerlegt. Entgegen dem sonst
bei existierenden DSM-Systemen ublichen Einfugen der Zugrie durch den Compiler
werden die Speicherzugrie bei Rthreads auf einer Ebene eingefugt, auf die der Program-
mierer Zugri hat. Der Vorteil liegt nun darin, da der Programmierer spater (falls die
Ezienz dies erfordert) die Speicherzugrie exibel an die Bedurfnisse des Algorithmus'
anpassen kann. Damit kann der Kommunikationsaufwand auf das geringstmogliche Ma
reduziert werden. Um die Performance des ursprunglich vom Pracompiler erhaltenen
Programmes zu verbessern, kann zusatzlich eines der schwacheren Konsistenzmodelle
implementiert werden.
Die Behandlung der Speicherzugrie durch den Pracompiler bildet auch eine Grundlage
fur die Portabilitat und die Unterstutzung von heterogenen Systemen durch Rthreads:
DSM-Systeme, die auf Compileranderungen oder gar auf die virtuelle Speicherverwal-
tung eines bestimmten Betriebssystems angewiesen sind, konnen nur so portabel wie der
jeweilige Compiler oder das Betriebssystem sein. Der Rthread-Pracompiler wurde mit
den Werkzeugen lex und yacc entwickelt, die auf nahezu allen heute verwendeten Syste-
men zu nden sind. Die vom Pracompiler durchgefuhrte Typanalyse wird zur korrekten
Datenubertragung in heterogenen Netzen benotigt.
Der Unterschied zwischen dem Quellcode eines Rthread-Programms und dem eines
Pthread-Programms liegt, abgesehen von den Speicherzugrisoperationen, lediglich in
den Namen der Typen und Funktionen zur Synchronisation und Parallelitatsbeschrei-
bung. Daher kann die gesamte Transformation eines Pthread-Programms in ein Rthread-
1Bisher wurde lediglich die Typanalyse implementiert.
Programm automatisiert werden. Die gesamte Entwicklung eines Programms kann also
lokal mit den gewohnten (Debug-)Werkzeugen erfolgen.2 Die Transformation in ein ver-
teiltes Rthread-Programm erfolgt danach automatisch. Da Pthreads mittlerweile auch
als Backend einiger parallelisierender Compiler unterstutzt werden (z.B. SUIF), ist sogar
die automatische Ubersetzung eines sequentiellen Programms in ein Rthread-Programm
denkbar. Die einzige Einschrankung, die wir dabei an zu transformierende Pthread-
Programme unter anderem wegen der notwendigen Typinformation zur Datenubertra-
gung in heterogenen Netzen stellen mussen, ist das Verbot von verzeigerten Datenstruk-
turen innerhalb des gemeinsam benutzten Speichers.
2.2 Bildung des virtuell gemeinsamen Speichers
Die meisten DSM-Systeme, deren Speicherzugrie ebenfalls explizit im Programmtext
angegeben werden (z.B. Adsmith [LKL96] oder Phosphorus [DCM95]), verlangen vom
Programm zur Laufzeit die nochmalige Deklaration von Daten, die im verteilt gemeinsa-
men Speicher liegen sollen. Fur diese Daten wird dann vom DSM-System intern nochmals
ein Zwischenspeicher des entsprechenden Typs angelegt. Jeder Zugri auf das Datum
mu dann letztendlich uber diesen Zwischenspeicher erfolgen. Dadurch wird eine kunst-
liche Trennung der Elemente des DSM und der globalen Variablen vorgenommen, da
nur diejenigen globalen Variablen in den DSM ubernommen werden, die auch zur Lauf-
zeit noch einmal deklariert werden. Zudem ergibt sich uber diesen Ansatz meist eine
unnaturliche und umstandliche Adressierung der Objekte im DSM, wie wir spater sehen
werden.
Wir haben durch einen neuen Ansatz zur Bildung des verteilt gemeinsamen Speichers
versucht, keine Trennung von globalen Daten und den Daten im DSM vorzunehmen.
Diesen Ansatz veranschaulicht Abbildung 1. Jede globale Variable ist automatisch Be-
standteil des verteilt gemeinsamen Speichers, wie man es im Falle eines physikalisch
gemeinsamen Speichers auch erwarten wurde. Eine gesonderte Deklaration derjenigen
globalen Daten, die
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gemeinsam\ sein sollen, ist nicht notig. Zusatzlicher Zwischen-
speicher fur die globalen Daten wird ebenfalls nicht angelegt. Der verteilt gemeinsame
Speicher wird aus den Speicherbereichen der globalen Variablen der Knotenprogramme
gebildet. Der Zugri auf ein globales Datum (automatisch Teil des verteilt gemeinsamen
Speichers) erfolgt auf den Knoten exakt wie im Fall eines physikalisch gemeinsamen Spei-
chers, was im Bild durch die Doppelpfeile zwischen dem Programm und den globalen
Variablen gekennzeichnet ist. Aus der Sicht eines Knotenprogramms besteht der DSM
aus seinen eigenen globalen Variablen. Da nun aber jeder Knoten zunachst nur lokal auf
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seinen\ globalen Variablen arbeitet, mu an bestimmten Stellen des Programms fur den
Abgleich der verschiedenen Kopien der globalen Variablen gesorgt werden. Dies veranlas-
sen die Knoten durch geeignete Operationen. Im Bild wird dies durch die vom Programm
auf einem Knoten ausgeloste Kommunikation zwischen den globalen Variablen (Doppel-
pfeil) verschiedener Knotenprogramme dargestellt. Hierbei ndet kein Datenaustausch
2Das Debugging verteilter Programme ist nach wie vor nicht zufriedenstellend gelost worden. Durch
die zunachst lokale Programmentwicklung kann dieses Problem weitgehend umgangen werden.
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Abbildung 1: Bildung der gemeinsamen Datenobjekte
zwischen dem Programm des Knotens und dem DSM statt. Der Knoten initiiert lediglich
einen Abgleich von Objekten des verteilt gemeinsamen Speichers. Jeder Knoten kann al-
so wie gewohnt auf seinen globalen Variablen arbeiten. Jede dieser Variablen stellt im
Prinzip eine Kopie eines globalen Datums dar.
Durch diese Architektur beherbergt jeder Knoten des Systems automatisch eine Kopie
jeder globalen Variablen.3 Auf dieser Kopie kann er zunachst mit vollen Zugrismoglich-
keiten lokal arbeiten bevor er den Abgleich mit dem DSM veranlat (siehe Abbildung 1).
Die auf verschiedenen Knoten ausgefuhrten Programme aus Abbildung 1 konnen durch-
aus verschieden sein, um z.B. ein Master-Slave Paradigma zu realisieren. Die globalen
Variablen sollten jedoch identisch sein, was wohl auch die naturliche Herangehensweise
ist.
2.3 Adrebildung
In einem System mit physikalisch gemeinsamem Speicher werden die (globalen) Da-
ten durch die Angabe ihrer physikalischen Adresse oder auch ihrer Adresse im virtuel-
len Speicher identiziert. In einem nicht-seitenbasierten DSM-System wird diese direkte
Adressierung uber virtuelle Speicheradressen nicht vorgenommen. Die verschiedenen an
3Rthreads enthalt Mechanismen zur Einsparung von Speicherplatz auf den einzelnen Knoten bei der
Verwendung von groen Feldern. Auf diese soll in dieser Arbeit aber nicht naher eingegangen werden.
der Programmausfuhrung beteiligten Knoten verfugen uber keinen gemeinsamen Adre-
raum und es wird auch kein virtueller Adreraum im herkommlichen Sinne uber alle
Knoten gebildet, wie dies in einem seitenbasierten System geschieht. Daher mussen an-
dere Mechanismen gefunden werden, um ein Datenobjekt des DSM zu adressieren bzw.
zu identizieren.4
Bekannte Ansatze hierzu sind einerseits das Einsetzen von eigenen Funktionsaufrufen
oder Identikatoren durch den Compiler, was wiederum Anderungen im Compiler vor-
aussetzt, die wir zugunsten hoherer Portabilitat vermeiden wollen. Ein anderer Ansatz,
der eben die bereits im vorhergehenden Abschnitt erwahnte zusatzliche Deklaration der
Daten des DSM verlangt, ist die Identikation uber vom Programmierer bei dieser De-
klaration zu vergebende Namen. Bei einem spateren Zugri kann das jeweilige Datum
dann uber den als Zeichenkette angegebenen Namen identiziert werden. Abgesehen von
der bereits beschriebenen Trennung von globalen Daten und Objekten im DSM sowie
der zusatzlich notwendigen Deklarationsaufrufe fuhrt dieses Verfahren jedoch auch zu
Ezienznachteilen: Bei jedem Zugri auf ein Datum im DSM mu seine identizieren-
de Zeichenkette in einer Tabelle, die die Namen aller Daten im DSM enthalt, gesucht
werden. Bei einer groen Zahl von Daten im DSM konnen diese Vergleiche von Zei-
chenketten zu erheblichen Leistungseinbuen fuhren, zumal sie bei jedem Zugri auf ein
Datum im DSM ausgefuhrt werden mussen. Weiterhin fuhrt dieses Verfahren auch etwas
von einem moglichst naturlichen Zugri weg, da der Programmierer eine ihm sinnvoll
erscheinende weitere Deklaration der Daten vornehmen mu und uber einen im Prin-
zip beliebig wahlbaren, vom eigentlichen globalen Datum unabhangigen Namen auf das
Datum zugreift.
In unserem System wird das jeweilige Datum fur einen Abgleich der Daten im DSM
ebenfalls durch denselben Namen identiziert, wie er auch sonst im Quelltext vorkommt,
eine zusatzliche Deklaration ist nicht notwendig! Fur diese Angabe wurde normalerweise
durch den Compiler die Adresse des Datums auf dem jeweiligen Knoten (welche zur
Identikation eines Datums in einem System ohne gemeinsamen Speicher nicht ausreicht)
eingesetzt. Damit das DSM-System mit dieser Form von Aufrufen umgehen kann, mu es
also Informationen uber die globalen Daten erhalten. Diese Aufgabe ubernimmt nun ein
Pracompiler. Der Pracompiler wurde mittels der Werkzeuge lex und yacc in C entwickelt
und arbeitet auf C-Quellcode, soda er auf beinahe jedem heute betriebenen System
einsatzfahig ist und keine Einschrankungen bezuglich der Portabilitat ergibt.
Wie in Abbildung 2 veranschaulicht, analysiert der Pracompiler den Quellcode bezuglich
seiner globalen Variablen. Daraus erzeugt er zwei Tabellen: Die erste Tabelle enthalt fur
jede globale Variable eine Marke, die den eigentlichen Identikator fur ein globales Da-
tum darstellt. Der Wert der Marke ist ein Index in die zweite Tabelle, die zu jedem
uber die Marke identizierten Datum einen Zeiger auf dieses Datum im Adreraum des
jeweiligen Knotens sowie den Typ des Datums speichert. Dadurch kann die Identikati-
on der Daten des DSM uber diese Marken erfolgen, die uber ihren Index in die zweite
4Da diese Identikation nicht mehr uber Adressen im eigentlichen Sinne stattndet, sprechen wir im
folgenden auch von Identikatoren anstatt von Adressen.
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Abbildung 2: Aufgabe des Pracompilers
Tabelle samtliche benotigten Informationen (im wesentlichen ist dies eben die Zuord-
nung zwischen globalem Identikator und knotenlokalem Zeiger auf das Datum, sowie
der Typ des Datums um im heterogenen System entsprechende Konvertierungen vorzu-
nehmen) zu einem Datum ohne Suche erreichbar machen. Damit der Programmierer bei
der Identizierung nicht das Prax "RTHREAD_" angeben mu, sorgt die Denition von
entsprechenden Makros dafur, da in den relevanten Funktionsaufrufen die Angabe des
Variablennamens in den vollstandigen Namen der Marke umgesetzt wird.
Die naive Anwendung des oben beschriebenen Vorgehens zur Vergabe von Identikatoren
auf Felder wurde dazu fuhren, da jedes Feldelement seinen eigenen Identikator erhalt.
Ein erheblicher Speicher- und Verwaltungsaufwand ware die Konsequenz. Um dies zu
vermeiden wurde fur Felder eine zweistuge Adressierung eingefuhrt. Der Pracompiler
erzeugt fur jedes Feld nur einen Identikator. Die einzelnen Feldelemente werden durch
diesen Identikator sowie einen Oset zur Anfangsadresse des Feldes adressiert. Der O-
set enthalt dabei nicht den Abstand zum Anfang als physikalische Adresse, sondern den
Abstand in Feldelementen. Damit ist die korrekte Funktionsweise in heterogenen Syste-
men, wo die gleichen Grunddatentypen auf verschiedenen Knoten verschiedene Groen
haben konnen, wiederum gewahrleistet. Da die Feldelemente logischerweise alle vom
selben Typ sind, braucht auch dieser nur einmal gespeichert werden.
Mit dieser Adrebildung konnen wir folgende angestrebten Ziele unterstutzen: Das DSM-
System bleibt durch die Verwendung eines (vom eigentlichen Compiler) unabhangigen,
portablen Pracompilers selbst portabel. Heterogene Plattformen konnen durch die aus
den Quelldateien gewonnenen Typinformationen und wegen der gewahlten Granularitat
des DSM sehr gut und ezient unterstutzt werden. Die Programmierung unseres Systems
ist sehr nahe an der eines Shared-Memory-Systems angelehnt, da keine zusatzlichen De-
klarationsfunktionen notwendig werden und globale Daten wie ublich uber ihren Namen
(nicht als Zeichenkette) identiziert werden. Trotzdem ist der Zugri auf die Informa-
tionen zu einem Datum durch die direkte Indizierung uber die Identikatoren schnell
und nicht mit einer Suche in einer Tabelle verbunden.
2.4 Notwendige Einschrankungen der zugrundeliegende Program-
miersprache
Spatestens bei der genaueren Betrachtung des Pracompilers mu die Sprache, mit der
das DSM-System programmiert werden soll, festgelegt werden. Die Wahl der zugrun-
deliegenden Programmiersprache el auf C. Der Grund hierfur liegt in der groen Ver-
breitung von parallelen Anwendungen in dieser Sprache (um die Portierung bestehender
Programme zu erleichtern) und die Unterstutzung von Threads auf beinahe allen Sy-
stemen. Bezuglich der Verbreitung von parallelen Anwendungen kam auer C vor allem
Fortran in die engere Auswahl. Allerdings gibt es derzeit weder fur Fortran noch fur C++
Threads, die von beinahe jedem System unterstutzt werden, wie dies bei Pthreads und
C der Fall ist. Bei Java wiederum sind zwar Threads bereits im Sprachumfang enthalten,
aber es existieren kaum parallele Programme, die sich mit praktischen, rechenintensiven
Algorithmen auseinandersetzen. Wegen der bislang deutlich schlechteren Laufzeiten von
Java-Programmen wird dies kurz- und mittelfristig wohl auch so bleiben. Daher gaben
wir der Sprache C den Vorzug.
Der Rthreads Pracompiler ist in der Lage samtliche C-Datentypen, die sich innerhalb der
analysierten Quelldateien zu einem Grunddatentyp auosen lassen, zu erkennen (auch
Felder). Der Pracompiler ist nicht in der Lage C-Praprozessoranweisungen auszuwer-
ten, was z.B. im Fall von bedingten Ubersetzungen zu Problemen fuhren kann. Diese
Probleme lassen sich aber durch die Ubergabe der zu den ursprunglichen Quelldateien
gehorigen C-Praprozessorausgaben an den Pracompiler beseitigen.
Eine Einschrankung an die C-Quellprogramme ist der Ausschlu von Zeigern aus dem
DSM.5 Zeiger konnen in einem DSM-System mit gemeinsamen Datenobjekten durch die
veranderte Adrebildung kaum sinnvoll gehandhabt werden. Bei einem Schreib- oder
Lesezugri auf einen Zeiger muten auch die von dem Zeiger referenzierten Daten ak-
tualisiert werden. Da Zeiger in C aber sogar wahrend der Ausfuhrung eines Programms
auf verschiedene Datentypen zeigen konnen, ist die korrekte Ubertragung der Daten in
einem heterogenen Netz sehr schwer sicherzustellen. Da es in diesem Zusammenhang
noch viele weitere ungeklarte und unklarbare (einem Zeiger im globalen Datenraum
wird die Adresse eines lokalen Datums auf einem Knoten zugewiesen, die auf den ande-
ren Knoten naturlich ungultig ist) Fragen gibt, unterstutzt das hier vorgestellte System
im allgemeinen keine Zeiger im DSM. Der einzige Fall, in dem Zeiger im DSM aus un-
serer Sicht zwingend notwendig sind, ist die Bereitstellung von Speicher in einer zur
Laufzeit bestimmten Groe im DSM. Daher wird diese Technik von unserem System ex-
plizit durch eigene Methoden unterstutzt, die hier aber nicht weiter beschrieben werden
sollen.
5Dies betrit allerdings nur Zeiger, die im DSM-System global verwendet werden sollen. Es ist moglich,
knotenlokal Zeiger auf Daten des DSM (bzw. auf die lokale Kopie eines Datums) zu verwenden, wobei
der Abgleich der lokalen Kopie mit dem DSM wiederum uber das Datum selbst und nicht uber den
lokalen Zeiger vorgenommen werden mu. Es ist jedoch nicht moglich, im DSM Zeiger auf andere
Daten (sinnvollerweise ebenfalls innerhalb des DSM) zu halten.
3 Zugri auf den virtuell gemeinsamen Speicher
3.1 Zugrisfunktionen
Wie Abbildung 1 bereits veranschaulichte, arbeiten samtliche Knoten zunachst auf ih-
ren lokalen Kopien der Daten des DSM, d.h. auf ihren globalen Variablen. Dies er-
laubt den naturlichen Umgang mit den Daten des DSM ahnlich zur Shared-Memory-
Programmierung. Zu verschiedenen Zeitpunkten ist aber naturlich der Abgleich von
lokalen Kopien mit dem DSM notwendig. Dieser Abgleich wird von den Knoten selbst
ausgelost, er resultiert jedoch nicht in einem direkten Datenaustausch des aufrufenden
Programmes mit dem DSM | es wird lediglich der Abgleich der betreenden Daten
durch unser DSM-System veranlat. Im Falle einer Leseoperation braucht sich das Pro-
gramm selbst also nicht um die Speicherung eines gelesenen Wertes an eine bestimm-
te Adresse kummern. Vielmehr wird zum Lesen lediglich das betreende Datum uber
seinen Identikator speziziert, nach dem Ende der Leseoperation enthalt die entspre-
chende globale Variable als Teil des DSM einen konsistenten Wert. Die Verwendung
der Funktionen, die hierfur vom Pracompiler eingesetzt werden, verdeutlicht das folgen-
de Codebeispiel. In einem kritischen Abschnitt werden zwei Variablen aktualisiert, eine
davon wird danach verandert:
rthread mutex lock(&job lock);
rthread r(step),
rthread rush(next job),
my job = next job;
next job += step,
rthread wush(next job);
rthread mutex unlock(&job lock);
Samtliche Vorarbeiten, die fur die Verwendung der textuellen Namen der Variablen in
den Schreib-/Leseaufrufen benotigt werden, werden vom Pracompiler automatisch er-
zeugt. Die rthread r* Funktionen dienen dabei zum Lesen des aktuellen Wertes des
Datums im DSM in die lokale Kopie. Die anderen Funktionen aktualisieren das Datum
im DSM mit dem Wert der lokalen Kopie. Dabei erlauben rthread r() bzw. rthread w()
die Markierung zum Lesen bzw. Schreiben. Bei der Markierung wird das Datum lediglich
fur die entsprechende Operation vorgemerkt, eine Speicherung des gegenwartigen Wer-
tes einer lokalen Kopie zum spateren Schreiben in den DSM erfolgt nicht! Die beiden
ush-Funktionen sorgen dann blockierend fur den sofortigen Abgleich (uber das Verbin-
dungsnetzwerk) aller bis dahin zum Lesen bzw. Schreiben markierten (und bislang noch
nicht abgeglichenen) Daten. Durch
"
sofortigen Abgleich\ garantiert das hier vorgestellte
DSM-System dabei in der Terminologie aus [Gil93] folgendes:
 Nach der Beendigung eines Aufrufs von rthread wush() gelten samtliche Schreib-
zugrie auf zuvor markierte Daten (s.o.) als ausgefuhrt.
 Nach der Beendigung eines Aufrufs von rthread rush() gelten samtliche Lesezu-
grie auf zuvor markierte Daten (s.o.) als global ausgefuhrt.
Dabei gelten als Lese- oder Schreibzugrie anderer Prozessoren nur deren Verwendung
von ush-Operationen (und nicht rthread r()- oder rthread w()-Operationen, die nur der
Markierung dienen). Die Garantie bezieht sich also lediglich auf die Abfolge der ush
Operationen.
Der Zugri auf den DSM erfolgt mit den obengenannten Funktionen vollig transparent,
Typ- oder Lokationsinformationen zu einem Datum sind nicht notwendig, es genugt die
Identikation des Datums.
3.2 Ezienter Einsatz der Zugrisfunktionen
Die oben angegebene Schnittstelle lat jeglichen Raum fur Optimierungen durch den
Programmierer. Sie erlaubt das Gruppieren von DSM-Zugrien durch aufeinanderfolgen-
de Markierung mehrerer Daten zu einer Netzwerktransaktion, die durch den Aufruf einer
der beiden rthread *ush() Aufruf ausgelost wird. Die Granularitat der Daten im DSM
bezuglich der Netzwerkzugrie wird dadurch stufenlos an die jeweiligen Bedurfnisse der
Applikation angepat. Damit kann eines der haugsten Probleme von DSM-Systemen,
namlich das hauge Verschicken kleiner Nachrichten, das in nahezu allen Netzwerken
wegen der Latenzzeiten und dem Protokoll-Overhead sehr viel langsamer als das ein-
malige Verschicken einer groeren Nachricht ist, gelindert werden. Zugleich kann der
Programmierer selbst bestimmen, wann ein Abgleich von Daten wirklich notwendig ist.
Ein DSM-System kann diese Aufgabe selbstandig niemals so gut losen, wie der Program-
mierer selbst, da es die Anforderungen des Algorithmus bezuglich der Datenkonsistenz
nicht kennt und deswegen eine defensive Strategie einschlagen mu.
Es darf naturlich nicht verschwiegen werden, da dadurch auch eine gewisse Last auf
den Programmierer abgewalzt wird. Die in dieser Arbeit beschriebene Schnittstelle soll
jedoch zunachst lediglich eine Basis darstellen. Darauf aufbauend konnen auch Automa-
tismen implementiert werden, die dem Programmierer diese Last zum Datenabgleich,
z.B. im Sinne der fruher vorgestellten Konsistenzmodelle, abnehmen. Ein Leitfaden, wie
mit unserem System Programme erstellt werden konnen, die sich einem bestimmten
Konsistenzmodell entsprechend verhalten, ndet sich in Abschnitt 4.2. Daruber hin-
aus mu es jedoch moglich bleiben, an einem Programm eigenhandige Optimierungen
vorzunehmen, um letztendlich eine befriedigende Ezienz zu erreichen. Unsere Ideal-
vorstellung ist es hierbei, da durch die Einfuhrung von obengenannten Automatismen
die Erstellung eines lauahigen Programms fur unser System mit sehr wenig Aufwand
verbunden sein sollte. Falls die dadurch erreichte Ezienz nicht ausreichend sein sollte,
mu dem Programmierer aber die Moglichkeit gegeben werden, sein Wissen uber den
Algorithmus einzubringen und so die Netzwerkzugrie zu minimieren. Daher mu die
hier vorgestellte Schnittstelle den Raum fur solche Optimierungen lassen. Darauf auf-
bauend werden dann Mechanismen implementiert, die sozusagen der
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Bequemlichkeit\
des Programmierers und damit der schnelleren Programmentwicklung dienen. Mit dieser
Strategie versuchen wir ein hauges Manko anderer DSM-Systeme anzugehen, mit denen
es zwar leicht ist, ein Programm zu erstellen, die jedoch keine Moglichkeit fur spatere
Optimierungen lassen. Gedanken zum Einbringen von Konsistenzmodellen und eine ge-
nauere Betrachtung, wie sich die eben vorgestellten Funktionen verwenden lassen, um
bekannte Konsistenzmodelle nachzubilden, nden sich erst in Abschnitt 4.2, da dazu das
Verstandnis der Synchronisationsoperationen (siehe Abschnitt 4) des hier vorgestellten
Systems vonnoten ist.
3.3 Implementation der Zugrisfunktionen
Bei der Implementation der obengenannten Schreib-/Leseoperationen ist oensichtlich
Netzwerkkommunikation mit anderen Knoten notwendig. Auch hier besteht wieder die
Gefahr, Portabilitat durch die spezielle Implementation auf bestimmten Netzwerkwel-
ten (z.B. TCP/IP oder aber auch IPX) zu verlieren. Naturlich ware es moglich, eine
Implementierung fur einige dieser Welten vorzunehmen. Dadurch wurden aber auf je-
den Fall Zielsysteme spezieller Architektur (und nicht nur solche), wie z.B. die CRAY
T3E oder auch die IBM/SP-Serie, ausgeschlossen oder zumindest nur sehr inezient
unterstutzt. Allen heute in der Praxis verwendeten vernetzten Systeme ist jedoch ge-
meinsam, da die bekannten Message-Passing-Systeme PVM oder MPI, oder auch das
verteilte Betriebssystem DCE, auf deren spezielle Netzwerkarchitektur angepat wurden.
Jeder Hersteller von Parallelrechnern ohne gemeinsamen Speicher liefert heute eine spe-
ziell fur die Kommunikation in diesem Rechner optimierte PVM- und/oder MPI-Version
aus. Daher haben wir uns entschlossen, die gesamte Netzwerkkommunikation uber be-
stehende Systeme abzuwickeln. Dies dient in erster Linie der Portabilitat. Gleichzeitig
ist unser System dadurch aber auch in der Lage zum einen auf jedem System eine
eziente Implementierung zu benutzen, zum anderen von Weiterentwicklungen des zu-
grundeliegenden Systems zur Kommunikation zu protieren. Ein weiterer Vorteil, der
unseren Zielen sehr entgegenkommt, ist, da diese Systeme heterogene Netze von sich
aus unterstutzen. Zusammen mit den vom Pracompiler gewonnenen Typinformationen
arbeiten die oben genannten Schreib-/Leseoperationen damit problemlos in heterogenen
Umgebungen. Implementationen unseres Systems liegen derzeit fur PVM, DCE, MPI
und demnachst fur Active Messages vor | damit durfte sich kaum ein System nden,
das keines dieser Kommunikationspakete unterstutzt.
4 Nebenlaugkeit und Synchronisation
4.1 Einfuhrung einer Hierarchie aus Pthreads und Rthreads
Um wirklich mit einem DSM-System programmieren zu konnen, mussen Mechanismen
zur Beschreibung von Nebenlaugkeit zur Verfugung gestellt werden. Aus heutiger Sicht
ist es nicht ublich den Schutz von kritischen Bereichen ohne explizite Synchronisation
zu implementieren. Daher ist es auch sinnvoll, ein Konzept zur Synchronisation der
parallelen Teile eines Programms durch das DSM-System zur Verfugung zu stellen.
Fur das hier vorgestellte DSM-System war es eines der Ziele, Multithreading zuzulassen
bzw. sogar explizit zu unterstutzen. Bei der Wahl eines geeigneten Thread-Modells el
die Entscheidung zugunsten der POSIX Threads. POSIX Threads bieten eine standar-
disierte Programmierschnittstelle fur Threads, die sich derzeit auf allen Betriebssystem-
plattformen durchzusetzen scheint. Durch die Unterstutzung dieses Standards konnen
wir wieder die angestrebte Portabilitat in zweierlei Sinn erzielen: Zum einen gibt es
heute bereits viele bestehende POSIX-Thread-Programme, die damit leicht zum Ablauf
in unser System modiziert werden konnen. Auerdem ist durch die Verwendung die-
ses Standards auch gewahrleistet, da unser System selbst, das sich auf diese Threads6
abstutzt, auf moglichst viele Plattformen ubertragen werden kann.
Durch die Verwendung von Pthreads ist es zunachst moglich, Parallelitat im Sinne von
Multithreading und Synchronisation innerhalb eines Prozesses einzufuhren. Die Beschrei-
bung von Nebenlaugkeit und Synchronisation wird fur unser DSM-System auch auf
einer hoheren Ebene | zwischen unabhangigen, vernetzten Knoten eines verteilten Sy-
stems | benotigt. Es liegt nahe, dieselbe Programmierschnittstelle, wie wir sie von
Pthreads kennengelernt haben, auch fur diese Ebene zu verwenden. Auf diese Art und
Weise kann der Programmierer Nebenlaugkeit und Synchronisation zwischen mehreren
Knoten eines verteilten Systems nach demselben Paradigma beschreiben, wie er es von
der Thread-Programmierung innerhalb eines Prozesses gewohnt ist.
Um die Programmierung unseres Systems in der
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Sprache\ der Pthreads zu erlauben,
werden die entsprechenden Funktionen der Pthreads ubertragen. Zu jeder der relevanten
pthread *()-Funktionen wurden bedeutungsgleiche rthread *()-Funktionen entwickelt.
Damit erlauben wir die Beschreibung der Parallelitat zwischen mehreren Knoten un-
seres Systems via rthread create(). Der Aufruf dieser Funktion fuhrt zum Start eines
Prozesses oder Rthreads auf einem selbstandigen Knoten, der mit der Ausfuhrung des







Threads\ bezieht sich auf die Ahnlichkeit
zu Pthreads bezuglich der Programmierschnittstelle.
Durch diese Modellierung wird eine Hierarchie eingefuhrt: Jeder Knoten des DSM-
Systems ist in der Lage einen neuen Proze (Rthread), der verteilt ablauft, auf einem
anderen Knoten zu starten (rthread create()). Innerhalb eines Knotens konnen auer-
dem mehrere Pthreads parallel ablaufen. Die Pthreads eines Knotens konnen auch auf
die Variablen des DSM zugreifen und fur den Abgleich von lokalen Kopien mit dem
DSM sorgen. Fur die Synchronisation von Pthreads eines Prozesses stehen nach wie
6Genauer gesagt werden die Threads der POSIX 1003.4a Draft 4 Programmierschnittstelle fur leichtge-
wichtige Prozesse (Threads) verwendet. Dieser Draft wird oftmals auch mit DCE Threads bezeichnet,
da eine Implementation dieses Drafts in DCE integriert ist. Die Implementation unseres Systems
halt sich an diese Thread-Variante, da der endgultige Standard fur Threads (POSIX 1003.1c-1995)
leider bis heute noch nicht auf allen Betriebssystemen verfugbar ist. Eine Umstellung auf den POSIX
Standard ist allerdings nicht allzu aufwendig, weshalb wir im folgenden trotzdem den Begri POSIX
Threads oder Pthreads verwenden.
vor die entsprechenden pthread *() Funktionen zur Verfugung, die auf Variablen die-
ses Prozesses arbeiten. Sobald ein beliebiger Pthread eines Knoten jedoch rthread *()-
Funktionen verwendet, wird dadurch die Synchronisation auf der Ebene der Rthreads
uber Synchronisationsdaten des DSM veranlat. Die Pthreads innerhalb eines Rthreads
sind gleichberechtigt, z.B. kann jeder von ihnen mittels rthread create() einen neuen
Rthread starten. Ebenso sind die Rthreads untereinander gleichberechtigt. Zur Synchro-
nisation mit anderen Rthreads, mussen die Pthreads jedoch die rthread *() Funktionen







Abbildung 3: Aufbau von Rthreads
Im Vergleich zu Abbildung 1 sehen wir zunachst, da jeder teilnehmende Knoten jetzt
seinerseits wieder aus mehreren parallel ablaufenden Kontrollfaden (Pthreads) bestehen
kann. Jeder dieser Pthreads kann wieder wie gewohnt auf die globalen Variablen zugreifen
und auch den Abgleich mit dem DSM veranlassen.
Da durch den expliziten Aufruf von Synchronisationsfunktionen im Programmiermo-
dell der Pthreads sowieso eine Sonderstellung der Synchronisationszugrie eingefuhrt
wird, behandeln wir Synchronisationsdaten anders als die restlichen Daten des DSM.
Die Betrachtungen uber Konsistenzmodelle haben gezeigt, da alle schwacheren Konsi-
stenzmodelle, die in modernen Systemen Anwendung nden, eine solche Unterscheidung
vornehmen. Die Begrundung hierfur ist, da in heutigen parallelen Programmen in der
Praxis ohnehin explizite Synchronisationsaufrufe angegeben werden. Dies hat sich auch
fur die von uns verwendeten Pthreads als gultig erwiesen. Die angesprochenen Konsi-
stenzmodelle schlagen fur Synchronisationszugrie entweder sequentielle Konsistenz (im
Falle des schwachen Konsistenzmodells) oder Prozessorkonsistenz (im Falle der Release-
oder Entry-Konsistenz) vor.
Oenbar macht es keinen Sinn fur die Synchronisationszugrie noch schwachere Modelle
zu verwenden, da dann die Intention durch die Synchronisation die anderen Speicher-
zugrie zu ordnen, verletzt wurde. Wir haben uns aus folgenden Uberlegungen heraus
fur die Anwendung der sequentiellen Konsistenz entschieden: Erheblicher Geschwindig-
keitsgewinn wird durch die Prozessorkonsistenz nur erzielt, wenn man das Uberholen
von Lese- bzgl. Schreibzugrien nach Gharachorloo [GL+90] zulat. Fur Synchronisati-
onszugrie bedeutet dies im speziellen Fall der von uns verwendeten lock()- (Lese- und
evtl. Schreibzugri auf dasselbe Datum) und unlock()-Funktionen (Schreibzugri) das
Verschieben der lock()-Aufrufe nach vorne relativ zu den unlock()-Aufrufen. Dadurch
werden die kritischen Bereiche vergroert, was zur Einschrankung der Parallelitat fuhrt.
Geschwindigkeitsgewinne durch die Verwendung der Prozessorkonsistenz fur Synchro-
nisationszugrie waren daher in unserem Fall durchaus zweifelhaft. Da die sequentielle
Konsistenz auerdem wesentlich leichter zu verstehen ist und auch dem entspricht, was
der Programmierer vom Umgang mit Pthreads kennt, wenden wir fur Synchronisati-
onszugrie diese sequentielle Konsistenz an. Dies erlaubt eine einfache Realisierung und
Veranschaulichung der Synchronisationsoperationen, die ebenfalls in Abbildung 3 sym-
bolisiert wird. Beim Zugri auf Synchronisationsdaten des DSM arbeiten die Rthreads
nicht auf lokalen Kopien, sondern fuhren ihren Zugri sofort uber das Netzwerk zum
beherbergenden Eigentumer aus. Dort werden die Synchronisationsfunktionen auf die
Pthread-Pendants zuruckgespielt, die dann einfach auf den prozeglobalen Synchronisa-
tionsvariablen des Eigentumers arbeiten. Durch deren Verwendung wird die Serialisie-
rung der Anfragen auf dem Eigentumer erreicht. Da es fur jedes Synchronisationsdatum
naturlich genau einen Eigentumer gibt (und Kopien davon nicht verwendet werden), ist
dadurch auch die globale Sequenz der Anfragen an Synchronisationsdaten gewahrleistet,
die die sequentielle Konsistenz fordert. Naturlich sind dann auch keine weiteren Funktio-
nen zum Abgleich der Synchronisationsdaten, wie im Fall der anderen Daten des DSM,
mehr notig.
4.2 Bemerkungen zur Konsistenz
Die Schreib-/Leseoperationen in der bisher dargestellten Form arbeiten nicht nach einem
vordenierten Konsistenzmodell. Die Konsistenz der Daten mu durch das Programm
selbst an den notwendigen Stellen durch den Aufruf der rthread *ush()-Funktionen
gesichert werden. Erst nach der Ausfuhrung der jeweiligen Funktion garantiert das
Rthreads-System, da die Schreib- bzw. Leseoperation global ausgefuhrt wurde. Obwohl
kein spezielles Konsistenzmodell explizit unterstutzt wird, ist es fur den Programmierer
recht einfach Programme zu entwickeln, die nach einem bestimmten solchen Modell ar-
beiten. Werden z.B. vor jeder Verwendung einer globalen Variablen im Programm als
R-Value ein rthread rush() und nach jeder Verwendung als L-Value ein rthread wush()
bezuglich der verwendeten Variablen eingefugt, so erhalt man ein Programm, das sich
wie in einem sequentiell konsistenten System verhalt: Jeder Datenzugri wird sofort
uber das Netzwerk beim Eigentumer des Datums ausgefuhrt. Dort wird die Serialisie-
rung durch die nacheinander eingehenden Netzwerkaufrufe erreicht und daraus entsteht
die einheitliche Sicht der Datenzugrie fur alle teilnehmenden Prozessoren.
Da das von uns zugrundegelegte Programmiermodell explizite Synchronisationsaufru-
fe verlangt, wird durch die Verwendung von starken Konsistenzmodellen (also solchen,
die Synchronisationszugrie nicht unterscheiden) unnotig Ezienz verschenkt. Ausge-
hend von dem Programm, das durch Einfugen der expliziten Schreib-/Leseoperationen
entstanden ist, lassen sich Programme, die nach schwacheren Konsistenzmodellen ar-
beiten einfach durch Verschieben (und Zusammenfassen) dieser Operationen erreichen.
Unser Programmiermodell nimmt bereits eine Unterscheidung der Synchronisationsope-
rationen nach acquire und release vor (dabei interpretiert man das Erreichen eines
rthread cond wait() als release und das Verlassen desselben als acquire). Alle neueren
Untersuchungen zeigen, da die lazy-release-Konsistenz die besten Laufzeiten erzielt.
Da sich dieses Modell auerdem bezuglich der Synchronisationsoperationen harmonisch
in unser System einfugt und mit Rthreads auch leicht zu realisieren ist, beschreibt
der folgende Abschnitt die Entwicklung eines lazy-release-konsistenten Programms mit
Rthreads. Die Realisierung anderer Modelle sollte aus dieser Beschreibung leicht nach-
zuvollziehen sein, weswegen wir darauf nicht mehr weiter eingehen.
Die folgende Beschreibung soll auch zeigen, da die Realisierung eines festen Konsistenz-
modells mit Rthreads ebenfalls leicht machbar ist. Als groen Vorteil sehen wir es jedoch,
da der Programmierer nicht gezwungen ist, sich fest an ein solches Schema zu halten.
In der Praxis konnte das im folgenden erlauterte Vorgehen also ein erster Schritt zur
Erzeugung eines ezienten und korrekten (im Sinne der sequentiellen Konsistenz) Pro-
grammes sein, ohne die Details des Algorithmus zu kennen. Eine weitere Optimierung
durch Kenntnis des Algorithmus ist durchaus moglich und auch erwunscht.
4.3 Entwicklung eines lazy release konsistenten Programms
Zunachst mu durch folgende Kategorisierung der Zugrie die Grundlage dafur gelegt
werden, da sich ein lazy-release-konistentes Programm gleich verhalt wie ein sequentiell
konsistentes: Wie schon fruher erwahnt, hat Gharachorloo in [GL+90] formal bewiesen,
da sich ein sogenanntes properly-labeled -Programm in einem release-konsistenten Sy-
stem genauso verhalt, wie in einem mit sequentieller Konsistenz. Properly labeled be-
deutet in diesem Zusammenhang, da die Zugrie auf die Daten des DSM richtig cha-
rakterisiert und dementsprechend synchronisiert werden (eine formale Denition ndet
sich in [GL+90]). Das Ergebnis entspricht in etwa einem parallelen Programm, indem es
durch ausreichende Synchronisation nicht zu Wettkampfbedingungen zwischen mehreren
Prozessoren kommt. Eine korrekte Synchronisierung vorausgesetzt, bedeutet dies ange-
wandt auf die release-Konsistenz bezuglich der Charakterisierung laut Gharachorloo,
da synchronisierende acquire- und release-Zugrie, sowie konkurrierende und nicht-
konkurrierende Datenzugrie unterschieden werden mussen, um ein properly-labeled -
Programm zu erhalten. Samtliche Synchronisationszugrie sind in unserem Program-
miermodell bereits durch den expliziten Funktionsaufruf erkennbar und werden vom
Rthreads-System sequentiell konsistent behandelt. Also mu der Programmierer lediglich
fur die der release-Konsistenz entsprechende Behandlung der nicht-synchronisierenden
Datenzugrie sorgen, um ein Programm zu erhalten, das sich wie ein sequentiell kon-
sistentes verhalt. Dabei sind nach der Denition von release-Konsistenz konkurrieren-
de und nicht-konkurrierende Zugrie zu unterscheiden. Konkurrierende Zugrie sind
hierbei potentiell gleichzeitige Zugrie verschiedener Prozessoren auf dasselbe Datum,
wobei mindestens ein Zugri schreibend ist. Nicht-konkurrierende Zugrie sind in der
Konsequenz nur lesende Zugrie, Zugrie auf unterschiedliche Daten oder Zugrie, die
durch Synchronisation vor gleichzeitigem Zugri geschutzt sind. Sind konkurrierende und
nicht-konkurrierende Zugrie erkannt, so konnen sie entsprechend der release-Konsistenz
folgendermaen behandelt werden:
Nicht-konkurrierende Zugrie: Die Denition von der release-Konsistenz bedeutet fur
nicht-konkurrierende Lese- und Schreibzugrie, da diese nach der Programmord-
nung nicht vor ein acquire und nicht hinter ein release verschoben werden durfen.
In der Konsequenz ist es erlaubt, samtliche Leseoperationen an den Beginn eines
kritischen Bereichs und samtliche Schreiboperationen ans Ende eines kritischen Be-
reichs zu verschieben, ohne die release-Konsistenz zu verletzen. Damit konnen alle
Lese- bzw. Schreiboperationen jeweils gebundelt am Anfang bzw. am Ende eines
kritischen Bereichs in einem Netzwerkaufruf vorgenommen werden.7 Man markiert
also direkt nach dem acquire alle im kritischen Bereich als R-Value verwendeten Va-
riablen zum Lesen und fuhrt die Leseoperation danach mit einem rthread rush()
aus. Analog verfahrt man mit den als L-Value verwendeten Variablen am Ende des
kritischen Bereichs mit den Schreiboperationen.
Konkurrierende Zugrie: Nicht-synchronisierende (synchronisierende Zugrie brauchen
hier nicht mehr berucksichtigt zu werden), konkurrierende Datenzugrie mussen
nach der Denition von release Konsistenz untereinander prozessorkonsistent nach
Gharacharloo sein. Dies bedeutet, da die Lesezugrie bzgl. der Programmordnung
nach oben verschoben werden durfen und lediglich andere (konkurrierende) Lese-
zugrie nicht uberholen durfen. Die Schreibzugrie konnen nach unten verschoben
werden ohne jedoch andere Schreibzugrie zu uberholen. Bei dem Verschieben der
Lese- und Schreibzugrie ist zu beachten, da ein acquire als Lese- und Schreib-
zugri gilt, und ein release als Schreibzugri. Da die Synchronisationsoperationen
ebenfalls konkurrierende Zugrie sind, mussen sie hierbei berucksichtigt werden.
Lesezugrie durfen also ein release nach oben uberholen, Schreibzugrie aber we-
der ein acquire, noch ein release nach unten.
Damit hat der Programmierer eine einfache Moglichkeit aus einem korrekt synchronisier-
ten Pthread-Programm ein release-konsistentes Distributed-Shared-Memory-Programm
7Falls die zuvor zum Lesen markierten Daten von verschiedenen Eigentumern beherbergt werden,
konnen genaugenommen mehrere Netzwerkaufrufe entstehen. Der schlimmste Fall, namlich da jedes
markierte Datum von einem anderen Eigentumer beherbergt wird, ist jedoch sehr unwahrscheinlich.
Zudem tritt selbst im schlimmsten Fall naturlich keine Verschlechterung im Vergleich zu einer naiven
Implementation ein.
zu erzeugen, das sich ebenso verhalt, wie das Pthread-Programm. Zunachst werden hier-
zu im Programmtext die pthread *()-Synchronisationsfunktionen durch ihre entsprechen-
den Rthread-Pendants ersetzt. Dann mussen an den entsprechenden Stellen die explizi-
ten Schreib-/Leseoperationen eingesetzt werden. Diese konnen anschlieend nach dem
oben vorgebenen Muster verschoben und gebundelt werden und werden mit einer ush-
Operation abgeschlossen. Weitere Optimierungen durch den Programmierer, wie z.B. die
Verwendung der speziellen Funktionen fur Felder oder die Verwendung noch schwacherer
Konsistenz, falls der Algorithmus dies fur einige Daten zulat, konnen jederzeit vorge-
nommen werden.
Genau betrachtet entspricht die Konsistenz, welche durch ein nach oben angegebenem
Muster entwickeltes Programm erreicht wird, genau der lazy-release-Konsistenz. Denn
zum einen werden nur fur die tatsachlich benotigten Variablen Leseanfragen eingefugt |
die nicht benotigten Variablen in einem kritischen Bereich verbleiben also in einem inkon-
sistenten Zustand. Zum anderen werden die Variablen erst beim Betreten des kritischen
Bereichs in einen konsistenten Zustand gebracht und nicht bereits wenn die Inkonsistenz
durch einen Schreibaufruf eines anderen Prozessors erzeugt wird.
An dieser Stelle zeigt sich ein groer Vorteil der expliziten Funktionsaufrufe fur Datenzu-
grie im Quelltext. Die lauffahigen Programme konnen bezuglich des Netzwerktransfers
im Vergleich zu Systemen, die die Zugrie durch Compileranderungen einfugen und/oder
ein festes Konsistenzmodell implementieren, wesentlich starker optimiert werden | die
Datenzugrie konnen exibel an den Algorithmus angepat werden.
4.4 Weitergehende Unterstutzungen
Obwohl das Einfugen und Verschieben der Schreib-/Leseoperationen nicht allzu auf-
wendig ist, wird dem Programmierer hier in Zukunft noch mehr Arbeit abgenommen
werden. Zur Zeit wird die bisher nur zur Extraktion der globalen Variablen verwendete
Quellcodeanalyse durch den Pracompiler um das automatische Einfugen der Schreib-
/Leseoperationen erweitert. Damit brauchte der Programmierer lediglich noch das Ver-
schieben nach dem oben angegebenen Muster vorzunehmen. Auch das Verschieben kann
kunftig entfallen, da sich auch eine direkte Unterstutzung der lazy-release-Konsistenz8
in Vorbereitung bendet. Durch deren Implementation ware der Programmierer dann in
der Lage, sich aus einem Pthread-Programm ein verteiltes DSM-Programm im wesentli-
chen automatisch erzeugen zu lassen. Trotzdem verbliebe ihm, im Gegensatz zu anderen
Ansatzen, bei Rthreads immer noch die Moglichkeit Performancenachteile durch Opti-
mierungen an den Schreib-/Leseoperationen im Quelltext wettzumachen.
8Wir haben uns im wesentlichen aus zwei Grunden fur dieses Modell entschieden. Zum einen macht es
wegen der expliziten Synchronisation in dem von uns gewahlten Pthread-Programmiermodell keinen
Sinn starke Konsistenzmodelle zu unterstutzen. Von den schwacheren Konsistenzmodellen ist die
LRK keinem der anderen Modelle unterlegen. In den meisten Fallen ist die lazy-release-Konsistenz
den anderen sogar bezuglich Ezienz und Programmierbarkeit uberlegen (siehe [KCDZ95] und
[ACD+96]).
5 Programmentwicklung
Die vorangegangenen Abschnitte befaten sich mit der Modellierung des Rthreads-
Systems. Zum Schlu dieses Kapitel soll die Entwicklung eines Programmes fur das
Rthreads-System aus praktischer Sicht geschildert werden.
Die Programmierung selbst erfolgt in C.9 Der einfachste und von uns vorgesehene
Weg, um ein lauffahiges Rthread-Programm zu erstellen, ist es zunachst ein Pthread-
Programm zu entwickeln. Dies bietet den groen Vorteil, da das gesamte Debugging
des Algorithmus' selbst sowie der notwendigen Synchronisationen lokal mit den pro-
prietaren Unterstutzungen stattnden kann. Zudem ist fur den Progammierer, der die
Thread-Programmierung bereits beherrscht, bis dahin kein zusatzlicher Lernaufwand
notwendig. Bei der Entwicklung des Pthread-Programms sollte man allerdings bereits
die Einschrankungen, die fur ein Rthread-Programm einzuhalten sind, (im wesentlichen
das Fehler von Zeigern innerhalb des DSM), berucksichtigen.
Um anschlieend vom lokalen, vielfadigen Programm zum verteilten DSM Programm
zu kommen, mussen zunachst die Datentypen und Synchronisationsaufrufe der Pthread-
Bibliothek durch ihre Rthread-Pendants ersetzt werden. Da Rthreads mit POSIX Threads
vertraglich sind, sollte sich der Programmierer dafur zunachst Gedanken machen, welche
Teilaufgaben aus dem parallelen Pthread-Programm sich fur die verteilte Ausfuhrung
eignen. Fur grobgranulare Ablaufe werden die Pthread-Aufrufe in Rthread-Aufrufe um-
gewandelt, feingranulare Berechnungen konnen in der Anwendung unverandert mittels
Pthreads gelost werden.
Weiterhin mussen nach dem bereits angegebenen Schema Schreib-/Leseoperationen ein-
gesetzt werden. Der Ablauf von Rthread-Programmen erfolgt nach dem Master/Slave-
Paradigma, daher mussen zwei getrennte Programme erzeugt werden. Dabei wird das
Slave-Programm aus dem bisherigen (Master-)Programm gewonnen, indem man aus
samtlichen globalen Variablen, den an ein rthread create() ubergebenen Funktionen oder
solchen, die wiederum von diesen aufgerufen werden, und zuletzt einer vorgegebenen
main()-Routine ein eigenstandiges Programm erzeugt.10
Zum Ablauf des Rthread-Programms mussen die so erzeugten Programmdateien mit
der Rthread-Bibliothek des zu verwendenden zugrundeliegenden Kommunikationssy-
stems (derzeit MPI, PVM, DCE oder Active Messages) gelinkt werden. Das Starten
von neuen Rthread-Prozessen ist nicht Bestandteil der Rthread-Implementierung selbst,
sondern wird ebenfalls von dem gewahlten Kommunikationssystem ubernommen. Des-
halb mussen Vorbereitungen, die das zugrundeliegende System verlangt (wie z. B. der
Start der PVM-Konsole), vor dem Programmstart getroen werden.
9Im Prinzip lat sich das Konzept auch auf andere Sprachen, wie z.B. Fortran ubertragen. Durch das
Fehlen von Zeigern in Fortran ergaben sich sogar Vorteile bezuglich der Einschrankungen. Allerdings
mute dann zumindest der Pracompiler neu entwickelt werden. Als Grundvoraussetzung mussen fur
jede in Frage kommende Programmiersprache naturlich zunachst Pthreads vorhanden sein.
10Der gesamte in diesem Absatz beschriebene Vorgang kann kunftig automatisch durch den erweiterten
Pracompiler ubernommen werden.
Wir schatzen es als groen Vorteil ein, da beinahe die gesamte Programmentwick-
lung inklusive Debugging lokal mit den gewohnten Werkzeugen vorgenommen werden
kann. Der Weg von einem so erstellten Pthread-Programm, das die Einschrankungen
fur Rthreads bereits erfullt, ist kurz, und kann sogar automatisiert werden. Als weiteren
markanten Vorteil sehen wir, da eine spatere Optimierung eines lauahigen Programms
leicht im Quellcode vorgenommen werden kann.
6 Laufzeitergebnisse
Derzeit werden die Leistungsmerkmale der Rthread-Programmierschnittstelle untersucht.
Im Vordergrund steht einerseits der Vergleich mit ahnlichen DSM-Systemen, andererseits
wollen wir auch den Overhead, der durch das speichergekoppelte Programmierparadig-
ma gegenuber den nachrichtenbasierten Grundsystemen eingebracht wird, ermitteln. Ein
Fallbeispiel, das wir hier vorstellen wollen, ist die verteilte Berechnung einer Mandelbrot-
menge. Zwar beschaftigen sich die aktuellen Auswertungen mit Standard-Benchmarks
fur Shared-Memory-Systeme (SPLASH [SWG91] und NAS [BBLS91] Benchmarks), doch
die Untersuchungen sind leider noch nicht abgeschlossen.
Die Mandelbrotmenge wird von der Beispielapplikation wie folgt berechnet: Zunachst
wird eine vorgegebene Anzahl von Rthreads auf den zur Verfugung stehenden Knoten
gestartet. Die von den einzelnen Rthreads zu bearbeitende Aufgabe wird dabei nicht
von vornherein zu gleich groen Teilen festgelegt, sondern die Arbeit wird nach dem
Pool-Of-Tasks Konzept vergeben. Die Berechnung der 800 800 Pixel groen Farbma-
trix wird in 50 50 groe Teilstucke zerlegt. Die einzelnen Rthreads berechnen solange
in einer Schleife jeweils das nachste Teilstuck, bis die ganze Aufgabe bewaltigt ist. Uber
die entfernte Speicherzugrie (in Verbindung mit den notwendigen Synchronisationsope-
rationen) wird die Farbmatrix zwischen den beteiligten Knoten konsistent gehalten.
Als vergleichbares Distributed Shared Memory System haben wir fur die folgende Me-
reihe (vergleiche Abbildung 4) das DSM-System Adsmith [LKL96] verwendet. Desweite-
ren wurde eine speziell mit PVM entwickelte Variante des Algorithmus' entwickelt und
in die Messung miteinbezogen. Wahrend der Messreihe wurde die Anzahl der beteilig-
ten Workstations bei gleichbleibender Problemgroe variiert. Bei beiden DSM-Systemen
werden die Speicherzugrie auf die Farbmatrix durch spezielle Zugrisfunktionen reali-
siert, die die blockweise Ubertragung eines Teilfeldes mit geringem Verwaltungsaufwand
erlauben.
Das Laufzeitverhalten der PVM-basierten Mandelbrotvariante zeigt, da das Problem
in dem hier ausgewerteten Bereich sehr gut skaliert. In dieser nachrichtengekoppelten
Implementierung ist die Kommunikation speziell auf die Bedurfnisse der Anwendung ab-
gestimmt, eine Verdopplung der Rechenkapazitat bewirkt jeweils in etwa eine Halbierung
der Laufzeit.
Im Gegensatz dazu kann bei der auf Adsmith basierenden Variante nur bis zu einer
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Abbildung 4: Laufzeitmessung mit Tiefe 1024 und Blockgroe 50 50
der Vorteil einer erhohten Rechenkapazitat mit dem gleichzeitig erhohten Verwaltungs-
und Kommunikationsbedarf des DSM-Systems ungefahr die Waage. Der einzige fur
uns ersichtliche Grund ist die etwas komplizierte Architektur von Adsmith: Adsmith
wickelt die gesamte Verwaltung des DSM sowie die Zugrie darauf uber eigenstandi-
ge DSM-Dmons auf jedem Knoten ab, der notwendige Austausch der gemeinsam ge-
nutzten Speicherbereiche zwischen den verschiedenen Knoten erfolgt also immer uber
diese Zwischenstationen. Die lokale Kommunikation zwischen Dmon und Programm
erfolgt ebenso wie die Netzwerkkommunikation uber PVM. Fur jeden Schreibaufruf ei-
nes berechneten Teilstucks ist dadurch zunachst eine lokale Kommunikation mit dem
Adsmith-Dmon und eine weitere mit dem Empfangerknoten notwendig.
Die Vermutung, da DSM-Systeme bei diesem Beispiel durch die zusatzlichen Synchro-
nisationen im allgemeinen schlechtere Laufzeiten erzielen widerlegen die Messungen der
Rthread-basierten Implementation: Sie erreichen innerhalb der gemessenen Knotenzahl
dieselbe Performance wie die PVM-Version. Der durch die (im Vergleich zum reinen
Message Passing) komplizierteren Schreib-/Leseoperationen und die zusatzlichen Syn-
chronisationsoperationen zweifellos verursachte Overhead ist bei diesem einfachen Bei-
spiel nicht mebar. Die Architektur von Rthreads ermoglicht die Kommunikation zwi-
schen den verschiedenen Rthreads einer verteilten Anwendung auf direktemWeg (mittels
PVM). Eine eigene Programminstanz zur Verwaltung des DSM wird bei Rthreads nicht
benotigt.
7 Zusammenfassung
Wir haben mit Rthreads ein DSM System entwickelt, das den virtuell gemeinsamen
Speicher durch eine | bisher in diesem Zusammenhang nicht eingesetzte | automa-
tische Analyse und Veranderung des Quellcodes durch einen eigenen Pracompiler rea-
lisiert. Da die Programmiermethodik der Pthreads ubertragen wurde und die expli-
ziten Schreib-/Leseoperationen durch den Pracompiler automatisch eingesetzt werden
konnen, sind wir in der Lage POSIX 1003.4a-konforme vielfadige Programme (Pthread-
Programme), wie sie fur Multiprozessor-Workstations vielfach vorliegen, ohne Neupro-
grammierung auf ein Rechnernetz zu transferieren. Die Pthread-Programme werden au-
tomatisch in Rthread-Programme transformiert. Die bisherigen Erfahrungen aus der
Praxis zeigen, da der Einstieg in die Programmierung mit Rthreads durch den ho-
hen Bekanntheitsgrad von Pthreads sowie durch die Moglichkeit des lokalen Debuggings
des (normalerweise zunachst entwickelten) Pthread-Programms leichter fallt als mit ver-
gleichbaren Systemen.
Das Rthreads-System selbst besteht aus einem Pracompiler und Funktionsbibliotheken,
wobei die Funktionsbibliotheken jeweils auf einem der weitverbreiteten Kommunikati-
onssysteme PVM, MPI, DCE oder Active Messages aufsetzen. Damit ist das Rthreads-
System auf allen Parallelrechnern und sogar auf heterogenen Workstation-Clustern lauf-
fahig, sofern eines der oben genannten Pakete sowie POSIX Threads unterstutzt werden.
Die bisherigen Laufzeitmessungen zeigten, da durch das Aufsetzen auf PVM, MPI und
DCE bei der reinen Datenubertragung nur geringer Overhead erzeugt wird. Daruber-
hinaus zeigt die Vergleichsmessung des vorherigen Abschnitts, da sich der eingebrachte
Overhead gegenuber einem (neu programmierten) Programm auf dem Grundsystem bei
dem einfachen Beispiel der Berechnung von Mandelbrot-Mengen praktisch nicht mes-
sen lat. Da diese Erkenntnis fur vergleichbare DSM Systeme durchaus nicht selbst-
verstandlich ist, zeigen die von Adsmith erreichten Laufzeiten. Adsmith benutzt das-
selbe zugrundeliegende Kommunikationssystem (PVM) und realisiert den gemeinsamen
Speicher ebenfalls durch explizite Schreib-/Leseoperationen.
Derzeit steht die Implementierung eines erweiterten Rthread-Pakets kurz vor dem Ab-
schlu. Es enthalt insbesondere spezielle Unterstutzung fur kompliziertere, benutzerde-
nierte Datentypen sowie fur dynamisch allozierten Speicher innerhalb des DSM. Diese
Mechanismen werden die bereits begonnene Portierung der SPLASH und NAS Bench-
marks weiter erleichtern. Die Auswertung dieser Benchmarks wird uns weitere Ergeb-
nisse uber die Laufzeiten des vom Pracompiler automatisch erzeugten Code sowie den
Aufwand zur Optimierung dieses Codes durch den Programmierer liefern. Beide Codes
werden wir mit den Ergebnissen bestehender DSM-Systeme vergleichen, wobei die sehr
guten Ergebnisse der bisher ausgewerteten einfachen Beispiele optimistisch stimmen.
Von der gerade begonnenen Implementierung eines lazy release konsistenten Protokolls
fur Rthreads erhoen wir uns, da die Notwendigkeit der nachtraglichen Optimierung
durch den Programmierer weiter verringert wird.
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