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Waterborne pathogens related to the lack of safe drinking water and surface water 
contamination pose a substantial threat to human health. Sunlight-mediated inactivation of 
waterborne pathogens has been widely studied in natural surface waters, and it has been 
leveraged as a low-cost approach to disinfection for drinking water and wastewater treatment. 
Solar-driven disinfection systems can inactivate virus in water through two major mechanisms: 
direct endogenous mechanism causes damage to viral components (e.g. DNA/RNA, proteins) 
upon their absorption of sunlight photons (mostly UVB); indirect exogenous inactivation refers 
to the viral component damage caused by reactive intermediates, whose production is sensitized 
by external chromophores upon their absorption of sunlight photons (UVA and visible light). 
The solar virus inactivation process is affected by a wide range of factors, including sunlight 
irradiance, water absorbance, concentrations of photosensitizers, and water depth, among others. 
To elucidate the relative importance of environmental, water quality, photo-reactivity and 
engineering design parameters in solar virus inactivation in treatment systems, this study adapted 
and combined the aqueous photochemistry model, APEX, with the sunlight irradiance modeling 
program, SMARTS, to include different independent factors in a mathematical framework. The 
uncertainty of each parameter was characterized and incorporated into the Monte Carlo 
simulation of the integrated mechanistic model for three virus species (MS2 bacteriophage, 
phiX174 bacteriophage, and human adenovirus) and two water types (natural surface water, 
waste stabilization pond water), and a global sensitivity analysis was performed to quantitatively 
apportion the uncertainty of solar virus inactivation rate constant to different sources. 
This work demonstrated that environmental (location, diurnal and seasonal motion of the 
sun) and engineering design parameters (water depth) significantly outweigh water quality and 
photo-reactivity parameters in the determination of virus inactivation rate constants. System 
reliability and efficiency of a solar-driven disinfection system can be improved by optimizing its 
geometry configuration for sunlight exposure. Further Monte Carlo simulation of a 3D 
continuous stirred-tank reactor model coupled with the integrated solar virus inactivation model 
was performed to investigate the effect of different designs on the virus removal rate of a 
maturation pond system. Results showed that increasing the hydraulic retention time and the 
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hydraulic efficiency are more cost-effective strategies than reducing pond depth for the 
improvement of virus removal. The analysis also revealed the trade-off between the solar virus 
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CHAPTER 1: INTRODUCTION 
Waterborne pathogens pose a substantial threat to human health worldwide. It is 
estimated that waterborne diseases that are closely related to unsafe drinking water, unsafe 
sanitation and lack of hygiene have caused 870,000 deaths in 2016 (World Health Organization, 
2018). For example, rotavirus, which features low infectious dose and long survival in surface 
water, accounted for 197,000 – 233,000 child deaths globally in 2013 (World Health 
Organization, 2016). Safely managed drinking-water services were still unavailable to 29% of 
global population in 2015, whereas the population having access to safely managed sanitation 
services barely made up 39% (World Health Organization, 2018). As a result, the Sustainable 
Development Goals include multiple targets regarding reduction of deaths and illness from water 
contamination as well as ensuring universal access to safe and affordable water and sanitation 
(United Nations, 2015).  
Sunlight is known to be a pertinent contributor to the inactivation of viral and bacterial 
pathogens in the aquatic environment. It is responsible for reducing concentrations of pathogens 
in natural recreational waters and helps control the health risks for bathers (World Health 
Organization, 2000). Leveraging the sunlight energy is a common strategy in low-cost water and 
wastewater treatment technologies. Waste stabilization ponds (WSPs) and constructed wetland 
are two examples of engineered wastewater treatment systems utilizing sunlight-mediated 
disinfection (Victor et al., 2006). Effluents of these systems can potentially be reused for 
agricultural irrigation with the benefit of nutrient recovery (Verbyla and Mihelcic, 2015a). Solar 
disinfection of drinking water (SODIS) has also gained popularity as a low-cost household water 
treatment technology in developing countries where full-scale water management infrastructure 
is still absent (McGuigan et al., 2012). The most distinguished advantages commonly shared by 
these technologies are low costs of construction, operation and maintenance as well as less 
concern regarding disinfection byproducts. It is commented by Verbyla et al. (2017) that full-
scale WSP systems can have up to 6-log removal of fecal bacteria and 4-log removal of viruses. 
Despite the advantages and the promising disinfection potential, the efficiency of pathogen 
removal of treatment systems using solar-driven inactivation is highly variable and mostly not 
optimal (Liu et al., 2016). Identifying the sources of uncertainty of pathogen removal efficiency 
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and understanding their relative contributions are critical for improving the designs and 
increasing the reliability of the engineered treatment systems.  
In the past decades, tremendous progress has been made in identifying the factors 
affecting pathogen removal of solar-driven treatment systems. Early efforts have been focused 
on common indicators of the  physicochemical conditions of water (e.g., temperature, pH, 
turbidity and dissolved oxygen (DO)) and design parameters that either directly affect sunlight-
mediated inactivation (water depth) or generally influence the hydraulic efficiency of the reactor 
(including length-to-width ratio, inlet/outlet settings, baffle configurations etc.). Most of these 
studies relied on field monitoring of a few number of systems and simplified modeling. More 
complicated hydrodynamic models involving environmental factors, such as wind speed and 
sunlight exposure, were developed to simulate pathogen removal efficiency of a system. 
However, a common defect of these models is that the sunlight inactivation process of pathogens 
was simplified into a first-order kinetic reaction, whose rate constant is derived from a non-linear 
regression model involving temperature, pH, turbidity and DO. The mechanisms of sunlight 
inactivation of pathogens are not well understood or incorporated into the models.  
Fortunately, great progress in the mechanistic understanding of sunlight inactivation 
processes in the past years has provided opportunities of more sophisticated and accurate 
modeling. Waterborne viruses, having the simplest structures among waterborne 
microorganisms, can be inactivated by natural sunlight through two major mechanisms (Nelson 
et al., 2018): 1) direct endogenous inactivation is caused by direct absorption of sunlight (mostly 
UVB) photons by viral components; 2) exogenous inactivation refers to the viral component 
damage caused by photo-produced reactive intermediates (PPRIs), such as reactive oxygen 
species (ROS), which are produced from photosensitizers in water upon their absorption of 
sunlight photons. It implies that the virus removal of a treatment system is composed of multiple 
steps: 1) sunlight irradiation on water surface; 2) sunlight penetration and absorption in the water 
body; 3) direct damage and/or photooxidation of viral components. Each step is affected by a 
wide range of factors. Sunlight spectrum incident on water surface is determined by a series of 
environmental factors, including location, elevation, diurnal and seasonal shifts, meteorological 
and atmospheric conditions etc. The transmission and absorption of incident sunlight depend on 
the water constituents (such as the concentration of colored dissolved organic matter (CDOM), 
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and turbidity) and the optical path, which is affected by the zenith angle of incident sunlight, the 
refraction at the air-water interface, and the depth of the water body. The composition of the 
virus (e.g. DNA/RNA, proteins) has a great influence on its susceptibility to direct sunlight 
inactivation. The water physicochemical conditions, including concentrations of 
photosensitizers, pH, DO etc., on the other hand, affect the viral exposure to PPRIs and 
consequentially the exogenous inactivation. Additionally, just like any other reactions, the 
efficiency of virus removal is subject to the influences of design and operation of the treatment 
system.  
Although recent studies have revealed that the abovementioned factors have different and 
complicated influences on the sunlight-mediated virus inactivation, the interactive and 
interrelated effects of these factors are yet investigated sufficiently (Li et al., 2018). To 
understand the sources of uncertainty in solar virus inactivation without losing information of the 
interactions among different factors, uncertainties of the factors should be included and 
investigated simultaneously in modelling or experiment. Given the limited combinations of 
experimental conditions, it is more systematic and efficient to examine the effects of multiple 
factors using modelling and statistical methods.  
The objective of this study is to elucidate the relative importance of various 
environmental, photo-reactivity, water quality and engineering design parameters for solar virus 
inactivation by leveraging mechanistic modeling and global sensitivity analysis methods. For this 
purpose, a global sensitivity analysis was performed by integrating models that characterize the 
sunlight irradiance incident on water surface and the inactivation chemistry in water body. Two 
models were adapted and integrated: 1) the sunlight irradiance modeling program SMARTS 
(Simple Model of the Atmospheric Radiative Transfer of Sunshine) (Gueymard, 1995), and 2) 
the aqueous photochemistry model APEX (Aqueous Photochemistry of Environmentally 
occurring Xenobiotics) (Bodrato and Vione, 2014). The uncertainties of 15 environmental, 
photo-reactivity, water quality and engineering design parameters in the integrated model were 
characterized based on existing knowledge and global datasets. Monte Carlo simulations were 
run across the multivariant distribution of the parameters for bacteriophage MS2, phiX174 and 
adenovirus in natural surface water and in WSP water. The simulation output, total inactivation 
rate constant, was used to estimate sensitivity indices in Morris One-at-A-Time screening 
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method and subsequently Sobol variance-based sensitivity indices. Finally, the log removal of 
MS2 of a maturation pond of different designs was predicted using a simplified continuous 
stirred-tank reactor (CSTR) model coupled with the integrated solar virus inactivation model to 
illustrate the influence of pond design on its virus inactivation performance. 
The rest of this thesis is organized as follows:  
• Chapter 2 provides background including existing knowledge of solar virus inactivation 
mechanisms and its application as well as a comparative review of global sensitivity analysis 
methods.  
• Chapter 3 presents the methods, results and discussion of the global sensitivity analysis of the 
integrated solar virus inactivation model. 
• Chapter 4 summarizes the conclusions of the study and highlights its engineering significance.
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CHAPTER 2: BACKGROUND 
2.1 Overview of solar virus inactivation and its application 
Sunlight exposure is the most important factor for the removal of viral and bacterial 
pathogens in engineered low-rate treatment systems for wastewater and stormwater, such as 
WSPs, wastewater storage and treatment reservoirs, and constructed wetlands (Dias et al., 2017; 
Silverman et al., 2015; Victor et al., 2006). WSP is the most widely used treatment system for 
disinfection in developing countries from Latin America (Noyola et al., 2012). It is also popular 
in developed countries, such as France, Germany, Australia and the US, especially in smaller 
towns and rural settings where large areas of open land are available (Li et al., 2018; Verbyla et 
al., 2017). Facultative ponds and maturation ponds are usually designed mainly for the objective 
of pathogen removal (Kayombo et al., 2005). 
Several studies have reviewed and compared the main pathogen-removal mechanisms of 
WSP systems (Davies-Colley, 2005; Dias et al., 2017; Verbyla et al., 2017; Verbyla and 
Mihelcic, 2015a). For waterborne pathogens (bacteria, viruses, protozoan parasites and helminth 
eggs) in general, the removal mechanisms in WSP systems can be categorized into three groups: 
1) solar-driven disinfection; 2) physical removal through attachment and sedimentation; and 3) 
“natural biological disinfection” through predation, starvation and competition.  
Particularly, sunlight drives pathogen disinfection through various routes. Firstly, 
sunlight photons can directly damage pathogen components and can sensitize the production of 
damaging reactive species in cell or in bulk water, which together will be referred to as solar 
inactivation hereafter. Diurnal and seasonal solar motions affect water temperature, and high 
temperature can increase the die-off rate of pathogens by exerting a thermal shock, albeit 
insignificant below 45°C (Carratalà et al., 2016; Davies-Colley, 2005; Maiga et al., 2009). High 
temperature also accelerates the diffusion of water constituents (e.g. PPRIs, photosensitizers, 
predators, and algae toxins) and, as a result, facilitates exogenous solar inactivation. This 
positive correlation between solar inactivation rate and temperature are significant when other 
essential conditions for exogenous inactivation are met (Romero et al., 2011). Additionally, 
sunlight irradiation provides energy for photosynthesis by algae or other microorganisms in 
water, which increases the DO concentration and raises the pH by consuming dissolved CO2. 
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High pH in turn can cause damage to microbial components, but this effect is significant only 
when pH exceeds 9.0 (Dias et al., 2017). Apart from the direct damage caused by high pH, 
abundance of hydroxyl ion and DO can also facilitate the indirect solar inactivation by providing 
intermediates to produce pathogen-damaging reactive species.  
Compared to other microorganisms, viruses have much smaller sizes and simpler 
structures. As a result, it is unlikely that viruses in WSPs can be efficiently removed through 
sedimentation, unless they are sorbed onto settleable solids, such as algae or wastewater solids 
(Davies-Colley, 2005). Studies on virus removal rate through sedimentation are rare. With regard 
to “natural disinfection”, Davies-Colley (2005) commented that the removal of virus-like 
particles by flagellate ingestion is highly likely in WSPs at times and places of low sunlight 
exposure. Yet the quantification of this process is absent so far. On the other hand, since the 
reproduction and transmission of viruses are independent of nutrients or substrates in the 
environment, starvation or competition does not seem to play an important role for virus 
removal. 
In general, solar inactivation is the single most important mechanism for virus 
disinfection in the abovementioned treatment systems. DO, pH, temperature and sunlight 
penetration, well recognized as the important factors for solar inactivation, are highly correlated 
in observations of full-scale treatment systems (Davies-Colley et al., 1999). Therefore, to 
understand the influence of individual factor on solar inactivation, it is critical to go beyond 
statistical modeling and gain mechanistic understandings of solar inactivation through physical 
experiments. Davies-Colley et al. (1999) summarized and verified the three major mechanisms 
of solar inactivation through controlled experiments and reasonable inference. Curtis et al. 
(1994) firstly characterized the penetration and attenuation of sunlight in WSPs, suggesting that 
CDOM in water has increasing absorption of longer wavelengths, while shorter wavelengths are 
more affected by algae and attenuate exponentially within a few centimeters of water (Dias and 
Von Sperling, 2017).  Early efforts by Davies-Colley et al. (2000) showed that different virus 
species are inactivated by different components of the solar spectrum, which have differing 
dependencies on physicochemical conditions. Sinton et al. (2002) also observed that F-specific 
RNA bacteriophages were susceptible to a wide range of wavelengths, and the inactivation rate 
was DO-dependent, which suggested photooxidative damage. On the contrary, F-specific DNA 
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bacteriophages were inactivated mainly by shorter (UVB) wavelengths, which is consistent with 
photobiological damage. More studies examined the correlation between solar inactivation rate 
and various physicochemical (e.g. salinity, turbidity, NOM, or light-absorbing constituents) and 
environmental conditions, such as water depth (Bolton et al., 2010; Carratalà et al., 2016; Kohn 
et al., 2007; Kohn and Nelson, 2007; Maiga et al., 2009; Romero et al., 2011; Silverman et al., 
2013; Sinton et al., 2002; Verbyla and Mihelcic, 2015a).  These studies provided foundations and 
inspirations for more intricate studies into the mechanisms of solar inactivation.  
2.2 Solar virus inactivation mechanisms and modeling 
Three mechanisms have been identified for the solar inactivation of bacterial and viral 
pathogens in water: direct endogenous inactivation, indirect endogenous inactivation, and 
indirect exogenous inactivation (Nelson et al., 2018). Direct inactivation occurs when 
endogenous chromophores (e.g. nucleic acids, proteins, or other component macromolecules) are 
damaged upon their absorption of sunlight photons. Indirect inactivation refers to the damage 
caused by highly oxidizing reactive intermediates, the production of which is sensitized by 
chromophores when absorbing sunlight photons. Depending on the source of photosensitizers, 
indirect inactivation can either be endogenous or exogenous to the pathogen. Endogenous 
chromophores include RNA, DNA, proteins, NADH, etc. Both nucleic acids and amino acids 
have absorption of primarily photons in UVB range (280-320 nm). Other endogenous 
chromophores could also be able to absorb UVA (320-400 nm) and visible light (400-700 nm). 
Different virus species also exhibit various susceptibility to solar inactivation. MS2, due to its 
strong resistance to solar inactivation, is believed to be a conservative indicator and the first-
choice surrogate for virus-removal efficiency (Amarasiri et al., 2017; Love et al., 2010; Verbyla 
and Mihelcic, 2015a). Consistent to previous findings, CDOM is the most important exogenous 
photosensitizer in water, absorbing a wide range of wavelengths, especially UVB. Apart from 
CDOM, nitrate, nitrite and metal complexes are also exogenous chromophores that can trigger 
indirect inactivation in natural water. Due to the relatively simple structures of viruses, there are 
few internal photosensitizers that can absorb wide range of sunlight, and thus, indirect 
endogenous inactivation tends to be insignificant compared to the other two mechanisms. As a 
result, most recent studies on solar virus inactivation focused on either direct endogenous 
mechanism or indirect exogenous mechanism.   
8 
 
2.2.1 Direct endogenous mechanism 
Direct endogenous mechanism is found to contribute more or less to the inactivation of 
all viruses studied so far (Bosshard et al., 2013; Love et al., 2010; Mattle et al., 2015; Nguyen et 
al., 2014; Romero et al., 2011; Silverman et al., 2013). It is primarily attributed to UVB range 
sunlight. Depending on the structures of the nucleic acids and proteins, different virus species are 
likely to have different susceptibility to direct endogenous inactivation (Love et al., 2010). The 
direct endogenous inactivation was invariably modeled using pseudo first-order kinetics, since a 
linear correlation between the log removal and the reaction time was often observed (Fisher et 
al., 2011). The first-order inactivation rate constant 𝑘𝑒𝑛𝑑𝑜 is determined by the sunlight 
irradiance spectrum and the virus’ relative susceptibility to different wavelengths on the 
spectrum. Different expressions of the 𝑘𝑒𝑛𝑑𝑜 have been proposed to model the direct endogenous 
mechanism.  Fisher et al. (2011) and Silverman et al. (2019) modeled 𝑘𝑒𝑛𝑑𝑜 of a certain virus 
species using Equation (1). 




where 𝐼(𝜆) is the spectral irradiance of sunlight (in W∙m-2∙nm-1), and 𝑃(𝜆) is the spectral 
sensitivity coefficient (in m2∙W-1∙h-1), i.e., the relative contribution of photons at wavelength 𝜆 to 
the direct endogenous inactivation rate of the virus. 𝑃(𝜆) is also known as the biological 
weighting function of the virus. The action spectra, 𝐼(𝜆) × 𝑃(𝜆), and the weighting function was 
estimated and calibrated for MS2 and PRD1 by Fisher et al. (2011) using empirical data. 
Silverman et al. (2019) updated the values of 𝑃(𝜆) for MS2 with the latest knowledge of the 
effective wavelength range and different calibration methods. To account for light attenuation by 
water, the 𝑘𝑒𝑛𝑑𝑜 at a certain depth 𝑧 is modeled similarly to Equation (1) but 𝐼(𝜆) is substituted 
by the downward irradiance at the depth 𝐸𝑑(𝑧, 𝜆), which can be estimated using Equation (2)~(4) 
for the wavelengths of interest (280-700 nm) (Nguyen et al., 2014). 
 𝐸𝑑(𝑧, 𝜆) = 𝐸𝑑(0, 𝜆) ⋅ 𝑒
−𝐾𝑑(𝜆)𝑧 (2) 







where 𝑎(𝜆) (in m-1) is the absorption coefficient of the water, and 𝛼(𝜆) is the measured decadic 
absorption coefficient with an optical length (𝑙) equal to 1 cm. Fairly good agreement between 
the 𝑘𝑒𝑛𝑑𝑜 predicted by the action spectrum model and the measured 𝑘 was observed by Nguyen 
et al. (2014). But they also pointed out that the model’s ability to accurately predict the 
irradiance between 280-300nm was the major source of uncertainty. 
 Kohn et al. (2016) and Mattle et al. (2015) further decomposed the weighting function 
into a product of the extinction coefficient (i.e., molar absorption coefficient) 𝜀(𝜆) (virus-1∙cm-1) 
and the apparent quantum yield 𝛷(𝜆) (virus ∙ photon-1 ∙ nm-1) or 𝛷 (virus ∙ photon-1), so that the 
modeling of direct endogenous inactivation is in a consistent manner with the modeling of direct 








Noted that 𝑘𝑃ℎ𝑜𝑡 determined by Equation (5) is not the rate constant at depth 𝑧 but the 
average rate constant of a water column of depth 𝑧, taking into account the attenuation of 
sunlight through the optical path based on Beer-Lambert’s Law. Complete vertical mixing is 
assumed, i.e., the water chemistry along the optical path is uniform. This assumption is valid for 
maturation pond, as it usually shows less vertical biological and physicochemical stratification 
(Kayombo et al., 2005). 𝑝0(𝜆) is the photon flux density of the sunlight incident on water 
surface, in Einstein∙cm-2∙s-1∙nm-1. APEX model can estimate 𝛼(𝜆) as an exponential function of 
wavelength with a scale factor of DOC concentration in water. Ranges of other parameters for 
the estimation of 𝛼(𝜆) of typical natural surface water and WSP water were provided in the 
program (Bodrato and Vione, 2014). 𝜀(𝜆) indicates the relative probability of absorption of 
photons at different wavelengths by viral components, while 𝛷(𝜆) represents the likelihood of 
the absorbed photons causing inactivation. Mattle et al. (2015) estimated and reported values of 
𝜀(𝜆) and 𝛷 for MS2 bacteriophage, adenovirus and phiX174. Kohn et al. (2016) compared the 
𝑘𝑒𝑛𝑑𝑜 estimated based on wavelength-dependent quantum yield 𝛷(𝜆) verses constant quantum 
yield 𝛷, and concluded that quantum yields of viruses are independent of wavelengths. 
Prediction of this model generally showed good agreements with observed apparent inactivation 
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rate constants of MS2 and phiX174, yet it tended to underestimate the total inactivation rate 
constant of adenovirus. However, a comparative analysis by Silverman et al. (2019) find that the 
proposed quantum yield leads to an overestimation of 𝑘𝑒𝑛𝑑𝑜 of MS2, and the authors provided 
suggestions for parameter calibration to better fit the measured data. 
2.2.2 Indirect exogenous inactivation 
MS2,  PRD1, rotavirus, adenovirus and PV3 were shown to be susceptible to indirect 
exogenous inactivation (Kohn and Nelson, 2007; Love et al., 2010; Romero-Maraccini et al., 
2013; Romero et al., 2011; Silverman et al., 2015; Sinton et al., 2002). Nelson et al. (2018) 
reviewed and summarized the relevant photochemical reactions in solar inactivation. CDOM, 
absorbing sunlight over the UVB, UVA and visible light range, is the most important exogenous 
photosensitizer in the environment. Upon absorption of sunlight photon, CDOM is promoted to 
an excited singlet state 1CDOM*, most of which shortly emits heart or light and returns to the 
ground state. Some 1CDOM* could reach a long-lived excited triplet state (3CDOM*) through 
intersystem crossing. In addition to directly oxidizing some viral component as a PPRI to cause 
inactivation, 3CDOM* can sensitize other water constituents (e.g. DO) and facilitate the 
production of other PPRIs. ROS is the most important group of PPRIs, including singlet oxygen 
(1O2), superoxide (O2
•-), hydrogen peroxide (H2O2) and hydroxyl radical (
•OH). The formation of 
ROS often involves transferring energy  from photon or other energized species (e.g. 3CDOM*) 
to DO. Particularly, •OH can also form through photolysis of nitrate or nitrite and photo-Fenton 
reaction involving Fe (III) and H2O2. Several studies found that the inactivation of MS2 was 
dominated by 1O2 (Kohn et al., 2007; Kohn and Nelson, 2007) and a linear correlation was 
observed between the observed MS2 inactivation rate constant and the concentration of ROS 
(Rosado-Lausell et al., 2013). Carbonate radical (CO3
•-) and reactive halogen species are also 
potential to cause exogenous inactivation as PPRIs.  
The susceptibility of virus to each PPRI depends on the abundance, accessibility and 
higher structure of viral components containing reactive sites. Complex mechanisms of 
biological repair and the redundancy of non-vital reactive sites also influence the apparent 
susceptibility of a virus species to a certain PPRI. Existing studies suggest that the exogenous 
inactivation process can be modeled as a series of parallel second-order reaction between virus 
and PPRIs (Equation (6)). 
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 𝑘𝑒𝑥𝑜 = ∑ 𝑘virus,PPRI ⋅ [PPRI]ss
PPRI
 (6) 
where the 𝑘virus,PPRI indicates the susceptibility of a virus to a certain PPRI. [PPRI]ss is the 
steady-state concentration of the PPRI, which depends on the photochemical reactions and the 
physicochemical conditions in the water. This form was also adopted by Bodrato and Vione 
(2014) primarily for the modeling of photochemical transformation kinetics of xenobiotics in 
surface waters. Same was used in Silverman et al.'s (2019a) model of sunlight-mediated removal 
of trace organic and microbial contaminants in treatment wetlands. Different between the two 
studies is the prediction of [PPRI]ss.  
In APEX model (Bodrato and Vione, 2014), four PPRIs are considered: 3CDOM*, 1O2, 
•OH and CO3
•-. The steady-state concentration of each PPRI is determined by the equilibrium 
between the formation and scavenging process of the species, which depends on the water 




-, and Br-), water depth, 
and the angle and spectrum of incident sunlight (Figure 1).  Although the model does not 
explicitly include pH as a parameter, the influence of pH on the photochemistry can be partially 
examined through the pH-dependent speciation of carbonates. As the model adopted a fixed 
value of the pseudo first-order 1O2 formation rate constant, it excluded the impact of DO from 
the prediction of exogenous inactivation rate constant by assuming there is constant amount of 
DO available for the formation of 1O2. Both Kohn et al. (2016) and Mattle et al. (2015) adopted 
this model in investigating the inactivation of MS2, adenovirus and phiX174, whose second-
order inactivation rate constants with PPRIs were estimated with experimental data. 
  
Figure 1. An overall scheme of main photochemical reactions in APEX model (Bodrato and Vione, 2014) 
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Because 1O2 was found to be the most important PPRI for the inactivation of MS2 in 
multiple experimental settings and the measured 𝑘𝑒𝑥𝑜 was observed to scale with [
1O2]ss (Kohn 
and Nelson, 2007; Rosado-Lausell et al., 2013; Silverman et al., 2013), Silverman et al. (2019a) 
used [1O2]ss as the single indicator for overall exogenous inactivation, suggesting the second-
order inactivation rate constant between virus and 1O2 varies across different waters. And [
1O2]ss 
was determined as proportional to the concentration of DOC (Equation (7)) based on previous 
observations of [1O2]ss and [DOC] in near-surface effluent dominated water at noon in summer. 
This model provides a simple tool for the prediction of MS2 inactivation rate constant from a 
statistical modeling prospective, but it may not be general for different virus species, water 
chemistry or sunlight irradiance spectra.  




𝐸24h avg(𝜆=410 nm)⋅𝑆(𝜆=410 nm,𝑧)
1.22 W/m2
  (7) 
So far, temperature has yet been incorporated into existing mechanistic solar virus inactivation 
models. Although neither of the two models capture every aspect of solar virus inactivation, they 
provide practical tools for the estimation of [PPRI]ss based on the physicochemical conditions 
that are easy to measure.  
2.3 Need for prioritizing influential factors 
2.3.1 Uncertainties in solar virus inactivation 
In the past decades, studies investigating the wastewater treatment systems utilizing 
sunlight-mediated inactivation have reported highly variable virus removal efficiencies. Victor et 
al. (2006) reviewed relevant studies from 1983 to 2005 and found that achieved removal of 
viruses varies from 1-log to 4-log for WSPs and treatment reservoirs and up to 2-log for 
constructed wetlands. Verbyla et al. (2017) found the highest virus removal (0.9-log on average) 
can be achieved in maturation ponds, which still ranged from negligible level to 1.8-log at 
maximum. The uncertainty of the pathogen removal performance of a system is caused by a wide 
range of factors simultaneously. It is impossible to identify a single determinant factor (Oliveira 
and von Sperling, 2011). 
Great efforts have been made to investigate some factors impacting the pathogen removal 
efficiency of these systems (Badrot-Nico et al., 2009; Dahl et al., 2017; Dias et al., 2017; Li et 
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al., 2018; Liu et al., 2016; Ouali et al., 2015; Verbyla et al., 2017). A lot of them focused on the 
design factors influential on the hydraulic efficiency or simply the hydraulic retention time of the 
system, yet they failed to investigate the interaction effect between the design factors and the 
sunlight exposure. So, the conclusions regarding these design factors are not specific to pathogen 
removal through solar inactivation and could be biased. With the progress made in mechanistic 
understanding of solar virus inactivation, some studies examined the impacts of several factors 
on solar inactivation rate constants through modeling and experiments (Kohn et al., 2016; Mattle 
et al., 2015). Due to the physical limitations of experiments, the uncertainty space of the factors 
involved in solar virus inactivation is hardly ever fully examined. Interactions among multiple 
factors are seldom revealed by limited number of different experimental settings.  
To provide accurate information to effectively improve the pathogen removal efficiency 
of the systems, it is essential to identify the factors (as well as their correlations) involved in the 
determination of solar virus inactivation rate and elucidate the relative importance of these 
factors. Given the complexity of the processes and the large number of factors involved, such 
objectives can only be achieved through computational experiments on the mechanistic model 
(i.e., uncertainty analysis and sensitivity analysis). 
2.3.2 Global sensitivity analysis for factor prioritization 
Sensitivity analysis is commonly used to determine which inputs have important effects 
on the output of a complicated deterministic model (Morris, 1991). The sensitivity to a certain 
input factor is determined by the model structure as well as the multivariate distribution of the 
input factors. Potential questions that can be answered by sensitivity analysis include: 1) Which 
input factors should one prioritize to reduce the uncertainty of the output by fixing the fewest 
factors at their true values? 2) Which input factors are not influential to the output so that one can 
fix them without worrying about the prediction accuracy of the model? 3) How do one reduce the 
output variance to a certain level by eliminating the uncertainties of some input factors? 4) 
Which factor is most responsible for producing realization of output in the region of interest? 
These questions respectively correspond to four different settings of sensitivity analysis: factors 
prioritization (FP), factors fixing (FF), variance cutting (VC) and factors mapping (FM). They 
represent different goals and applications of sensitivity analysis (Saltelli, 2002). 
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Global sensitivity analysis (GSA), compared to local sensitivity analysis, is capable of 
capturing the overall influence of individual input factors as well as the influence of interactions 
between them by exploring their whole variation space (Iooss and Lemaitre, 2015). It has 
become more and more popular as a computational method for the measurement of importance. 
Diversities of  GSA methods have been developed since 1990s, several of which have been 
widely recognized and applied. In the context of identifying factors that most need better 
determination, GSA is often performed using techniques based on linear regression or 
correlation, such as Pearson correlation coefficient, standard regression coefficient and partial 
correlation coefficient. If the model is non-linear, Spearman correlation coefficient, standardized 
rank regression coefficient and partial rank correlation coefficient can serve as substitute indices 
by replacing sample data with their ranks in calculation. However, regression-based methods can 
give totally misleading results if the requirement of monotonic model is not met. Screening 
technique, variance-based methods and Monte Carlo filtering (MCF) stand out as GSAs 
independent from assumptions about the model. MCF identify the parameters that are most 
responsible for producing acceptable outputs by performing two-sided Smirnov tests for each 
factor, whose two samples are classified according to whether it is associated with an acceptable 
output. It is tailored for the factors mapping setting and convenient for model calibration. 
 Morris (1991) firstly proposed using the mean and standard deviation of elementary 
effects as indicators to classify input factors into three groups (Morris OAT method): inputs 
having negligible effects on the output, inputs having large linear effects without interactions, 
and inputs having large non-linear and/or interaction effects. Elementary effects of input factors 
are calculated by varying one factor at a time in random order in the input space. Morris method 
is the most widely used screening technique. Campolongo et al. (2007) refined Morris method by 
introducing another sensitivity index 𝜇∗ (i.e., mean of the absolute values of elementary effects) 
and improving the sampling strategy to ensure better scanning of the input space without 
increasing the number of model executions needed. Morris method is among the most efficient 
model-free GSA methods. It can provide qualitative information for factors fixing setting at a 
relatively low computational cost, but it tends to be less robust compared to variance-based 
methods since the relative importance of different inputs is not quantified (Gan et al., 2014).  
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Inspired by classical ANOVA, variance-based sensitivity indices were proposed as 
nonparametric measures of importance, which apportion the output variance to different effects 
of input uncertainties (McKay et al., 1999). First-order effect of input 𝑗 (i.e., main effect, 𝑆𝑗) 
measures the share of output variance caused by the uncertainty of input 𝑗 alone. It is convenient 
in factors prioritization setting. Total effect 𝑆𝑇𝑗 indicates the share of output caused by the 
uncertainty of 𝑗 and all the interactions between 𝑗 and other inputs in the model. It is mostly used 
in variance cutting setting and factor fixing setting. Sobol’ method (1993) defines a procedure 
for economical sampling and estimation of the variance-based sensitivity indices based on 
ANOVA. A robust estimation of Sobol’ indices requires a much larger sample than screening 
techniques. Fourier amplitude sensitivity test (FAST) is able to estimate 𝑆𝑗 at a lower 
computational cost than Sobol’ method, i.e., FAST is more robust at low sample size. Saltelli et 
al. (1999) introduced a new GSA method based on FAST that allows estimation of total effects 
with same computational efficiency. But Sobol’ method is superior to FAST in that it allows the 
computation of higher-order interaction effects, e.g. it can estimate main effects, second-order 
interaction effects and total effects of 𝑘 inputs at a total cost of 𝑁(2𝑘 + 2) samples, where 𝑁 = 
104 is required in common practice (Iooss and Lemaitre, 2015). 
Selection of GSA methods depends on the properties of the model, the computational 
capacity as well as the purpose of sensitivity analysis. Cariboni et al. (2007) and Gan et al. 
(2014) both provided a decision diagram for the choice of an SA method based on these 
considerations. Morris Method and Sobol’ indices are suitable for non-linear models and most 





CHAPTER 3: METHODS, RESULTS AND DISCUSSION 
3.1 Methodology 
3.1.1 Global sensitivity analyses – Morris OAT screening and Sobol’ variance-based 
indices  
To elucidate the relative importance of various input parameters on solar virus 
inactivation, global sensitivity analysis based on two different methods were performed: Morris 
one-at-a-time (OAT) screening technique was firstly used to rank the parameters according to 
their relative influences and to identify the unimportant parameters; Sobol’ method was then 
chosen to quantify the relative importance of these parameters. Both methods are global, model-
independent and robust given an adequate sample size.  
Morris OAT method estimates two sensitivity indices 𝜇𝑖
∗ and 𝜎𝑖 using model input and 
output data. Index 𝜇𝑖
∗ indicates the overall influence of 𝑥𝑖 on 𝑦 (Campolongo et al., 2007). 𝜎𝑖 
detects whether 𝑥𝑖 is involved in interaction with other input variables. A larger 𝜎𝑖 implies 
stronger interactions between 𝑥𝑖 and other input variables, and thus, a higher non-linearity of the 
model. To derive the two sensitivity indices, independent input parameters 𝑥𝑖 (𝑖 = 1, 2, ..., k) of 
the model are varied one at a time within their value ranges in a random order to obtain a number 
of sampling points 𝑿𝑗 (𝑗 = 1, 2, …, r) in the input space, which are used to compute the 
elementary effect 𝑑𝑖(𝑿
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The most efficient sampling design suggested by Morris (1991) for this method is to 
randomly construct r walking trajectories in the input space, each one of which includes k steps 
and produces one elementary effect for each of the k input variables. The construction of 
trajectories was implemented through random sampling of r orientation matrices B*, the 
technique of which was introduced in detail by Saltelli et al. (2004). Before sampling and 
calculation of indices, all input parameters of the model were scaled to the interval [0, 1] for the 
simplicity of matrix construction. 18,000 simulations based on 1,000 random trajectories were 
performed to calculate Morris sensitivity indices for each combination of virus species and water 
type. 
After Morris screening, Sobol’ variance-based sensitivity indices were estimated to 
quantitatively attribute the uncertainty of the pseudo 1st-order solar virus inactivation rate 
constant (𝑘𝑡𝑜𝑡𝑎𝑙) to the uncertainties of different input parameters (Table 1). Sobol’ method can 
capture the influence of the shape and range of the probability distributions of inputs and 
appreciate the interaction effect of inputs. For models with orthogonal inputs, the uncertainty of 





+⋯+ 𝑉12…𝑘 (12) 
where 𝑉𝑖 = 𝑉𝑎𝑟(𝐸(𝑦|𝑥𝑖)), 𝑉𝑖𝑚 = 𝑉𝑎𝑟(𝐸(𝑦|𝑥𝑖 , 𝑥𝑚)) − 𝑉𝑖 − 𝑉𝑚. Total effect of 𝑥𝑖 on 𝑦 can also 
be decomposed as: 




+⋯+ 𝑉12…𝑘 (13) 
where 𝑋−𝑖 means fixing all input parameters but 𝑥𝑖. Normalization of Equation (13) with 𝑉(𝑦) 
yields: 
 𝑆𝑇𝑖 = 𝑆𝑖 +∑ 𝑆𝑖𝑚
𝑚≠𝑖
+⋯+ 𝑆12…𝑘 (14) 
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where 𝑆𝑖, main effect, indicates the uncertainty of 𝑦 that is removed by fixing 𝑥𝑖 at its true value, 
and 𝑆𝑖𝑚, second-order interaction effect, implies the influence of interaction between 𝑥𝑖 and 𝑥𝑚 
on 𝑦, and so forth. Regardless of interaction and non-orthogonality, 𝑆𝑖 serves as a proper 
measure of the importance of an input parameter (Saltelli et al., 2004). In this study, 𝑆𝑖, 𝑆𝑇𝑖 and 
𝑆𝑖𝑚 were estimated to characterize the relative importance of 15 orthogonal parameters. 
To minimize computation cost, an empirical sampling procedure specific for orthogonal 
input variables was adopted (Saltelli et al., 2004; Sobol’, 1993). Two N×k matrices 𝐌0 (sample 
matrix) and 𝐌0
′  (resample matrix) were independently constructed through Monte Carlo 
sampling in the input space, and their output vectors were denoted as 𝐘0 and 𝐘0











































































By switching the 𝑖-th columns in 𝐌0  and 𝐌0
′ , new input matrices 𝐍𝑖, 𝐍−𝑖 (i = 1, 2, …, k) 























































′ , 𝐍𝑖, and 𝐍−𝑖 (i = 1, 2, …, k) together yields N·(2k+2) output values in total, with which 


























































To learn the effect of interactions between any two input variables, the second-order 























This study set N = 104 and performed 320,000 simulations for each combination of virus 
and water type to estimate the Sobol’ indices of the 15 parameters with acceptable uncertainty 
(Iooss and Lemaitre, 2015; Saltelli et al., 2004). Python module SALib was used for the 
execution of sampling and analyses for Morris and Sobol’ methods (Herman and Usher, 2017).  
3.1.2 Integrated modeling of solar virus inactivation 
Incorporating sunlight irradiance model into the prediction of solar virus inactivation 
allows us to investigate the influence of independent environmental parameters. The modelling 
of sunlight irradiance incident on water surface was conducted leveraging the SMARTS program 
(Gueymard, 1995). SMARTS was shown to be able to model sunlight irradiances in good 
agreement with various measured datasets, but it tended to overestimate UVB region irradiance 
without considering cloud cover (Apell and McNeill, 2019). To model the empirical sunlight 
radiation but reduce the complexity of subsequent global sensitivity analysis, the input values of 
geographical parameters (latitude, longitude and altitude), temporal parameters (date and hour) 
and some atmospheric condition parameters (e.g. turbidity, CO2 concentration) were customized, 
while default values provided in the program were adopted for atmospheres, extraterrestrial 
spectrum and aerosol models (Appendix A). Local sunlight photon flux density profile 𝑝0(𝜆) 
[cm-2∙s-1∙nm-1] as well as zenith angle [°] were the outputs of interest and were input to the 
photochemical reaction model after unit conversion (Figure 2). 
APEX (Bodrato and Vione, 2014) was adapted to model the solar virus inactivation 
because it is currently the most comprehensive photochemistry model for natural water, and it 
has been verified by a few studies regarding solar virus inactivation and chemical degradation 
(De Laurentiis et al., 2013; Mattle et al., 2015). Quantum yields 𝛷𝑣𝑖𝑟𝑢𝑠 [unitless] and molar 
absorption coefficients 𝜀𝑣𝑖𝑟𝑢𝑠(𝜆) [M
-1∙cm-1] were adjusted according to virus species in the 
prediction of direct photolysis rate constant 𝑘𝑒𝑛𝑑𝑜. Second-order reaction rate constants 
𝑘𝑣𝑖𝑟𝑢𝑠,𝑃𝑃𝑅𝐼 [M
-1∙s-1] between viruses and PPRIs (1O2, •OH, CO3•−, 
3CDOM*) were used in the 
prediction of 𝑘𝑒𝑥𝑜. Water quality parameters varied based on water types and affected the 
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prediction of steady-state concentrations of PPRIs (i.e.,[𝑃𝑃𝑅𝐼]𝑠𝑠). Sunlight attenuation through 
water body was taken into consideration by averaging values over the depth of a well-mixed 
water column. Major equations for the prediction of total inactivation rate constant are: 
 𝑘𝑡𝑜𝑡𝑎𝑙 = 𝑘𝑒𝑛𝑑𝑜 + 𝑘𝑒𝑥𝑜 (31) 
 







 𝑘𝑒𝑥𝑜 = ∑ 𝑘 𝑣𝑖𝑟𝑢𝑠,𝑃𝑃𝑅𝐼[𝑃𝑃𝑅𝐼]𝑠𝑠
𝑃𝑃𝑅𝐼
 (33) 
Differing from 𝑧 in Equation (5), 𝑙 in Equation (32) represents optical path length of the 
water column, derived as a function of incident zenith angle and water depth. With incident 
sunlight spectrum and solar position data from SMARTS program, optical path length correction 
is automated by modifying the program codes regarding water depth. 𝐴1(𝜆) [cm
-1], the specific 
water absorbance over a 1 cm optical path, was predicted as an exponential function of NPOC 
(non-purgeable organic carbon, same as dissolved organic carbon, DOC) concentration and 
wavelength: 
 𝐴1(𝜆) = 𝛼 ∙ [𝑁𝑃𝑂𝐶] ∙ 𝑒
−𝛽𝜆 (34) 
Standard time unit of model outputs is hour, converted from summer sunny day (SSD) in 
APEX, which corresponds to fair-weather July 15th at 45 °N latitude. Because the integrated 
model has incorporated temporal variables in sunlight irradiance prediction, seasonal variation 
correction in the APEX program was omitted.  
In this study, pH, water temperature, and DO are not included as variables in GSA of the 
integrated solar virus inactivation model, because previous studies have shown that the 
inactivation by pH or temperature alone is usually insignificant in natural water and WSPs 
(Davies-Colley, 2005; Dias et al., 2017; Maiga et al., 2009). Neither the relation between pH, 
DO and the formation of PPRIs or the effect of temperature on solar virus inactivation rate 
constants has been quantified. This study also assumed sunlight absorbance by algae and 
cyanobacteria is minimal compared to CDOM in both water types.   
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3.1.3 Uncertainties of input parameters 
In this study, the relative importance of 15 parameters characterizing the environmental 
factors, water quality, virus susceptibility and engineering design of the reaction systems in the 
integrated solar virus inactivation model were compared. Geographical location, elevation, 
seasonal and diurnal motion affect the solar virus inactivation by determining the solar position 
and accordingly the sunlight irradiance incident on water surface. While latitude, longitude and 
altitude were treated as independent variables in simulations for Morris method,  empirical 
elevation data was randomly sampled from the land area between 60° S and 60° N using the 
SRTM dataset (1 km resolution) in simulations for Sobol’ method (Jarvis et al., 2008). 
Simulations were run on the 22nd across 12 months between the sunrise and sunset time specific 
to the location and the season. Concentrations of NPOC, nitrate and nitrite as well as the 
absorbance spectrum of water were varied in simulation as they are major photosensitizers to the 
production of several PPRIs. NPOC is also the main sunlight absorber in WSP (Kohn et al., 
2016). Molar absorption coefficient and quantum yield of viruses indicates the virus 
susceptibility to endogenous inactivation and 2nd-order reaction rate constants indicates the 
resistance of viruses to different reactive species. Water depth was chosen as a key engineering 
design parameter in sensitivity analysis, as it determines the optical path length and sunlight 
attenuation. Other design parameters do not directly affect solar virus inactivation. Uncertainties 
of the parameters were determined based on existing studies and expert opinions. Distributions 




Figure 2. Schematic flow chart of the integrated solar virus inactivation model  
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Table 1. Distributions of input parameters in sensitivity analyses  
Category  Parameter Unit Distribution Values Citationd 
Environmental Month unitless discrete uniform {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} - 
Houra  unitless uniform between sunrise and sunset - 
Latitudeb  ° uniform or empirical -60, 60  
1 Longitudeb ° uniform or empirical -180, 180 
Altitudec km uniform or empirical 0, 3.5 
Water quality 𝛼 unitless uniform 0.41, 0.49 (natural water); 
0.14, 0.22 (WSP water) 
2 
𝛽 unitless uniform 0.013, 0.017 (natural water); 
0.011, 0.015 (WSP water) 
2 
[NPOC] mg-C∙L-1 uniform 1, 40 3 - 14 
[NO3-] M uniform 1.13E-5, 9.84E-4 4, 5, 8, 9, 11, 15  
[NO2-] M uniform 1.20E-5, 7.20E-4 5, 9, 11, 13 
Photo-reactivity 𝑘𝑣𝑖𝑟𝑢𝑠,∙OH  10
9 M-1·s-1 uniform 2.8, 5.6 (Adenovirus) 5, 9 
5.5, 9.3 (MS2) 5, 9 
1.0, 2.4 (ΦX174) 5, 9 
𝑘𝑣𝑖𝑟𝑢𝑠,CO3−∙  10
8 M-1·s-1 uniform 0.5, 1.1 (Adenovirus) 5, 9 
1.0, 1.6 (MS2) 5, 9 
0.3, 0.9 (ΦX174) 5, 9 
𝑘𝑣𝑖𝑟𝑢𝑠,1O2  10
8 M-1·s-1 uniform 1.8, 2.6 (Adenovirus) 5, 9 
1.2, 19.7 (MS2) 5, 6, 9, 13, 16, 17 
0.47, 0.69 (ΦX174) 5, 9 
𝑘𝑣𝑖𝑟𝑢𝑠,3CDOM∗  10
8 M-1·s-1 uniform 0.4, 1.0 (Adenovirus) 5, 9 
4.7, 31.7 (MS2) 5, 9, 13, 14 
0.12, 0.22 (ΦX174) 5, 9 
𝜀𝑣𝑖𝑟𝑢𝑠 M
-1∙cm-1 uniform ±50% 5, 9 
𝛷𝑣𝑖𝑟𝑢𝑠 unitless uniform 2.0e-4, 3.0e-4 (Adenovirus) 5, 9 
1.28E-4, 3.84E-4 (MS2) 18 
1.3E-2, 1.5E-2 (ΦX174) 5, 9 
Engineering design Water depth m uniform 0.01, 3 5 
a. Hour was sampled randomly between the sunrise time and the sunset time, which was predicted based on location, elevation and date. 
b. Latitude and longitude were jointly sampled from the land area in the SRTM dataset in simulations for Sobol’ method. 
c. Altitude was determined by latitude and longitude in simulations for Sobol’ method, using empirical data from the SRTM dataset. Latitude, longitude and altitude were 
grouped and analyzed as one parameter, location, in Sobol’ method. 
d. Citation: 1- Jarvis et al., 2008; 2 - Bodrato and Vione, 2014; 3 - Boehm et al., 2009; 4 - Carratalà et al., 2016; 5 - Kohn et al., 2016; 6 - Kohn et al., 2007; 8 - Mamane et al., 
2007; 9 - Mattle et al., 2015; 10 - Nguyen et al., 2014; 11 - Romero-Maraccini et al., 2013; 12 - Romero et al., 2011; 13 - Rosado-Lausell et al., 2013; 14 - Silverman et al., 
2015; 15 - Mian et al., 2010; 16 - Kohn and Nelson, 2007; 17 - Silverman et al., 2013; 18 - Silverman et al., 2019.  
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3.1.4 Modeling of MS2 log removal of a maturation pond system 
A 3-D CSTR model was used to simulate the sunlight-mediated virus inactivation in a 
maturation pond with dimensions shown in Figure 3. The four walls of the maturation pond were 
assumed to be vertical and of equal height for a conservative prediction of virus removal 
performance. Equation (35) defines the volume of the maturation pond. 
 𝑉 = 𝐿 ⋅ 𝑊 ⋅ 𝐷 (35) 
 
Figure 3. Dimensions of the maturation pond. 𝐿 was assumed to always be aligned with the line of latitude in 
simulations, and 𝑊 was always aligned with the line of longitude. The relative lengths of the walls are determined 
by the 𝐿/W ratio. The pond depth is denoted as 𝐷. 
Sunlight spectra were predicted every hour between sunrise and sunset using SMARTS. 
It was assumed that within each hour, the sunlight spectrum, and thus, the inactivation rate 
constant remains constant. Because inactivation usually takes more than one hour to reach steady 
state, the reactor kinetics within each hour of constant sunlight irradiation is described by 
Equation (36)-(38) as a function of reaction time 𝑡. In the simulations, when the difference of 
effluent concentrations at the same time on two consecutive days dropped below 0.1%, the 
inactivation of the maturation pond was considered at equilibrium (see Figure 4 for example). 
























-3] is the effluent virus concentration after 𝑡 hour of inactivation by the constant sunlight 
irradiation. 𝑁𝑖𝑛 [m
-3] is the influent virus concentration, which was assumed to be constant in 
simulation. 𝑁0 [m
-3] is the initial effluent virus concentration at the beginning of the hour. 𝑡𝑅 [h] 
is the theoretical hydraulic retention time of the maturation pond. ?̂? is the apparent solar 
inactivation rate constant, which was affected by the geometric relations between the incident 
sunlight and the pond design. Estimations of ?̂? are summarized as follows. Direction of the 
incident sunlight was described simultaneously by 𝑧, zenith angle and 𝜑, azimuth angle, as 
shown in Figure 5(a). Due to refraction by the water body, a relation between the zenith angle 
and the angle of the optical path in water can be described by Equation (39), where 𝑛 is 







(a)                                                                              (b) 
 
Figure 4. Examples of simulated effluent MS2 concentration profile. (a) HRT = 10 days, d = 1.5 m, December 




As shown in Figure 6, when 𝐿 < 𝑊| tan𝜑 |, ?̂? was estimated using Equations (40)-(42), 
before which 𝜑, if falls in (180°, 360], was converted to (0°, 180°] by subtracting 180°. 𝑘(ℎ, 𝜂) 
represents the total inactivation rate constant predicted by the integrated solar virus inactivation 








+ 𝑘𝐿𝐴𝐿(𝑊 sin𝜑 − 𝐿|cos𝜑|)] (40) 
 
𝑘𝑙 ⋅ 𝐴𝑙 = max {0,
𝑙
sin𝜑









(a)                                                                         (b) 
 
Figure 5. (a) Sunlight irradiation on pond surface and (b) sunlight refraction through water body. 𝑧 is the zenith 
angle and 𝜑 is the azimuth angle of the incident sunlight. 
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[2∫ 𝑘𝑤𝐴𝑤 sin𝜑 𝑑𝑙
𝑊
0
+ 𝑘𝑊𝐴𝑊(𝐿|cos 𝜑| −𝑊 sin𝜑)] (43) 
 𝑘𝑤 ⋅ 𝐴𝑤 = max {0,
𝑤
| cos𝜑 |
− 𝐷 tan 𝜂} ⋅ 𝐷 ⋅ 𝑘(𝐷, 𝜂) + tan 𝜂





 𝑑 = min {𝐷,
𝑤








Figure 6. Sunlight irradiation through pond water when 𝐿 < 𝑊| tan𝜑 |. Only sunlight from the east is 
presented. Sunlight irradiating from the west is similar. (a) top view, arrows indicate the azimuth angle of 
incident sunlight; (b) one vertical cross section of the pond that is parallel to incident sunlight; (c) sunlight 















To evaluate the influence of pond designs on the virus removal efficiency of the 
maturation pond, the median log removal of MS2 (i.e., the mean value of maximal and minimal 
removal within 24 hours after the system reaches equilibrium) was estimated for maturation 
ponds of various depths, theoretical hydraulic retention times (HRT) and length-to-width ratios. 
Pond depth directly affects sunlight attenuation. Length-to-width ratio has been shown to have 
great influence on the hydraulic performance of WSPs (Li et al., 2018). It also affects the amount 
of sunlight blocked by the pond walls. Given a certain sunlight irradiation condition and 
geometric configuration of the pond, increasing HRT of a single pond increases the virus 
removal rate as well as the pond volume and the required land area (Verbyla and Mihelcic, 
2015b). Great efforts have also been made to study the influences of baffles and inlet and outlet 
settings on the hydraulic performance of WSPs (Li et al., 2018). In this study, to simplify the 







Figure 7. Sunlight irradiation through pond water when 𝐿 > 𝑊| tan𝜑 |. Only sunlight from the east is 
presented. Sunlight irradiating from the west is similar. (a) top view, arrows indicate the azimuth angle of 
incident sunlight; (b) one vertical cross section of the pong that is parallel to incident sunlight; (c) sunlight 














computational cost, flow patterns achieved by adding baffles can be approximated by CSTRs of 
a certain 𝐿/𝑊 ratio in series (von Sperling, 2007). A typical maturation pond is usually 1-1.5 m 
deep, with an HRT of 5-15 days (Kayombo et al., 2005). The 𝐿/𝑊 ratio of a maturation pond (Li 
et al., 2018) can vary from 1 to 20. As pond volume increases HRT, especially when 𝐿/𝑊 ratio 
is large, the hydraulic regime falls between complete mix and idealized plug flow. Therefore, 
simulations were run at HRT = 1, 2, 3, 4, 5 days. Pond depth was varied between 0.5 m and 1.5 
m with a step size = 0.1 m, and 𝐿/𝑊 ratio = 1, 2, 4, 8, 14, 20. 𝑊/𝐿 = 2, 4, 8, 14, 20 were also 
simulated to represent a different orientation of the pond. 
For each design, the log removal of MS2 was estimated on both the summer solstice 
(June 22th) and the winter solstice (December 22th) to represent the upper and lower limits of 
the MS2 removal rate of the maturation pond. The maturation pond was assumed to locate at 
42°N, 90°W and have a constant flow rate of 10,000 m3∙d-1. The uncertainties of photo-reactivity 
parameters and water quality parameters were incorporated in simulations by inputting 2048 
random samples of 11 parameters for each combination of date, depth, HRT and 𝐿/𝑊 ratio. 
2,703,360 simulations in total were run in Python.  
3.2 Results and discussion 
3.2.1 Simulated inactivation rate constants 
In consistence with existing studies (Kohn et al., 2016; Love et al., 2010; Mattle et al., 
2015), phiX174 was the most susceptible virus to sunlight inactivation in over 77% of the 
simulations, whose 𝑘𝑡𝑜𝑡𝑎𝑙 [h
-1] had a right-tail distribution within [1.4×10-4, 35] in natural water 
and within [2.6×10-4, 35] in WSP water. KS tests on the parameters showed that small zenith angle, 
low NPOC concentration and small water depth tended to be more favorable for phiX174 
inactivation (Table 6). Simulated 𝑘𝑡𝑜𝑡𝑎𝑙 of adenovirus ranged from 8.9×10
-5 h-1 to 6.2 h-1 in natural 
water and from 2.8×10-4 h-1 to 6.3 h-1 in WSP water (Figure 12). 𝑘𝑡𝑜𝑡𝑎𝑙  of MS2 ranged from 
2.2×10-5 h-1 to 1.1 h-1 in natural water and from 2.7×10-4 h-1 to 2.6 h-1 in WSP water. Depending 
on experimental settings such as water depth, water type and sunlight spectra, previous studies had 
reported 𝑘𝑡𝑜𝑡𝑎𝑙 of MS2 varying from 0.149 h
-1 to 1.2 h-1, which fell in the range of the simulated 
results (Kohn et al., 2016; Kohn and Nelson, 2007; Love et al., 2010; Mattle et al., 2015; Nguyen 
et al., 2014; Silverman et al., 2015, 2013). On average, adenovirus and MS2 were much more 
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resistant to sunlight inactivation compared to phiX174, but they had different responses to changes 
of environmental and water quality parameters due to their difference in relative susceptibilities to 
endogenous and exogenous inactivation. Pair-wise comparison of 𝑘𝑡𝑜𝑡𝑎𝑙  between viruses are 
shown in Figure 13. Contrast to phiX174 and adenovirus, large zenith angle, high NPOC 
concentration and large water depth had less negative impact on MS2 inactivation because it was 
more dependent on the exogenous mechanism. Noted that simulation results of adenovirus are not 
consistent with all previous studies. Some studies found adenovirus to be as resistant as MS2 in 
clear water and some natural waters (Love et al., 2010; Silverman et al., 2013). Some found it 
more susceptible to sunlight inactivation than MS2 in WSP water and some other natural waters 
(Mattle et al., 2015; Silverman et al., 2013). It is likely that some aspects of solar inactivation of 
adenovirus are not captured by the current model. However, there is not enough data on the 
𝑘𝑣𝑖𝑟𝑢𝑠,𝑃𝑃𝑅𝐼 to differentiate the distributions of 𝑘𝑣𝑖𝑟𝑢𝑠,𝑃𝑃𝑅𝐼 for different water types.  
In over 92% of all cases, inactivation in WSP water was faster than that in natural water 
for all three viruses, mainly because the absorbance spectra of WSP water tended to be more 
favorable for both direct photolysis and inactivation by 1O2. WSP water has higher absorbance of 
UVA and PAR than natural water, which increases the steady-state concentration of 1O2 and thus 
𝑘𝑣𝑖𝑟𝑢𝑠,1O2 . On the contrary, natural water has higher absorbance of UVB so that fewer UVB 
photons can be absorbed by viral components to subsequently trigger direct photolysis. This effect 
increases with the depth of water column and causes larger difference between inactivation rates 
in WSP water and natural water. Detailed results of pair-wise comparison between two water types 
are enclosed in Appendix B. 
Notwithstanding the uncertainties of multiple parameters, direct photolysis was the 
dominant mechanism in solar inactivation of phiX174 in almost all circumstances. Compared to 
95% reported by Mattle et al. (2015), the contribution of direct photolysis ranged from 60% to 
100% in natural water while when NPOC concentration in WSP water was high, the value fell in 
[30%, 60%] in some cases (Figure 8). The contribution of direct photolysis to 𝑘𝑡𝑜𝑡𝑎𝑙 of adenovirus 
inactivation (varied from 2% to 100%) was over 55% in most cases. Values as low as 25% and 
33% were also observed in Silverman et al.'s (2013) study. Compared to previous studies (Kohn 
et al., 2016; Love et al., 2010; Mattle et al., 2015; Silverman et al., 2015), the dominance of 
exogenous mechanisms in solar inactivation of MS2 was more significant in simulations under 
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varying conditions. Exogenous mechanisms contributed over 85% of 𝑘𝑡𝑜𝑡𝑎𝑙 in 64.0% and 76.4% 
of all cases in natural water and WSP water respectively, probably because the upper bounds of 
𝑘MS2,1O2 and 𝑘MS2,3CDOM∗ in simulations were larger by a factor of 10 and a factor of 6 than values 
estimated by some studies (Kohn et al., 2016; Mattle et al., 2015), while a smaller mean value of 
𝛷MS2 updated by Silverman et al. (2019) was adopted. Only in low-latitude area with abundant 
sunlight irradiation did endogenous mechanism play a more important role (Figure 15). 1O2 was 
the most important reactive species in over 86% of the cases for MS2 in WSP water, but this was 
observed only in half the cases in natural water. Figure 9 shows that NPOC concentration was 
correlated with the relative contributions of different reactive species. In APEX model, unlike 
3CDOM* or 1O2, •OH can also be produced from NO3
- and NO2
- besides CDOM, which is closely 
related to NPOC, and •OH itself as well as 3CDOM* are both sources of CO3•−. As a result, the 
steady-state concentrations of 3CDOM* and 1O2 are more sensitive to changes of NPOC 
concentration. When NPOC concentration was below 10 mg-C∙L-1, multiple-source species (•OH 
and CO3•−) tended to have a larger contribution to overall inactivation than single-source species, 
which may explain why observed 𝑘𝑣𝑖𝑟𝑢𝑠,1O2 varies across different water types when 
1O2 was used 
as the single indicator of exogenous inactivation (Silverman et al., 2019a). 
Table 2. Mean values of simulated pseudo 1st-order inactivation rate constants in Morris analysis (unit: h-1). The 
coefficients of variation are reported in parentheses. 
 Mechanism Adenovirus MS2 PhiX174 
Natural 
water 
Photolysis 1.24×10-1 (3.34) 1.41×10-2 (3.51) 7.73×10-1 (3.29) 
•OH 1.76×10-3 (2.08) 3.11×10-3 (2.07) 7.12×10-4 (2.11) 
CO3•− 3.27×10-3 (4.71) 5.30×10
-3 (4.64) 2.46×10-3 (4.79) 
1O2 2.10×10-3 (1.84) 1.00×10-2 (2.15) 5.53×10-4 (1.85) 
3CDOM* 3.41×10-4 (1.96) 8.86×10-3 (2.15) 8.28×10-5 (1.91) 
Total 1.31×10-1 (3.23) 4.14×10-2 (2.16) 7.77×10-1 (3.29) 
WSP 
water 
Photolysis 1.39×10-1 (3.11) 1.58×10-2 (3.26) 8.70×10-1 (3.07) 
•OH 2.14×10-3 (1.87) 3.78×10-3 (1.86) 8.64×10-4 (1.90) 
CO3•− 9.03×10-6 (4.43) 1.46×10-5 (4.36) 6.78×10-6 (4.50) 
1O2 1.13×10-2 (1.74) 5.43×10-2 (2.03) 2.99×10-3 (1.74) 
3CDOM* 4.50×10-4 (1.84) 1.17×10-2 (2.02) 1.09×10-4 (1.79) 
Total 1.53×10-1 (2.91) 8.56×10-2 (1.91) 8.74×10-1 (3.06) 
Regardless of water type or virus species, a considerable uncertainty of output inactivation 
rate constants was observed due to the simultaneous variation of a series of parameters (Table 2). 
In comparison, the 𝑘𝑡𝑜𝑡𝑎𝑙 of adenovirus and phiX174 had larger coefficients of variation, which 
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were mainly introduced by the uncertainty of the 𝑘𝑒𝑛𝑑𝑜. Since endogenous inactivation is directly 
determined by the photon flux density of sunlight and the attenuation along the optical path in 
water, 𝑘𝑒𝑛𝑑𝑜 tended to be more sensitive than 𝑘𝑒𝑥𝑜 to the variations of environmental and water 
quality parameters. 
3.2.2 Relative importance of input parameters to the total inactivation rate constant 
Among the 17 parameters in Morris analysis, time relative to sunrise and sunset, depth of 
the water column and latitude stood out to be the most relevant parameters to 𝑘𝑡𝑜𝑡𝑎𝑙 regardless of 
virus species or water type. They also had the largest 𝜎, meaning that they had the strongest 
interactions with other parameters. Second to these parameters were month and the concentration 
NPOC for all virus-water combinations. Latitude, season and local time together determined the 
spectrum and the zenith angle of incident sunlight. The incident angle and water depth 
determined the length of the optical path, and thus, the attenuation of sunlight. The concentration 
of NPOC, as the major photosensitizer in water, affects not only the steady-state concentrations 
 
Figure 8. Ternary plot of contributions of inactivation by different mechanisms vs. NPOC concentration in 
simulation. 3CDOM* and 1O2 were grouped as single-source reactive species. •OH and CO3•− were grouped as 
multiple-source reactive species. 
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of reactive species but also 𝑘𝑒𝑛𝑑𝑜 by competing with viral components in absorbing sunlight 
photons. Because direct photolysis was the major inactivation mechanism despite the 
uncertainties of photo-reactivity parameters, the 𝑘𝑡𝑜𝑡𝑎𝑙 of adenovirus and phiX174 had also had 
relatively high sensitivity to the scale factor of the molar absorption coefficients (𝜀𝑣𝑖𝑟𝑢𝑠), which 
directly determined the level of photon absorption by viral components and thus the magnitude 
of direct photolysis. The 𝑘𝑡𝑜𝑡𝑎𝑙 of MS2 in WSP water, on the contrary, was more sensitive to the 
shape factor of water absorbance spectrum (𝛽) and the 2nd-order inactivation rate constant by 1O2 
(𝑘𝑣𝑖𝑟𝑢𝑠,1O2).  Other environmental parameters (longitude and altitude), water quality parameters 
(𝛼, [NO3-] and [NO2-]) and most photo-reactivity parameters had relatively small impacts on 
𝑘𝑡𝑜𝑡𝑎𝑙. However, since cloud cover was not taken into consideration in sunlight irradiance 
modeling, the importance of altitude may have been underestimated. The 𝜎/𝜇∗ ratio of all 
parameters varied in the model were larger than 1, indicating the non-linear structure of the 
integrated solar virus inactivation model. Therefore, Sobol’ method was a valid choice for a 
robust sensitivity analysis of the model. 
In general, results of Morris and Sobol’ analyses agreed well with each other. For all 
virus species and water types, the largest value of main effect 𝑆𝑖 was obtained for water depth 
(25.9~36.5%), followed by time relative to sunrise and sunset (10.2~18.9%), NPOC 
concentration (4.6~6.3%) and location (1.9~2.4%). Specific to 𝑘𝑡𝑜𝑡𝑎𝑙 of MS2 inactivation in 
WSP water, the main effect of 𝑘𝑣𝑖𝑟𝑢𝑠,1O2 was 6.4%, exceeding those of location and NPOC 
concentration. Consistent with results of Morris analysis, the scale factor of 𝜀𝑣𝑖𝑟𝑢𝑠 had an 𝑆𝑖 over 
1% only for adenovirus and phiX174, while 𝛽’s 𝑆𝑖 was larger than 1% for both MS2 and 
phiX174 in WSP water. The importance of location was less significant in Sobol’ analysis than 
in Morris analysis. However, the result of Sobol’ analysis was more accurate since location was 
sampled from empirical land-area elevation dataset. The main effects of all parameters added up 
to 65% for MS2, but this value was less than 50% for adenovirus and phiX174 in both water 
types, meaning that interactions among parameters played a significant role in the uncertainty of 
𝑘𝑡𝑜𝑡𝑎𝑙, and a global method of sensitivity analysis is essential.  
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As is shown in Figure 10, 75-83% of the variance of 𝑘𝑡𝑜𝑡𝑎𝑙 was driven by the main 
effects and 2nd-order interaction effects between 8 parameters, among which the 𝑆𝑖𝑚 between 
water depth and time, NPOC concentration or location accounted for a considerable proportion, 
particularly for phiX174 and adenovirus whose inactivation was dominated by endogenous 
mechanism. In total, eliminating the uncertainty of water depth can reduce the variance of 𝑘𝑡𝑜𝑡𝑎𝑙 
by 64.1~75.0% depending on virus species and water type (Table 10). Fixing location alone can 
also reduce the uncertainty of 𝑘𝑡𝑜𝑡𝑎𝑙 by 11.8~24.9%. Nevertheless, for a certain treatment 
system, e.g., a maturation pond that operates continuously on 24-hour cycles at a certain 
location, the variance of 𝑘𝑡𝑜𝑡𝑎𝑙 introduced by water quality fluctuations as well as diurnal and 
seasonal changes cannot be eliminated. As a result, the uncertainties of most photo-reactivity 
parameters remain irrelevant. The only exception would be the 𝑘𝑣𝑖𝑟𝑢𝑠,1O2 for MS2 in WSP water 
and 𝜀𝑣𝑖𝑟𝑢𝑠 for adenovirus and phiX174, whose 𝑆𝑇𝑖 were 16.8%, 8.3~8.7% and 8.9~9.3% 
 
Figure 9. Morris sensitivity indices of 𝑘𝑡𝑜𝑡𝑎𝑙  against 17 parameters. Red points represent environmental 
parameters: 1 – month, 2 – time, 15 – altitude, 16 – longitude, 17 – latitude; Blue points are photo-reactivity 
parameters: 5 – 𝑘𝑣𝑖𝑟𝑢𝑠,∙OH, 6 – 𝑘𝑣𝑖𝑟𝑢𝑠,CO3−∙, 7 – 𝑘𝑣𝑖𝑟𝑢𝑠,1O2 , 8 – 𝑘𝑣𝑖𝑟𝑢𝑠,3CDOM∗, 9 – 𝛷𝑣𝑖𝑟𝑢𝑠, 13 – 𝜀𝑣𝑖𝑟𝑢𝑠; Green points 
are water quality parameters: 3 – 𝛼, 4 – 𝛽, 10 – [NPOC], 11 – [NO3-], 12 – [NO2-]; The engineering design 
parameter, 14 – water depth, is in purple. Whiskers indicate the 95% confidence intervals of 𝜇∗. 
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respectively. In summary, engineering design and environmental parameters had greater 
influence on the 𝑘𝑡𝑜𝑡𝑎𝑙 of virus inactivation than photo-reactivity or water quality parameters. 
3.2.3 Influence of maturation pond design on MS2 removal efficiency 
To quantify the uncertainty of the virus removal efficiency of a treatment system utilizing 
sunlight-mediated inactivation and illustrate the influence of engineering designs, the log removal 
of MS2 was predicted for each design described above. As shown in Figure 11, the uncertainty of 
 
Figure 10. Decomposition of the variance of 𝑘𝑡𝑜𝑡𝑎𝑙 into variances introduced by different parameters. Filled dots 
represent interaction effects (𝑆𝑖𝑚) between two parameters. Hollow dots indicate main effects (𝑆𝑖) of individual 
parameters. Only sensitivity indices larger than 1% are presented. Other parameters include 𝛼 , 𝑘𝑣𝑖𝑟𝑢𝑠,∙OH , 
𝑘𝑣𝑖𝑟𝑢𝑠,CO3−∙, 𝑘𝑣𝑖𝑟𝑢𝑠,3CDOM∗, 𝛷𝑣𝑖𝑟𝑢𝑠, [NO3
-] and [NO2-]. 
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log removal induced by the variations of water quality and photo-reactivity parameters was 
considerable regardless of design. For maturation pond system that has a total HRT of 5 days and 
a constant depth of 1.5 m, the log removal of MS2 can reach 0.25~2.30 on summer solstice and 
0.06~0.84 on winter solstice.  
Pair-wise comparison of different pond configurations (Figure 11a) showed that, given the 
first-order kinetics of solar virus inactivation, reducing the level of mixing can always improve the 
virus removal efficiency of the system during daytime. This effect scales with the original log 
removal, resulting in a larger total variance of log removal in a less-mix system than a CSTR under 
fluctuating water quality conditions. In other words, if the water quality was unfavorable, 
improvement of log removal by reducing mixing would also be very limited. However, a less-mix 
system will experience larger diurnal fluctuations of effluent quality due to the complete shut-
down of solar inactivation during nighttime. Among the design parameters examined, length-to-
width ratio of the complete-mix pond had negligible influence on general sunlight exposure and 
the log removal at equilibrium. Although depth was shown to be the most important parameter for 
𝑘𝑡𝑜𝑡𝑎𝑙 in sensitivity analyses, the improvement of log removal by reducing pond depth from 1.5 m 
to 0.5 m was below 0.4 but with a 200% increase in required pond area. Adding maturation ponds 
in series was a more efficient design to improve log removal. Increasing HRT to 10 days by adding 
5 identical maturation ponds in series can improve the log removal of MS2 by 1.5 on average on 
summer solstice while only results in a 100% increase of total pond area. Seasonal change 
significantly impacted the virus removal system. A system of 10 identical maturation ponds (HRT 
= 1 day, depth = 0.5 m) in series could provide 2-log removal of MS2 at maximum in winter if it 




    (a)                       (b) 
 
Figure 11. Simulated average MS2 log removal of maturation pond system of various designs. (a) baseline scenario (HRT = 5 days, depth = 1.5 m). MS2 log 
removal depends on the configuration the system: A. single pond, HRT [d] = 5; B. two ponds in series, HRT [d] = 4 + 1; C. two ponds in series, HRT [d] =  3 + 2; 
D. three ponds in series, HRT [d] = 3 + 1 + 1; E. three ponds in series, HRT [d] = 2 + 2 + 1; F. four ponds in series, HRT [d] = 2 + 1 + 1 + 1; G. five ponds in 
series, HRT [d] = 1×5. (b) increase in MS2 log removal and pond area by reducing pond depth or increasing the number of maturation ponds (HRT = 1 day) in 
series from baseline scenario. 
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CHAPTER 4: CONCLUSIONS AND ENGINEERING SIGNIFICANCE 
As a widely applied disinfection mechanism for low-cost water and wastewater 
treatment, solar virus inactivation has been better understood in the past few years. Yet the virus 
removal efficiency of these treatment systems is subject to high uncertainty. To facilitate 
accurate prediction of solar virus inactivation rate and to provide information for the engineering 
design of reliable and efficient treatment systems for virus removal, this study investigated 
different sources of uncertainty and elucidated the relative importance of different factors for 
solar virus inactivation through global sensitivity analyses of a mechanistic model. By adapting 
and combining the aquatic photochemistry model APEX with the existing sunlight spectrum 
model SMARTS, the study enclosed independent environmental factors, photo-reactivity factors, 
water quality factors and design factors in one mathematical framework. Monte Carlo 
simulations of the integrated model on three virus and two water types were run across the whole 
variation space of the factors to characterize the uncertainty of solar virus inactivation. Morris 
OAT screening and Sobol’ variance-based sensitivity analysis were performed to compare and 
quantify the relative importance of the factors. A 3-D CSTR model coupled with the integrated 
solar virus inactivation model was developed to further reveal the influence of design factors on 
the virus removal performance of a maturation pond system.  
The modeled pseudo first-order inactivation rate constants responded to variations of 
different factors in a consistent manner with previous understanding of the inactivation 
mechanisms. Simultaneous variations of 15 factors invariably induced a considerable amount of 
uncertainty in the prediction of total inactivation rate for all virus species and both water types. 
Some values of simulated 𝑘𝑡𝑜𝑡𝑎𝑙 seemed extremely high given the limited diffusivity of water 
constituents, suggesting that the current solar virus inactivation model needs further verification 
and calibration under extreme conditions. Since environmental, water quality and design 
parameters become certain upon measurement, to improve the accuracy and reliability of the 
solar virus inactivation model, it is essential to reduce the uncertainty of photo-reactivity 
parameters through rigorous experiments with controlled conditions. 
Simultaneous variation of different factors allowed some simulations to output results 
that were not observed in previous experimental studies. MS2 was less resistant than phiX174 or 
adenovirus in some cases, because the relative susceptibility to endogenous and exogenous 
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inactivation varies among virus species. And endogenous inactivation is more sensitive to 
changes of sunlight exposure (i.e., location, time, water depth and water absorbance) than 
exogenous mechanism. Using MS2 as the single surrogate of solar virus inactivation may cause 
overestimation of the virus removal performance of a treatment system under certain conditions, 
such as high NPOC concentration and low sunlight exposure. 1O2 was not always the most 
important PPRI for exogenous inactivation, either. In some circumstances, e.g., when NPOC 
concentration is low while nitrate and nitrite are relatively abundant, inactivation by •OH and 
CO3•− tends to be more significant, because the formation of 
1O2 is sensitized by 
3CDOM* that is 
produced only from NPOC while nitrate and nitrite in water can also sensitize the formation of 
•OH and CO3•− upon absorption of sunlight. Therefore, 
1O2 is not a valid surrogate for exogenous 
inactivation for every virus species or every physicochemical condition of water. Estimation of 
𝑘𝑣𝑖𝑟𝑢𝑠,1O2based on such modeling strategy is likely biased. Contributions of other PPRIs to 
exogenous inactivation of virus are not negligible. Including all relevant PPRIs in the modeling 
of solar virus inactivation is necessary for more accurate and robust prediction.  
Both global sensitivity analyses showed that environmental and engineering design 
parameters significantly outweigh water quality and photo-reactivity parameters in the 
determination of virus inactivation rate constants. Interaction effects among different parameters 
were shown to have important contributions to the variance of 𝑘𝑡𝑜𝑡𝑎𝑙, implying the complexity of 
the solar virus inactivation processes. Main effects of 15 factors took up 50~65% of total 
variance, which were heavily concentrated on only a few parameters. Sunlight, especially UVB, 
is mostly attenuated by water constituents in the first 30 cm of the optical path. As a result, 
variation of water depth between 0.01 m and 3 m is the most important single source of 
uncertainty, accounting for 25.9~36.5% of the variance of 𝑘𝑡𝑜𝑡𝑎𝑙, while reducing pond depth 
from 1.5 m to 0.5 m brought less effective improvement of the virus removal efficiency of a 
maturation pond. Diurnal motion of the sun is the second most influential factor for solar virus 
inactivation, followed by location and NPOC concentration of the water. When the variations of 
environmental, water quality or design parameters exist, variance of 𝑘𝑡𝑜𝑡𝑎𝑙 resulting from the 
uncertainties of photo-reactivity parameters remains irrelevant. For a certain treatment system, 
the virus removal potential is determined by the location and engineering design, but the virus 
removal efficiency is inevitably influenced by the diurnal and seasonal solar motions as well as 
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the fluctuation of water quality. Since the temporal variations of water quality and sunlight 
irradiance cannot be eliminated, the uncertainties of photo-reactivity parameters would not 
introduce significant error to the estimation of virus inactivation rate. The virus removal 
efficiency of a treatment system can be improved or optimized through informed design. 
Monte Carlo simulation results of MS2 log removal of different designs for a maturation 
pond system showed that increasing hydraulic efficiency and HRT should be prioritized over 
reducing pond depth to effectively improve the virus removal efficiency of the maturation pond 
at minimal costs. Common strategies to improve the hydraulic efficiency of a pond system, such 
as increasing length-to-width ratio and adding baffles, do not significantly impact the solar virus 
inactivation rates of the system, although they tend to partly reduce the exposure of water body 
to sunlight irradiance. CSTRs in series can achieve much better removal performance than single 
CSTR, but effluent quality would also be more fluctuant due to a complete shut-down of solar 
inactivation during nighttime and less mixing. The interaction effect between short-circuiting and 
sunlight blockage is not capture by this model. 
Based on the findings of this work, several further research needs are identified. More 
accurate modeling of UVB irradiance on water surface is needed to improve the prediction of 
𝑘𝑡𝑜𝑡𝑎𝑙, especially for virus species dominant by endogenous mechanism. To enable the 
prediction of solar virus inactivation across various water conditions, common indicators of 
physicochemical conditions including pH, DO and temperature should be incorporated into the 
photochemistry model. Quantitative understandings of interaction between algae growth and 
solar virus inactivation is also in need to characterize the process in algae-rich water bodies (e.g. 
high-rate algae pond).  This study performed Monte Carlo simulations on a simple CSTR model 
and gained insights on the influence of different design factors on the solar virus removal 
performance for a maturation pond system. However, for precise optimization of pond design, a 
more sophisticated solar virus inactivation model capturing the geometry relation between 
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APPENDIX A: INPUTS TO SMARTS IN SIMULATIONS FOR SENSITIVITY 
ANALYSES 
Table 3. Values input to SMARTS for Morris method 
Parameter Input Unit 
Latitude Random sampled value ° 
Altitude Random sampled value km 
Height 0.00 km 
Atmosphere* Choose among the reference atmospheres according to 
location and season 
 
Water vapor Calculated from reference atmosphere and altitude  
Columnar ozone abundance Default from reference atmosphere  
Gaseous absorption and pollution Default from reference atmosphere  
CO2 370 ppmv 
Extraterrestrial spectrum* Gueymard 2004  
Aerosol model* Shettle & Fenn Rural  
Atmospheric turbidity 130 (meteorological range) km 
Regional albedo Water: water or calm ocean  
Tilted surface and local albedo Bypass tilt calculations  
spectral range 280-710 nm 
Solar constant 1366.1 W·m-2 
Output variables to print Global tilted photon flux density  
Circumsolar calculations Bypass  
Extra scanning/smoothing Bypass  
Extra illuminance calculations Bypass  
Extra UV calculations Bypass  
Longitude Random sampled value ° 
Year 2017  
Month Random sampled value  
Day 22  
Time zone Empirical value of the location  




Table 4. Values input to SMARTS for Sobol method 
Parameter Input Unit 
Latitude Random sampled value from SRTM land area(Jarvis et 
al., 2008)  
° 
Altitude Empirical value of the location in SRTM(Jarvis et al., 
2008) 
km 
Height 0.00 km 
Atmosphere* Choose among the reference atmospheres according to 
location and season 
 
Water vapor Calculated from reference atmosphere and altitude  
Columnar ozone abundance Default from reference atmosphere  
Gaseous absorption and pollution Default from reference atmosphere  
CO2 370 ppmv 
Extraterrestrial spectrum* Gueymard 2004  
Aerosol model* Shettle & Fenn Rural  
Atmospheric turbidity 130 (meteorological range) km 
Regional albedo Water: water or calm ocean  
Tilted surface and local albedo Bypass tilt calculations  
spectral range 280-710 nm 
Solar constant 1366.1 W·m-2 
Output variables to print Global tilted photon flux density  
Circumsolar calculations Bypass  
Extra scanning/smoothing Bypass  
Extra illuminance calculations Bypass  
Extra UV calculations Bypass  
Longitude Random sampled value from SRTM land area(Jarvis et 
al., 2008) 
° 
Year 2017 - 
Month Random sampled value - 
Day 22 - 
Time zone Empirical value of the location - 




APPENDIX B: ADDITIONAL RESULTS 
Table 5. Inactivation rate constants in existing studies. 




Mattle et al. 
(2015) 
MS2 0.17 ± 0.01 0.09 0.06 Simulated sunlight; WSP 
water; depth = 1.6 cm PhiX174 0.43 ± 0.07 0.41 0.01 
Kohn et al. 
(2016) 
MS2 [0.149, 0.173] - - Simulated sunlight; WSP 
water; depth = 1.6 cm PhiX174 [0.379, 0.501] - - 
Silverman et 
al. (2015) 
MS2 1.4 0.2 1 Treatment wetland water; 
depth = 5 cm 
MS2 1.3 0.1 0.9 Treatment wetland water; 
depth = 20 cm 
Love et al. 
(2010) 
MS2 0.43 ± 0.02 - - Simulated sunlight, Avon 
Bay sunlight; clear water; 
filtered seawater 
Adenovirus  0.59 ± 0.04 - - 
Kohn and 
Nelson (2007) 
MS2 0.72 ± 0.09 - - Filtered WSP water, water 
with Fluka humic acid or 
Suwannee River humic acid 
Silverman et 
al. (2013) 
MS2 [0.2, 0.5] [0.1, 0.2] - Simulated sunlight; coastal 
water Adenovirus [0.3, 0.8] [0.1, 0.2] - 
Nguyen et al. 
(2014) 
MS2 - 0.73 ± 0.03 - Treatment wetland water; 
Quartz tube 




Table 6. Results of KS test comparing the empirical parameter distributions of samples that 
yield two different cases: 1) 𝑘𝑡𝑜𝑡𝑎𝑙
PhiX174 ≥ 𝑘𝑡𝑜𝑡𝑎𝑙





MS2  𝑜𝑟 𝑘𝑡𝑜𝑡𝑎𝑙
PhiX174 < 𝑘𝑡𝑜𝑡𝑎𝑙
adenovirus. Only significantly different distributions are presented. 
Parameter 
Mean value 𝑫𝒏,𝒎 
(𝑝 < 2.2 × 10−16) Case 1 (n = 27,936) Case 2 (m = 8,064) 
Zenith angle [°] 53.0 76.5 0.54804 
[NPOC] [mg-C∙L-1] 19 27 0.31597 
Time from noon [h] 2.8 4.0 0.29333 
Water depth [m] 1.46 1.80 0.15994 





Table 7. Results of KS test comparing the empirical parameter distributions of samples that 
yield two different cases: 1) 𝑘𝑡𝑜𝑡𝑎𝑙
adenovirus ≥ 𝑘𝑡𝑜𝑡𝑎𝑙
MS2 ; 2) 𝑘𝑡𝑜𝑡𝑎𝑙
adenovirus < 𝑘𝑡𝑜𝑡𝑎𝑙
MS2 . Only significantly 
different distributions are presented. 
Parameter 
Mean value 𝑫𝒏,𝒎   
(𝑝 < 2.2 × 10−16) Case 1 (n = 15,840) Case 2 (m = 20,160) 
Zenith angle [°] 46.9 67.1 0.43698 
[NPOC] [mg-C∙L-1] 15 25 0.33568 
Time from noon [h] 2.5 3.7 0.26497 
Water depth [m] 1.33 1.69 0.16551 
Latitude [°] 27.64 35.28 0.10130 
 
 
Table 8. Results of KS test comparing the empirical parameter distributions of samples that 
yield two different cases: 1) 𝑘𝑒𝑥𝑜
WSP water ≥ 𝑘𝑒𝑥𝑜
natural water; 2) 𝑘𝑒𝑥𝑜
WSP water < 𝑘𝑒𝑥𝑜
natural water. Only 
significantly different distributions are presented. 
Parameter Virus 
Mean value 
𝑫𝒏,𝒎   𝒑 
Case 1 (n) Case 2 (m) 
[NPOC] [mg-C∙L-1] 
Adenovirus 22.7 (16,182) 2.1 (1,818) 0.87797 < 2.2×10-16 
MS2 22.3 (16,560) 1.7 (1,440) 0.87886 < 2.2×10-16 
PhiX174 23.5 (15,318) 3.9 (2,682) 0.81443 < 2.2×10-16 
[NO3-] [10-4 M] MS2 4.87 (16,560) 5.46 (1,440) 0.10348 9.7×10-13 
 
 
Table 9. Water chemistry parameters of natural water and WSP water in simulations. 
Parameter Natural water WSP water 
[CO32-] [M] 4.94×10-6 2×10-5 
[HCO3-] [M] 1.04×10-3 4.3×10-3 
Φ∙𝑂𝐻
𝐶𝐷𝑂𝑀, unitless 3×10-5 8.09×10-5 
𝜂𝐶𝑂3⋅−
𝐶𝐷𝑂𝑀 [M-1] 6.5×10-3 1×10-2 
Φ1𝑂2
𝐶𝐷𝑂𝑀, unitless 1.25×10-3 6.63×10-3 
Φ3𝐶𝐷𝑂𝑀8
𝐶𝐷𝑂𝑀 , unitless 1.28×10
-3 1.1×10-2 
•OH scavenging rate constant [L∙mg-C-1∙s-1] 5×104 3.176×104 
CO3•− scavenging rate constant [L∙mg-C-1∙s-1] 1×10
2 1.32639×105 





Table 10. Total effect 𝑆𝑇𝑖 of parameters in Sobol analysis 
Parameter 
Natural water WSP water 
Adenovirus MS2 PhiX174 Adenovirus MS2 PhiX174 
Month 0.102 0.084 0.104 0.106 0.071 0.108 
Time 0.475 0.427 0.479 0.484 0.373 0.484 
Location 0.240 0.172 0.245 0.245 0.118 0.249 
𝛼 0.001 0.000 0.001 0.004 0.005 0.005 
𝛽 0.037 0.018 0.040 0.029 0.083 0.036 
[NPOC] 0.224 0.136 0.219 0.172 0.089 0.195 
[NO3-] 0.002 0.005 0.003 0.003 0.006 0.004 
[NO2-] 0.003 0.005 0.003 0.004 0.001 0.004 
𝑘𝑣𝑖𝑟𝑢𝑠,∙OH 0.000 0.000 0.000 0.000 0.000 0.000 
𝑘𝑣𝑖𝑟𝑢𝑠,CO3−∙ 0.000 0.001 0.000 0.000 0.001 0.000 
𝑘𝑣𝑖𝑟𝑢𝑠,1O2 0.000 0.024 0.000 0.000 0.168 0.000 
𝑘𝑣𝑖𝑟𝑢𝑠,3CDOM∗ 0.000 0.013 0.000 0.000 0.006 0.000 
𝛷𝑣𝑖𝑟𝑢𝑠 0.016 0.027 0.002 0.016 0.008 0.002 
𝜀𝑣𝑖𝑟𝑢𝑠 0.083 0.024 0.089 0.087 0.007 0.093 





Figure 12. Distributions of modeled endogenous and exogenous inactivation rate constants for Morris analysis. The 
box indicates 1st, 2nd and 3rd quartiles. The lower whisker shows the minimum, and the upper whisker = q3 + 1.5*IQR. 




Figure 13. Pair-wise comparison of simulated 𝑘𝑡𝑜𝑡𝑎𝑙 between virus species. Identical sampling matrices were used for 
all virus-water combination. In consequence, each virus-water combination has the exact same samples for 
environmental and design parameters. Most of the sample locates above y = 1 and y = x, meaning phiX174 was the 
most susceptible virus in most cases. About half the sample locates on both sides of x = 1, i.e., adenovirus and MS2 





Figure 14. Pair-wise comparison of simulated 𝑘𝑡𝑜𝑡𝑎𝑙 , 𝑘𝑒𝑛𝑑𝑜 , 𝑘𝑒𝑥𝑜 between water types. Identical sampling matrices 
were used for all virus-water combination. In consequence, each virus-water combination has the exact same samples 
for environmental and design parameters. Regardless of virus species, 𝑘𝑒𝑛𝑑𝑜 was larger in WSP water in any case, but 





Figure 15. Ternary plot of contributions of inactivation by different mechanisms vs. latitude in simulation. 3CDOM* 
and 1O2 were grouped as single-source reactive species. •OH and CO3•− were grouped as multiple-source reactive 
species. The only source of 3CDOM* was CDOM and the only source of 1O2 was 3CDOM*, while •OH also had NO3- 






Figure 16. Improvement in MS2 log removal by adjusting 𝐿/𝑊 ratio from 1. 𝐿/𝑊 < 1 means the short walls are 
aligned with latitude. MS2 log removal decreases with increasing length-to-width ratio due to blockage of sunlight by 
pond walls. Long walls facing east-west direction can reduce the negative impact of sunlight blockage on winter time 
virus removal. However, the reduction of MS2 log removal by changing pond length-to-width ratio or pond orientation 
are negligible compared to other design parameters.  
 
 
 
