It is shown that for 1 j n and 1 k 2 n ; the j th letter of the kth word of the binary reected Gray code of length n is equal to the parity o f the binomial coecient 2 n 2 n j 1 C [2 n 2 n j 1 k=2] modulo 2. Also it is shown how this observation and the usual iterative denition of the binary reected Gray codes are revealed in a modied version of Sierpinski's gasket (Pascal's triangle modulo 2).
Introduction
A Gray code of length n is a sequence of n-bit strings (which we shall call words) of letters from some alphabet, with the property that each w ord diers from the next in just one position. The most celebrated of these codes are the binary reected Gray codes G n , which m a y be dened inductively as follows: G 1 consists of the words 0 and 1 (in that order), and G n+1 is obtainable by rst listing G n with each word prexed by 0 and then listing G n in reverse order with each w ord prexed by 1 . F or example, G 2 = (00; 01; 11; 10) and then G 3 = (000; 001; 011; 010; 110; 111; 101; 100).
The Gray code G n provides a Hamilton cycle in the n-dimensional hypercube Q n = f0; 1g n . Also Gray codes may be applied in signal processing, statistical analysis to the calculation of correlation coecients for a variable 1 subset, and even have some connection with the \Towers of Hanoi" problem. Further details can be found in several references, such as [3] , [4] or [6] or those given at the end of [2] . In this paper a direct denition of the binary reected Gray codes is given in closed form, in terms of residues of certain binomial coecients modulo 2. Specically, w e prove the following.
Theorem: For 1 j n and 1 k 2 n ; the j th letter of the kth word of the binary Gray code of length n is the parity (modulo 2) of the binomial coecient 2 n 2 n j 1 C [2 n 2 n j 1 k=2] . This is somewhat surprising but perhaps not entirely unexpected, however an extensive search has not uncovered such an explicit denition (in closed form) elsewhere in the literature.
The theorem arose from an observation made by the author during a seminar by Bob Doran at the University of Auckland on Frank Gray and the Gray code, namely that the words of the binary reected Gray codes of small length occur in certain sections of a modied form of Sierpinski's gasket, o r P ascal's triangle modulo 2 (see [1] , or x2.2 of [5] ). This observation is explained in the next Section, and following some other preliminaries on binomial coecients the theorem is proved in Section 3.
Binomial coecients modulo 2
First let n C k be the standard binomial coecient, dened as the numberof k -element subsets of an n-element set, and equal to the coecient o f x k in the binomial expansion of (1 + x) n ; for 0 k n. Recall that these coecients satisfy the additive identity n C k 1 + n C k = n+1 C k for 1 k n, which is a fundamental property of Pascal's triangle.
The triangle's symmetry comes from the identity n C k = n C n k ; and from this it follows for example that n C n=2 is always even when n is even. On the other hand, when n + 1 is a power of 2, every coecient n C k is odd; to see this, note that n C k may be written as a product of rationals of the form (n+ 1 j ) =j for 1 j k, and in each case the highest power of 2 dividing the numerator is equal to the highest power of 2 dividing the denominator. The proof is straightforward. A picture of the corresponding triangle of parities of these coecients modulo 2 is given in Fig.1 for s 15 , with x's for 1's and blanks for 0's. We call this a modied Sierpinski gasket. Now i f w e group the rows of this gasket into subsets of sizes 1, 2, 4, 8 and so on (as increasing powers of 2), extend the denition of the coecients d rs to the case r > 2 s + 1 in some cases, and in each group consider only those rows with index s diering from the index of the row at the top of the next group by a p o w er of 2, then the words of a reected binary code are revealed as columns in each group. This is illustrated in Fig.2 , where we read the words of the code from right to left.
We can make the connection as follows: x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x k;j (as dened in Section 2) is the j th letter of the kth word of the reected binary Gray code G n of length n described in the Introduction. Recall that G 1 consists of the words 0 and 1 (in that order), and G n+1 is obtainable by rst listing G n with each word prexed by 0 and then listing G n in reverse order with each word prexed by 1.
First it is easy to see from k;j modulo 2, which is now enough to complete the proof by induction on n. 
