Graph querying is the task of finding similar embeddings of a given query graph in a large target graph. Existing techniques employ the use of structural as well as node and edge label similarities to find matches of a query in the target graph. However, these techniques have ignored the presence of context (usually manifested in the form of node/edge label distributions) in the query. In this paper, we propose CGQ (Contextual Graph Querying), a context-aware subgraph matching technique for querying real-world graphs. We introduce a novel sub-graph searching paradigm, which involves learning the context prevalent in the query graph. Under the proposed paradigm, we formulate the most contextually-similar subgraph querying problem that, given a query graph and a target graph, aims to identify the (top-k) maximal common subgraph(s) between the query and the target graphs with the highest contextual similarity. The quality of a match is quantized using our proposed contextual similarity function. We prove that the problem is NPhard and also hard to approximate. Therefore, to efficiently solve the problem, we propose a hierarchical index, CGQ-Tree, with its associated search algorithm. Our experiments show that the proposed CGQ index is effective, efficient and scalable.
INTRODUCTION
Recent advances in scientific technologies generate a lot of data that are in the form of graphs such as protein-protein interaction networks [33] , social networks [15] , and co-purchase networks [49] . Moreover, owing to the advent of the semantic web [6] and RDF [5] as the preferred choice for data interchange through the web, graphbased searching and querying are fast becoming a popular and cardinal way of web searching. For example, Facebook's Graph Search [3] and Google's Knowledge Graph [4] require searching mechanisms that work with graph-based data rather than the traditional text-based queries. In such graphs, nodes denote entities and edges denote the associations/associations between entities. In most cases, the nodes are tagged with additional meta information to characterize the corresponding entities [34] . The ability to query these graph datasets efficiently is a fundamental necessity for a wide array of applications [26, 28, 29, 34] .
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One of the most common frameworks in graph querying is to find similar embeddings of a query graph q in a much larger target graph G. More formally, for a query graph q and a distance function d(q, g) between two graphs q and g, the goal is to identify the k most similar subgraphs g1, · · · , g k ⊂ G of the target graph G. The notion of "similar" graphs depends on the efficacy of the distance function d(q, g). Typical distance (or similarity) functions for graphs range from maximal common subgraphs and graph edit distance [26] to more recent developments in fuzzy graph matching [28, 29] . While these distance functions extend the state-ofthe-art in graph querying, they lack the ability to adapt the distance function based on the context expressed in the query. EXAMPLE 1. Consider the query graph q1 shown in Fig. 1 . It describes a collaboration pattern among three authors of similar repute (based on H-index) from the same university (Stanford). Therefore, a good distance function should identify other collaboration patterns among people from the same organization and with similar H-index values.
The graph t1 shows a collaboration pattern that is considered a "good" match using traditional distance functions. Structurally, t1 is identical to g1. The nodes in t1 also match well with those in q1. For example, Alon Halevy matches well with Jeffrey Ullman since they both work on databases and have similar H-indices. A similar association exists between Michael Jordon and Daphne Koller. The graduate student also matches well with Sebastian Thrun since they both are from Stanford and work on AI. However, despite this good correspondence in structure and node descriptions, the entire context of a collaboration pattern among researchers from the same organization of similar repute is lost.
To see why, contrast the context-aware match g1. Notice that, individually, none of the nodes in g1 match well with the nodes in q1. However, g1 also represents a collaboration pattern among people of similar H-indices from the same organization. Similarly, g 1 provides another collaboration pattern among researchers from the same organization. However, in g 1 , the context of collaboration among people of similar H-indices is not preserved as well as in g1. Thus, g1 is considered a better context-aware match than g 1 .
To provide one more example of a context-aware match, q2 is a collaboration pattern among eminent researchers from the data mining area. Unlike q1, the research area and H-index provide the context here and, therefore, g2 is a good match since it is a collaboration among database researchers with similar H-indices.
In sum, while each node/edge feature contributes equally to the similarity in traditional measures, the proposed context-aware measure learns their respective importance in computing matches that are more relevant to the query. niques for context-aware graph querying is non-trivial and possesses the following key challenges:
• Quantifying context: It may appear that a common or frequent feature value specifies the context. For example, in q1 of Fig. 1 , we may assume that since all authors are from Stanford, the user intends to identify other collaborations from authors belonging to the same organization. However, such an assumption do not mirror reality. To illustrate, consider the scenario where authors are also tagged with their country. Under this setting, if a query contains authors from USA, it cannot be concluded with confidence that the user intends to find collaborations among authors from the same country. USA is one of the most active countries in computer science research and contributes large volumes of paper every year. Thus, the event of all three authors belonging to USA could occur by chance and not necessarily a context expressed by the user. Therefore, an important question arises: How do we quantify context from the various features characterizing a node? • Context is dynamic: The context changes with each query. For example, in q1, H-index and organization provide the context, whereas in q2, H-index and area of research defines the context. Consequently, the distance function needs to adapt based on the query. Particularly, we need to learn the features that provide the context in the query and the distance function should appropriately weigh those features more while computing the node similarities.
• Similar matches may have dissimilar nodes: As outlined in Ex. 1, similarity between individual nodes do not play a role. Rather, the goal is to identify subgraphs that encode similar associations such as authors from the same organization or similar H-indices. Technically, since edges encode associations between nodes, we need to identify subgraphs that have similar edges.
• Exponential search space: Graph querying always poses a computation challenge due to the inherent complexity of matching structures. In addition, the number of subgraphs is exponential with respect to the size of the target graph. Consequently, without the support of an index structure, answering the proposed context-aware queries is not feasible. While a number of index structures exist for graph queries [26, 29, 34] , none of them adapt to dynamic distance functions.
Contributions: Owing to the challenges outlined above, we need to design an adaptive similarity function and a flexible index structure for answering contextual graph queries. The key contributions
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of our work are as follows:
• We introduce the notion of context in the field of graph search, which although popularly used for querying web data, is the first-ever effort for querying graph data. Our novel (sub)-graph searching paradigm facilitates learning of the context prevalent in the query graph, which is further used to devise a contextaware similarity function (Sec. 2).
• Under the proposed searching paradigm, we propose a novel problem of retrieving the top-k most contextually similar subgraph(s) of a query graph (Sec. 2.6).
• We propose a flexible CGQ index structure that possesses the capability to adapt to dynamic distance functions along with an efficient CGQ querying algorithm (Sec. 3).
• Through an in-depth empirical analysis on real datasets, we show the superiority of the proposed similarity metric using both qualitative and quantitative results. We also show that the proposed CGQ index and its associated querying algorithm is scalable: we achieve a speed-up of up to three orders of magnitude over a baseline strategy with a small memory footprint (Sec. 4). The excutables and datasets are available at http://bit.ly/2fishkH.
CONTEXT-AWARE GRAPH QUERYING
In this section, we formulate the problem of context-aware graph querying and define the concepts central to it. The basic objective is to identify similar context-aware embeddings of a query graph q in a (large) target graph G. The notations used in the paper are summarized in Table 1 .
Preliminaries DEFINITION 1 (TARGET GRAPH).
A target graph is a labeled graph G = (V, E, F), with the node set V , edge set E, and a set of feature vectors F, where (1) each target node v ∈ V represents an entity, (2) each target edge e = (u, v) ∈ E denotes the association between the two entities u and v, and (3) F is a set of d-
In practice, the features correspond to various node attributes, such as price, category, company, etc., in a co-purchase network, or H-index, area of research, etc., in a collaboration network.
DEFINITION 2 (QUERY GRAPH).
A query graph q = (Vq, Eq, Fq) is a labeled graph with a set of query nodes Vq, a set of query edges Eq, and a set of feature vectors Fq.
Both the target graph and query graph can be either directed or undirected. In our framework, the user or application only provides the structure of the query graph, i.e., the nodes and edges, and does not require any knowledge of the feature vectors. The feature vectors of the nodes are extracted automatically from the data repository. For example, DBLP could serve as the data repository in co-authorship networks.
Since our goal is to find contextually similar embeddings of a query graph q in a target graph G, next, we define the notions of (sub-)graph isomorphism and maximal common subgraph between two graphs.
) is isomorphic to g2 = (V2, E2, F2) if there exists a bijection φ such that for every vertex v ∈ V1, φ(v) ∈ V2 and for every edge e = (u, v) ∈ E1, φ(e) = (φ(u), φ(v)) ∈ E2.
The concept of subgraph isomorphism is defined analogously by using an injection instead of a bijection. We use the notation g1 ⊆ g2 to denote that g1 is subgraph isomorphic to g2.
DEFINITION 4 (MAXIMAL COMMON SUBGRAPH).
A subgraph g = (Vg, Eg, Fg) is a maximal common subgraph (MCS) of q and G if there exists no other common subgraph g of q and G such that the vertex and edge sets of g are proper subsets of that of g . Formally, g is an MCS of q and G if g ⊆ G, g ⊆ q and
There are two key components in defining a context-aware similarity function: quantifying the context and capturing similar associations between nodes. Thus, we first develop a model to quantify context and then devise a mechanism to capture similar associations. Finally, we tie them together to formulate the context-aware similarity function.
Learning the Context
Context is defined as "the circumstances that form the setting for an event". In our problem, the user expresses the setting implicitly through latent query characteristics. For example, in q1 of Fig. 1 , the user wants to find other collaborations among authors of similar reputes and employed in the same organization. To a human being, this context is easy to decipher since in a random collaboration subgraph it is unlikely for all three authors to belong to the same organization and have such high H-indices. We capture this intuition by computing the statistical significance of each feature where the higher the significance, the more is its importance in setting the context. For example, in q1, H-index should have the highest statistical significance followed by organization. Similarly, in q2, H-index and area are the most significant features. In the discussion that follows, we develop a mathematical model to accomplish this task.
Formally, our goal is to learn a weight w(fi) for each feature fi where w(fi) corresponds to the statistical significance of the i th feature in the query graph. Statistical significance tests quantify whether an event is likely to occur due to chance alone or due to some factor of interest. Several models such as chi-square test, gtest and log-likelihood ratio exist to quantify statistical significance. In our work, we use the chi-squared statistic [35] .
The chi-square statistic measures the deviation of the observed frequencies (Ox) from their expected values (Ex) given by the null model, and is mathematically defined as:
The higher the chi-square, the more statistically significant the observed event is. Let V(fi) represent the set of unique feature values assumed by the feature fi in a graph G. Then the observed frequency for any ν ∈ V(fi) is simply the number of times ν is encountered in a graph.
EXAMPLE 2. In q1 of Fig. 1 , the feature "f1: Organization" has taken only one value 'Stanford', and its observed frequency is 3. On the other hand, both "f2: Area" and "f3: H-index" have taken three unique values, with each value possessing an observed frequency of 1. We will formalize our procedure to compute the expected frequency later in this section.
The straightforward approach to model context, therefore, is to learn the chi-square value for each feature in the graph. However, learning the context based on the feature values is not sufficient. We are interested in the interaction of nodes, to capture context based on the interaction of nodes, we shall define edge level features. DEFINITION 6 (EDGE FEATURE VECTOR). Given an edge (u, v). The edge feature vector is defined as,
. Given a graph G = (V, E, F) and a pair {a, b} ∈ F e i , the edge feature count is defined as the number of occurrence of {a, b} in G.
Ni({a, b}) = e ∈E 1(f e i (e ) = {a, b}) EXAMPLE 3. Let us revisit q1 in Fig. 1 that contains the features F = {f1 : Organization, f2 : Area, f3 : H-Index}. Then,
With the formalization of edge feature vector, we next focus on its chi-square value. While Ni provides the observed frequency of each feature value in query graph, we still need to compute its expected frequencies. Towards that, we assume that the feature values for f e i in the query graph q are drawn independently from the distribution of f e i in the target graph G.
Formally, let the probability distribution of the feature values for feature f e i in the target graph G, denoted by Pi(.), represents the null model. Here, Pi({a, b}) represents the probability that f e i (e ) = {a, b} for any e ∈ E. Since each feature value is drawn randomly and independently, the expected number of occurrence of {a, b} in query graph Gq is,
Hence the chi-square value for feature fi is,
EXAMPLE 4. Following on from Ex. 3, we compute the chisquare value of "Area" on edge e = (Thrun, Koller). Let the null model of "Area" be as follows: 
The weight vector, w(e), for the graph Gq is the collection of d weights that each feature plays in defining the context:
Null model for continuous-valued features: The null model, that essentially captures the distribution of feature values in the target graph, is easy to learn when the feature is discrete-valued since it only involves computing frequency counts. For continuous-valued features, we use kernel density based estimators to learn the underlying data distribution and discretize the feature space into appropriate bins [12] .
Context-Aware Similarity Measure
Having formalized an approach for learning the context, the next task is to formalize the similarity between two graphs under the contextual matching paradigm.
Since in this setting, node similarities do not play a role, and the focus is on identifying edges that are similar, we first construct an association vector s(e) corresponding to each edge e = (u, v). 
DEFINITION 8 (ASSOCIATION VECTOR
where Γ(x, y) = 1, if x = y = 0 min{x, y}/ max{x, y}, otherwise
The context-aware similarity, cs(e, e ), between two edges e and e quantifies the correspondence in the conserved features:
EXAMPLE 5. To illustrate contextual similarity, we revisit query graph q1 and its context-aware match g1 in Fig. 1 With the power to compute the contextual similarity between two edges, we are now ready to define contextual similarity between two graphs. DEFINITION 9 (CONTEXTUAL SIMILARITY FUNCTION). For a subgraph g ⊆ G, which is an MCS of target graph G and query q, let φ : Vg → Vq be the injection from the vertices of g to q such that eg = (ug, vg) ∈ Eg if φ(eg) = (φ(ug), φ(vg)) ∈ Eq. The contextual similarity between g and q is defined as:
To summarize, the context-aware similarity measure aggregates the contextual similarity between the mapped edges. We next highlight some of key properties of the similarity function.
Properties
• Range of the similarity value: The similarity, cs(e, e ), between two edges e and e , ranges between 0 and 1. Consequently, the similarity between two graphs g1 = (V1, E1) and g2 = (V2, E2) ranges between 0 and max{|E1|, |E2|}.
• Monotonicity with size of subgraphs: Let g1 = (V1, E1) and g2 = (V2, E2) be two graphs such that E2 ⊇ E1 (and, therefore, V2 ⊇ V1). For any query graph q, it is guaranteed CGS(q, g2) ≥ CGS(q, g1). This follows from the fact that having more edges in g2 can never hurt the similarity since edge similarity is always a non-negative value. Consequently, searching only among maximal common subgraphs (MCS) of the query and the target graph are enough to identify the best matches.
• Statistical significance: Although we use chi-square statistic, X 2 , any other method of computing statistical significance can also be used to define the weight vector (Eq. 4). We use X 2 since it is well studied in literature [9, 37] and efficient to compute.
Identifying User Intent
We are given a set Ge of u query graphs. This constitutes our set of examples for the search results, which shall be used to find the user intent. In rest of the section we shall assume that exemplar query graphs ge i = (Ve 1 , Ee 1 , Fe 1 ) i ∈ {1 . . . u}, are isomorphic with the bijection from φij from Ve i to Ve j .
Individual weights, min over U
Weight vectors wi(.) is found for each edge in each of the exemplar graphs ge i separately.
DEFINITION 10 (EXEMPLAR CONTEXTUAL SIMILARITY).
For a subgraph g ⊆ G, which is an MCS of target graph G and exemplar graph ge i , let φi : Vg → Vg e i be the injection from the vertices of g to ge i such that eg = (ug, vg) ∈ Eg if φi(eg) = (φi(ug), φi(vg)) ∈ Eg e i . The contextual similarity between g and the u exemplar query graphs is defined as:
Normalized weights, min over U
Weight vectors wi(.) is found for each edge in each of the exemplar graphs ge i separately. We convert these individual weights into a single weight by taking a mean
DEFINITION 11 (EXEMPLAR CONTEXTUAL SIMILARITY). For a subgraph g ⊆ G, which is an MCS of target graph G and exemplar graph ge i , let φi : Vg → Vg e i be the injection from the vertices of g to ge i such that eg = (ug, vg) ∈ Eg if φi(eg) = (φi(ug), φi(vg)) ∈ Eg e i . The contextual similarity between g and the u exemplar query graphs is defined as:
Individual weights, mean over U
DEFINITION 12 (EXEMPLAR CONTEXTUAL SIMILARITY).
Normalized weights, mean over U
DEFINITION 13 (EXEMPLAR CONTEXTUAL SIMILARITY). For a subgraph g ⊆ G, which is an MCS of target graph G and exemplar graph ge i , let φi : Vg → Vg e i be the injection from the vertices of g to ge i such that eg = (ug, vg) ∈ Eg if φi(eg) = (φi(ug), φi(vg)) ∈ Eg e i . The contextual similarity between g and the u exemplar query graphs is defined as:
Identifying User Intent : Hybrid
We are given a set of u query graphs. This constitutes our set of examples for the search results, which shall be used to find the user intent.
In rest of the section we shall assume that u = 2 and the exemplar query graphs are ge 1 = (Ve 1 , Ee 1 , Fe 1 ) and ge 2 = (Ve 2 , Ee 2 , Fe 2 ). The two graphs are isomorphic with the bijection from φ from Ve 1 to Ve 2 .
Exact match
Given the set of exemplar queries we need to find the set of features F EM , for which the user intends exact match, i.e. she expects that none of the values of these features are any different in the search results. A feature fi is an exact match feature if,
∀v ∈ Ve 1 EXAMPLE 6. Consider the graph g1 and q2 from fig 1. If the "Area" of "Faloustos" was "DB", feature "Area" would be exact match feature.
Exact relation match
Given the set of exemplar queries we need to find the set of features F ER , for which the user intends exact match in terms of relations, i.e. she expects that none of the relation values of these features are any different in the search results. A feature fi is an exact match feature if, s(fi, e) = s(fi, φ(e)) ∀e ∈ Ee 1 EXAMPLE 7. Consider the graph g1 and q1 from fig 1, feature "Organisation" is exact relation match feature.
Learning the context
The context is learned individually for all the features in F C = F \ (F EM ∪ F ER ) in the u exemplar graphs. To obtain the weights of the features, we take mean of weights from all the exemplar graphs and then normalize the same. EXAMPLE 8. Let the set F C = {f1, f2}. Let the weights corresponding to ge 1 and ge 2 be (w 1 , w 2 ) and (w 1 , w 2 ) respectively. Then, the weights are(
), where w = w 1 + w 1 + w 2 + w 2 .
Problem Formulation
Our goal is to identify the k maximal common subgraphs between q and G having the largest contextual similarity.
PROBLEM 1 (TOP-k CONTEXTUALLY SIMILAR MCS).
Find the top-k contextually similar maximal common subgraphs of query graph q and target graph G.
Formally, given a query graph q = (Vq, Eq, Fq), a target graph G = (V, E, F), and a positive integer k, identify the subgraphs A = {g1 ⊂ G, · · · , g k ⊂ G}, such that 1. ∀gi ∈ A, gi is an MCS of G and q, and 2. g ⊆ G such that g is an MCS of G and q and CGS(g , q) > CGS(gi, q) for some gi ∈ A.
Searching for MCSs of q and G has several advantages over restricting to only exact embeddings of q in the target graph G, i.e, subgraphs of G that are isomorphic to q. First, we are able to extract good matches even when q is not a subgraph of G. Second, even when isomorphic embeddings of q are present in G, they may not have contextual similarity to q and, therefore, it is preferable to identify MCSs that have higher contextual similarity than the exact embeddings. Overall, MCSs allows us to be expand the search space and extract better contextual matches.
While we mostly discuss top-k queries, our similarity function as well as the proposed index structure can easily be applied to range queries. A discussion on range queries is included in Appendix A. We focus on top-k query since specifying k is more intuitive for the end user than a similarity threshold.
Complexity Analysis
PROOF. We prove that the problem is NP-hard by reducing the maximum common subgraph (M CG) isomorphism problem, which is NP-hard [23] , in polynomial time to it. Given a query graph q = (Vq, Eq, Fq) and a target graph G = (V, E, F), without loss of generality, assume that all the node feature values associated with the query and the target graph are identical. Under this setting, all the subgraph isomorphic matchings (if existent) of q in G possess the same and the largest contextual similarity. Moreover, any smaller sized (maximal) common subgraph between q and G will be of lower similarity when compared to the maximum common subgraph (the second property in Sec. 2.3.1). Thus, identifying the maximum common subgraph between q and G reduces to finding the most contextually similar subgraph of G to q, i.e., context-aware top-k querying with k = 1. Thus, proved. COROLLARY 1. Top-k context-aware querying is APX-hard.
PROOF. Since maximum common subgraph problem is APXhard [8, 27, 45] , our problem is APX-hard as well.
CGQ FRAMEWORK
Sec. 2.7 establishes that top-k context-aware querying is not only NP-hard but also hard to approximate. To overcome this computational challenge, we focus on building an index structure. The individual problems of indexing subgraph queries and indexing highdimensional points (feature vectors) have both been well studied [24] [25] [26] 48] . However, for situations where both the structure and the feature vectors matter, such as in CGS, very few techniques exist. Furthermore, in CGS, the importance of each dimension changes according to the weight vector (Eq. 4), which makes the existing index structures inapplicable. In summary, there are three primary challenges: (a) matching structures, (b) indexing the feature space, and (c) adapting to dynamic weight vectors. We next show how to handle theses challenges.
However, as a benchmark and to understand the problem better, we first analyze the naïve algorithm.
The Naïve Algorithm
The naïve algorithm simply enumerates each possible maximal common subgraph of the target and the query graph, and computes its contextual similarity. If the similarity is among the top-k, then the subgraph is part of the answer set.
MCSs are enumerated using the following bottom-up approach. First, we pick an arbitrary edge eq ∈ Eq from the query graph q and map it to an arbitrary edge e of the target graph. This forms an 1-edge common subgraph of q and G. Next, we try to grow into a 2-edge subgraph by extending both eq and e through one of their neighboring edges such that the two extended subgraphs are isomorphic and, therefore, a common subgraph of q and G. This procedure of growing through a neighboring edge continues iteratively till the grown subgraphs can no longer be isomorphic. The isomorphic subgraph where we stop is an MCS. This entire process is repeated by trying all possible edge combinations for the initial 1-edge common subgraph.
There are several bottlenecks in the above approach. First, the naïve algorithm evaluates an exponential number of subgraphs with respect to the target graph size. Second, the above procedure is completely oblivious to the feature vectors. More specifically, if a query edge eq is mapped to an edge e in the target graph such that eq and e capture highly dissimilar associations, then this mapping would contribute little to the contextual similarity. More generally, to achieve a high contextual similarity, the mapped edges must denote similar associations.
The straightforward way to rectify the above problem is to start the growth from a pair of edges that are similar and then extend them with other similar edges in the neighborhood. The proposed index structure CGQ builds on this idea. Instead of enumerating all possible subgraphs of G, CGQ identifies regions in the target graph that potentially contains the best match to the query. By processing only these promising regions, CGQ drastically prunes the search space. The promising regions are identified by carefully studying the properties of the contextual similarity function and employing these properties to compute an upper bound on the similarity value. We begin the development of CGQ by deriving these properties.
Properties of Edge Similarity
Given an edge e, the association vector s(e) (Def. 8) captures the features preserved in the association between its two end vertices. For a query edge eq, our goal is to find the edge e in the target graph having the most similar association vector. Since an association vector is essentially a high-dimensional point, an index structure such as R-tree [25] could have been used. However, R-Tree (or its variants [11] ) makes several assumptions that do not hold in our problem. Thus, we cannot use an R-tree as is, although our index structure is inspired from its design. Similar to R-trees, we use the concept of minimum bounding rectangles (MBR) to summarize the association vectors of a set of edges. The key aspects in which CGQ differs from R-tree are as follows.
• The distance function is assumed to be Euclidean. In our problem, the distance between two edges is computed using the weighted min-max similarity defined in Eq. 7.
• The computation of minimum and maximum similarity to an MBR is different in our problem due to the change in similarity function.
• Ours is a graph problem and thus we need to incorporate structural aspects in our search algorithm.
An MBR H can be uniquely represented by the co-ordinates of its lowest and largest diagonal points h min and h max respectively. . Next, we define the similarity between a association vector s(eq) of an edge eq and an MBR H as follows.
w(fi, eq)Γ(s(fi, eq), s(fi, e)),
More simply, cs(e, H) provides the maximum similarity between e and any possible edge contained within H. This similarity value can now be used to provide the following upper bound on D.
If H is an MBR on a set of d-dimensional association vectors D and eq is a query edge then, max ∀s(e)∈D {cs(eq, e)} ≤ cs(eq, H).
Theorem 2 allows us to upper bound the maximum similarity between a query edge and a set of edges in the target graph. We next build on this platform to develop a tree that facilitates rapid pruning of the search space.
CGQ-Tree
We perform hierarchical partitioning on the entire edge set E of the target graph G in a top-down recursive manner. Each partition is summarized by a d-dimensional MBR constructed over edges contained in the partition. An MBR is represented using its two diagonals. It is worthwhile to note that although the edge-sets between two sibling partitions are disjoint, their corresponding MBRs may overlap. Edges are stored only at the leaf nodes along with the MBRs constructed over them. Non-leaf nodes only store the MBRs. During the tree building phase, we ensure that each node has b children. This controls the depth of the tree.
Alg. 1 presents the pseudocode of the tree construction algorithm. Before we initiate the partitioning procedure, we construct d orderings of E by sorting them based on their values in each dimension. The partitioning procedure starts at the root node, which contains the MBR on the association vectors of the entire edge set E. The edges in the root node are partitioned and distributed among b child nodes. To partition a set of m edges, we first choose the feature fi having maximum variance (line 6). Each of the b child nodes receive values in feature fi and so on (lines 7-11).
1 After receiving the association vectors from the parent, the MBR on them is constructed and the process is recursively repeated on each of the newly created child nodes (line 9). The recursion stops when a node receives less than n edges, where n is a threshold, or all edges have an identical association vector (lines 4-5). Edges are stored only in the leaf nodes. At internal nodes, edges received from the parent are only used to create the MBR. The structure of the CGQ-tree. The leaf nodes are colored in grey. We do not explicitly show the association vectors in the leaf nodes due to space limitations. EXAMPLE 9. Fig. 2 illustrates the structure of the tree built on a set of 28 edges. The root node contains the entire set and is represented using the corresponding MBR. The branching factor, b is set to 3 and n to 4. At the second level, we partition the root on dimension 3 and three more nodes are formed. Here, note that although N ode3 has 10 edges, since all edges have the same association vector, we do not partition it any further. A recursive partitioning is performed on N ode1 and N ode2 to create level 2. Since all nodes at this level contain less than 4 vectors, no further partitions are performed.
Time Complexity: We start by sorting all edges based on their values in each dimension. This consumes O(d|E| log |E|) time. Next, at each level of the tree at most |E| edges are processed, where we compute the variance in each dimension, and thus requiring O(d|E|) time. Since, the height of the tree is at most log b |E|, the overall complexity is bounded by O(d|E| log |E|).
Space Complexity: There are O(|E|) nodes in the tree. Since each internal node stores only the diagonals of the MBR and all edges are stored only once in the leaf nodes, the total space complexity is O(|E|).
CGQ-tree allows us to quickly search edges that are similar to a query edge. Intuitively, we need to the follow a branch that is likely to lead to the best matching edge. Thus, starting from the root node, we prioritize all child nodes based on the distance of their MBRs to the query edge. The best child node is then chosen to explore next and the process is recursively applied till we reach a leaf node. The search procedure stops when all nodes that remain to be explored have a maximum possible similarity smaller than a target edge we have already found. In essence, we employ the best-first search algorithm. We discuss this more formally in Sec. 3.5.
Avoiding Local Maxima via Neighborhood Summarization
While the above algorithm is efficient in locating a similar edge, it is prone to getting stuck in local maxima. We illustrate this issue with Fig. 3 . In this figure, each node is characterized by only one feature, which is its color. Suppose we want to find the best matching edge to eq of query graph q in the target graph G. Consider e1 and e2 in the target graph. Both these edges are good matches since they preserve the color of their endpoints. Recall that in contextual similarity, node values are not matched; rather, we match features 10:
add cj as a child node of n
11:
E ← E − Ei 12: return node conserved in an edge. At this juncture, notice that e2's neighborhood is significantly different from the neighborhood of eq. More specifically, while eq's neighborhood is homogeneous in terms of color, e2's neighborhood is a mixture of different colors. Consequently, even though e2 is a good match to eq, it would be hard to find good matches for the neighboring edges of eq with those in the neighborhood of e2. As a result, matching eq with e2 is unlikely to lead to a graph with high contextual similarity. In contrast, e1 is not only similar to eq, but is also situated in a similar neighborhood with homogeneous colors. Consequently, the association encoded by edges in eq's neighborhood are likely to be similar to the associations captured by edges in e1's neighborhood. Therefore, e1 should be preferred over e2. To summarize the above discussion, searching for similar edges may lead us to a good match in a bad neighborhood (local maxima), and such leads should be avoided. A neighborhood is bad if the distribution of features is different from the neighborhood around the query edge. Therefore, an important question arises. How can we capture similar neighborhoods without explicitly performing edgeto-edge matches? To this end we propose neighborhood summarization. 
DEFINITION 15 (NEIGHBORHOOD SUMMARIZATION
N (e) = set of edges in the neighborhood of e.
Si(Bj, N (e)) =
e ∈N (e)
The neighborhood-aware similarity, ns(e, e ), between queryedge e and target-edge e quantifies the similarity of their neighborhoods. It is defined as, ns(e, e ) = 1(Si(Bj, e) ≤ Si(Bj, e ))
Here, nsi captures the fact that the neighborhood of e has enough instances of similarity vector. By ensuring this, we can prioritize the search on promising edges. Kindly note that in the calculation of nsi we only consider features having Si(Bj, e) > 0.
EXAMPLE 10. To illustrate neighborhood summarization, we revisit query graph q1 and its context-aware match g1 in Fig. 1 Assuming the number of buckets b = 10, we have S1(B10, N (e1)) = 2, because both the edges e2 and e3 take value 1 for feature 1, and this belongs to bucket B10. Also S1(Bi, N (e1)) = 0, ∀i = 10. Similarly, we get S2(B1, N (e1)) = 2 and S2(Bi, N (e1)) = 0, ∀i = 1; we get S3(B9, N (e1)) = 1, S3(B10, N (e1)) = 1 and S3(Bi, N (e1)) = 0, ∀i / ∈ {9, 10}. In g1 the values are, S1(B10, N (e 1 )) = 2 and S1(Bi, N (e 1 )) = 0, ∀i = 10. S2(B1, N (e 1 )) = 2 and S2(Bi, N (e 1 )) = 0, ∀i = 1; we get S3(B9, N (e 1 )) = 1, S3(B10, N (e 1 )) = 1 and S3(Bi, N (e 1 )) = 0, ∀i / ∈ {9, 10}.
Searching for similar neighborhoods
During the searching operation 3.5, we iterate over each of the edges in the leaf nodes of CGQ-Tree. During this phase we would want to prioritize the exploration over edges which have similar neighborhood as that of the query edge. To this effect we sort the edges in the leaf node based on the ns(e, e ) and explore the most similar edges first.
Time Complexity: During the indexing phase each of the edge's neighborhood is summarized. Summarization of an edge takes O(|N (e)|) time. Hence, the entire indexing phase takes O(E.degavg), i.e. O(E 2 /V ) time. Space Complexity: Each weight vector take b 2 space, but b being a constant, the overall cost is O(E).
The incorporation of the neighborhood summary completes the CGQ index. In the next section, we discuss how the CGQ-tree in conjunction with the sorted weigh vectors are employed to answer context-aware top-k queries.
CGQ Search Algorithm
In the naïve algorithm discussed in Sec. 3.1, we start from a common 1-edge subgraph, and grow them through neighboring edges to form an MCS. The initial 1-edge subgraph is formed by mapping an arbitrary edge in the query graph to an arbitrary edge in the target graph. With the help of CGQ index structure, the goals of our searching algorithm are two-fold. 1. Detect promising leads: Instead of mapping two arbitrary edges, identify a promising mapping such that the resultant 1-edge common subgraph leads to an MCS with high contextual similarity. Figure 4 : Flowchart of the searching algorithm in the CGQ framework.
Prune early:
Instead of discovering that the contextual similarity of an MCS is low after fully growing it, prune them early in their initial stages of formation. With these objectives in mind, we design our searching algorithm. Fig. 4 outlines the flowchart and Alg. 2 presents the pseudocode. As visible in Fig. 4 , there are three major phases: selecting the most promising query edge eq for exploration, identifying the best matching target edges, and growing MCSs from these initial seeds. We explain each of these phases next. Before we execute any of the phases, two operations are performed. First, we compute the weight vector for each edge in the query graph (line 1). Second, we initialize a priority queue called Ans, which stores the k most similar MCSs identified till now (line 2). Initially, Ans is empty.
Phase 1: Selecting the best query edge
Given a query graph q, we select the unexplored query edge eq ∈ Eq that has the highest similarity to the root node of CGQ-tree (line 5). An edge is unexplored if it has not already been selected in this phase in some earlier iteration.
Phase 2: Selecting the best target edges
In this phase, our goal is to find the best matching edges in target graph G to eq. Towards that, we use best-first search. Specifically, we initialize a priority queue, Cands (line 6). Cands stores MBRs corresponding to nodes in CGQ-tree and orders them in descending order of their similarity to the query edge eq (Theorem 2). Initially, Cands contains the root node. We iteratively pop the top node (or MBR) from Cands and insert all its children to Cands till a leaf node is reached. In this leaf node, we perform a beam stack search [53] with beam width bw (lines [13] [14] [15] [16] [17] [18] [19] [20] . Beam stack search selects the bw best matching target edges to eq and explores them further to identify contextually similar MCSs (Phase 3).
An edge in the target graph is a good match to eq if it has high contextual similarity and it is located in a neighborhood similar to that of eq's. Since the selected leaf node has the highest similarity to eq among all unexplored leaf nodes in CGQ-tree, it is likely that all target edges in this node are similar to eq. Thus, we shift our focus to neighborhood similarity and select bw edges having similar weight vectors to k. For that purpose, we first pick feature fi with probability proportional to its statistical significance. Mathematically,
If fi is the selected feature, we choose the target graph edge e n ← Cands.poll().
9:
max ← CGS(eq, n.M BR) .
10:
if max ≤ Ans.leastV alue() then 11:
if n is a leaf node then
13:
while CGS(eq, n.M BR) > Ans.leastV alue() and n contains unexplored edges do
14:
P Q ← Priority Queue containing bw unexplored edges with similar neighborhoods to eq
15:
while P Q is not empty do
16:
g ← P Q.poll()
17:
if CGS(g, q) ≤ Ans.leastV alue() then Add all MCSs in G to Ans and remaining subgraphs in G to P Q
21:
Add all children of n to Cands.
23: return Ans
that minimizes |w(fi, eq)−w(fi, e)|. Recall from our discussion in Sec. 3.4.1, that this requires O(log m) time, where m is the number of edges in this node. The same process is then repeated till bw target edges are selected.
Phase 3: Grow from bw seeds to identify MCSs
Each of the bw edges selected in the previous phase generates a common 1-edge subgraph of the query and the target graph. We now grow them to form MCSs using the standard algorithm explained in Sec. 3.1 (line 19). However, we impose a prioritization scheme. Suppose g = (Vg, Eg) is a common subgraph of the query and the target graph, but not necessarily an MCS. On g, we can apply the following bound. THEOREM 3. The maximum similarity of any MCS M formed by growing g further is CGS(q, g) = CGS(q, g) + |Eq| − |Eg|.
PROOF. The maximum similarity between any two edges is 1. Furthermore, the maximum number of edges in any MCS of q is |Eq|. Since at most |Eq| − |Eg| edges can be added to any MCS M formed through g, CGS(q, M ) ≤ CGS(q, g). COROLLARY 2. Let eq be a query edge and H be an MBR on some node in the CGQ-tree. The maximum similarity of any MCS M formed by mapping eq to some target edge contained with H is CGS(eq, H) = cs(eq, H) + |Eq| − 1.
Equipped with the above upper bounds, we prioritize each of the initial 1-edge common subgraphs based on CGS(q, g) (Theorem 3). More specifically, we initialize a third priority queue P Q and insert all 1-edge subgraphs in P Q (line 14). The subgraph g with the highest upper bound is popped from P Q and we check if CGS(q, g) is larger than the k th highest similarity score in Ans (line 17). If yes, then we explore all possible single edge extensions of g to create common subgraphs with one more edge (line 20) . If an extended graph of g is an MCS, then we add it to Ans. Otherwise, we insert it back in P Q (line 20). On the other hand, if the check fails, then we are guaranteed that none of the unexplored subgraphs in P Q can lead to a better solution than what we already have and hence Phase 3 completes (lines 7-18).
Tying all the phases together
As noted in Fig. 4 , after Phase 3 completes, we go back to Phase 2 if there is a chance of identifying better solutions (line 13). If this check passes we perform Phase 3 again with a new batch of bw edges. Otherwise, we pop the next node from Cands and find the way to the next most promising leaf node, where the iterative cycle of Phase 2 and Phase 3 is repeated. Once processing eq terminates, we repeat the entire pipeline from Phase 1 to Phase 3 on the next most promising unexplored query edge, provided that this edge can potentially lead to a more similar MCS than the k th most similar MCS till now (top MCS in Ans). This check is performed by applying Corollary 2 on each unexplored query edge (line 4).
Summary
In summary, we alter the generic technique to identify MCSs in two ways. We identify the best initial seeds to start our search from. This enables us to identify a region in target graph that has a high chance of having sub-graphs similar to the query graph. To further optimize the search algorithm, we adopt beam-stack search. Under this search scheme, instead of exploring one edge at a time, we simultaneously explore bw (beam width) edges and the related growths. This enables us to reach to a more promising subgraph sooner. The second differentiating factor comes from the application of Theorem 3, which allows us to prune off candidates that are not promising enough.
Correctness Guarantee: The CGQ framework provides the optimal answer set. We do not prune off any possibility without applying Theorem 3 or Corollary 2. Consequently, we do not lose out on an MCS that can be in the top-k answer set.
EXPERIMENTS
In this section, we benchmark the proposed techniques on real graph datasets and demonstrate their efficacy and efficiency.
Datasets
We consider a mix of directed and undirected real (large) graphs, as summarized in Table 2 .
• The Northeast (NE) biodiversity dataset [9, 36] • The DBLP dataset [2] represents the citation network of research papers published in computer science. Each node is a paper and a directed edge e = (u, v) from u to v denotes paper u being cited by paper v. Each node possesses 5 types of information (features): (i) publication venue, (ii) the set of authors, (iii) the year of publication, (iv) the rank of the venue, and (v) the subject area of the venue. The publication year and venue rank are numerical features while the rest are categorical in nature. The first three features are obtained from the DBLP database while the last two are added from the CORE rankings portal [1] .
• The DBLP (co-author) dataset [2] represents the co-authorship network of the research papers. Each node is an author of a paper and edges denote collaboration between two authors. Each node possesses 5 features: (i) number of papers published by the author, (ii) the number of years for which the author has been active (calculated as the difference between the latest and the first paper), (iii) the set of venues in which the author has published, (iv) the set of subject area(s) of the venues in which the author has published, and (v) the median rank of the venue (computed as the median of the ranks of all the venues where the author has published). The number of papers published, number of years active, and the median rank are numerical features, while the rest are categorical. Similar to the DBLP dataset, the first three features are from the DBLP database while the last two are from the CORE rankings portal [1] .
• The Pokec dataset [7] presents data collected from an on-line social network in Slovakia. Each node is a user of the social network and a directed edge e = (u, v) denotes that u has a friend v (but not necessarily vice versa). Each node is characterized by six features: (i) gender, (ii) age, (iii) joining date, (iv) timestamp of last login (v) public: a boolean value indicating whether the friendship information of a user is public, and (vi) profile completion percentage. While public and gender are categorical features, the rest are numerical in nature.
Experimental Setup
All experiments are performed using codes written in Java on an Intel(R) Xeon(R) E5-2609 8-core machine with 2.5 GHz CPU and 512 GB RAM running Linux Ubuntu 14.04.
Query graph: Query graphs are generated by selecting an edge uniformly at random from the target graph and then growing the graph to a desired size. Unless specifically mentioned, the default query graph size is 7 edges. All the reported results were averaged over 30 random query graphs.
Baseline: As discussed in Sec. 1, none of the existing techniques in the literature can be used for either answering context-aware queries or index them. Thus, the baseline technique for us is the naive algorithm discussed in Sec. 3.1.
Parameters: The decay parameter is set to δ = 0.25. Unless otherwise stated, the branching factor in CGQ-tree is b = 4. While building CGQ-tree, we set a node as leaf node if it contains less than 100 edges. Unless specifically, mentioned, the default value of k is set to 10.
Quality
We initiate the empirical evaluation by analyzing the quality of the results produced by CGQ. To demonstrate the efficacy of our proposed contextual similarity function -CGS (defined in Sec. 2.3) -we perform top-10 context-aware graph querying on the DBLP co-author dataset using queries comprising popular authors. In this experiment, each node is restricted to contain three features, namely -number of papers published, median venue rank, and subject area. The first two features are calculated as defined in Sec. 4.1, while the subject area corresponds to the area of the venue where the author has published most of her works. Note that, we do not necessarily present the rank-1 matches for the queries. Rather we present the results containing authors popular in the database community and thereby being relevant to the usual readers of a database paper. Nevertheless, the top-5 matches of each query are provided in Appendix in Figs. 10-12 for the readers' reference.
The first query presented in Fig. 6a represents a collaboration pattern comprising prolific authors -Jiawei Han, Philip S. Yu, and Charu C. Aggarwal -working in the field of data mining. presents the result ranked 2 in the CGQ framework. It is clearly evident that the proposed contextual graph similarity function is able to capture the context. More specifically, subject area and median rank are prevalent in the query graph and provide the context. Consequently, the rank-2 match of query 1 represents a collaboration pattern among prolific authors -Magdalena Balazinska, Ugur Çetintemel, and Michael Stonebraker -working in the field of databases. As can be seen, all the authors in Fig. 6b possess the median rank as "A*" and the subject area as "Databases".
To further highlight the importance of context, we compute the rank of the shown result (Fig. 6b) under traditional graph matching. Generally, traditional graph matching quantifies the quality of correspondence between the mapped nodes across two graphs [26, 29] . Thus, given an MCS g between a query graph q and a target graph G, the traditional similarity between q and g is calculated as the summation of min-max similarity (similar to Eq. 5) between the feature-values of the mapped nodes. For further details on the traditional similarity function please see Appendix B.
As can be seen, there is negligible similarity between features of the nodes in the two graphs. Consequently, regardless of the similarity function used to capture node similarity, these two graphs would always be considered dissimilar. It is therefore not surprising to observe that Fig. 6b has a rank beyond 10000 under the traditional graph matching paradigm As discussed in Sec 1, the importance of features is dynamic and must be learned from the query itself. The query in Fig. 5a demonstrates this ability of CGQ. More specifically, while the subject area provided context in query 1, in query 2, the context is provided by the high paper counts and Rank of the authors. The result, Fig 5b, is a collaboration pattern among authors from diverse backgrounds, but all prolific and publishing in top venues.
Finally, a third query is shown in Fig. 5c . Similar to the previous two queries, the result, shown in Fig. 5d , is intuitive and meaningful. The second result of this query, shown in Fig. 5e unearths a different property of the contextual similarity function: backward compatibility. More specifically, this is one of the rare results, where traditional matching provides a relatively high rank of 68. This high rank is not a consequence of traditional matching capturing the context, rather a coincidence where the node feature vectors between query 3 and result 3.2 happen to be similar (Sihem-Alberto, Nick-Yehoshua, Divesh-Jeffrey). Note that when the mapped nodes across two graphs are similar, from the formu- lation of association vector, it is guaranteed that the mapped edges would also be similar. Consequently, contextual similarity is backward compatible with traditional similarity. However, the same cannot be said about traditional similarity. As already observed, traditional matching, ranks majority (Figs. 6b, 5b, and 5d) of the shown results beyond 10000. This behavior is not a coincidence. It is practically impossible for traditional (contextoblivious) similarity metrics to retrieve matches at ranks similar or even close to that produced by the contextual graph similarity. Our next experiment substantiates this further by quantifying this uniqueness of CGQ. We perform a top-5 query on random query graphs with sizes varying from 3 to 10. For each of the retrieved CGQ results we find its rank using the traditional similarity function. Next, we plot the average traditional rank for each of the query graph sizes. Since it is hard to scale beyond top-10000 in traditional similarity function, if a CGQ result does not appear within top-10000 of traditional search, we set its rank to 10000. The result of this experiment is presented in Fig. 7a . It is clearly evident that the traditional rank of the top-5 contextually similar matches is greater than 10, 000 on average. This highlights the utility of CGQ in surfacing useful results that would otherwise remain hidden. Consequently, CGQ provides a significant step-forward in the domain of graph querying and is the key contribution of our work.
Efficiency and Scalability
In this section, we evaluate the efficiency and scalability of CGQ against various data input parameters and properties.
First, we compare the performance of CGQ index with the baseline technique (Sec. 3.1). We perform top-10 queries on the Northeast dataset using random query graphs of sizes varying from 3 to 12 edges. The result is shown in Fig. 7b . As is evident, CGQ is up to 9 times faster for query graphs of size till 5 and more than 1000 times faster for larger sizes. The poor performance of baseline technique is because of the complex nature of our problem. The problem by itself is NP-hard, and in addition, since we are looking for maximal common subgraphs, we cannot employ any sophisticated search scheme involving the structure of graph. In addition, the non-importance of labels further increases the search space. CGQ is able to overcome this bottleneck by exploiting the signals hidden in the feature space and weight vectors, using which it identifies regions in the target graph that contain the best matches to the query. Hence, large portions of the search space is pruned off. An alternative view of the same result in terms of speed-up against query graph size is provided in the Appendix in Fig. 9b Fig . 7c demonstrates the growth of querying time against query graph size. As expected, the growth of search time is exponential in nature. This is natural since the search space grows exponentially with query graph size. Nonetheless, CGQ successfully mitigates the effects of exponential growth through effective pruning mechanisms, which limits the running time to a maximum of only 80ms.
Notice that CGQ is fastest in Pokec even though Pokec is the largest network containing more than 30 million edges. The reason behind this behavior is that the variance in the features in Pokec is low. Consequently, the chance that a randomly picked subgraph is identical to the query is larger. Owing to this property, the search for the query graph converges quickly. On the other hand, the DBLP datasets are more heterogeneous and therefore provide a tougher challenge. Overall, these results establish beyond any doubt that CGQ is a fast search mechanism. In this three datasets, the baseline technique is unable to scale beyond query graph size of 5.
The comparison with baseline for smaller query sizes is provided in Fig. 9a in Appendix. Even for smaller query sizes, CGQ is more than three orders of magnitude faster. The second most important factor influencing the querying time is the target graph size. We study its effect on the two largest datasets: DBLP co-author and Pokec. Figs. 7d-7e present the results. For this experiment, we extract four different subgraphs of the entire network covering 25%, 50%, 75% and 100% of the nodes (and all edges between them) of the entire network. To pick a subgraph covering X% of all nodes in the entire network, we start from an arbitrary node, and perform a random walk till at least X% of the nodes have been visited at least once. On each of the subgraphs, we plot the growth rate of querying time across various query graph sizes. As anticipated, the querying time increases with increase in target graph size. This is natural since the search space increases exponentially with increase in target graph size. Notice that the growth rate is higher in Pokec than in DBLP co-author dataset. Since Pokec is much more dense, the search space increases more drastically with addition of nodes in the target graph. Figs. 7f-7g further drills into the impact of target graph size and studies its impact as a function of query graph size. Here, we observe a more linear growth rate similar to the results of Fig. 7c .
The final factor influencing querying time is k. Fig. 7h presents the growth of querying time across various values of k. As expected, the querying time increases with increase in k. What is more interesting to observe however is that the querying time flattens out very rapidly. The relatively flat growth rate of the querying time stems from the fact the number of subgraphs explored till the answer set converges remains relatively same even for larger values of k. Hence, the flat running time.
After a thorough investigation of the querying time, we shift our focus to offline indexing costs. As a first step, we plot the time taken to construct the CGQ-Tree index structure in Figs. 7i-7j and even on Pokec, it completes within 11 minutes. Note that index construction is a one-time offline activity and thus not a critical aspect. However, the memory foot print of the index structure is a relatively more important aspect. In Sec 3.4.1 we proved that CGQTree has a linear space complexity with respect to the number of edges in the target graph size. This result is reflected in Fig. 8a where we calculate the memory footprint against the number of edges in the target graph. To extract a subgraph of desired size from Pokec, we use the same random walk based method employed earlier in Figs 7f-7g. The linear growth rate of memory footprint is a highly desirable characteristic, which allows CGQ to be applied on million-scaled datasets. As can be seen, even for a graph having 30 Million edges, we consume less than 3GB of memory. Overall, these results establish that CGQ is not only scalable in querying time, but also in its index construction costs.
Optimization
The CGQ framework has three major components: CGQ-Tree for similar edge search, weight-vectors for identifying similar neighborhoods and the beam-stack search during query time. Each of these components are not required for the correctness of the search algorithm but contribute immensely to the efficiency of the operation. In this section we demonstrate the importance of each of these components in performing an efficient search. In addition, we look into the effects of the internal parameters used by CGQ.
To demonstrate the importance of CGQ-tree, we compare the time taken for top-k search with CGQ-tree and without the tree. Since the running times for top-k queries without CGQ-tree on DBLP datasets and Pokec are prohibitively large, we restrict this experiment to the Northeast dataset. We generate random query graphs of sizes varying from 3 to 12 and perform top-10 query on them using both the search techniques. The results are shown in Fig. 8b . The use of CGQ-tree provides up to 74 times speedup over a search without CGQ-tree, thus establishing its importance.
Next, we study the importance of weight vectors in identifying similar neighborhoods. Using the same design of the previous experiment, we compare the time taken for top-k search using two techniques, CGQ and CGQ without neighborhood-based prioritization. Fig. 8c presents the results in the DBLP co-author dataset. We observe that for smaller query graphs, CGQ without neighborhood optimization performs better. However, for larger query graphs neighborhood optimization helps. This is due to the fact that for smaller query graphs, the neighborhood of a query edge itself is very small and thus they lack much discriminative information. When the query size grows, the neighborhood of an edge is larger and can therefore be used to discriminate between various regions of the target graph and prune the search space more effectively.
Beam-width controls the number of simultaneous subgraphs we grow to form maximal common subgraphs. A beam-width of one would make the search work like a depth-first search. On the other hand, an infinite beam width would degenerate to best-first search. To study the effect of this parameter, we run top-10 query with beam-width varying from 1 to ∞. The results of the experiment are in Fig. 8d . Generally, a beam width between 40 and 60 provides the highest speed-up. In comparison to a beam width of 1, for DBLP dataset beam search performs up to 4 times faster and for DBLP co-author dataset, beam-search is up to 2 times faster. This observation follows from the fact that in depth-first search we have no chance for retracting from an ineffective search. On the contrary, beam-search provides us enough room to explore the more promising results. The benefits of multiple search is negated in the case of ∞ beam-width because our algorithm now spends more time switching between the best results, which is analogous to the case of thrashing in operating systems.
Finally, we analyze the impact of branching factor of CGQ-tree on the querying time performance. The results of the experiment are in Fig. 8e . Across all three datasets, the best performance is observed at a branching factor of 4. All datasets show relatively higher querying times for a branching factor of 2. This could be attributed to an increase in the height of the tree. In addition at lower values, each node contains more edges, and as a result the similarity upper bounds are loose. Owing to these reasons, the querying time initially decreases with an increase in the branching factor. Eventually, the querying time either stabilizes or starts to increase. This is attributed to the fact that the node size reduces with the increase in branching factor. Since our beam-stack search is largely restricted to each node, we eventually loose out its benefits.
RELATED WORK
The general problem of graph querying has been studied extensively over the past decade. Here, we overview the existing works that overlap with our problem. Traditional Similarity Measures: Research work done in both exact and approximate (sub-)graph querying have employed the use of a plethora of similarity measures. The most prominent of them being graph edit distance [51, 52] , maximum and minimum common subgraph [13, 21] , edge misses [41] , structural similarity [39, 40, 42] , node-label mismatches [39, 40] . However, all of these distance methods operate oblivious to the presence of context in the query graph, thereby ignoring its impact on the eventual query-target graph similarity computation. Information Propagation based Similarity Measures: Information propagation is a popular approach for capturing the interactions represented in the h-hop neighborhoodneighborhood of each node. This concept significantly increases the expressive power of the similarity functions so designed, and has been used by NESS [28] , NeMa [29] and DeltaCon [19] . However, despite capturing the neighborhood in a better way, all these techniques lack the ability to adapt the distance function based on the query context. Context-Aware Querying: As discussed in Section 1, the importance of query context has been widely studied and appreciated in the domain of text databases facilitating web-searches. With wide-spread research in the use of context for effective querying [17, 18, 46, 47] , query suggestions and auto-completion [10, 14] and recommendations [50] , this concept has become quotidian for web search. However, its use has been surprisingly absent in the field of (sub-)graph querying. Although [16] claims to employ the use of context for object connection discovery in large graphs, this claim is not completely true as the idea is to just to use the concept of modularity to create communities, which are eventually used as the context of a node. Thus, [16] just captures the structural/topological context and is clearly not extensible to employ the use of node labels present in labeled graphs to understand the context. Moreover, the problem of object connection discovery is simpler when compared to that of (sub-)graph querying. In sum, this work (CGQ) presents the first-ever effort in bringing the power of context to facilitate (sub)-graph querying in large networks.
Note that although literature has witnessed a plethora of indexing techniques for (sub-)graph querying [20, 22, 28, 29, 31, 32, 38-41, 43, 44, 54] , we do not compare against any of these methods owing to the reasons that are three fold. First, the notion of context has never been studied in the broad domain of graph querying, and thus, the requirements for index-structures to be flexible and adapt to dynamically changing distance functions with queries has not been met by the existing techniques. Secondly, the indexstructures are usually designed keeping a certain requirement of the problem formulation or similarity function in mind, i.e. incorporating capabilities for -structural matching, label matching etc.; these methods are therefore fine-tuned according to a specific use-case(s) and hence are inherently inextensible to newer similarity functions. Lastly, while one may argue that a host of state-of-the-art methods for searching subgraph isomorphic embeddings of a query graph in a target graph [30] (and the references therein) can be easily extended to new similarity functions and should be used as a baseline, these methods are not capable of finding maximal common subgraphs, which is central to our problem formulation.
CONCLUSIONS
In this paper, we addressed the problem of graph querying in real-world networks under a novel context-aware paradigm, where we learn the context prevalent in the query graph. Since majority of the works in the literature operate oblivious to the existence of context in the query graph, there exist limitations in graph querying in real-world scenarios. Consequently, we introduced the most contextually-similar subgraph matching problem and devised CGQ (Context-Aware Graph Querying); by coming up with a novel similarity function and a subgraph matching technique which is contextaware. Moreover, to address the computational challenges posed by graph querying we designed a flexible hierarchical CGQ Index and highly efficient querying algorithms. Our empirical studies on real-world graph datasets showed that our algorithms are effective, efficient and scalable, thereby providing a speed-up of up to three orders of magnitude over a baseline strategy.
To summarize, the traditional similarity measure captures both: node-level similarity using the feature-values and structural similarity using the number of edge matches. It can be observed that, the maximum similarity a graph g can have to any other graph is |Eg| + |Vg|. 
