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BORN-OPPENHEIMER APPROXIMATION FOR AN ATOM IN
CONSTANT MAGNETIC FIELDS
SOHEI ASHIDA
Abstract. We obtain a reduction scheme for the study of the quantum evo-
lution of an atom in constant magnetic fields using the method developed by
Martinez, Nenciu and Sordoni based on the construction of almost invariant
subspace. In Martinez-Sordoni [16] such a case is also studied but their re-
duced Hamiltonian includes the vector potential terms. In this paper, using
the center of mass coordinates and constructing the almost invariant subspace
different from theirs, we obtain the reduced Hamiltonian which does not in-
clude the vector potential terms. Using the reduced evolution we also obtain
the asymptotic expantion of the evolution for a specific localized initial data,
which verifies the straight motion of an atom in constatnt magnetic fields.
1. Introduction
In this paper we study the evolution of the system of one nucleus and some
electrons which is neutral, i.e., the total electric charge is zero, in constant magnetic
fields and external electric potentials. We construct the reduction scheme of the
evolution of the system to the evolution of center of mass of the particles with
small error terms which is regarded as Born-Oppenheimer approximation. It is
shown that the reduced evolution of the center of mass does not depend on the
magnetic field, which implies the straight motion of the center of mass when the
external potential does not exists.
The Hamiltonian of an atom with a nucleus and N electorns moving in constant
magnetic fields has the form
(1.1) Pˆ =
1
2m
(Dx1 − e1A(x1))
2 +
N+1∑
i=2
1
2me
(Dxi − eA(xi))
2
+
∑
i<j
Vij(xi − xj) +
N+1∑
i=1
Vi(xi).
Here x1 ∈ R
3 (resp., m) denotes the position (resp., the mass) of the nucleus,
xj , j ≥ 2 (resp., me) denote the position (resp., the mass) of electrons and Vij
(resp., Vi) are interaction (resp., external) potentials. e1 (resp., e) denotes the
charge of the nucleus (resp., electrons) and A denotes the vector potential.
There is a lot of literature on the quantum many body problem. Especially
the large time asymptotics of the solution of the Schro¨dinger equation has been
studied intensively and the complete classification of the asymptotic behavior called
asyptotic completeness was proved for a large variety of potentials (see Derezin´ski-
Ge´rard [4]). We do not deal with such a problem here, but we study the phenomenon
which happens when there are differences of the mass of the particles instead.
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Roughly speaking the Born-Oppenheimer approximation saiys the following. Since
the electrons are lighter than the nuclei, they move rapidly and adjust their state
adiabatically as the nuclei moves more slowly. To develop the mathematical theory
of the Born-Oppenheimer approximation, the ratio of electronic and nuclear mass is
denoted by h2 and regarded as a small parameter. Before we consider the case with
magnetic fields, it is instructive to recall the results for the case without magnetic
fields. In this case the Hamiltonian of some nuclei and electrons is written as
P (h) = −h2∆x −∆y + V (x, y),
where we denote the coordinates of the electrons by y and that of the nuclei by x.
Our purpose is to study the asymptotics of the solution of the Schro¨dinger equation
ih∂tϕ = P (h)ϕ as h→ 0. From the intuitive description of the Born-Oppenheimer
approximation above if the electrons are in bound states for the fixed nuclei, i.e. the
bound states for Pe(x) := −∆y+V (x, y) at the initial time, we expect the electrons
remain in the bound states even after time passes. This suggests there is an almost
invariant subspace close to the electronic bound states under the evolution e−itP (h).
The almost invariant subspaces are described by the projections (see Nenciu
[17, 18]). If an orthogonal projection Π satisfies [P (h),Π] = O(h∞), then e−itPΠ =
Πe−itP + O(h∞|t|) holds which means RanΠ is the almost invariant subspace.
We expect there exists such a projection Π such that Π − Π0 = O(h) where
Π0 =
∫ ⊕
Π0(x)dx and Π0(x) is the spectral projection onto an arbitrarily cho-
sen part of the discrete spectrum of Pe(x) separated from the other part of the
spectrum. In Nenciu [17, 18] the projections onto almost invariant subspaces were
constructed by recurrence formula and another construction by pseudodifferential
calculus was introduced by Helffer-Sjo¨strand [10] and Sjo¨strand [21]. In the case
of Born-Oppenheimer approximation the almost invariant subspace does not seem
to exist according to the physical intuition saying that the adiabatic decouppling
becomes weaker and weaker when the energy increases. However for any cutoff
function χ a projection Π which satisfies [P (h),Π]χ(P ) = O(h∞) is constructed by
Sordoni [22]. Using the projection Π the quantum evolution e−itP/h of the molecule
is reduced to the evolution of the nuclei e−itG/h where G is a k× k matrix of semi-
classical pseudodifferential operators H2(Rnx) → L
2(Rnx), of the nuclei-variables, k
being the rank of Π0 (see Martinez-Sordoni [15, 16]). The symbol of G is written
as g = ξ2Ik + µ(x) +
∑∞
j=1 gjh
j , where Ik is the k-dimentional identity matrix and
µ(x) is a matrix of Π0Pe(x) in a basis of RanΠ0.
Let f be a generalized coherent state of nuclei and ψ be a bound state of electrons.
The initial state of the form f(x)ψ(x, y)+O(h) is used by Hagedorn (see Hagedorn
[6, 7, 8] and Hagedorn-Joye [9]). In semiclassical limit the quantum evolution of
generalized coherent states admits an asymptotic expantion each term of which is
a generalized coherent state centered at the point reached by the classical flow (see
Combescure-Robert [3] and Combescure [2]). In [16] Martinez and Sordoni applied
this expantion to G in order to obtain the evolution like that of Hagedorn.
We now return to the case with constant magnetic fields. Its coordinates perpen-
dicular to the magnetic field stay in a bounded region as in the classical mechanics.
When there are N particles, the center of mass of the particles does not move freely,
so that we cannot devide the motion of the particles into the internal and external
motion. However, if the total charge of the particles is zero, there is a subspace
Hbound of L
2(R3N ) such that internal coordinates of the particles in the state in
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Hbound stay in a bounded region and the particles travel to infinity across the mag-
netic field (see Ge´rard- Laba [5]). This would occur from the viewpoint of the calssi-
cal mechanics because the Lorentz force on the particles with the opposite charge
has the opposite direction and the particles interact with the interaction potential.
Thus we expect when there is an atom, the electrons around the nucleus offset the
influence of the magnetic fields. Hence it seems to be natural that the vector poten-
tial terms do not appear in the reduced Hamiltonian G. The Born-Oppenheimer
approximation with magnetic fields is also dealt with by Martinez-Sordoni [16] but
in their construction the term h2(Dx − eA(x))
2 remaines in G. This is because
in thier coordinates where independent variables are positions of the particles, the
effects of magnetic fields on the nuclei and the electrons are treated separately and
therefore even if we restrict the Hamiltonian P on RanΠ0, the effect of magnetic
fields does not disappear. Our purpose is to construct a reduction scheme from Pˆ
in (1.1) to G without vector potential terms.
To obtain such G we change the coordinates (x1, . . . , xN+1) to the new coordi-
nates where independent variables are the center of mass x and the relative position
y = (y2, . . . , yN+1) of the electrons from the nucleus. Then the Hamiltonian Pˆ is
transformed into a certain operator P˜ . Next we transform P˜ by a unitary transfor-
mation V = exp
(
−ieA(x)
∑N+1
i=2 yi
)
as P := VP˜V∗. The transformed Hamiltonian
is written in the following form:
P = h2D2x − 4h
2e
N+1∑
i=2
A(yi)Dx +
N+1∑
i=2
L2i + h
2Q + V (x, y).
Here Li = Dyi − eA(yi), the potential V (x, y) is devided as V (x, y) = V0(x, y) +
V ′(x, y), where V0 is the zeroth order term with respect to h, and Q is a certain
operator on L2(R3Ny ). We regard Pe(x) =
∑N+1
i=2 L
2
i + V0(x, y) as the electric
Hamiltonian and denote the spectral projection onto the chosen part of the discrete
spectrum of Pe(x) by Π0(x).
Our main results, Theorems 2.4-2.8 in Section 2 can be illustrated as follows.
For any cutoff function χ ∈ C∞0 (R) there exists an orthogonal projection Π(h)
onto the almost invariant subspace close to Π0, that is [P,Π]χ(P ) = O(h
∞) and
Π−Π0 = O(h). There also exists a reducing transformation
W : L2(R3(N+1))→ (L2(R3x))
⊕k,
where k = RankΠ0, and reduced Hamiltonian G which is k × k self-adjoint matrix
of operators on L2(R3x) without vector potential term such that the restriction U
of W to RanΠ is a unitary operator satisfying
e−itP/hΠϕ0 = U
∗e−itG/hUΠϕ0 +O(|t|h
∞‖ϕ0‖),
for ϕ0 ∈ Ranχ(P ). This means that the motions of all the particles are reduced to
the motion of the center of mass. Moreover, if k = 1 and the initial data is
ϕ˜0 = (πh)
−3/4Π˜χ(P˜ )(eixξ0/h−(x−x0)
2/2hu˜1(x)),
where Π˜ := V∗ΠV and u˜1 ∈ Ran(V
∗Π0), we have the following expansion for the
evolution e−itP˜ /h:
e−itP˜ /hϕ˜0 = e
iδt/h
3(N−1)∑
µ=0
cµ(t;h)φµ,tv˜µ(x) +O(h
N/4),
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where δt and cµ(t;h) are constants depending on t and h, φµ,t is the generalized
coherent states centered at the point reached by the classical flow of the symbol g
of G, and v˜µ ∈ C
∞(R3;L2(R3Ny )).
The difficulty in our construction of Π is that when we expand the symbol of
the resolvent (P − z)−1 in formal power series in h as
∑∞
j=0 qj(x, ξ; z)h
j where qj
are operators on L2(R3Ny ), the power of y contained in qj(z) becomes of higher
order as j increases. This difficulty is overcome by the exponential decay of the
eighenfunctions of Pe and the fact that the line integral πˆj :=
∮
Γ
qj(z)dz where Γ is
a certain curve can be written as the sum of the terms containing Π0. To prove the
boundedness of χ(P )Πˆj where Π˜j := Op
w
h (π˜j), we also use the similar but slightly
different expantion of the symbol of (P − i)−1.
The result of Ge´rard- Laba [5] mentioned above also indicates that if the total
charge is zero and the initial data is in a certain subspace of L2(RN ), the particles
can travel across the magnetic field. This result holds without any approximation
but in our Born-Oppenheimer framework the localization is clearer, and although
Ge´rard- Laba [5] considered the case without external potentials in which the pseu-
domomentum of the center of mass commutes with the Hamiltonian, our result
covers the case with smooth bounded external potentials.
The content of this paper is as follows. In sec. 2 we transform the Hamiltonian
into the form without vector potential term of nuclear variable, introduce our as-
sumptions and state our main results. In sec. 3 we prove the main results. In the
Appendix we collect the results we need on the pseudodifferential operators with
operator valued symbols.
2. Some preliminaries and main results
We suppose the magnetic field is parallel to the third axis, so that the vector
potential is written as
A(x) =

0 −b 0b 0 0
0 0 0

x.
where b > 0 is a constant. Setting the mass of electrons to 1 we introduce new
coordinates (x, y2, . . . , yN+1) = (x, y) ∈ R
3 × R3N by setting
x =
1
M
(
mx1 +
N+1∑
i=2
xi
)
, M = m+N
yi = xi − x1, 2 ≤ i ≤ N + 1.
Here M is the total mass, x is the position of center of mass and yi is the position
of the electrons relative to the nucleus. With this choice of coordinates, we have
the Hamiltonian
P˜ = h2D2x − 2h
2e
N+1∑
i=2
A(yi)Dx +
N+1∑
i=2
L˜i(x)
2 + h2Q˜+ V (x, y)
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where h2 = 1M , L˜i(x) = Dyi − eA(yi + x), and writing f =
∑N+1
i=2 yi, V (x, y) and
Q˜ = Q˜1 + Q˜2 are as follows.
V (x, y) =
N+1∑
i=2
V1i(yi) +
∑
2≤i<j
Vij(yi − yj)
+ V1
(
x− h2f
)
+
N+1∑
i=2
Vi
(
x+ yi − h
2f
)
,
Q˜1 =
1
1−Nh2
(
N+1∑
i=2
L˜i(x)
)2
,
Q˜2 =
1
1−Nh2

2N+1∑
i=2
L˜i(x)
(
N+1∑
i=2
eA
(
yi + h
2f
))
+
(
N+1∑
i=2
eA
(
yi + h
2f
))2
+ 2
N+1∑
i=2
eL˜i(x)A(f) + h
2e2A(f)2.
We apply the unitary transformation V := exp
(
−ieA(x)
∑N+1
i=2 yi
)
and its in-
verse to P˜ and obtain
P = VP˜V∗
= h2D2x − 4h
2e
N+1∑
i=2
A(yi)Dx +
N+1∑
i=2
L2i + h
2Q + V (x, y).
Here, Li = Dyi − eA(yi), and Q = Q1 +Q2, where
Q1 =
1
1−Nh2
(
N+1∑
i=2
Li
)2
,
Q2 =
1
1−Nh2

2N+1∑
i=2
Li
(
N+1∑
i=2
eA
(
yi + h
2f
))
+
(
N+1∑
i=2
eA
(
yi + h
2f
))2
+ 2
N+1∑
i=2
eLiA(f) + 2h
2e2A(f)2.
We write
V0(x, y) =
N+1∑
i=2
V1i(yi) +
∑
2≤i<j
Vij(yi − yj) + V1(x) +
N+1∑
i=2
Vi(x+ yi).
Note that V0(x, y) is the zeroth order terms with respect to h of formal taylor
expantion of V (x, y). We regard Pe(x) =
∑N+1
i=2 L
2
i +V0(x, y) as the electric Hamil-
tonian.
Remark 2.1. If ϕ is a solution of ih∂tϕ = Pϕ, then V
∗ϕ is a solution of ih∂tϕ = P˜ϕ.
Since V∗ is multiplication of the complex number with modulus 1, V∗ϕ has the same
modulus as ϕ.
We suppose the potentials Vij and Vi satisfy the following assumptions.
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(H1) (i) Vij are real valued function ∆-bounded with relative bound smaller
than 1.
(ii) Vi ∈ C
∞ are real valued function and for any α ∈ N3 there exist a
constant Cα such that
|∂αVi(r)|≤ Cα.
By (H1) Pˆ is well defined as a self-adjoint operator with the domain {u ∈ L2(R3(N+1)) :
((Dx1 − e1A(x1))
2 +
∑N+1
i=2 (Dxi − eA(xi))
2)u ∈ L2(R3(N+1))}, so that P is also
self-adjoint with some domain. Pe(x) can also be regarded as a self-adjoint operator
with the domain {u ∈ L2(R3N ) :
∑N+1
i=2 L
2
iu ∈ L
2(R3N )}. We also suppose that
(H2) The spectrum σ(Pe(x)) is the union of two disjoint components σj(x), j =
0, 1, such that σ0(x) is a part of discrete spectrum of Pe(x) with the corre-
sponding subspace of L2(R3N ) being finite dimentional and there exists a
number d > 0 such that
inf
x∈R3
dist(σ0(x), σ1(x)) ≥ d.
Remark 2.2. By (H2) it is easy to see that there exist a continuous family of loops
γ(x) which encloses σ0(x) for each x and infx∈R3 dist(γ(x), σ(Pe(x))) > d
′ for some
d′ > 0.
We denote by Π0(x) the spectral projection of Pe(x) corresponding to σ0. We
also suppose the following assumption.
(H3) RanΠ0(x) is spaned by a orthonormal basis (u1(x, y), . . . , uk(x, y)) ∈ C
∞(R3;L2y)
such that ∫
R3N
|ui(x, y)|
2e2α|y|dy < C,
where constants C > 0 and α > 0 do not depend on x.
Remark 2.3. If Vi(r) ≡ 0, 1 ≤ i ≤ N + 1, then σ1(x) and Π0(x) don’t depend on
x, so that the assumptions (H2) and (H3) are obviously satisfied. If the fluctuation
of Vi is small enough, by the upper semicontinuity of the spectrum the eigenvalues
in σ0 do not cross each other, so that the corresponding eigenfunctions are smooth
orthonormal basis. Moreover if Vi are periodic, the eigenfunctions decay uniformly
with respect to x since Ωǫ in the proof of Agmon [1, Theorem 4.1] can be chosen
uniformly in x.
Our main results are concerned with the almost invariant subspace which is close
to electronic eigenspace. In the following theorem, a = O(h∞) means a = O(hN )
for any N ∈ N.
Theorem 2.4. Assume (H1)-(H3) hold true. Then for any Φ ∈ C∞0 (R) there
exists a orthogonal projection Π(h) on L2(R3(N+1)) such that
‖Π−Π0‖L2(R3(N+1)) = O(h),
and, for any χ ∈ C∞0 (R) such that χφ = χ, we have
‖χ(P )[Π, P ]‖L2(R3(N+1)) + ‖[Π, P ]χ(P )‖L2(R3(N+1)) = O(h
∞).
Theorem 2.5. If ϕ is the solution of ih∂tϕ = Pϕ with initial data ϕ0 satisfying
χ(P )ϕ0 = ϕ0 for some χ ∈ C
∞
0 (R) such that χφ = χ, then
(2.1) ϕ = e−itP1/hΠϕ0 + e
−itP2/h(1−Π)ϕ0 +O(|t|h
∞‖ϕ0‖),
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where P1 := ΠPΠ and P2 = (1−Π)P (1−Π) is self-adjoint on a domain containing
D(P ).
We can reduce the evolution e−itP1 to an evolution on the L2 space of only
nuclear variables. To state the next result we use h-admissible operators. For the
definition of h-admissible operators see the the Appendix.
Theorem 2.6. There exists a h-admissible operator
W : L2(R3(N+1))→ (L2(R3x))
⊕k
with operator valued symbol and k×k self-adjoint matrix G of h-admissible operators
on L2(R3x) such that the restriction U of W to RanΠ:
U : RanΠ→ (L2(R3x))
⊕k
is a unitary operator which satisfies
UP1Π = GUΠ,
so that e−itP1/hΠ = U∗e−itG/hUΠ. The symbol g(x, ξ) of G has the following form:
g(x, ξ) = ξ2Ik + µ(x) +
∑
i≥1
hjgj(x, ξ),
where µ(x) is the matrix of Π0(x)Pe(x) in (u1(x), . . . , uk(x)) and g(x, ξ) does not
contain vector potential terms.
Remark 2.7. When more than one nucleus exists, these results with the operator
G without vector potential term does not seem to hold because each electron is
possessed by more than one nucleus at the same time and the electrons around
each nucleus does not necessarily offset the influence of magnetic fields.
The next result is concerned with more explicit expression of the solution of
the Schro¨dinger equation for a special initial data. Let us write u˜j(x) := V
∗uj(x).
Then (u˜1(x), . . . , u˜k(x)) are the orthnormal basis of RanΠ˜0(x) where
Π˜0(x) := V
∗Π0(x)V .
which is the spectral projection of P˜e(x) =
∑N+1
i=2 L˜i(x)
2 + V0(x, y) corresponding
to σ0(x).
Let αt = (xt, ξt) be the solution of
(2.2) xt =
∂g
∂ξ
(xt, ξt), ξt =
∂g
∂x
(xt, ξt)
starting from initial data α0 = (x0, ξ0). Let (ηn, ζn), n = 1, 2, 3 be the independent
solutions of
(2.3)
(
η˙
ζ˙
)
= JMt
(
η
ζ
)
,
with initial data
(ηn)j |t=0 = δjn, (ζn)j |t=0 = iδjn,
where (ηn)j is the jth component of ηn,
J =
(
0 I
−I 0
)
,
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I being the unit matrix and Mt is the Hessian of g at αt:
(Mt)i,j =
(
∂2g
∂α2
)
i,j
∣∣∣∣
α=αt
.
By Theorem 2.5 and Theorem 2.6 as in Martinez-Sordoni [16, Theorem 11.3] (see
also Combescure-Robert [3]), we have the following theorem.
Theorem 2.8. Let k = 1 and ϕ˜0 ∈ L
2(R3(N+1)) be as follows
ϕ˜0 = (πh)
−3/4Π˜χ(P˜ )(eixξ0/h−(x−x0)
2/2hu˜1(x)),
where Π˜ = V∗ΠV, and χ = 1 near ξ20 + µ(x0). Then there exists C > 0 such that
for any integer J ≥ 1 one has
(2.4) e−itP˜ /hϕ˜0 = e
iδt/h
3(J−1)∑
µ=0
cµ(t;h)φµ,tv˜µ(x) +O(h
J/4),
where
cµ(t;h) =
Jµ∑
j=0
hj/2cµ,j(t),
cµ,j are polynomials with respect to ∂
γg(xt, ξt) and Reηn, Imηn,Reζn, Imζn 1 ≤ n ≤
3,δt :=
∫ t
0 (x˙sξs − g(xs, ξs))ds + (x0ξ0 − xtξt)/2 and v˜µ ∈ C
∞(R3;L2y(R
3N )). The
estimate is uniform with respect to (t, h) such that h > 0 is small enough and t <
C−1 ln 1h . Moreover, the lowest order term with respect to h is (πh)
−3/4(eixξt/h−(x−xt)
2/2hu˜1(x)).
3. Proof of the main results
The outline of the construction of Π can be illustrated as follows. First we obtain
the expression of the symbol of the resolvent (P − z)−1 of P as formal power siries∑∞
j=0 qj(x, ξ; z)h
j with respect to h. Secondly we integrate each qj with respect to z
along the loop Γ(x, ξ) enclosing the set {z : z−ξ2 ∈ σ0(x)} and denote it by πˆj(x, ξ).
Thirdly we quantize πˆj and multiply the cutoff function Φ(P ) to make each term
bounded. Fourthly we make a resummation and symmetrize the operator to obtain
a operator Πˆφ. Finally integrating the resolvent of Πˆφ along the loop enclosing the
point z = 1, we obtain Π.
We denote by p(x, ξ;h) = ξ2 +
∑N+1
i=2 L
2
i − 4h
2e
∑N+1
i=2 A(yi)ξ + h
2Q + V (x, y)
the symbol of P and by p0(x, ξ) := ξ
2 +
∑N+1
i=2 L
2
i + V0(x, y) its principal symbol.
Let γ(x) be the continuous loop as in Remark 2.2. Let us consider Ω := {(x, ξ, z) ∈
R6×C ; z−ξ2 ∈ γ(x)}. For (x, ξ, z) ∈ Ω, p0(x, ξ)−z is invertible and q0 := (p0−z)
−1
is smooth and bounded. We define the symbol
r(x, ξ;h, z) =
∑
j≥1
rj(x, ξ; z)hj ,
as in Sordoni [22] (see also Nenciu-Sordoni [19]) by
(p(x, ξ;h) − z)#q0(x, ξ; z) = 1− r(x, ξ;h, z),
where
a(x, ξ)#b(x, ξ) =
∑
α,β
h|α+β|(−1)|α|
(2i)|α+β|α!β!
(∂αx ∂
β
ξ a(x, ξ))(∂
α
ξ ∂
β
x b(x, ξ)),
BORN-OPPENHEIMER APPROXIMATION FOR AN ATOM 9
at a formal series level. We define
q(x, ξ;h, z) =
∑
j≥1
qj(x, ξ; z)hj ,
by
q := q0 + q0#
∑
j≥1
r#j .
Here r#j = r# · · ·#r where the number of # is j. One can check that, for j ≥ 1,
qj is given by the sum of the terms of the following form
(3.1) Cq0
m∏
i=1
((∂αix ∂
βi
ξ si)q0),
where C is a constant, 1 ≤ m ≤ 2j, |
∑m
i=1 αi| = |
∑m
i=1 βi| ≤ j and si is one of the
following
ξα, |α| = 1,
N+1∑
i=2
A(yi)ξ, LiA(yi),
(
N+1∑
i=2
Li
)2
,
(
N+1∑
i=2
eA(yi)
)2
,
∂γxV1(x)
(
N+1∑
i=2
yi
)γ
+
N+1∑
i=2
∂γxVi(x+ yi)
(
N+1∑
i=2
yi
)γ
, γ ∈ N3.
(3.2)
Since the operators do not commutate with each other, the order of the product
is specified as
∏m
i=1((∂
αi
x ∂
βi
ξ si)q0) = (∂
α1
x ∂
β1
ξ s1)q0 · · · (∂
αm
x ∂
βm
ξ sm)q0. Let us set
Γ(x, ξ) := {z ∈ C; z − ξ2 ∈ γ(x)},
and let us define
(3.3) πˆj(x, ξ) =
i
2π
∮
Γ(x,ξ)
qj(x, ξ; z)dz.
Then by the change of the variable z → z − ξ2, we see πˆ0(x, ξ) = Π0(x).
If a potential V in R3 is ∆-bounded with relative bound ǫ, then V (yi) and
V (yi − yj) are relatively bounded with respect to
∑N+1
i=2 L
2
i with relative bound ǫ.
Thus we see easily the following lemma.
Lemma 3.1. Let Re(x; z) = (Pe(x) − z)
−1 be the resolvent of Pe. Then
(i) (Li)kRe(x; z) and LiLjRe(x; z) are bounded as operators on L
2(R3Ny ) uni-
formly with respect to x where (Li)k, k = 1, 2, 3 denotes the kth component
of Li.
(ii) (Li)kq0, LiLjq0, ξ
2q0 and |ξ|(Li)kq0 are bounded as operators on L
2(R3Ny )
uniformly with respect to x, ξ.
To quantize πˆj we need to prove that they satisfy the condition of the symbols
(see the Appendix).
Lemma 3.2. For any j ∈ N and r, s ∈ R, πˆj(x, ξ) ∈ S
j(R3 × R3;L(L2,ry , L
2,r+s
y ))
where L2,sy := {u : (1 + |y|
2)s/2u ∈ L2y}.
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Proof. By (3.1) qj can be written as the sum of the terms of the following form
(3.4) Cq0(
m∏
i=1
(yαiaiq0))ξ
β ,
where C is a constant, αi ∈ N
3N , β ∈ N3 and aiRe(x; i) ∈ L(L
2(R3Ny )) uniformly
with respect to x. It is easy to see |β| ≤ j from the construction of qj . By the
change of the variable z → z − ξ2,
∮
Γ(x,ξ) q0
∏m
i=1(y
αiaiq0)dz becomes
∮
γ(x)
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz.
Let γ1(x) be a slightly larger loop enclosing γ(x) and z1 is a point on γ1(x). By
the resolvent equation we have∮
γ(x)
∮
γ1(x)
Re(x; z1)Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dzdz1
=
∮
γ(x)
∮
γ1(x)
1
z − z1
(Re(x; z)−Re(x; z1))
m∏
i=1
(yαiaiRe(x; z))dzdz1.
Since γ1(x) lies outside γ(x), we have∮
γ(x)
∮
γ1(x)
1
z − z1
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dzdz1
= −2πi
∮
γ(x)
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz.
Thus we have∮
γ(x)
∮
γ1(x)
Re(x; z1)Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dzdz1
= −2πi
∮
γ(x)
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz.
−
∮
γ(x)
∮
γ1(x)
1
z − z1
Re(x; z1)
m∏
i=1
(yαiaiRe(x; z))dzdz1.
Transposing the terms and using Π0(x) =
i
2π
∮
γ(x)(Pe − z)
−1dz, we have
∮
γ(x)
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz
=
∮
γ(x)
Π0(x)Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz
+
i
2π
∮
γ(x)
∮
γ1(x)
1
z − z1
Re(x; z1)
m∏
i=1
(yαiaiRe(x; z))dzdz1.
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Repeating the same procedure for the rest of Re(x; z) we have∮
γ(x)
Re(x; z)
m∏
i=1
(yαiaiRe(x; z))dz
=
m∑
ℓ=0
(
i
2π
)ℓ ∮
γ(x)
∮
γ1(x)
· · ·
∮
γℓ(x)
(
ℓ∏
n=1
1
z − zn
Re(x; zn)(y
αnan)
)
· Π0(x)
(
m∏
i=ℓ+1
Re(x; z)(y
αiai)
)
Re(x; z)dzdz1 · · · dzℓ
+
(
i
2π
)m+1 ∮
γ(x)
∮
γ1(x)
· · ·
∮
γm+1(x)
m+1∏
n=1
1
z − zn
·
m∏
i=1
(Re(x; zi)(y
αiai))Re(x; zm+1)dzdz1 · · · dzm+1,
(3.5)
where γi(x) are the same loop as γ1(x). Since γi(x) lies outside γ(x) the integration
with respect to z in the last term of the right hand side vanishes.
By the assumption (H3) yβΠ0(x) is a bounded operator on L
2(R3Ny ) uniformly
for x. By
[(yi)k, Re(x; z)] = Re(x; z)[Pe, (yi)k]Re(x; z) = −2iRe(x; z)(Li)kRe(x; z),
the remaining term of (3.5) are the sum of the terms of the following form;
(3.6) C
∮
γ(x)
∮
γ1(x)
· · ·
∮
γℓ(x)

 ℓ∏
n=1
1
z − zn

 jn∏
j=1
Re(x; zn)bn,j




· yβΠ0(x)y
δ
(
r∏
i=1
Re(x; z)ci
)
Re(x; z)dzdz1 · · · dzℓ,
where C is a constant, yβΠ0(x)y
δ is bounded uniformly in x and Re(x; i)bn,j ,
Re(x; i)cj are bounded uniformly in x. Since
(Pe(x)− i)Re(x; z) = 1 + (z − i)Re(x; z),
is uniformly bounded for x, z ∈ γ(x) and (z − zk)
−1 is uniformly bounded in
z ∈ γ(x), zk ∈ γk(x), (3.6) is bounded uniformly in x. Thus by (3.4) ‖πˆj(x, ξ)‖L2y <
C(1 + |ξ|)j uniformly for x, where C > 0 is a positive constant. In the same way
we can see for all α ∈ N3N and β, δ ∈ N3 there exists a constant Cα,β,δ such
that ‖yα∂βx∂
δ
ξ πˆj(x, ξ)‖L2y < Cα,β,δ(1 + |ξ|)
j−|δ| . This completes the proof of the
lemma. 
Remark 3.3. Since in Martinez-Sordoni [16] they use the coordinates where inde-
pendent variables are positions of the particles, the power of y appears only in the
electric Hamiltonian and is not included in qj . On the other hand in our coordinate
the power of y is included in 4h2e
∑N+1
i=2 A(yi)Dx, Q, and the taylor expantion of
Vi. Thus in our case the power of y in qj becomes of higher order as j increases, so
that the boundedness of πˆj is not obvious.
We define
Πˆj = Op
w
h (πˆj(x, ξ)).
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The operator Πˆj is not bounded but by a localization in energy we obtain a bounded
operator.
Lemma 3.4. For any Φ ∈ C∞0 (R), Φ(P )Πˆj is bounded in L
2(R3(N+1)).
Proof. We can write
(3.7) Φ(P )Πˆj = Φ(P )(P − i)
j(P − i)−jΠˆj ,
where Φ(P )(P − i)j is bounded. We set
p′(x, ξ) := p0(x, ξ) + h
2Q1.
We define
q′0(x, ξ;h) := (p
′(x, ξ)− i)−1,
and r′(x, ξ;h) by
(p(x, ξ;h) − i)#q′0(x, ξ;h) = 1− r
′(x, ξ;h).
Since
∂xkq
′
0(x, ξ;h) = −q
′
0(x, ξ;h)∂xkV0q
′
0(x, ξ;h),
and
∂ξkq
′
0(x, ξ;h) = −q
′
0(x, ξ;h)ξkq
′
0(x, ξ;h),
by Lemma 3.1 we see r′(x, ξ;h) ∈ S−1(R3 × R3;L(L2,sy , L
2,s−2
y )), for any s ∈ R.
Since
(1 − r′)#
(
j−1∑
i=0
r′#i
)
= 1− r′#j ,
we have
(P − i)Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))
= 1−Opwh
(
r′#j
)
.
Multiplying the both sides of the equation by (P − i)−1 from left we obtain
(P − i)−1 = (P − i)−1Opwh
(
r′#j
)
+Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))
.
Hence we have
(P − i)−jΠˆj =
j−1∑
k=0
(P − i)−j+kOpwh
(
r′#j
)(
Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
)))k
· Πˆj +
(
Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
)))j
Πˆj .
(3.8)
Since for any r ∈ R
r′#j#
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))#k
∈ S−j−k(R3 × R3;L(L2,ry , L
2,r−2j−2k
y )),
and (
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))#j
∈ S−j(R3 × R3;L(L2,ry , L
2,r−2j
y )),
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by Lemma 3.2 we have
r′#j#
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))#k
#πˆj ∈ S
0(R3 × R3;L(L2y)),
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
))#j
#πˆj ∈ S
0(R3 × R3;L(L2y)).
Thus by Theorem A.4 it follows that
Opwh
(
r′#j
)(
Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
)))k
Πˆj ∈ L(L
2(R3x;L
2(R3Ny )))
= L(L2(R3(N+1))),
(3.9)
(
Opwh
(
q′0(x, ξ)#
(
j−1∑
i=0
r′#i
)))j
Πˆj ∈ L(L
2(R3(N+1))).
By (3.7), (3.8) and (3.9), we have Φ(P )Πˆj ∈ L(L
2(R3(N+1))) 
Remark 3.5. In Martinez-Sordoni [16] they considered only localized initial data,
so that unboundedness of the vector potential term is not important. On the other
hand, in our case we do not restrict the initial data and therefore, because of the
existence of the vector potential terms in Pˆ in (1.1), Dx is not P -bounded. Thus,
to prove (P − i)−jΠˆj is bounded, we need to expand the resolvent at the expense
of the presence of the power of y. Since πˆj includes Π0(x), the power of y does not
prevent (P − i)−jΠˆj from being bounded.
To construct Π we make a resummation. Let ρ ∈ C∞0 (R) be a function such that
0 ≤ ρ ≤ 1, supp ρ ⊂ [−2, 2] and ρ = 1 on [−1, 1]. It is easy to see that P ΠˆjΦ(P )
and Φ(P )ΠˆjP are bounded in L
2(R3(N+1)) and there exists a decreasing sequence
of positive numbers (ǫj)j∈N converging to zero such that for any j ∈ N(
1− ρ
( ǫj
h
))
(‖ΠˆjΦ(P )‖ + ‖Φ(P )Πˆj‖+ ‖P ΠˆjΦ(P )‖ + ‖Φ(P )ΠˆjP‖) ≤ h
−1.
Let us define
ΠˆΦ(P ) := Π0Φ(P ) +
∑
j≥1
(
1− ρ
(ǫj
h
))
ΠˆjΦ(P )h
j ,
Φ(P )Πˆ := Φ(P )Π0 +
∑
j≥1
(
1− ρ
(ǫj
h
))
Φ(P )Πˆjh
j .
Then it is easy to prove that for any N ∈ N there exists CN > 0 such that
(3.10)
∥∥∥∥∥∥ΠˆΦ(P )−
N∑
j=0
hjΠˆjΦ(P )
∥∥∥∥∥∥+
∥∥∥∥∥∥Φ(P )Πˆ−
N∑
j=0
hjΦ(P )Πˆj
∥∥∥∥∥∥ ≤ CNhN+1.
and
(3.11)
∥∥∥∥∥∥P ΠˆΦ(P )−
N∑
j=0
hjP ΠˆjΦ(P )
∥∥∥∥∥∥+
∥∥∥∥∥∥Φ(P )ΠˆP −
N∑
j=0
hjΦ(P )ΠˆjP
∥∥∥∥∥∥ ≤ CNhN+1,
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where we understand Πˆ0 = Π0. We define
ΠˆΦ := Φ(P )Πˆ + (1− Φ(P ))ΠˆΦ(P ) + (1− Φ(P ))Π0(1− Φ(P )).
Since
∑
j≥0 qjh
j is formally the symbol of (P − z)−1, by (3.10) and (3.11) we have
the following lemma as in Sordoni [22].
Lemma 3.6. Let χ ∈ C∞0 (R) satisfy χφ = χ. Then for all N ∈ N
‖χ(P )[ΠˆΦ, P ]‖+ ‖[ΠˆΦ, P ]χ(P )‖ = O(h
N ),
‖χ(P )(Πˆ2Φ − ΠˆΦ)‖+ ‖(Πˆ
2
Φ − ΠˆΦ)χ(P )‖ = O(h
N ).
Since ΠˆΦ−Π0 = O(h), for sufficiently small h the spectrum of ΠˆΦ is concentrated
near 0 and 1, so that the set {z ∈ C; |z− 1| = 1/2} is in the resolvent set of ΠˆΦ for
sufficiently small h. We define
Π :=
∮
|z−1|=1/2
(ΠˆΦ − z)
−1dz.
Then as in Sordoni [22] we have
Π− ΠˆΦ =
i
2π
(Πˆ2Φ− ΠˆΦ)
∮
|z−1|=1/2
(ΠˆΦ − z)
−1(2ΠˆΦ− 1)(1− ΠˆΦ− z)
−1(1− z)−1dz.
Theorem 2.4 follows from this formula and Lemma 3.6.
Proof of Theorem 2.5. First, we prove that ΠPΠ and (1 − Π)P (1 − Π) are self-
adjoint on a domain containing D(P ). Since it can be proved that PΠ(P − i)−1
is bounded as in the proof of Lemma 3.4, we have ΠD(P ) ∈ D(P ). Hence ΠPΠ
and (1 − Π)P (1 − Π) are defined on D(P ). Since Pˆ is lower semibounded, P is
also lower semibounded. Thus ΠPΠ and (1 − Π)P (1 − Π) are lower semibounded
so that there exist Friedrichs extentions of ΠPΠ and (1 − Π)P (1 − Π) with their
domains containing D(P ).
Multiplying both side of ih∂tϕ = Pϕ by Π we have
ih∂tΠϕ = P1Πϕ+R1ϕ,
where R1 = Π[Π, P ]χ(P ) = O(h
∞). This equation can be re-written as,
ih∂t(e
itP1/hΠϕ) = O(h∞‖ϕ0‖).
and thus integrating from 0 to t we obtain,
Πϕ = e−itP1/hΠϕ0 +O(|t|h
∞‖ϕ0‖).
In the same way we obtain
(1 −Π)ϕ = e−itP1/h(1−Π)ϕ0 +O(|t|h
∞‖ϕ0‖).
Combining these two equations we obtain (2.1). 
Proof of Theorem 2.6. Since Π−Π0 = O(h), for h small enough the operator
U := (Π0Π+ (1 −Π0)(1 −Π)(1− (Π0 −Π)
2)−1/2.
can be defined. U is a unitary operator and it maps RanΠ onto RanΠ0 (see Kato
[12] Chap.I.4).
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We can write Φ(P )Πˆj = Φ(P )(P − i)
j(P − i)−jΠˆj . By the proof of Lemma 3.4
(P − i)−jΠˆj is a h-admissible operator with a symbol in S
0(R3 × R3;L(L2y, L
2,s
y ))
for any s ∈ R. Writing Φ′(x) := Φ(x)(x − i)j we have
(3.12) Φ′(P ) =
i
2π
∫
C
∂¯zχ˜
′(z)(P − z)−1dzdz¯,
where Φ˜′(z) is an almost analytic expantion (see e.g., Martinez [14]). Expanding
(P − z)−1 in (3.12) as in the proof of Lemma 3.4 we can see that Φ′(P ) is h-
admissible, so that ΠˆΦ is a h-admissible operator on L
2(R3x;L
2
y). By the equation
Π =
∮
|z−1|=1/2
(z − ΠˆΦ)dz
=
∮
|z−1|=1/2
(z −Π0)
−1
∞∑
k=0
((ΠˆΦ −Π0)(z −Π0)
−1)kdz,
we see that U is a h-admissible operator on L2(R3x;L
2
y) and its princial symbol is 1.
We define W by
Wψ = (Uψ, u1(x, y))L2y(R3N ) ⊕ · · · ⊕ (Uψ, uk(x, y))L2y(R3N ).
where (u1, . . . , uk) is the orthnormal basis of RanΠ0 in (H3). Since W
∗(α1 ⊕ · · · ⊕
αk) = U
∗(α1u1 + · · ·+ αkuk) for αi ∈ L
2(R3) we obtain
W ∗W = U∗Π0U = Π, WW
∗ = 1,
which implies the unitarity of the restriction U of W to RanΠ.
Difining G := UP1U
∗ it is easy to see that G is a h-admissible operator on
H2(R3x;L
2
y) and its symbol have the following form:
g(x, ξ) = ξ2Ik + µ(x) +
∑
i≥1
hjgj(x, ξ).
We shall prove G is self-adjoint with the domain U(RanΠ ∩ D(P1)). For this
purpose we only need to prove P1 is self-adjoint with the domain RanΠ∩D(P1) as
an operator on RanΠ since U is unitary on RanΠ. Let u,w ∈ RanΠ and suppose
(u, P1v) = (w, v) for all v ∈ RanΠ ∩D(P1). Then for any v˜ ∈ D(P1), (u, P1Πv˜) =
(w,Πv˜). Moreover since P1 = ΠPΠ and w ∈ RanΠ, we have (u, P1(1 − Π)v˜) = 0
and (w, (1 − Π)v˜) = 0. Thus we have (u, P1v˜) = (w, v˜) for any v˜ ∈ D(P1). Since
P1 is self-adjoint, we see u ∈ D(P1) and therefore u ∈ RanΠ ∩D(P1). Thus P1 is
self-adjoint with the domain RanΠ ∩D(P1) as an operator on RanΠ.
Since G is self-adjoint we can define e−itG and obtain U∗e−itGUΠ = e−itP1Π.
This establishes the theorem. 
Proof of Theorem 2.8. In the same way as Martinez-Sordoni [16, Theorem 11.3],
for ϕ0 = (πh)
−3/4Πχ(P )(eixξ0/h−(x−x0)
2/2hu1(x)) we obtain the following:
(3.13) e−itP/hϕ0 = e
iδt/h
3(J−1)∑
µ=0
cµ(t;h)φµ,tvµ(x) +O(h
J/4),
where δt, cµ(t;h) and φµ,t are satisfying the conditions in Theorem 2.8 and vµ(x)
is satisfying the same condition as v˜µ(x).
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Since V∗ϕ0 = ϕ˜0, multiplying both sides of (3.13) by V
∗ we have (2.4) with
v˜µ(x) = V
∗vµ(x). Since vµ(x) contains u1, we have
∂xj (V
∗vµ(x)) = −ie
(
A
N+1∑
i=2
yi
)
j
V∗vµ(x) + V
∗∂xjvµ(x) ∈ C
0(R3x;L
2
y).
In the same way V∗vµ(x) is differentiable any number of times which completes the
proof. 
Appendix A. Pseudodifferential operators with operator valued
symbols
We introduce the classes of operator valued symbols we use.
Definition A.1. Let H1 and H2 be Hilbert spaces and h0 a positive constant. A
function a(x, ξ;h) ∈ C∞(Rn × Rℓ × (0, h0];L(H1,H2)) is said to be in S
m(Rn ×
Rℓ;L(H1,H2)) if for any α ∈ N
n and β ∈ Nm one has
(A.1) sup
(x,ξ,h)∈Rn+ℓ×(0,h0]
‖∂αx ∂
β
ξ a(x, ξ;h)‖L(H1,H2)(1 + |ξ|)
−m+|β| <∞.
Definition A.2. For a(x, y, ξ) ∈ Sm(Rn × Rn;L(H1,H2)) and u ∈ S(R
n;H1) we
set
Opwh (a)u(x;h) =
1
(2πh)n
∫ (∫
ei(x−y)ξ/ha(
x+ y
2
, ξ)u(y)dy
)
dξ.
Opwh (a) is called the semicllasical pseudodifferential operator with operator valued
symbol.
We can see that Opwh (a) is continuous S(R
n;H1) → S(R
n;H2) as in Martinez
[14]. Since the formal adojoint of Opwh (a) is Op
w
h (a
∗), we can extend it uniquely to
a linear continuous operator S ′(Rn;H1)→ S
′(Rn;H2).
For the composition of pseudodifferential operators we have the following theo-
rem as in the scalar case (see Ho¨rmander [11]).
Theorem A.3. If a1 ∈ S
m1(Rn×Rn;L(H1,H2)), a2 ∈ S
m2(Rn×Rn;L(H2,H3)),
then as operators on S(Rn;H1) or S
′(Rn;H1)
Opwh (a2)Op
w
h (a1) = Op
w
h (b),
where b ∈ Sm1+m2(Rn × Rn;L(H1,H3)) is given by
b(x, ξ) = eih[DηDx−DyDξ]/2a2(y, η)a1(x, ξ)
∣∣y=x
η=ξ
=: a1#a2,
and has the expansion
b(x, ξ) =
∑
|α+β|≤N
h|α+β|(−1)|α|
(2i)|α+β|α!β!
(∂αx ∂
β
ξ a2(x, ξ))(∂
α
ξ ∂
β
xa1(x, ξ)) + h
N+1rN (x, ξ),
where rN ∈ S
m1+m2−N−1(Rn × Rn;L(H1,H3))
The L2-boundedness can be established as in the scalar case.
Theorem A.4. Let a ∈ S0(Rn × Rn;L(H)). Then Opwh (a) is continuous on
L2(Rn;H) and
‖Opwh (a)‖L(L2(Rn;H)) ≤ Cn

 ∑
|α+β|≤Mn
‖∂αx ∂
β
ξ a‖L∞(Rn×Rn;L(H))

 ,
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where the positive constants Cn and Mn depend only on n.
We also use the useful notion of h-admissible operators (See Martinez-Sordoni
[16] Appendix).
Definition A.5. Let m ∈ R and let H1 and H2 be Hilbert spaces. An operator
A = A(h) : Hm(Rn;H1) → L
2(Rn;H2) with h ∈ (0, h0] is called h-admissible (of
degree m) if, for any N ≥ 1
A(h) =
N∑
j=0
hjOpwh (aj(x, ξ;h)) + h
NRN (h),
where RN is uniformly bounded from H
m(Rn;H1) to L
2(Rn;H2) for h ∈ (0, h0],
and, for all h > 0 small enough, aj ∈ S
m(R2n;L(H1,H2)).
Acknowledgment. The author would like to express his great appreciation to
Professor Yoshio Tsutsumi for his helpful advices and encouragements. The au-
thor also shows his deep gratitude to Professor Tadayoshi Adachi for his helpful
discussions.
References
[1] Agmon, S.: Lectures on exponential decay of solutions of second order elliptic equations.
Mathematical Notes. 29, Princeton Univ. Press, (1982)
[2] Combescure, M.: The squeezed state approach of semiclassical limit of the time dependent
Schro¨dinger equation. J. Math. Phys. 33, 3870-3880 (1992)
[3] Combescure, M., Robert, D.: Semiclassical spreading of quantum wave packets and applica-
tions near unstable fixed points of the classical flow. Asymptotic Analysis 14, 377-404 (1997)
[4] Derezin´ski, J., Ge´rard, C.: Scattering theory of classical and quantum N-particle systems.
Texts and Monographs in Physics. (Springer, Berlin, Heidelberg, 1997)
[5] Ge´rard, C.,  Laba, I.: Multiparticle quantum scattering in constant magnetic fields. Math.
Surveys and Monographs 90, AMS, Providence, RI (2002)
[6] Hagedorn, G.A.: A time-dependent Born-Oppenheimer approximation. Commun. Math.
Phys. 77, 1-19 (1980)
[7] Hagedorn, G.A.: High order corrections to the time-dependent Born-Oppenheimer approxi-
mation I: Smooth Potentials. Ann. Math. 124, 571-590 (1986). Erratum. Ann. Math. 126,
219 (1987)
[8] Hagedorn, G.A.: High order corrections to the time-dependent Born-Oppenheimer approxi-
mation II: Coulomb systems. Commun. Math. Phys. 117, 387-403 (1988)
[9] Hagedorn, G.A., Joye, A.: A time-dependent Born-Oppenheimer approximation with expo-
nentially small error estimates. Commun. Math. Phys. 233, 583-626 (2001)
[10] Helffer, B., Sjo¨strand, J.: Analyse semi-classique pour l’equation de Harper II. Mem. Soc.
Math. Fr. 40, 1-139 (1990)
[11] Ho¨rmander, L.: The analysis of linear partial differential operators I, III. (Springer, Berlin,
Heidelberg, New York, Tokyo, 1990, 1985)
[12] Kato, T.: Perturbation theory for linear operators. Classics in Mathematics. 2nd ed.
(Springer, Berlin, Heidelberg, New York, 1976)
[13] Klein, M., Martinez, A. Wang, X.P.: On the Born-Oppenheimer approximation of wave
operators in molecular scattering theory. Commun. Math. Phys. 152, 73-95 (1993)
[14] Martinez, A.: An introduction to semiclassical and microlocal analysis. Universitext
(Springer, New York, 2002)
[15] Martinez, A., Sordoni, V.: A general reduction scheme for the time-dependent Born-
Oppenheimer approximation. C. R. Acad. Sci. Paris. 334, 185-188 (2002)
[16] Martinez, A., Sordoni, V.: Twisted pseudodifferential calculus and application to the quan-
tum evolution of molecules. Memoirs of the AMS. 936 (2009)
[17] Nenciu, G.: Linear adiabatic theory. Exponential estimates. Commun. Math. Phys. 152,
479-496 (1993)
18 SOHEI ASHIDA
[18] Nenciu, G.: On asymptotic perturbation theory for quantum mechanics: almost invariant
subspaces and gauge invariant magnetic perturbation theory. J. Math. Phys. 43, 1273-1298
(2002)
[19] Nenciu, G., Sordoni, V.: Semiclassical limit for multistate Klein-Gordon systems: almost
invariant subspaces, and scattering theory. J. Math. Phys. 45, 3676-3696 (2004)
[20] Reed, M., Simon, B.: Methods of modern mathematical physics. I-IV. (Academic Press, New
York, 1972, 1975, 1979, 1978)
[21] Sjo¨strand, J: Projecteurs adiabatiques du point de vue pseudodifferentiel C. R. Acad. Sci.
Paris. 317, 217-220 (1993)
[22] Sordoni, V.: Reduction scheme for semiclassical operator-valued Schro¨dinger type equation
and application to scattering. Commun. Partial Differ. Equations. 28, 1221-1236 (2003)
Department of Mathematics, Graduate School of Science, Kyoto University, Kyoto,
606 Japan
E-mail address: ashida@math.kyoto-u.ac.jp
