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I INTRODUCTION AND PRELIMINARIES 
1. In t roduc t ion  
S i n c e  t h e  t u r n  o f  t h e  c e n t u r y ,  t h e  " q u a l i t a t i v e "  
theory  o f  different ia l  equat ions and systems has  been 
a major source o f  a c t i v i t y  f o r  the mathematician. 
With t h e  works  o f  Lyapunov, Perron and Poincare 
s e r v i n g  a s  t h e  s u p e r s t r u c t u r e ,  a whole new system has 
been devised for the purpose of determining the behavior  
( s t ab i l i t y ,  boundedness ,  e t c . )  o f  a so lu t ion  o f  a 
g iven  d i f f e ren t i a l  sys t em (or equat ion)  without  
e x p l i c i t l y   f i n d i n g   t h a t   s o l u t i o n .  T h i s  approach i s  
jus t i f i ed  ( i f ,  i ndeed ,  be ing  ma themat i c s  i s  not  
j u s t i f i c a t i o n  enough! ) s i n c e  s c i e n t i s t s  and engineers  
have found many o f  t h e  r e s u l t s  o b t a i n e d  t o  be  qui te  
use-able.  
/ 
There are  a t  p re sen t  two major ways of answering 
the  ques t ions  o f  behavior  o f  a g i v e n  d i f f e r e n t i a l  
system:  conversion t o  an   in tegra l   equa t ion   and  con- 
s t m c t i o n o f  a Lyapunov func t ion .  T h i s  paper w i l l  be 
cohcepned with t h e  f irst  method only. 
Chapter I1 d e a l s  e n t i r e l y  w i t h  a l g e b r a i c  p r o p e r t i e s  
o f  l inear  systems and,  f o r  t h e  most  p a r t ,  i s  
independent o f  the  remaining  ones.   Here  the  question 
i s  asked: If a given  system  has  only  solutions  which 
a r e  bounded o r  t e n d  t o  z e r o ,  t h e n  u n d e r  what pertuba- 
t i o n s  w i l l  t h e  new system have the same p rope r t i e s?  
In  Chap te r  111, r e s u l t s  s i m i l a r  t o  L a g r a n g e ' s  
v a r i a t i o n  o f  parameters formula are noted, and 
examples  are  given. Some o f  t h e s e   r e s u l t s   a r e   t h e n  
ext.ended. 
F i n a l l y ,  i n  C h a p t e r  I V ,  c e r t a i n  o s c i l l a t i o n  
theorems are  presented because o f  t h e i r  c o n n e c t i o n  
w i t h  some o f  t h e  r e s u l t s  i n  C h a p t e r  111. 
Chapter V i s  devoted t o  a summary and conclusions.  
2. P re l   imina r i e s  
A l l  n e c e s s a r y  p r e l i m i n a r y  n o t a t i o n s ,  d e f i n i t i o n s  
and  theorems are  co l lec ted  in  th is  sec t ion ,  and ,  
un less  s ta ted  o therwise ,  the  assumpt ions  made he re  
w i l l  p reva i l  th roughout .  
Those d i f fe ren t ia l  sys tems and  equat ions  cons idered  
he re  w i l l  meet the  fo l lowing  two r e s t r i c t i o n s :  
(1) They w i l l  involve   rea l -va lued   func t ions  
and/or  matr ices  o f  a r ea l  va r i ab le ,  wh ich  he re  
w i l l  be  denoted by t. Furthermore, a l l  t h e  
elements o f  any m a t r i x  considered w i l l  be 
cont inuous  funct ions  of  t .  
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(2)  S o l u t i o n s   a r e  assumed t o  e x i s t .  
Uniqueness w i l l  not be assumed u n l e s s  s t a t e d  
otherwise. It should  be  noted,  however,   that  
the  assumpt ions  in  (1) guarantee unique 
so lu t ions - fo r  t he  l i nea r  sys t ems  (1.1) and 
(1.2) 9 
C a p i t a l  l e t t e r s  w i l l  denote nxn matrices,  while 
s m a l l  l e t t e r s ,  u n l e s s  s t a t e d  o t h e r w i s e ,  w i l l  r ep resen t  
n x l  v e c t o r s ,  l x n  v e c t o r s ,  and s c a l a r s ;  it w i l l  be 
c l e a r  f rom con tex t  a s  t o  which use i s  being employed. 
- and ' w i l l  b e   t h e   u s u a l   d i f f e r e n t i a t i o n  symbols, d t  
and I I  I t  w i l l  denote any convenient norm- 
Let 
and 
L1( to , t>  = I f W :  /lolf(s)l ds < CD 3 .  
.With r e spec t  t o  the systems 
(1.1) X '  = B ( t ) x  
and 
(1.2) y '  = -y B ( t ) ,  
t he  fo l lowing  se t s  a r e  de f ined :  
63 = CB(t): a l l  s o l u t i o n s  o f  (1.1) a r e  bounded} 
aa = CB(t): a l l  s o l u t i o n s  o f  (1.2) a r e  bounded] 
2 = CB(t): a l l  s o l u t i o n s  o f  (1.1) t e n d  t o  zero 
9s t - m ]  
3 
?a = {B( t ) :  a l l  so lu tu ions  o f  (1 .2 ) t end  t o  zero 
a s  t -oo].  
The f o l l o w i n g  d e f i n i t i o n s  w i l l  be used i n   t h e  
sequel .  
A v e c t o r  x ( t )  i s  s a i d  t o  b e  bounded i f  
t h e r e   e x i s t s  a r e a l  number M > O  s u c h   t h a t  
I t  x ( t )  I1 < M ,  t >to.  
If @ ( t )  i s  a mat r ix  whose n columns a r e  n 
l i nea r ly  independen t  so lu t ions  o f  an  nth o r d e r  
d i f f e r e n t i a l   s y s t e m ,   t h e n   @ ( t )  i s  s a i d  t o  be a 
s o l u t i o n  m a t r i x  f o r  that   system. If the  system 
i s  l i n e a r ,   t h e n   @ ( t )  i s  s a i d  t o  be a 
fundamental  matrix. If @ ( t )  i s  a fundamental 
mat r ix   and   @(to)  = I ,  t h e n   @ ( t )  i s  s a i d  t o  be 
the Fundamental matrix. 
F ina l ly ,  the  fo l lowing  theorems w i l l  s e r v e  a s  a 
guide i n  what fo l lows .  
Theorem 1.1: L e t   u ( t )  > O ,  v ( t ) ,   w ( t ) > O ,  and c be 
a pos i t i ve  cons t an t .  If 
f o r  a l l  t 2 t o ,  then  
4 
Proof: Dividing  both  sides of the  inequality  by 
t w t  v( s) w(s) ds), multiplying  by 
and integrating from to to t yields 
Hence,  taking  exponenkials 
and  the  result  follows. 
If u(t) v(t>, then Theorem 1.1 reduces to the 
. 1  
" fundamental lemma I '  of  Bellman C1, p .  351. This is 
also known as "Gronwall's Inequality. 'I 
Theorem 1.2: If Y(t) is a matrix of functions 
satisfying 
(1.3) Y' = B(t)Y 
then det Y(t) satisfies 
(1.4) (det Y)' = (tr B(t))(det Y) 
where tr B(t) = .X bii(t)- Hence 
n 
i=l 
t 
(1.5) det Y(t> = det Y(to) exp (It tr B(s) ds). 
0 
Proof- The  proof can be  found in Coddington  and 
Levinson C3, p. 281 and  goes as  follows-  Let yij, 
bij be  the el-ements in the ith row and jth column  of 
5 
" 
The d e r i v a t i v e  o f  de t  Y i s  a sum o f  n determinants  
( d e t  Y ( t ) ) '  = 
... 
... 
... 
... 
Yin 
Y2n 
Ynn 
4- ... + 
Using (1.6) i n  t h e  f i r s t  de te rminan t  i n  (1.71, t h a t  
determinant becomes 
and this determinant i s  unchanged i f  f r o m  t h e  f i rs t  
row t h e r e  i s  sub t r ac t ed  b12 t imes  the  second row 
PIUS b13 t imes   the  t h i r d  row up t o  bln t imes   t he  
n row. This g ives  
6 
b l l Y l l  bllY12 - *  bl lYln  
y21  922 - = =  72n 
... 
Yn1 Yn2 * "  Ynn 
which i s  blldet  Y(t).  Applying a s imi la r   p rocedure  
t o  the  remain ing  de terminants  in  (1 .7)  g ives  (1.4). 
A d i r e c t  i n t e g r a t i o n  o f  (1.4) l eads  t o  (1.5), and t h e  
proof i s  complete. 
Hence, i f  de t   u ( to)  # 0 ,  t h e n   Y - l ( t )   e x i s t s  
i f  and only i f  Jz t r  B ( s )  ds > -a0 
Theorem 1.5: If Y( t )  i s  a fundamental  matrix f o r  
(l.l), then  Y-'(t) i s  a fundamental   matrix  for ( 1 . 2 ) .  
Proof.  The proof  can be found i n  Coddington  and 
Levinson C3, p. 701 and  proceeds  as follows. Y-'(t) 
e x i s t s  by Theorem 1 . 2 ,  and 
0 
S u b s t i t u t i n g  (1.3) i n  (1.8) y i e l d s  
0 = Y(Y-l)' + (BY)Y -' = Y(Y-')' + B. 
Hence 
(Y-l) '  = -Y-lB(t). 
Since  (det   Y' l ( t ) )  = ( d e t  Y ( t ) ) - l  # 0 ,  the  proof  i s  
complete. 
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Theorem 3.4: If B(t) E L(t ,OD ), then B(t) E B. 
Proof.  The  proof  is  in  Cesari [ 2 ,  p. 371 and  is  the 
following.  Integrating (1.1) yields 
0 
Taking  norms 
(1-9) II x(t) II 5 I1 x(to) II + JEo II B( s )  II - II x(s)  Ilds. 
Applying  Theorem 1.1 to (1.9) gives 
II x(t) II 2 II x(t 0 ) I1 exp(lttll  B(s) II ds) 
0 
and the theorem  is  proved. 
Theorem 1.5: (Lagrange's  variation  of  parameters 
formula)  If  X(t)  is the Fundamental  matrix  for (1-11, 
then  any  solution x(t) of 
(1.10) X' = B(t)x + w(t) 
satisfies 
x(t) = X(t)x(to) + /t X(t)X-'(s)w(s) ds. 
b 
0 
Proof Since (X-') ' =  -X-lB(t), it is  clear  from 
(1.10) that 
(X-lx) ' = X-lw(t>. 
Integrating 
a 
Theorem 1.6: If X(t) is  the  Fundamental  matrix  for 
(l-l), then  every  solution  y(t) of 
(1-11) y' = -yB(t) + u(t) 
satisfies 
t 
y(t> = y(tO)X-l(t) + Jt u(s)X(s)X'i(t>ds. 
0 
Proof .  For any solution y(t) of  (1.11) 
(yXY = u(t)X. 
Therefore 
and 
II. " 
9 
I1 LINEAR SYSTEMS 
1. I n t r o d u c t i o n  
I n  this c h a p t e r ,  t h e  l i n e a r  d i f f e r e n t i a l  s y s t e m  
(2.1) X '  = B ( t ) x  
i s  s t u d i e d   r e l a t i v e  t o  the   ques t ion :  If t h e   s o l u t i o n s  
o f  (2 .1)  have  ce r t a in  p rope r t i e s ,  unde r  what per tube-  
t i o n s  o f  B ( t )  w i l l  t h e   s o l u t i o n s  o f  t h e  new system 
r e t a i n  t h o s e  p r o p e r t i e s ?  
2. Boundedness 
The s i m p l e s t  r e s u l t s  a r e  o b t a i n e d  i n  t h e  c a s e  
when B ( t )  B ,  a cons tan t   mat r ix .  
Theorem 2.1: If B i s  a cons tan t   mat r ix   such   tha t  
B E 03, and  C(t)  E L(to,cc ),  t h e n   B + C ( t )  E 03. 
Proof. The proof i s  i n   C e s a r i  [2, p. 371 and  goes 
a s  f o l l o w s .  Let  X(t)   be  the  Fundamental   matrix f o r  
(2.1). Then by Theorem 1.5,  a n y   s o l u t i o n   x ( t )  o f  
x '  = CB + C( t ) ]x  
s a t i s f i e s  
t 
x ( t )  = X ( t ) x ( t o )  + X(t)X- l (s )C(s)x(s>ds .  
0 
10 
r 
However, s i n c e  B i s  a constant  matrix,  X(t)X-'(s> = 
t 
x ( t )  = X ( t ) x ( t o )  + /t X(t-s)C(s)x(s)  ds. 
0 
Applying norms 
II x ( t >  I I  2 I I  X ( t >  I I *  I I  x ( t o >  I I  + 
t 
+ IIX(t-s)II * I IC(s) I I  I l x ( s ) I I  ds 
0 
t 
I I  x ( t >  II 1. K Ilx(to>II + Jt K I IC (s ) l l .  I l x ( s ) I I  ds. 
0 
By Theorem 1.1 
I I  x ( t )  II 5 K I lx( to>l l  exp[K i t l l  C ( s )  I l d s l  < 00 
a n d  t h e  r e s u l t  i s  shown. 
T h i s  r e s u l t  i s  f a l s e ,  however, i f  B i s  allowed 
t o  be a var iab le  mat r ix ,  as  can  be  seen  f rom t h e  
following example taken f r o m  Bellman 11, p -  421- 
ExamDle 2.1:  Consider  the  system 
whose g e n e r a l  s o l u t i o n  i s  
11 
If a > $ ,   e v e r y   s o l u t i o n  of (2.2)  approaches  zero as 
t 4 a0 (and hence every solution i s  bounded) s ince  
t s i n   I n  t < e t l s i n l n t l  < e t e - - 
f o r  a l l  t 20. Choose a s  t he   pe r tuba t ing   ma t r ix  
C ( t )  = ( :-at 
O I  0 
Then the  per turbed  sys tem becomes 
The s o l u t i o n . o f  this system i s  
- a t  c e  1 
J:exp(-s sin I n  s>ds1 
Let t = e (2n + &)st n a p o s i t i v e   i n t e g e r .  Hence 
exp( - s   s in   I  s)ds > exp( - s   s in   I   s )ds  
and 
12 
-n 
Hence, i f  1 < 2 a  and 1 - 2 a + L  > 0 ,  i . e . ,  i f  2 
-7r 
1 < 2 a < l + ~  e 
t h e n  t h e  s o l u t i o n s  o f  (2 .3)  will be bounded if and 
only i f  c1 = 0 .  Hence,  not a l l  s o l u t i o n s  o f  (2 .3)  
a r e  bounded. 
F o r  variable  B(t)   the  following  theorem,  which 
ca,n be-found i n  Bellman [l, p -  433, i s  e a s i l y  shown. 
Theorem 2.2: If B( t )  E 6, C( t )  E L(to,ao ),  and 
J,.& j t t r  B.(s.) ds > -a , t h e n   B ( t )   + C ( t )  E 63* 
Proof.  Let  X(t)  be  the  Fundamental  matrix f o r  (2.1). 
Then by Theorem 1 .5  any s o l u t i o n   x ( t )  o f  
t-ao to 
s a t i s f i e s  
t 
x ( t >  = X ( t ) x ( t o >  + X(t)X-l(s)C(s)x(s) ds. 
0 
Therefore 
II x ( t )  II 5 IIX(t) II Ilx(to)ll  + 
+ L: I I X ( t ) l l ~ I I X - l ( s ) I I * I I C ( s ) l l * I l x ( s ) l l d s .  
I.. . 
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S i n c e  B ( t ) <  8 ,  t h e r e  e x i s t s  a p o s i t i v e  r e a l  number 
K1 s u c h   t h a t  II X(t>  I I  5 K1 f o r  a l l  t2 to .  A l s o ,  
t h e r e   e x i s t s   a n o t h e r   p o s i t i v e   r e a l   c o n s t a n t  K2 such 
t h a t  IIX'l(t)II 5 K1 f o r  a l l  t > to  s ince   the   e lements  
of X - l ( t )   a r e  formed f r o m  the  (bounded)  elements  of 
X(t)   t imes  [det  X(t)]- ' ,   and  det  X(t)  # 0 for a l l  
t 2 to by Theorem 1.2. Hence 
I I  x( t ) I I  5 KIIIx(to)ll + ~oK1K211C(s)ll-llx(s)llds. t 
Applying Theorem 1.1 
f t  
and  B(t)  + C( t )  E fi. 
Actua l ly ,  Theorem 2 .2  i s  only a p a r t i a l  r e s u l t  
and can be obtained direct ly  from the  fol lowing theorem. 
Theorem 2.3: If B( t )  E 63nfia, and  C(t)  E L ( t o , a , ) ,  
t h e n  B ( t )  + C ( t >  E fin@a. 
Proof.  T h i s  theorem i s  due to   Con t i  [l9] and t h e  
proof i s  the  following.  Let  X(t)   be  the  Fundamental  
m a t r i x  f o r  (2.1). Again,  by Theorem 1-55 any  so lu t ion  
x ( t )  o f  (2 .4)  s a t i s f i e s  
t 
x ( t )  = X ( t ) x ( t o )  + I, X(t)X' l (s)C(s>x(s)ds .  
0 
Thus 
14 
Ilx(t)l l  2 
By 'hypothoses, 
K2 such   t ha t  
f t  + I LIX(t)II l l X - l ( ~ ) l l  9 IIC(s)ll*Ilx(s)l lds.  
to  
t h e r e  e x i s t  p o s i t i v e  r e a l  numbers K1, 
II X(t )  II 2 K1, II X ' l ( t >  I I  5 K2 f o r  a l l  
t > t o o  Hence 
By Theorem 1.1 
and B ( t ) + C ( t )  E 6 3 *  
By Theorem 1.6, a n y   s o l u t i o n   y ( t )  o f  
s a t i s f i e s  
Therefore ,  t ak ing  norms 
II y ( t )  II Ily(to)ll  I lx- l ( t ) l l  + 
t 
+ /t ~ I ~ ( ~ ) I I * I I C ( S ) I I ~ I I X ( ~ ) I I ~ I I X - ~ ( ~ ) I I ~ ~  
0 
t 
II y ( t )  II Ily(to)ll  *K1 + /t Ily(s)II IIC(s)II -K1K2ds. 
0 
Applying Theorem 1.1 
15 
t 
I ly( t ) l l  5 Kllly(to)tlexp[K1K2 ~ o l l C ( s ) l l d s ]  < OD 
and  B(t)  + C ( t )  63,. Hence B ( t )  + C ( t )  E 63n Ba,  
and the proof i s  complete. 
Theorem 2.2 f o l l o w s  from Theorem 2 . 3  s i n c e  t h e  
c o n d i t i o n s   t h a t   B ( t )  E R and lim j t t r  B(s)ds  >-OD 
t oge the r  imp ly  tha t  B( t )  E 6 by  Theorems 1- 2 and 
t-m to 
a 
1.3. 
C ( t >  = B ( t )  + ( C ( t )  - B ( t ) )  
and t h e  r e s u l t  f o l l o w s  f r o m  t h e  above theorem. 
These theorems appear t o  b e  c o m p l e t e l y  t h e o r e t i c a l  
i n  n a t u r e ,  b u t  t h e  f o l l o w i n g  r e m a r k s  a r e  i n  o r d e r .  
Remark 1: When i n v e s t i g a t i n g  a l i nea r   sys t em,  i t  
may be advantageous t o  add pieces  which are  absolutely 
in tegrable  and  work w i t h  t ha t  sys t em ins t ead .  
Remark 2: It may be   poss ib l e  t o  decompose B ( t )  
i n t o  two p a r t s ,   B l ( t )  and B 2 ( t ) ,   i n   s u c h  a way t h a t  
Bl ( t )  E "I 63 ( o r  B1 E t3 i f  B1 i s  a cons tan t   mat r ix)  
and  B2(t)  E L ( t  ,OD ).
a 
0 
These  remarks  a re  i l lus t ra ted  by  the  fo l lowing  
example 
16 
ExamDle 2.2: Consider  the  system 
s i n c e  t h e  g e n e r a l  s o l u t i o n  o f  
The mat r ix  B2( t 
hypotheses.   Therefore,  B 1 + B 2  E IR by  Theorem 2 .1 ,  
and the system (2 .6 )  has only bounded solutions.  
The ma jo r  r e su l t  o f  this s e c t i o n  i s  the  fo l lowing  
theorem. 
Theorem 2.4: If B ( t ) E  63 and  Y(t)  i s  a fundamental 
ma t r ix  for (2.1) such   t ha t   Y- l ( t )C( t>Y( t )   H( t )  E 6 ,  
t h e n   B ( t )  + C ( t )  E 03. 
Proof Considering 
17 
(Y -1 ) ' = -Y'lB(t) 
and 
(2.4) X' = CB(t) + C(t)Ix 
it is clear  that 
(Y'lx) ' = Y-'Cx = H(t) (Y-lx) 
Since H(t)E 53, there  exists  a  real  positive  number 
M such  that IIY-lxlll M < O D  for all t ,too But, 
x = Y(Y-'x) ; therefore 
Ilx(t)II 5 IlYll IlY-lxll - < M *  IlYll < OD 
and B(t) + C(t) E EJ. The  theorem is complete. 
Corollarv: If B(t) E @ is  such  that Y(t) is a  diag- 
onal  matrix,  then B(t) +C(t)ER f o r  any  diagonal 
matrix C(t) E B- 
P r o o f .  If Y(t) is diagonal, then so is Y-'(t). 
Since  diagonal  matrices  commute, Y-l(t)C(t)Y(t)FC(t> 
E B, the  conditions of Theorem 2.4 are  satisfied,  and 
the  result f o l l o w s  
Corollary: If B(t)E R ,  and Y(t) is a fundamental 
matrix  for (2.1) such  that 
Y-'(t)(C(t) -B(t))Y(t) H(t) E B, 
then C(t) E R .  
Proof. The  result is  clear since C(t) = B(t) 
+ (C(t) -B(t)) E B by  Theorem 2.4. 
Remark 3 : Theorem 2.3 is easily  obtained f rom 
Theorem 2.4, since if B(t) E B f l  Ra and 
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and,  hence,  Y-lBY E @ by Theorem 1.4. 
Remark 2: Coddington  and  Levinson [ 3 ,  p.  701 
have shown that  if Y(t) is a fundamental  matrix  for 
(2-11, then  every  fundamental  matrix  has  the  form 
Y(t)D for  some  non-singular  constant  matrix D- 
It is easily  seen  that  if  Y(t)  is a fundamental 
matrix and D is a non-singular  constant  matrix, 
then 
(Y(t)D)' = Y(t)'D = A(t)(Y(t)D) 
i.e., Y(t)D satisfies the system. Moreover, since 
det(Y(t)D) = (detY(t))(detD) f 0 
Y(t)D is a fundamental  matrix.  Conversely,  if Z(t) 
is another  fundamental  matrix  for (2.1), define 
W(t> = Y'l(t)Z(t). Hence  Z(t) = Y(t)W(t). 
Differentiating  this  equation  gives Z' = YW' + Y'W. 
Hence 
A 2  = YW' + Am = YW' + AYY-IZ. 
This  implies YW' = 0, or since Y is  non-singular, 
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W ’  = 0 .  Therefore ,  W = D ,  a constant   matr ix .  D i s  
non-singular   s ince Y and Z a r e .  
A l s o ,  i t  i s  e a s i l y   s e e n   t h a t   B ( t )  E i3 i f  and 
only if D’lB(t>D e 6 f o r  every non-singular  constant  
matr ix  D. F o r ,  i f  B( t )  E ba and 
(2.7 Z ’  = D-lB(t>(Dz) 
then 
(Dz.)’ = B ( t ) ( D z )  
and  w(t) = Dz(t)  i s  bounded. Hence, z ( t )  = D-’w(t) 
i s  bounded  and D - l B ( t > D  E IB- Conversely, i f  
DelB(t)D E d;l, then   apply ing   the   t ransformat ion  
x ( t )  = Dz(t)  t o  (2.7) shows t h a t  B( t )  E B. 
Hence, the second condition o f  Theorem 2.4 holds  
e i t h e r  for a l l  Y ( t )  or f o r  none o f  them. A s  a 
ma t t e r  o f  a p p l i c a t i o n  then, i t  i s  enough t o  answer a s  
t o  whether   Y-l( t )C(t>Y(t)  E da f o r  a given Y ( t ) .  
The fol lowing example shows t h a t  Theorem 2 .4  i s  
indeed a s t ronge r  - r e s u l t  t h a t  Theorem 2.3. 
ExamDle 2.3: Consider  the  system (2.1)  w i t h  
Then 
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i s  a fundamental  matrix,  and 
Let  C(t)   be  any 2x2 d i agona l   ma t r ix   sub jec t   o   t he  
f u r t h e r  r e s t r i c t i o n  t h a t  C ( t )  E L( to ,m ). By t h e  
f i r s t  C o r o l l a r y   t o  Theorem 2 - 4 ,   B ( t )  + C ( t )  63. 
Remark 3 :  Theorem 2 . 3  i s  no t   app l i cab le   s ince  
B ( t )  Oa; i . e . ,  Y-'(t)  becomes  unbounded a s  t +OD. 
Remark 2: If t h e   r o l e s  of   B( t )   and   C( t )   a re  
in te rchanged ,  then  the  f i r s t  p a r t  o f  t he  hypo thes i s  o f  
Theorem 2.3 i s  s a t i s f i e d  (by C( t ) ) ,  bu t  t he  second  
p a r t  i s  not; i . e .  , B.(t) p L(to ,a ,  1. 
Theorem 2.5: If B ( t )  E 63,' and  B(t)  + C ( t )  E 8 ,  
t hen  Y-lCY E B f o r  any  fundamental  matrix Y(t) o f  
(2.1)- 
Proof Considering (2.1) and 
( 2 . 8 )  X' = [ B ( t )   + C ( t ) ] x  
i t  i s  c l e a r  t h a t  
(Y -1x) .I = Y cx. -1 
Let x = Yw. Then 
w '  = (Y-1cY)w 
and Y x = w. Hence, w i s  bounded i f  Y - l  and x -1 
a r e  bounded;   therefore ,  Y- lCY E 63. 
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1111 
.Theorem 2.6: Let B(t) E f i n  Ba-  Then B(t) + C(t) E 8 
if and only if Y-lCY E 63 for  any  fundamental  matrix 
Y(t) of (2.1)- 
Proof. If B(t) E 63 n 8 and Y-lCY E 8, then a 
B(t) +C(t) E B by  Theorem 2.4. Conversely, if 
B(t) E R n  and B(t) + C(t) E 0 ,  then Y-kY E ba 
by  Theorem 2.5. 
- Note: Since  the nth order  linear  differential 
equation 
(2.9) u(~) + a,(t)u (n-1) + . + an-,(t>u* + an(t>u = o 
can  be  converted  by  the  transformation 
into the  system (2.1) with 
(2.10) B(t) = 
0 
0 
1 
0 
0 
1 
... 
... 
0 
0 
0 0 ... 1 
-a -a n n-1 ... -a 1 
x = f )  
n 
the  above  results  are  applicable  and  easily  give  such 
theorems as  the following  one  due  to  Bellman L-51. 
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r 
only so lu t ions ,  which  toge ther  w i t h  t h e i r  f i rs t  (n-1) 
de r iva t ives  a re  un i fo rmly  bounded f o r  t 2 0 ,  and i f  
a K ( t ) - b K ( t )  E Ll(to,co ), t h e n  a l l  s o l u t i o n s  o f  
a r e  bounded, t oge the r  w i t h  t h e i r  first (n-1) 
de r iva t ives .  
Proof S ince  al = 0 ,  t r  B 0 ,  and t h e   r e s u l t  
f o l l o w s  f rom Theorem 2 . 3 .  
- 
The fo l lowing  example shows t h a t  the converse of 
Theorem 2.4 i s  f a l s e .  
ExamDle 2.4:  Consider  the  system (2.1) w i t h  
Then 
. -t 0 
Y(t )  = 1: 11 
i s  a fundamental matrix w i t h  
t 
y - l ( t >  = (; Y )  . 
Let 
-1 - Cl/t21 
C( t )  = ( .-t/2 OI 0 
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Then 
2 
Y-'CC(t) - BIY = 1 e -::: 0 O )  $03 
and, hence,  Theorem 2.4 i s  not  appl icable ,  while  
C ( t )  E w. 
3. So lu t ions  Which Tend t o  Zero 
The following theorems are extensions t o  t h e  s e t  
3 of t h e  m a j o r  r e s u l t s  of Section 2. 
Theorem 2 .8 :  If B( t )  E 2 and  Y(t)  i s  a fundamental 
m a t r i x  for (2.1) such   t ha t  Y - l C Y  E H(t )  E 6, then 
B ( t )  + C ( t )  E 2. 
P r o o f  Considering (2.1)  and 
X '  = C B ( t ) + C ( t ) l x  
it i s  c l e a r  t h a t  
(Y-lx)'  = Y-kx  = H(t)(Y-lx) .  
S ince   H( t )  E 03, t h e r e   e x i s t s  a p o s i t i v e   r e a l  number 
M s u c h   t h a t  llY-lxli 5 M. But x = Y(Y-'x); t h e r e f o r e ,  
and the theorem i s  complete. , \ 
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Example 2.4 shows tha t  t he  conve r se  of  t h i s  
theorem i s  f a l s e .  
- Theorem 2.9: If B ( t )  E za and B ( t )  + C ( t )  E 63 o r  
i f  B( t )  E Ba and B ( t )  + C ( t )  E 2 , then  Y - k Y  E 3 
f o r  any  fundamental  matrix  Y(t> o f  (2.1). 
Proof.   Applying  the  transformation z = Y' lx t o  t h e  
system 
Since Y - l '  = - Y - l B ( t ) ,  (2.12) becomes 
X' = [B(t) + C ( t ) ] x .  
But z = Y - l x ;   I l z l l  2 I I Y - l l l  Ilxll, and t h e   r e s u l t s  
follow. 
There i s  no theorem f o r  t h e  s e t  2 which 
corresponds t o  Theorem 2.6 s ince  if B(t) E 3 , t hen  
B( t )  6 2, a s  can  be  seen f r o m  t h e  i n e q u a l i t y  
1 I I I I I  = IIY(t)Y-l(t)ll  IIY(t)ll=  IIY-l(t)lI 
f o r  i f  I I Y ( t ) I I  + 0 ,  t hen  IIY-'(t)II + OD 
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I11 NONLINEAR SYSTEMS 
1. In t roduc t ion  
A l t h o u g h  r e l a t i v e l y  l i t t l e  i s  known f o r  g e n e r a l  
l i n e a r  s y s t e m s ,  t h e r e  i s  even l e s s  gene ra l  t heo ry  
concerning  nonl inear   ones.   Here,   the   nonl inear   system 
(3.1) X '  = B( t )x  + f ( t . , x )  
i s  s t u d i e d  r e l a t i v e  t o  
(3 .2 )  Z '  = B ( t ) z  
and t h e i r  " adjoint"  system 
2. Elementam  Theory 
The most  important theorem concerning (3.1) i s  
the following one, which i s  a res ta tement  o f  Theorem 
1- 5. 
Theorem 3.1: Let  Y(t)  be  the  Fundamental  matrix 
f o r  ( 3 . 2 ) .  Then e v e r y   s o l u t i o n   x ( t )  of (3.1) 
s a t i s f i e s  
t 
x ( t >  = Y ( t > x ( t o >  + Jt Y( t )Y- l ( s> f ( s ,x )ds .  
0 
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Theorem 3.2: If B ( t )  E 03 n R a ,  and  I l f ( t ,x)II  5 
- < h( t ) l l x l l  w i t h  A ( t )  E Ll(to,a,  ) f o r  a l l  s o l u t i o n s  
x ( t >  o f  (3.11, t h e n   a l l   s o l u t i o n s  of ( 3 - 1 )  a r e  
bounded. 
Taking norms 
Hence 
f t  
Applying Theorem 1.1 
The following theorem i s  a s o r t  o f  converse t o  
Theorem 3 2 
Theorem 3.3: Let  X(t)   be a so lu t ion   ma t r ix  f o r  (3-1) 
such   t ha t   X- l ( t )   ex i s t s .   Fu r the r   suppose   t ha t  
X(t)   and X-’(t) a r e  bounded  by some r e a l  number m. 
Under the above assumptions, i f  I l f ( t ,x ) I I  5 h ( t ) l l x ( t ) l l  
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w i t h  h ( t )  f Ll(to,co ) f o r   a l l   s o l u t i o n s   x ( t )  o f  
(3.11, t h e n   B ( t )  E 
Proof .  If y ( t )   s a t i s f i e s  ( 3 . 3 ) ,  t hen  
where f ( t , X )  i s  a matr ix .  Hence 
Theref  ore 
t 
+ It Ily(s) II - I l f (s ,X) II IlX-l(t) II ds  
0 
Applying Theorem 1.1 g ives  
t 
I ly ( t )  I 1  5 I ly( t  ) II IIX(to) II a m  exp[m2 I, h ( s ) d s l  
0 
0 
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It remains  to  show  that B(t) E B. Since 
(u-l)' = 0 ,  it is clear  that X'l(t) satisfies 
Hence  from ( 3 . 2 )  
Therefore 
t 
I I  z(t) I I  5 m II (X-'z)(to) I I  + Jt m-m-h(s)-m*mll z(s)llds. 
0 
By Theorem 1.1 
Hence B(t) E 63, and  the  theorem is complete. 
The following  definition is now needed. 
Definition: An nxl vector x(t) said to be 
bounded with resDect &Q a lxn vector y(t) if 
there  exists a real  number m such  that I(yx)(t)lsm 
for  all t >to. 
I 
Theorem 3.4: If x(t) is a solution of (3.1)  with 
the property that lyf(t,x)l h(t)l(yx)(t)l with 
h(t) E L(to,co) f o r  some  solution  y(t) of ( 3 - 3 ) ,  
then x(t) is bounded  with  respect  to y(t). 
Furthermore,  under  the  above  hypothesis, if 
(yx)(to) = 0, then (yx)(t) 0 .  
Proof. If x(t) and y(t) are solutions of (3.1) 
and ( 3 . 3 )  respectively,  then 
o r  
Hence 
Applying  Theorem 1.1 
f t  
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Therefore 
t 
I(yx)(t)l 2 I(yx)(to)l + It Ily(s)ll*Ilf(s,x)ll ds 
0 
I (yx>(t> I s I (yx>(to> I s) I I  y( s) II II x( s)II ds 
0 
Applying  Theorem 1.1 
Theorem 3.6: If there  exists a solution  y(t)  of 
(3.3) such  that  yf(t,x) = h(t)(yx)(t) for all 
solutions  x(t>  of (3.-1), then 
V 
Theref  ore 
The  following examples  illustrate  the  uses of 
the  above theorems. 
ExamDle 3.1: 
differential 
(3.4) XI = 
where h(t) 
Consider  the  first  order  nonlinear 
equation 
a(t)x.'+  (h(t)  cos%)x 
E Ll(to,a,) and n is a pos 
and its "adjoint" system 
(3-5) y'  = - a(t>y. 
.Integrating (3.4) gives 
itive  integer, 
Hence 
Applying  Theorem 1-1 
32 
Applying  Theorem 3 - 4  to (3-4) with f(t,x) = 
= (h(t)cosnx>x gives 
In this  particular  case 
t 
y(t> = y(to> exp( Jt -a(s)ds)= 
0 
or 
t 
(3.7) Ix(t)l 5 mlx(to)l exp( It a(s)ds). 
Clearly, (3.7) is a much better  bound  than (3.6) for 
the  solutions of (3.1). 
0 
ExamDle 3.2: Let f(t,x) = diag{a(t)]x(t) i n  (3.1) 
where 
ab) o ... 0 
diag{a(t)} = (: :it) . . 0 1 . 
* * .  a(t> 
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If ( y x > ( t o >  f o f o r  some s o l u t i o n  y(t) o f  ( 3 . 3 ) ,  
then the fol lowing remarks f o l l o w  from Theorem 3.6. 
Remark 1. If B ( t )  E R a ,  then 
I lx( t ) l l  2 m exp( Jt a ( s ) d s ) .  t 
0 
t 
t +OD 0 
Hence, i f  l i m  Jt a ( s ) d s  = 00 , then  I lx( t ) I I  + 00 . 
A l s o ,  i f  l i m  / c t a ( s ) d s  > -00 , then  I lx(t)II  i s  
t +OD U 0 
bounded away from zero.  
Remark 2. If B( t )  E B a ,  then 
B ( t )  + d i a g h ( t ) ]  C ( t )  E 63 only if 
Exam113 e 3.3: Consider  the  system ( 3 . 1 )  w i t h  
Then 
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Hence 
t 
Ily(t)II Ilx(t)ll 2 k exp ( Jt h(s)ds) 
0 
for  any solution y(t) of (3.3). Using that yet) 
given  by (3.8) gives 
It should  be  pointed  out  that  the idea of studying 
the system (3.1) relative  to (3.2) and (3.3) can  lead 
to direct integration if B(t) is "reasonable" 
enough. For instance, in the  last  example,  using  the 
y(t) given in ( 3 . 8 )  yields 
Therefore 
Depending on fl(t,x), it  may  also  be  possible  to 
integrate 
x;(t) = a(t)x2(t) + h(t)fl(t,x). 
35  
30 Extensions 
I n  this  s e c t i o n  s e v e r a l  r e s u l t s  o b t a i n e d  i n  t h e  
l a s t   s e c t i o n   a r e   g e n e r a l i z e d .  A s  a f i r s t  s t i p  i n  
this d i rec t ion ,  cons ider  the  sys tem 
and the  system (3 .1) .  Suppose t h a t  t h e r e  e x i s t s  a 
so lu t ion   ma t r ix   X( t )  o f  (3.1) s u c h   t h a t   X - l ( t >  
e x i s t s  for a l l  t > t o -  C l e a r l y  
(X-lw)' = x- l [ f ( t ,w)  - f ( t ,X)X- lw+ g( t ,w) l  
(3.10) w(t)  = X(t)X- l ( to)w( t0)  + 
Remark 1. If f ( t , w )  0 i n  (3.11, then  x- '( t> 
e x i s t s  by Theorem 1.3, and i f  X( to)  = 1, then  (3.10) 
reduces t o  t h e  u s u a l  v a r i a t i o n  o f  parameters formula.  
Remark 2. If g(s,w> 0,  t h e n  (3.10) becomes 
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Hence,  under  the  above  assumptions,  all  so-lutions  of 
(3.1) satisfy  (3.11) 
Remark 3. If  f(t,w) E 0 E g(t,w), o r  if 
g(t,w) 1 0  and  f(t,w) E B(t)w, then (3.10) reduces 
to 
which  is  the  usual  result  for  linear  systems. 
Theorem 3.7: Let  X(t) be a solution  matrix  for 
(3.1) such  that X-’(t) exists f o r  all t2to. 
Further suppose that both X(t) and X-’(t) are 
bounded  and  that 
for  all  solutions w(t)  of (3.9) with h(t) E Ll(tO,a). 
Then,  all  solutions o f  (3.9) are  bounded. 
Proof. Any solution w(t) of (3.9) satisfies (3.10) 
w(t) = X(t)X-l(to)w(t 0 ) + 
+ t /to  X(t)X-l(s)Cf(s,w)  -f(s,X)X -1 w +  , g(s,w)lds. 
Taking  norms 
i 
37 
Ilw(t) II 2 IIX(t) I I  IIX-l(to) II Ilw(to) I1 + 
t It IIX(t)II*IIX-1(s)II~IIf(s,w)-f(s,X)X-1w+g(s,w)llds 
0 
+ h t m * m - h ( s )  I l w ( s ) I I  ds .  
0 
Applying Theorem 1 1 
and the theorem i s  complete. 
The fo l lowing  examples  i l lus t ra te  some o f  t h e  
poss ib l e  uses  o f  t h e  r e s u l t s  o f  t h i s  sec t ion .  
ExamDle 3 .4 :   Cons ide r   t he   d i f f e ren t i a l   equa t ion  
t 
1 - 2  
(3 -13)  w’ = w + ( e t + h ( t ) ) w  
where h ( t )  E Ll(to,ao). .   Rewriting  (3.13)  gives 
t 
1 - e  
(3 -14)  W’ = w + w2 + ( e t  + h( t ) )w  - w 2 
I n  this case ,  (3 .1)  becomes 
+ 
Now, x ( t )  = e’ 
1 - e  t 
i s  a s o l u t i o n  of (3 .15)-   Since 
t 
x ( t >  < O  f o r  a l l  t,to >o, x-1 - - e e x i s t s   f o r  
e - t  
all t L t o > O .  By (3 .10)  
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I 
t t 
w w  = ( e t)(J+)w(to) + 
l - e   e o  
t S S 
l - e  e l-es 
“w + e w+h(s)w]ds. 
Hence 
t 
w(t) = k. e + l-e  t I to ‘(<)(*)h(s)w(s)ds. l-e  e 
t t 
Therefore, since - e and - are  bounded f o r  t l-e e t 
t,to>O 
Iw(t)l 5 km + Itt m21h(s)l Iw(s)l ds. 
. o  
Applying  Theorem 1.1 
and all solutions  of (3.13) are bounded. This also 
follows  from  Theorem 2.3 since (3.-13) is linear. 
ExamDle 3.5: Consider  the  system (3.1) with 
f(t,x) = h(x)x. Let X(t) be a solution  matrix for 
the  above  system  with  components xij(t), and  let 
xi(t) be  the ith column  vector  of X(t). Then 
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X' 11 
x21 
X nl 
xi2 
x22 
X n2 
... 
... 
... 
X' I n  
X2n 
X nn 
+ ... + 
xll x12 * * -  x In 
x21 x22 * * *  X2n . 
1 1 1 
Xnl Xn2 
The f i r s t  d e t e r m i n a n t  i n  (3.16) becomes 
I p l k x k l  -t h(x Ix11 1 Cblkxk2 + h(x  1 )xl2 . . Cblkxkn+hkl)% k k 
x21 
X nl 
x22 
X' n2 
... X2n 
... X' nn 
This determinant i s  unchanged i f  f r o m  the  f i rs t  row 
t h e r e  i s  subt rac ted  bI2 times  the  second row plus  
b13 t imes   the  t h i r d  row up t o  bln t imes   the  n 
t h  
row. This gives  
X n2 
... 
b x +h(x 1 )xl1 b x +h(x 1 )xl2 . . . b x +h(x 1 )xl1 11 11 11 12 11 In 
x21 x22 X 2n 
X nl ... X nn 
which is 
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bll det  X( t )  + h(xl)  det  X(t) .  
Applying a s imilar  procedure t o  the remaining 
de te rminan t s  i n  (3.16) gives  
n 
i=l 
(3.17) (de tX( t ) ) '  = (tr  B)det:X:(t) + C h(xi)det-X'(t). 
In t eg ra t ing  g ives  
(3.18) detX:(t) = det:y(to)  exp( L L f r  B ( s )  + h(xi(s))lds) 
t n 
0 i=l 
(If h(x)  0 ,  then (3.17) and (3.18) become (1.4) 
and (1.51, r e s p e c t i v e l y r )  Hence, if 
n 
t-ao 0 1 
LFtr B ( s )  + h(xi (s ) )ds l  > -ao , then X-'(t) 
e x i s t s  f o r  t2 to ,  and t h e   r e s u l t s  o f  this sec t ion  
a re   appl icable  i f  X ( t )  i s  bounded. 
ExamDle 5 .6 :  Consider  the first order  nonhomogeneous 
d i f f e r e n t i a l  e q u a t i o n  
z '  = - q ( t ) z  
Then, by (3.10) 
z ( t o >  = 1- 
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I V  OSCILLATIONS 
1. In t roduc t ion  
T h i s  chapter  dea ls  w i t h  t he  ze ros  o f  var ious  
d i f f e ren t i a l   sys t ems .   The re   a r e  two p r inc ipa l   r ea sons  
f o r  cons ide r ing  these  r e su l t s  he re .  
1. These r e s u l t s   c a n   g i v e   s u f f i c i e n t   r e s u l t s  f o r  
a so lu t ion   ma t r ix  Y ( t )  being unbounded; i - e .  
i f  I l Y - ' ( t ) l l  - 0 a s  t - t*, then  I I Y ( t ) I I  - 00 
a s  t - t*. 
2 -  If X( t )  i s  a so lu t ion   ma t r ix  for the  system 
(3-1) X'  = B( t )x  + f ( t , x )  
then  the  ques t ion  o f  t he  ex i s t ence  o f  X-'(t) 
reduces t o  t h e  study  of t h e  zeros  o f  u ( t )  
de t   X( t )  i f  X ( t )  i s  bounded.  Let xi  be
t h e  ith column vec to r  o f  X ( t )  and f k  be t h e  
kth element o f  f ( t , x ) .   L e t  
m 
k = l  
(4-1) cp(t,X) = det(X)k 
where (X), = X ,  except f o r  t h e  kth row which 
has  been  replaced by fk(x i ) .  Then by (3.17) 
(4.2) u'  = ( t r  I)u + cp(t,X). 
Combining (3.1) and (4 -2 )  l eads  t o  t h e  ( n + l )  st 
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o r d e r  d i f f e r e n t i a l  s y s t e m  
{ 
X '  = B ( t ) x  + f ( t , x )  
u '  = (tr B)u + cp(t,X) 
(4.3)  
Hence, i f  a s o l u t i o n  o f  (4 .3 )  has  no zeros ,  then  
t h e  r e s u l t s  o f  Sec t ion  3.3 may be  appl icable .  
2. O s c i l l a t i o n s  
Following  Butewski C161, a v e c t o r   x ( t )  i s  s a i d  
t o  b e   o s c i l l a t o r y ,  i f  given T (0 A T  C OD , t h e r e  
e x i s t s  a f i n i t e  t * > T  such  that   I lx(t*)II  = 0 .  
Otherwise ,   x ( t )  i s  s a i d   t o   b e   n o n - o s c i l l a t o r y .  
The f irst  r e s u l t  a p p l i e s  t o  l i nea r  sys t ems  only. 
Theorem 4.1: Consider   the  system (2.1) where t h e  
components b .  . ( t)  of B s a t i s f y  
1 J  
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I 
< 
(4.7) y' = S ( t ) y .  
Then (2.1) i s  equivalent  t o  (4-7) w i t h  
given by (4.5) and (4.61, respec t ive ly .   This  i s  
e a s i l y  s e e n ,  for s ince  
yi and sij 
then 
[xiexp(-  L:bii)]' = n .X b. .x .   exp(-  L o b i i )  t 
j=1 1 3  J 
j f i  
or 
n = C b. .x. exp(- k o b i i ) *  t 
-~=1 1 J J 
j f i  
Hence 
n 
X '  = C b.  .x . i j =1 1 J  
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L e t   y ( t >  be a s o l u t i o n  of  ( 4 - 7 ) .  Then 
,yi(to) = xi(to> > 0 by (4.4) and (4.5). By (4.4)  and 
(4.6) 
s ( t )  > o i = 2 ,  ..., n il 
( S i i ( t )  = 0 l < i l n .  
U s i n g   t h e s e   r e l a t i o n s ,   y i ( t o )  > 0, l < i l n .  
The re fo re ,   t he re   ex i s t s   an  E > O  such   tha t  
Actua l ly ,   (4-9)holds  f o r  a l l  tL,to, f o r  suppose  the 
contrary.  Without l o s s  o f  g e n e r a l i t y ,  i t  may be 
assumed t h a t  y;( t )  i s  t h e  f i rs t  o f  t h e   y i ( t )  t h a t  
vanishes  and t h a t  T1 i s  i t s  f i r s t   z e r o -  Hence, 
However,  by ( 4 - 7 )  and ( 4 - 3 ) ,  y;(Tl) > 0 ,  a 
contradiction.  Hence, T1 does  not   exis t ,   and (4.9) 
i s  v a l i d  f o r  tL,too F i n a l l y ,  by (4.5)  and (4.9), 
x p  > 0 ,  and t h e  f i rs t  a s s e r t i o n  i s  proved. 
The second half  o f  the theorem i s  e a s i l y  shown 
by d i f f e r e n t i a t i n g  ( 4 . 5 )  
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* 
xi > ,siixi 
and the theorem i s  complete. 
ExamDle 4.1: Consider  the  nth  order  equation  (2.9) 
where t h e   a i ( t )  < 0 ,  t >to.  Transform  (2.9) i n t o  
the  system  (2.1)  w i t h  B( t )   g iven  by (2.10).  Theorem 
4..1 i s  now app l i cab le ;   hence ,   any   so lu t ion   u ( t )  o f  
( 2 . 7 )  which s a t i s f i e s  u ( j ) ( t  ) > 0 ,  0 5  j s n - 1 ,  a l s o  
s a t i s f i e s   u ( J ) ( t )  > 0 ,  t L t o .  That i s ,  under   the 
above assumptions,  the solutions of  ( 2 . 9 )  a r e  non- 
o s c i l l a t o r y .  
0 
Theorem 4.2:  Consider  the  system 
(4.10) X '  = f ( t , x )  
where t h e  components f i  o f  f are   cont inuous f o r  
t > t o > O  and -a< x.  < a, 1 l i S n .  Let a unique 
s o l u t i o n  o f  (4 .10 )  pas s  th rough  each  po in t  i n  ( t , x )  
space .   Le t   x ( t )   be   any   nont r iv ia l   so lu t ion  o f  
(4- 10)- If f o r  each fixed i ,  15 i I n  
1 
f i ( t , d  # 0 when Ixi I < OD and max Ix. I # 0 
Ilj Cn 
j#i 
J 
and 
f i ( t , X )  = 0 when Ixi I < OD and max I x .  I = 0 
15 j n J 
j# i  
then  the  fo l lowing  s ta tements  a re  va l id .  
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i) If one  of   the xi ' s  i s  i d e n t i c a l l y   z e r o  i n  
[a, PI t h e n  a l l  o f  them a r e  i d e n t i c a l l y  z e r o  i n  (a, p ) .  
i i )  If one  of  the xi 's  i s  non-osc i l la tory ,   then  
a l l  o f  t hen  a re  non-osc i l l a to ry .  
i r i )  The ze ros  o f  each   x i ( t )   a re   s imple .  
i v )  The ze ros  o f  t h e  x j  , 15 j (n ,   s epa ra t e   one  
another .  
v )  Each x i ( t )   posses ses   on ly  a f i n i t e  number 
o f  z e r o s  i n  a n y  f i n i t e  i n t e r v a l  [a, PI-  
Proof.  i )  Suppose  xl(t)  E 0 f o r  t E [a, P ] .  Then 
x;(t) 0 f o r  t E (a,P) imp l i e s   t ha t   t he   r ema in ing  
x i ( t )  = o f o r  t E (a,P). 
i i )  Suppose t h a t   x , ( t )  f 0 f o r  t 2 T .  Then 
Hence, f o r  2 5 i 5 n ,   x i ( t )  i s  monotone f o r  t > T .  
i i i )  Suppose t h a t  x,(t") = 0 = x;(t*). If this 
i s  the   ca se ,   t hen   x2 ( t* )  = .. = x n ( t  ) = 0 .  By t h e  * 
i v )  Suppose t h a t   x l ( t l )  = xl ( t2)  = 0,  and 
x l ( t )  # 0 for tl < t < t2- By R o l l e ' s  Theorem, t h e r e  
e x i s t s  T ,  t l < T  < t2  such   t ha t  x;(T) = 0 .  Hence 
xi(T) = 0 ,  2 5 i 5 n .  Suppose t h a t   t h e r e   e x i s t s  two 
zeros  o f  some x . ( t )  between tl and t2 a t   h e  
J 
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p o i n t s  T1 and T2- ,Then x.(Ti)  = 0 ,  i = 1 , 2 .  If 
this were the  case ,  t hen  by R o l l e ' s  Theorem t h e r e  
J 
would e x i s t  7 ,  t l < T l <  7 < T 2 < t 2 ,  such t h a t  
x ( . ( T )  = 0. Hence, f . ( T , x )  = 0, and  xl(T) = 0, a 
cont rad ic t ion .  
J J 
v) Suppose t h a t  x , ( t )  = 0 f o r  t E is,] C [a,PI.  
Then, t h e r e   e x i s t s  s E [01,8] such t h a t  sv + S O  By 
cont inui ty ,   x l (  s )  = 0 ,  and 
Therefore,   x;(s)  = 0 .  Then by i i i ) ,   x ( t )  0 ,  and 
the theorem i s  complete. 
Theorem 4.3: In  a d d i t i o n  t o  the hypotheses  of t h e  
previous  theorem,  further  suppose t h a t  f o r  some j f i 
and 
i Ix. I <a) 1 l l k l n  k f i ,  j f i ( t , x )  < O  f o r  t > t o > O  and -a)< x k S O  "OD < c .  < o  J 
Then the system (4-10) i s  non-osc i l la tory .  
-Proof. If x , ( t>  i s  non-osci l la tory,   tLen by ii) of 
Theorem 4-2,  the system (4.10) i s  non-osc i l la tory .  
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Hence, it may by assumed t h a t   g i v e n  t > t o > O ,  t h e r e  
e x i s t  7 7 > t such   t ha t  xl(T1) = x1(T2> = 0 .  1' 2 - 
By R o l l e ' s  Theorem, t h e r e   e x i s t s  T ,  T 1 < T <  T 2 ,  
s uch   t ha t  x;(T) = 0 .  Hence, by t h e  above  assumptions, 
x . (T)  = 0 f o r  2 5  j s n -  
J 
Case 1 Let  xl(T) > a  and x . ( T )  = 0 f o r  
2 5  j I n .  S i n c e  x l ( T )  > 0 ,  it i s  c l e a r  t h a t  x'.(T) > O  
f o r  2 5 j S n .  Hence, by c o n t i n u i t y ,   t h e r e   e x i s t s  a 
J 
3 
7 > T s u c h  t h a t  
Xk(7)  > 0 
f o r  l l k l n  
Xk(7) > 0 
Let x; ( t )  be t h e  f i r s t  o f  the  x;(t)   which 
0 
vanishes  and T~ be i t s  f i r s t   z e r o .  Hence 
But x i  ( T o )  = f ( 7  , x )  > 0 ,  a contradiction.  Hence, i o  
0 0 
7 does   no t   ex i s t  and 
0 
i x,(t> > 0 X&) > 0 l s k s n  t 2  7 .  
Case 2. Let  xl(T) < 0 and x . (T)  = 0 f o r  
J 
2 1 j I n .  The proof o f  th is  case i s  t h e  same a s  t h a t  
f o r  case 1 w i t h  x i ( t )  and x i ( t )   r e p l a c e d  by 
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i 
-xi( t )  and  -x;(t) ,   respectively- Hence t h e  
theorem i s  proved. 
ADDlicat-: Let   X(t)  be a so lu t ion   mat r ix  f o r  
(3.11, and  consider  the  system (4.3). Let 
B * ( t )  = ( l ( t )  0 ) 
... 0 t r  B( t )  
and 
f*( t ,w) 
/ f1( t ,w)  
I :  
Then (4.3) can be expressed as  the (n+l)s t  order  
system 
(4.11) W '  = B*(t)w + f*( t ,w) .  
If ( 4 a . 1 1 )  s a t i s f i e s  t h e  c o n d i t i o n s  o f  Theorem 4.3, 
t h e n   t h e r e  i s  a 7 s u c h   t h a t   X - l ( t )   e x i s t s  f o r  
t >  7 ,  and t h e  r e s u l t s  o f  Chap te r  t h ree  a re  app l i cab le  
f o r  the system (3.1) 
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V SUIvIbURY AND CONCLUSIONS 
1. Summary 
I n  this paper an attem2t was made t o  secure a 
comprehensive theory for  l inear  and nonl inear  
d i f fe ren t ia l  sys tems under  most  gene ra l  cond i t ions ,  
wi th  the  except ion  o f  Chapter  four.  Because o f  this 
l ack  o f  s p e c i a l i z a t i o n ,  some o f  t h e  r e s u l t s  o b t a i n e d  
may appear  t o  be   pa the logica l ;   however ,   the i r  
app l i ca t ion  t o  a specif ic  problem should prove t o  be 
q u i t e  f r u i t f u l .  
In  a d d i t i o n  t o  the  necessary  pre l iminar ies ,  a 
genera l ized  f o r m  o f  Bellman's  "fundamental lemma" 
[l, p. 351 and   the   "cor rec t"   p roof  o f  Lagrange's 
v a r i a t i o n  o f  parameters formula were presented in 
Chapter one. 
In  Chapter  t w o ,  l i nea r  sys t ems  were s tud ied  w i t h  
r e s p e c t   o   t h e   s e t s  63 and 3 (see  Chapter   one) .  
Here an important  necessary and suff ic ient  theorem o f  
Conti Cl9l was generalized.  Moreover, a s t ronge r  
suff ic iency theorem was shown, even though one o f  t h e  
o r i g i n a l   c o n d i t i o n s  was dropped.  This  allowed  an 
obvious  extension t o  t h e   s e t  2 , which was 
una t ta inable  v ia  the  or ig ina l  theorem.  
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Nonlinear systems were s t u d i e d  i n  Chapter  th ree  
by means o f  t h e i r  accompaning in t eg ra l  equa t ions .  A 
conver se . theo rem to  a s t a n d a r d  r e s u l t  was g iven  (see  
Theorem 3 . 3 ) .  The concept o f  one vector being 
bounded w i t h  r e spec t  t o  ano the r  vec to r  was introduced,  
and a s e r i e s  o f  theorems concerning this d e f i n i t i o n  
followed.  Sharper  upper  bounds  were  obtained f o r  
some cases ,  whi le  here tofore  unknown lower bounds were 
de r ived .   F ina l ly ,   Lagrange ' s   va r i a t ion  o f  parameters 
formula was extended t o  a c e r t a i n  c l a s s  o f  nonl inear  
systems. 
Chapter  four  concerned osci l la t ion theorems 
which, though important i n  t h e i r  own r i g h t ,  were 
p r e s e n t e d  i n  o r d e r  t o  s t r engh ten  Sec t ion  3.3.  
Throughout th is  p a p e r ,  a n  e f f o r t  was made t o  
i l l u s t r a t e  t h e  t h e o r y  w i t h  simple,  yet  meaningful,  
examples. 
2 Conclusions 
It seems unreasonable  to  expec t  t o  o b t a i n  a 
s t r o n g  t h e o r y  f o r  d i f f e ren t i a l  sys t ems  by way of t h e  
methods  used i n  this t h e s i s .  However, the   fo l lowing  
r emarks  a re  in  o rde r .  
53 
1. Although a gene ra l i za t ion  o f  Bellman's 
" fundamental lemma " was given in  Chapter  one,  only 
the  weaker f o r m  was used .  Perhaps  sharper  resu l t s  
could  be  obtained  through  the  stronger  form. B i h a r i  
c13] has given a d i f f e r e n t  g e n e r a l i z a t i o n  o f  t h e  
above theorem which also could be brought t o  bear  on 
the problem. 
2. Bellman c9, 10, 111 h a s  o b t a i n e d   r e s u l t s  which 
guarantee  the  ex is tence  o f  a m a t r i x  o f  (bounded) 
s o l u t i o n s   f o r   c e r t a i n   n o n l i n e a r   s y s t e m s .  .These 
theorems, when used  in  con junc t ion  w i t h  Chapter  th ree ,  
should prove useful .  
3. It i s  conjectured t h a t  a c l e v e r   a p p l i c a t i o n  
of some o f  t h e  r e s u l t s  o f  C h a p t e r  t h r e e  ( i n  p a r t i c u l a r ,  
see  the proof  o f  Theorem 3 . 6 )  could lead t o  a d i r e c t  
i n t e g r a t i o n  of t h e  l i n e a r  d i f f e r e n t i a l  e q u a t i o n  (2.9). 
Some special  cases  have been solved,  but  the general  
r e s u l t  i s  s t i l l  unknown. 
4. F i n a l l y ,  most  o f  t h e  r e s u l t s  i n  this t h e s i s  
shou ld  ca r ry  ove r  i n to  the  f i e lds  o f  d i f f e r e n t i a l -  
difference equat ions and control  theory.  
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