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ﺼﺒﻴﺔ ﺑﻨﺠﺎح ﻟﻌﻤﻞ ﻧﻤﻮذج ﻟﻠﺘﻨﺒﺆ ﺑﻀﻐﻂ اﻟﺒﺌﺮ اﻟﺴﻔﻠﻰ ﻓﻰ ﺁﺑﺎراﻟﻨﻔﻂ ذات ُأﺳﺘﺨﺪﻣﺖ ﺗﻘﻨﻴﺔ اﻟﺸﺒﻜﺎت اﻟﻌ 
اﻟﺘﻮﺟﻴﻪ ) وﻗﺪ ﺗﻢ ﺗﻄﻮﻳﺮ اﻟﻨﻤﻮذج اﻟﺠﺪﻳﺪ ﺑﺈﺳﺘﺨﺪام ﺧﻮارزﻣﻴﺔ ﻟﻠﺘﻌﻠﻢ . اﻟﺴﺮﻳﺎن اﻟﻌﻤﻮدى اﻟﻤﺘﻌﺪدة اﻻﻃﻮار
 ﻧﻘﻄﺔ ﺑﻴﺎﻧﺎت ﺣﻘﻠﻴﺔ ﻓﻰ ﺗﻄﻮﻳﺮ اﻟﻨﻤﻮذج ﻣﺄﺧﻮذة ﻣﻦ ﻋّﺪة ﺣﻘﻮل 602وﻗﺪ ُأﺳﺘﺨﺪﻣﺖ ( .  اﻟﺨﻠﻔﻰ ﻟﻼﺧﻄﺎء 
وﺗﻐﻄﻰ اﻟﺒﻴﺎﻧﺎت اﻟﻤﺴﺘﺨﺪﻣﺔ ﻓﻰ ﺗﻄﻮﻳﺮ اﻟﻨﻤﻮذج ﻣﻌﺪل اﻧﺘﺎج ﻧﻔﻄﻰ ﻳﺘﺮاوح .  ﺔ اﻟﺸﺮق اﻻوﺳﻂ ﻣﻦ ﻣﻨﻄﻘ 
% 8.44اﻟﻰ %  0.0 ﺑﺮﻣﻴﻞ ﻓﻰ اﻟﻴﻮم، ﻧﺴﺒﺔ وﺟﻮد اﻟﻤﺎء ﻓﻰ اﻟﻤﻮاﺋﻊ ﻣﻦ 81691 اﻟﻰ 082ﻣﺎ ﺑﻴﻦ 
وﻋﻨﺪ  ﺗﻘﺴﻴﻢ  ا ﻟﺒﻴﺎﻧﺎت  ا ﻟﻤﺘﺎﺣﺔ .   ﻗﺪم  ﻣﻜﻌﺐ  ﻟﻜﻞ  ﺑﺮﻣﻴﻞ 5.576ووﺻﻠﺖ  ﻧﺴﺒﺔ  ا ﻟﻐﺎز  اﻟﻰ  ا ﻟﻨﻔﻂ  ﺣﺘﻰ 
داء ﺑﺎﻟﻨﺴﺒﺔ ﻟﻠﻨﻤﻮذج أ ﻋﻠﻰ أ  ﺗﻢ اﻟﺤﺼﻮل ﻋﻠﻰ 1:1:3ﺑﻨﺴﺒﺔ (  ﺘﺪرﻳﺐ، اﻟﺼﻼﺣﻴﺔ، واﻷﺧﺘﺒﺎر زﻣﺮة اﻟ ) 
 .اﻟﻤﻄﻮر
د ا ء  ا ﻟﻨﻤﻮذج  ا ﻟﻤﻄﻮر  وﻣﻘﺎ رﻧﺘﻪ  ﺑﺎ ﻟﻌﻼﻗﺎت  ا ﻟﺘﺠﺮﻳﺒﻴﺔ  وا ﻟﻨﻤﺎذج وﻗﺪ  ﺗﻢ  إﺟﺮا ء  دراﺳﺔ  ﻣﻘﺎ رﻧﺔ  ﻷ 
ﻟﻨﻤﺎذج اﻟﻤﻴﻜﺎﻧﻴﺴﺘﻴﺔ اﻻﺧﺮى ﺑﺎﺳﺘﺨﺪام ﻣﻘﺎﻳﻴﺲ اﺣﺼﺎﺋﻴﺔ وﻗﺪ ُوﺟﺪ ان اداء اﻟﻨﻤﻮذج اﻟُﻤﻄﻮر ﻳﻔﻮق ا 
 .اﻻﺧﺮى واﻟﻌﻼﻗﺎت اﻟﺘﺠﺮﻳﺒﻴﺔ ﺑﺤﺼﻮﻟﻪ ﻋﻠﻰ أﻋﻠﻰ ﻣﻌﺪل إرﺗﺒﺎط وأﻗﻞ أﺧﻄﺎء وإﻧﺤﺮاف ﻣﻌﻴﺎرى
وﻋﻨﺪ ﺗﻄﺒﻴﻖ اﻟﻨﻤﻮذج اﻟﺠﺪﻳﺪ، ﻳﻨﺒﻐﻰ اﻷﺧﺬ ﺑﻌﻴﻦ اﻻﻋﺘﺒﺎر ﻧﻄﺎق اﻟﺒﻴﺎﻧﺎت اﻟﺤﻘﻠﻴﺔ اﻟﺘﻰ ُأﺳﺘﺨﺪﻣﺖ ﻓﻰ 
 .ﺗﻄﻮﻳﺮ اﻟﻨﻤﻮذج
 درﺟﺔ اﻟﻤﺎﺟﺴﺘﻴﺮ ﻓﻰ اﻟﻌﻠﻮم
?ﺟﺎﻣﻌﺔ اﻟﻤﻠﻚ ﻓﻬﺪ ﻟﻠﺒﺘﺮول واﻟﻤﻌﺎدن
  اﻟﻤﻤﻠﻜﺔ اﻟﻌﺮﺑﻴﺔ اﻟﺴﻌﻮدﻳﺔ-ﻈﻬﺮاناﻟ
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CHAPTER 1 
 
 
 
INTRODUCTION 
 
 
Multiphase flow in pipes can be defined as the process of simultaneous flow of 
two phases or more namely; liquid and gas. It occurs in almost all oil production wells, in 
many gas production wells, and in some types of injection wells. This process has raised 
considerable attention from nuclear and chemical engineering disciplines as well as 
petroleum engineering. The phenomenon is governed mainly by bubble point pressure; 
whenever the pressure drops below bubble point, gas will evolve from liquid, and from 
that point to surface, gas-liquid flow will occur. Furthermore, certain flow patterns will 
develop while the pressure decreases gradually below the bubble point, as illustrated in 
Figure 1.1. The flow patterns depend mainly on the gas and liquid velocities, and 
gas/liquid ratio. Needless to say that sharp distinction between these regimes is not 
possible. 
The present study focuses on prediction of the pressure losses in vertical pipes 
carrying multiphase mixtures (gas and liquid). These pressure losses need to be estimated 
with good precision in order to implement certain design considerations. Such 
considerations include tubing sizing and operating wellhead pressure in a flowing well; 
well completion or re-completion schemes; artificial lift during either gas-lift or pump 
 2
 
 
 
 
 
 
Figure 1.1: Vertical Flow Patterns. 
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operation in a low energy reservoir; liquid unloading in gas wells; direct input for surface 
flow line and equipment design calculations. 
In the present study, Chapter 2 reviews and discusses literature relevant to the 
topics addressed in this work. Chapter 3 presents the statement of the problem and defines 
the general objectives. In Chapter 4 a general framework for the concept of artificial 
neural networks is presented. Great emphasis is placed on a back propagation learning 
algorithm that was utilized in developing a model for predicting pressure drop in 
multiphase flow wells. Also, the model parameters are discussed along with general 
network optimization. Chapter 5 presents the model optimization and results of the 
developed model along with a comparison to the best available empirical correlations and 
mechanistic models. Finally, Chapter 6 concludes and summarizes the findings of this 
study and discusses potential future developments for the used approach. 
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CHAPTER 2 
 
 
 
LITERATURE REVIEW 
 
 
This chapter provides a revision of the most commonly used correlations and 
mechanistic models and their drawbacks. The concept of artificial neural network is, in 
brief, being presented along with its applications in petroleum industry as well as in 
multiphase flow area. Special emphasis is devoted to pressure drop calculations in 
multiphase flow wells using the best available empirical correlations and mechanistic 
models. 
2.1 Empirical Correlations  
Numerous correlations have been developed since the early 1940s on the subject 
of vertical multiphase flow. Most of these correlations were developed under laboratory 
conditions and are, consequently, inaccurate when scaled-up to oil field conditions1. A 
detailed description of these correlations is given in Appendix A for reference. The most 
commonly used correlations are those of Hagedorn and Brown2, Duns and Ros3, 
Orkiszewski4, Beggs and Brill5, Aziz and Govier6, and Mukherjee and Brill7. These 
correlations, discussed in Appendix A, have been evaluated and studied carefully by 
numerous researchers to validate their applicability under different ranges of data. 
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Espanol8 has shown that Orkiszewski4 correlation was found more accurate than 
other correlations in determining pressure drop especially when three-phase flow is 
introduced in wellbores.  
Camacho9 collected data from 111 wells with high gas-liquid ratios to test five 
correlations. None of these wells encountered a mist flow regime defined by Duns and 
Ros3 or Orkiszewski4 correlations. He reported that no single method was sufficiently 
accurate to cover all ranges of gas-liquid ratios. Duns and Ros3 and Orkiszewski4 
correlations performed better when forced to mist flow for gas liquid ratios exceed 10,000 
SCF/STB. 
Messulam10 has also conducted a comparative study using data from 434 wells to 
test the performance of available correlations. Six methods were tested and no one was 
found to be superior for all data ranges. Hagedorn and Brown2 followed by Orkiszewski4 
correlation were the most accurate over the other tested methods. Duns and Ros3 method 
was the least accurate one. 
Lawson and Brill11 presented a study to ascertain the accuracy of seven pressure-
loss prediction methods. The best method was Hagedorn and Brown2 followed by 
Orkiszewski4 correlation. 
The same number of field data points (726, used by Lawson and Brill11) was used 
by Vohra et al.12. The purpose of their study was to include the new methods of Beggs 
and Brill5, Aziz et al.6, and Chierici et al.13. It was found that Aziz et al.6 performed the 
best followed by the Beggs and Brill5 and Chierici et al.13 correlations. 
Chierici et al.13 proposed a new method to be used in slug flow regime only. They 
suggested using the Griffith and Wallis14 correlation in bubble flow and the Duns and 
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Ros3 method in mist flow. Besides, they specified which fluid property correlations have 
to be used for calculating two-phase flowing pressure gradients by their method. The 
Vohra et al.12 study showed that this method overestimates pressure drop calculation in 
most cases. 
Several correlations have been investigated using about 115 field data points by 
Kabir et al.15. Their correlation performed better than Aziz et al.6 and Orkiszweski4 
correlations, when the slug and bubble flows are predominant. They claimed also that 
their correlation is outperforming the rest of correlations in the churn and annular flow 
regimes. 
Aggour et al.16 evaluated the performance of vertical multiphase flow correlations 
and the possibility of applying those set of correlations for conditions in Gulf region 
where large tubular and high flow rates are dominant. They concluded that Beggs and 
Brill5 correlation outperforms the rest of correlations in pressure prediction. Hagedorn and 
Brown2 correlation was found to be better for water cuts greater than 80%. Also, they 
reported that Aziz et al.6 correlation could be improved when Orkiszewski flow pattern is 
applied. 
Bharath17 reported that the Orkiszewski4 and Hagedorn and Brown2 correlations 
are found to perform satisfactorily for vertical wells with or without water cut. Also, He 
concluded that Duns and Ros3 correlation is not applicable for wells with water-cut and 
should be avoided for such cases. The Beggs and Brill5 correlation is applicable for 
inclined wells with or without water-cut and is probably the best choice available for 
deviated wells.  
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Most researchers agreed upon the fact that no single correlation was found to be 
applicable over all ranges of variables with suitable accuracy1. It was found that 
correlations are basically statistically derived, global expressions with limited physical 
considerations, and thus do not render them to a true physical optimization 
 
2.2 Mechanistic Models 
Mechanistic models are semi-empirical models used to predict multiphase flow 
characteristics such as liquid hold up, mixture density, and flow patterns. Based on sound 
theoretical approach, most of these mechanistic models were generated to outperform the 
existing empirical correlations.  
Four mechanistic models will be reviewed in this study; those of Hasan and 
Kabir15, Ansari et al.18, Chokshi et al.19, and Gomez et al.20. Detailed description of these 
models is provided in Appendix A. 
Hasan and Kabir15 and Ansari et al.18 models were evaluated thoroughly by 
Pucknell et al.21 who reported that Hasan and Kabir15 model was found to be no better 
than the traditional correlations while Ansari et al. model18 gave reasonable accuracy. 
Kaya et al.22 have proposed another comprehensive mechanistic model for predicting flow 
patterns in inclined upward and vertical pipes with five flow patterns used; bubbly, 
dispersed, bubble, slug, churn and annular flows. Their model was tested against four 
mechanistic models and two empirical correlations and was found to perform better than 
the rest. These different flow patterns are definitely resulting from the changing form of 
the interface between the two phases. 
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 Tengesdal et al.23 did the same as Kaya et al.22, they identified five flow patterns 
and came up with vertical upward two-phase flow mechanistic model for predicting these 
flow patterns and liquid hold up plus pressure drop. He developed a new model for churn 
flow pattern and utilized some famous mechanistic model for the rest of flow regimes. 
The model also tested and gave satisfactory result compared to different schemes. 
Generally, each of these mechanistic models has an outstanding performance in specific 
flow pattern prediction and that is made the adoption for certain model of specific flow 
pattern by investigators to compare and yield different, advanced and capable mechanistic 
models.  
Takacs1 made a statistical study on the possible source errors in empirical 
correlation and mechanistic models. He concluded that there is no pronounced advantage 
for mechanistic models over the current empirical correlations in pressure prediction 
ability when fallacious values are excluded. Actually, there is no privilege for mechanistic 
models over the existing empirical correlation but they behave similarly when mistaken 
data from the former is taken out.  
 
2.3 Artificial Neural Networks 
Artificial neural networks are collections of mathematical models that emulate 
some of the observed properties of biological nervous systems and draw on the analogies 
of adaptive biological learning. The concept of artificial neural network and how it works 
will be discussed in details in chapter 4. 
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2.3.1 The Use of Artificial Neural Networks in Petroleum Industry 
The use of artificial intelligence in petroleum industry can be tracked back just 
almost ten years24. The use Artificial Neural Network (ANN) in solving many petroleum 
industry problems was reported in the literature by several authors.  
Conventional computing tools have failed to estimate a relationship between 
permeability and porosity. Knowing the behavior of this relationship is of utmost 
significance for estimating the spatial distribution of permeability in the reservoirs 
especially those of heterogeneous litho-facies. ANN was used successfully in determining 
the relationship between them and constructing excellent prediction or estimation25. For 
instance; ANN has a great share in solving problems related to drilling such as drill bit 
diagnosis and analysis25, 26, 27, 28. Moreover, ANN was used efficiently to optimize 
production, fracture fluid properties30. 
ANN has also been adopted in several other areas such as permeability 
predictions30, well testing31, 32, 33, reservoir engineering and enhance oil recovery 
specifically34; PVT properties prediction35, 36, 37, identification of sandstone lithofacies, 
improvement of gas well production38, prediction and optimization of well performance, 
and integrated reservoir characterization and portfolio management39. 
  
2.3.2 Artificial Neural Networks in Multiphase Flow 
Recently, ANN has been applied in the multiphase flow area and achieved 
promising results compared to the conventional methods (correlations and mechanistic 
models). With regard to this field, a few researchers applied ANN technique to resolve 
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some problems associated with multiphase problems including flow patterns 
identification, liquid hold up, and gas and liquid superficial velocities. 
Arirachakaran et al.40 proposed an intelligent program, supported by a knowledge 
data base and human interaction to interpret the results obtained from prediction of flow 
pattern by mechanistic models. An expert systems approach that displays some sort of 
intelligence is capable of thinking like humans and have a learning talent was suggested 
by the author as a pioneering step of ANN. This expert system flow pattern simulator, the 
author suggests, can be intelligently utilized as a computer aided engineering tool in 
production system optimization.  
Ternyik et al.41 presented a solution for predicting flowing bottomhole pressure in 
multiphase flow, both for wellbores and pipelines. He formulated separate neural 
networks for each case by using back-propagation method along with different set up and 
inclination angles. Their new approach, which is called virtual measurement in pipes 
(VMP), was designed to address the development of tools to predict pressure drops in 
pipes. It outperforms the conventional method (five empirical correlations were used to 
compare results) in its generality and high prediction capability. His approach worked 
reasonably with lower standard deviation and mean values when used for oil wells. The 
small number of data sets and high number of variables used in his study in hidden layer, 
which might limit their model generality. Also, they proceeded with the application of 
VMP in prediction of liquid holdup and flow regimes in pipes and wells. ANN utility of 
differentiating complex pattern has proved to be a good tool in this area especially where 
complex relationship between flow patterns present. The model can fit correctly at any 
inclination angle and might be claimed as a unified model for flow patterns and liquid 
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hold up prediction. Mukherjee42 experimental data set was used due to wide coverage of 
inclination angles reported in to provide more generality and confidence to the output 
results. A Kohonen type network was utilized due to the ability of this network to self 
learning without depending on the output in each case. His model was restricted to a 1.5 
inch tubing diameter and low operating condition, which limit the generality of his model. 
The need for accurate hold up and flow patterns prediction stimulated Osman43 to 
propose an artificial neural networks model for accurate prediction of these two variables 
under different conditions. 199-data points were used to construct his model. Neural 
Network performed perfectly in predicting liquid hold up in terms of lowest standard 
deviation and average absolute percent error when compared to published models. His 
model did not work efficiently in the transition phases. 
Osman and Aggour44 presented an artificial neural networks model for predicting 
pressure drop in horizontal and near-horizontal multiphase flow. A three-layer back-
propagation ANN model was developed using a wide range of data. Thirteen variables 
were considered as the most effective variables incorporated in pressure drop prediction. 
Their model achieved outstanding performance when compared to some of the existing 
correlations and two mechanistic models. The model was also found to correctly simulate 
the physical process. 
Shippen et al.45 confirmed the use of ANN as a good tool to predict liquid hold up 
in two phase horizontal flow. The author discussed the inapplicability of current 
mechanistic models and empirical correlation and the superiority of ANN over them. 
Large set of data was used to provide high degree of generality to their model. Highest 
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correlation factor (0.985), compared to cases tested, indicates the superior overall 
performance of the model.  
As stated by different authors and researchers, and as discussed earlier, the 
empirical correlations and mechanistic models failed to provide a satisfactorily and a 
reliable tool for estimating pressure in multiphase flow wells. High errors are usually 
associated with these models and correlations which encouraged a new approach to be 
investigated for solving this problem. Artificial neural networks gained wide popularity in 
solving difficult and complex problems, especially in petroleum engineering. This new 
approach will be utilized for the first time in solving the problem of estimating pressure 
drop for multiphase flow in vertical oil wells. 
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CHAPTER 3 
 
 
STATEMENT OF THE PROBLEM AND OBJECTIVES 
 
 
 This chapter describes the problem of estimating pressure drop for vertical 
multiphase flow in oil wells. The need for developing a model that can overcome the 
previous difficulties faced in utilizing empirical correlations and mechanistic models is 
addressed through stating the objective of this work. 
3.1 Statement of the Problem 
The need for accurate pressure prediction in vertical multiphase is of great 
importance in the oil industry. Prediction of pressure drop is quite difficult and 
complicated due to the complex relationships between the various parameters involved. 
These parameters include pipe diameter, slippage of gas past liquid, fluid properties, and 
the flow rate of each phase. Another parameter, which adds to the difficulty, is the flow 
patterns and their transition boundaries inside the wellbore along with changing 
temperature and pressure conditions. Therefore, an accurate analytical solution for this 
problem is difficult or impossible to achieve. However, numerous attempts have been 
tried since the early fifties to come up with precise methods to estimate pressure drop in 
vertical multiphase flow. These attempts varied from empirical correlations to semi 
empirical (mechanistic models) approaches. The first approach was based on development 
of empirical correlations from experimental data. The second approach was based on 
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fundamental physical laws, hence, provided some sort of reliability. As discussed in 
chapter 2, both solutions did not provide satisfactory and adequate results in all 
conditions.  
Application of Artificial Neural Network (ANN) in solving difficult problems has 
gained wide popularity in the petroleum industry. This technique has the ability to 
acquire, store, and utilize experiential knowledge. Besides, it can differentiate, depending 
on the training data set, between complex patterns if it is well trained.  
In this study, an artificial neural network model for prediction of pressure drop in 
vertical multiphase flow is developed and tested against field data. Some of the best 
available empirical correlations and mechanistic models are reviewed carefully using 
graphical and statistical analysis. These mechanistic models and empirical correlations are 
compared against the generated artificial neural network model.  
 
3.2 Objective 
The general objective of this study is to develop an artificial neural network model 
that provides more accurate prediction of pressure drop in vertical multiphase flow. Data 
from different Middle Eastern fields are used in this study. Specific objectives are: 
1. To construct an ANN model for predicting pressure drop in vertical multiphase 
flow. 
2. To test the constructed model against actual field data. 
3. To compare the developed model against the best available empirical correlations 
and mechanistic models. 
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CHAPTER 4 
 
 
NEURAL NETWORKS 
 
 
This chapter deals with addressing the concept of artificial neural networks. First, 
historical background will be introduced, then, the fundamentals of ANN along with a 
deep insight to the mathematical representation of the developed model and the network 
optimization and configuration will be also discussed in details. The relationship between 
the mathematical and biological neuron is also explained. Besides, the way on how 
network functions is addressed through defining network structure, which deals also with 
solving many problems encountered during establishment of the model. Finally, the 
chapter concludes with presenting the robust learning algorithm that used in the training 
process. 
 
4.1 Artificial Intelligence 
 The science of artificial intelligence or what is synonymously known as soft 
computing shows better performance over the conventional solutions. Sage46 defined the 
aim of artificial intelligence as the development of paradigms or algorithms that require 
machines to perform tasks that apparently require cognition when performed by humans. 
This definition is widely broadened to include preceptrons, language, and problems 
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solving as well as conscious, unconscious processes47. Many techniques are classified 
under the name of artificial intelligence such as genetic algorithms, expert systems, and 
fuzzy logic because of their ability, one at least, to make certain reasoning, representation, 
problem solving, and generalization. Artificial neural network is also considered one of 
the important components of artificial intelligence system. 
 
4.1.1 Artificial Neural Network 
4.1.1.1 Historical Background 
 The research has been carried on neural network can be dated back to early 1940s. 
Specifically, McCulloch and Pitts48 have tried to model the low-level structure of 
biological brain system. Hebb49 published the book entitled “the organization of 
behavior” in which he focused mainly towards an explicit statement of a physiological 
learning rule for synaptic modification. Also, he proposed that the connectivity of the 
brain is continually changing as an organism learns differing functional tasks, and the 
neural assemblies are created by such changes. The book was a source of inspiration for 
the development of computational models of learning and adaptive systems.  
However, Ashby50 published another book entitled “design for a brain; the origin 
of adaptive behavior”. The book focused on the basic notion that the adaptive behavior is 
not inborn but rather learned. The book emphasized the dynamic aspects of living 
organism as a machine and the related concepts of stability. While Gabor51 proposed the 
idea of nonlinear adaptive filters. He mentioned that learning was accomplished in these 
filters through feeding samples of stochastic process into the machine, together with the 
target function that the machine was expected to produce. After 15 years of McCulloch 
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and Pitts48 paper, a new approach to the pattern recognition problem was introduced by 
Rosenblatt53 through what’s called later, preceptrons. The latter, at the time when 
discovered, considered as an ideal achievement and the associative theorem “preceptron 
convergence theorem” was approved by several authors. The preceptron is the simplest 
form of a neural network that has been used for classifying patterns 
This achievement followed by the introduction of LMS “least mean square 
algorithm” and Adaline “adaptive linear element” that followed by Madaline “multiple-
Adaline” in 1962. Minskey and Papert53 showed that there are several problems can not 
be solved by the theorem approved by Rosenblatt52 and therefore countless effort to make 
such type of improvement will result in nothing. A decade of dormancy in neural network 
research was witnessed because of the Minskey’s paper53 results. In 1970s, a competition 
learning algorithm was invented along with incorporation of self organizing maps. Since 
that time, several networks and learning algorithms were developed. A discovery of back-
propagation learning algorithm was one of these fruitful revolutions that developed by 
Rumelhart et al.54.  
 
4.1.1.2 Definition 
Generally, ANN is a machine that is designed to model the way in which the brain 
performs a particular task or function of interest. The system of ANN has received 
different definitions55. A widely accepted term is that adopted by Alexander and 
Morton56: “A neural network is a massively parallel distributed processor that has a 
natural propensity for storing experiential knowledge and making it available for use”. 
ANN resembles the brain in two aspects; knowledge is acquired by the network through a 
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learning process, and the interneuron connection strengths known as synaptic weights are 
used to store the knowledge55. In other way, neural networks are simply a way of mapping 
a set of input variables to a set of output variables through a typical learning process. So, 
it has certain features in common with biological nervous system. The relationship 
between the two systems and the brain system mechanism is further explained in the next 
subsection.  
 
4.1.1.2.1 Brain system 
 Human brain is a highly complex, nonlinear, and parallel information-processing 
system. It has the capability of organizing biological neurons in a fashion to perform 
certain tasks. In terms of speed, neurons are five to six orders of magnitude slower that 
silicon logic gates. However, human brain compensate for this shortcoming by having a 
massive interconnection between neurons. It is estimated that human brain consists of 10 
billion neurons and 60 trillion synapses57. These neurons and synapses are expected to 
grow and increase in both number and connection over the time through learning. 
Figure 4.1 is a schematic representation of biologic nerve cell. The biological 
neuron is mainly composed of three parts; dendrite, the soma, and the axon. A typical 
neuron collects signals from others through a host of fine structure (dendrite). The soma 
integrates its received input (over time and space) and thereafter activates an output 
depending on the total input.  
The neuron sends out spikes of electrical activity through a long, thin stand known 
as an axon, which splits into thousands of branches (tree structure). At the end of each 
branch, a synapse converts the activity from the axon into electrical effects that inhibit or 
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excite activity in the connected neurons. Learning occurs by changing the effectiveness of 
synapses so that the influence of one neuron on another changes. Hence, artificial neuron 
network, more or less, is an information processing system that can be considered as a 
rough approximation of the above mentioned biological nerve system.  
Figure 4.2 shows a typical neuron in an artificial neuron network. This 
mathematical neuron is a much simpler than the biological one; the integrated information 
received through input neurons take place only over space. 
Output from other neurons is multiplied by the corresponding weight of the 
connection and enters the neuron as an input; therefore, an artificial neuron has many 
inputs and only one output. All signals in a neural network are typically normalized to 
operate within certain limit. A neuron can have a threshold level that must be exceeded 
before any signal is passed. The net input of the activation function may be increased by 
employing a bias term rather than a threshold; the bias is the negative of threshold. The 
inputs are summed and therefore applied to the activation function and finally the output 
is produced51.  
 
4.2 Fundamentals 
In this section, artificial neural network basics will be presented, along with the close 
relationship between the technology and the biological nervous system. A full 
mathematical notation of the developed model and the network topology are also 
provided.
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4.2.1 Network Learning 
 The network is trained using supervised learning “providing the network with 
inputs and desired outputs”. The difference between the real outputs and the desired 
outputs is used by the algorithm to adapt the weights in the network. Figure 4.3 illustrates 
the supervised learning diagram. The net output is calculated and compared with the 
actual one, if the error between the desired and actual output is within the desired 
proximity, there will be no weights' changes; otherwise, the error will be back-propagated 
to adjust the weights between connections (feed backward cycle). After the weights are 
fixed the feed forward cycle will be utilized for the test set. 
The other learning scheme is the unsupervised one where there is no feedback from the 
environment to indicate if the outputs of the network are correct. The network must 
discover features, rules, correlations, or classes in the input data by itself.  As a matter of 
fact, for most kinds of unsupervised learning, the targets are the same as inputs. In other 
words, unsupervised learning usually performs the same task as an auto-associative 
network, compressing the information from the inputs. 
 
4.2.2 Network Architecture 
 Network topology (architecture) is an important feature in designing a successful 
network. Typically, neurons are arranged in layers, each layer is responsible for 
performing a certain task. Based on how interconnections between neurons and layers are; 
neural network can be divided into two main categories (feed forward and recurrent). 
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Figure 4.3: Supervised Learning Model. 
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4.2.2.1 Feed forward networks 
In these networks the input data sweep directly through hidden layers and finally 
to the output layer. Hence, it does not allow an internal feedback of information. The 
essence of connectivity is primarily related to the fact that every node (neuron) in each 
layer of the network is connected to every other node in the adjacent forward layer. The 
number of neurons in the input layer should be equivalent to the number of input 
parameters being presented to the network as input. The same thing is correct for output 
layer, while the function of hidden layer is to intervene between the external input and the 
network output. Figure 4.4 is a schematic diagram of a fully connected network with two 
hidden layer and output layer. The overall response of the network is achieved through the 
final layer55.  
 
4.2.2.2 Recurrent networks 
 Feed-forward networks can be only used for dynamic relationship between input 
and output variable by including lagged values of input and output variables in the input 
layer. However, Recurrent Neural Network (RNN) allows for an internal feedback in the 
system. Internal feedback is a more successful way to account for dynamics in the model. 
It contains the entire history of inputs as well as outputs55. Two types of recurrent neural 
networks are presented here as examples; Jordan Recurrent Neural Network55 (JRNN) and 
Elman Recurrent Neural Network 58 (ERNN). In JRNN, the output feeds back into the 
hidden layer with a time delay. The output of the previous periods becomes input in the 
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current period as illustrated in Figure 4.5 Thus, the current period output carries the 
history of past outputs, which in turn contain past values of inputs.  
 
 
 
 
 
 
Figure 4.4: Fully Connected Network with Two Hidden Layers and 
Output Layer. 
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While a two-layer Elman Recurrent Neural Network (ERNN) is depicted in Figure 
4.6. The ERNN accounts for internal feedback in such a way that the hidden layer output 
feeds back in itself with a time delay before sending signals to the output layer. RNN, 
however, requires complex computational processes that can only be performed by more 
powerful software. The back-propagation algorithm is used during the training process in 
the computation of estimates of parameters. 
 
4.2.3 General Network Optimization 
Any network should be well optimized in different senses in order to simulate the 
true physical behavior of the property under study. Certain parameters can be well 
optimized and rigorously manipulated such as selection of training algorithm, stages, and 
weight estimation. An unsatisfactory performance of the network can be directly related 
to an inadequacy of the selected network configuration or when the training algorithm 
traps in a local minimum or an unsuitable learning set.  
In designing network configuration, the main concern is the number of hidden 
layers and neurons in each layer. Unfortunately, there is no sharp rule defining this feature 
and how it can be estimated. Trial and error procedure remains the available way to do so, 
while starting with small number of neurons and hidden layers “and monitoring the 
performance” may help to resolve this problem efficiently. Regarding the training 
algorithms, many algorithms are subjected to trapping in local minima where they stuck 
on it unless certain design criteria are modified. The existence of local minima is due to 
the fact that the error function is the superposition of nonlinear activation functions that  
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Figure 4.5: Jordan Recurrent Network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Elman Recurrent Network. 
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may have minima at different points, which sometimes results in a nonconvex error 
function. Using randomly initialized weight and inversion of the algorithm may become a 
solution for this problem.  
The two most frequent problems that often encountered in network designing are 
the bad or unrepresentative learning set and overtraining. Therefore, selecting global 
ratios of data division may resolve it by using 2:1:1 or 3:1:1 or even 4:1:1 as suggested by 
Haykin55. Overtraining refers to the phenomenon when the network starts to model the 
noise associated with the training data. This phenomenon affects the generalization of 
network (network is able to accurately generalize when new cases that have not been seen 
during training are submitted to it). For this reason, cross-validation data are kept aside 
during training to provide an independent check on the progress of training algorithm. 
Besides, more confidence is gained where cross-validation data can minimize the error 
function as training progresses.  
 
4.2.4 Activation Functions 
As described earlier, the four basic elements of the neural network model are; 
synapses (that may receive a signal), adder (for summing up the input signals, weighted 
by respective synapses), an activation function, and an externally applied threshold. An 
activation function that limits (the amplitude of) the output of a neuron within a 
normalized value in a closed interval, say, between [0, 1] or [-1, 1], (see Figure 4.5). The 
activation function squashes the output signal in a 'permissible' (amplitude) range. When a 
neuron updates it passes the sum of the incoming signals through an activation function, 
or transfer function (linear or nonlinear). A particular transfer function is chosen to satisfy 
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some specification of the problem that the neuron is attempting to solve. In mathematical 
terms, a neuron j has two equations that can be written as follows55: 
)2.4(.....................................................................................  )(
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Where; xp1, xp2, ..…, xpN are the input signals; wj1, wj2, …, wjk are the synaptic weights of 
neuron j; NETpj is the linear combiner output, pjφ is the threshold, ϕ  is the activation 
function; and ypj is the output signal of the neuron.  
Four types of activation functions are identified based on their internal features. A simple 
threshold function has a form of: 
 )3.4(.............................................................................................)( pjNETkpjy =  
Where k is a constant threshold function, i.e.: 
pjy  = 1 if pjNET )(  > T 
pjy = 0 otherwise. 
T is a constant threshold value, or a function that more accurately simulates the 
nonlinear transfer characteristics of the biological neuron and permits more general 
network functions as proposed by McCulloch-Pitts model48. However, this function is not 
widely used because it is not differentiable.  
The second type of these transfer functions is the Gaussian function, which can be 
represented as: 
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Where: 
σ is the standard deviation of the function.  
The third type is the Sigmoid Function, which is being tried in the present study 
for its performance. It applies a certain form of squashing or compressing the range of 
pjNET )(  to a limit that is never exceeded by pjy  this function can be represented 
mathematically by: 
 
)5.4(............................................................... ..................
1
1
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ×−
+
=
pjNETae
pjy
Where;  
a  is the slope parameter of the sigmoid function. 
 By varying the slope parameter, different sigmoid function slopes are obtained. Another 
commonly used activation function is the hyperbolic function, which has the 
mathematical form of: 
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This function is symmetrically shaped about the origin and looks like the sigmoid 
function in shape. However, this function produced good performance when compared to 
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sigmoid function. Hence, it is used as an activation function for the present model. Other 
functions are presented in Figure 4.7. 
 
4.3 Back-Propagation Training Algorithm 
Is probably the best known, and most widely used learning algorithm for neural 
networks. It is a gradient based optimization procedure. In this scheme, the network learns 
a predefined set of input-output sample pairs by using a two-phase propagate-adapt cycle. 
After the input data are provided as stimulus to the first layer of network unit, it is 
propagated through each upper layer until an output is generated. The latter, is then 
compared to the desired output, and an error signal is computed for each output unit. 
Furthermore, the error signals are transmitted backward from the output layer to each 
node in the hidden layer that mainly contributes directly to the output.  
However, each unit in the hidden layer receives only a portion of the total error 
signal, based roughly on the relative contribution the unit made to the original output. 
This process repeats layer by layer, until each node in the network has received an error 
signal that describes its relative contribution to the total error. Based on the error signal 
received, connection weights are then updated by each unit to cause the network to 
converge toward a state that allows all the training set to be prearranged. After training, 
different nodes learn how to recognize different features within the input space. The way 
of updating the weights connections is done through the generalized delta rule "GDR". A 
full mathematical notion is presented in the next subsection. 
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4.3.1 Generalized Delta Rule 
This section deals with the formal mathematical expression of Back-Propagation 
Network operation. The learning algorithm, or generalized delta rule, and its derivation 
will be discussed in details. This derivation is valid for any number of hidden layers. 
Suppose the network has an input layer that contains an input vector; 
( ) )7.4.(................................................................................,...,,, 321 tpNpppp xxxxx =  
The input units distribute the values to the hidden layer units. The net output to the j th 
hidden unit is: 
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Where; 
h
jiw  is the weight of the connection from the i th input unit, and 
h
jθ  is the bias term 
h is a subscript refer to the quantities on the hidden layer. 
Assuming that the activation of this node is equal to the net input; then the output of this 
node is 
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The equations for the output nodes are: 
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( ) )11.4.......(..........................................................................................opkokpk NETfo =
 
Where: 
o superscript refers to quantities of the output layer unit. 
The basic procedure for training the network is embodied in the following description: 
1. Apply an input vector to the network and calculate the corresponding output 
values. 
2. Compare the actual outputs with the correct outputs and determine a measure of 
the error. 
3. Determine in which direction (+ or -) to change each weight in order to reduce the 
error. 
4. Determine the amount by which to change each weight. 
5. Apply the correction to the weights. 
6. Repeat steps 1 to 5 with all the training vectors until the error for all vectors in the 
training set is reduced to an acceptable tolerance. 
 
4.3.1.1 Update of Output-Layer Weights 
The general error for the kth input vector can be defined as; 
( ) 12).......(4...........................................................................................    kkk yd −=ε
 
Where: 
kd = desired output 
ky = actual output 
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Because the network consists of multiple units in a layer; the error at a single output unit 
will be defined as 
( ) ...(4.13)..........................................................................................    pkpkpk oy −=δ
 
Where; 
p subscript refers to the pth training vector 
k subscript refers to the kth output unit 
So, 
pky = desired output value from the kth unit. 
pko = actual output value from the kth unit. 
The error that is minimized by the GDR is the sum of the squares of the errors for all 
output units; 
)14.4.......(..........................................................................................2
1
1
2∑
=
=
M
k
pkpE δ  
To determine the direction in which to change the weights, the negative of the gradient of  
pE  and pE∇ , with respect to the weights, kjw should be calculated. 
The next step is to adjust the values of weights in such a way that the total error is 
reduced.  
From equation (4.14) and the definition of pkδ , each component of pE∇  can be 
considered separately as follows; 
( ) )15.4.....(................................................................................21 2∑ −=
k
pkpkp oyE
and 
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The chain rule is applied in equation (4.16) 
The derivative of okf  will be denoted as
/o
kf  
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Combining equations (4.16) and (4.17) yields the negative gradient as follows 
( ) ( ) )18.4........(............................................................/ pjopkokpkpko
kj
p iNETfoy
w
E −=∂
∂−
 As far as the magnitude of the weight change is concerned, it is proportional to the 
negative gradient. Thus, the weights on the output layer are updated according to the 
following equation; 
( ) ( ) ( ) )19.4........(......................................................................1 twtwtw okjpokjokj ∆+=+
 
Where; 
( ) ( ) ( ) )20.4...(............................................................/ pjopkokpkpkokjp iNETfoytw −=∆ η
 
The factor η  is called the learning-rate parameter, ( 10 ppη ). 
4.3.1.2 Output Function 
The output function ( )ojkok NETf  should be differentiable as suggested in section 4.2.4. 
This requirement eliminates the possibility of using linear threshold unit since the output 
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function for such a unit is not differentiable at the threshold value. Output function is 
usually selected as linear function as illustrated below 
( ) ( ) ..(4.21)..........................................................................................   ojkojkok NETNETf =
 
This defines the linear output unit. 
In the first case: 
1/ =okf  
( ) ( ) ( ) )22.4.........(............................................................1 pjpkpkokjokj ioytwtw −+=+ η
 
The last equation can be used for the linear output regardless of the functional form of the 
output function okf . 
 
4.3.1.3 Update of Hidden-Layer Weights 
The same procedure will be followed to derive the update of the hidden-layer 
weights. The problem arises when a measure of the error of the outputs of the hidden-
layer units is needed. The total error, pE , must be somehow related to the output values on 
the hidden layer. To do this, back to equation (4.15): 
( ) )15.4.....(................................................................................21 2∑ −=
k
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Taking into consideration, pji depends on the weights of the hidden layer through 
equations (4.10) and (4.11). This fact can be exploited to calculate the gradient of pE  with 
respect to the hidden-layer weights 
( )
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Each of the factors in equation (4.25) can be calculated explicitly from the previous 
equations. The result is; 
( ) ( ) ( ) )26.4(........................................// pihpjhjokjopkok
K
pkpkh
ji
p xNETfwNETfoy
w
E ∑ −−=∂
∂
 
4.3.2 Stopping Criteria  
 Since back-propagation algorithm is a first-order approximation of the steepest-
descent technique in the sense that it depends on the gradient of the instantaneous error 
surface in weight space55. Weight adjustments can be terminated under certain 
circumstances. Kramer and Sangiovanni-Vincentelli60 formulated sensible convergence 
criterion for back-propagation learning; the back-propagation algorithm is considered to 
have converged when: 
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1. The Euclidean norm of the gradient vector reaches a sufficiently small gradient 
threshold. 
2. The absolute rate of change in the average squared error per epoch is sufficiently 
small. 
3. The generalization performance is adequate, or when it is apparent that the 
generalization performance has peaked. 
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CHAPTER 5 
 
 
RESULTS AND DISCUSSIONS 
 
 
 
 
 
In this chapter, first, data handling is discussed in terms of data collection and 
partitioning, pre-processing, and post-processing. Then, a detailed discussion of the 
developed neural network model, including model features, selected topology, and model 
optimization is presented. Next, a detailed trend analysis of the new developed model is 
presented to examine whether the model simulates the physical behavior. This is followed 
by a detailed discussion of the model superiority and robustness against some of the best 
available empirical correlations and mechanistic models. Finally, statistical and graphical 
comparisons of the developed model against other correlations and mechanistic models 
are presented.  
5.1 Data Handling 
 Data handling is the most important step before feeding to the network 
because it determines the success of any neural network model. Neural network training 
can be made more efficient if certain pre-processing steps are performed on the network 
inputs and targets. Another post-processing step is needed to transform the output of the 
trained network to its original format. Theses two steps are explained below. 
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5.1.1 Data Pre-Processing (Normalization) 
 This step is needed to transform the data into a suitable form to the network inputs. 
The approach used for scaling network inputs and targets was to normalize the mean and 
standard deviation of the training set.  
 Normalizing the inputs and targets mean that they will have a zero mean and unity 
standard deviation if sorted and plotted against their frequencies. This step also involves 
selection of the most relevant data that network can take. The latter, was verified by most 
relevant input parameters that are used extensively in deriving correlations and 
mechanistic models. Normalized data are provided in Appendix B. 
 
5.1.2 Post-processing of Results (Denormalization) 
 Presenting results in a way that is meaningful after model generation can be 
challenging, yet perhaps the most important task. This was needed to transform the 
outputs of the network to the required parameters. It is the stage that comes after the 
analysis of the data and is basically the reverse process of data pre-processing.  
5.2 Data Collection and Partitioning 
A total of 386 data sets were collected from Middle East fields. Real emphasis was 
drawn on selecting the most relevant parameters involved in estimation of bottomhole 
pressure. Validity of the collected data was first examined to remove the data that are 
suspected to be in error. For this purpose, the best available empirical correlations and 
mechanistic models were used to obtain predictions of the flowing bottomhole pressures 
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for all data. These were the mechanistic models of Hasan and Kabir15, Ansari et al.18, 
Chokshi et al.19, Gomez et al.20 and the correlations of Hagedorn and Brown2, Duns and 
Ros3, Orkiszewski4, Beggs and Brill5, and Mukherjee and Brill7. The reason for selecting 
the above mentioned models and correlations is that they represent the state-of-the-art in 
vertical pressure drop calculations; they proved accuracies relative to other available 
models and correlations as reported by several investigators1, 18, 20, 61. 
The measured (data) values of flowing bottomhole pressures were statistically 
compared and cross-plotted against the predicted values. The results of this comparison 
are summarized in Table 5.1. The data which consistently resulted in poor predictions by 
all correlations and mechanistic models were considered to be invalid and were, therefore, 
removed. A cut-off-error percentage (relative error) of 15% was implemented for the 
whole data. After completion of data screening and filtering, the final number of data sets 
used in developing the artificial neural network model was 206 data sets. 
 Partitioning the data is the process of dividing the data into three different sets: 
training sets, validation sets, and test sets. By definition, the training set is used to 
develop and adjust the weights in a network; the validation set is used to ensure the 
generalization of the developed network during the training phase, and the test set is used 
to examine the final performance of the network. The primary concerns should be to 
ensure that: (a) the training set contains enough data, and suitable data distribution to 
adequately cover the entire range of data, and (b) there is no unnecessary similarity 
between data in different data sets. Different partitioning ratios were tested (2:1:1, 3:1:1, 
and 4:1:1). The ratio of 4:1:1 (suggested by Haykin62) yielded better training and testing 
results. The problem with this ratio is that it is not frequently used by researchers.  
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Table 5.1: Performance of Empirical Correlations and Mechanistic Using All Data. 
Correlation or Model Name AAPE "%" R "fraction" 
Hasan and Kabir15 10.6016 0.6258 
Ansari et al.18 8.7141 0.5601 
Chokshi et al.19 7.3054 0.7798 
Gomez et al.20 7.8187 0.7404 
Hagedorn and Brown2 8.1703 0.6979 
Duns and Ros3 7.5793 0.7499 
Orkiszewski4 8.1549 0.7548 
Beggs and Brill5 7.6804 0.7619 
Mukherjee and Brill7 7.0574 0.7598 
This Study (ANN model) 6.2825 0.7465 
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 Normally, the more training cases are submitted to the network the better 
performance one can get, but the hazard of memorization becomes possible. Instead a 
ratio of 3:1:1 was followed in this study. Training, validation, and testing sets are 
presented in Appendix B. 
 
5.3 Model Development 
 
 
5.3.1 Introduction 
 
 Neural networks are used as computational tools with the capacity to learn, with or 
without teacher, and with the ability to generalize, based on parallelism and strong 
coherence between neurons in each layer. Among all types of available networks, the 
most widely used are a multiple-layer feed forward networks that are capable of 
representing non-linear functional mappings between inputs and outputs. The developed 
model consists of one input layer (containing nine input neurons or nodes), which 
represent the parameters involved in estimating bottomhole pressure (oil rate, water rate, 
gas rate, diameter of the pipe, length of pipe, wellhead pressure, oil density "API", surface 
temperature, and bottomhole temperature), three hidden layers (the first one contains six 
nodes, the second and third hidden layer each contains three nodes) and one output layer 
(contains one node) which is bottomhole pressure. This topology is achieved after a series 
of optimization processes by monitoring the performance of the network until the best 
network structure was accomplished.  
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5.3.2 Model Features 
 The developed model simply pivoted a set of processing units called neurons 
equivalent to nine input variables: oil rate, water rate, gas rate, diameter of the pipe, 
length of pipe, wellhead pressure, oil density "API", surface temperature, and bottomhole 
temperature. In addition to these nine input parameters, one input parameter (gas specific 
gravity) was discarded out because it was found insignificant.  
 Figure 5.1 illustrates the insignificance of gas specific gravity. As shown in the 
figure, predicted bottomhole pressure changes slightly for the entire range of gas specific 
gravity. The model also contains an activation state for each unit, which is equivalent to 
the output of the unit. Moreover, links between the units are utilized to determine the 
effect of the signal of each unit. Besides, a propagation rule is used to determine the 
effective input of the unit from its external inputs. An activation function (in this model 
tangent hyperbolic is used for hidden units and linear for output unit), which are applied 
to find out the new level of activation based on the effective input and the current 
activation. Additional term was included, which is an external input bias for each hidden 
layer to offer a constant offset and to minimize the number of iterations during training 
process. The key feature of the model is the ability to learn from the input environment 
through information gathering (learning rule).  
5.3.3 Model Architecture 
 The number of layers, the number of processing units per layer, and the 
interconnection patterns between layers defines the architecture of the model. Therefore,  
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Figure 5.1: Effect of Changing Gas Specific Gravity. 
 
 
 
 
 
 46
defining the optimal network that simulates the actual behavior within the data sets is not 
an easy task. To achieve this task, certain performance criteria were followed. The design 
started with small number of hidden units in the only hidden layer that it acts as a feature 
detector. Some rules of thump were used as guides; for instance, the number of hidden units 
should not be greater than twice the number of input variables. In addition to this rules, 
several rules were suggested by different authors. Those rules can only be treated as a 
rough estimation for defining hidden layers size. Those rules ignore several facts such as 
the complexity and the discontinuities in the behavior under study.  The basic approach 
used in constructing the successful network was trial and error. The generalization error of 
each inspected network design was visualized and monitored carefully through plotting the 
average absolute percent error of each inspected topology. Another statistical criterion 
(correlation coefficient) was utilized as a measure of tightness of estimated and measured 
values to a 45 degree line. Besides, a trend analysis for each inspected model was 
conducted to see whether that model simulates the real behavior. Data randomization is 
necessary in constructing a successful model, while a frequently found suggestion is that 
input data should describe events exhaustively; this rule of thumb can be translated into the 
use of all input variables that are thought to have a problem-oriented relevance. These nine 
selected input parameters were found to have pronounced effect in estimating pressure 
drop.  
5.3.4 Model Optimization 
 The optimum number of hidden units depends on many factors: the number of input 
and output units, the number of training cases, the amount of noise in the targets, the 
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complexity of the error function, the network architecture, and the training algorithm. In 
most cases, there is no direct way to determine the optimal number of hidden units 
without training using different numbers of hidden units and estimating the generalization 
error of each. 
  To further describe the process of optimizing the model; Figures 5.2 and 5.3 and 
Table 5.2 illustrate the effect of changing number of neurons in the first hidden layer. As 
observed from Table 5.2, one hidden layer with three hidden neurons is achieving the 
highest correlation coefficient and the lowest average absolute percent error. But, on the 
other hand, the model failed in producing the correct physical trend across the data range. 
Instead of that, the second best model option was selected, which contains six neurons in 
the first hidden layer. The selection of this model was based on having the highest 
correlation coefficient for the training and validation sets. But still the performance of the 
model is not good enough and the inherent relationship between input variables and the 
output is not well extracted.  
 As shown in Table 5.3, two neurons in the second hidden layer are optimized while 
this selection failed in trend analysis. The next best option, which provides less number of 
neurons in the second hidden layer and the highest correlation coefficient and lowest 
AAPE, is selected (Table 5.3). A set contains three hidden neuron is selected based on the 
aforementioned criteria. Figures 5.4 and 5.5 provide a good insight on how this selection 
was made.  
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                              Figure 5.2: Effect of Changing Number of Neurons in the First Hidden 
Layer on Average Absolute Percent Error.   
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                              Figure 5.3: Effect of Changing Number of Neurons in the First Hidden 
Layer on Correlation Coefficient.   
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 A model with three hidden layers is needed to improve the whole performance; 
especially in validation set (increasing the correlation coefficient and lowering the 
average absolute percent error). Table 5.4 show the effect of changing number of neurons 
in the third hidden layer with resepect to average absolute percent error and correlation 
coefficient (after maintaining six neurons in the first hidden layer and three hidden 
neurons in the second hidden layer). Three neurons in the third hidden layer are selected 
(Figures 5.6 and 5.7), which provides the highest correlation coefficient for the test set 
and the lowest average absolute percent error for the validation set. This final selection of 
model topology is further assessed through conducting a trend analysis. 
5.3.5 Objective Function 
 To train a network and measure how well it performs, an objective function (or cost 
function) must be defined to provide an explicit numerical rating of system performance. 
Selection of an objective function is very important because it represents the design goals 
and decides what training algorithm can be taken. A few basic functions are commonly 
used. One of them, used in this study, is the sum of the squares of the errors. 
 )1.5....(......................................................................)(1
1
2
1
∑∑
==
−=
N
k
pkpk
P
p
oy
NP
Error  
Where, p refers to patterns in the training set, k refers to output nodes, and opk and ypk   are 
the target and predicted network output for the kth output unit on the pth pattern, 
respectively. 
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Table 5.2: Effect of Changing Number of Neurons in the First Hidden Layer with 
Resepect to Average Absolute Percent Error and Correlation Coefficient. 
 
No of 
Neurons 
AAPE 
(TEST) 
AAPE 
(TRAIN) 
AAPE 
(VALID) R (TEST) R (TRAIN) R (VALID) 
2 5.8079 5.2881 6.3708 0.79714 0.84343 0.75019 
3 2.5378 2.048 2.9144 0.96057 0.97672 0.95937 
4 2.7299 2.5421 3.4781 0.94874 0.9636 0.89206 
6 2.7648 1.9733 3.8247 0.94586 0.98097 0.91255 
 
 
Table 5.3: Effect of Changing Number of Neurons in the Second Hidden Layer with 
Resepect to Average Absolute Percent Error and Correlation Coefficient. 
 
No of 
Neurons 
AAPE 
(TEST) 
AAPE 
(TRAIN) 
AAPE 
(VALID) R (TEST) R (TRAIN) R (VALID) 
2 2.7576 1.2457 3.5384 0.94973 0.99167 0.92141 
3 2.8539 0.61236 4.0736 0.94817 0.99749 0.90096 
4 3.3088 2.2675 3.8332 0.9282 0.974 0.90242 
6 3.0141 2.0547 3.5613 0.94907 0.97851 0.90973 
 
 
Table 5.4: Effect of Changing Number of Neurons in the Third Hidden Layer with 
Resepect to Average Absolute Percent Error and Correlation Coefficient. 
 
No of 
Neurons 
AAPE 
(TEST) 
AAPE 
(TRAIN) 
AAPE 
(VALID) R (TEST) R (TRAIN) R (VALID) 
2 2.9799 1.5469 3.2156 0.94636 0.98593 0.94494 
3 2.1598 1.7544 2.9275 0.97348 0.98461 0.93588 
4 2.3929 1.9277 2.9769 0.96237 0.98072 0.95459 
6 2.4878 1.1434 3.6175 0.96626 0.99265 0.91104 
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                             Figure 5.4: Effect of Changing Number of Neurons in the Second 
Hidden Layer on Average Absolute Percent Error.   
0.88
0.9
0.92
0.94
0.96
0.98
1
2 Neurons 3 Neurons 4 Neurons 6 Nneurons
R
 (F
R
A
C
TI
O
N
)
R (TEST) R (TRAIN) R (VALID)
 
                              Figure 5.5: Effect of Changing Number of Neurons in the Second 
Hidden Layer on Correlation Coefficient.   
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                           Figure 5.6: Effect of Changing Number of Neurons in the Third Hidden 
Layer on Average Absolute Percent Error.   
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                              Figure 5.7: Effect of Changing Number of Neurons in the Third Hidden 
Layer on Correlation Coefficient.   
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5.4 Software Used 
MatLab software63 (version 6.5) environment was utilized due its high range of 
flexibility associated with programming and graphs visualization. Moreover, the software 
offers a good way to monitor the performance of the three set of data (training, validation, 
and testing) at the same time. A Matlab program is developed and training parameters 
were modified in order to ensure that these parameters are well optimized. The final 
model structure is shown in Figure 5.8. The problem encountered during training was the 
trapping of the model in a local minima several times. The reason behind this problem 
was found to be the low range of certain variables in the data. The concept of local and 
global minima was discussed by several mathematicians and ANN researchers64, 65. It 
defines the error gradient surface as if one look at it as a hyperbolic surface where the 
global minima point lies at the bottom of this surface. Hence, beyond this point the error 
starts to increase dramatically. The training session should be exactly stopped at this point 
to assure the generalization of the developed model.  
The default of the software is to escape only five local minima. This option has 
been changed to fifteen in order to allow the network to capture the real behavior between 
input parameters and output (flowing bottomhole pressure). The problem of underfitting 
and overfitting (using too few; and too many units in hidden layer, respectively) was 
avoided through the use of cross-validation data set. Cross-validation data set is presented 
to the network after each epoch of training to check the generality (model succeeded to 
capture minor relationships between input set and the desired output when new cases are 
submitted to it) and stability of the model62. Input weight matrix (from input to the hidden  
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Figure 5.8: Schematic of the Developed Model.  
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Layers), hidden layer weight matrices, and the layers bias vectors for the retained 
network, all are extracted from this program and presented in Appendix B. These weights 
and biases were utilized in developing an executable code, which provides an easy way 
for users to implement in predicting pressure values. 
5.5 Trend Analysis 
 
A trend analysis was carried out to check whether the developed model is 
physically correct or not. For this purpose, synthetic sets were prepared where in each set 
only one input parameter was changed while other parameters were kept constant. To test 
the developed model, the effects of gas rate, oil rate, water rate, tubing diameter, and pipe 
length on flowing bottomhole pressure were determined and plotted on Figures 5.9 
through 5.13. Figure 5.9 shows the effect of changing gas rate on bottomhole pressure. As 
expected, the developed model produced the correct trend where the flowing bottomhole 
pressure decreases as the gas rate increases.  
Hagedorn and Brown2, Orkiszewski4, Beggs and Brill5, and Mukherjee and Brill7 
correlations and Gomez model20 showed a decrease in bottomhole pressure followed by 
an increase when gas rate increase. The reason is that when the gas liquid ratio becomes 
very high, additional increase in gas rate results in an increase in frictional and 
acceleration pressure drop which is more than the decrease in the hydrostatic head. Figure 
5.10 shows the effect of changing oil rate with respect to the empirical correlations, 
mechanistic model, and the developed neural network model. Although the developed 
model did not produce the same shape as other correlations and mechanistic model, it did 
predict the general expected trend of increasing flowing bottomhole pressure with  
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                              Figure 5.9: Effect of Gas Rate on Bottomhole Pressure at Pipe 
Diameter = 3.958 Inches. 
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                              Figure 5.10: Effect of Oil Rate on Bottomhole Pressure at Pipe 
Diameter = 3.958 inches. 
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                              Figure 5.11: Effect of Water Rate on Bottomhole Pressure at Pipe 
Diameter = 3.958 inches. 
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                             Figure 5.12: Effect of Tubing Diameter on Bottomhole Pressure. 
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                              Figure 5.13: Effect of Pipe Length on Bottomhole Pressure at Pipe 
Diameter = 3.958 inches. 
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increasing oil rate. Figure 5.11 shows the effect of water rate on flowing bottomhole 
pressure. Again, the ANN model simulates the actual physical phenomenon; the higher 
the water rate, the higher the flowing bottomhole pressure. The effect of tubing size is 
shown in Figure 5.12, where the bottomhole pressure was found to decrease with 
increasing tubing diameter. The effect of tubing length, where flowing bottomhole 
pressure increases with tubing length, was also predicted by the neural network model as 
shown in Figure 5.13. To further examine the validity of the model, the trend analysis is 
checked at three different tubing sizes. Figures 5.14 to 5.17 show the trend analysis for oil 
rate, gas rate, water rate, and tubing depth, respectively.  
 
5.6 Group Error Analysis 
 
To demonstrate the robustness of the developed model, other statistical analysis 
was conducted, which is group error analysis. Average absolute relative error is a good 
indicator of the accuracy of all empirical correlations, mechanistic model; as well as the 
new developed model. This effective comparison of all investigated correlations and 
mechanistic models provides a good means of evaluating models performance. Average 
absolute relative error is utilized in this analysis by grouping input parameter and hence 
plotting the corresponding values of average absolute relative error for each set. Figures 
5.18 through 5.22 present the statistical accuracy of flowing bottomhole pressure 
correlations and models under different groups. Figure 5.18 shows the statistical accuracy 
of bottomhole pressure grouped by oil rate. The ANN model outperforms the best 
available correlations and mechanistic models by providing the lowest average absolute 
relative error for the range of tested data.  
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Figure 5.14: Effect of Changing Oil Rate for Three Different Tubing 
Sizes. 
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Figure 5.15: Effect of Changing Gas Rate for Three Different Tubing 
Sizes. 
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Figure 5.16: Effect of Changing Water Rate for Three Different Tubing 
Sizes. 
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Figure 5.17: Effect of Changing tubing Depth for Three Different 
Tubing Sizes. 
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 As shown in Figure 5.19, again ANN model provides the best accuracy when the 
average absolute relative error plotted against different gas rate groups. Figure 5.20 shows 
the statistical accuracy of predicted flowing bottomhole pressure grouped by water rate. 
The ANN model outperforms other tested methods especially in the range of water rate 
greater than 3900 barrel per day. The ANN model showed better results than other tested 
models when tubing diameter is greater than 3.958 inches is used, as shown in Figure 
5.21. Additionally, the statistical accuracy of flowing bottomhole pressure is also grouped 
by the depth interval as shown in Figure 5.22. The model also provides the lowest average 
absolute relative error compared to other tested models. 
5.7 Statistical and Graphical Comparisons 
5.7.1 Statistical Error Analysis 
 
This error analysis is utilized to check the accuracy of the models. The statistical 
parameters used in the present work are: average percent relative error, average absolute 
percent relative error, minimum and maximum absolute percent error, root mean square 
error, standard deviation of error, and the correlation coefficient.  Equations for those 
parameters are given below. Summary of statistical comparisons between models and 
correlations is presented in Table 5.5.  
 
1. Average Percent Relative Error (APE): 
It is the measure of relative deviation from the experimental data, defined by: 
∑
=
=
N
i
ir En
E
1
1  
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Figure 5.18: Statistical Accuracy of BHP Grouped by Oil Rate (With 
Corresponding Data Points). 
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               Figure 5.19: Statistical Accuracy of BHP Grouped by Gas Rate (With    
Corresponding Data Points). 
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Figure 5.20: Statistical Accuracy of BHP Grouped by Water Rate 
(With Corresponding Data Points). 
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Figure 5.21: Statistical Accuracy of BHP Grouped by Tubing Diameter 
(With Corresponding Data Points). 
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Figure 5.22: Statistical Accuracy of BHP Grouped by Tubing Depth 
(With Corresponding Data Points). 
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Table 5.5: Statistical Analysis Results of Empirical Correlations and Mechanistic Models. 
 
 E a E r E Max E Min RMSE R STD 
Kabir and Hasan15  9.230 -7.190 35.140 0.486 11.944 0.7502 215.644 
Ansari et al.18 6.754 -1.451 16.612 0.025 8.089 0.8178 196.930 
Chokshi et al.19 5.759 -2.852 17.843 0.355 7.009 0.8836 155.684 
Gomez et al.20 5.204 1.212 26.617 0.019 7.643 0.8324 184.069 
Hagedorn and Brown2 5.029 1.461 26.569 0.141 7.373 0.8508 177.840 
Duns and Ros3  5.758 -2.834 20.437 0.009 7.564 0.8495 173.083 
Orkiszewski4 5.376 4.617 20.592 0.042 7.251 0.9015 138.053 
Beggs and Brill5 5.690 -1.892 19.533 0.326 7.144 0.8647 167.755 
Mukherjee and Brill7 4.903 -1.164 16.209 0.201 6.217 0.8792 147.572 
This Study "ANN" 2.165 -0.419 7.1401 0.066 2.801 0.9735 66.245 
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Where; iE is the relative deviation of an estimated value from an experimental value 
( ) ( )
( ) n1,2,3,...,i     ,100 =×⎥⎦
⎤⎢⎣
⎡ −=
meas
estmeas
i BHP
BHPBHP
E  
where;  
( )measBHP  is the actual value of bottomhole pressure 
( )estBHP  is the estimated value of bottomhole pressure 
2. Average Absolute Percent Relative Error (AAPE): 
It measures the relative absolute deviation from the experimental values, defined 
by: 
 
∑
=
=
n
i
ia En
E
1
1  
 (This will be considered as the main criterion in statistical error analysis throughout this 
study). 
3. Minimum Absolute Percent Relative Error: 
i
n
i
EE
1min
min+=  
4. Maximum Absolute Percent Relative Error: 
i
n
i
EE
1max
max
+
=  
5. Root Mean Square Error: 
Measures the data dispersion around zero deviation, defined by: 
5.0
1
21 ⎥⎦
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=
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i
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6. Standard Deviation: 
It is a measure of dispersion and is expressed as: 
( )
( ) 2
1
100
1
1 ∑
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nm
STD  
Where; (m-n-1) represents the degree of freedom in multiple- regression. A lower value of 
standard deviation indicates a smaller degree of scatter. 
7. The Correlation Coefficient: 
It represents the degree of success in reducing the standard deviation by regression 
analysis, defined by: 
 
 
 
( )[ ]∑
=
∆=∆
n
I
IactBHPn
BHP
Where
1
1  
‘R’ values range between 0 and 1. The closer value to 1 represents perfect 
correlation whereas 0 indicates no correlation at all among the independent variables. 
5.7.2 Graphical Error Analysis 
Graphical tools aid in visualizing the performance and accuracy of a correlation or 
a model. Three graphical analysis techniques are employed; those are crossplots, error 
distribution, and residual analysis. 
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5.7.2.1 Crossplots 
In this graphical based technique, all estimated values are plotted against the 
measured values and thus a crossplot is formed. A 45° straight line between the estimated 
versus actual data points is drawn on the crossplot, which denotes a perfect correlation 
line. The tighter the cluster about the unity slope line, the better the agreement between 
the experimental and the predicted results. 
Figures 5.23 through 5.34 present crossplots of predicted bottomhole pressure 
versus the actual one for the developed model, other empirical correlations and 
mechanistic models. Investigation of these figures clearly shows that the developed ANN 
model outperforms all correlations and mechanistic models. Graphical comparison 
between models is given in Figure 5.35 and 5.36, which show the correlation coefficients 
and root mean squared errors of all models. The ANN model achieved the highest 
correlation coefficient (0.9735), while other correlations indicates higher scattering range, 
where 0.81780 is obtained for Ansari et al.18 model, 0.88360 for Chokshi et al.19 model, 
0.83240 for Gomez et al.20. model, 0.86470 for Duns and Ros3 correlation, 0.90150 for 
Orkiszewski4 correlation, 0.85080 for Hagedorn and Brown2 correlation, 0.84950 for 
Beggs and Brill5 correlation, and 0.87920 for Mukherjee and Brill7 correlation. 
Orkiszewski4 correlation achieved the highest correlation coefficient among the other 
correlations and mechanistic models.  This agrees with the result obtained by Lawson and 
Brill11. Comparison between the performance of mechanistic models and empirical 
correlations is provided in Table 5.5. Hasan and Kabir15 model achieved the worst 
correlation coefficient among other mechanistic models and empirical correlations. 
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                              Figure 5.23: Crossplot of Observed vs. Calculated BHP for Ansari et al.  
Model. 
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                              Figure 5.24: Crossplot of Observed vs. Calculated BHP for Chokshi et 
al.  Model. 
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                              Figure 5.25: Crossplot of Observed vs. Calculated BHP for Gomez et 
al. Model. 
 
 
1800
2000
2200
2400
2600
2800
3000
3200
1800 2000 2200 2400 2600 2800 3000 3200
MEASURED BO TTO MHO LE PRESSURE, Psia
PR
ED
IC
TE
D
 B
O
TT
O
M
H
O
LE
 P
R
ES
SU
R
E,
 
Ps
ia
R = 0.8495
 
                          Figure 5.26: Crossplot of Observed vs. Calculated BHP for Beggs and 
                               Brill Correlation. 
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                              Figure 5.27: Crossplot of Observed vs. Calculated BHP for Duns and 
Ros Correlation. 
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                              Figure 5.28: Crossplot of Observed vs. Calculated BHP for Hagedorn 
and Brown Correlation. 
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                              Figure 5.29: Crossplot of Observed vs. Calculated BHP for Mukherjee 
and Brill Correlation. 
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                              Figure 5.30: Crossplot of Observed vs. Calculated BHP for 
Orkiszewski Correlation. 
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Figure 5.31: Crossplot of Observed vs. Calculated BHP for Hasan and 
Kabir Model. 
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                              Figure 5.32: Crossplot of Observed vs. Calculated BHP for Training 
Set (ANN Model). 
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                              Figure 5.33: Crossplot of Observed vs. Calculated BHP for Validation 
Set (ANN Model). 
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Figure 5.34: Crossplot of Observed vs.  Calculated BHP for Testing 
                              Set (ANN Model). 
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                              Figure 5.35: Comparison of Correlation Coefficients for the Developed 
Model, Empirical Correlations, and Mechanistic Models. 
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Figure 5.36: Comparison of Root Mean Squared Errors for the 
Developed Model, Empirical Correlations, and Mechanistic Models. 
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Comparison between average absolute percent error for all correlations and 
mechanistic models and the new developed model is provided in Figure 5.37. As seen 
from Table 5.5, Mukherjee and Brill7 correlation outperforms other correlations and 
mechanistic models in terms of lowest average absolute percent error, lesser maximum 
error, lowest errors standard deviation, lowest average relative error, and the lowest root 
mean squared error. The developed model accomplished the lowest average absolute 
percent relative error (2.1654%), lowest maximum error (7.1401%), lowest root mean 
squared error (2.8013), lowest errors standard deviation (66.2448), lowest average relative 
percent error among other correlations and mechanistic errors (-0.4186%) and the highest 
correlation coefficient among other empirical correlations and mechanistic models 
(97.350%), as shown in Table 5.6. 
The average absolute percent relative error is a significant sign of the accuracy of 
the models. Its value for ANN was 2.11654%, while other correlations indicate high error 
values of 6.7536% for Ansari et al.18 model, 5.7589% for Chokshi et al.19 model, 
5.2044% for Gomez et al.20 model, 5.6903% for Duns and Ros3 correlation, 5.3763% for 
Orkiszewski4 correlation, 5.0286% for Hagedorn and Brown2 correlation, 5.7585% for 
Beggs and Brill5 correlation, and 4.9032% for Mukherjee and Brill7 correlation.  
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Table 5.6: Statistical Analysis Results of Developed Neural Network Model. 
 
 
Statistical  Parameter Training Validation Testing 
E a 1.7546 2.9273 2.1654 
E r -0.3289 0.1843 -0.4186 
E Max 6.0866 16.7049 7.1401 
E Min 0.0480 0.0823 0.0655 
RMSE 2.1841 4.1793 2.8013 
R “fraction” 0.98461 0.93589 0.97345 
STD 53.333 111.144 66.245 
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5.7.2.2 Error Distributions 
Figures 5.38 through 5.40 show the error distribution histograms for the neural 
network model. Normal distribution curves are fitted to each one of them. The errors are 
said to be normally distributed with a mean around the 0%. Hence, most investigated 
correlations and mechanistic models show either slight negatively skewed error 
distributed or positively ones.  
Figure 5.41 shows the error distribution histogram and the normal distribution 
curve for Ansari et al.18 model. It shows a slight shift of the mean of the errors towards 
the negative side of the plot (about two degrees) indicating that the flowing bottomhole 
pressure is overestimated. Figure 5.42 shows the error distribution histogram and the 
normal distribution curve for Chokshi et al.19 model. The errors are normally distributed 
with a mean approximately equals to -3%, indicating the model is overestimating the 
flowing bottomhole pressure. Figure 5.43 shows the error distribution histogram and the 
normal distribution curve for Gomez et al.20 model. The model shows good performance 
with reasonable error distributed (shifted 0.5% to the positive side). Figure 5.44 shows the 
error distribution histogram and the normal distribution curve for Beggs and Brill5 
correlation. The correlation errors histogram suffered from a pronounced shift towards the 
left (-3%), indicating that correlation overpredicted the flowing bottomhole pressure. 
Figure 5.45 shows the error distribution histogram and the normal distribution curve for 
Duns and Ros3 correlation. The correlation overestimates the pressure due to the shift of 
its normal distribution curve towards the left (-2%). On contradictory, Hagedorn and 
Brown2 correlation underestimates the pressure (Figure 5.46) due to the shift of the 
normal distribution curve to the right side (1.5%).  It is evident that, from Mukherjee and  
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                              Figure 5.37: Comparison of AAPE for the Developed Model and other 
Correlations and Mechanistic Models. 
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                              Figure 5.38: Error Distribution for Training Set (ANN Model). 
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                              Figure 5.39: Error Distribution for Validation Set (ANN Model). 
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                              Figure 5.40: Error Distribution for Testing Set (ANN Model). 
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                              Figure 5.41: Error Distribution for Ansari et al. Model. 
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                              Figure 5.42: Error Distribution for Chokshi et al. Model. 
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                              Figure 5.43: Error Distribution for Gomez et al.  Model. 
RELATIVE ERRORS, %
FR
EQ
U
EN
C
Y
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
-20 -15 -10 -5 0 5 10 15 20 25
 
           Figure 5.44: Error Distribution for Beggs and Brill Correlation. 
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                              Figure 5.45: Error Distribution for Duns and Ros Correlation. 
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                             Figure 5.46: Error Distribution for Hagedorn and Brown Correlation. 
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Brill7 correlation's histogram (Figure 5.47), the pressure was overpredicted slightly due to 
the shift of the error distribution mean towards the left (-1.0%). Orkiszewski4 correlation 
showed the worst error distribution curve among empirical correlations, where it shifted 
around 4.5% towards the right side indicating underestimation of flowing bottomhole 
pressure, as illustrated in Figure 5.48. Figure 5.49 shows the error distribution histogram 
and the normal distribution curve for Hasan and Kabir15 model. The model histogram 
suffered from a very large shift towards the left among all correlations and mechanistic 
models (-11%), which indicates the inadequacy of the model for predicting flowing 
bottomhole pressure under the tested range of variables.  
The range of errors also is an important parameter for detecting the accuracy of 
each model. A range of -14% to 18% is used for the best correlation, among other 
correlations and mechanistic models, (Mukherjee and Brill7 correlation), whereas an error 
range of -9% to 6% in bottomhole pressure is achieved for testing set, which indicates the 
superiority of the new developed model over other correlations and mechanistic models. 
Figure 5.40 shows the error distribution histogram and the normal distribution curve for 
the newly developed model. The errors are normally distributed with a mean 
approximately equals to -0.5%, indicating the model is estimating the bottomhole pressure 
properly. Figure 5.39 can be used to judge the model consistency where validation 
histogram achieved an ideal normal distribution with zero deviation. All correlations and 
mechanistic models demonstrate moderate predictability of bottomhole pressure with 
errors normally distributed with a negative or positive mean. 
The new developed model has not suffered from memorizing the pressure values 
because it shows satisfactory degree of consistency when compared to the validation 
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results. If the correlation coefficient is used as a main criterion for selecting the best 
overall performance, Orkiszewski4 correlation could be selected based on this feature. 
Because standard deviation is one of the measures of scattering tendencies, it is included 
as a measure of how points are distributed and scattered. Based on this criterion, 
Orkiszewski4 correlation performs the best (138.053) followed by Mukherjee and Brill7 
correlation (147.572) and Chokshi et al.19 model (155.684). 
Mukherjee and Brill7 correlation showed the lowest average absolute percent 
error, the lowest RMSE, the lowest maximum error, the lowest average relative percent 
error, and the second best in standard deviation measurement compared to the other 
correlations and mechanistic models. Moreover, it is noted that at reasonably low gas-
liquid ratios and gas-oil ratios, Mukherjee and Brill7 correlation performs the best when 
compared to the rest of correlations and mechanistic models. 
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Figure 5.47: Error Distribution for Mukherjee and Brill Correlation. 
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                              Figure 5.48: Error Distribution for Orkiszewski Correlation. 
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  Figure 5.49: Error Distribution for Hasan and Kabir Model. 
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5.7.2.3 Residual Analysis 
According to the data partitioning scheme, the test set contains 41 sets, which 
were utilized to perform all statistical and graphical tests. The relative frequency of 
deviations between estimated and actual values is depicted in Figures 5.50 through 5.58 
for the tested correlations and mechanistic models. These Figures showed the error 
distribution around the zero line to verify whether models and correlation have error 
trends.  
Analysis of residual (predicted bottomhole pressure minus the actual bottomhole 
pressure) is an effective tool to check model deficiencies. Residual limits of each 
correlation and mechanistic model are shown in Table 5.7. Gomez et al.20 model and 
Hagedorn and Brown2 correlation show the worst negative error performance with a 
maximum value of -620 psia, almost, for both of them. While Hasan and Kabir15 model 
showed the worst positive error performance (670 psia). Mukherjee and Brill7 correlation 
showed the best error trend around zero (378 to -278) followed by Ansari et al.18 model 
(367 to -387). Figures 5.59 through 5.61 show the residual plots for the new developed 
model separately (training, validation, and testing sets). A maximum value of -109 to 159 
is found out by testing set. These maximum values are the lowest compared to all 
investigated correlations and mechanistic models. This is an additional indication that the 
new developed model outperforms the best available correlations and mechanistic models 
in a sense of error distribution around the zero line. 
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Table 5.7: Residual limits of the New ANN Model and Best Available Empirical 
Correlations and Mechanistic Models. 
 
Model Name Minimum Maximum 
ANN Model -109 159.1 
Hasan and Kabir15 model -302.46 669.76 
Ansari et al.18 model -387.4 366.6 
Chokshi et al.19 model -416.1 320.3 
Gomez et al.20 model -620.7 271.4 
Beggs and Brill5 correlation -476.6 382.9 
Duns and Ros3 correlation -455.5 309.9 
Hagedorn and Brown2 correlation -619.6 216.5 
Mukherjee and Brill7 correlation -378 276.3 
Orkiszewski4 correlation -480.2 117.8 
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Figure 5.50: Residual Graph for Ansari et al.  Model. 
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Figure 5.51: Residual Graph for Chokshi et al.  Model. 
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                               Figure 5.52: Residual Graph for Gomez et al. Model. 
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                              Figure 5.53: Residual Graph for Beggs and Brill Correlation. 
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                              Figure 5.54: Residual Graph for Duns and Ros Correlation. 
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                              Figure 5.55: Residual Graph for Hagedorn and Brown Correlation. 
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                              Figure 5.56: Residual Graph for Mukherjee and Brill Correlation. 
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                            Figure 5.57: Residual Graph for Orkiszewski Correlation. 
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 Figure 5.58: Residual Graph for Hasan and Kabir Model. 
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                            Figure 5.59: Residual Graph for Training Set (ANN Model). 
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                            Figure 5.60: Residual Graph for Validation Set (ANN Model). 
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   Figure 5.61: Residual Graph for Testing Set (ANN model). 
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CHAPTRE 6 
 
 
CONCLUSIONS AND RECOMMENDATIONS 
 
 
 
6.1 CONCLUSIONS 
 
Based on the results and discussion presented in this study, the following conclusions 
can be drawn: 
1. Artificial Neural Network technique; specifically back-propagation learning 
algorithm has been used successfully in developing a model for predicting flowing 
bottomhole pressure in vertical wells. 
2. The developed model outperformed the best available empirical correlations and 
mechanistic models. 
3. The developed model achieved best correlation coefficient (0.9735), the lowest 
maximum absolute relative error (7.1401%), the lowest root mean squared error 
(2.8013), the lowest standard error deviation (66.2448), and the lowest average 
absolute percent error (2.1654%). 
4. The model consistency has been checked through using a query data after training 
and fixing the weights. 
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5. An executable program has been developed after obtaining the weights from the 
original program. It can be used for estimating pressure drop in vertical multiphase 
wells.  
6.  A trend analysis showed that the developed model accurately predicts the physical 
process. 
7. The developed model could perform better if redundancy in data does not exist. 
8. The new developed model results can only be used within the range of used data. 
Caution should be taken beyond the range of used input variables. 
 
6.2 RECOMMENDATIONS 
The following recommendations are made as a possible extension of the present work 
1. The model performance can be more improved through using another data set with 
a wider range of variables. 
2. Commingling horizontal, vertical, and inclined multiphase flow data may 
contribute a lot in developing a universal model. 
3. The importance of all input variables can be further investigated in a future work 
to determine the most important parameters that are involved in estimating 
bottomhole pressure in vertical wells; this may result in reducing the number of 
input variables. 
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APPENDIX A 
 
 
 
EMPIRICAL CORRELATIONS AND MECHANISTIC MODELS 
 
 
This appendix is divided into two sections. A detailed review of the most 
commonly used vertical multiphase flow empirical correlations is presented in section 
A.1 whereas a detailed discussion of the three evaluated mechanistic models is 
presented in section A.2. 
A.1 Vertical Multiphase Flow Empirical Correlations 
Some of the most used vertical multiphase empirical correlations will be 
discussed thoroughly in the next section. Those are; modified Hagedorn & Brown2, 
Duns & Ros3, Orkiszweski4, Beggs & Brill5, Aziz & Govier6, and Mukhrejee & Brill7 
 
A.1.1 Generalized Correlation of Hagedorn and Brown (1965): 
Hagedorn and Brown2 correlation is a semi empirical method based on the 
original work of Hagedorn and Brown in 1964 with the addition of a correlation for 
liquid hold up. It incorporated general energy equation and 1500 ft test well data. 
General energy equation defined summation of three terms to be equal to the total 
pressure gradient in pipes, which includes hydrostatic gradient, friction gradient, and 
acceleration gradient. These terms can be stated in Equation (1) below. 
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Where; 
P∆ = pressure drop in psi, through a vertical distance h∆  in ft 
d =tubing diameter, ft 
f = friction factor 
w = mass flow rate, lbm/D 
mV = velocity of mixture, ft/sec 
avmρ = average mixture density, lbm/ft3 
avLρ = average liquid density, lbm/ft3 
avGρ = average gas density, lbm/ft3 
LH = hold up 
 
The pressure drop calculation depends on the determination of hold up first 
(part of pipe that occupied by the denser fluid). The author collected wide range of 
data in order to provide generality for his correlation. The correlation was developed 
using pipes with 1 to 2.5 in., 5 different fluids, namely: water and four types of oil 
with viscosities ranging between 10 and 110 cp at 80°F. The two phase viscosity was 
presented by the Arrhenius viscosity correlation. Thus, the Reynolds number for two 
phase flow can be stated as; 
( )
LL H
g
H
L
PT d
wN −
−×= 12.Re 102.2 µµ  
 A-3
Where; 
( ) PTN .Re = Reynolds number for two phase flow 
Lµ = liquid viscosity, Cp, and 
gµ = gas viscosity, Cp 
The developed correlation does not recognize flow regimes. However, assuming 
one flow pattern for the whole pipe weakened the correlation where different flow 
patterns are observed along the length of the pipe and the pressure losses vary 
accordingly. In other words, the correlation ignored the variation of flow patterns, 
which significantly affect the pressure loss calculations. The calculation of the liquid 
holdup depends on four dimensionless numbers which are the liquid velocity number, the 
gas velocity number, the pipe diameter number and the liquid viscosity number listed 
below:  
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Where; 
LVN = liquid-velocity number 
gVN = gas-velocity number 
DN = pipe-diameter number 
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LN = liquid-viscosity number 
sLV = superficial liquid velocity, ft/sec 
sgV = superficial gas velocity, ft/sec 
Lρ = liquid density, lbm/ft3 
σ = surface tension, lbm/sec2 
 
The hold up is actually treated as a pseudo holdup that could be calculated by 
taking into consideration the total pressure drop and friction factor that are calculated a 
step before. Some modifications have been made to account for these shortcomings by 
different investigators later on. Hagedorn and Brill made other adjustment including 
calculation of mixture density using hold up correlation and comparing it with the 
mixture density for no-slippage. The largest of these two values is then used.  
 
A.1.2 Duns and Ros Correlation (1963): 
The Duns & Ros3 correlation was developed using data from a large-scale, 
carefully controlled laboratory facilities. The correlation was suitably modified using 
field data for vertical flow of gas and liquid mixtures in wells. This correlation is valid 
for a wide range of oil and gas mixtures and flow regimes. Based on the inlet 
superficial gas and liquid velocities, the authors developed a chart to identify the various 
flow regimes. The different flow regimes like single phase, bubble, plug, froth, slug, 
transition and mist flow are grouped into three broad flow regions; these are; bubble 
flow, slug flow, and mist flow. The different nature of these three main regions 
necessitates separate correlations for friction and liquid holdup for each region. These 
flow patterns could be defined using dimensionless groups described in the previous 
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section. Slippage effect and friction factor have been incorporated in the total pressure 
gradient calculation for each flow pattern.  
The following equations were used for each flow region: 
 
Bubble Flow Region 
Slip factor,  
2
/
321 1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−++= LV
gV
LV N
N
FNFFs   
dN
FFF 43
/
3 −=  
Slip velocity, 5.0
938.1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
L
L
s
sV
σ
ρ
 
Where; groups essdimensionl are  ,,,,,, 7654321 FFFFFFF  
( ) ( )[ ]
s
sLssLsgssLsgs
L V
VVVVVVVV
H
2
4
5.02 +−−+−−=  
Duns and Ros suggested the following limit for bubble flow region: 
( )LVgV NLLN 210 +≤≤  
Slug Flow Region 
Slip factor, ( ) ( )( )27
\
6
982.0
5 1
1
LV
gV
NF
FN
Fs +
++=   
6
\
6 029.0 FNF
where
d +=
 
These dimensionless groups can be obtained from Figures A1 & A2  
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The slip velocity and the holdup are similarly calculated using the bubble flow 
regions corresponding equations. 
Duns and Ros suggested the following limit for slug flow region: 
 
( )LVgVLV NNNLL 365021 +<<+  
 
Mist Flow Region: 
Slip factor, zeros =   
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
=
sL
sg
L
V
V
H
1
1  
The static gradient due to mixture flowing density is given by: 
( )
L
g
LLst HHG ρ
ρ−+= 1  
Duns and Ros suggested the following limit for slug flow region: 
( )75.08475 LVgV NN +>  
d21 N offunction  are , LL , and can be obtained from Figure A3 
Each flow regime has its own friction factor correlation. For the bubble and slug 
regimes, the friction gradient is calculated using the following equations: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=⎟⎠
⎞⎜⎝
⎛
sL
sgsLLw
f V
V
d
Vf
dz
dP 1
2
4 2ρ
 
wf  was formulated from the experimental data as follows: 
3
21
f
fff w =  
21 , ff  can be obtained from Figures A4 & A5 
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3f  is an additional correction to the liquid viscosity and the in situ gas liquid ratio 
equals to: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
sL
sg
V
V
ff 13 02.01  
The Reynolds number is expressed as follows: 
 ( ) dVR
L
sL
LLe µρ=  
In the mist flow, the friction gradient is calculated as: 
d
Vf
dz
dP gsgw
f 2
4 2 ρ=⎟⎠
⎞⎜⎝
⎛  
Where wf is taken to be equal to 1f , which is obtained from Figure A4 
The Reynolds number is calculated using the gas velocity and density as follows: 
( ) dVR
g
sg
gge µρ=  
The pressure gradient due to friction equals to: 
L
f
f
dz
dP
G ρ
⎟⎠
⎞⎜⎝
⎛×
=
144
 
The pressure gradient due to acceleration is obtained by the formula: 
P
VV
G
L
sggsLL
acc ρ
ρρ +=  
The total pressure gradient is then the sum of the three terms 
accfstTOT GGGG ++=  
           Although the correlation is intended for use with “dry” oil/gas mixtures, it can 
also be applicable to wet mixtures with a suitable correction (hold up factor). The 
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method depends on assigning the flow region in order to better apply and obtain high 
accuracy of flow profiles (pressure traverse). For water contents less than 10%, the 
Duns-Ros correlation (with a correction factor) has been reported to work well in the 
bubble, plug, and froth regions. 
 Pressure gradient was found to be independent of the gas flow rates at low liquid flow 
rates but it varies considerably at higher liquid flow rates. Three types of correction 
factors were proposed by Duns and Ros, which accounted for Reynolds number, high 
gas-liquid ratios, and liquid viscosity. The pressure drop is over predicted at gas-liquid 
ratios greater than 5000 scf/bbl.  
 
A.1.3 Orkiszweski Correlation (1966): 
In a detailed study of two-phase correlations, Orkiszweski4 compared the pressure 
behavior predicted from various correlations using actual field data.  He concluded that 
no correlation worked sufficiently well for all flow regimes.  He did, however, identify 
several correlations that work well for specific flow regimes. He developed a correlation 
which is basically an extension of Griffith & Wallis work. By using variations of 
existing methods, he presented with an equation for pressure gradient calculation that 
covered all four flow regimes (bubble, slug, annular-slug and mist).  His method is 
versatile and was validated using 148 measured pressure drops in actual wells.  
Because slug flow is present in 95% of the studied cases, the author 
recommended Griffith and Wallis for this flow pattern. It should be noted that the 
liquid distribution coefficient (hold-up) is evaluated using the data from the Hagedorn 
& Brown model. Duns and Ros correlation was used for transition and annular mist 
flow, whenever it exists. 
The pressure drop was expressed by Orkiszweski as: 
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⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−
+=∆
∆
pA
qWZ
P
p
gt
f
24637
1
144
1 τρ  
The flow regime limits are: 
For bubble flow regime, ( )b
t
g L
q
q <  
For slug flow regime, ( ) ( )sgdb
t
g LVL
q
q <> ,  
For transition flow regime, ( ) ( )sgdm LVL >>  
For mist flow regime, ( )mgd LV >  
Where; 
p
L
L
ggd A
g
qV
4
1
⎟⎠
⎞⎜⎝
⎛
= σ
ρ
 
( ) ( ) 13.0for  
d
 2218.0
071.1
2
>−= bmb LVL  
g
L
gdslug q
qVL  3650 +=  
75.0
 8475 ⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
g
L
gdmist q
qVL  
Where: 
bL , sL  and mL = bubble-slug, slug-transition, transition-mist boundaries, respectively, 
dimensionless 
slugρ = fluid density in the slug regime, lbm/ft3 
mistρ = fluid density in the mist regime, lbm/ft3 
ρ = fluid density, lb/ft3 
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gdV = dimensionless gas velocity 
fτ = friction loss gradient, psi/ft 
tW = total mass flow rate, lb/sec 
Lq  , gq  and tq = volumetric flow rate of liquid, gas and total flow rate, respectively, 
ft3/sec 
pA = pipe cross-sectional area ft
2 
d = inside pipe diameter, ft 
p = average pressure, psi 
Lσ =liquid interfacial tension, lbm/sec2 
 g = gravitational acceleration, ft/sec2 
Lρ = liquid density, lbm/ft3 
mV = mixture velocity, ft/sec 
For slug flow, the average density is calculated as follows; 
L
psbt
psbLt
AVq
AVW δρρρ ++
+=  
Where sbV  is the bubble rise velocity, ft/sec, and δ is the liquid distribution coefficient 
which may be determined by the equation which meets the following equation: 
For water cut 75% or more and mV <10: 
d log428.0 log232.0681.0
log013.0
38.1 −+−⎟⎠
⎞⎜⎝
⎛= mL Vd
µδ  
For water cut 75% or more and mV >10: 
d log888.0 log162.0709.0log045.0 799.0 −+−⎟⎠
⎞⎜⎝
⎛= mL Vd
µδ  
For water cut less than 75% or more and mV <10: 
 A-16
d log113.0 log167.0284.0
1
log0127.0 415.1 ++−⎟⎠
⎞⎜⎝
⎛ += mL Vd
µδ  
For water cut less than 75% or more and mV >10: 
 
( )
 d 0.63log0.397
1log01.0
 l -         
d log569.0161.01log0274.0
571.1
371.1
++⎟⎠
⎞⎜⎝
⎛ +
++⎟⎠
⎞⎜⎝
⎛ +=
d
Vog
d
L
m
L
µ
µδ
  
           ( ) 2121 gdCCVsb =  
1C  is obtained from Figure A6 as  a function of bubble Reynolds Number, which is 
given as: 
L
Lsb
e
dV
R µ
ρ 1488=  
2C is obtained from Figure A7 as a function of both bN and liquid Reynolds Number: 
L
Lm
e
dVR µ
ρ 1488=  
When 2C cannot be read from Figure A8, the extrapolated values of sV may be 
calculated by the following equations: 
 
For 3000≤bN  
( ) 5.061074.8546.0 gdRV esb −×+= 80003000 << bN  
( )( ) 5.061074.8251.0 gdRV esi −×+=  
( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++=
5.0
5.0
2 59.135.0
d
VVV
L
L
sisisb ρ
µ
 For 8000≥bN  
( )( ) 5.061074.835.0 gdRV esb −×+=  
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Figure A6: Griffith and Wallis’ C1 vs. Bubble Reynolds Number 
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The wall friction loss term is expressed as: 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ++
+= δρτ
psbt
psbL
c
mL
f AVq
AVq
dg
Vf
2
2
 
The friction factor f is obtained from Moody Chart Figure A8 
The Reynolds Number equation is as follows 
L
Lm
e
dV
R µ
ρ 1488=  
For mist flow regime, the wall friction loss term is expressed as:  
           
dg
Vf
c
gg
f 2
2ρτ =  
In the bubble flow: 
          
dg
Vf
c
LL
f 2
2ρτ =  
Where cg  is the dimensionless conversion factor = 32.2 lbm/ft
3 
Griffith & Wallis14 and Duns and Ros4 correlations were found to be more 
accurate than other tested methods. A combination of both methods was tested against 
the 148 data set. Griffith & Wallis14 was shown more reliable in the lower flow rate 
range of slug flow. However, Duns and Ros correlation gave the same result and failed 
in higher viscosity oils in the low flow-rate range. Orkiszewski extended Griffith & 
Wallis work to higher velocity ranges.  
 
A.1.4 Aziz -Govier and Fogarasi Correlation (1972) 
In this work, the authors conducted an extensive review of the best available 
flow regimes formulae. Four flow patterns were recognized; those are bubble, slug,  
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transition, and mist. A flow pattern map was proposed as a result. The flow patterns 
were identified based on dimensionless groups as follows: 
4
1
3
1
4.62
72
0764.0 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
L
Lg
sgx VN σ
ρρ  
4
1
4.62
72
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
L
L
sLy VN σ
ρ  
( ) 172.01 10051.0 yNN =  
yNN 8.360.82 +=  
( ) 152.03 10070 −= yNN  
Where; 
xN , yN  are dimensionless group 
321 ,, NNN are dimensionless boundary limits 
Each flow regime had its own limit as follows: 
Bubble Flow: 
1NN y <  
Slug Flow: 
0.4Nfor    y21 <<< NNN x  
0.4Nfor    5.26 y1 ≥<< xNN  
Transition Flow: 
0.4Nfor    y32 <<< NNN x  
Mist Flow: 
0.4Nfor    y3 <> NN x  
0.4Nfor    5.26 y >>yN  
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The two phase density for the bubble and slug flows was given by the following 
equation: 
Z
dZ
dPP ms ∆⎟⎠
⎞⎜⎝
⎛=∆ ρ  
( )LgLLm HH −+= 1ρρρ  
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −=
bf
sg
L V
V
H 1  
Where: 
bfV is the bubble rise velocity under flowing condition, ft/sec 
Various methods were used to obtain the rise velocity of the bubbles under 
stagnant, bsV , and flowing, bfV , conditions 
The acceleration was considered to be negligible in the bubble and slug flow 
regimes. 
To calculate the pressure gradient for the transition region, the pressure 
gradients must be calculated using both the slug and mist flow equations; linear 
interpolation is then performed as follows: 
mistslug
s dZ
dPB
dZ
dPA
dZ
dPP ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=∆  
Where: 
  B&   
23
2
23
3
NN
NN
NN
NN
A xx −
−=−
−=  
The Colebrook friction factor equation was used to calculate the pressure drop due to 
frictions: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−+=
fR
dd
f eε
ε
2
35.91log448.3
2
log41  
Where ε  is the wall roughness factor = 0.00015 
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To calculate the friction factor for the bubble flow, the friction gradient is given by the 
following equation: 
dg
Vf
dZ
dP
c
mm
f 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
The Reynolds number is given as; 
( )
L
m
Le
dV
R µρ=  
For the slug flow: 
dg
VHf
dZ
dP
c
mLL
s 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
The total pressure drop gradient is then can be expressed as: 
sfTOT dZ
dP
dZ
dP
dZ
dP ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛  
 
A.1.5 Beggs & Brill Correlation (1973) 
This method is probably the most widely used method because it can be applied 
in vertical, horizontal, and inclined pipes.  It was developed using experimental data in a 
small scale experimental, test facility using 1 inch and 1.5 inches diameter pipes. This 
correlation resulted from experiments using air and water as test fluids over a wide 
range of parameters. The factors used for correlating are gas flow rate, liquid flow rate, 
pipe diameter, inclination angle, liquid holdup, pressure gradient and horizontal flow 
regime. The flow regime is determined based on the limits set for "no-slip" holdup and a 
dimensionless number called the Froude number.  A unique modification of the three 
horizontal flow regime, as illustrated in Figure A9 was done. Further, different 
correlations for liquid holdup are presented for each of the three horizontal flow regimes  
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Figure A9: Beggs and Brill Horizontal Flow Patterns 
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(segregated, intermittent and distributed) with a correction for inclination angle of pipe.  
A two-phase friction factor is calculated independent of flow regime but depends on 
liquid holdup.  Hold up factor is calculated as a function of horizontal hold up. Flow 
patterns also were determined using dimensionless groups. 
Figure C10 shows a normalized friction factor as a function of liquid holdup and input 
liquid content.  
            c
FR
b
L
L N
aH λ=)0(  
Where: )0(LH is the holdup, which would exist at the same conditions in a 
horizontal pipe. a, b, and c are determined for each flow pattern from Table A1, with 
the restriction that 
LLH λ≥)0(  . 
No slip holdup: 
m
sL
L V
V=λ  
Froude number can be obtained by the equation 
gd
VN mFR
2
=  
The dimensionless group of Beggs and Brill correlation can be stated as; 
302.0
1 316 LL λ=  
4684.2
2 0009252.0
−= LL λ  
4516.1
3 10.0
−= LL λ  
738.6
4 50.0
−= LL λ  
In order to correct the holdup for the effect of pipe inclination ( )φ ; the 
following equation is used 
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Table A1: Relationship between a, b, and c & flow patterns. 
 
Flow Pattern a b c 
Segregated 0.980 0.4846 0.0868 
Intermittent 0.845 0.5351 0.0173 
distributed 1.065 0.5824 0.0609 
 
 
Table A2: Relationship between d, e, and f & flow patterns. 
 
Flow Pattern d e f g 
Segregated 0.011 -3.768 3.539 -1.614 
Intermittent 2.960 0.305 -0.4473 0.0978 
distributed No correction C = 0 ( )φψ f≠= LH     1  
All flow patterns downhill 4.7 -0.3692 0.1244 -0.5056 
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( ) ( )[ ]φφψ 8.1sin333.08.1sin1 3−+= C  
For vertical upward flow 090=φ  and ψ becomes; 
C3.01+=ψ  
Where; 
( ) ( )gFRfLVeLL NNdC λλ ln1−=  
Where d, e, f and g are determined for each flow pattern from the Table A2: 
 
With the restriction that .0≥C  
dg
VHf
dZ
dP
c
mLnpt
f 2
2
. ρ=⎟⎠
⎞⎜⎝
⎛  
Where: ggLLn λρλρρ += factor.friction  phase- two theis     ..
n
pt
npt f
f
ff =  
The friction factor is calculated as follows: 
The no-slip friction factor is determined from the smooth pipe curve on a 
moody diagram or from the following equation; 
2
8215.3log5223.4
log21 ⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= e
e
n R
Rf  
Using the following Reynolds number 
( )
n
mn
e
dV
R µ
ρ=  
( )ggLLn λµλµµ −+= 1  
The ratio of the two-phase to no-slip friction is calculated from: 
 es. =
n
pt
f
f
 
Where: 
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( )
( ) ( )[ ] ( )[ ] ⎥⎦
⎤⎢⎣
⎡
+−+−= 42 ln01853.0ln8725.0ln182.30523.0
ln
yyy
ys  
[ ]2)(φ
λ
L
L
H
y =  
The value of s becomes unbounded at a point in the interval 1< y <1.2, then the 
function s can be calculated as; 
( )2.12.2ln −= ys  
The acceleration pressure drop gradient is given by: 
dZ
dP
Pg
VV
dZ
dP
c
sgms
acc
ρ=⎟⎠
⎞⎜⎝
⎛  
If an acceleration term is defined as; 
Pg
VV
E
c
sgms
K
ρ=  
Then, the total pressure gradient can be calculated as: 
K
felv
TOT E
dZ
dP
dZ
dP
dZ
dP
−
⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛
=⎟⎠
⎞⎜⎝
⎛
1
 
s
celv g
g
dZ
dPwhere ρ=⎟⎠
⎞⎜⎝
⎛   
 With a range of conducted experimental investigation, the pressure losses are 
accurately estimated. Any further increase in tubing size tends to result in an over 
prediction in the pressure loss. 
 
A.1.6 Mukhrejee and Brill (1985) 
Mukhrejee and Brill developed a correlation, which was based on experimental 
work using a U-tube section with the closed end able to incline at any angle from the 
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horizontal.  The correlation developed from their work was tested, with good results, on 
data from the Prudhoe Bay and North Sea.  This method is applicable to both surface 
pipelines and sub-surface tubing, as well.  The two-phase fluid flow was divided into four 
possible regimes - bubble, slug, stratified and annular-mist.    
 For the bubble and slug flow regimes, a no-slip friction factor calculated from the 
Moody chart is accurate enough.  For stratified flow, the friction pressure gradient is 
calculated based on a momentum balance equation for either phase assuming a smooth 
gas-liquid interface.  For annular-mist flow, the friction factor is a function of both the 
holdup ratio and the no-slip Moody friction factor.  The mixture density is used for 
elevation gradient calculation except for the stratified flow where gas density is used.  
The acceleration gradient is neglected for the stratified flow.                                  
 
A.2 Mechanistic Models 
The first attempt of generating a mechanistic model was done by Aziz et al.6 
who developed a model to calculate multiphase flow parameters and ended up with a 
generation of flow pattern map. Rashid Hasan et al.15 addressed multiphase flow from 
physical behavior point of view. He nominated four different flow patterns and how to 
identify transition between these phases. Besides, void fraction and pressure drop 
prediction were estimated in his study. Therefore, he concluded that 90 to 99% of 
pressure gradient occurs due to hydrostatic head that is why the need of accurate 
estimation of in-situ gas void fraction is much important 
 
A.2.1 Kabir and Hasan (1986)  
Kabir and Hasan15 developed a correlation that was based on theoretical 
models to predict pressure drop. The hydrodynamic condition was studied carefully 
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and different flow pattern transitions were, hence, determined. Pressure drop for each 
flow regime is estimated based on the contribution of each term in the general energy 
equation. Laboratory data (115 data points) were used in developing the correlation. 
Four flow patterns were identified (bubble, slug, churn and annular) with three flow 
transitions (bubble-slug flow transition, slug-churn flow transition, and churn-annular 
flow transition).  
Bubble flow transition 
[ ]tsLsg VVV 357.0429.0 +<   &  VtTVt <  
Or  52.0<gE  
and  ( ) ( ) 08.06.05.048.012.1 68.4 ⎟⎟⎠
⎞
⎜⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛⎥⎦
⎤⎢⎣
⎡ −>
L
m
L
gL
m gdV µ
ρ
ρσσ
ρρ  
Where; 
( ) 2.1  &    =+= otmo
sg
g CVVC
V
E  
( ) 25.0
25.1 ⎥⎦
⎤⎢⎣
⎡ −=
L
gL
t
g
V ρ
ρρσ
 
Flowing mixture density is calculated as follows 
[ ] ggLgm EE ρρρ +−= 1  
g
gZ
P
c
m
st
ρ=⎟⎠
⎞⎜⎝
⎛
∆
∆  
The friction pressure drop is calculated the following correlation: 
dg
fV
dZ
dP
c
mm
f
ρ22=⎟⎠
⎞⎜⎝
⎛  
⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
−=
Re
log0452.5
7065.3
log41 5.0
Ad
f
ε
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Where; 
8981.0
1098.1
Re
149.7
8257.2
⎟⎠
⎞⎜⎝
⎛+
⎟⎠
⎞⎜⎝
⎛
= dA
ε
 
µ
ρmDV1488Re =  
Slug flow transition 
( )   &   357.0429.0 tsLsg VVV +>  
( )[ ] 50for      2.23log1.17 222 >−< sLLsLLgsg VVV ρρρ  
Flowing mixture density is calculated as in the bubble flow transition regime 
[ ] ggLgm EE ρρρ +−= 1  
( ) 2.1  &    11 =+= CVVC
V
E
tTm
sg
g  
( ) 5.0
345.0 ⎥⎦
⎤⎢⎣
⎡ −=
L
gL
tT
gd
V ρ
ρρ
 
 
 
 
The friction pressure drop is calculated as follows 
( )
dg
EfV
dZ
dP
c
gLm
f
−=⎟⎠
⎞⎜⎝
⎛ 12 2ρ  
 
Churn flow transition 
( )   1.3 0.252 ⎥⎦
⎤⎢⎣
⎡ −<
g
gL
sg gV ρ
ρρσ  
and      ( )[ ] 50for      2.23log1.17 222 >−> sLLsLLgsg VVV ρρρ  
g
gZ
P
c
m
st
ρ=⎟⎠
⎞⎜⎝
⎛
∆
∆
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The flowing mixture density is calculated as in the slug flow except that the 
constant C1 will be used as 1.0 instead of 1.2. Besides, the frictional pressure drop will 
be treated as in the slug flow. 
 
Annular flow transition 
( )   1.3 0.252 ⎥⎦
⎤⎢⎣
⎡ −>
g
gL
sg gV ρ
ρρσ  
Flowing mixture density is calculated as 
( )   sLsg sgg EVV
V
E +=  
Where; 
( )[ ] ( ) 410for     100055.0 486.24 ≤××=
csgcsg
VVE  
( )[ ] ( ) 410for     0.2-10log857.0 44 >××=
csgcsg
VVE  
Where; 
( ) σρ
ρµ
5.0
⎟⎟⎠
⎞
⎜⎜⎝
⎛
= L
g
gsg
csg
V
V  
The friction pressure drop is calculated as 
( )
dg
EVf
Z
P
c
gsgcc
f
22 ρ=⎟⎠
⎞⎜⎝
⎛
∆
∆  
Where;  
( )[ ]
25.0Re
1751
079.0 gc
E
f
−+=  
( ) 1.05.09.0378.08.0 1X &   1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ −=+=
g
L
L
g
g x
xXE µ
µ
ρ
ρ
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⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
+=
sLsg
LsLgsg
c EVV
EVV ρρρ  
The acceleration pressure gradient equation is 
            
( )[ ][ ]cgc gccccacc PgV
dVfg
gZ
P
2
2
1
21
ρ
ρρ
−
+=⎟⎠
⎞⎜⎝
⎛
∆
∆    
The total pressure gradient equation is  
accfstTOT dz
dP
dz
dP
dz
dP
dz
dP ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛  
 
A.2.2 Ansari et al. Model (1994)  
They built a comprehensive mechanistic model that dealt with flow pattern 
identification, liquid holdup, and pressure drop in each flow pattern. Their model was 
superior for dispersed bubble and annular flows when tested against some cases. The 
basic work on mechanistic modeling of flow pattern-transitions for upward two-phase 
flow was presented by Taitel et al.66. Four different flow patterns were identified; 
those are: bubble, slug, churn, and annular flow. Based on the work done by Taitel et 
al.66, flow boundaries could be estimated. A unified model was created by Barnea67 
who extended the applicability of the model to include inclined pipes with addition of 
transitions boundaries determination 
Bubble/Slug Transitions 
( ) 5.0
2min 01.19 ⎥⎦
⎤⎢⎣
⎡ −=
g
d
L
LgL
ρ
σρρ
 
For pipes larger than this, the basic transition mechanism is the form of Taylor 
bubbles. 
sLssg VVV 333.025.0 +=  
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Where sV is the slip velocity that given by: 
( )   53.1 0.252 ⎥⎦⎤⎢⎣⎡ −= LgLLs gV ρρρσ  
Dispersed Bubble Transition 
( ) ( )
5.0
2.1
5
25
35.0
15.4725.0
2
4.02 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
++=+⎥⎦
⎤⎢⎣
⎡⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
− sLsg
sg
sgsL
L
L
gL
L
VV
V
VV
d
f
g σ
ρ
ρρ
σ
 
The transition for no-slip dispersed bubble flow occurs at a void fraction of 0.76 
sLsg VV 17.3=  
Transition to annular flow 
This is based on the gas phase velocity required to prevent the entrained liquid 
droplets from falling back into the gas stream 
( ) 41
21.3 ⎥⎥⎦
⎤
⎢⎢⎣
⎡ −=
g
gLL
sg
g
V ρ
ρρσ
 
Flow Behavior Prediction 
This step comes after the flow patterns prediction. Now the flow behavior of 
each pattern will be developed. Physical models for bubble, slug, and annular flow 
were developed, while the churn flow model has not yet been modeled because of its 
complexity and was treated as part of slug flow. 
Bubble flow model 
Because of the uniform distribution of gas bubbles in this phase and no-
slippage between gas and oil phase, dispersed bubble flow can be approximated as a 
pseudo-single phase. 
( )LgLLTP λρλρρ −+= 1  
( )LgLLTP λµλµµ −+= 1  & 
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M
sL
sgsLMTP V
VVVVV =+= L re;       whe λ  
Slippage velocity can be expressed as follows 
Msgs VVV 2.1−=  
Holdup equation for bubble flow can be implicitly written as 
( ) ( )LgLLTPLgLLTP HHHH −+=−+= 1&1 µµµρρρ  
Now the pressure gradient can be calculated as 
accfe dL
dP
dL
dP
dL
dP
dL
dP ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛  
The elevation pressure gradient is given by 
θρ sing
dL
dP
TP
e
=⎟⎠
⎞⎜⎝
⎛  
& the friction component is given also by 
d
Vf
dL
dP TPTPTP
f 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
Where TPf  is obtained from a Moody diagram for a Reynolds number defined by 
TP
TPTP dVN
TP µ
ρ=Re  
Slug Flow Model 
The overall gas and liquid mass balances gives 
( ) ( ) ( )LLSgLSLTBgTBsg HVHVV −−+−= 111 ββ  
Where; LLSH = average holdup of liquid slug, and 
( ) LTBLTBLLSLLSsL HVHVV ββ −−= 1  
Where; 
SU
TB
L
L=β = length ratio 
TBL = length of Taylor bubbles along the pipe 
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SUL = length of slug unit along the pipe 
Mass balances for liquid and gas from liquid slug to Taylor bubble give 
( ) ( )( ) LTBLTBTBLLSLLSTB HVVHVccV −−=−    & 
( )( ) ( )( )LTBgTBTBLLSgLSTB HVVHVccV −−=−− 11  
The Taylor bubble-rise velocity is equal to the centerline velocity plus the Taylor 
bubble-rise velocity in a stagnant liquid column 
( )   35.02.1 0.5⎥⎦⎤⎢⎣⎡ −+= LgLMTB gdVV ρρρ  
Similarly, the velocity of the gas bubbles in the liquid slug is 
( )   H53.12.1 0.5LLS0.252 ⎥⎦⎤⎢⎣⎡ −+= LgLLMgLS gVV ρρρσ  
The pressure gradients can be calculated after solving model equations and by 
taking into consideration the effect of varying film thickness and neglecting the effect 
of friction along the Taylor bubble. 
The elevation component occurring across a slug unit is given by 
( )[ ] θβρρβ sin1 g
dL
dP
gLS
e
+−=⎟⎠
⎞⎜⎝
⎛   
Where; ( )LLSgLLSLLS HH −+= 1ρρρ  
The elevation component for developing slug flow is given by 
( )[ ] θρβρβ sin1 ** g
dL
dP
TBALS
e
+−=⎟⎠
⎞⎜⎝
⎛  
Where TBAρ  is based on average void fraction in the Taylor bubble section with 
varying film section 
( )LTBAgLTBALTBA HH −+= 1ρρρ  
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( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
*2
2
TB
LLSLLSTB
LTBA
gL
HVV
H  
Where *TBL = length of Taylor bubbles in developing slug flow 
The friction component can be obtained by 
( )βρ −=⎟⎠
⎞⎜⎝
⎛ 1
2
2
d
Vf
dL
dP MLSLS
f
 
It is worth noting that β  should be replaced with *β  for developing slug flow. 
& LSf  can be calculated from  
LS
MLS
LS
dV
µ
ρ=Re  
Annular Flow Model 
The fully developed annular flow model considers a core contains a 
homogeneous mixture of gas and liquid. 
The conservation of momentum applied separately to the core and the film 
    0.0sin =−−⎟⎠
⎞⎜⎝
⎛ θρτ gAS
dL
dPA ccii
c
c   
0.0sin =−−+⎟⎠
⎞⎜⎝
⎛ θρττ gASS
dL
dPA FFFFii
F
f  
( )
SLESg
SLE
LCLCgLCLc VFV
VF
+=−+= λλρλρρ     Where;,1  
& ( )[ ]
5.0
000,10   &   5.1125.0exp1 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=−−−=
L
g
L
gSg
CritCritE
V
VVF ρ
ρ
σ
µ
 
The shear stress in the film can be expressed as 
diagramMoody  a from obtained is   &     
8
2
F
F
LFF f
Vf ρτ =  
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( ) ( )( ) ( )dFVA FqVdV ESLF ELFL HFFLF −−−− −=−−=−== δδδδµρ 14d&  14 11   &   Re HF  
Thus; 
( ) ( ) ( )( )[ ]  dLdP141  4d1418 SL2
2
2
2 ⎟⎠
⎞⎜⎝
⎛
−
−=⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−=
−−−− SL
FESL
LE
F
F f
fFVFf δδδδρτ  
The superficial liquid friction pressure is given by 
 velocityliquid linterfaciafor        where,
2dL
dP 2
SL
factorfrictionf
d
Vf
SL
SLLSL ==⎟⎠
⎞⎜⎝
⎛ ρ
 
Shear stress at the interface can be represented as 
( ) ZffVf SCiccii =−≈=
−
  &     
21
V V  where,
8 2
sc
c
2
δ
ρτ  
& Z = correlating factor for interfacial friction and the film thickness 
9.0Ffor   3001 E >+= −δZ  
9.0Ffor      241 E
3
1
<⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
−
δρ
ρ
g
LZ  
Combining the last three equations yields 
( ) SCi dLdPZd ⎟⎠⎞⎜⎝⎛−= − 4214 δτ  
The superficial friction pressure gradient in the core can be obtained by the following 
equation 
diagramMoody  a from obtained becan       where,
2dL
dP 2
SC
SC
SCCSC f
d
Vf ρ=⎟⎠
⎞⎜⎝
⎛  
The pressure gradient for annular flow can be calculated then as 
( ) &       sindLdP21dLdP SC5C θρδ gZ c+⎟⎠⎞⎜⎝⎛−=⎟⎠⎞⎜⎝⎛ −  
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( )( ) ( )( )    sindLdP2114dLdP1641dLdP SC5SL33
2
F
θρδδδδ g
Z
f
fF
L
SL
FE +⎟⎠
⎞⎜⎝
⎛
−−−⎟⎠
⎞⎜⎝
⎛⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−=⎟⎠
⎞⎜⎝
⎛
−−−−
 
Solving for the only unknown
−
δ by making use of dimensionless approach and 
Newton-Raphson method, the total pressure gradient can be estimated. 
 
A.2.3 Chokshi et al.  Model (1996)  
A data from 324 well that covered wide range of flow rates were gathered for 
this model. The tests were conducted on an air-Water system in a 3.5 in. diameter, 
1348 ft long, vertical test section. Each data set consists of flow rate measurements, 
pressure and temperature measurements at eight locations along the test section, and 
non-intrusive holdup measurement at 490 ft below the surface. The model considers 
three flow patterns; those are: bubble, slug and annular. 
Bubble to Slug Transition 
This is defined at the void fraction of 0.25. The rise velocity of a bubble swarm 
in a static liquid, relative to the average liquid velocity is defined by the following 
equation 
MO
SG
LGbs VC
V
VVV −=−= α  
Applying the transition criteria α =0.25 and simplifying by defining SGSLM VVV −=  
bsSLSG VVV 34.037.0 +=  
Transition from Annular Flow 
This occurs as a result of two mechanisms; blockage of the gas core by liquid 
in the annular film, or instability of the liquid film at low liquid rates. The first 
mechanism can be stated mathematically as 
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12.0=⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
P
C
LCLF A
AH λ  
Pressure Gradient Prediction Models 
All three pressure gradient predictions models (bubble, slug, and annular) are 
presented below 
 
Bubble Flow Model 
The rise velocity can be expressed in terms of liquid holdup as 
( )bsMO
SG
L VVC
V
H +−=−= 11 α  
The elevation pressure can be estimated as 
θρ sing
dL
dP
M
e
=⎟⎠
⎞⎜⎝
⎛  
& the friction component is given also by 
d
Vf
dL
dP MMM
f 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
Where; ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
M
MM
MM
DVff µ
ρ  
The mixture fluid properties are weighted on liquid holdup 
( )LGLLM HH −+= 1ρρρ  
( )LGLLM HH −+= 1µµµ  
 
Slug Flow Model 
An overall liquid mass balance can be expressed as 
( ) ( ) ( )( )GLSLLSTBfGTB
SU
LS
TBfGLS
SU
LS
TBfSL HVVHL
L
VH
L
L
VV −−−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−= 1111  
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Applying a mixture balance on a liquid slug zone cross section 
( ) GLSGLSGLSLLSM HVHVV +−= 1  
The bubble front velocity is stated as 
( )
L
GL
MTBsMTBf
gdVVVV ρ
ρρ −+=+= 345.02.12.1  
& the velocity of the falling liquid film is expressed as 
( )GTBLTB HgdV −−= 1916.9  
The velocity of the dispersed bubbles in the liquid slug is treated as 
( ) 41
241.1 ⎥⎦
⎤⎢⎣
⎡ −+=+=
L
GLL
LLSbsLLSGLS
gVVVV ρ
ρρσ  
The elevation pressure gradient a cross the slug unit is given by 
θρ sing
L
L
dL
dP
LS
SU
LS
e
=⎟⎠
⎞⎜⎝
⎛  
The friction pressure gradient across the slug unit is given by 
d
Vf
L
L
dL
dP MLSM
SU
LS
f 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
The acceleration pressure gradient is neglected 
 
Annular Flow Model 
A linear momentum balance on the liquid film is given by 
0.0sin =−−+−⎥⎦
⎤⎢⎣
⎡− θρττ gASS
dL
dPA FLCCFF
F
F  
& the balance on the liquid-laden gas core yields 
0.0sin =−−⎥⎦
⎤⎢⎣
⎡− θρτ gAS
dL
dPA CCCC
C
C  
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Various geometric parameters were implemented to solve for the uniformity of 
the film thickness and diameter. The shear stress between the liquid film and the pipe 
wall is given by the Moody's friction factor 
8
2
FLLF
F
Vf ρτ =  
The frictional pressure gradient for the superficial liquid phase is given by 
d
Vf
dL
dP SLLSL
SL 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
The interfacial shear stress between the gas core and the liquid film is given by 
8
2
CCC
C
Vf ρτ =  
The frictional pressure gradient for the superficial core is defined as 
d
Vf
dL
dP SCCSC
SC 2
2ρ=⎟⎠
⎞⎜⎝
⎛  
Various assumptions were used for the mass balance including the incompressibility 
assumptions for both liquid and core. 
 
A.2.4 Gomez et al. Model (1999)  
They presented a unified mechanistic model that deals with liquid holdup, flow 
pattern identification, and pressure drop in wellbores and pipelines. The model 
consists of a unified flow pattern prediction model and unified individual models for 
stratified, slug, bubble, annular and dispersed bubble flow, applicable to all inclination 
angles ranging from 00 to 900. 
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Unified Flow Pattern Prediction Model 
The authors presented first the transition criteria for their study, which includes 
the stratified to non-stratified, slug to dispersed bubble, annular to slug, bubble to slug 
flow. 
 
Stratified to Non-Stratified Transition 
This criterion was firstly introduced by Taitel and Dukler66. It is based on a simplified 
stability analysis given by 
( ) group essdimensionl a is F  where,     1~
~~~
~1
1 2
2
2 ≥⎥⎥⎦
⎤
⎢⎢⎣
⎡
− g
LLg
L
A
hdAdV
h
F  
( ) θρρ
ρ
cosdg
V
F sg
gL
g
−=  
 
Slug to Dispersed Bubble Transition 
The maximum bubble size can be determined from the following equation 
4.036.05.0
max
2
725.015.4
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛=
d
Vf
V
V
d MM
LM
sg
ρ
σ  
Two critical bubble diameters were considered; the one below which bubble do not 
deform and the other is applicable to shallow inclinations 
( )
2
1
4.02 ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−= gd gLCD ρρ
σ  
( ) θρρ ρ cos83
2
g
Vfd MM
gL
L
CB −=  
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It is worth noting that transition to dispersed bubble flow will occur only when 
the maximum possible bubble diameter is less than any critical diameters mentioned 
lastly. 
 
Annular to Slug Transition 
This transition criterion might be caused as a result of instability of the liquid 
film or because of wave growth on the interface due to large liquid supply from the 
film. The first reason may be stated as 
( ) 235.2
1
1
751 X
HHH
HY
LLL
L −−
+=  
2
3
2
31
2
32
X
HH
H
Y
LL
L
⎟⎠
⎞⎜⎝
⎛ −
−
≥  
Where X is the Lockhart and Martinelli parameter and Y is a dimensionless gravity 
group defined as 
sg
SL
sgg
SLL
n
m
g
sggg
L
SLLL
dL
dP
dL
dP
V
V
dV
d
C
dV
d
C
X
⎟⎠
⎞⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
−
−
2
2
4
4
2
2
2
ρ
ρ
µ
ρ
µ
ρ
  
 
( )
sg
gL
dL
dP
g
Y
⎟⎠
⎞⎜⎝
⎛
−= θρρ sin  
The second case occurs as a result of the following condition 
24.0≥LH  
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Bubble to Slug Transition 
This transition is caused by coalescence of bubbles at a critical gas void fraction 
of 25.0=α , as follows 
( ) ( ) θρ
σρραα
α sin153.11
4
1
2
5.0 ⎥⎦
⎤⎢⎣
⎡ −−−−=
L
gL
sgSL
g
VV  
The authors suggested different techniques to smoothen the transition because 
predictions of pressure traverses in multiphase flow are tarnished for creating such 
discontinuities. 
 
Unified Stratified Flow Model 
This model utilized the theory of the model presented by Taitel et al.66 the 
model calculates the momentum balances and closure relationships, basically as 
follows 
Momentum Balances 
The force balances for the liquid and gas phases are given as 
0.0sin
0.0sin
=−+−−
=−+−−
θρττ
θρττ
gASS
dL
dPA
gASS
dL
dPA
GGIIGWGG
LLIILWLL
 
Eliminating the pressure gradient from the last two equations yields 
( ) 0.0sin11 =−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−− θρρτττ g
AA
S
A
S
A
S
GL
GL
II
G
G
WG
L
L
WL  
Trial and errors procedure is needed to solve for the geometrical variables. After 
determination of liquid level, the liquid holdup can be estimated as follows 
2
1 1211212cos ⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛ −+⎟⎠
⎞⎜⎝
⎛ −−= −
d
h
d
h
d
h
H LLLL π  
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The pressure gradient now can be calculated from any one of the balance equations 
providing that acceleration term is neglected. 
 
Closure Relationships  
This deals with determination of wall shear stresses for each phase. Fanning 
friction factor formula is used 
2
&
2
22
GG
GWG
LL
LWL
VfVf ρτρτ ==  
The hydraulic numbers are determined based on the following formula 
IG
G
G
L
L
L SS
Ad
S
Ad +==
4
&
4
 
Moreover, the Reynolds number of each of the phases is 
G
LGG
G
L
LLL
L
VdVd
µ
ρ
µ
ρ == Re&Re   
Where;  
WLτ  = liquid wall shear stress, (lbf/ft2) 
WGτ  = gas wall shear stress, (lbf/ft2) 
LS  = liquid perimeter, (ft) 
GS  = gas perimeter, (ft) 
IS  = perimeter interface, (ft) 
Iτ  = shear stress interface, (lbf/ft2) 
Lh  = liquid level height, (ft) 
Unified Slug Flow Model 
The model simplifies the assumptions that were used by Taitel and Barnea 68 
by avoiding the need for a numerical integration along the liquid film region. 
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Mass Balance 
An overall liquid mass balance is calculated as follows 
U
F
LTBLTB
U
S
LLSLLSSL L
LHV
L
L
HVV +=  
A mass balance can be applied between two cross sectional areas 
( ) ( ) LTBLTBTBLLSLLSTB HVVHVV −=−  
Applying this balance on cross sections in the liquid slug body and in the liquid film 
region gives 
( )LLSGLSLLSLLSSGSLM HVHVVVV −+=+= 1  
( )LTBGTBLTBLTBM HVHVV −+= 1  
The last two equations can be used to determine LLSV . All velocities can be 
determined from the previous formula. 
The average liquid holdup in a slug unit is defined as 
U
FLTBSLLS
LSU L
LHLH
H
+=  
From the above expressions, the liquid holdup appears independent of the 
lengths of the different slug zones, as shown below 
( )
TB
SGLLSGLSLLSTB
LSU V
VHVHV
H
−−+= 1  
Where; 
SLV  = superficial liquid velocity, (ft/s) 
SGV  = superficial gas velocity, (ft/s) 
LLSV = liquid slug velocity, (ft/s) 
GLSV  = gas slug velocity, (ft/s) 
TBV  = Taylor's bubbles velocity, (ft/s) 
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LTBH = liquid holdup for Taylor bubbles 
LLSH = liquid slug holdup 
MV  = mixture velocity, (ft/s) 
UL = total slug unit length, (ft) 
FL = film length, (ft) 
SL = slug body length, (ft) 
 
Pressure Drop Calculations 
This can be calculated using a global force balance along a slug unit. 
U
FGWGFWF
U
SS
U L
L
A
SS
L
L
A
dg
dL
dP ττπτθρ +++= sin  
Where; Uρ  is the average density of the slug unit given by 
( ) GLSULLSUU HH ρρρ −+= 1  
&; Sτ  = slug body shear stress, (lbf/ft2) 
WFτ  = vertical wall shear stress, (lbf/ft2) 
LSUH  = liquid slug unit holdup 
The first term in the pressure gradient equation is the gravitational pressure gradient, 
whereas the second and third terms represent the frictional pressure gradient. No 
acceleration pressure drop occurs. 
 
Closure Relationships 
The proposed model requires two closure relationships; the liquid slug length 
and the liquid holdup in the slug unit. 
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Assuming a constant length of SL  = 30d and SL  = 20d is used for fully developed and 
stable slug in horizontal and vertical pipes, respectively. 
For horizontal and near horizontal large diameter pipes (d > 2 inch), Scott et al.69 
correlation is used, as given below 
( ) ( )[ ] 1.0ln5.285.24ln dLS +−=  
Where d is expressed in inches and LS is in feet 
Gomez et al unified correlation was used to predict the liquid holdup in the slug body 
as follows 
( ) 57.10   &     0.1 Re1048.245.0 6 ≤≤= −×+− RLLS LSReH θθ  
Where; ( ) θπθ ×= 180R  is the inclination angle in radians and the slug Reynolds 
number is calculated as follows 
L
ML
LS
dV
π
ρ=Re  
Unified Annular Flow Model 
This model is an extension of the model that developed by Alves et al.70. The 
equations used for developing this model is the same like ones used for stratified 
model. Slight differences between the formulations of each one are detected. 
 
Momentum Balances 
0.0sin
0.0sin
=−⎥⎦
⎤⎢⎣
⎡−−
=−⎥⎦
⎤⎢⎣
⎡−+−
θρτ
θρττ
g
dL
dP
A
S
g
dL
dP
A
S
A
S
C
CC
I
I
L
FF
I
I
F
F
WF
 
Eliminating the pressure gradients from the last two equations result in the combined 
momentum equation 
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( ) 0.0sin11 =−+⎥⎦
⎤⎢⎣
⎡ +−− θρρττ g
AA
S
A
S
CL
CF
II
F
F
WF  
Mass Balances 
The velocities of the liquid film and gas core are estimated from the following 
equations 
( )
( )
( )
( )2
2
2
2
4
1
δ
δδ
−
+=
−
−=
d
dEVVV
d
dEVV
SLSG
C
SLF
 
The gas void fraction in the core and the core average density and viscosity are given, 
respectively, by 
( )EVV
V
SLSG
SG
C +=α  
( )
( )CLCGC
CLCGC
αµαµµ
αραρρ
−+=
−+=
1
1
 
 
Closure Relationships 
The liquid shear stress is found through single-phase flow calculations as 
follows 
( )
2
2
FC
CII
VV
f
−= ρτ  
The interfacial friction factor is obtained by Alves et al. 70. 
Iff CSI =  
Where;  
CSf  is the friction factor 
The parameter I is an average between a horizontal and vertical factor. 
θθθ 22 sincos VH III +=  
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The horizontal correction is applied as follows 
( ) ( )[ ] 5.0
0.9
SG
4.05.20.9
SL
5.20.5
SL
Re
0.0379Re0.707Re 
&    8001
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
+=
G
L
G
L
A
AH
V
VF
FI
ρ
ρ  
 
Where; 
 SGSL Re,Re  are the liquid and gas superficial Reynolds numbers, respectively. 
Another correction is applied for vertical interfacial annular parameter as follows 
d
IV
δ3001+=  
The entrainment factor, E is calculated as 
 
 
Unified Bubble Flow Model 
The gas velocity is given by 
5.0sin LOMOG HVVCV θ∞+=  
OC , is the velocity distribution coefficient and ∞OV is the bubble rise velocity and 
5.0
LH is a correction for bubble swarm 
The bubble rise velocity is found by the following formula 
( ) 25.0
253.1 ⎥⎦
⎤⎢⎣
⎡ −=∞
L
GL
O
gV ρ
ρρσ
 
Substituting for the gas velocity in terms of the superficial velocity results 
5.0sin
1 LOMOL
SG HVVC
H
V θ∞+=−  
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APPENDIX B 
 
 
Table B1: Output Layer Weight Matrix. 
 
j/i 1 
1 -1.6075 
2 -3.2712 
3 0.074458 
bias -0.67909 
 
 
 
 
 
 
Table B2: Evaluating the Last Hidden Layer's Weight Matrix (from Hidden Layer to the Output). 
 
j/i 1 2 3 
1 -1.1748 0.077237 1.7844 
2 -1.4527 -0.82596 -0.62623 
3 -0.40211 1.7704 0.71356 
bias 2.2969 -0.73163 2.019 
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Table B3: Evaluating the second hidden layer's weight matrix (from second hidden layer to the third hidden layer). 
 
j/i 1 2 3 
1 -1.1685 0.26346 0.4865 
2 0.72774 1.1319 -1.2523 
3 0.48866 -0.10124 -1.1615 
4 -0.16686 -0.42124 -0.1333 
5 -0.44263 -0.65305 -0.28248 
6 -0.71261 0.5908 -0.55617 
bias 1.7373 0.31668 1.3796 
 
Table B4: Evaluating the first hidden layer's weight matrix (from the first hidden layer to the second hidden layer). 
 
j/i 1 2 3 4 5 6 
QO 0.21703 0.42328 0.27097 0.024631 -0.45208 -0.7808 
Qg 0.23111 0.34952 0.054396 0.68871 -0.05302 -0.57623 
QW -0.07782 0.29298 0.076347 -1.0624 -0.51491 0.11992 
TBG -0.24883 0.034517 -0.29101 -1.3784 0.024062 0.63569 
DEPTH 0.1651 0.5038 0.1219 0.13544 -0.11959 0.003489 
API 0.22712 -0.19885 0.046515 0.032684 1.2305 0.30829 
STM 0.40123 -0.04843 0.033292 -0.28476 0.34449 -0.25808 
BTM -0.23678 -0.21024 0.14112 -0.67677 1.3555 -0.04366 
Pwh -0.84889 0.243 -0.00319 -0.64737 -0.76269 0.16645 
bias -2.7259 2.6103 -0.40373 -0.31208 1.41 -1.9444 
 
 B
-3
Table B5: NORMALIZED DATA. 
 
S.N MBHP QO Qg QW TBG DEPTH API STM BTM P wh 
1 1.0424 -0.35604 -0.23553 2.9716 0.42946 0.46114 -0.50577 -0.90061 0.49296 -0.95125 
2 -0.40056 -1.1626 -0.97912 -0.50124 -3.5956 -0.15693 -0.50577 -0.90061 0.49296 -0.5931 
3 -0.48329 0.47454 0.26541 -0.07161 -0.05334 -0.11632 1.1768 1.2427 0.25707 -0.23494 
4 -1.0856 -0.69047 -0.77987 -0.64266 0.32103 -0.02626 -0.41948 -0.90061 -1.3941 -0.65822 
5 -0.662 -0.52315 -0.54306 0.39239 0.42946 -0.03509 -0.50577 -0.90061 0.49296 -0.72333 
6 0.50292 -1.0842 -0.91989 -0.64445 -4.7471 0.36224 0.96107 1.2427 0.43399 -0.5931 
7 0.25141 1.7171 1.5127 -0.517 0.32103 0.27925 0.96107 1.2752 0.37501 -0.46286 
8 0.41688 -0.58354 -0.47173 1.1099 0.32103 0.51764 -0.50577 -0.90061 0.49296 -0.00702 
9 1.3204 -1.1047 -0.9455 0.075182 0.32103 0.55649 -0.50577 -0.90061 0.49296 0.90466 
10 -0.13249 -0.67661 -0.51988 0.1074 0.32103 0.64832 1.1768 1.1128 0.49296 -0.46286 
11 -0.28472 0.41208 0.3481 0.36232 0.42946 -0.06511 -0.50577 -0.90061 0.49296 -0.56054 
12 -1.5423 0.92872 0.56183 -0.96668 0.42946 0.5406 -0.50577 -0.90061 0.49296 -0.2675 
13 -1.4563 -0.1728 -0.14049 -0.07233 0.42946 0.75957 -0.50577 -0.90061 0.49296 -0.78845 
14 -0.4502 1.0319 0.82593 -0.96668 0.42946 0.34105 -0.50577 -0.90061 0.49296 0.51394 
15 -1.8435 -1.0921 -1.0726 -0.96668 -0.05334 -2.4915 -1.6275 -0.57587 -2.4556 -0.69078 
16 0.5989 -0.28221 -0.22079 2.0408 0.32103 0.52824 -0.50577 -0.90061 0.49296 -0.46286 
17 0.51947 0.20237 0.92794 -0.63013 -2.173 -0.01743 1.3925 1.2102 0.31604 1.4582 
18 -0.24501 0.55396 0.43976 0.25062 0.32103 0.4576 -0.50577 -0.90061 0.49296 -0.39774 
19 0.73789 1.9965 1.7553 -0.9631 -0.05334 0.61477 0.96107 1.3401 0.49296 0.058102 
20 0.40033 -0.43877 0.18294 -0.60865 -3.5956 -0.0757 1.3925 1.1128 0.37501 1.2628 
21 0.62868 1.9541 3.3066 -0.96668 -0.05334 0.35871 1.3925 1.2752 0.43399 1.6861 
22 -1.079 -1.0739 -1.0691 -0.96668 -0.05334 -2.465 -1.6275 -0.12123 -2.4556 0.12322 
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Table B5, Continued 
 
23 -0.05637 1.5097 0.96863 -0.96668 -0.05334 -0.02626 1.1768 1.2752 0.25707 -0.20238 
24 0.36062 0.051391 0.53142 -0.96668 0.42946 0.092059 -0.50577 -0.90061 0.49296 2.9885 
25 0.9497 0.71941 1.643 0.78766 0.32103 0.61654 1.3925 1.2427 0.49296 1.7512 
26 1.8168 -0.96616 -0.69667 1.5932 0.32103 1.1092 -0.50577 -0.90061 0.49296 -0.52798 
27 0.92984 2.6987 2.4849 -0.96668 -0.05334 0.69953 0.96107 1.3726 0.55193 -0.16982 
28 2.4092 -1.0098 -0.8449 2.8946 0.32103 1.1428 -0.50577 -0.90061 0.49296 -0.20238 
29 -0.44689 -0.49544 -0.38862 0.1697 0.32103 1.2699 -0.50577 -0.90061 0.49296 -0.82101 
30 0.1455 1.8139 3.0035 -0.96668 0.32103 -0.57369 1.3925 1.3076 0.080156 1.6861 
31 1.2178 -0.76182 -0.45647 1.9548 0.32103 0.41346 1.1768 1.2427 0.43399 -0.33262 
32 0.46983 -0.57217 -0.70214 -0.84996 0.42946 0.028486 -0.41948 -0.90061 -1.3941 1.621 
33 -0.13911 -0.12875 -0.11035 1.1385 0.32103 0.037316 1.1768 1.2102 0.31604 -0.85357 
34 0.46983 -0.9978 -0.95628 -0.96668 0.42946 -0.01919 -0.41948 -0.90061 -1.3941 1.8163 
35 1.509 -0.83172 -0.71589 1.5753 0.32103 1.005 -0.50577 -0.90061 0.49296 -0.46286 
36 -1.2908 -1.0675 -1.0679 -0.96668 -0.05334 -2.2637 -1.6275 0.17104 -2.4556 -0.12423 
37 -0.00011 0.20671 0.19895 0.52737 0.32103 0.33576 0.96107 1.3076 0.37501 -0.05911 
38 -0.32113 0.38851 0.34048 -0.44754 -0.05334 0.32339 1.1768 1.1778 0.37501 -0.00702 
39 -0.82747 1.4257 0.70559 -0.85927 0.32103 -0.08806 -0.50577 -0.90061 0.49296 -0.52798 
40 -0.1358 0.016232 -0.03913 0.68025 0.32103 0.53707 1.1768 1.1778 0.49296 -0.78845 
41 -1.4728 -0.07353 -0.87998 -0.96668 -0.05334 -3.1961 -1.6275 0.30094 -2.3967 0.30556 
42 -0.13911 1.5852 1.2478 -0.92622 -0.05334 0.4682 1.1768 1.2427 0.43399 -0.75589 
43 0.31759 -0.57796 -0.66413 -0.96668 0.42946 0.37814 -0.76462 -0.90061 -0.80442 2.0768 
44 0.40364 1.6381 1.0682 -0.96668 -0.05334 0.87789 1.1768 1.2752 0.31604 -0.72333 
45 1.5454 -0.8431 -0.67758 2.3619 0.32103 0.31456 -0.50577 -0.90061 0.49296 0.3837 
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Table B5, Continued 
 
46 -1.6548 -0.55996 -0.97196 -0.88899 -0.32103 -2.3131 -1.6275 0.23599 -2.4556 -1.4136 
47 0.22493 -0.15274 -0.15648 1.4479 0.42946 0.30927 -0.50577 -0.90061 0.49296 -0.75589 
48 -0.11925 -0.60422 -0.35982 1.8617 -0.05334 -0.52601 1.1768 1.1778 0.13913 -0.78845 
49 -0.21854 0.10723 0.2019 0.85139 0.32103 0.15387 1.1768 1.1778 0.31604 -0.95125 
50 -0.79107 -0.33536 -0.32099 0.64445 0.32103 0.7066 -0.50577 -0.90061 0.49296 -0.91869 
51 -1.2147 0.49998 0.37688 -0.12567 0.32103 0.70483 -0.50577 -0.90061 0.49296 -0.78845 
52 0.7743 -0.88963 -0.8052 1.2273 0.32103 0.39933 1.1768 1.2102 0.43399 -0.75589 
53 0.83387 2.4381 2.0977 -0.60937 0.42946 0.68894 -0.50577 -0.90061 0.49296 -0.72333 
54 2.0385 -1.084 -0.87732 1.6254 0.32103 0.15916 -0.50577 -0.90061 0.49296 0.83954 
55 0.6353 -1.0385 -0.88535 0.28642 0.32103 1.0156 -0.50577 -0.90061 0.49296 -0.46286 
56 0.04622 1.6625 1.2267 -0.96668 0.32103 0.65539 1.1768 1.2752 0.49296 -0.5931 
57 0.9497 -0.79656 -0.61512 2.0694 0.32103 0.005529 -0.50577 -0.90061 0.49296 -0.30006 
58 -0.98964 -1.1029 -1.0746 -0.9631 0.32103 -2.3131 -1.6275 -0.38102 -2.5146 -0.25447 
59 0.049529 0.078278 0.16957 -0.68026 0.42946 0.014359 -0.50577 -0.90061 0.49296 1.9466 
60 -0.27811 -0.43608 -0.56477 0.71605 0.32103 -0.04921 -0.50577 -0.90061 0.49296 -0.52798 
61 -1.079 -0.85509 -1.0278 -0.96668 -0.05334 -2.4897 -1.6275 -0.4135 -2.4556 0.51394 
62 0.6353 -0.51488 -0.32979 2.4049 0.32103 0.49469 -0.50577 -0.90061 0.49296 -0.85357 
63 -0.28803 -0.6884 -0.64039 1.0483 0.32103 0.28101 -0.50577 -0.90061 0.49296 -0.72333 
64 0.17198 -0.66627 -0.53056 0.93087 0.32103 0.78253 -0.50577 -0.90061 0.49296 -0.72333 
65 0.58897 2.54 2.2758 -0.77657 -0.05334 0.24746 1.1768 1.3076 0.37501 -0.78845 
66 0.13227 -0.53184 -0.31525 0.18402 0.32103 0.82315 1.1768 1.1453 0.55193 0.12322 
67 0.75113 1.4226 2.5433 -0.96668 -0.05334 0.82315 1.3925 1.2102 0.66987 2.8583 
68 1.2045 0.80214 1.7455 0.42963 0.32103 0.94853 1.3925 1.2427 0.6109 1.621 
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Table B5, Continued 
 
69 -0.78776 0.72831 0.20715 -0.20873 0.32103 -0.11102 -0.50577 -0.90061 0.49296 -0.46286 
70 0.17529 2.4455 2.1452 -0.96668 0.32103 0.010827 0.96107 1.3726 0.31604 -0.33262 
71 -0.40386 1.2547 0.83559 -0.67596 0.32103 0.45584 -0.50577 -0.90061 0.49296 0.3837 
72 -1.443 0.46358 0.1117 -0.29538 0.32103 0.086761 -0.50577 -0.90061 0.49296 -0.39774 
73 1.5289 -1.0799 -0.91323 0.89507 0.32103 0.15387 -0.50577 -0.90061 0.49296 -0.00702 
74 0.052839 -1.2406 -1.0081 -0.56605 -4.7471 1.307 1.3925 1.2102 0.66987 -1.5699 
75 -0.64876 1.7634 0.25173 -0.96668 0.32103 -0.22934 -0.50577 -0.90061 0.49296 -0.20238 
76 -0.32444 0.24518 0.35462 -0.96668 0.32103 0.31986 1.1768 1.2427 0.37501 1.4907 
77 -0.75136 1.5318 1.24 -0.96668 -0.05334 -0.64433 1.1768 1.2752 0.080156 -0.65822 
78 0.47645 -0.48013 -0.30767 1.001 0.32103 0.23333 1.1768 1.2102 0.37501 0.18834 
79 -0.60574 1.4544 0.83274 -0.96668 0.42946 0.27571 -0.50577 -0.90061 0.49296 -0.23494 
80 -0.60574 -0.54218 -0.51762 -0.38667 0.32103 0.005529 -0.50577 -0.90061 0.49296 0.12322 
81 -1.539 -1.2495 -1.1023 -0.96668 -0.05334 -2.2566 -1.6275 -1.3553 -2.4556 -1.5178 
82 -0.50977 0.028435 -0.45243 -0.96668 0.32103 0.87259 -0.41948 -0.90061 -1.3941 0.44882 
83 -0.30789 -0.49813 -0.61722 -0.9631 0.32103 0.2351 -0.41948 -0.90061 -1.3941 1.0089 
84 -1.2643 -0.82138 -1.0214 -0.92443 0.32103 -2.3131 -1.6275 -0.08875 -2.4556 -0.78845 
85 1.3402 -0.90246 -0.73043 1.2527 0.32103 0.4735 1.1768 1.2427 0.43399 0.96978 
86 -1.0029 0.0274 -0.12502 -0.79017 0.32103 0.66245 -0.50577 -0.90061 0.49296 0.64418 
87 0.6717 -1.1242 -0.82484 1.0304 0.32103 0.73838 1.1768 1.2102 0.25707 -0.65822 
88 -0.76128 0.8948 0.3402 -0.54313 0.32103 0.2351 -0.50577 -0.90061 0.49296 -0.00702 
89 0.17198 -0.78519 -0.73624 -0.73074 -2.173 0.87259 -0.76462 -0.90061 -0.80442 0.51394 
90 0.43673 0.61104 0.68541 1.044 0.32103 0.57945 0.96107 1.3076 0.49296 -0.65822 
91 -0.69841 -0.4518 -0.92454 -0.96668 0.32103 -2.0677 -1.6275 -0.67329 -2.4556 0.18834 
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Table B5, Continued 
 
92 0.23817 1.2565 2.3532 -0.36806 -0.05334 -0.34765 1.3925 1.2427 0.1981 1.621 
93 0.8438 -0.68695 -0.33114 -0.96668 -4.7471 0.16623 1.3925 1.1453 0.1981 0.96978 
94 -1.1518 0.2398 0.008314 0.12602 0.32103 -0.03332 -0.50577 -0.90061 0.49296 -0.72333 
95 0.9166 -1.2363 -1.0556 0.44968 0.32103 0.1627 1.1768 1.0479 0.37501 -0.88613 
96 -1.1981 0.35397 -0.79914 -0.96668 -0.05334 -2.2248 -1.6275 0.56074 -2.4556 -1.1792 
97 0.83056 -1.0607 -0.80731 -0.96668 -4.7471 0.41875 1.3925 1.1778 0.43399 1.5559 
98 -0.01666 -0.74093 -0.66697 0.24238 0.32103 0.30573 1.1768 1.1453 0.37501 -0.23494 
99 1.1549 0.30371 0.67087 0.9971 0.32103 0.89025 -0.50577 -0.90061 0.49296 0.35114 
100 0.65185 -0.1182 0.19845 1.2889 -0.05334 0.60241 1.1768 1.1128 0.49296 -0.65822 
101 -0.4866 1.0483 0.5571 -0.53346 -0.05334 -0.08453 1.1768 1.2752 0.25707 -0.78845 
102 0.60221 2.75 2.0579 -0.96668 -0.05334 0.24569 0.96107 1.0479 0.37501 -0.33262 
103 -4.1766 -1.124 -0.94939 -0.87645 -0.05334 -0.28231 1.1768 1.0479 0.1981 -1.1141 
104 -0.11925 -0.33536 -0.29446 1.0383 0.32103 0.31986 -0.50577 -0.90061 0.49296 -0.65822 
105 1.2376 0.67805 1.5304 0.25062 -0.05334 1.1799 1.3925 1.2102 0.66987 1.9466 
106 0.27126 0.098546 -0.0602 1.0394 0.32103 0.79313 -0.50577 -0.90061 0.49296 -0.56054 
107 0.73127 -0.69688 -0.60821 -0.92013 -4.7471 0.47703 0.96107 1.3076 0.43399 -0.91869 
108 -1.3471 -0.82138 -1.0888 -0.96668 0.32103 -2.276 -1.6275 0.30094 -2.4556 -0.62566 
109 1.4362 -0.07394 -0.05184 2.2634 0.32103 0.95206 -0.50577 -0.90061 0.49296 -0.65822 
110 0.64854 1.567 1.5364 -0.95128 -0.05334 0.39226 1.1768 1.2102 0.43399 1.7512 
111 -2.1579 -1.1833 -1.0156 -0.68026 0.42946 -1.3118 -0.76462 -0.90061 -0.80442 -0.78845 
112 -1.6482 -0.86812 -0.7636 -0.68885 0.32103 0.24393 -0.50577 -0.90061 0.49296 -0.75589 
113 -0.01666 -0.32295 -0.31438 1.3032 0.32103 0.24746 1.1768 1.2427 0.37501 -0.91869 
114 -1.3404 -0.28572 -0.9201 -0.96668 -0.05334 -3.0195 -1.6275 0.17104 -2.7505 0.44882 
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115 2.0385 -1.084 -0.89401 1.6254 0.32103 0.14857 1.1768 1.0479 0.31604 0.83954 
116 -0.02328 0.76078 0.61397 0.14321 -0.05334 -0.04215 1.1768 1.2102 0.25707 -0.78845 
117 0.6353 -1.0385 -0.8074 0.33081 -0.05334 1.005 1.1768 1.0803 0.6109 -0.46286 
118 0.50623 -0.32233 -0.17544 0.40672 0.32103 0.96442 -0.50577 -0.90061 0.49296 1.1651 
119 -1.2544 1.021 -0.67302 -0.96668 0.32103 -2.3131 -1.6275 -0.47845 -2.4556 -1.2443 
120 -1.7012 -1.1126 -1.0765 -0.96668 -0.05334 -2.4915 -1.6275 -0.60834 -2.4556 -0.56054 
121 0.92653 -0.71942 -0.62848 -0.29538 0.42946 0.64832 -0.50577 -0.90061 0.49296 1.2954 
122 0.72135 1.7328 2.9588 -0.68026 0.32103 0.74368 1.3925 1.2427 0.55193 1.4256 
123 0.9166 -0.6762 -0.54137 -0.92801 -4.7471 0.51941 0.96107 1.3401 0.49296 -0.13726 
124 -0.72819 1.5167 1.361 -0.96668 0.32103 -0.40946 1.1768 1.2102 0.13913 -0.65822 
125 1.3667 -0.9796 -0.78338 -0.05442 0.42946 0.35695 -0.50577 -0.90061 0.49296 0.7093 
126 -0.59581 0.98683 0.77873 -0.40171 0.32103 0.15563 -0.50577 -0.90061 0.49296 -0.13726 
127 0.10579 -0.97918 -0.83796 -0.69923 0.32103 -0.71143 -0.50577 -0.90061 0.49296 1.1651 
128 0.29112 -0.63214 -0.42116 -0.28285 0.42946 -0.17283 -0.50577 -0.90061 0.49296 0.83954 
129 0.20176 -0.09069 -0.04538 1.233 0.32103 0.26865 -0.50577 -0.90061 0.49296 -0.5931 
130 0.13888 -1.0476 -0.84928 -0.02363 -0.05334 -0.13221 0.96107 1.0479 0.25707 2.8583 
131 -1.913 -0.91652 -1.0394 -0.96668 0.32103 -2.2248 -1.6275 -0.31607 -2.4556 -1.4722 
132 0.92653 1.8983 2.9885 -0.96668 0.32103 0.91144 1.3925 1.3076 0.6109 1.4256 
133 1.1119 1.7535 2.9865 -0.96668 -0.05334 0.83727 1.3925 1.2102 0.66987 3.1187 
134 -0.19868 1.9303 1.3254 -0.86392 0.32103 -0.0916 1.1768 1.3076 0.25707 -0.2675 
135 -0.71826 -0.48013 -0.4054 0.15896 0.32103 0.41346 -0.50577 -0.90061 0.49296 -0.65822 
136 1.4792 -0.98332 -0.69673 1.6512 0.32103 0.71896 -0.50577 -0.90061 0.49296 -0.52798 
137 0.75775 -0.35604 -0.34426 1.5037 0.32103 0.25982 -0.50577 -0.90061 0.49296 -0.36518 
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138 0.15874 -0.50185 -0.03107 -0.21482 0.32103 0.83727 -0.50577 -0.90061 0.49296 0.77442 
139 -1.8004 -0.74548 -1.085 -0.96668 0.32103 -2.276 -1.6275 0.56074 -2.4556 -1.3094 
140 -1.2378 0.77505 0.49959 -0.32438 0.32103 0.13621 -0.50577 -0.90061 0.49296 -0.52798 
141 2.1014 -1.1626 -0.97937 0.89507 0.32103 1.1269 -0.50577 -0.90061 0.49296 -0.20238 
142 -0.66531 1.3159 0.91222 -0.80449 0.32103 -0.51012 1.1768 1.2752 0.13913 -0.13726 
143 -1.2809 -0.72314 -1.0028 -0.96668 -0.05334 -2.465 -1.6275 0.00867 -2.4556 -0.20238 
144 -1.0459 -1.1668 -1.0867 -0.96668 -0.05334 -2.2637 -1.6275 -0.25113 -2.4556 0.29253 
145 -0.52962 0.34714 0.10869 -0.96668 0.32103 0.49822 -0.50577 -0.90061 0.49296 0.96978 
146 -0.21854 0.2396 0.3664 -0.96632 -2.173 0.081464 0.96107 1.2427 0.31604 -0.91869 
147 -0.1358 1.2437 0.89669 -0.58251 -0.05334 0.40816 1.1768 1.2427 0.43399 -0.65822 
148 -0.62891 0.6582 1.3801 -0.56569 -0.05334 -0.34765 1.3925 1.2102 0.1981 0.83954 
149 -0.02328 -0.749 -0.62154 1.3963 0.42946 -0.0916 -0.50577 -0.90061 0.49296 -0.72333 
150 1.4263 -0.70763 -0.61415 2.363 0.32103 0.78253 -0.50577 -0.90061 0.49296 -0.72333 
151 1.2806 -1.1833 -1.0582 -0.17902 0.32103 0.95559 -0.41948 -0.90061 -1.3941 -1.1792 
152 0.1091 0.015405 0.27703 0.91511 -0.05334 0.74192 1.1768 1.2102 0.55193 -0.85357 
153 -1.0988 0.73306 -0.66315 -0.96668 0.32103 -2.0677 -1.6275 0.20352 -2.4556 -0.8666 
154 1.9822 -1.2104 -1.0037 0.92908 0.32103 0.67481 -0.50577 -0.90061 0.49296 -0.1047 
155 1.4263 0.70287 1.1666 1.0257 0.32103 0.86023 -0.50577 -0.90061 0.49296 0.31858 
156 1.1383 -0.76968 -0.67179 0.39383 0.32103 0.66422 -0.50577 -0.90061 0.49296 0.90466 
157 -0.75136 -1.0514 -0.88569 -0.15252 0.32103 -0.97102 -0.50577 -0.90061 0.49296 -0.00702 
158 1.0457 2.2588 1.8931 -0.71749 -0.05334 0.62537 0.96107 1.3726 0.49296 -0.00702 
159 0.026363 -0.14922 0.043778 0.96667 -0.05334 0.24393 1.1768 1.1128 0.37501 -0.78845 
160 -0.21854 0.10723 0.10642 0.85139 0.42946 0.15387 -0.50577 -0.90061 0.49296 -0.95125 
 
 
 B
-10
Table B5, Continued 
 
161 -0.39394 -0.85282 -0.7729 0.18975 0.32103 0.34458 -0.50577 -0.90061 0.49296 -0.72333 
162 1.8499 -1.1459 -0.97869 -0.56175 0.32103 0.60064 -0.50577 -0.90061 0.49296 1.5559 
163 1.3535 -0.92376 -0.59339 -0.96668 -3.5956 1.2064 1.3925 1.0479 0.37501 4.1606 
164 0.15212 -0.27331 -0.3231 0.89507 0.32103 0.49292 -0.50577 -0.90061 0.49296 -0.07214 
165 -0.63884 -0.23195 -0.26751 0.42963 0.32103 0.73662 -0.50577 -0.90061 0.49296 -0.78845 
166 -0.98302 -0.81993 -1.0211 -0.96668 -0.05334 -2.1789 -1.6275 -0.08875 -2.4556 0.28602 
167 1.4726 -0.92893 -0.77307 0.057281 0.32103 0.50881 -0.50577 -0.90061 0.49296 1.6535 
168 -1.2478 -0.47868 -0.95659 -0.96668 -0.05334 -2.1789 -1.6275 0.17104 -2.4556 -0.16982 
169 -0.46343 1.4985 0.94948 -0.60435 0.32103 0.19095 -0.50577 -0.90061 0.49296 -0.39774 
170 0.96625 -0.80711 -0.70432 1.001 0.42946 0.98561 -0.50577 -0.90061 0.49296 -0.30006 
171 -0.42703 -0.5732 -0.54425 0.66235 0.32103 0.86376 -0.50577 -0.90061 0.49296 -0.5931 
172 -1.3206 0.93244 0.55817 -0.96668 0.42946 0.27218 -0.50577 -0.90061 0.49296 -0.20238 
173 0.70149 -0.93513 -0.74728 1.3605 0.32103 -0.1587 -0.50577 -0.90061 0.49296 -0.2675 
174 0.55918 0.31364 0.26597 -0.76905 0.32103 -0.13398 -0.50577 -0.90061 0.49296 2.2071 
175 -0.89697 1.392 0.68697 -0.91691 0.42946 0.081464 -0.50577 -0.90061 0.49296 -0.52798 
176 -0.5197 -0.75313 -0.64165 -0.13212 0.32103 0.27571 1.1768 1.0803 0.37501 -0.85357 
177 0.21169 -0.19431 -0.16662 1.1897 0.32103 0.63949 -0.50577 -0.90061 0.49296 -0.5931 
178 -1.3537 -0.47496 -0.95588 -0.96668 -0.05334 -2.4897 -1.6275 0.20352 -2.4556 -0.00702 
179 0.64523 1.9742 1.4774 -0.72071 -0.05334 0.47526 1.1768 1.2752 0.43399 -0.52798 
180 0.62868 0.22305 0.23106 1.8259 0.32103 0.000231 -0.50577 -0.90061 0.49296 -0.72333 
181 0.006506 0.44848 0.32548 0.95271 -0.05334 -0.49246 1.1768 1.1778 0.13913 -0.82101 
182 -1.9295 -0.39265 -0.45301 -0.14751 0.32103 0.17329 -0.50577 -0.90061 0.49296 -0.91869 
183 -0.79107 -0.33536 -0.31235 0.64445 0.32103 0.15916 -0.50577 -0.90061 0.49296 -0.91869 
 
 
 B
-11
Table B5, Continued 
 
184 -1.3437 -0.65489 -0.98991 -0.96668 -0.05334 -3.1961 -1.6275 0.10609 -2.3967 0.73535 
185 1.5752 -0.31468 -0.28353 2.7926 0.32103 0.60064 -0.50577 -0.90061 0.49296 -0.2675 
186 -1.0624 -0.56141 -0.74832 -0.36591 0.32103 0.056741 -0.41948 -0.90061 -1.3941 -0.69078 
187 -1.635 -0.04561 -0.11368 -0.03473 0.32103 -0.32999 -0.50577 -0.90061 0.49296 -0.78845 
188 0.44666 0.35645 0.45982 0.51126 -0.05334 0.46467 0.96107 1.3401 0.43399 -0.65822 
189 -0.40386 1.464 1.4371 -0.02542 -0.05334 -0.941 1.1768 1.2427 -0.03779 -0.5931 
190 0.354 -0.56286 -0.50321 0.28642 0.32103 0.84787 1.1768 1.1453 0.55193 0.18834 
191 0.72797 -0.23319 -0.21856 1.3806 0.32103 0.55473 -0.50577 -0.90061 0.49296 -0.23494 
192 -1.1683 -1.0758 -1.0695 -0.96668 -0.05334 -2.2637 -1.6275 -0.05628 -2.4556 0.071126 
193 1.6381 -1.1337 -0.95041 -0.55137 0.32103 0.30397 -0.50577 -0.90061 0.49296 1.4256 
194 1.0953 0.74051 1.5845 0.64301 -0.05334 0.9291 1.3925 1.2102 0.6109 1.4256 
195 -0.39394 -0.112 -0.10432 0.89829 0.32103 0.98738 -0.50577 -0.90061 0.49296 -0.91869 
196 0.049529 0.2003 0.11024 0.43106 -0.05334 0.24746 1.1768 1.2752 0.37501 -0.2675 
197 0.27457 -0.22368 -0.24017 0.42104 0.32103 0.72955 -0.50577 -0.90061 0.49296 0.15578 
198 0.75444 -0.41809 -0.20492 -0.14321 0.32103 -0.60901 -0.50577 -0.90061 0.49296 2.7931 
199 0.69487 0.61456 0.42825 1.3172 0.32103 0.070868 1.1768 1.3401 0.31604 -0.65822 
200 -1.3404 -0.31447 -0.65277 -0.96668 0.42946 -0.20285 -0.41948 -0.90061 -1.3941 -0.13726 
201 -0.58588 -0.3246 0.12255 -3.48E-06 -0.05334 -0.31763 1.3925 1.1128 0.25707 0.51394 
202 -0.01997 2.0921 1.5383 -0.96668 0.32103 0.11855 1.1768 1.3076 0.31604 -0.2675 
203 -0.14904 1.0753 1.5225 -0.36412 0.32103 0.016125 1.1768 1.2752 0.31604 0.51394 
204 0.24479 -0.56286 -0.3631 -0.34013 0.32103 -0.17636 -0.50577 -0.90061 0.49296 2.0768 
205 1.1019 -0.70267 -0.64666 1.7755 0.32103 1.0121 -0.50577 -0.90061 0.49296 -0.62566 
206 -0.46343 1.5113 0.56929 -0.8027 0.32103 -0.13221 -0.50577 -0.90061 0.49296 -0.2675 
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Table B6: DATA USED FOR TRAINING NETWORK. 
 
S.N MBHP QO Qg QW TBG DEPTH API STM BTM P wh 
1 2804 4600 2693.37 11000 4 6621 32.6 90 212 175 
2 2368 700 411.69 1300 2.441 6271 32.6 90 212 230 
3 2343 8616 4230.46 2500 3.813 6294 36.5 156 208 285 
4 2161 2983 1023.09 905 3.958 6345 32.8 90 180 220 
5 2289 3792 1749.74 3796 4 6340 32.6 90 212 210 
6 2641 1079 593.45 900 1.995 6565 36 156 211 230 
7 2565 14624 8057.82 1256 3.958 6518 36 157 210 250 
8 2615 3500 1968.61 5800 3.958 6653 32.6 90 212 320 
9 2888 980 514.85 2910 3.958 6675 32.6 90 212 460 
10 2449 3050 1820.85 3000 3.958 6727 36.5 152 212 250 
11 2403 8314 4484.19 3712 4 6323 32.6 90 212 235 
12 2023 10812 5140.02 0 4 6666 32.6 90 212 280 
13 2049 5486 2984.98 2498 4 6790 32.6 90 212 200 
14 2353 11311 5950.39 0 4 6553 32.6 90 212 400 
15 1932 1041 124.92 0 3.813 4949 30 100 162 215 
16 2670 4957 2738.60 8400 3.958 6659 32.6 90 212 250 
17 2646 7300 6263.40 940 2.992 6350 37 155 209 545 
18 2415 9000 4765.46 3400 3.958 6619 32.6 90 212 260 
19 2712 15975 8802.23 10 3.813 6708 36 159 212 330 
20 2610 4200 3977.40 1000 2.441 6317 37 152 210 515 
21 2679 15770 13562.20 0 3.813 6563 37 157 211 580 
22 2163 1129 135.48 0 3.813 4964 30 114 162 340 
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23 2472 13621 6388.25 0 3.813 6345 36.5 157 208 290 
24 2598 6570 5046.70 0 4 6412 32.6 90 212 780 
25 2776 9800 8457.40 4900 3.958 6709 37 156 212 590 
26 3038 1650 1278.39 7150 3.958 6988 32.6 90 212 240 
27 2770 19370 11040.90 0 3.813 6756 36 160 213 295 
28 3217 1439 823.54 10785 3.958 7007 32.6 90 212 290 
29 2354 3926 2223.61 3174 3.958 7079 32.6 90 212 195 
30 2533 15092 12632.00 0 3.958 6035 37 158 205 580 
31 2857 2638 2015.43 8160 3.958 6594 36.5 156 211 270 
32 2631 3555 1261.60 326 4 6376 32.8 90 180 570 
33 2447 5699 3077.46 5880 3.958 6381 36.5 155 209 190 
34 2631 1497 481.78 0 4 6349 32.8 90 180 600 
35 2945 2300 1219.40 7100 3.958 6929 32.6 90 212 250 
36 2099 1160 139.20 0 3.813 5078 30 123 162 302 
37 2489 7321 4026.55 4173 3.958 6550 36 158 210 312 
38 2392 8200 4460.80 1450 3.813 6543 36.5 154 210 320 
39 2239 13215 5581.13 300 3.958 6310 32.6 90 212 240 
40 2448 6400 3296.00 4600 3.958 6664 36.5 154 212 200 
41 2044 5966 715.92 0 3.813 4550 30 127 163 368 
42 2447 13986 7244.75 113 3.813 6625 36.5 156 211 205 
43 2585 3527 1378.24 0 4 6574 32 90 190 640 
44 2611 14242 6693.74 0 3.813 6857 36.5 157 209 210 
45 2956 2245 1336.96 9297 3.958 6538 32.6 90 212 380 
46 1989 3614 433.68 217 3.958 5050 30 125 162 104 
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47 2557 5583 2935.93 6744 4 6535 32.6 90 212 205 
48 2453 3400 2312.00 7900 3.813 6062 36.5 154 206 200 
49 2423 6840 4035.60 5078 3.958 6447 36.5 154 209 175 
50 2250 4700 2431.14 4500 3.958 6760 32.6 90 212 180 
51 2122 8739 4572.49 2349 3.958 6759 32.6 90 212 200 
52 2723 2020 945.36 6128 3.958 6586 36.5 155 211 205 
53 2741 18110 9852.85 998 4 6750 32.6 90 212 210 
54 3105 1080 724.08 7240 3.958 6450 32.6 90 212 450 
55 2681 1300 699.42 3500 3.958 6935 32.6 90 212 250 
56 2503 14360 7180.00 0 3.958 6731 36.5 157 212 230 
57 2776 2470 1528.62 8480 3.958 6363 32.6 90 212 275 
58 2190 989 118.68 10 3.958 5050 30 106 161 282 
59 2504 6700 3936.40 800 4 6368 32.6 90 212 620 
60 2405 4213 1683.09 4700 3.958 6332 32.6 90 212 240 
61 2163 2187 262.44 0 3.813 4950 30 105 162 400 
62 2681 3832 2404.12 9417 3.958 6640 32.6 90 212 190 
63 2402 2993 1451.07 5628 3.958 6519 32.6 90 212 210 
64 2541 3100 1788.09 5300 3.958 6803 32.6 90 212 210 
65 2667 18603 10399.08 531 3.813 6500 36.5 158 210 200 
66 2529 3750 2448.75 3214 3.958 6826 36.5 153 213 340 
67 2716 13200 11220.00 0 3.813 6826 37 155 215 760 
68 2853 10200 8772.00 3900 3.958 6897 37 156 214 570 
69 2251 9843 4051.71 2117 3.958 6297 32.6 90 212 250 
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70 2542 18146 9998.45 0 3.958 6366 36 160 209 270 X252 
71 2367 12388 5980.02 812 3.958 6618 32.6 90 212 380 C031 
72 2053 8563 3758.81 1875 3.958 6409 32.6 90 212 260 C090 
73 2951 1100 613.89 5200 3.958 6447 32.6 90 212 320 C003 
74 2505 323 322.68 1119 1.995 7100 37 155 215 80 X312 
75 2293 14848 4188.49 0 3.958 6230 32.6 90 212 290 C150 
76 2391 7507 4504.20 0 3.958 6541 36.5 156 210 550 X036 
77 2262 13728 7220.93 0 3.813 5995 36.5 157 205 220 X047 
78 2633 4000 2472.00 5496 3.958 6492 36.5 155 210 350 X050 
79 2306 13354 5971.29 0 4 6516 32.6 90 212 285 C147 
80 2306 3700 1827.80 1620 3.958 6363 32.6 90 212 340 C054 
81 2024 280 33.60 0 3.813 5082 30 76 162 88 X402 
82 2335 6459 2027.82 0 3.958 6854 32.8 90 180 390 A008 
83 2396 3913 1522.16 10 3.958 6493 32.8 90 180 476 A015 
84 2107 2350 282.00 118 3.958 5050 30 115 162 200 X389 
85 2894 1958 1174.80 6199 3.958 6628 36.5 156 211 470 X034 
86 2186 6454 3032.46 493 3.958 6735 32.6 90 212 420 C109 
87 2692 886 885.11 5578 3.958 6778 36.5 155 208 220 X015 
88 2259 10648 4459.96 1183 3.958 6493 32.6 90 212 320 C075 
89 2541 2525 1156.97 659 2.992 6854 32 90 190 400 B002 
90 2621 9276 5519.22 5616 3.958 6688 36 158 212 220 X249 
91 2278 4137 579.18 0 3.958 5189 30 97 162 350 X380 
92 2561 12397 10636.63 1672 3.813 6163 37 156 207 570 X344 
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93 2744 3000 2400.00 0 1.995 6454 37 153 207 470 
94 2141 7481 3441.58 3052 3.958 6341 32.6 90 212 210 
95 2766 344 177.16 3956 3.958 6452 36.5 150 210 185 
96 2127 8033 963.96 0 3.813 5100 30 135 162 140 
97 2740 1193 938.89 0 1.995 6597 37 154 211 560 
98 2484 2739 1369.50 3377 3.958 6533 36.5 153 210 285 
99 2838 7790 5474.61 5485 3.958 6864 32.6 90 212 375 
100 2686 5750 4025.00 6300 3.813 6701 36.5 152 212 220 
101 2342 11390 5125.50 1210 3.813 6312 36.5 157 208 200 
102 2671 19618 9730.53 0 3.813 6499 36 150 210 270 
103 1227 887 502.93 252 3.813 6200 36.5 150 207 150 
104 2453 4700 2512.54 5600 3.958 6541 32.6 90 212 220 
105 2863 9600 8112.00 3400 3.813 7028 37 155 215 620 
106 2571 6798 3231.34 5603 3.958 6809 32.6 90 212 235 
107 2710 2952 1549.80 130 1.995 6630 36 158 211 180 
108 2082 2350 75.20 0 3.958 5071 30 127 162 225 
109 2923 5964 3257.01 9022 3.958 6899 32.6 90 212 220 
110 2685 13898 8130.33 43 3.813 6582 36.5 155 211 590 
111 1837 600 299.88 800 4 5617 32 90 190 200 
112 1991 2124 1073.00 776 3.958 6498 32.6 90 212 205 
113 2484 4760 2451.40 6340 3.958 6500 36.5 156 210 180 
114 2084 4940 592.80 0 3.813 4650 30 123 157 390 
115 3105 1080 672.84 7240 3.958 6444 36.5 150 209 450 
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116 2482 10000 5300.00 3100 3.813 6336 36.5 155 208 200 X144 
117 2681 1300 938.60 3624 3.813 6929 36.5 151 214 250 X062 
118 2642 4763 2877.73 3836 3.958 6906 32.6 90 212 500 C023 
119 2110 11258 1350.96 0 3.958 5050 30 103 162 130 X370 
120 1975 942 113.04 0 3.813 4949 30 99 162 235 X403 
121 2769 2843 1487.63 1875 4 6727 32.6 90 212 520 C044 
122 2707 14700 12495.00 800 3.958 6781 37 156 213 540 X325 
123 2766 3052 1754.90 108 1.995 6654 36 159 212 300 X231 
124 2269 13655 7592.18 0 3.958 6128 36.5 155 206 220 X013 
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Table B7: DATA USED FOR VALIDATING NETWORK. 
 
S.N MBHP QO Qg QW TBG DEPTH API STM BTM P wh NWELL
1 2902 1585 1012.30 2548 4 6562 32.6 90 212 430 C193 
2 2309 11093 5805.54 1578 3.958 6448 32.6 90 212 300 C091 
3 2521 1587 844.86 747 3.958 5957 32.6 90 212 500 C252 
4 2577 3265 2123.77 1910 4 6262 32.6 90 212 450 C152 
5 2550 5883 3276.83 6144 3.958 6512 32.6 90 212 230 C203 
6 2531 1256 810.12 2634 3.813 6285 36 150 208 760 X205 
7 1911 1890 226.80 0 3.958 5100 30 108 162 95 X408 
8 2769 15500 12586.00 0 3.958 6876 37 158 214 540 X337 
9 2825 14800 12580.00 0 3.813 6834 37 155 215 800 X320 
10 2429 15655 7483.09 287 3.958 6308 36.5 158 208 280 X032 
11 2272 4000 2172.13 3144 3.958 6594 32.6 90 212 220 C102 
12 2936 1567 1278.21 7312 3.958 6767 32.6 90 212 240 C280 
13 2718 4600 2359.74 6900 3.958 6507 32.6 90 212 265 C011 
14 2537 3895 3320.73 2100 3.958 6834 32.6 90 212 440 C032 
15 1945 2717 86.94 0 3.958 5071 30 135 162 120 X379 
16 2115 10069 4949.02 1794 3.958 6437 32.6 90 212 240 C065 
17 3124 700 410.92 5200 3.958 6998 32.6 90 212 290 C272 
18 2288 12684 6215.16 453 3.958 6071 36.5 157 206 300 X090 
19 2102 2825 339.00 0 3.813 4964 30 118 162 290 X399 
20 2173 680 81.60 0 3.813 5078 30 110 162 366 X395 
21 2329 8000 3749.59 0 3.958 6642 32.6 90 212 470 C224 
22 2423 7480 4540.36 1 2.992 6406 36 156 209 180 X230 
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23 2448 12335 6167.50 1073 3.813 6591 36.5 156 211 220 X117 
24 2299 9504 7650.72 1120 3.813 6163 37 155 207 450 X345 
25 2482 2700 1508.92 6600 4 6308 32.6 90 212 210 C285 
26 2920 2900 1531.59 9300 3.958 6803 32.6 90 212 210 C089 
27 2876 600 169.09 2200 3.958 6901 32.8 90 180 140 A004 
28 2522 6396 4266.13 5256 3.813 6780 36.5 155 213 190 X105 
29 2157 9866 1381.24 0 3.958 5189 30 124 162 188 X382 
30 3088 469 336.41 5295 3.958 6742 32.6 90 212 305 C197 
31 2920 9720 6995.71 5565 3.958 6847 32.6 90 212 370 C062 
32 2833 2600 1354.72 3800 3.958 6736 32.6 90 212 460 C174 
33 2262 1238 698.38 2274 3.958 5810 32.6 90 212 320 C127 
34 2805 17243 9225.01 696 3.813 6714 36 160 212 320 X268 
35 2497 5600 3550.40 5400 3.813 6498 36.5 152 210 200 X024 
36 2423 6840 3742.63 5078 4 6447 32.6 90 212 175 C235 
37 2370 2198 1044.47 3230 3.958 6555 32.6 90 212 210 C163 
38 3048 781 413.03 1131 3.958 6700 32.6 90 212 560 C254 
39 2898 1855 1595.30 0 2.441 7043 37 150 210 960 X363 
40 2535 5000 2424.66 5200 3.958 6639 32.6 90 212 310 C026 
41 2296 5200 2595.22 3900 3.958 6777 32.6 90 212 200 C050 
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Table B8: DATA USED FOR TESTING NETWORK. 
 
S.N MBHP QO Qg QW TBG DEPTH API STM BTM P wh NWELL
1 2192 2357 282.84 0 3.813 5126 30 115 162 365 X392 
2 2934 1830 1043.94 2860 3.958 6648 32.6 90 212 575 C245 
3 2112 4007 480.84 0 3.813 5126 30 123 162 295 X393 
4 2349 13567 6329.51 1012 3.958 6468 32.6 90 212 260 C230 
5 2781 2419 1254.90 5496 4 6918 32.6 90 212 275 C276 
6 2360 3550 1746.09 4550 3.958 6849 32.6 90 212 230 C035 
7 2090 10830 5128.77 0 4 6514 32.6 90 212 290 C144 
8 2701 1800 1123.08 6500 3.958 6270 32.6 90 212 280 C297 
9 2658 7838 4232.18 552 3.958 6284 32.6 90 212 660 C095 
10 2218 13052 5523.98 139 4 6406 32.6 90 212 240 C131 
11 2332 2680 1447.20 2331 3.958 6516 36.5 151 210 190 X081 
12 2553 5382 2904.80 6023 3.958 6722 32.6 90 212 230 C290 
13 2080 4025 483.00 0 3.813 4950 30 124 162 320 X375 
14 2684 15867 7949.37 687 3.813 6629 36.5 157 211 240 X156 
15 2679 7400 4125.06 7800 3.958 6360 32.6 90 212 210 C191 
16 2491 8490 4414.80 5361 3.813 6081 36.5 154 206 195 X024 
17 1906 4423 2026.03 2288 3.958 6458 32.6 90 212 180 C027 
18 2250 4700 2457.65 4500 3.958 6450 32.6 90 212 180 C072 
19 2083 3155 378.60 0 3.813 4550 30 121 163 434 X371 
20 2965 4800 2546.07 10500 3.958 6700 32.6 90 212 280 C002 
21 2168 3607 1119.88 1678 3.958 6392 32.8 90 180 215 A005 
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Table B8, Continued 
 
22 1995 6101 3067.24 2603 3.958 6173 32.6 90 212 200 C232 
23 2624 8045 4827.00 4128 3.813 6623 36 159 211 220 X259 
24 2367 13400 7825.60 2629 3.813 5827 36.5 156 203 230 X112 
25 2596 3600 1872.00 3500 3.958 6840 36.5 153 213 350 X086 
26 2709 5194 2745.43 6556 3.958 6674 32.6 90 212 285 C018 
27 2136 1120 134.40 0 3.813 5078 30 116 162 332 X396 
28 2984 840 499.78 1160 3.958 6532 32.6 90 212 540 C110 
29 2820 9902 8278.07 4496 3.813 6886 37 155 214 540 X336 
30 2370 5780 3095.98 5209 3.958 6919 32.6 90 212 180 C289 
31 2504 7290 3754.35 3904 3.813 6500 36.5 157 210 280 X103 
32 2572 5240 2679.14 3876 3.958 6773 32.6 90 212 345 C021 
33 2717 4300 2787.29 2300 3.958 6015 32.6 90 212 750 C014 
34 2699 9293 4730.14 6379 3.958 6400 36.5 159 209 220 X030 
35 2084 4801 1413.09 0 4 6245 32.8 90 180 300 A012 
36 2312 4752 3792.10 2700 3.813 6180 37 152 208 400 X326 
37 2483 16437 8136.32 0 3.958 6427 36.5 158 209 280 X100 
38 2444 11521 8087.74 1683 3.958 6369 36.5 157 209 400 X037 
39 2563 3600 2301.92 1750 3.958 6260 32.6 90 212 640 C049 
40 2822 2924 1431.85 7659 3.958 6933 32.6 90 212 225 C060 
41 2349 13629 5162.91 458 3.958 6285 32.6 90 212 280 C137 
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Table B9: STATISTICAL DESCRIPTION OF THE INPUT DATA USED FOR TRAINING (124 POINTS). 
 
 MBHP QO Qg QW TBG DEPTH API STM BTM P wh 
Minimum 1227 280 33.6 0 1.995 4550 30 76 157 80 
Maximum 3217 19618 13562.2 11000 4 7100 37 160 215 780 
Mean 2222 9949 6797.9 5500 2.9975 5825 33.5 118 186 430 
STDEV 995 9669 6764.3 5500 1.0025 1275 3.5 42 29 350 
Skewness 0.71362 0.05316 0.00913 0 0.00929 -1.0314 -1.7926 0.18135 -1.5156 0.40254 
 
Table B10: STATISTICAL DESCRIPTION OF THE INPUT DATA USED FOR VALIDATION (41 POINTS). 
 
 MBHP QO Qg QW TBG DEPTH API STM BTM P wh 
Minimum 1911 469 81.6 0 2.441 4964 30 90 162 95 
Maximum 3124 17243 12586 9300 4 7043 37 160 215 960 
Mean 2517.5 8856 6333.8 4650 3.2205 6003.5 33.5 125 188.5 527.5 
STDEV 606.5 8387 6252.2 4650 0.7795 1039.5 3.5 35 26.5 432.5 
Skewness -0.8358 0.10247 0.02397 0 -0.8255 -1.3971 -1.7926 -0.4753 -1.6105 0.38808 
 
Table B11: STATISTICAL DESCRIPTION OF THE INPUT DATA USED FOR TESTING (41 POINTS). 
 
 MBHP QO Qg QW TBG DEPTH API STM BTM P wh 
Minimum 1906 840 134.4 0 3.813 4550 30 90 162 180 
Maximum 2984 16437 8278.07 10500 4 6933 37 159 214 750 
Mean 2445 8638.5 4206.24 5250 3.9065 5741.5 33.5 124.5 188 465 
STDEV 539 7798.5 4071.84 5250 0.0935 1191.5 3.5 34.5 26 285 
Skewness -1.0179 0.19603 0.06058 0 -1.9904 -1.1282 -1.7926 -0.5021 -1.6238 0.84748 
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APPENDIX C 
 
 
PROGRAM LISTING 
 
MAIN MODEL PROGRAM 
 
 
close all; %close all figure windows 
clear all; %Clears all variables and other classes of data too. 
% To reduce the risk of confusing errors. 
% Step(1) Processing of the data: 
% =============================== 
% Step (2) Reading the input file 
% =============================== 
% Loads data and prepares it for a neural network. 
ndata= xlsread('main_file.xls'); 
% 
% Step (3) Normalizing the trainning data 
% ======================================= 
% Putting the data in the range of zero and one. 
% ********************************************** 
for i=1:10 
    meana(1,i)=mean(ndata(1:165,i)); 
    stda(1,i)=std(ndata(1:165,i)); 
    anormal(:,i)=(ndata(:,i)-meana(1,i))/stda(1,i); 
end 
% 
%60% of data will be used for trainning 
%20% of data will be used for cross-validation 
%20% of data will be used for testing 
for i=1:124 
    atr(i,:)=anormal(i,:); 
end 
for i=125:165 
    aval(i-124,:)=anormal(i,:); 
end 
% 
for i=166:length(anormal) 
    atest(i-165,:)=anormal(i,:); 
end 
% Step (4) Generating Network structure 
% ==================================== 
% Back propagation: Batch gradient descent method with momentum 
% **************************************************************** 
% 
T=atr(:,1)'; 
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P=atr(:,2:10)'; 
TV.P=atest(:,2:10)'; 
TV.T=atest(:,1)'; 
VV.T=aval(:,1)'; 
VV.P=aval(:,2:10)'; 
% 
S1=6; % Number of neurons in the first hidden layer 
S2=3; % Number of neurons in the second hidden layer 
S3=3; % Number of neurons in the third hidden layer 
S4=1; % Number of output variables (in our case PBHP) 
 
net=newff(minmax(P),[S1 S2 S3 S4],{'tansig' 'tansig' 'tansig' 'purelin'},'trainbfg'); 
net=init(net); 
net.trainParam.epochs = 350;             %Max number of iterations 
net.trainParam.goal = 0.0;                  %Error tolerance; stopping criterion 
net.trainParam.max_fail =15   ;         %Maximum validation failures 
net.trainParam.mem_reduc = 3          %Factor to use for memory/speed tradeoff 
net.trainParam.min_grad = 1e-15       %Minimum performance gradient 
net.trainParam.mu = 0.5                     %Initial Mu 
net.trainParam.mu_dec = 0.9             %Mu decrease factor 
net.trainParam.mu_inc = 10               %Mu increase factor 
net.trainParam.mu_max = 1e10         %Maximum Mu 
net.trainParam.show = 5;                   %The result is shown at every 5th iteration 
(epoch) 
net.trainParam.time = inf                %Maximum time to train in seconds 
net.trainParam.lr_inc = 0.25 
net.trainParam.lr = 0.750;             %Learning rate used in some gradient schemes 
 
[net,tr]=train(net,P,T,[],[],VV,TV); 
 
% Plotting the network error progress for training, testing, and validation 
% data 
figure 
plot(tr.epoch,tr.perf,tr.epoch,tr.vperf,tr.epoch,tr.tperf) 
legend('Training','Validation','Test',-1); 
title('Training, Validation, Test Progress') 
ylabel('Squared Error'); 
xlabel('Epoch') 
set(gcf, 'color', 'white') 
grid off 
% 
% Detect whether the net simulates the input data 
% for testing data only 
% ********************* 
figure 
y1=sim(net,TV.P); 
 
plot(TV.T,'-r*'); 
refline(0,0) 
hold 
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plot(y1,':ko'); 
grid off 
set(gcf, 'color', 'white') 
title('Graph of Simulated network for Testing set') 
xlabel('Data Point No') 
ylabel('output of network and errors') 
legend('Actual BHP','ref. line','Predicted BHP') 
 
% Detect whether the net simulates the input data 
% for training data only 
% ********************** 
figure 
y2=sim(net,P); 
 
plot(T,'-r*'); 
refline(0,0) 
hold 
plot(y2,':ko'); 
grid off 
set(gcf, 'color', 'white') 
title('Graph of Simulated network for Training set') 
xlabel('Data Point No') 
ylabel('output of network and errors') 
legend('Actual BHP','ref. line','Predicted BHP') 
% Detect whether the net simulates the input data 
% for validation data only 
% ********************** 
figure 
y3=sim(net,VV.P); 
 
plot(VV.T,'-r*'); 
refline(0,0) 
hold 
plot(y3,':ko'); 
grid off 
set(gcf, 'color', 'white') 
title('Graph of Simulated network for Validation set') 
xlabel('Data Point No') 
ylabel('output of network and errors') 
legend('Actual BHP','ref. line','Predicted BHP') 
colormap gray 
 
% Evaluation of actual and estimated targets 
% ------------------------------------------ 
 
% firstly, for testing set: 
% ========================= 
Pred_tt=(y1*stda(1,1))+meana(1,1); 
Calc_tt=ndata(166:length(ndata),1); 
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% secondly, for validation set: 
% ============================ 
Pred_v=(y3*stda(1,1))+meana(1,1); 
Calc_v=ndata(125:165,1); 
 
% thirdly, for training set: 
% ============================ 
Pred_t=(y2*stda(1,1))+meana(1,1); 
Calc_t=ndata(1:124,1); 
 
 
% Evaluating Relative Error for training set: 
%=========================================== 
 
Et=(Calc_t'-Pred_t)./Calc_t'*100; 
[q,z] = size(Et); 
figure 
% 
plot(Calc_t',Pred_t,'o') 
grid off 
set(gcf, 'color', 'white') 
%axis ([1500,3500,1500,3500]) 
 
title('Graph of Predicted HP vs. Calculated HP'); 
xlabel('Calculated BHP "psig"'); 
ylabel('Predicted BHP "psig"') 
legend('Training set') 
% Addding Reference Line with 45 degree slope  
refline(1,0) 
 
% Evaluating the correlation coefficient for training set: 
% ======================================================== 
Rt=corrcoef(Pred_t,Calc_t); 
Rt2=min(Rt(:,2)); 
gtext(['correlation coefficient = (' num2str(Rt2) ')']); 
 
% Evaluating Relative Error for validation set: 
%=========================================== 
 
Ev=(Calc_v'-Pred_v)./Calc_v'*100; 
[m,n] = size(Ev); 
figure 
% 
plot(Calc_v',Pred_v,'o') 
grid off 
set(gcf, 'color', 'white') 
%axis ([1500,3500,1500,3500]) 
 
title('Graph of Predicted BHP vs. Calculated BHP'); 
xlabel('Calculated BHP "psig"'); 
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ylabel('Predicted BHP "psig"') 
legend('Validation set') 
% Addding Reference Line with 45 degree slope  
refline(1,0) 
 
% Evaluating the correlation coefficient for validation set: 
% ======================================================== 
Rv=corrcoef(Pred_v,Calc_v); 
Rv2=min(Rv(:,2)); 
gtext(['correlation coefficient = (' num2str(Rv2) ')']); 
 
% Evaluating Relative Error for testing set: 
%=========================================== 
 
Ett=(Calc_tt'-Pred_tt)./Calc_tt'*100; 
[m,n] = size(Ett); 
figure 
% 
plot(Calc_tt',Pred_tt,'o') 
grid off 
set(gcf, 'color', 'white') 
%axis ([1500,3500,1500,3500]) 
 
title('Graph of BHP vs.Calculated BHP'); 
xlabel('Calculated BHP "psig"'); 
ylabel('Predicted BHP "psig"') 
legend('Testing set') 
% Addding Reference Line with 45 degree slope  
refline(1,0) 
 
% Evaluating the correlation coefficient for testing set: 
% ======================================================== 
Rtt=corrcoef(Pred_tt,Calc_tt); 
Rtt2=min(Rtt(:,2)); 
gtext(['correlation coefficient = (' num2str(Rtt2) ')']); 
 
% plotting the histogram of the errors for training set: 
% ====================================================== 
figure 
histfit(Et,10) 
h = findobj(gca,'Type','patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Graph of Histogram'); 
legend('Training set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
 
% plotting the histogram of the errors for validation set: 
% ====================================================== 
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figure 
histfit(Ev,10) 
h = findobj(gca,'Type','patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Graph of Histogram'); 
legend('Validation set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
% plotting the histogram of the errors for testing set: 
% ====================================================== 
figure 
histfit(Ett,10) 
h = findobj(gca,'Type','patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Graph of Histogram'); 
legend('Testing set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
% 
% Estimating the residuals for training set: 
% ========================================= 
figure 
Errort = Pred_t-Calc_t'; 
plot(Errort,':ro'); 
grid off 
set(gcf, 'color', 'white') 
title('Neural Network Model') 
legend('training set') 
xlabel('Data Point No') 
ylabel('Errors') 
 
% Estimating the residuals for validation set: 
% ========================================= 
figure 
Errorv = Pred_v-Calc_v'; 
plot(Errorv,':ro'); 
grid off 
set(gcf, 'color', 'white') 
title('Neural Network Model') 
legend('validation set') 
xlabel('Data Point No') 
ylabel('Errors') 
 
% Estimating the residuals for testing set: 
% ========================================= 
figure 
Errortt = Pred_tt-Calc_tt'; 
plot(Errortt,':ro'); 
  
C-7
grid off 
set(gcf, 'color', 'white') 
title('Neural Network Model') 
legend('testing set') 
xlabel('Data Point No') 
ylabel('Errors') 
 
% ******************** 
% STATISTICAL ANALYSIS: 
% ******************** 
% Training set: 
% ============= 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrt = max(abs(Et)); 
 
% Evaluating the average error 
 
Etavg = 1/z*sum(Et); 
 
% Evaluating the standard deviation 
STDT = std(Errort) 
 
% Determining the Minimum Absolute Percent Relative Error   
MinErrt = min(abs(Et)); 
 
 
% Evaluating Average Absolute Percent Relative Error  
% ================================================== 
AAPET = sum(abs(Et))/z; 
 
% Evaluating Average Percent Relative Error 
% ========================================= 
APET = 1/z*sum(Et); 
 
% Evaluating Root Mean Square  
% ========================== 
RMSET = sqrt(sum(abs(Et).^2)/z); 
 
% Validation set: 
% =============== 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrv = max(abs(Ev)); 
 
% Determining the Minimum Absolute Percent Relative Error   
MinErrv = min(abs(Ev)); 
 
% Evaluating the average error 
 
Evavg = 1/n*sum(Ev); 
 
  
C-8
% Evaluating the standard deviation 
STDV = std(Errorv) 
 
 
% Evaluating Average Absolute Percent Relative Error  
% ================================================== 
AAPEV = sum(abs(Ev))/n; 
 
 
% Evaluating Average Percent Relative Error 
% ========================================= 
APEV = 1/n*sum(Ev); 
 
% Evaluating Root Mean Square  
% ========================== 
RMSEV = sqrt(sum(abs(Ev).^2)/n); 
 
% Testing set: 
% ============ 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrtt = max(abs(Ett)); 
 
% Determining the Minimum Absolute Percent Relative Error   
MinErrtt = min(abs(Ett)); 
 
% Evaluating the average error 
 
Ettavg = 1/n*sum(Ett); 
 
% Evaluating the standard deviation 
STDTT = std(Errortt) 
 
% Evaluating Average Absolute Percent Relative Error  
% ================================================== 
AAPETT = sum(abs(Ett))/n; 
 
% Evaluating Average Percent Relative Error 
% ========================================= 
APETT = 1/n*sum(Ett); 
 
% Evaluating Root Mean Square  
% ========================== 
RMSETT = sqrt(sum(abs(Ett).^2)/n); 
 
% net parameters: 
% * * * * * * * * 
 
% Evaluating the input weight matrix (from input to hidden laeyrs) 
X1=net.IW{1,1}; 
 
  
C-9
% Evaluating the first hidden layer's weight matrix (from the first hidden layer to the 
2nd one) 
X2=net.LW{2,1}; 
 
% Evaluating the second hidden layer's weight matrix (from 2nd hidden layer to the 
3rd one) 
X3=net.LW{3,2}; 
 
% Evaluating the last hidden layer's weight matrix (from hidden layer to the output) 
X4=net.LW{4,3}; 
 
% Evaluating the input bias vector 
X5=net.b{1}; 
 
% Evaluating the first hidden layer's bias vector 
X6=net.b{2}; 
 
% Evaluating the second hidden layer's bias vector 
X7=net.b{3}; 
 
% Evaluating the third hidden layer's bias vector 
X8=net.b{4}; 
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Executable Program 
 
load data 
 
% Enter the bottomhole pressure or leave the first column empty 
% Enter the oil rate in the second column 
% Enter the gas rate in the third column 
% Enter the water rate in the fourth column 
% Enter the tubing diameter in the fifth column 
% Eneter the depth in the sixth column 
% Enter the API in the seventh column 
% Enter the surface temperature in the eighth column 
% Enter the bottomhole temperature in the ninth column 
% Enter the surface (wellhead)pressure in the tenth column 
 
%Loads data and prepares it for a neural network from the mat file. 
% Step (3) Normalizing the trainning data 
% ======================================= 
for i=1:10 
   % meana=mean(ndata(:,i)); 
    % stda=std(ndata(:,i)); 
    anormal(:,i)=(ndata(:,i)-meana(1,i))/stda(1,i); 
end 
   
for i=1:length(anormal) 
    atest(i,:)=anormal(i,:); 
end 
 
 
P = ndata(:,2:10)'; 
TV.P = atest(:,2:10)'; 
 
%Insert the network parameters 
S1 = 6; % Number of neurons in the first hidden layer 
S2 = 3; % Number of neurons in the 2ND hidden layer 
S3 = 3; % Number of neurons in the 3RD hidden layer 
S4 = 1; % Number of output variables (in our case PBHP) 
 
 
net=newff(minmax(P),[S1 S2 S3 S4],{'tansig' 'tansig' 'tansig' 'purelin'}); 
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net.IW{1,1} = X1; 
 
% Evaluating the first hidden layer's weight matrix (from the first hidden layer to the 
2nd one) 
net.LW{2,1} = X2; 
 
% Evaluating the second hidden layer's weight matrix (from 2nd hidden layer to the 
3rd one) 
net.LW{3,2} = X3; 
 
% Evaluating the last hidden layer's weight matrix (from hidden layer to the output) 
net.LW{4,3} = X4; 
 
% Evaluating the input bias vector 
net.b{1} = X5; 
 
% Evaluating the first hidden layer's bias vector 
net.b{2} = X6; 
 
% Evaluating the second hidden layer's bias vector 
net.b{3} = X7; 
 
% Evaluating the third hidden layer's bias vector 
net.b{4} = X8; 
 
 
% Detect whether the net simulates the input data 
% for testing data only 
% ********************* 
figure 
y1=sim(net,TV.P); 
 
plot(y1,':ko'); 
grid off 
set(gcf, 'color', 'white') 
title('Graph of Simulated network for Testing set') 
xlabel('Data Point No') 
ylabel('output of network and errors') 
legend('Actual BHP','ref. line','Predicted BHP') 
 
Pred_BHP=(y1*stda(1,1))+meana(1,1); 
 
% Remove the comment from the next lines if you have the value of BHP 
 
%Calc_BHP=ndata(1:length(ndata),1); 
%plot(Calc_t',Pred_t,'o') 
%grid off 
%set(gcf, 'color', 'white') 
%title('Graph of Predicted HP vs. Calculated HP'); 
%xlabel('Calculated BHP "psia"'); 
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%ylabel('Predicted BHP "psia"') 
%legend('Training set') 
%Addding Reference Line with 45 degree slope  
%refline(1,0) 
 
% Evaluating Relative Error for testing set: 
%=========================================== 
%Ett=(Calc_tt'-Pred_tt)./Calc_tt'*100; 
%[m,n] = size(Ett); 
%figure 
% 
%plot(Calc_tt',Pred_tt,'o') 
%grid off 
%set(gcf, 'color', 'white') 
 
% plotting the histogram of the errors for testing set: 
% ====================================================== 
%figure 
%histfit(Ett,10) 
%h = findobj(gca,'Type','patch'); 
%set(h,'FaceColor','w','EdgeColor','k') 
%title('Graph of Histogram'); 
%legend('Testing set') 
%xlabel('Error'); 
%ylabel('Frequency') 
%set(gcf, 'color', 'white') 
 
% Estimating the residuals for testing set: 
% ========================================= 
%figure 
%Errortt = Pred_tt-Calc_tt'; 
%plot(Errortt,':ro'); 
%grid off 
%set(gcf, 'color', 'white') 
%title('Neural Network Model') 
%legend('testing set') 
%xlabel('Data Point No') 
%ylabel('Errors') 
 
% Stattistical Analysis: 
%======================= 
% Testing set: 
% ============ 
% Determining the Maximum Absolute Percent Relative Error 
%MaxErrtt = max(abs(Ett)); 
 
% Determining the Minimum Absolute Percent Relative Error   
%MinErrtt = min(abs(Ett)); 
 
% Evaluating the average error 
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%Ettavg = 1/n*sum(Ett); 
 
% Evaluating the standard deviation 
%STDTT = std(Errortt) 
 
% Evaluating Average Absolute Percent Relative Error  
% ================================================== 
%AAPETT = sum(abs(Ett))/n; 
 
% Evaluating Average Percent Relative Error 
% ========================================= 
%APETT = 1/n*sum(Ett); 
 
% Evaluating Root Mean Square  
% ========================== 
%RMSETT = sqrt(sum(abs(Ett).^2)/n); 
 
