In this paper we present several refinements to a wave-packet model of sound generation from large-scale turbulence. We examine heated and unheated jets at Mach numbers of 0.5 and 0.9. Pressure fluctuations associated with large-scale structures are modeled with the Parabolized Stability Equations (PSE) for linear disturbances to the turbulent mean-flow. We show that PSE provides better agreement with near-field microphone-array data at low frequencies than previous models based on linear stability theory. We examine the extent to which microphone data is contaminated by fluctuations uncorrelated with largescale structures. By filtering out the uncorrelated fluctuations, via the proper orthogonal decomposition (POD), better agreement between data and theory is obtained.
Introduction
The accurate prediction of aerodynamic sound from high speed jets remains a challenging problem. Due to the complexity of the flow field, direct numerical simulations (DNS) are prohibitively expensive and limited to small-scale jets. By modelling the effects of small (sub-grid) scales, Large Eddy Simulations (LES) allow a significant reduction in resolution requirements. Bodony & Lele 1 performed a series of LES computations of heated and unheated jets with Reynolds numbers on the order of 10 4 to 10 5 . They used a Kirchoff surface to obtain far-field predictions, finding the accuracy of the overall sound pressure level to depend strongly on the jet Mach number.
While LES is a cheaper alternative to DNS it is still a challenge to apply it to realistic flow configurations. In addition, it does not by itself provide understanding of, or handles for control of the underlying mechanisms of sound production by large-scale structures. Both DNS and LES are capable of computing the acoustic far-field over a large range of frequencies and radiation angles. However this is not necessary for every purpose as the peak radiation intensity occurs at aft-angles and low-frequencies. Modelling this component of sound via a lower order method would thus be a valuable complement to LES approaches.
Sound radiated at low frequencies and aft angles is associated with large-scale coherent structures evolving in the turbulent flow. These structures evolve from small disturbances that undergo amplification via the instabilities of the jet shear layer, 2-4 rolling up into axisymmetric and helical rings 5 before eventually loosing their coherence via non-linear interactions. The early development of large-scale coherent structures is largely linear, however. Several studies 2, 6, 7 have shown the velocity and pressure fluctuations of forced jets to be well approximated by the eigenfunctions of the Orr-Sommerfeld equation, where the spatial stability problem is solved. The disturbances of natural jets are correlated over shorter times and distances, making their identification more difficult. However, Suzuki & Colonius 8 found good agreement near the most amplified frequency between pressure predictions of linear stability analysis and measurements from a phased microphone array, indicating that energy transfer between coherent and incoherent motions has only minor effects on the former, even for natural jets. Suzuki & Colonius conducted their experiment in NASA Glenn's SHJAR facility; 78 microphones were placed on a conical surface just outside the jet shear layers in order to resolve the azimuthal and streamwise variation of the pressure arising from instability waves. The same data is used in the present study. The microphone array is shown in figure 1 . Instability wave envelopes computed for the turbulent mean-flow field (measured in the experiments with PIV) were directly compared to microphone data and indicated good agreement over a range of low frequencies (up to St = 0.5). They found poorer agreement for the axisymmetric (m = 0) mode at the lowest frequency considered (St = 0. 20) and attributed this to non-parallel effects. Presumably, these predictions would improve upon the explicit inclusion of non-parallel terms, and still further by the inclusion of non-linear interactions.
The Parabolized Stability Equations, introduced by Bertolotti & Herbert, 9, 10 represent a refinement of the linear stability equations (LST) whereby both the non-parallel and non-linear effects can be retained in the analysis of slowly spreading, convectively unstable flows such as boundary layers, 10-12 planar mixing layers 13, 14 and jets. [15] [16] [17] [18] The PSE have been used successfully to predict the far-field behavior of supersonic model jet flows, 18 the mach wave radiation being well approximated by instability waves, provided their convection speed is supersonic. For subsonic jet flows the far-field predictions are not as good, but can be improved via projection methods, particularly for low angles, 16, 18, 19 as the PSE are still able to model the near-field. Ryu et al. 20 apply and extend the beamforming analysis of Suzuki & Colonius 8 to use instability waves computed with linear PSE (LPSE) using mean-flows from LES. They analyze two hot and cold supersonic cases in terms of near and far-field pressure. They also analyze a high-subsonic heated jet and find good agreement for azimuthal mode m = 1 and frequencies St = 0.1 and 0.3. The authors attribute the unexpected mismatch of supersonic pressure predictions to non-linear contributions missing in their PSE simulation, as well as a potential contamination of the microphone data (from LES) due to Mach wave radiation.
The objective of the present work is to expand upon the work by Suzuki & Colonius 8 and Ryu et al.
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by employing both the LPSE and non-linear PSE (NPSE) in the investigation of the near and far-field sound characteristics of turbulent jets. Previous studies 18, 21 employing the NPSE in the simulation of jet flows have used mean-flows computed from the laminar flow equations, relying on the time average of the non-linear fluctuations (i.e., F m0 in equation (7) below) to alter the mean-flow as needed. This procedure is adequate for Reynolds numbers on the order of 10 3 , but fails to converge for significantly higher values. In this regime the mean-flow must be supplied from either independent simulations or time-averaged experimental measurements. In the present study we use mean-flows based on PIV measurements. We analyze two pairs of heated and cold subsonic jets and present comparisons between LPSE and LST to microphone measurements, as well as measurements filtered via the proper orthogonal decomposition (POD).
Computational Method
We non-dimensionalize field variables as
where stars denote dimensional variables, a ∞ and ρ ∞ respectively denote ambient sound-speed and density, c p represents specific heat at constant pressure, and u denotes any of u x , u r or u θ . Spatial dimensions are normalized by jet diameter D. The governing equations, so scaled, are given by
where ∇· and D/Dt respectively denote the divergence operator and the convective derivative. The vector V and scalars Φ and q represent the viscous terms, viscous dissipation and heat conduction, respectively. γ is the ratio of specific heats, taken as 1.4 in the current simulations. The Reynolds number is defined as Re = ρ ∞ a ∞ D/µ ∞ and the Prandtl number as P r = µ ∞ c p /k ∞ , set at 0.72. Lastly, we assume ideal-gas behavior,
We decompose the solution φ(x, r, θ, t) = [u x , u r , u θ , T, ρ] T into its mean and fluctuating parts, such that
where φ represents the fluctuations about the mean state, φ(x, r) = [u x , u r , 0, T , ρ] T . Following traditional PSE analysis as introduced by Bertolotti & Herbert, 10 we further decompose the fluctuations φ into normal modes as
where the real and imaginary parts of α mn denote axial wave number and growth rate, respectively; m is the azimuthal wavenumber and ω is the angular frequency, while mn represents the initial amplitude and phase of mode (m, n). Implicit in this decomposition is the assumption that the streamwise variation of the fluctuations φ can be separated into a slowly-varying shape function and a rapidly-varying wave component. This assumption represents the parabolization of the fluctuation equations and allows a marching solution, the x-coordinate becoming time-like. We note, however, that the resulting equations for theφ mn are not completely parabolic, as discussed by Li & Malik. 22, 23 This results in constraints on the smallest allowable marching-step, ∆x. To unambiguously separate flow development into the two components, we impose the following normalization on the shape-functionsφ mn ,
where the star denotes the complex-conjugate. This constraint removes any exponential behavior from the shape functionsφ mn , ensuring their slow (algebraic) streamwise variation. Substituting the two decompositions given by equations (4) and (5) into system (2), we obtain in symbolic form the system of equations governing the evolution of shape-functionsφ mn :
where we have grouped terms linear inφ mn on the left-hand side. Setting the forcing vector F mn to zero we recover the linear PSE equations in cylindrical coordinates. Further, setting φ x = u r = 0 we recover the linear stability equations. This serves as a useful check of the LPSE implementation, as shown in figure 2. We discretize equation (7) using fourth-order central differences in the radial direction, and close the domain with the characteristic boundary conditions of Thompson. 24 While previous studies 25 have shown that boundary conditions based on asymptotic decay rates from linear stability analysis are sufficient, we find the characteristic formulation to be more robust, allowing a smaller computational domain. The streamwise derivative is approximated via first-order implicit Euler differences.
Initial conditions (φ mn , α mn ) x0 for equation (7) would optimally come from a solution which includes the local effects of flow spread. Day et al. 13 used asymptotic expansions to this end, but found little benefit over the parallel-flow solution based on the initial profiles, u x (x 0 , r) and ρ(x 0 , r). Upon setting φ x = u r = 0 (along with viscous terms), equation (7) can be reduced to the compressible Rayleigh equation,
The Rayleigh equation is reduced to Bessel's equation near the axis and in the free-stream. The boundary conditions for the eigenfunctionsp mn follow from this;
and
where J m and H 2 m are the m-th order Bessel function of the first kind, and Hankel function of the second kind, respectively. The two-point boundary problem formed by equation (8) and boundary conditions (9-10) is solved via a shooting procedure. Usingp mn , other components ofφ mn (x 0 , r) can be calculated directly.
Before starting the marching procedure, we take the additional step of solving system (7) without nonparallel terms, but including viscous terms. This allows the linear stability solution to adjust to the effects of viscosity and reduces transients in the marching solution.
Experimental Measurements
We investigate two pairs of heated and cold subsonic jets at Mach numbers of 0.5 and 0.9. The flow conditions are listed in table 1. Mean-flow data was obtained from stereoscopic PIV measurements conducted by Bridges & Wernet 26 and Bridges & Brown 27 in the Small Hot Jet Acoustic Rig (SHJAR) at the NASA Glenn Research Center. To avoid numerical artifacts in the solution of equation (7) we smooth the PIV mean-flow by fitting it with a Gaussian function similar to that used by Tam & Burton,
where the functions b(x), h(x) and c(x) are determined via least-squares. Figure 3 shows an example of the fit so obtained for the heated Mach 0.5 jet. Similar fits can be obtained in the near-nozzle region with the hyperbolic-tangent function but this match deteriorates as the jet takes on a Gaussian shape further downstream. Temperature measurements were not available and were estimated from the Crocco-Busemann relation,
Transverse velocity profiles u r were estimated from the mass-conservation equation. Microphone measurements were obtained from the phased hydrodynamic-array (shown in figure 1 ) at the SHJAR. The array consists of thirteen concentric rings arranged on a conically expanding surface with the
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cone angle set to be slightly greater than the spread-angle of the flow. Each ring carries six equally-spaced microphones, allowing the accurate resolution of azimuthal modes m = 0 and m = 1. The radius of the array was chosen such as to place the microphones in the linear-hydrodynamic regime (see figure 4) where pressure fluctuations are largely hydrodynamic. An extensive review of the array design, experimental setup, data sampling and data processing may be found in Suzuki & Colonius. 
Results and Discussion

A. Comparisons with Microphone Measurements
Here we compare the predictions of LPSE with data from the phased array at NASA Glenn's SHJAR. We also include LST predictions for the cold Mach 0.5 jet. We solve the LST problem (equation (8)) at various axial-stations throughout the jet, using the local streamwise velocity u x (x, r) and density ρ(x, r) profiles as input. To emulate the PSE expansion in equation (5) we construct a global LST solution,
wherep mn (r, |x) and α mn (x) are respectively the local eigenfunction and eigenvalue for mode (m, n), computed at axial station x. Both the LST and LPSE solutions are independent of initial amplitude and phase (represented by mn in equation (5)). Suzuki & Colonius 8 used a beam-forming procedure whereby mn was chosen as that maximizing the phase-match between the microphone data and the LST prediction. We determine mn via amplitude-matching, choosing mn as that minimizing the error defined as
whereP mic mn (x j , r j ) represents the processed microphone data on ring j, andp mn (x j , r j ) represents the LST/LPSE solution. This results in the estimate
Phase-matching is in general expected to return lower estimates of mn as it attempts to filter out contributions from uncorrelated events (see section B below). Figures 5 and 6 show the evolution of pressure amplitude and phase for the cold Mach 0.5 jet at m = 0 and m = 1, respectively, where the amplitudes mn for both the LST and LPSE has been determined via the procedure described above. Note that the essential difference between the LST and LPSE is the explicit inclusion of non-parallel terms by the latter. These include the streamwise derivatives of φ, and the radial velocity u r . This has pronounced effects at the lowest frequencies considered (St = 0.1-0.2), particularly for the axisymmetric (m = 0) mode, as seen in figure 5 . At higher frequencies the two methods agree closely in terms of amplitude evolution for both m = 0 and m = 1. Lower frequency instability-waves have higher wavelengths (lower wavenumbers α r ; see figure 2 ) and so experience greater mean-flow variance over a single period. Conversely, the mean-flow looks increasingly parallel to disturbances of ever higher frequencies, explaining the improved performance of LST. In terms of phase the two methods give similar results with the agreement varying only weakly with frequency.
While the PSE include non-parallel terms, they are not fully general in that the PSE decomposition (equation (5)) assumes a slow streamwise variance of the mean-flow, where 'slow' should be taken as relative to the wavelength of a given disturbance. At St = 0.1, the axisymmetric LPSE mode in figure 5 has a wave-number of α r D ≈ 1, giving it a wavelength of λ ≈ 2πD. At this flow-condition the decay of centerline velocity starts at x ≈ 6.4D; the flow-spread can not be considered small relative to this disturbance. The mean-flow sensitivity at low-frequencies affects the global (over all x/D) as well as the local LPSE solution. This explains the kink observed in the LPSE solutions at the lowest frequencies. For the cold Mach 0.5 jet, for example, the kink that occurs at around x ≈ 6.4D is due to a discontinuity in the first derivative of the radius h(x) in equation (11) where centerline velocity-decay starts.
The overall agreement between the microphone data and LPSE predictions at this flow condition is fairly good. The m = 0 prediction saturates prematurely at the lowest frequencies. The converse is true at the highest frequencies, with the best fit obtained at St ≈ 0.35. The m = 1 prediction agrees well for all frequencies. Note however the departure of amplitude predictions from the microphone data starting at x/D ≈ 4 (depending on frequency), where disturbances have saturated. The same is true for the phase prediction. At the lower frequencies the phase is well-matched for both m = 0 and m = 1. As the disturbance frequency is increased there is an increasing mismatch, with the measured phase leveling off both near the nozzle and after saturation. This is due to acoustic contamination of the microphone data, discussed below. Figures 7, 8 and 9 show microphone measurements and LPSE predictions for the heated Mach 0.5 jet, the cold Mach 0.9 jet and the heated Mach 0.9 jet, respectively. The LPSE predictions are of similar quality here as for the cold Mach 0.5 jet, at least during the growth-saturation phase. However, the microphone measurements appear even further contaminated for these cases, particularly for the higher-speed jets. This is evident from both the slow decay of measured pressure amplitude and the leveling of measured phase.
Ryu et al. 20 perform a similar analysis, using mean-flow and pressure data from LES. They set up probe-locations along two arrays, one closer to the axis than the other. They study a heated subsonic jet and two supersonic jets, and present results for the m = 1 mode. They find good matches for the subsonic jet in the growth-saturation phase after which the predictions diverge similarly as in the current data.
The microphone data is comprised of both hydrodynamic and acoustic pressure fluctuations. The phasedarray was designed 8 such as to place the microphones in the linear-hydrodynamic regime (see figure 4 ) where pressure fluctuations are largely hydrodynamic. However, the extent and location of this regime varies with the flow condition, while the angle of the phased-array is fixed. As an example, the array spreads relatively faster for the heated Mach 0.5 jet than the cold Mach 0.5, while the radial decay of the respective eigenfunctions are similar. Accurate measurements are particularly difficult for the higher speed jets as fluctuations in the linear-hydrodynamic regime scale with M ∞ . This narrows the radial extent of the hydrodynamic regime and means more microphones will be situated in the acoustic regime. However, the good fit obtained around the saturation region seems to indicate that the measured fluctuations are mostly hydrodynamic there.
B. POD-filtering of Microphone Data
Acoustic disturbances have supersonic phase-speeds and radiate symmetrically from their source while hydrodynamic disturbances have subsonic phase-speeds (in subsonic mean-flows) and any acoustic radiation from such wave-packets is directive. 31 The phase-speed c p at frequency ω is defined as c p = ω/α r , where the wave-number α r is the slope of the phase curves in figures 5 through 9. The LPSE phase-predictions match measurements fairly well around the saturation point. Further downstream the slope of the measured phase decreases, indicating phase-speeds well above those predicted by LPSE. In some cases, such as the St = 0.5 and m = 0 mode of the cold Mach 0.5 jet, (figure 5) the measured phase curve is nearly horizontal and would give very large or infinite phase-speeds. These presumably correspond to acoustic wave-fronts propagating near-normally to the array.
It seems natural to decompose the pressure measurements on the basis of phase-speed. Tinney & Jordan
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performed an experiment where the near-field pressure of three co-axial subsonic jets was measured with a phased-array similar to the one in the experiment of Suzuki & Colonius, 8 but with a significantly higher spatial resolution (48 microphones on a line array along with a movable ring carrying 15 microphones). Tinney & Jordan Fourier-transform their data in time and azimuthal angle, but also in the axial coordinate, obtaining the wave-number spectrum α r . They then reconstruct the two components (propagating and non-propagating) in physical space. Such a decomposition would presumably shed some light on the current comparisons but would involve significant errors due to the limited axial resolution of the microphone data.
Another way to glean information from the microphone data is via correlation analysis, or proper orthogonal decomposition (POD). 33 For clarity of presentation we omit the subscript mn (denoting azimuthal mode m of frequency nω) from all variables below. We compute the spectral-density tensor
where i and j range from 1 through N ring , andP k (x j , r j ) is the transformed measurement in ensamble k. We then form the ensamble-averaged cross-spectral density matrix R = k R k /N ens and solve the eigenvalue problem R q = λq.
By construction, R is Hermitian and positive-definite so that λ j ≥ 0 and eigenvectors corresponding to different eigenvalues are orthonormal. The λ j are ordered such that λ j+1 ≤ λ j . A faster rate of decay of the λ j series indicates a higher correlation or coherence in the data. This is because the POD-modes are uncorrelated, which follows from their orthonormality; Figure 10 shows the eigenvalues (normalized with λ 1 ) computed for the four jets. As discussed in the previous section, the phased-array measurements seem to have higher acoustic content at higher frequencies, particularly for the higher-speed and heated jets. The decay rates observed in figure 10 are consistent with this, the data becoming increasingly complex with frequency and flow-speed/temperature. The spectral-density tensor R ij can be reconstructed from the POD-modes,
This decomposition allows the POD-filtering of the measured data where only the highest-energy mode is retained,P (x i , r i ) = λ 1 q 1 (x i , r i ). Figure 11 shows POD-filtered microphone measurements and LPSE predictions for the cold Mach 0.5 jet. While appearing the least contaminated, the measurements for this flow-condition do contain acoustic pressure, as evidenced by the slow decay observed after the saturation point as well as higher phase-speeds before and after the saturation point in figures 5 and 6. The POD-filtering seems effective at removing acoustic components at this condition, as seen in the filtered phase relationship, which the LPSE prediction follows closely for both m = 0 and m = 1. Amplitude comparisons are improved as well, particularly for the higher frequencies where the LPSE predictions agree very well, even beyond the close of the potential core (at x/D ≈ 6.4). Figures 12, 13 and 14 show the corresponding data for the heated Mach 0.5 jet, the cold Mach 0.9 jet and the heated Mach 0.9 jet, respectively. Similar agreement is obtained for the cold Mach 0.9 jet as for the cold Mach 0.5 jet but the relative improvement is more substantial at high speed where acoustic contamination of the microphone data is more significant. The same is true for the heated jets although not at the highest frequencies considered. For the heated Mach 0.5 jet, improvements are seen near the nozzle (mostly in terms of phase), but roughly a diameter after saturation, phase-speeds increase and the amplitude grows slightly again. This is also seen for the heated Mach 0.9 jet, where the POD-filtered amplitudes saturate at similar levels as for the unfiltered data. The m = 1 POD-mode at St = 0.5 for this case starts out and remains of low amplitude, gradually rising around x/D = 3 while its phase-speed remains higher than the LPSE prediction throughout, perhaps suggesting that this POD-mode is of acoustic origin. Figure 15 shows a close-up of this mode. Shown are the LPSE predictionp mn , microphone measurementP mn and the two POD-modesP 1 andP 2 at m = 1 and St = 0.5. The second POD-mode appears to be the one most akin to the hydrodynamic fluctuations predicted by LPSE. The LPSE prediction follows the early (x/D ≤ 2) amplitude development of both the microphone measurements and the second POD-mode. After this point only the second POD-modes approximates the LPSE behavior of saturation and decay. Similarly, the phase of LPSE prediction closely follows that of the second POD-mode, while both the measured phase and that of the first POD-mode represent higher phase-speeds.
Conclusions and Future Work
In this work we have solved the linearized stability equations and the linear parabolized stability equations in cylindrical coordinates. Using mean-flows based on time-averaged PIV measurements, 26, 27 we compute the linear near-field fluctuations of two pairs of heated and cold Mach 0.5 and 0.9 jets. We compare our predictions to near-field microphone measurements 8 performed using the phased-array at NASA Glenn's SHJAR facility.
The overall agreement between the microphone data and LPSE predictions is good, the quality of fit depending on the flow condition, disturbance frequency St and azimuthal wave-number m. At the lowest frequency considered, the m = 0 mode suffers from non-parallel effects (the LPSE require slow mean-flow spread; see discussion in section A), although the prediction is greatly improved from that of LST. This mode tends to saturate prematurely at the lowest frequencies, while the converse is true at the highest frequencies, with the best fit obtained at St ≈ 0.35. The m = 1 prediction agrees well for all frequencies. Some acoustic contamination is observed in the data for all flow conditions. This is apparent from the slow amplitude decay and increasing phase-speeds downstream of the saturation point. Similar effects are observed in the near-nozzle region, although mostly in terms of phase-speed. These are particularly noticeable for the heated Mach 0.5 jet, and the two higher speed jets.
The microphone data is comprised of both hydrodynamic and acoustic pressure fluctuations. Proper Orthogonal Decomposition 33 (POD) allows the separation of the data into uncorrelated components. We perform this analysis and compare LPSE predictions to the most energetic POD-mode. The comparisons so obtained are greatly improved, particularly for the higher-speed and heated jets which had appeared the most contaminated (compare figures 5-9 with figures [11] [12] [13] [14] . For the cold jets the LPSE predictions match very well, even beyond the end of the potential core. At the highest frequency considered, the acoustic disturbances in the heated-jet measurements have energies comparable to that of the hydrodynamic disturbances. For the heated Mach 0.9 jet, the acoustic energy at St = 0.5 is higher, the corresponding
Mode number j LPSE prediction matching better with the second POD-mode than the first, as shown in figure 15 . While there remain some discrepancies between data and linear PSE, particularly for the axisymmetric mode at the lowest frequencies, PSE seems to provide an accurate representation of the streamwise evolution of pressure fluctuations well past the close of the potential core. It is possible, for example, that the inclusion of nonlinear effects will result in better agreement, and this is presently being pursued. It remains to compare the directly measured far-field sound by what would be implied by the near field fluctuations from PSE. PSE does not directly provide the acoustic far field (especially at subsonic speeds), but acoustic analogy and Kirchhoff-surface type approaches have been developed for this purpose. 14, 16, 18, 19, 34 In particular, Reba et al. 34 have successfully developed a Kirchhoff-surface approach and applied it to predicting sound from the same near-field microphone array data used in the present study. We plan to use a similar approach to project the current PSE predictions to the far-field.
