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Abstract
Laser interferometry and atomic force microscopy (AFM) have been used together for 
the first time to study the growth of crystals from solution. Using potassium hydrogen 
phthalate (KAP) as a model crystal, in-situ measurements of normal growth rates of 
KAP {010} were made using a purpose built interferometer system, which allowed 
the controlled removal of crystals from the growth cell for subsequent AFM imaging. 
Computer software was developed to allow the retrieval of pixel intensity data from the 
interferometry video signal, allowing the simultaneous measurement of normal growth 
rates at multiple locations on the crystal surface. Using these data, (R,<5) curves were 
constructed for various solution saturation temperatures. These data were fitted with 
the growth rate model for spiral growth due to Burton, Cabrera and Frank. In agree­
ment with similar measurements reported by previous workers, considerable scatter 
was found in the (R,o) data. In contrast to earlier work however, ex-situ AFM imaging 
of the responsible growth sources allowed the (R,g) data to be directly interpreted in 
terms of the structure of the responsible source, such as the number of co-operating 
dislocations. In this way, the (R,o) data were rationalised in terms of source structure. 
Ex-situ AFM observations revealed a wide range of source strengths and structures, 
from single dislocations to multiple co-operating spirals and sources formed at inclu­
sions. In the case of simple sources, where quantitative analysis was possible, the AFM 
and interferometry data were found to be consistent. Several other postulated features 
of crystal growth faces were also observed by AFM; including macrosteps, kinematic 
waves, step shock-waves, hollow dislocation cores and two-dimensional islands. The 
role of dislocation slip during the crystal growth process was also illustrated by the 
study. Ex-situ AFM was supported by in-situ AFM studies. From the AFM observa­
tions, a new hypothesis for the shape of polygonal growth spirals and two-dimensional 
islands on KAP {010}, which invokes the consequences of the point group symmetry 
of the crystal for the configurational entropy of surface steps, has been advanced.
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1.1 Introduction to the Field of Crystal Growth
It seems to be almost essential that any treatment of the subject of crystals should 
begin with a statement about mankinds’ fascination with this particular state of matter 
from the earliest times. The simple fact is that crystals are fascinating objects on many 
levels. It is easy to understand how even the most primitive people could prize the best 
specimens of single crystals so highly, to the extent of elevating them to a mystical 
status and imbuing them with magical properties - anachronistic ideas that still persist 
into the present day. Claims of the supernatural aside, good quality single crystals 
are still highly prized as gemstones which can fetch enormous sums simply for their 
decorative value and are often found as museum exhibits. Aesthetics aside, crystals 
are also fascinating objects for scientific enquiry by virtue of the enormous variety of 
forms and properties, many of which are unique to the crystalline state, which they 
exhibit. Consequently, the study of the crystalline state forms a central part of much 
modem science. What is often unappreciated is the ubiquity of crystals - almost all 
solid matter is crystalline - at least to some extent. Non crystalline solids are very much 
the exception rather than the rule. The formal science of crystals is crystallography, 
however due to the abundance of crystals in nature, many branches of science which 
go by a variety of names have the study of crystals as a central theme. These include 
solid state physics and chemistry, materials science, mineralogy and even structural 
biology.
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Arguably one of the most fascinating features of crystals is their formation from the 
fluid phase - the phenomenon of crystal growth. The fluid phase in question can be the 
vapour, a solution or a melt. In the field of crystal growth the fluid phase from which 
the crystal forms is termed the mother phase. This terminology for the fluid phase 
suggests that it ’gives birth’ to the crystals which grow from it and implies an element 
of mystery in the process of crystal growth. In fact, as will be shown, the problem 
of explaining the rates of growth of real crystals remained an intractable problem for 
many years.
One of the most fascinating features of the growth of crystals is their myriad shapes, 
from the very simple to the incredibly complex, that spontaneously appear from a 
disordered mother phase - from perfectly facetted polyhedra to intricately patterned 
snowflakes. A central theme in science is the explanation of the patterns which occur 
in nature. The patterns formed in crystal growth are some of the most striking and 
beautiful to attempt to explain - hence the current study.
1.2 The Economic Importance of Crystal Growth
Leaving aside the scientific curiosity viewpoint for a moment, crystal growth also has 
major implications for industry, though at a first glance this is not always apparent. 
This is in large part a consequence once again of the ubiquity of crystals. Up until the 
mid nineteenth century crystals were mainly curiosities or - in the case of diamonds and 
rubies - gemstones. Perhaps the first non-aesthetic applications of single crystals were 
in scientific instruments, especially in microscopy and spectrometers, for example, 
with the invention of optical devices such as the Wollaston and Nicol prisms, based on 
single crystals of Iceland Spar (calcite).
Broadly speaking, the use of crystalline materials in modem industry falls into two 
categories. The first includes bulk commodities which are supplied in particulate form 
such as chemical feedstocks, fertilisers, sugar and salt. In keeping with the assertion 
from the previous section, usually such bulk particulates are substantially crystalline. 
Often, these materials have been subjected to several recrystallisation processes as pu­
rification stages. In terms of volume, these materials are by far the most important 
industrially. The majority of chemicals are supplied in crystalline particulate form. 
In many cases, the properties of the individual crystals in bulk particulate materials
21
has profound significance to the performance of the materials. For such materials, 
bulk properties such as particle size distribution, particle shapeand bulk density are of 
the utmost importance and are usually greatly affected by the crystallisation process 
used. Often, such properties only affect the bulk handling of the material. Nonetheless, 
when the scale of worldwide production of materials such as fertilisers is taken into 
account, the enormous economic significance of inefficient bulk handling is readily 
apparent. In some applications, the particulate form of bulk materials also has great 
significance to the end use. For example, the surface area of a catalyst is largely de­
pendent on the particle size, and the performance of pigments is greatly influenced 
by the particle form. Pharmaceutical materials must necessarily be extremely pure 
and this is often achieved by at least one recrystallisation process. Also, their sol­
ubility and hence bio-availability and efficacy is greatly dependent on their particle 
size and perfection. In many cases, the final particulate form is currently achieved 
through milling or comminution operations. However, these processes are difficult to 
control and much work is being conducted in several industries currently to replace 
comminution processes with crystallisation processes, which promise better control 
of the final product. Much activity to further the understanding of crystallisation is 
currently underway in the pharmaceutical industry in particular [1]. The study of the 
crystallisation of bulk materials is typically referred to as industrial mass crystallisa­
tion and is a major branch of chemical engineering. The mechanisms of crystal growth 
play a role of central importance to the study of mass crystallisation processes. For 
example, in many cases a narrow particle size distribution is desirable. An understand­
ing of the mechanisms of crystal growth can be applied in such cases to improve the 
understanding of the process and afford greater control over the particle size distri­
bution. Attempts to “engineer” particle size distributions often reveal the complexity 
of crystallisation processes through the occurrence of phenomena such as growth rate 
dispersion in which individual crystals grow at different rates despite experiencing the 
same nominal conditions.
The electronics industry is perhaps the best example of the second category of indus­
trial applications of crystal growth technology - the more specialist applications of 
large single crystals. The best known example of the growth of single crystals for 
technological applications is undoubtedly the growth of large, dislocation free crystals 
of silicon for the manufacture of integrated circuits and microprocessors. This is an 
example of an application in which a single crystal is not only desirable but impera­
tive, for integrated circuits and microprocessors simply could not work unless made 
from dislocation free single crystals. It is quite reasonable to say that todays micro­
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processor and computer industry simply could not exist without this breakthrough in 
crystal growth. Another less celebrated but nonetheless essential material for mod­
em electronics is single crystal quartz for oscillators. Almost every modern electronic 
device will have a single crystal quartz oscillator at its heart. The demand for high 
perfection single quartz crystals for electronics is far too great to be met from natural 
sources and so quartz crystals are today also grown synthetically in hydrothermal auto­
claves for use in electronic devices. Numerous other materials are also grown in single 
crystal form in large quantities for applications in electronics. The growth of such 
crystals is by now routine in the modem electronics industry. However there continues 
to be enormous effort in crystallisation research in new materials. For example, high 
temperature superconductors, the superconducting properties of which are sensitively 
dependent on the defect structure produced during crystal growth. Molecular beam 
epitaxy is an active field of research for new devices based on thin films and electronic 
heterostructures. For example, to produce quantum dots and wires.
Optoelectronic and non-linear optical (NLO) materials is another very active field of 
research which promises a whole new range of devices for optical data transmission. 
By exploitation of effects such as second harmonic generation, and the electro-optic 
effect, it will eventually be possible to replace much electronic data transmission with 
optical data transmission and exploit the benefits of faster transmission and higher 
bandwidths. This goal will require the creation of integrated optical circuits, which are 
the photonic equivalents of silicon based integrated circuits for electrons. Analogously, 
these devices require high perfection single crystals. Such crystals based on materi­
als such as lithium niobate are now routinely produced. There is also great potential 
here for new organic materials with non-linear optical properties. Once synthesised, 
these materials must be formed into single crystal form before their NLO properties 
can be evaluated [2]. A particularly notable and unique example of the production and 
application of large single crystals for NLO applications is the well publicised exam­
ple of the growth of potassium dihydrogen phosphate (KDP) crystals of the order of 
50 cm in length by Zaitseva et al. [3] for the United States National Ignition Facility 
at Lawrence Livermore National laboratory. The role of these crystals in this device, 
which is used in laser fusion research, is to double the frequency of radiation from a 
carbon dioxide laser from the infra-red to the ultra-violet - a particularly striking ex­
ample of non-linear optical properties.
Another noteworthy example for industrial application is the growth of single crystals 
of nickel super-alloy turbine blades for gas turbine engines. Due to the extreme op­
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erating temperatures and stresses of these components, polycrystalline turbine blades 
are prone to creep deformation caused by the movement of grain boundaries. This 
limits their useful lifetime. By filling a turbine blade shaped mould with molten alloy 
and seeding it with an appropriately oriented single crystal of the alloy, a single crystal 
turbine blade is formed. Because grain boundaries are absent from such a crystal the 
creep problem is eliminated. Such turbine blades are now routinely produced.
To summarise this section, only a small number of the applications of crystals which 
demand careful crystal growth have been mentioned. To list them all in detail would 
no doubt require several volumes. Hopefully however, this section has served to illus­
trate the significance of crystal growth in modem science and industry - a significance 
that touches almost every industry in some form and is not always appreciated from 
outside the often narrowly regarded field of crystal growth research.
1.3 Scope of Thesis
The present study is concerned with extensive experimental studies of crystal growth 
rates and the nature of the solid-liquid interface during crystal growth. The rationale, 
objective and scope of the work contained within this study are perhaps best illustrated 
by way of passages from the literature on crystal growth which highlight the lack of 
direct experimental evidence for theoretical predictions at their time of writing. The 
following passages were all written in the context of the fact that theory had reached 
a level of development for which existing experimental techniques did not have the 
resolution to discriminate one theoretical prediction from another. The period over 
which this state of affairs persisted is notable.
In 1952, Frank [4] wrote the following with reference to the pitfalls encountered in the 
interpretation of measured crystal growth rates in terms of the dislocation theory.
“Only when techniques are available that make mono-molecular steps in 
the crystal surface visible are we in a position to count all the screw dislo­
cations emergent.”
On a similar theme, in 1973 Ohara and Reid [5] wrote as follows.
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“We can only hope that the next quantum jump in surface controlled crys­
tal growth theories can be induced by employing new and sophisticated 
instrumentation which may be more capable of probing the secrets of the 
molecular behaviour on a crystal surface.”
Both passages anticipate new instruments that would one day make direct observation 
of crystal surfaces beyond the resolution limit of existing instruments a reality. As 
theorists, none of these authors went on to speculate about what such instruments 
would look like, what physical principles they would be based upon or when they 
would appear. However they were unanimous about the impact which these as yet 
un-invented instruments would have on their science. The instrument of which they 
prophesised became commercially available in the early 1990s and is of course the 
atomic force microscope (AFM). This instrument was a revelation in the field of crystal 
growth and rapidly provided what these authors had wished for - a means to study 
crystal surfaces at a level of resolution unachievable with conventional techniques, 
such that fundamental features of surfaces such as steps and dislocation outcrops could 
be directly observed.
In 1974 Bennema [6] wrote the following with respect to the various interrelated, and 
to some extent, competing theories of crystal growth.
‘The best way to check the network of theories is to use a network of 
experiments in which (R,o) curves are measured under very well defined 
conditions of supersaturation, purity or planned impurity, hydrodynamics, 
together with observation of step patterns during and after growth and a 
study of dislocations. This ideal may be difficult to achieve.”
This latter passage essentially represents what the current study set out to achieve, at 
least in part. Despite Bennema’s warning of difficulty, this work represents an attempt 
to measure crystal growth rates under carefully controlled conditions by means of opti­
cal interferometric techniques, and to relate those results to the structure of the crystal 
surfaces by way of atomic force microscopy.
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1.4 Structure of Thesis
The remainder of the present thesis is organised as follows. Part II deals with the 
background necessary for the present study. Chapter 2 discusses the theory of crys­
tal growth. Chapter 3 describes experimental studies of crystal growth, experimental 
techniques used in the study of crystal growth and presents a case study of previous 
results obtained with a crystal which features prominently in the present study. In part 
III the experimental techniques employed in the present study are discussed in some 
detail. Chapter 4 deals with the development and operation of a laser interferometer 
for growth rate measurement and dynamic observation of crystal growth. Chapter 5 
describes the techniques employed for the atomic force microscopy of crystals in the 
present study. Part IV presents the results and discussion of the present study. Chapter 
6 presents the results and limited discussion of combined interferometry and ex-situ 
atomic force microscopy experiments in which measured growth rates are interpreted 
in terms of the structure of the sources responsible. Chapter 7 presents and discusses 
in-situ atomic force microscopy studies of crystals growing from impure solutions. 
Chapter 8 presents a general discussion of the results in terms of theories of crystal 
growth and experimental studies by other workers. Part V presents conclusions from 
the present study and suggests future experimental studies prompted by the results of 
the present study. Finally, part VI presents appendices of experiments and computer 






The Theory of Crystal Growth
2.1 Introduction
In the field of crystal growth, theoretical ideas have always held a position of central 
importance. Even before the modem era man has speculated about the nature and 
formation of crystals. Scheel [7] has discussed the history and origins of the subject 
in considerable depth. This history is interesting in its own right, however this chapter 
is necessarily restricted to a more focussed description. The chapter is informally 
divided into three parts. The first considers the thermodynamic and crystallographic 
background which is basic to crystal growth. The second considers the development of 
the modem theory of crystal growth up to and including the theory of Burton, Cabrera 
and Frank, which marked a turning point for the subject. The final section discusses 
developments from that time to the present.
2.2 Chemical Thermodynamics
The growth of crystals from a mother phase is an example of a phase transition and as 
such is subject to the laws of chemical thermodynamics. The discipline of chemical 
thermodynamics is, as the name suggests, the study of the application of the laws of 
thermodynamics to chemical systems. The power of thermodynamics lies in its gen­
erality. The four laws of thermodynamics are axiomatic, therefore results formally
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derived from them may be regarded as truths. A caveat of this statement is that they 
generally hold strictly true only under very precisely defined conditions. Usually this 
means at equilibrium. Thermodynamics itself is therefore divided into equilibrium 
thermodynamics and non-equilibrium thermodynamics. The latter is a highly spe­
cialised and somewhat esoteric field and will not be considered further here, though 
it does have specific applications in crystal growth, see for example van der Eerden 
[8]. Equilibrium chemical thermodynamics on the other hand is basic to the study of 
crystal growth, hence its discussion at this stage. Numerous texts dealing specifically 
with the equilibrium thermodynamics of crystal growth systems are available [9-11]; 
a brief review of key results is presented here.
In essence equilibrium chemical thermodynamics comprises a set of relationships be­
tween functions of the state of a system, which are derived from the laws of thermo­
dynamics applied to the system at equilibrium. Familiar examples of the functions of 
state of particular relevance to crystal growth are the temperature, T, the pressure, P, 
the internal energy, U , the enthalpy, H  and the entropy, S. The first two functions are 
examples of intensive functions of state, which depend only on the state of the system 
and not its size. The remainder are all extensive functions of state because they are 
dependent on the size of the system.
This generality and the absence of assumptions means that thermodynamics can pro­
vide insights about the bulk properties or behaviour of a system without the need for 
a detailed atomic model of the system under consideration (which is the realm of sta­
tistical mechanics). The significance of this fact to the history of the study of crystal 
growth is that important progress was possible in the understanding of crystal growth 
phenomena even in the absence of a coherent atomic theory and decades before a true 
understanding of the structure of crystals was available through pioneering work in 
x-ray crystallography. Much of the detail of chemical thermodynamics was worked 
out by one man, J W Gibbs, who is now regarded as the father of the subject. Be­
tween 1875 and 1876 Gibbs published a series of seminal papers entitled “On the 
Equilibrium o f Heterogeneous Substances”, which have been collected together [12]. 
Amongst the numerous ideas promulgated in this work, perhaps the most important 
from the point of view of crystal growth were the concept of the chemical potential, 
the phase rule (or Gibbs phase rule) and the insights into the role of interfaces and the 
process of nucleation.
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2.2.1 Gibbs Free Energy and Chemical Potential
Of the thermodynamic functions of state, one of the most important from the perspec­
tive of crystal growth is the Gibbs free energy1 or Gibbs function, G, which is defined 
as
G =  H - T S  (2.1)
where H  is the enthalpy, T is the absolute temperature and S is the entropy.
The Gibbs free energy is an example of a thermodynamic potential function. It is a 
property of the Gibbs function that when a system at constant temperature and pressure 
is at equilibrium, the Gibbs function is at a minimum. A frequently cited mechanical 
analogy is the location of a ball in a cup, or similar. At mechanical equilibrium the ball 
will come to rest at the bottom of the cup. In this case the potential is gravitational, 
in chemical systems a thermodynamic potential such as the Gibbs function applies. In 
differential form the condition for equilibrium can be expressed as,
dG = 0. (2.2)
From this condition it follows that at constant temperature and pressure, any chemical 
change which results in a reduction of the Gibbs function will occur spontaneously 
as it will occur in the direction of the equilibrium condition. Such a process can be 
represented by changes in the Gibbs function. If the Gibbs function of the initial state 
of a system is Gi = Hi — TSi and the final state is Gf  =  Hf  — TSf,  then the change 
in the Gibbs function AG on going from the initial to the final state is G / — G, =  
( H f - H i ) - T ( S f - S i )  hence
AG =  AH - T A S  (constant T). (2.3)
When AG is negative, then the change will occur spontaneously, since it serves to lower 
the Gibbs free energy. If then, the Gibbs free energy of a crystal at constant temperature 
and pressure is Gc and that of the fluid phase (i.e. solution, melt or vapour) is G / then 
the Gibbs free energy of crystallisation will be Gf  — Gc =  AGcryst- If AGcryst >  0 
then the crystal will be unstable with respect to the fluid phase and will evaporate,
melt or dissolve. If AGcrySt < 0 then the crystal will be stable and grow. Another
thermodynamic function which plays an important role in the description of crystal
l So called because it represents the maximum available work available from a system at constant 
temperature and pressure.
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growth is the chemical potential. The chemical potential is a unifying concept for 
the description of chemical equilibrium in heterogeneous systems. For a system at 
constant temperature and pressure, it is defined as the change in the Gibbs free energy 
of a phase due to the addition or subtraction of an infinitesimal amount of a component2 
to that phase. Hence the chemical potential pi of the zth component within a phase is 
defined as
dr) =/Ji (2-4)\ d n i / T , P , n j
where G is the Gibbs free energy of the phase and nt the number of moles of compo­
nent i. It should be noted that the chemical potential is equivalent to the partial molar 
Gibbs function. Gibbs showed that, when a system was in a state of thermodynamic 
equilibrium, the chemical potential was equal in every phase. He subsequently used 
this concept to formulate the phase rule which describes the relationship between the 
number of separate components of a system, the number of phases and the variance3. 
Though the phase rule plays a fundamental role in many crystal growth systems, partic­
ularly multicomponent systems, for growth from solution its implications are usually 
obvious and it will not be considered further here.
2.2.2 Supersaturation
Since the equilibrium condition for a chemical system is that the chemical potential of 
each component is the same in every phase, then the driving force for change is a dif­
ference in chemical potential. The difference in the chemical potential of a component 
between phases is termed the absolute supersaturation, Ap:
Ap = p i - p j  (2.5)
where m  and pj are the chemical potentials of the component in the ith and jth  phases 
respectively. Thus a crystal will be in equilibrium with its vapour or solution when 
P f= p c and hence Ap =  0. For p /  j=- pc growth or evaporation/dissolution will occur. 
Because the chemical potential is a somewhat abstract concept and not an easily mea­
sured quantity, the absolute supersaturation is not a practical measure of the potential
2The term component as used here implies a chemical entity such as an element or compound which 
cannot be separated without chemical reaction
3 A phase is defined as an intimate and completely homogeneous mixture of components. The vari­
ance is the total number of intensive state variables which can be adjusted without producing a change 
in the equilibrium number of phases
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for change. As a result, other more practical measures have been established to de­
scribe the driving force for change. With suitable assumptions, such as ideal gas or 
solution behaviour, these measures can be related to the chemical potential difference. 
One of the most important definitions for the study of crystal growth from solutions is 
the relative supersaturation based on the solubility of a solute in a solution. The rela­
tive supersaturation of a solution, o, is defined as the following dimensionless ratio4,
C t - C oG =  — ——  (2.6)
Co
where C j is the actual concentration of solute in solution at temperature T  and Co is 
the equilibrium concentration of solute at temperature T. The ratio Ct /Co in equation 
2.6 is called the saturation ratio a. Thus equation 2.6 can be written as
o  =  a - 1. (2.7)
It must be stressed that equilibrium thermodynamics alone can say nothing of the rate 
at which a process such as a phase transition will occur. Time is not a variable in 
any thermodynamic relation. Thermodynamics can only state under what conditions 
a change can occur in terms of state variables. In fact, equilibrium thermodynamics 
is strictly limited to so called reversible processes. A reversible process is one which 
occurs infinitely slowly and never deviates from equilibrium. Clearly these conditions 
are never actually met in practice and must therefore always be regarded as limiting 
cases. The explanation of the rates of processes is the subject of chemical kinetics. 
Equilibrium thermodynamics does nonetheless play a role in determining the kinetics 
of a process as will be discussed in the next section.
2.2.3 Finite Phases and Nucleation
Another major contribution by Gibbs to the chemical thermodynamics of heteroge­
neous systems was his realisation that the thermodynamics of finite phases are com­
plicated by the presence of an interface. The term finite phases implies phases whose 
dimensions ensure that a significant amount of the matter of the phase is in the vicinity 
of the phase boundaries. Obviously the smaller the dimensions of a phase, the more of 
it will be in the vicinity of the phase boundary. The concept of a surface tension had
4It should be noted that the definition of relative supersaturation varies depending on the nature of the 
system. For example, in the vapour phase it is defined in terms of the actual and equilibrium pressures. 
In melts, typically the supercooling AT is used.
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been first introduced by Young and Laplace to explain the shapes adopted by liquid 
droplets, bubbles and liquids in capillaries. Gibbs formalised the concept and intro­
duced the concept of a specific surface or interfacial free energy which is equivalent 
to the reversible work required to create unit area of surface. The specific surface free 
energy is then the excess free energy associated with a phase due to the presence of 
unit area of surface. Gibbs used purely thermodynamic arguments to arrive at the con­
cept of the surface free energy, however its origin is often qualitatively explained in 
molecular terms. The equilibrium state of a molecule in a bulk phase assumes it to be 
completely buried within the phase and to be completely surrounded by an equilibrium 
number of neighbours (the coordination number). At the interface however, molecules 
have fewer than their equilibrium number of neighbours. Consequently their chemical 
potential differs from that of the molecules within the bulk of the phase. This is the ori­
gin of the excess chemical potential that is the surface free energy. The quasi-chemical 
argument given here is often referred to as the “dangling bond” model.
The interface between different phases always has an associated interfacial free energy. 
Gibbs realised that when a new phase forms in an existing phase that work must be 
done to create the interface. Consider the case where a new phase forms spontaneously 
in an existing phase as a consequence of its having a lower free energy than the parent 
phase. Initially the new phase must be very small and therefore the surface area to 
volume ratio would initially be large5. If the positive work of formation of the surface 
of the new phase exceeds the negative free energy change due to the formation of 
the bulk of the new phase, then the net free energy change will be positive and in 
accordance with equation 2.3 the change will be thermodynamically unfavourable. 
Thus, the work required to create the interface acts as a barrier to the formation of the 
new phase. The new phase will only become stable when it grows beyond a certain 
size after which the negative free energy change due to the formation of the bulk of 
the new phase exceeds the positive free energy change due to the surface. That is, the 
contribution to the total free energy from the surface becomes negligible. In order to 
illustrate these concepts more formally, consider the following simplified analysis.
For the sake of simplicity consider the case of the formation of a spherical liquid 
droplet from a vapour. If nv is the number of moles of vapour with chemical potential 
Hv (which is a function of the temperature, T  and pressure, P) then the Gibbs free
5An exception to this assertion occurs for the case of formation of a new phase by spinodal decom­
position.
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energy of the initial state of the system at constant T  and P will be given by,
G7 — nv/jv (2 .8)
If now a liquid droplet with bulk chemical potential /i/ forms from «/ moles of the 
vapour then the new expression for the state of the system will read
G f = {nv -n i) i iv + nnii+4%rl y  (2.9)
where Y is the surface free energy of the liquid surface6. That is, in addition to the free 
energy of the bulk phases, there is an additional contribution from the surface.
Subtracting equation 2.9 from equation 2.8 and making the substitution «/ =  47tr3/3v/, 
where v/ is the volume per molecule in the liquid, then we obtain the following ex­
pression for the free energy change of the system due to the formation of a spherical 
droplet of radius r,
AG(r) =  - 4  +  47V2y (2.10)
3 v/
where Afi = fiv — /i/.
Equation 2.10 possesses a term for the bulk phases and a term for the interface or 
surface between phases. A maximum in this function occurs at a specific radius r* 
which may be obtained by differentiation. Doing so yields the following formula for
r *’ ^
r* =  - ^ .  (2.11)
A/i
Equation 2.11 is a form of the Gibbs-Thomson equation and gives the condition for 
equilibrium of the droplet or nucleus with the vapour phase. It effectively states the 
excess chemical potential due to the size and curvature of the droplet. The equilibrium 
of the nucleus with the vapour is unstable however. Removal of molecules from it 
will reduce the Gibbs free energy of the system giving it a tendency to evaporate.
Addition of molecules will similarly reduce the Gibbs free energy and so there is a
thermodynamic tendency for the nucleus to grow. This is equivalent to saying that the 
vapour pressure of the droplet is greater than that of the bulk liquid phase. Nuclei of 
radius r* are called critical nuclei and r* is termed the critical radius. Unstable nuclei 
with r < r *  are commonly referred to as embryos. The maximum value for AG(r) can
6Strictly, the surface energy will exhibit a dependence on the droplet size and curvature. These 
effects are usually neglected in elementary treatments.
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be obtained by substitution of 2.11 into 2.10 giving
\ 6 K fv l  
3Aji7
AG* =  - TTi Ti .  (2.12)
Equation 2.12 represents the free energy barrier which must be surmounted for con­
densation from a vapour to occur and it is this barrier which allows a parent phase to 
become supersaturated without formation of the new phase. This is the origin of the 
so called metastable zone. The metastable zone is a region of the phase diagram of 
a system in which, despite being supersaturated, nucleation of the equilibrium phase 
does not occur. An interpretation of this effect is that the equilibrium phase diagram 
applies to an infinite phase and does not consider the work of formation of the inter­
face. Put another way, the excess energy required to surmount the free energy barrier 
to condensation is provided by the supersaturation. The supersaturation represents the 
chemical potential energy available to do work of interface formation. The greater the 
supersaturation then the greater the chemical potential energy available for interface 
formation and hence nucleation. More detailed treatments of nucleation go on to con­
sider the equilibrium population of critical nuclei in a phase at a given supersaturation. 
In general it is found that above some threshold of supersaturation the population of 
critical nuclei in the system increases rapidly.
The foregoing discussion has been restricted to the case of homogeneous nucleation. 
In the case of heterogeneous nucleation, the nucleus uses a foreign phase as a substrate 
on which to form. This may result in a reduced free energy barrier to nucleation if the 
interfacial energy between the new phase and the substrate is less than that between 
the new phase and its parent phase. The relative importance of homogeneous and het­
erogeneous nucleation is the subject of much discussion. For the sake of simplicity 
condensation of a liquid droplet from the vapour phase has been considered however 
similar arguments apply for nucleation of solids from melts, solutions and other solids. 
The key complications are the possibility of anisotropy in surface energy and the ex­
istence of lattice strain at the interface. Further discussion of the former will be given 
in section 2.4.1. In such cases, analogues of the equations in the preceding argument 
exist. In particular the Gibbs-Thomson equation also applies in solutions however in 
this case it relates the size of the nucleus to its solubility rather than its vapour pressure.
The field of nucleation is substantial and active in its own right and only the most 
elementary of descriptions has been given here. For the purposes of crystal growth 
theories nucleation is often taken as given. According to this rationale, crystallisation
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can be considered the result of two sequential processes, nucleation and growth. In 
attempting to explain the rates of growth and the morphology of crystals very much 
larger than a critical nucleus, the assumption is valid. For more detailed discussion of 
nucleation consult Chernov [9], Strickland-Constable [10] or Markov [13]. It should 
be stressed that at high supersaturations and in other cases where the size of the crit­
ical nucleus is very small, the macroscopic thermodynamic concepts such as surface 
energy are no longer applicable as they become ill-defined when the dimensions of the 
phase approach the order of magnitude of molecules. In these cases, the atomistic ap­
proach, avoiding the use of bulk thermodynamic properties becomes more appropriate. 
An elementary introduction of atomistic nucleation theory has been given by Markov
[13].
2.3 Crystallography and Crystal Defects
2.3.1 Crystallography
The study of crystal growth is intimately linked to the science of crystallography and 
crystal defects. Clearly it is not possible to understand the formation of crystals with­
out a knowledge of the structure of the resulting crystals. Crystallography, the formal 
science of crystals, originated from mineralogical descriptions of habit and form of 
natural mineral specimens [7]. In the early days it was largely taxonomical, however 
gradually a scientific understanding developed. This included the concept of the unit 
cell as a conceptual building block from which the entire crystal could be built and 
the description of crystal faces and edges by a system of indices, the Miller indices. 
Also the recognition of the 14 fundamental space lattices (the Bravais lattices) and 
their relationship to the unit cell; the different symmetry classes and their mathemati­
cal description by point groups and space groups and their division between 7 crystal 
systems; all contributed to the framework of formal crystallography. It is worthy of 
note that many of these developments occurred long before the general acceptance of 
the atomic theory.
The real breakthrough for crystallography came with the discovery of x-ray diffrac­
tion which is now virtually synonymous with crystallography. With this development 
the unit cell was formalised as the smallest subdivision of a crystal which retains all of
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the symmetry characteristics of the bulk crystal. The Miller indices were generalised 
to describe crystal planes in terms of the unit cell and to the x-ray reflections from a 
specific set of planes. The historical development of x-ray crystallography has been 
discussed in many books including one by W L Bragg, a founder of the discipline
[14], in which the concepts mentioned here are introduced in a personal and highly 
entertaining account.
2.3.2 Crystal Defects
As will be shown, the growth of crystals is perhaps even more intimately linked to 
crystal defects than to formal crystallography itself. The defects present in crystals are 
typically divided into three groups, defined by their spatial dimensions. These are the 
point, line and planar defects respectively. The point defects include vacancies, inter­
stitials, Schottky and Frenkel defects. The presence of these defects in crystals serve 
to increase the configurational entropy of the crystal. By reference to equation 2.3, this 
results in a reduction of the free energy of the crystal and so at equilibrium there will 
be an equilibrium concentration of point defects. That is, at temperatures greater than 
zero Kelvin, crystals always contain point defects.
The planar defects include free surfaces, grain boundaries, stacking faults and twin 
planes. Clearly all finite crystals must have a surface. However crystals without the 
other types of defect can be obtained since these always raise the free energy of the 
crystal and consequently cannot exist in equilibrium with the crystal. The surface is of 
course where growth occurs and so it holds a special position with respect to crystal 
growth. Surfaces can differ significantly in their structure from the bulk underlying 
solid as a result of phenomena such as relaxation and reconstruction, in addition to 
adsorption of other species from the surroundings. Relaxation is the phenomenon in 
which the interatomic spacing of crystal lattice planes near the surface differ from 
those in the bulk. Reconstruction is the phenomenon where the actual atomic posi­
tions of the structure at the surface differ from those in the bulk. Reconstructions are 
considered to be actual phase transitions of the surface and have associated transition 
temperatures. These phenomena are driven by the tendency to reduce the surface free 
energy because the molecular arrangement which minimises free energy in the bulk 
may not be that which minimises it at the surface. In this sense they are related to the 
quasichemical dangling bond model of section 2.2.3. According to this model, recon­
struction occurs in an attempt to minimise dangling bonds.
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The line defects or dislocations also hold a special position in crystal growth though at 
first sight this is less obvious than for the surface and so a little more detail is warranted. 
Before proceeding it should be noted that all classes of defect apply to all types of crys­
tal from simple metals and ionic solids, through molecular crystals to macromolecular 
crystals of proteins, for example. Their relative importances may vary however.
In the early days of x-ray crystallography, the measured intensities and linewidths 
of diffracted x-ray beams were found to be much more intense and wider respectively 
than predicted by theory. Darwin [14] reasoned that this may be due to slight misalign­
ments of regions of the crystal and he introduced the concept of the mosaic crystal to 
explain this. The mosaic crystal was very successful in explaining the intensity and 
linewidth of diffracted x-rays, however Darwin did not offer a theory for the occur­
rence of the misorientations. Contemporary with the development of X-ray diffraction 
in the early decades of the 20th century, there was increasing realisation that exist­
ing theories of the solid state were inadequate to explain the mechanical properties 
of crystals. An increasing number of physicists and metallurgists were attempting to 
explain the strength and plasticity of crystals - particularly metal crystals. In particular 
it was found experimentally that the yield stresses of real crystals were several orders 
of magnitude lower than that predicted by theory, based on the work required to break 
the bonds between crystal layers [15].
This lead to the concept of the dislocation, introduced independently by Taylor, Orowan 
and Polanyi [16], as a model for explaining this observation. It is notable that this was 
introduced as a theoretical construct with no experimental basis. Taylor [17] suggested 
that if an incomplete plane of atoms were present within a crystal lattice, that a stress 
applied to the crystal could cause the relative movement of this half-plane of atoms 
through the crystal, hence leading to a plastic deformation by the successive break­
ing and reforming of the bonds at the end of the half plane only. Thus, the number of 
bonds required to be broken for plastic deformation to occur was dramatically cut, thus 
reducing the necessary work required and hence the yield stress. The success of the 
dislocation model of plastic deformation stimulated much new research in this area. 
Subsequently, it was realised by the Dutch physicist Burger [17] that the dislocation 
described by Taylor [17] was only one example of a family of defects which could be 
characterised abstractly as one-dimensional or “line defects”. In the case of Taylor’s 
original dislocation formed by a half-plane inserted in the crystal, the line defect is 
considered as the edge of the half plane for this is where the crystal structure is dis­
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torted. Hence this type of dislocation is known as an edge dislocation. Burger [17] 
realised that other types of dislocations could exist. He introduced a vector defined 
as the closure failure of a circuit around lattice points in a dislocated crystal, encom­
passing the dislocation line, compared to the same circuit in a region of perfect crystal. 
The circuit is known as a Burgers circuit, the vector is the Burgers vector, b of the 
dislocation.
Dislocations are characterised by the orientation of the Burgers vector with respect to 
the dislocation line direction. In Taylor’s edge dislocation the direction of deformation 
is normal to the dislocation line direction. The plane within which both vectors lie 
is called the slip plane. At the other extreme from the edge dislocation, Burgers [17] 
conceived a dislocation in which his vector is parallel to the line direction vector. Geo­
metrically, such a dislocation can be represented as creating a shear deformation along 
the axis of the dislocation line, resulting in a helical distortion of the crystal structure 
centred on the dislocation line. For this reason, such dislocations are referred to as 
“screw” dislocations.
Burgers [17] went on to show that, conceptually at least, dislocations of arbitrary ori­
entation could exist in which the Burgers vector could be represented as the vector sum 
of edge and screw dislocations and moreover that the character of a dislocation could 
change along its length. Such a dislocation is a “mixed” dislocation. As a vector, the 
Burgers vector has an orientation which implies that dislocations of opposite sign may 
exist. For example, if a screw dislocation with Burgers vector b forms a right handed 
screw, then a dislocation with Burgers vector —b will form a left handed screw. Refer­
ring to figure 2.2, the dislocation of opposite sign will be the mirror image of this, that 
is, the right hand side of the crystal will be higher than the left. A similar argument 
holds for edge, or indeed, mixed dislocations. It should be obvious that if two disloca­
tions of equal magnitude but opposite sign meet, that they will annihilate each other, 
leaving a region of perfect crystal.
A large body of knowledge now exists about the genesis and mechanics of dislocations 
and their reactions and interactions with each other and other types of defect. Some 
of the more important results from the point of view of crystal growth are summarised 
here. A fundamental feature of dislocations in crystals is that the Burgers vector is 
always conserved. That this is necessarily true is easily shown by the fact that the 
dislocation line cannot simply cease to exist within the crystal. In the example of the 
edge dislocation formed by the extra half plane of atoms, the extra half plane and its
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Figure 2.1: Schematic o f a crystal with an edge dislocation formed by the insertion o f an extra half­
plane. The sequence illustrates the glide motion o f the dislocation resulting in a deformation o f magni­
tude |b|, where b is the Burgers vector. In the first image a schematic Burgers circuit through perfect 
and dislocated crystal is shown.
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Figure 2.2: Schematic of a crystal with a screw dislocation.
edge, the dislocation line, is either present or not. The edge of the half plane can only 
cease to exist at a free surface of the crystal or it must form a junction with other dis­
locations or a closed loop with itself. If the Burgers vector is equivalent to a lattice 
translation vector then it is a perfect dislocation because passage of the dislocation 
through a region of perfect crystal results in no net change to that region of crystal, i.e. 
it remains perfect. When this condition is not met, passage of such a dislocation re­
sults in a change to the packing of the original perfect crystal. This type of dislocation 
is referred to as a partial dislocation because its Burgers vector is some fraction of a 
lattice translation vector. The region of distorted crystal left in the wake of a partial 
dislocation is called a stacking fault. It should be recognised at this point in the dis­
cussion that the lattice planes of a crystal containing a single perfect screw dislocation 
will form a single helicoidal lattice plane; that is, a single spiral ramp.
The distortions of the crystal structure at the dislocation line are effective strains and 
are therefore necessarily accompanied by a stress field and the dislocation will have 
an associated elastic strain energy, which is found to be proportional to the square of 
the magnitude of the Burgers vector, |b |2. The magnitude of the stress at the core of 
a dislocation is dependent on the details of the crystal structure and is directly related 
to the elastic constants of the particular crystal. Because of the strain energy, work 
must be done on a crystal to create a dislocation. This work can be regarded as a dis­
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location line energy or “line tension” by analogy with surface tension. It follows that 
the free energy of a dislocated crystal will differ from that of a perfect crystal by an 
excess free energy which is the line tension. Because of the line tension, a dislocation 
within a crystal will strive to minimise its length, and at equilibrium should disappear 
altogether as was discussed previously.
The mechanism of plastic deformation requires the motion of dislocations. There are 
two mechanisms by which a dislocation can move. The first is variously called slip, 
glide or conservative motion and occurs when the dislocation line moves through the 
crystal structure under the application of an applied stress in the manner described 
above for Taylor’s edge dislocation. The second mechanism is climb and results from 
the interaction of the dislocation with vacancies within the crystal. The diffusion of 
vacancies to the dislocation line results in a vacancy in the dislocation line called a 
jog. Consider the edge dislocation. If vacancies diffused to the edge of the half plane 
along its length, the half plane would move upwards by one lattice position. This is an 
important mechanism in the annealing out of dislocations in crystal structures.
From the preceding discussion it should be clear that the various classes of crystal 
defect do not exist in isolation, they are all capable of interaction in some way. For ex­
ample, dislocation arrays can form grain boundaries and sub-grain boundaries, partial 
dislocations can form stacking faults, vacancies can form jogs in dislocation lines etc, 
the list is long. Finally, it should be remarked that the concept of dislocations provided 
a microscopic explanation of the mosaic blocks invoked by Darwin [14] to explain 
the intensity and linewidth discrepancy in the x-ray diffraction patterns from single 
crystals. The mosaic blocks would now be interpreted as relatively perfect blocks of 
crystal separated one from another by a narrow region of dislocated crystal. The pres­
ence of the dislocations is sufficient to provide the small angular distortions between 
the mosaic blocks which give rise to the mosaic spread.
2.4 Morphology of Crystals
Attempts at an explanation of the morphology or shape of crystals has a long history 
and goes back to the early mineralogical investigations. The problem is essentially one 
of a successful synthesis of the ideas of the foregoing sections on crystallography and 
thermodynamics with the forthcoming sections on growth kinetics. The developments
42
however have not always occurred in a strict chronological order. A succinct review, 
emphasising the synthesis aspect has recently been given by Chernov [18]. Early ef­
forts at explaining the morphology of crystals considered only the equilibrium form 
and perfect crystals. Later developments have accounted for the importance of kinetic 
factors and defects in the formation of crystals. There is a certain nomenclature for the 
description of the morphology of crystals. A form  is the collection of faces, expressed 
by their Miller indices which are present on a crystal specimen. The habit of a crystal 
is its shape defined by the relative sizes of faces of the form. Thus, two crystals may 
have the same form but a different habit if the relative sizes of individual faces differ. 
The relative sizes of different faces on a crystal form what is known as the order of 
morphological importance.
2.4.1 The Gibbs - Wulff - Curie Theorem
Gibbs’ work on the properties of surfaces and interfaces in heterogeneous systems as 
discussed in section 2.2 led him to consider the equilibrium shape of finite solid phases 
[12] by extension to the rules for liquid phases. The basic problem is the same as that 
for liquid phases - to find the shape of the solid which will minimise the free energy 
of the system. For isotropic solids, i.e. solids in which the surface energy is equal 
in all directions, the problem is equivalent to that for a liquid. In this case the shape 
that minimises the surface free energy is a sphere, as this is the shape with the lowest 
surface area to volume ratio in three dimensions. Gibbs [12] realised however that 
crystals may have an anisotropic surface free energy and that this would give rise to 
a non-spherical equilibrium shape. The equilibrium shape itself is given then by that 
shape which for a given amount of matter minimises the surface free energy. Gibbs 
[12] also realised that crystal faces coincident with lattice planes will be close packed 
and have very much lower surface free energies than neighbouring orientations and 
that these would consequently be most prominent on crystal forms. Wulff [13, 19] 
introduced the concept of a polar free energy diagram (often referred to as a y-plot) to 
represent the anisotropy of surface free energy and a theorem which bears his name 
which essentially states that the equilibrium shape of a crystal can be obtained from 
a construction based on the polar surface free energy diagram. Because of the close 
packed orientations, the polar diagram is considered to contain cusps or singularities 
coincident with these orientations. Application of Wulff’s theorem (also known as 
the Gibbs-Wulff-Curie theorem) to a cusped polar diagram results in faceted crystal 
forms of singular faces, so called as they are associated with singularities in the y-plot.
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Apparently simple though these concepts appear, this is deceiving and they hide a con­
siderable amount of mathematical complexity which is a subject in its own right. Key 
areas of which have included seeking proofs of Wulff’s theorem and using the con­
cepts in the statistical mechanical description of crystal surfaces. For a more complete 
description consult Pimpinelli and Villain [19]. Amongst these developments, Herring 
[20, 21] published lengthy extensions to the earlier work. Notable amongst his find­
ings was that in some circumstances the equilibrium form could contain non-singular 
faces which may be curved on the equilibrium form.
2.4.2 The Law of Reticular Densities
Because of the special role played by close packed or singular faces in determining the 
equilibrium crystal shape, it was expected that the shapes of crystals, dictated by the 
order of morphological importance, could be predicted from the order of close packed 
crystallographic planes. That is, the crystal planes with the highest planar density of 
atoms (the highest reticular density) would have the highest morphological importance. 
As a general rule this corresponds to the lattice planes of greatest separation, d ^ i, and 
so the predicted crystal form could be constructed simply from known plane spacings. 
This law, known as the Bravais-Friedel law [22], was found to be quite successful in 
predicting the shapes of some mineral crystals, though there were notable failings also. 
Following extensions by Donnay and Harker and Donnay and Donnay [22], in which 
consideration of the symmetry elements of the crystal structure was shown to account 
for some of the noted discrepancies, these laws are now variously known collectively 
as the geometrical law, the law of reticular densities or the Bravais-Friedel-Donnay- 
Harker (BFDH) law. An obvious limitation is that no account is taken of the process 
of formation of the crystal or the medium from which it forms. It simply relates the 
shape to the internal structure of the crystal. That the internal structure of a crystal 
plays a role in dictating its shape was quite apparent from many observations, however 
the counter-examples were sufficiently numerous to imply that this was not the sole 
factor.
There is also a kinetic interpretation of the law of reticular densities, which is that 
the faces of highest reticular density are those which are slowest growing because they 
are formed of more molecules than other faces and therefore take longer to construct. 
From simple geometric considerations of the rate of advance of a face away from the 
growth centre, it is obvious that the slowest growing faces on a crystal will become
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the largest. The fastest growing faces will be eliminated altogether from the crystal 
form by a process called “wedging out”. This argument indicates that there are kinetic 
factors in determining crystal habit and form in addition to equilibrium factors.
2.4.3 The Morphological Theory of Hartman and Perdok
In an attempt to rectify the inadequacies of the purely geometrical basis of the law 
of reticular densities, Hartman and Perdok [22-25] presented an analysis of the re­
lationship between crystal structure and crystal morphology based on the energies of 
the bonds formed during crystallisation. They introduced the concept of attachment 
energy defined as the bond energy released when a single building unit is integrated 
into the crystal. They postulated that the time required for the formation of a bond 
decreases with increasing bond energy. Therefore the displacement of a face will be 
proportional to the attachment energy. Though they could not provide a formal justi­
fication of the method, they found in practice that it gave rather good agreement with 
the observed morphology of several minerals.
In order to estimate the attachment energies they devised the concept of the periodic 
bond chain (PBC). A periodic bond chain is an uninterrupted chain of strong bonds 
which runs through the crystal structure and which are formed during the crystallisa­
tion process. Hartman and Perdok stressed the latter caveat. Only the bonds which 
form during crystallisation are significant. They devised a classification scheme for 
crystal faces based on the number of PBCs which lie parallel to them. Citing an anal­
ogy with Burton and Cabrera [26] for the terminology, Hartman and Perdok classified 
faces as flat, stepped or kinked. Kinked, or K-faces have no PBCs parallel to them. 
Stepped or S-faces, lie parallel to one PBC. Flat or F-faces lie parallel to at least two 
PBCs. According to Hartman and Perdok, the attachment energy for the respective 
classes of face increases in the order F,S,K. Therefore, from their original postulate 
they state that the advance velocities of crystal faces will increase in the same order. 
Therefore by classifying the faces of a crystal through the number of PBCs parallel to 
them, the growth rates and hence morphology of the crystal could be found. They ar­
gue on this basis that only the F-faces are significant on crystal forms and that, although 
under some circumstances the S-faces may appear with minor importance, K-faces are 
rapidly eliminated by wedging out and consequently never appear on a crystal form.
45
2.5 Classical Theories of Crystal Growth
The equilibrium shape of a crystal is almost never observed in practice, except in the 
case of very small crystals [27]. As Frank has pointed out [28], once a crystal exceeds 
a certain size the excess free energy associated with a deviation from the equilibrium 
shape becomes negligible compared to the supersaturation. Its shape will then be dic­
tated by its kinetics of formation. The first “scientific” description of the kinetics and 
mechanism of the growth of crystals is attributed to Gibbs [12] who anticipated the 
later development of the theory. This description, although lucid, formed only a foot­
note in the work of Gibbs [12]. Gibbs’ principle concern was thermodynamics and 
equilibrium. Since mechanism and kinetics is not the concern of thermodynamics it is 
unsurprising that Gibbs did not pursue the argument. Aside from contributions from 
Wulff and Curie [13], the theory of the kinetics of growth of crystals mainly devel­
oped during the first half of the twentieth century and is largely associated with the 
names Kossel, Stranski, Kaishew, Volmer, Frenkel, Becker and Doring. In the fol­
lowing discussion for the sake of brevity the findings of this group of authors will 
mainly be referred to collectively. A more comprehensive history of the development 
of the early classical theories is available in older textbooks, for example Strickland- 
Constable [10]. Also, a succinct and lucid account of the salient features of these 
ideas has been given by Frank [4]. The early theories were intimately related to gen­
eral theories of nucleation and growth of phases such as the nucleation and growth of 
liquid droplets from supersaturated vapours. Given the thermodynamic formalism of 
Gibbs, these authors considered questions about the equilibrium population of nuclei 
of a second phase in a parent phase under given conditions as outlined in section 2.2.3. 
These authors also collectively considered the rates of growth of a new phase. In par­
ticular Becker and Doring [10] developed a formal “molecular” theory of nucleation 
in which nuclei were considered to be molecules in their own right and the addition 
of true molecules to the nuclei was a chemical reaction characterised by conventional 
reaction rates and equilibrium constants. For an introductory description of the the­
ory see, Strickland-Constable [10], Markov [13] or Frank [29] . This theory proved 
to be a great success in predicting the nucleation of liquid droplets from supersatu­
rated vapours. Having dealt with the formation of stable nuclei, the theories of growth 
of droplets, based on the accretion of molecules by collision with the nucleus, was 
similarly successful. For these models the kinetic theory was drawn upon for the col­
lision frequency of vapour molecules with liquid droplets and the rate of growth was 
completely explained by mass transport to the growing nucleus.
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2.5.1 The Kossel Crystal
The classical theory was less successful in predicting the rates of growth of crys­
tals from the vapour phase however. Kossel in particular recognised that this could 
be explained if collision with the nucleus was not a sufficient condition for integra­
tion into the solid. To better illustrate the point, consider the collision of a vapour 
phase molecule with a liquid droplet. Due to the disordered structure of the liquid it is 
isotropic and homogeneous. Therefore the probability of a colliding molecule “stick­
ing” to the droplet is effectively unity since no particular locations in the droplet are 
special. The growth rate is then simply obtained by calculating the number of colli­
sions. Crystals however have an ordered structure which implies that some ordering of 
the incumbent molecules is necessary before they may be considered integrated into 
the crystal. In the case of a crystal then the “sticking” probability may be significantly 
less than unity. To assist in the description of such ideas Kossel [10] introduced the 
model crystal which bears his name. The Kossel crystal is a simple cubic lattice of 
cubic “molecules” which interact through nearest and second nearest neighbour bonds 
only. The nearest neighbour bonds are formed between molecules which share a cube 
face and second nearest neighbour bonds are formed between those which have an 
edge in common. The coordination number for molecules in a perfect Kossel crystal is 
6 for nearest neighbour bonds and 12 for second nearest neighbour bonds. If the bond 
energy is <J>i between nearest neighbour bonds and 02 between second nearest neigh­
bour bonds then each molecule in the bulk has a bond energy of 60i -I-1202- Note that 
according to this model the crystal binding energy, the work required to separate the 
molecules to infinity, is (60i +  1202)/2  =  30i -1- 602', the factor 2 arising since each 
bond is shared between two molecules. This is actually none other than the enthalpy 
of sublimation of the crystal.
Kossel [10] identified several energetically unique sites on the surface of such a crystal, 
characterised by the number of unsaturated bonds for a molecule at these sites. These 
are shown in the illustration of an incomplete [001} face on a Kossel crystal, illustrated 
in figure 2.3. By counting the number of unsaturated first and second nearest neighbour 
bonds of each type the distinction between these sites is made clear. It should be 
noted that these unsaturated bonds are equivalent to the dangling bonds referred to 
in the discussion of the surface free energy and should be considered the origin of 
the macroscopic surface energy. It is possible to identify the following energetically 
unique sites:
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Figure 2.3: The Kossel crystal (Reproduced from Lewis [30])
1. completed edge,




6 . step edge,
7. completed step,
8 . adsorbed atom,
9. edge vacancy,
10. face vacancy,
11. half crystal position or kink.
Of the various sites shown in figure 2.3 the most important from the point of view of 
crystal growth are those labelled 11. Consideration of the number of unsaturated bonds 
at this type of site reveals that it has energy 3(j>i +  6())2, which is equal to the mean bond 
energy per molecule in the bulk. As a consequence this site is called the half crystal 
position, or by reference to its geometry on the surface, a kink site or kink. A con­
sequence of the unsaturated bonds at a kink is that addition of a molecule to the site
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does not lead to an increase in the number of unsaturated bonds at the surface. From 
a macroscopic viewpoint this is equivalent to having no increase in the surface free 
energy. As a consequence there is no energetic barrier to the addition of a molecule to 
a kink. Geometrically it can be seen that no new unsaturated bonds are created by ad­
dition at a kink site since the kink merely moves one position along on the step. It may 
also be readily seen that formation of any of the other labelled sites leads to a change 
in the number of unsaturated bonds. According to this model, molecules incorporated 
at a kink site become a part of the crystal proper since they then have the same mean 
bond energy as molecules in the crystal interior.
From the above discussion it may therefore be expected that the kink sites will play a 
crucial role in the growth process since this is the main point of entry of a molecule 
into the crystal. Molecules may also become incorporated at edge or face vacancy 
positions however due to the work of formation of such sites their concentration at 
the surface is expected to be much lower than that of kinks for which the work of 
formation is small. Consequently these sites play only a very minor role in crystal 
growth compared to kinks. The growth of a Kossel crystal then may be considered to 
be the process of addition of molecules to kink sites. The kinks then are the special 
sites which molecules must reach before they may join the crystal and their concen­
tration is related to the sticking coefficient described above. Clearly, for a crystal with 
different faces with different kink concentrations, the growth rates of those faces will 
differ. Faces with high kink densities will be rapidly eliminated from the crystal form 
by “wedging out”. For example the {111} faces of Kossel crystals are populated en­
tirely by kink sites and will therefore be expected to be the fastest growing. During 
growth they will therefore rapidly disappear leaving {100} faces only on the crystal 
form. In the growth of macroscopic crystals then it is expected that the faces of low­
est kink density and hence slowest growing will dominate the growth process. There 
are clear parallels here between this model of growth and the theory of Hartman and 
Perdok [22-25] discussed earlier. If only first nearest neighbours are considered, then 
the PBC directions are those which are shared between cube faces of the molecules. 
Only directions which contain exclusively cube faces are PBC directions. Directions 
in which some molecules are only joined by edges are not PBC directions. Accord­
ing to Hartman and Perdok [22-25], the {111} face, of which a portion is shown on 
the nearest comer of figure 2.3, is a kinked or K-face. The top and side faces of this 
crystal, the {100} family of faces, are F-faces. Any face misoriented to one of these 
faces but parallel to the others will be an S-face as it will contain steps. Note that when 
complete, the F-faces are singular, or close packed, in the Gibbs-Wulff-Curie sense.
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Another feature of note is that the existence of kinks relies on the existence of sur­
face steps. For a {100} surface of the Kossel crystal it can be seen that once a step is 
completed that a kink must form on the completed step before the next step layer can 
propagate. It is, however, reasonable to expect that a step will have an equilibrium con­
centration of kinks for entropic reasons and therefore that the propagation of the next 
step layer is not impeded. This point shall be returned to in a later section. However, 
once the surface layer is complete no step and hence kink remains for further growth 
and growth must cease until a new kink site becomes available. Gibbs [12] himself 
recognised that once a face was completed its surface free energy would become sin­
gular. The entropic formation of an entire step on a singular face is improbable and is 
unlikely to result in the formation of new steps.
2.5.2 Two-Dimensional Nucleation
The foregoing conclusion leads to an apparent paradox. If growth leads to the com­
pletion of the face and hence to the elimination of all kinks and steps, how can further 
growth proceed? The early workers considered that the only conceivable mechanism 
by which growth could continue would be if a small island of a new layer formed on 
top of the completed layer by a process of nucleation analogous to the process de­
scribed for nucleation of a bulk phase in section 2.2.3. The analysis is similar to that 
for bulk nucleation with the dimensionality of the problem reduced. Therefore the 
surface free energy is replaced by the step free energy and the process is called two- 
dimensional nucleation. By analogy with the bulk case it is found that there exists a 
critical dimension for the equilibrium nucleus at a given supersaturation and that nu­
clei of size less than this dimension will tend to evaporate whilst those larger are stable 
and will tend to grow. Therefore, the formation of a new layer relies on the formation 
of a two-dimensional nucleus of critical size. Since this process is far slower than the 
growth of the layer itself it is rate determining for crystal growth. Calculations of the 
growth rate of crystals based on this model by Becker and Doring [10] suggested that 
crystals could not grow at an observable rate unless the supersaturation was of the or­
der of 50%. This was contrary to the frequent observation that real crystals may grow 
at observable rates at supersaturations of the order of 1%. In particular, Volmer and 
Schultze [4] had measured the growth rates of iodine crystals from the vapour and had 
found a more or less linear relationship between growth rate and supersaturation down 
to supersaturations of approximately 1%.
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The discrepancy between theory and experiment was, therefore, very large indeed. 
Burton, Cabrera and Frank [31] have shown that the observed growth rate actually ex­
ceeds that predicted by the model by a factor of e3600. Burton [32] has remarked that 
this must be one of the largest recorded discrepancies between experiment and the best 
prevailing theory ever recorded in science and that a crystal growing at the rate pre­
dicted by two-dimensional nucleation would not change perceptibly over a length of 
time of the order of the known age of the universe! Clearly then, the two-dimensional 
nucleation model was inadequate and had to be revised. Burton, Cabrera and Frank 
[31] re-examined the assumptions about the shape of the two-dimensional nucleus in 
Becker and Doring’s model and found a new expression for the equilibrium shape of 
the two-dimensional nucleus by considering the configurational entropy contribution 
due to kinks. However this correction was insufficient to reduce the error by any more 
than a few per-cent at best. A completely new idea was required to break the impasse. 
The problem was how could a repeatable step form and persist on a crystal surface 
without being eliminated by growth?
2.6 The Crystal Growth Model of Burton, Cabrera and 
Frank
The theoretical breakthrough that was required to break the impasse produced by the 
discrepancy between the experiments of Volmer and Schultze and the classical nucle­
ation models came in 1949 with Frank’s realisation that the growth of real crystals is 
intimately related to their defects. The earlier models described in section 2.5 were all 
models of the growth of perfect crystals. Frank realised that the problem of generating 
a repeatable step would be circumvented if the crystal contained a dislocation with a 
screw component terminating at a free surface. Frank realised that a screw dislocation 
would produce a step in the crystal surface which would not be eliminated by the com­
pletion of a layer because the dislocation would distort the entire crystal lattice into a 
single helicoidal layer. Such a step is illustrated in figure 2.2. This idea first found its 
way into print in the transactions of the 1949 meeting of the Faraday Society in Bristol 
[33] which was devoted to the study of crystal growth.
According to Frank’s postulate, such a step contains kinks along its length and that
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as a result of incorporation of molecules the step will advance with constant linear 
velocity. However, since it is regarded as immobile at the dislocation itself, the steps’ 
advance here is impeded and the result is that the step winds up into a helicoidal spiral 
centred on the dislocation outcrop. Frank realised that the winding up of the spiral 
would be limited by the maximum step curvature allowed by the Gibbs-Thomson ef­
fect and that this would depend on the applied supersaturation. The maximum step 
curvature is greatest at the centre of the spiral and is related to the radius of a critical 
nucleus from the classical models. With these ideas the main obstacle to the expla­
nation of the measured growth rates of crystals - the need to nucleate new layers on 
completed singular surfaces - was eliminated.
In 1951 Burton, Cabrera and Frank published their seminal paper [34] in which they 
developed the theory of crystal growth to take into account the role of screw disloca­
tions. The importance of this paper to the science of crystal growth was enormous. 
The theory contained in this paper has come to be known as the BCF theory and it 
now occupies a central position in the theory of crystal growth. The BCF theory has 
been the subject of numerous in depth reviews [4, 5, 10, 35], however its importance 
warrants some discussion. In the following the general development of the theory will 
be outlined with the focus on the most important assumptions and results. The full 
mathematical theory is left out for the sake of brevity.
2.6.1 BCF Part 1: Movement of Steps on a Crystal Surface
In discussing the BCF theory it is important to note first that it is essentially a theory of 
growth from the vapour, though brief consideration of growth from solutions is given. 
The BCF paper itself is divided into four parts. The first part, attributed to Burton and 
Cabrera, deals with the rates of growth of crystals from the vapour. The objective is to 
obtain an analytical expression for the crystal growth rate normal to the surface, which 
is equivalent to the experimentally measured rate of advance of a face. The immediate 
presupposition is made that after a very short period of growth only close packed faces 
(F-faces in the Hartman-Perdok sense) will remain on the crystal and that the problem 
of growth is to obtain an expression for the rate of growth of these faces in terms of 
surface steps, which must be present on the surface if kinks are to be present. The first 
stage is to consider the rate of advance of a single isolated step due to exposure to a 
supersaturated vapour. Using the Kossel crystal model presented before, it is assumed 
that molecules adsorb on the surface from the vapour and that they are mobile on the
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surface, i.e. that surface diffusion occurs. The molecules are considered to have a 
mean lifetime on the surface before they desorb and return to the vapour and that as a 
consequence they have a mean displacement, xs. Also an estimate of the concentration 
of kinks along a step is obtained which a yields a value, jco, for the mean kink separa­
tion. From reasonable assumptions and estimates, it is found that xs »  xo. This result 
is significant to the theory because it allows the step to be regarded as a continuous 
line sink for molecules. As a corollary it also implies that the rate of step advance will 
be independent of the orientation because there will be very many more kinks than 
growth units so that no particular step orientation will be retarded due to a low kink 
concentration. Thus, the surface has circular symmetry with respect to the advance 
velocity of steps.
Having obtained this result, a classical diffusion equation is set up for diffusion into 
the step edge. The boundary conditions of which assume that molecules approaching 
the step from both sides (i.e. either the upper or lower terraces) have equal proba­
bility of entering the crystal. It is assumed that the number of adsorbed molecules 
increases with increasing supersaturation and hence that the surface is supersaturated 
with adatoms. It is also assumed that the relaxation time for entry into the kink is very 
short compared to the mean adsorption lifetime, however a retardation factor, p, is in­
troduced at this stage to accommodate the possibility that the relaxation time may be 
longer due to steric, conformational and orientation considerations. It is also pointed 
out here that if jco >  xs the model will still hold if diffusion along the step edge is per­
mitted. With these assumptions the diffusion equation is solved and an expression for 
the rate of advance of the step is obtained. Using this result, the rate of advance of an 
equidistant parallel train of steps with separation yo is next obtained. The significant 
result here is that when the diffusion fields of the steps overlap, adjacent steps must 
compete for growth units and so the advance velocity of the steps of the group is less 
than that for an isolated step. Clearly, the amount of overlap and hence competition is 
a function of the ratio of yo/xs.
The next stage in obtaining the normal rate of growth is to consider the rate of growth 
of small closed step loops. At this point the results of the earlier theory of growth of 
perfect crystals is introduced [31], in particular the concept of the critical nucleus. It is 
pointed out here that the shape of the critical nucleus is exactly defined and that its step 
will have the same kink concentration at the same orientation as an infinite step. How­
ever, it is pointed out that if the nucleus exceeds the critical size then it will grow and 
that its shape will then be dictated by the relative velocities of different orientations,
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rather than thermodynamic considerations. When the condition xs »  jco is met then, 
as discussed earlier, no particular orientation is favoured and the advance velocity of 
the step will be independent of orientation. Notable results here are that the critical 
nucleus will have a corresponding critical radius, pc, which is given by,
where ys is the free energy of a molecule in the step, a is the linear dimension of 
the molecule, k is Boltzmann’s constant, T  is the absolute temperature and a  is the 
supersaturation ratio7, p/po. Equation 2.13 is a form of the Gibbs-Thomson equation 
for a two-dimensional island and is obtained by a similar argument to that of equation 
2.11. With suitable assumptions about the diffusion length with respect to the critical 
radius the following expression for the dependence of the advance velocity, v, on the 
radius, p, of a closed step is obtained,
v(p) =  Voo(l - p c/p ) (2.14)
where Vc is the velocity of an infinite straight step. Following this an expression is 
obtained for the rate of advance of a sequence of concentric circular step loops by 
solution of the appropriate diffusion equation.
2.6.2 BCF Part 2: Rates of Growth of a Crystal Surface
Having obtained expressions for the rate of advance of single steps, parallel trains of 
steps and concentric step loops without a consideration of their origin, attention is 
turned to the problem of the growth rate of a crystal surface as a whole. Inevitably this 
leads to the problem of the origin of the steps. The next section of BCF is attributed 
to Frank, who pursues the quantitative analysis of the earlier qualitative discussion of 
a step formed by a screw dislocation winding up into a spiral in light of the analytical 
results of the preceding section. BCF stresses that the term screw dislocation is used as 
a matter of convenience to mean any dislocation which possesses a screw component 
normal to the surface8.The key to the description is equation 2.14, from which it can 
be seen that when the radius of curvature of the step reaches pc, then it will cease
7This is analogous to the supersaturation ratio of equation 2.7 however it is defined in terms of the 
equilibrium (po) and actual (p) partial pressures of the vapour.
8In fact subsequent developments have shown that even dislocations with no screw component nor­
mal to the surface in question can nonetheless initiate growth in some circumstances.
54
advancing. When this curvature is reached at the spiral centre then the spiral will cease 
winding up and will rotate with a constant angular velocity, CO, and a stationary shape. 
Due to the circular symmetry of the advance velocity of steps when the condition 
xs » Jto is met then this shape will be circular. A differential equation for the spiral 
shape was obtained and solved by approximating the spiral as an Archimedean spiral. 
Only approximate solutions were given, however this served to illustrate the essential 
idea. This analysis leads to the concept of a spiral activity which is defined as the 
number of spiral turns per second, co/2n. From this it is obvious that the normal 
growth rate R of the growth pyramid or hillock formed by the spiral will be,
R = m  = n o ^
2k 4npc
where a = hqO. is the height of the step, no being the number of molecules per unit 
area of surface, Q the volume occupied by a molecule. The following result is also 
obtained,
y0 = 4npc. (2.16)
That is, the width of the terraces of the spiral are proportional to the radius of a criti­
cal nucleus. Before arriving at the final expression for the growth rate BCF digress to 
consider the interactions of groups of dislocations and their concomitant growth spi­
rals from a topological viewpoint. Some of the key results are stated here briefly. If 
two dislocations of opposite sign co-exist on the surface then a step will form between 
them. If the separation of their emergent points is less than 2pc then the step will not 
grow freely because its advance will cease when its curvature reaches that of the crit­
ical nucleus. If the step separation exceeds 2pc however then closed step loops will 
form before the critical radius is reached, hence the dislocation pair will emit closed 
loops of steps. It should be noted that the activity of such a pair is dependent on the 
supersaturation. If the supersaturation should increase then pc will become smaller 
and an inactive pair may become active. Note also how the activity of an active pair is 
approximately equal to that of a single dislocation.
The strength, s, of a growth source is defined as the excess of screw dislocations of 
one sign over screw dislocations of opposite sign in a cooperating group9. In the 
above example, the strength is zero since there is no excess of either type of disloca­
tion. A single isolated dislocation of either sign clearly has a strength of unity. In the 
case of dislocation groups of like sign the situation becomes more complex.
9This is not the same as the vector sum of the Burgers vectors.
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If a pair of dislocations of like sign co-exist on a surface then the strength, and hence 
the activity, of the pair will be dependent on the separation of their emergency points. 
If the separation exceeds 27tpc (i.e. half the separation between successive spiral turns, 
yo from equation 2.16) then the steps emitted from the respective sources will merge 
together and the activity will be essentially the same as that of a single source. In 
which case the dislocations act independently as separate sources of strength 1 and 
they are said to be non-cooperating. If however their separation is less than 2jtpc 
then the dislocations will cooperate to form a double spiral. Because this source will 
emit more steps per unit of time, the activity will be correspondingly higher than that 
of a single source. In this case, since the two dislocations are cooperating and there 
is an excess of two dislocations of one sign then the source strength is 2. The con­
cept is readily extended to groups of more than two dislocations. Figure 2.4 shows 
a single, double and triple spiral respectively. If there is a separation L between the 
dislocations of like sign in a multiple source then it is readily seen that the this adds 
an additional time to the rotation of the spiral due to the extra time required for the 
steps to execute a circuit around the group. Expressions for this are given by BCF 
but are not reproduced here because they have been subsequently modified in view of 
later developments [36] and extended [37]. In general however, the activity of a group 
of dislocations will be e times that of a single dislocation depending on the strength 
and separation of the source and this may be many times that of a single dislocation. It 
should also be noted that the strength of a dislocation group is a discontinuous function 
of supersaturation since the condition for spirals to cooperate is defined by pc, which is 
itself an inverse function of the natural logarithm of the supersaturation ratio (equation 
2.13). Therefore dislocation groups which are cooperating at low supersaturation may 
abruptly cease cooperating if the supersaturation increases because of the reduction in 
size of the critical nucleus, causing the dislocation separation to exceed the condition 
for cooperation. Hence, during crystal growth the strength and consequently activity of 
sources may be expected to change abruptly. As a corollary to this, since dislocations 
are themselves mobile, motion of dislocations may cause their separations to change 
sufficiently to modify source strength and activity which will similarly result in abrupt 
changes in growth rate. The motion of dislocations was however disregarded by BCF.
Having considered the nature of the sources and obtained expressions for the rate of 
advance of a spiral step, BCF then substitutes the relevant expressions into a single ex­
pression for the rate of normal growth, R , from the vapour. Though the original theory 
gives the full expression in terms of the molecular parameters, including the molecular 
dimensions which define the height of a step, the more common parameterised version
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Figure 2.4: Schematic growth spirals formed by screw dislocations. Left, a spiral formed by a single 
unit dislocation. Middle, a double spiral formed by a dislocation o f strength 2. Right, a triple spiral 
formed by co-operation between a double and a single dislocation.
is given here for brevity and clarity of discussion. In any case, in anticipation of the 
later development of the theory, a similar though generalised expression encompassing 
the case of growth from solution is presented in a subsequent section in which the full 
molecular parameters are detailed.
2
R — C— tanh —  (2.17)
Gi o
where o  is the relative supersaturation defined in 2.6, C is a rate constant and Oi is a 
critical supersaturation. Inspection of 2.17 reveals that the critical supersaturation in­
dicates a transition between two kinds of growth dependence. For o O i, the growth 
rate has a parabolic dependence on a, i.e. R = C'o2, where C  =  C/o\. For a >  Oi 
the dependence is linear, R = Co. The interpretation of this transition is that, at low 
supersaturation, the step separation yo is very much larger than xs and therefore not 
every adatom can reach a step and hence a kink, before returning to the vapour. As the 
supersaturation increases the inter-step separation yo decreases and the adatom con­
centration increases resulting in the parabolic dependence. At higher supersaturations 
when the steps become closer than 2xs, their diffusion fields now overlap and so they 
compete for growth units. Also, now all adatoms can reach a step before desorption 
and the growth rate becomes insensitive to increases in step density as a result so the 
dependence becomes linear. There are a number of corollaries to this law to accommo­
date different situations such as the source strength, the condition jco »  xs and a large 
retardation factor for entry to the kink; however these factors all simply lead to differ­
ent values for the parameters C and Oi, the basic functional relationship is unchanged. 
The relationship between the slope of the spiral p ,  the step spacing yo and the angle 0 
is
p  = tan0 =  h/yo, (2.18)
where h is the step height. This relationship is depicted in figure 2.5 along with the 
relationship between the normal growth rate R and the advance velocity of the step v
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Figure 2.5: Relationship between the parameters for a step train on a growth hillock (reproduced from 
Markov [13])
for which it should be readily apparent that the following relationship holds.
R = pv. (2.19)
Subsequent comparison of this model with a number of experimental measurements 
gave good agreement, indicating that the model was successful in predicting the rates 
of growth of real (i.e. defective) crystals from the vapour.
At this point growth from solution was briefly considered. BCF assumed that the 
model presented above for growth from the vapour was essentially unchanged for 
growth from solution. The main difference was considered to be that the diffusion 
rates to the kinks, whether through the solution, over the surface or in the edge of the 
step; were very much smaller than on the free surface of the crystal and their relative 
importances were less clearly defined. In order to simplify the analysis BCF consid­
ered only the diffusion flux direct to the kinks from the solution. The diffusion equation 
which they set up for this situation was of a hemispherical diffusion field centred on 
the step within an un-stirred boundary layer of thickness 8 in contact with the bulk 
stirred solution with supersaturation o. Without entering into excessive detail, a sim­
ilar functional dependence as that of equation 2.17 is obtained, however some of the 
values which make up the parameters are now different; for example the definition of 
Oi now contains 8 as a factor. In particular however both parabolic and linear growth 
laws result with a critical supersaturation for the transition. The BCF solution model is 
generally referred to as BCF volume diffusion and has been considered at some length 
[5]. The sentiment expressed by BCF with respect to the solution case is distinctly less 
certain of some of the assumptions than the case of growth from the vapour.
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2.6.3 BCF Parts 3 and 4: Development
Having obtained expressions for the growth rate in terms of a pyramid or hillock 
formed by a dislocation, BCF went on to re-examine some of the presuppositions and 
assumptions of the earlier sections through the study of the equilibrium structure of 
the crystal surface. These arguments are statistical mechanical in character and pro­
duced several new results in the statistical mechanics of surfaces themselves. BCF is 
in fact seminal for these sections alone. As this would imply, the arguments are de­
tailed and so only the results which are key to the present study are summarised here. 
A presupposition (based on earlier work by Burton and Cabrera [26]) of the earlier 
sections was that steps would always possess kinks at any finite temperature. This 
was re-examined and the free energy of a step was also obtained. The conclusion was 
found to hold true, that is at T > 0 a step always contains a high concentration of kinks 
due to their low work of formation (since few bonds need be broken to form them) and 
the resulting contribution to the configurational entropy of the step. This result is of 
great significance to the earlier section because it means that if a step is present on the 
surface, then there will be kinks in thermal equilibrium at which molecules may join 
the crystal. This means that a step is never smooth and can never become singular in 
the way that a face can. Otherwise on completion of a step, a “one-dimensional” nu­
cleation energy barrier would have to be surmounted. In other words, a step is always 
rough. The problem of crystal growth then was one of explaining the existence, and 
persistence, of steps. Frank had already shown that a screw dislocation could do this. 
The question was, is the screw dislocation actually essential to the argument10?
In earlier work Frenkel [38] had extended the concept of thermal roughening to the 
formation of steps in a singular surface to explain the persistence of steps, though Bur­
ton and Cabrera [26] had shown this conclusion to only be true at temperatures near 
the melting point. This was re-examined in BCF and it was found by the application 
of statistical mechanical methods that below a certain temperature, steps could not be 
created thermally in a singular surface. However it was found that there exists a criti­
cal temperature, Tc, above which the surface becomes rough; that is, steps are formed 
spontaneously by thermal fluctuations and the surface becomes non-singular. This is 
actually a phase transition of the surface and Tc is the transition temperature. Because 
of the change in character of the surface it is called a roughening transition and the phe­
nomenon is termed surface roughening. It was found in general that for a free surface
10It should be borne in mind that the understanding of dislocations themselves was in its infancy at 
this time. The success of BCF was actually instrumental in their full acceptance.
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in equilibrium with the vapour, that Tc was close to the melting point or even higher. 
The roughening transition is an example of a critical phenomenon. At Tc the free en­
ergy of the step vanishes and steps may therefore be created without restriction. This 
is analogous to the disappearance of the vapour-liquid phase boundary at the critical 
point of a pure substance where the distinction between liquid and vapour disappears. 
BCF concluded therefore that for growth below Tc, at low supersaturations and low 
temperatures with respect to the melting point, that the growth of crystals could only 
be explained by assuming that they were not perfect and, in particular, that they must 
contain screw dislocations. On the other hand, if growth occurs at T > Tc, then their is 
no restriction on growth. The growth rate may therefore reach a limiting value based 
on the collision frequency. This is called the Wilson-Frenkel maximum growth law 
[39]. Because singularities in the surface free energy disappear above Tc, facetted sur­
faces are not necessarily favoured and un-facetted shapes may develop. For the case 
of a crystal growing from its melt, the surface is more likely to be rough, hence un­
facetted growth is more likely to occur. Such un-facetted growth leads to the formation 
of cellular interfaces and dendrites, where matters of mass and heat transport dominate 
the crystal morphology.
2.7 Developments Since BCF
The breakthrough in the understanding of crystal growth provided by the BCF theory 
led to a subsequent explosion of interest in the subject by theorists and experimentalists 
alike. The experimentalists set out to find new evidence of spiral patterns on real crystal 
surfaces and to reinterpret old observations of such. They also sought more accurate 
measurements of crystal growth rates with which to test the predictions of BCF. These 
experimental developments will be discussed further in the following chapter. For the 
theorists, taking the BCF theory as a starting point and extending the results became 
the priority. Like the BCF paper itself much of this effort divided itself along the 
lines of the kinetic aspects of step dynamics and the statistical mechanical aspects of 
crystal surfaces. Many of the later developments have been the result of questioning 
the assumptions and presuppositions of the BCF model, particularly those of the mode 
of mass transport. In short, the BCF theory is not the final word in crystal growth, it 
was more of a beginning.
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2.7.1 Two-Dimensional Nucleation Revisited
Despite the success of BCF in demonstrating the importance of dislocations for crystal 
growth, the earlier two-dimensional nucleation models did not disappear. They were 
after all accepted as valid for growth at high supersaturations. These models continue 
to be of importance, particularly for growth from melts, and theoretical work has con­
tinued on these models. There are now three distinct variations on the two-dimensional 
nucleation theme. These are the mononuclear, polynuclear and multi-level models. In 
the first model, which is essentially the original model due to Becker and Doring [10], 
it is considered that the formation of a critical nucleus is much slower than the propa­
gation of a step. Therefore, immediately that a single nucleus reaches critical size, it 
rapidly grows to cover the entire surface, leaving a singular surface once more, ready 
for the cycle to repeat. If, however, formation of a critical nucleus can occur on the 
timescale that it takes an island to grow to fill the surface then several critical nuclei 
may form on the surface at one time, in which case all will grow until their growth 
fronts merge and they cover the face. This is the polynuclear model. Finally, if the 
timescale of formation of a critical nucleus is less than the time to cover the face then 
new nuclei may form on existing islands before they have filled the face. This is the 
multi-level or “birth and spread” model developed by Ohara and Reid [5]. As a final 
note on two-dimensional nucleation, if the critical dimension of a nucleus becomes of 
the order of a small cluster of molecules then a very large population of critical nuclei 
may form on a singular surface. The surface becomes rough, analogous to a surface 
above Tc, though for kinetic rather than thermodynamic reasons. For this reason the 
phenomenon is known as kinetic roughening and is important in molecular beam epi­
taxial (MBE) growth (see Markov [13]).
2.7.2 Spiral Shape
In the section on the BCF analysis of the growth spiral it was stated that the solution of 
the differential equation for the steady state spiral was only obtained approximately as 
an Archimedean spiral. Subsequently, Cabrera and Levine [36] obtained a numerical 
solution to the equation. This resulted in a modification of the dependence of the spiral 
spacing, yo> on the radius of the critical nucleus, approximated in BCF by equation 
2.16. The new expression was,
yo =  19pc- (2.20)
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Consequently, any of the relationships from BCF derived from the original expression 
(equation 2.16) may be modified to account for this development. For example the 
threshold separation of dislocations for the cooperation of growth spirals, 27tpc, be­
comes 19pc/2. Frank [40] had shown previously that the core of a dislocation may be 
hollow if the elastic strain energy at the dislocation core exceeded the surface free en­
ergy of the extra surface required to create the hollow core. At equilibrium the elastic 
strain energy due to the core is balanced by the surface free energy of the core surface. 
Cabrera and Levine also accommodated the elastic strain energy into their model of 
the spiral shape and used this in an analysis of etch pit formation.
Further analysis of the spiral shape as a function of supersaturation by Cabrera and 
Coleman [41] revealed the existence of a so-called back stress effect. The back stress 
effect arises due to the lower supersaturation experienced at the centre of the spiral due 
to the diffusion field of the first turn of the spiral. The step acts as a sink for growth 
units and depletes the surface of growth units in the immediate vicinity, effectively de­
creasing local supersaturation. Because the curvature at the centre of the spiral dictates 
the curvature of the rest of the spiral, the back stress effect can result in a deviation 
from equation 2.20. Furthermore, as the bulk supersaturation is increased the spiral 
becomes more tightly wound still, and the back stress effect becomes increasingly 
significant. Thus, there is an inherent feedback effect opposing the tendency of the 
spiral to wind up (hence “back stress”). One significance of the back stress effect is 
that it ultimately restricts how tightly a spiral can wind and hence how steep a vicinal 
hillock can become. Also, the effect may lead to a more gradual transition between the 
parabolic growth law regime and the linear growth law regime and so may be signif­
icant when interpreting (R,o) curves. These and similar effects on (R,g) curves have 
been considered in detail by Gilmer and Bennema [35].
Subsequently attempts have been made to extend the theory of the steady state growth 
spiral to the more general case of the anisotropic or polygonised growth spiral. An 
anisotropic growth spiral forms when the step velocity is anisotropic. This may arise 
because of anisotropy in the step free energy, the retardation factor (3, or because of an 
orientation dependence in the kink density, jco, such that at certain orientations the con­
dition xs »  xo is not met. In such circumstances then the steps will tend to follow the 
underlying crystallographic orientations. These effects are dependent on the underly­
ing crystal structure. Budevski et al. [42] considered the case of the polygonised spiral. 
They considered that the spiral is formed by intersecting straight step sections forming 
a polygonal spiral. In their model, step sections are considered sessile until their length
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exceeds 2pc after which they propagate with the velocity of an infinite step, indepen­
dent of orientation. Solutions of the resulting differential equation showed that with 
these considerations, a shape preserving steady-state spiral developed. Furthermore, 
the relationship of equation 2.20 was also found to hold approximately true for the 
polygonal case also. In subsequent work on the mathematics of steady state spirals, 
Muller-Krumbhaar et al. [43] reported that their work disagreed with this result and 
made some suggestions for the discrepancy. Theoretical and experimental develop­
ments in the shapes of growth spirals have been reviewed by Sunagawa and Bennema 
[44]. In such analyses the relative roles of volume, surface and edge diffusion are of­
ten prominent in the assumptions. In general, the spiral treated by BCF and solved by 
Cabrera and Levine [36] is only one of a family of steady-state shape preserving solu­
tions of the differential equation. The problem of finding such solutions has attracted 
theoreticians and mathematicians and has become something of a subject in its own 
right [8,45,46].
2.7.3 Kinematic Theories of Crystal Growth
The so called kinematic models of crystal growth developed from theoretical inter­
est in transient effects, stability of step trains and attempts to explain the presence of 
macroscopically visible spiral steps on crystal surfaces. The latter had been reported 
by numerous workers and further discussion of these experimental observations will 
be made in section 3.2. Such steps were termed macrosteps and most workers accepted 
them at the time as evidence of the validity of the spiral growth model of BCF [47]. 
However others dismissed them as mere experimental artefacts because the growth 
spirals described by BCF should be invisible optically since the monomolecular step 
heights are well below the resolution of the optical microscope. A good account of the 
points and counter points made by supporters of each argument can be found in Gomer 
and Smith [48].
The BCF spiral growth theory deals only with the steady state of a crystal growing 
at constant rate under the action of a growth spiral rotating with constant angular ve­
locity. The transient effects due to fluctuations in supersaturation, for example, were 
not considered. The later work of Cabrera and Levine [36] cited above also dealt en­
tirely with the steady state growth spiral. The question of the stability of this steady 
state naturally arises [49]. In other words, how stable is the steady state with respect 
to a small perturbation? For example, if for some reason, an individual step in a step
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train is impeded or accelerates, is there an effective force restoring the steady state 
or does a new state develop? In this case the separation of this step from one of its 
neighbours will decrease. If the two steps become sufficiently close that their diffu­
sion fields overlap then both steps will compete for the same growth units and the pair 
will move more slowly than fundamental steps. The limiting case is for both steps to 
join together to form a single step of height 2h moving with velocity v/2. Because 
of the slowing of the step pair, other steps will now catch up with the pair and since 
they cannot overtake the pair, they may join up to form a step of height 3h and so on. 
This is a simple description of the formation of a macroscopic step or macrostep. Note 
that the vertical leading face of the macrostep may be a singular crystallographic face 
itself and that consequently dislocations may emerge on this face or two-dimensional 
nucleation may occur. Cabrera [48] has suggested that this may indicate a mechanism 
for the formation of stacking faults in crystals. This mechanism for the formation of 
macrosteps helps to explain the existence and origin of optically observable steps.
The kinematic theory of crystal growth introduced simultaneously by Frank [50] and 
Cabrera and Vermilyea [51], was the first to deal with the question of transients. The 
treatments of these respective authors is sufficiently similar to regard their models as 
the same. The model is kinematic because the details of the source and individual 
steps are neglected. Instead, to model transient behaviour the crystal surface is con­
sidered to be continuous and its elevation z above a singular reference plane to be a 
function z =  z(x,y ,t), where x  and y  are the coordinates of the reference plane and t is 
the time. From this equation, its derivatives and suitable assumptions and conditions; 
a differential equation was formulated, the solution of which gives the spatio-temporal 
dependence of the surface profile. The assumptions are that the source strength is a 
function of time only and that the growth rate away from the source is a function of 
the local slope only. The condition is that steps are always conserved. The solutions il­
lustrate the possibility of the existence of so called kinematic waves. Kinematic waves 
are regions of constant surface profile which migrate along the surface as a function 
of time. Frank pointed out that a kinematic wave does not always consist of the same 
steps nor does it move with the same velocity as the steps themselves. Frank [50] and 
Cabrera-Vermilyea [51] analysed the motion of the fundamental steps forming kine­
matic waves by analogy of the bunching of cars on a highway by application of the 
"traffic flow theory". This analogy is applicable to the situation of steps on a crys­
tal surface because the problem is effectively one-dimensional. Since steps cannot 
overtake one another, the situation is analogous to cars which are forbidden from over­
taking. The description of step motion in kinematic waves is as follows.
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Figure 2.6: Schematic o f A) a step kinematic wave and B) a step shockwave (reproduced from Maikov 
[13])
If in some locality of a step train on a crystal surface, a bunch of steps occurs which 
results in a steeper local slope and narrower terraces than the average, then these steps 
will compete for growth units and the bunch will consequently move more slowly than 
equidistant steps. Consequently steps catching up from behind will be impeded by the 
step bunch and will become part of the bunch. However the steps at the front of the 
bunch will be less impeded and will therefore accelerate away, leaving the bunch be­
hind. A steady state can therefore develop in which the rate of steps leaving the bunch 
from the front is equal to the rate of steps joining the bunch from the back and a wave 
of constant surface profile will propagate along the surface, without the formation of 
a true macrostep. If large enough these kinematic waves may also be observable opti­
cally and thus offer an alternative explanation of visible steps. It is also possible that 
a discontinuity may develop in the profile of the kinematic wave, resulting in a step 
shockwave. Frank showed that the formation of shockwaves may be regarded as the 
result of collisions between kinematic waves.
According to Cabrera and Coleman [41], the significance of the kinematic theory of 
crystal growth is that most experimental measurements of crystal growth take place 
under transient conditions since the time required for a genuine steady state to develop 
is long. A similar sentiment was expressed by Cabrera and Vermilyea [51] themselves, 
who argued that many of the peculiarities of crystal growth would only be explained
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by the kinematic theory.
2.7.4 Impurities
Since all real systems are impure, the role of impurities in crystal growth is clearly 
relevant. Many empirical observations prior to the publication of BCF had shown that 
often very small quantities of an impurity could play a very significant role during 
the crystallisation, in some cases effecting profound habit modification. A compre­
hensive survey of observations prior to and contemporary with BCF has been made 
by Buckley [48]. Impurities in crystal growth environments may produce significant 
modifications to the thermodynamic state of the system itself. Familiar examples of 
colligative (concentration dependent) effects in bulk thermodynamics are depression 
of the freezing point and elevation of the boiling point. In solutions, impurities can 
significantly alter the structure of the solution, for example through the formation of 
complexes with solute molecules. The thermodynamics of an impurity species on the 
surfaces and in the bulk of the crystal is also of great importance in this regard. For 
this reason a rigorous description requires the consideration of adsorption equilibria 
and distribution coefficients. For example, in ionic crystals, charge conservation must 
be maintained which may result in the formation of compensating vacancies in the bulk 
solid. A lattice mismatched impurity may also impart considerable strain energy to the 
crystal with consequences for crystal growth through interactions with dislocations for 
example. The body of knowledge pertaining to the role of impurities in crystal growth 
is very large and only a short introduction is possible here. For further discussion and 
examples see Chernov [9]. Usually however, in discussions of the role of impurities 
on crystal growth, only their effects on the kinetics of growth in the context of the BCF 
model and its extensions are considered. The remainder of the discussion of impurities 
will focus on these general mechanisms.
The role of impurities was omitted from the BCF theory. However its authors did 
acknowledge their role and the formalism of BCF gave a basis for the development 
of theories of impurities. There are a number of ways in which impurities can con­
ceivably affect the growth of low index crystal faces in the context of BCF. Perhaps 
the most obvious mechanism is their potential for adsorption at kink sites, blocking 
the integration of further molecules. Clearly, due to the central importance of kink 
sites for crystal growth, if rendered non-viable by impurities then the crystal growth 
rate must necessarily be affected. In effect the inter-kink spacing, xs, along the step
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is increased. This will typically lead to increased polygonisation of the growth spiral. 
Perhaps more subtle is the effect on the step free energy due to the adsorption of impu­
rities. This reduction arises because of the configurational entropy associated with the 
adsorption of a second species at the step. In any of the aforementioned processes in 
which the step free energy plays a role, for example two-dimensional nucleation, the 
presence of impurities may cause substantial changes; even to the extent of completely 
changing the character of a face altogether. For example, if the step free energy is 
reduced significantly, the energy barrier to two-dimensional nucleation may become 
sufficiently small that kinetic roughening of the surface occurs. For spiral growth, 
the effect of such an impurity will be to increase the slope of the vicinal hillock due 
to the dependency of step spacing on the radius of the critical nucleus which will be 
reduced. In both of these cases the role of the impurity is to increase the rate of growth.
Another mechanism for the action of impurities is their adsorption on the terraces 
between steps, introduced by Cabrera and Vermilyea [51]. If impurity molecules are 
adsorbed on the terraces between steps then it is likely that the approaching step will 
be pinned back when it encounters an adsorbed impurity molecule, thus retarding its 
progress. Unimpeded segments of step between the pinned back points will continue 
to propagate forward, however they will develop a curvature as they bow out around 
the impurity pinned points11.
Ultimately the maximum possible radius of curvature, pc, will be reached as prescribed 
by the Gibbs-Thomson effect and the step’s advance will be arrested. If the separation 
of impurities in the adsorbed “fence” is less than 2pc then the step will be completely 
arrested. Clearly due to the supersaturation dependence on the maximum curvature, 
this effect is most severe at low supersaturations, where even wide spacings of impu­
rities may be sufficient to completely arrest growth. Thus, the effects of impurities 
in inhibiting growth are greater at low supersaturation. This leads to the formation of 
a dead zone, which is a finite range of supersaturation within which the crystal will 
not grow at all, despite immersion in a supersaturated medium. In order to breach 
the impurity fence the impurity adatoms must either desorb into the mother phase, be 
incorporated into the crystal or be displaced, either forwards onto the same terrace or 
upwards onto the upper terrace. Cabrera and Vermilyea [51] used this concept in their 
formulation of the kinematic theory. They considered an impurity which forms an ad­
sorbed layer on the terraces between the steps of a crystal surface growing layer-wise.
uThis is conceptually similar to Orowans’ [15] mechanism of impedance of dislocation glide within 
the bulk of the crystal
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They considered that a certain amount of time was necessary for the impurity adatoms 
to reach their equilibrium concentration on the terrace. Clearly, the period allowed for 
adatom adsorption is related to the velocity and the separation of the steps since these 
define the period of time for which a given area of terrace is exposed to the vapour or 
solution. For the same step spacing, if steps are moving quickly then less time is per­
mitted for the adatoms to reach equilibrium concentration before they are either buried 
or displaced than is the case for slow moving steps. If now, the impurity adatoms pin 
back the steps as described above then the step will move more slowly still, in turn 
allowing even more time for the adatom concentration to increase and so on. So it may 
be seen that a positive feedback mechanism comes into play in which slow moving 
steps are impeded more than fast ones. For steps moving with the same velocity, wide 
step spacings will allow more time for adsorption and hence will be more impeded 
than narrow step spacings.
Returning now to the traffic flow model of kinematic waves, it is seen that if a re­
gion of surface has greater local slope and hence, narrower terraces than the average; 
then the steps of this region will be less impeded and will move with higher velocity 
than the steps with wide terraces. The result is a kinematic wave the velocity of which 
exceeds the mean velocity of the steps themselves. Phenomenologically, steps in front 
of the wave will be caught up by the faster moving steps of the wave, steps behind 
the wave will be left behind. Steps therefore briefly become a part of the wave before 
being left behind.
More recently, Kubota and Mullin [52] have proposed a new kinetic model for crys­
tal growth in the presence of impurities which relates step velocities to the adsorption 
isotherm of the impurities explicitly. An impurity effectiveness factor is introduced and 
the Cabrera-Vermilyea model is invoked to explain the supersaturation dependence. 
The model and extensions have recently been successfully applied to the interpretation 
of experimental data [53].
2.7.5 Crystal Growth from Solutions
The BCF theory of crystal growth is principally a theory of crystal growth from the 
vapour phase in which it is found that surface diffusion plays an essential role. The 
treatment of growth from solution in BCF, described briefly in section 2.6.2, is compar­
atively cursory. Several variants of the volume diffusion model have been published.
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The various models have been critically reviewed by Ohara and Reid [5].
Surface Diffusion and Solution Growth
Perhaps unfortunately, the results of the BCF surface diffusion model and the volume 
diffusion models predict similar (R,o) dependencies. This made it impossible to distin­
guish one growth mechanism from another on the basis of measured (/?,o) curves since 
any of these models could be made to fit the data by selection of suitable numerical val­
ues for the parameters. For a discussion of this point see Bennema [54, 55]. Bennema 
[56], having measured growth rates of a number of compounds from aqueous solution, 
subsequently argued that surface diffusion had to be invoked in order to explain the 
measured (R,o) dependencies. In order to introduce the concept of surface diffusion 
for crystal growth from solution, Bennema introduced concepts from Eyring’s formal­
ism of chemical kinetics to the case of crystal growth. In particular, Bennema gave 
an explicit description of the steps involved in the integration of a molecule into the 
crystal from the solution. In Bennema’s model, for a growth unit to be incorporated 
into a crystal (i.e. be adsorbed at a kink site) it must first become partially desolvated, 
it may then either integrate directly into a likewise desolvated kink site by volume dif­
fusion through the stagnant layer or may adsorb onto the terraces, remaining partially 
solvated. When adsorbed on the surface it may make surface diffusional jumps on the 
terrace. If the growth unit reaches a desolvated kink site then it may fully desolvate and 
become incorporated into the crystal. Alternatively further partial desolvation steps 
may occur if the molecule becomes adsorbed at the step edge, where diffusion in the 
step edge may occur. Bennema attributed an activation free energy and a correspond­
ing relaxation time to each of these processes in common with Eyring. Bennema’s 
model is in fact a generalised model because by selection of the activation free energy 
barriers for each of the processes involved, the volume diffusion model is included as a 
special case. On this basis Bennema [56] argued that the surface diffusion model was 
the most general, the volume diffusion models being special cases with xs =  0. When 
surface adsorption and diffusion are admitted, desolvation of the growth unit can oc­
cur in steps with individual activation energy barriers which are small in comparison to 
the single activation energy barrier which must be surmounted in the volume diffusion 
models. Bennema therefore concluded that growth by surface diffusion is energeti­
cally favourable and hence that surface diffusion must be an important mass transport 
mechanism for growth from solution as well as from the vapour. He cites kinetic data 
and polygonisation of spirals in support of this. In spite of these developments there
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is still much debate over the relative importance of each mass transport mechanism. 
Bennema’s modified expression for the normal growth rate is,
R =  f>c0Q ^  a a t  (  - & G d e h  \— AAfoexp^ —  J —  tanh —  
Ci o
(2 .21)
where (3 is the retardation factor, co is the equilibrium solution concentration, h is 
Planck’s constant, A is the thickness of the adsorption layer, Nq is the number of growth 
units in solution per unit volume, AGdeh is the activation free energy for entering the 
adsorption layer. Comparison of equation 2.21 with 2.17 reveals how the rate constant 
C in the former equation is interpreted by Bennema. The critical supersaturation, Gi, 
is given by,
9.5 ys a
01 =  — Tt  — s kT xs
(2 .22)
where, as previously defined, s is the source strength (i.e. the number of cooperating 
spirals), ys is again the free energy of a molecule in the step and xs is the surface 
diffusion distance. In this model, the surface diffusion distance, xs, is given by,
*  =  a exp (2.23)
in which AGdeads is the activation free energy for desorption and AGS(a f f  is the acti­
vation free energy for a surface diffusive jump. The retardation factor (3 is defined by 
Bennema as,
p= 1 +  2c0exp j - AC^ - ^ / /  +  2AG^ j  tanh5L
1 -1
(2.24)
where AG^/c is the activation free energy of dehydration for entry into a kink. Ben­
nema’s generalisation of growth from solution has been considered in greater detail by 
Gilmer and Bennema [35] who have also shown the existence of so called “second” 
linear and parabolic laws which may occur under certain circumstances.
With respect to questions of mass transport, BCF made the presupposition that the 
incorporation of growth units into a step was isotropic. That is, molecules enter the 
step from both sides with equal probability. Schwoebel [57, 58] introduced the idea 
that descent of a step from the upper terrace may be unfavourable due to the potential 
barrier resulting from the number of bonds which have to be broken for a molecule to 
descend a step. To illustrate the origin of the potential barrier, using a simple cubic
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Kossel model of a step on a low index surface it can easily be seen that to descend a 
step to the lower terrace, bonds must be broken simply due to the co-ordination num­
ber of a molecule at the step edge. If integration of a molecule into a kink is similarly 
impeded then an asymmetry in mass transport will result. Molecules within xs of the 
step on the lower terrace will be able to integrate into the crystal. Molecules within xs 
on the upper terrace will be ineffectual. The implications of a Schwoebel barrier for 
crystal growth have been considered by Pimpinelli and Villain [19] and Gilmer and 
Bennema [35]. The latter reference is a general review of crystal growth kinetics and 
describes a number of other modifications to the theory as a result of different mass 
transport conditions.
Another presupposition of BCF is that the condition xs »  *0 is always met in the 
case of growth from the vapour, resulting in circular symmetry of step advance and 
hence, circular spirals. The status of this assumption is less clear in the case of growth 
from the vapour and numerous experimental observations have revealed the presence 
of polygonal spirals suggesting that this condition is not met.
Kinetic Coefficients and Conformation
Although BCF introduced the step retardation factor, the molecular origin of this factor 
was only briefly considered. As discussed in section 2.6.1 this factor arises due to 
conformational, steric and orientation considerations. Specifically, mere arrival at a 
kink site is not necessarily a sufficient condition to ensure integration into the crystal, 
if the molecule does not arrive in the specific orientation necessary for integration 
then it may not enter the crystal. The Schwoebel effect is an extreme case of this. 
Clearly these factors are likely to be more important in the case of complex molecules. 
These steric effects may be encompassed by the model of Bennema for growth from 
solution, equations 2.21 and 2.24, through suitable selection of the various activation 
free energies. More recently, Liu et a l  [59] have considered the role of steric factors 
in dictating growth rates and hence, morphology. Related to the retardation factor, the 
kinetic coefficient of a step, fc, is essentially a constant of proportionality between the 
supersaturation at the step and its velocity. Orientational anisotropy of this parameter 
may result in polygonisation of growth spirals. A distinction between different modes 
of growth results from the rate limiting process during crystal growth. When the rate 
of advance of a step is determined by mass transport from the solution then the growth 
is said to be in a diffusion regime. When the rate limiting process for growth is the
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incorporation of molecules into kinks, as characterised by (3S, then the growth is said 
to be in a kinetic regime. This has important experimental implications since it is 
important to know whether an experiment is conducted in a kinetic or diffusive regime 
in order for correct interpretation of results. Practically, where a kinetic regime is 
desirable, this is ensured by adequate stirring and supply of supersaturated solution.
2.7.6 Surface Roughening and Morphological Prediction
Although mostly outside the scope of this thesis, some of the theoretical developments 
in surface roughening since BCF are noteworthy. The BCF paper caused a growth of 
interest in statistical mechanics of surfaces, particularly roughening transitions. Work 
based on the foundations laid by BCF now occupies a central position in the theory 
of crystal growth and the structure of surfaces and has been reviewed by Bennema 
[39]. More specifically, Bennema [35, 60-62] has formulated a synthesis of the mor­
phological theory of Hartman-Perdok [22-25] with the statistical mechanical theory of 
roughening and spiral growth. Liu and Bennema [63] have included the fluid phase in 
the analysis. Other developments in this field have included attempts [64, 65] at the ab 
initio determination of PBCs and consequently of the crystal morphology therefrom.
It is normally tacitly assumed in models of crystal growth that the structure of the 
surface is essentially that of the bulk. However it is actually well known that surfaces 
may be relaxed or reconstructed. The overwhelming amount of information about 
relaxation and reconstruction at the present time is for semiconductor and metal sur­
faces in vacuum, however the possibility that all crystals may exhibit these phenomena 
should not be ruled out and if it does occur on a given crystal then it may significantly 
affect the resulting morphology. The likelihood of occurrence will depend on the de­
tails of the bond strength and directionality. Furthermore, it is probable that the surface 
structure will be influenced by the medium; that is, immersion in solution may change 
the surface structure from that in, say, a vacuum. The role of relaxation and recon­
struction has been considered by Rohl and Gay [66] and by Vlieg [67].
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2.8 Computer Simulation
Before considering experimental methods in crystal growth in the next chapter, a brief 
consideration of the role of computer simulation in the development of crystal growth 
theory is warranted. Arguably, computer simulation has played a role intermediate 
of theory and experiment. Computer simulation has been used to formulate and per­
form idealised "experiments" in order to test the predictions of the theories. In some 
cases, this has often been the only way in which the predictions of the theories could 
be directly explored. With new experimental techniques this state of affairs is chang­
ing however the importance of computer simulation in confirming significant results 
should not be overlooked. Most aspects of the theory of crystal growth have at some 
time been the subject of computer simulations. Part of the attraction of such meth­
ods is that, within the constraints imposed by computation time, the "experimenter" 
can exercise more or less arbitrary control over the details of the system. Also, where 
analytical solutions are unavailable, simulations may be the only way of obtaining so­
lutions. The statistical mechanics of surfaces and the roughening transition have been 
particularly fertile areas in this regard. Most simulation studies to date have used the 
Monte Carlo method, however molecular dynamics and other techniques have been 
used. Several reviews of work in this field have been published, for example van der 
Eerden et al. [68] have reviewed the earliest work on Monte Carlo simulations.
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Chapter 3
Experimental Studies of Crystal 
Growth
3.1 Introduction
In addition to theory, the literature of crystal growth contains a vast amount of experi­
mental data. This applies even in the various sub-fields such as growth from solution, 
with which the present study is concerned. No single discussion can assimilate all of 
this information and consequently no attempt to do so shall be made here. Instead, the 
purpose of this chapter is to describe general experimental techniques used and to cite 
some specific examples of each. In addition, a widely studied model crystal, which 
will play a central role in the remainder of the present study, is considered at the end 
of the chapter. Significant results from several other studies will be considered in the 
discussion chapter with the results of the present study and are not duplicated here.
3.2 Early Observations
The role of observations in establishing the laws of crystallography have been de­
scribed at length by numerous authors. In particular, the role of measurement of 
interfacial angles on mineral specimens served to establish the law of constancy of
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interfacial angles, or the law of rational indices as it is nowadays known. The his­
tory of these developments has been discussed by Scheel [7]. In the early years of the 
twentieth century, whilst making precision measurements of interfacial angles, Miers 
[69,70] noted that there was often a small angular discrepancy between the measured 
interfacial angles and the law of rational indices on some crystals, amounting to no 
more than a few minutes of arc. He attributed these to growth and called them growth 
pyramids. Since this observation apparently contradicted the law of rational indices, 
it came to be known as Miers’ paradox. Subsequently, in the development of their 
theory discussed in the preceding chapter, Burton, Cabrera and Frank [34] recognised 
that Miers’ growth pyramids could provide evidence of the shallow growth pyramids 
or hillocks which their theory predicted. At the 1949 discussion of the Faraday Society 
in Bristol at which Frank [33] promulgated the dislocation theory of crystal growth, 
Griffin [71] described his results on the microscopic examination of the faces of natural 
beryl crystals on which he had observed layered spiral patterns. These results were un­
published at that time though they provoked great interest. In particular, Mott [72], in a 
letter to the journal Nature on the theory of crystal growth, included a photograph of a 
beryl surface obtained by Griffin and commented on his results. Griffin’s images were 
eventually published [73] and were accompanied with a commentary by Frank [47] 
in which he examined the images in terms of the spiral growth theory. Subsequently 
Griffin [74] published further work on beryl crystals using multiple beam interference 
methods developed by Tolansky [75], in addition to bright field, oblique dark field and 
phase contrast microscopy.
Shortly after Griffin’s original observations, a plethora of examples of growth spirals 
on a variety of different crystals, studied by a variety of methods, were published. 
Verma [76, 77], using phase contrast microscopy and multiple beam interference tech­
niques due to Tolansky [75], made extensive observations of growth spirals on the 
surfaces of carborundum (silicon carbide) crystals. Notable in these images were the 
apparent pits at the spiral centre which prompted Frank [40] to perform his analysis 
of hollow dislocation cores. Amelinckx [78] also published images of growth spirals 
on carborudum and subsequently used phase contrast microscopy to observe growth 
spirals on the surfaces of crystals of long chain organic compounds [79], Forty [80], 
a contemporary of Griffin and Verma, using bright field reflection and reflection phase 
contrast microscopy, observed growth spirals on cadmium iodide crystals. Later, Forty 
[81] published a sequence of images showing the growth of cadmium iodide crystals 
by a spiral growth mechanism. There are numerous other examples of observations 
of growth spirals on crystal faces contemporary with those described above, including
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transmission electron microscopy of replicas of crystal surfaces. Frank has reviewed 
these early observations [4] and the original references may be found therein. The ex­
tensive investigations of crystal surfaces by Tolansky [75] and co-workers using mul­
tiple beam interference techniques have been collected in a monograph. Microscopic 
techniques, in particular interference methods such as phase contrast and differential 
interference contrast, continue to be used for crystal growth studies, both in-situ and 
ex-situ, in the present day. Their use in-situ allows the velocities of steps on surfaces 
to be measured directly, though resolving fundamental steps is difficult and depends 
on the crystal in question. More recently this technique has been automated by com­
bination with video signal processing techniques [82],
To conclude this section it should be remarked that, as discussed in the last chapter 
(section 2.7.3), not everyone was convinced of the validity of the spiral growth mech­
anism despite the many and varied observations of spiral step patterns on a variety of 
crystals. For the skeptics, these were insufficient evidence of the general validity of 
the spiral growth mechanism [48]. For them, further evidence was required, preferably 
quantitative.
3.3 Growth Rate Measurements
Striking though the observations described above were, BCF is primarily a theory of 
growth rates and so its confirmation relied on the quantitative agreement with measured 
crystal growth rates. BCF was successful in explaining the growth rate data of Volmer 
and Schultze [4] and the numerous observations of spirals on surfaces had provided 
supporting evidence of the model. However within BCF is a plea for more kinetic 
data with which to test the theory since measurements of the growth rates of crystals 
at the time was generally sparse. Furthermore, there was of course particular interest 
in measuring growth rates from solution as well as vapour. The earliest measurements 
of this kind were made by studying the displacement of a crystal edge or face with 
a travelling microscope. Several such studies are discussed by Gilmer and Bennema 
[35]. The technique continues to be used in the present day [83].
In response to the requirement for more experimental data on the rates of growth of real 
crystals, particularly at very low supersaturations, Bennema [84] developed a crystal 
weighing technique which allowed the accurate measurement of the crystal growth
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rate as a function of supersaturation by monitoring the increase in mass of a crystal 
suspended in solution from the arm of an analytical balance. The entire apparatus 
was enclosed in a thermostat. The growth rates of individual faces were obtained by 
measuring their areas before and after growth. The overall (R , o) dependencies were 
calculated by a computer model which took account of the depletion of solute, the 
change in mass and the change in surface area of the faces. The model assumed that 
the geometry of the crystals did not change during the growth experiment. Using this 
technique Bennema [85] measured (R,o)  curves for crystals of potassium aluminium 
alum and sodium chlorate at relative supersaturations from 0 to 1.25% and 0 to 0.175% 
respectively. For potassium aluminium alum at relative supersaturations below 1% a 
linear dependence of R on a  was measured. For a  >  1%, (R,G) points lying above 
the line for o  < 1 % were obtained with considerable scatter. For sodium chlorate, a 
parabolic (R , o) dependence was observed for c  < 0.05% and a linear dependence was 
obtained for o  >  0.05%. For sodium chlorate, the theoretical BCF (/?,o) dependence 
was found to fit the data satisfactorily. The general technique suffers from a number of 
limitations. The assumption that the crystal geometry does not change during growth 
is not always met. Also, the method can only give the mean growth rate of a face. As 
will be shown in the present study, in general the growth rate undergoes both spatial 
and temporal fluctuations which are not resolved by the weighing technique. The same 
criticism also applies to the edge and face displacement studies.
The development of low cost high powered lasers lead to their use for interferomet- 
ric investigations of crystal growth rate in-situ by Michelson interferometry. In this 
technique, the crystal face for study becomes one of the reflecting surfaces of the in­
terferometer. The rate of advance of the face may then be measured by counting the 
passage of interference fringes which move as the optical path length changes due to 
growth of the crystal. The number of fringes passing a point on the crystal surface in 
unit time is therefore a measure of the growth rate normal to the surface. The change 
in height, d, from consecutive fringes is given by the relationship
where A, is the wavelength of the light used and n is the refractive index of the medium. 
The factor 2 arises in the denominator since the change in optical path length is the 
distance traversed by both incident and reflected beams. In this way the normal growth 
rate, R , of an individual growth hillock may be measured directly by counting the 
number of fringes passing a point on the crystal surface in unit time (i.e. the fringe
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frequency) and multiplying by the change in height per fringe d, that is,
R = df = Ĵ  (3.2)
where /  is the fringe frequency. This allows the direct measurement of (R,o) curves. 
The technique has been successfully applied to the aqueous solution growth of a vari­
ety of crystals including ammonium dihydrogen phosphate (ADP) [86-88], potassium 
dihydrogen phosphate (KDP) [88, 89], barium nitrate [90], potash alum [91] and the 
protein lysozyme [92]. An advantage of the technique is that it also provides an image 
of the surface in which the surface relief is revealed by concentric interference fringes. 
In this way both the slope of a growth hillock and its normal growth rate may be mea­
sured from which the step velocity may be obtained, allowing (v,G) dependencies to 
be plotted. Anomalies are often reported in these studies where the dependence of the 
growth rate does not reflect anticipated trends. Often these are attributed to impurity 
effects, see for example Onuma [91]. By means of video equipment, movies of the 
crystal growth may also be made.
The interferometry technique has also been used to study the concentration of solu­
tion around a growing crystal, making use of the refractive index change as a function 
of solution concentration [88, 93, 94]. In the study by Tsukamoto [94], the technique 
was applied in microgravity during space flight where crystal growth could be studied 
in the absence of convection due to density gradients in the solution. One of the main 
obstacles to successful interferometry in the past has been the reliable counting of the 
passage of interference fringes. Various techniques have been used in the publications 
cited, in particular the attachment of a photodiode to the video display has been used. 
With the development of digital video image capture etc. more sophisticated signal 
processing techniques have become available. Vekilov et al. [92] developed an inter­
ferometer and cell for a conventional optical microscope from which they obtain a 
video signal. By signal processing techniques they were able to digitise the intensities 
of the pixels in the video display and, by means of the fast Fourier transform (FFT) 
algorithm, they obtained a frequency spectrum of the interference fringe time series 
from which the fringe period and hence, normal growth rate could be obtained. The 
technique was applied to microcrystals of the protein lysozyme. Recently, heterodyne 
lasers in which the Zeeman effect is exploited have been applied to the study of protein 
crystal growth [95].
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3.4 The Study of Crystal Surfaces
There are two overlapping aspects to the experimental study of crystal growth. It is a 
dynamic phenomenon and so growth rates must be measured and have been done so by 
the methods described in the preceding section. Also, the step patterns which occur on 
the surfaces as a result of growth can yield an enormous amount of information about 
the crystal growth process and are therefore essential for a complete study. In partic­
ular, observation of step patterns can reveal the structure of growth sources. Methods 
of observation of step patterns on surfaces were discussed before but include optical 
microscopy including interference microscopy such as phase contrast and differen­
tial interference contrast techniques. Also multiple beam interferometry and electron 
microscopy have been used. Unfortunately, all of these techniques can only resolve 
fundamental surface steps (that is, the smallest step which occurs on a surface rather 
than bunches or multiples thereof) in the most idealised circumstances. The attention 
to detail for sample preparation required to achieve this ideal is great. Regarding in- 
situ studies of crystals during growth, the situation is even more difficult with respect 
to these methods and in the case of the electron microscopic techniques is simply not 
possible since a vacuum is required. Ultimately, the resolution of optical and electron 
techniques is fundamentally limited by the wavelength of light or electrons used. The 
fundamental molecular processes involved in crystal growth occur beyond the resolu­
tion limit of most optical or electronic instruments. This restricts the direct observation 
of fundamental crystal growth phenomena and features by these instruments. Conse­
quently, direct observation of the structure of growth sources on crystal surfaces has 
not been possible, until recently.
3.4.1 Scanning Probe Microscopy
With the invention of the scanning tunneling microscope (STM) by Binnig and Rohrer 
during the 1980s [96], it became possible for the first time to study surfaces directly 
with true atomic resolution. This immediately stimulated much research into the study 
of suitable surfaces such as metals, semiconductors and cleavage planes of graphite 
crystals. These researches resulted in many striking images of surface vacancies, is­
lands, steps and reconstructions; and provided direct verification of several predictions 
and experimental findings from indirect methods such as electron diffraction [97]. 
However, because of the mode of operation of the STM, relying on a quantum me­
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chanical tunneling current between the surface under study and an atomically fine tip, 
the instrument relied upon the surface of interest being an electronic conductor. For 
this reason, efforts were conducted to extend the scanning probe principle to new in­
struments which were not subject to the same limitations. This culminated with the 
development of the atomic force microscope (AFM) [98].
Atomic Force Microscopy Principles
The original principle of operation of the AFM is that an extremely fine stylus (the 
“tip” or “probe”), only a few atoms across at the finest point, mounted on the end of a 
fine cantilever beam; is brought into intimate contact with and scanned over the surface 
under study. The tip is scanned over the surface in a raster pattern by piezoelectric 
actuators controlled by the instrument control program running on a digital computer. 
The changes in surface topography encountered by the tip as it is scanned causes the 
cantilever beam to undergo deflections brought about by the “atomic forces” between 
the tip and the surface. A laser beam reflected from the upper surface of the cantilever 
onto a four quadrant photocell serves to amplify these deflections. The amplification of 
the cantilever deflections is achieved by the “optical lever” principle. The amplification 
achieved by the instrument depends on the reflection angle and the path length of 
the reflected beam to the photocell. When these parameters are optimised, very large 
amplifications of the cantilever deflections are possible. From the laser intensity falling 
onto each quadrant, the photocell converts the amplified deflections into an electronic 
signal which forms the input signal to a comparator circuit. The comparator circuit 
compares the actual signal with the reference signal generated when the cantilever 
beam is undeflected. The resulting error signal is used as the control signal for a 
piezoelectric actuator. In one embodiment of the AFM principle, the surface of interest 
is mounted on the piezoelectric actuator. A schematic of the operating principles of 
the AFM are shown in figure 3.1.
The actuator moves in response to the control signal in such a way as to restore the 
cantilever to the undeflected condition. The control signal as a function of position 
within the raster scan is therefore a representation of the relief of the surface. This 
signal is digitised and synchronised with the raster scan by the digital computer so 
that a digital image of the surface topography is generated. In addition, the deflection 
signal from the photodetector serves as another signal channel from which an image 






Figure 3.1: Schematic o f the optical lever principle of atomic force microscopy.
data about the topography of the surface, however for display purposes the deflection 
signal is often preferred as it may represent the surface features more clearly. Having 
obtained digitised images of the surface, the full range of standard image analysis 
techniques are available to process the resulting images. Also, the actuator control 
signal image can be digitally processed to extract information about step heights, pit 
depths etc.
Clearly, the resolution of the instrument is crucially dependent on the fineness of tip 
used. AFM tips and cantilevers are integrally fabricated from silicon or silicon nitride 
by nanofabrication techniques similar to those used in microelectronics such as mi­
crolithography and vapour deposition. These techniques allow the fabrication of tips 
which approach atomic dimensions. Use of such fine tips allows atomic resolution to 
be approached. However, in contrast to STM, true atomic resolution is not routinely 
achieved by AFM. This is because many atoms in the stylus interact with many atoms 
in the surface, unlike STM in which single atoms in the surface interact with the termi­
nal atom of the tip. Even at resolutions well below the achievable maximum there are 
resolution limits as a result of the mechanism of image formation used in the AFM. 
These limitations may produce artefacts which are prone to misinterpretation. The 
main source of such artefacts is the relationship of the tip to the sample. Despite being 
of microscopic dimensions, the tip is finite in size and can therefore not enter every 
fissure or feature of the surface. The image formed by an AFM is actually the convo­
lution of the true surface with the profile of the tip used. The obvious example is that 
of undercuts on the surface which the tip cannot enter and so will not feature on the 
resulting image. Similarly, a pit or trench in the surface can only be imaged reliably 
if it is less deep than the height of the tip itself. If it exceeds the dimensions of the tip 
then it will not be possible to image its profile reliably because the tip will be unable to
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Figure 3.2: Typical AFM tip-surface convolution artefacts; 1. undercut, 2. shallow trench, 3. deep 
trench, 4. narrow fissure. The solid lines show the true surface profile, the dashed lines show the 
convolution of the tip and surface from which the final image is constructed.
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penetrate to the bottom of the feature. The measurable depth of a surface pit or trench 
is therefore restricted by the height of the tip. Also, due to the finite tip width, vertical 
terraces may appear sloping in images. Illustrations of typical tip-surface convolution 
artefacts are shown in figure 3.2. For these reasons a range of tips such as high as­
pect ratio tips are available for most commercial AFM’s. In AFM studies of crystal 
surfaces, tip-surface convolution artefacts are possible with features such as etch pits, 
hollow dislocation cores and macrosteps and care should be taken in their interpreta­
tion. Another source of image distortion which can occur is due to capillarity effects 
produced by adsorbed liquid layers on the surface of interest. In air, very thin films of 
liquid water can form on some surfaces which can significantly modify the behaviour 
of the tip through surface tension. This can lead to reduced resolution and so control 
of the ambient environment may be necessary in some cases.
The AFM and STM are related in the sense that both use the same comparator - piezo­
electric actuator system to adjust the position of the crystal surface whilst piezoelec­
tric actuators scan the probe across the sample. The techniques differ in the means by 
which the feedback signal itself is generated. For this reason the AFM and STM be­
long to a class of instruments called scanning probe microscopes which encompasses 
any instrument which forms images according to the scanning probe principle. The de­
velopment of scanning probe microscopes is a very active field of research at present 
and new innovations are frequent. Most modem instruments are modular in design, 
having a standard piezoelecric scanning system with separate modules for the various 
modes of operation such as STM, AFM and developments thereof.
Amongst these innovations is the development of oscillating cantilever modes of op­
eration1. The original mode of operation of the atomic force microscope described 
above is now typically referred to as contact mode AFM in which the tip is brought 
into intimate contact with the surface and the cantilever deflection remains constant 
until a change in surface relief is encountered. This can have the limitation that soft 
surfaces can appear poorly resolved or may even be damaged by the hard tip if it is 
driven too forcefully into the surface. In the oscillating cantilever mode the cantilever 
oscillations are driven at its natural resonant frequency by a small piezoelectric trans­
ducer. The oscillations of the cantilever bring the tip into intermittent contact with 
the surface. In this way the tip effectively “samples” the surface topography once per 
cycle. The reflection of the laser beam from the cantilever onto the four quadrant pho­
!In the Digital Instruments Nanoscope instruments, this mode is called “tapping mode”, which is a 
trademark of Digital Instruments.
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tocell produces an oscillating signal as the reflected spot oscillates with the cantilever 
from the upper to the lower half of the photocell. It is the amplitude of this oscillat­
ing signal which is used as the feedback signal in this mode. The amplitude signal is 
compared to a user defined setpoint amplitude and the piezoelectric actuator adjusts 
the surface position to restore the actual amplitude signal to the setpoint as the surface 
relief changes with the raster scan. The amplitude changes with surface relief because 
the gap between the surface and the mean position of the cantilever varies as the tip is 
scanned.
Similarly to contact mode AFM, the amplitude signal itself may be used as a second 
signal channel for image formation. The intermittent contact between the tip and the 
surface minimises the potential for tip induced surface damage and can often lead to 
better images. Also, because of the inertia of the cantilever as it oscillates, the tip 
is less prone to the resolution limiting capillarity effects than is the case for contact 
mode AFM. A disadvantage of the oscillating cantilever mode of operation is that it 
is restricted to low raster scanning rates compared to contact mode because of the 
requirement for the tip to sample the surface sufficiently frequently to reliably form an 
image of the surface topography. This restricts its use for dynamic imaging of surface 
processes such as crystal growth. In any case, in the case of crystal growth from 
solution, the presence of the solution damps the cantilever oscillations and therefore 
makes in-situ imaging unreliable. For these reasons this mode is usually restricted to 
the study of surfaces ex-situ.
Ex-Situ Versus In-Situ Atomic Force Microscopy
The in-situ and ex-situ modes of operation of atomic force microscopy each have their 
own inherent advantages and disadvantages. In-situ AFM allows surfaces to be im­
aged in their native environment. In the case of crystals, this can be the solution from 
which they are growing. The advantage of this technique is that because the crystal 
does not have to be separated from its solution there is no risk of introducing artefacts 
to the crystal surface as a result of separation. Ex-situ observations of crystal surfaces 
often show many artefacts due to separation from the mother liquor. This complicates 
the study because of the risk of misinterpreting artefacts as real features of the crystal 
growth. In-situ observations also allow the crystal to be grown or dissolved in-situ 
such that a “movie” of the process can be produced. This technique can however be 
plagued with difficulties, not least due to the difficulty of maintaining a stable temper­
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ature and therefore supersaturation in the in-situ cell. In recent years, the development 
of heating/cooling stages based on the Peltier principle has been applied successfully 
to this problem [99]. These advances notwithstanding, the main limitation of in-situ 
observations is due to the mode of imaging of the AFM itself. Because the surface 
is scanned in a raster pattern the image is built line by line. High resolution imaging 
requires slow scanning. Because the velocities of surface steps during crystal growth 
can be very high with respect to the scanning rate, depending on the supersaturation, 
the surface can change greatly between the start and end of a scan. Indeed many new 
crystal layers can form in the time required to make a single medium resolution image 
- even at relatively low supersaturation. Therefore, the image obtained will always be 
a distortion of the real surface. In extreme cases the steps may be moving so fast that 
they cannot be imaged at all - effectively a blurred image is obtained.
Ex-situ AFM, despite the aforementioned problems of artefact creation due to the 
separation of crystal from solution, offers a number of advantages over the in-situ 
technique. Most importantly, undistorted images of crystal surfaces can be obtained 
at any practical supersaturation, provided that the crystal harvesting technique does 
not introduce artefacts. In this way, a representative snapshot of the surface can be 
obtained during growth by abstracting a growing crystal from its mother liquor. By 
doing so over a range of known supersaturations, a study of the crystal growth over 
a range of conditions unattainable by in-situ AFM can be conducted. If such studies 
are to be conducted, it is necessary that techniques are devised to minimise the pro­
duction of artefacts due to removal of a crystal from its solution. When the solution 
is supersaturated and the crystal is growing, this becomes still more difficult. These 
techniques have to be devised on an empirical trial and error basis and often a degree of 
practice is required until sufficient skill is developed in the technique to be successful 
most of the time. It is true that even the best methods cannot work perfectly all of the 
time and some degree of artefacts have to be tolerated. Fortunately, these artefacts are 
often localised to small regions of the surface and with practice high quality images 
of sections of crystal surfaces free from artefacts can be obtained. To the trained eye, 
it is usually quite straightforward to distinguish most artefacts from real features of 
crystal growth. A study of removal induced artefacts on potassium hydrogen phthalate 
crystals has been published by Campbell et al. [100]. One further advantage of ex-situ 
observations are that they allow the AFM to be operated in non-contact mode which, 
as described above, can result in superior imaging with reduced risk of damaging the 
surface. Finally, it should be stated that neither technique, in-situ or ex-situ, is supe­
rior; only that they are complementary and are best used together and in conjunction
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with other techniques to obtain the most detailed understanding possible.
Application of AFM to Solution Crystal Growth
In the field of solution crystal growth research, the majority of AFM studies to date 
have been performed at resolutions much less than the maximum. Typically a range 
of piezoelectric scanners of various resolutions are available to suit specific situations. 
Arguably, from the point of view of understanding the crystal growth process the res­
olution of fundamental surface steps over comparatively large areas of surface with 
respect to the height of the steps is ideal. In this way, the patterns formed by steps 
as the crystal grows can be clearly seen and it is such patterns which are most in­
structive in explaining the mechanism of growth. On this scale, the outcrop of screw 
dislocations at the surface is clearly disclosed by the abrupt termination of the associ­
ated surface step. Fortunately, modern instruments can comfortably resolve such step 
heights over the distances necessary to meet this ideal. As a drawback however, with 
present AFM technology, observations at this scale result in a loss of resolution at the 
molecular scale and as a result the molecular structure of surface steps, such as kink 
sites, cannot usually be resolved. Though more recently some studies have achieved 
near molecular resolution of terraces [101].
Since the earliest reported applications of AFM to the study of crystal growth from 
solution, a wide variety of crystals have been studied and have revealed dislocation 
outcrops, growth spirals, hollow dislocation cores, two-dimensional islands etc. The 
earliest studies revealed differences in growth behaviour, for example between calcite 
and fluorite [102]. Mineral crystals which, due to sparing solubility and consequently 
slow growth and dissolution, can be reliably imaged in-situ without the need for so­
phisticated temperature control, have therefore featured quite prominently in in-situ 
studies. There has been particular interest in studying biomineralisation processes and 
to this end several studies have measured step velocities on calcite crystals directly 
by AFM scanning [103, 104]. The effects of doping with biologically relevant com­
pounds and studying their effects on the crystal growth has also been investigated in 
these studies. Another class of crystals which grow particularly slowly are biological 
macromolecules such as proteins and viruses. For this reason there has been great in­
terest in studying the growth of these crystals in-situ. Another particular attraction is 
that, due to the very large lattice parameters of these crystals, in ideal cases individual 
kinks in steps can be resolved in-situ during growth. Another attraction of studying
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such crystals is that the AFM can assist in obtaining crystallographic information for 
structure solution by x-ray diffraction studies. Some of these studies have been re­
viewed by Kuznetsov et cil. [105].
The AFM study of simpler, more soluble compounds has been somewhat slower to 
develop due to the difficulties of reliable in-situ imaging and the problem of preserv­
ing sample surfaces during removal from solution. Nonetheless several studies have 
successfully overcome these difficulties and reliable imaging is now achieved [106— 
109]. The results of several of these studies will be covered in more depth in the 
subsequent discussion.
3.5 X-ray Techniques
X-ray diffraction is of course synonymous with crystallography, however there are a 
number of variations of the basic x-ray techniques which have specific applications in 
the field of crystal growth. Two of these of particular interest to the present study are 
outlined below.
3.5.1 X-ray Topography
The Bragg condition for x-ray diffraction, 2dhki sin0 =  X, relates the diffraction angle, 
0, from a set of crystallographic planes, hkl, to the lattice spacing df^i, for radiation of 
wavelength X. In a normal x-ray diffraction experiment the beam is very narrow and a 
small region of the crystal is illuminated. If however an extended x-ray beam is used; 
that is, a beam which illuminates the whole crystal, then at the diffraction condition 
an image of the crystal will be formed which can be projected onto and captured by 
a photographic plate. If the crystal contains defects which strain the crystal lattice lo­
cally, then the diffraction condition will not be met in the strained region. As a result, 
no intensity will be diffracted from the strained region of the crystal and it will appear 
dark in the image of the crystal. Thus, contrast is achieved locally from strained por­
tions of the crystal. In this way defects with associated strain fields including impurity 
striations, growth sector boundaries, dislocations, stacking faults, twin planes etc. can 
be resolved within the crystal. Generally speaking, the strain fields due to point defects
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are not resolved. The defect structure of the crystal contains a history of its growth and 
the resulting images can be interpreted to establish details of how the crystal grew. 
This can include the genesis and movement of dislocations and the formation of inclu­
sions. Also, by taking x-ray reflections from several sets of lattice planes, the Burgers 
vectors of dislocations can be obtained quantitatively if the invisibility criterion can 
be met2. The origins of the technique have been discussed by Lang [110]. A number 
of real time and in-situ x-ray topographic studies have been performed during growth 
by utilising the very high x-ray intensities available from synchrotron sources, see for 
example Chernov [18,87]. X-ray topographic studies relevant to the present study will 
be considered later.
3.5.2 Surface X-ray Diffraction (SXRD)
X-ray diffraction from a bulk crystal is subject to the three Laue conditions, one for 
each dimension, as a result of the three dimensional periodicity of the crystal. Conse­
quently, diffracted intensity is restricted to a point. If however x-rays can be diffracted 
from a surface, which is only periodic in two dimensions then one of the Laue con­
ditions is relaxed and a “rod” of diffracted intensity is possible. This is an example 
of diffuse x-ray scattering, i.e. the scattering of x-rays where the Bragg condition is 
not met. In a normal x-ray diffraction experiment, the specularly reflected intensity 
from the Bragg condition is very much larger than that from the non-Bragg diffuse 
reflections due to the surface and other defects, which are insignificant and barely 
detectable. If however the diffraction geometry is arranged such that the angle of in­
cidence with the surface is very small (grazing incidence) then due to the geometry 
the diffuse reflections from the surface will become stronger in proportion to the in­
tensity at Bragg peaks. Effectively the Bragg peak becomes “smeared” out into a rod 
of intensity. Because the non-specular reflections come from the surface, they carry 
information about the surface layer. If the angle of incidence is sufficiently small that 
the condition for total external reflection is met then the diffraction signal will come 
entirely from the surface layer. The rods of intensity which result are called crystal 
truncation rods (CTRs). Thus by measuring the intensities along CTRs between Bragg 
peaks, structural information about the surface can be obtained. When the surface 
layer has the same periodicity as the bulk crystal then integer CTRs result in which 
two of the indices hk are as for the bulk crystal and the third index assumes fractional
2This is analogous to similar techniques in transmission electron microscopy.
positions between Bragg peaks at which finite intensities can be measured. If the sur­
face is reconstructed then the surface net will have a different periodicity from that 
of the underlying crystal and so the CTRs may have non-integer indices in terms of 
the underlying structure. Thus by integrating the measured intensities along CTRs the 
structure of a surface may be obtained by methods analogous to those for conventional 
x-ray diffraction. This can yield information about the nature of the surface termina­
tion, surface domains and adsorbed monolayers etc. Also, by studying the linewidths 
of CTRs, information about the statistics of steps and kinks on the surface can be ob­
tained in principle.
The technique is analogous to low energy electron diffraction (LEED) in principle 
though, since x-rays are weakly interacting with matter, many of the intensive com­
putations required to interpret LEED patterns are not necessary. For the same reason, 
where LEED has to be conducted in high vacuum, this is not essential for SXRD. The 
intensities of CTRs are typically exceedingly small and for this reason very intense 
x-ray sources are required. For this reason the technique has been restricted to syn­
chrotron wiggler and undulator sources and has been most successful on high intensity 
third generation synchrotron sources. With sufficient intensity it becomes possible to 
study “buried” interfaces, which include surfaces immersed in solution. Thus it be­
comes possible in principle to study crystal surface structure during growth. To date, 
only a small number of studies have been successful in this respect and most have 
been conducted with crystals in equilibrium with solution rather than during growth. 
Nonetheless some interesting results have been achieved [101, 111-114]. A recent 
review of results achieved to date and anticipated future developments has been given 
by Vlieg [67]. The techniques have been subject to a number of reviews [115,116].
3.6 Case Study: Potassium Hydrogen Phthalate
In this section the results to date for the crystal growth of potassium hydrogen phtha­
late, a much studied model crystal will be reviewed. This crystal features prominently 
in the remainder of this study therefore a review of previous work is necessary in its 




Potassium hydrogen phthalate (KAP)3 has featured in numerous crystal growth studies 
because it possesses a number of properties which make it an ideal model crystal. 
These include:
• easily grown from low temperature aqueous solution,
• solubility data are available [117],
• a well defined platelet habit which exhibits well formed vicinal faces on its 
largest faces, (the {010}),
• the lattice parameter normal to the {010} faces is large, which facilitates atomic 
force microscopy imaging of surface features,
• the (010) planes are cleavage planes which facilitates sample preparation and 
interferometer alignment,
• exhibits both spiral growth at screw dislocations and growth by two-dimensional 
nucleation,
• growth is sensitive to impurities,
• it has been the subject of several previous studies of crystal growth.
3.6.2 Crystal Structure
As its name suggests, potassium hydrogen phthalate, C6H4COOH.COOK, is the potas­
sium salt of the diacid phthalic acid. It is an acid salt because it is normally only par­
tially dissociated, with one of the acid groups retaining its proton. Figure 3.3 shows the 
asymmetric unit of the KAP crystal. The asymmetric unit consists of a phthalic acid 
residue (partially ionised as a hydrogen phthalate ion) and a potassium counter-ion. 
This basic structural unit forms the KAP crystal.
3The acronym KAP arises from the alternative name potassium acid phthalate.
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Figure 3.3: The asymmetric unit of the KAP crystal. The following symbols are used to label the atoms 
and ions: C, carbon; H. hydrogen; O, oxygen; K, potassium ion.
The crystal structure of KAP was determined by Okaya [118] who found that it crys­
tallises in the orthorhombic system with lattice parameters4 a =  6.466 A ,b  = 9 .6O9 A, 
c =  13.257 A and space group P2\cib. Jetten [119] subsequently exchanged the axes 
to give the lattice parameters as a =  9 .6O9 A, b =  13.257 A, c =  6.466 A and space 
group Pcci2\. This notation has subsequently been used almost exclusively in the crys­
tal growth literature for KAP and will continue to be used in the present study. As 
is most clearly illustrated by the projection of the KAP structure along the [001] di­
rection shown in figure 3.6, the resulting crystal has a layer structure with alternate 
hydrogen phthalate and potassium layers along the [010] direction. KAP crystallises 
with a platelet habit [120] in which the order of morphological importance is typically 
[010], [110], [111], {121}, [210], {120} and {102}. The habit is shown in figure 
3.7.
Sole et al. [117] measured the solubility of KAP in aqueous solution within the tem-
4The lattice parameters for KAP as reported in the original structure paper contained a typographical 
error. Despite an erratum in a later edition, the erroneous value has continued to be used in many later 




Figure 3.4: Projection of the KAP structure along [100]. The lattice parameters are indicated by a, b 
and c.
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Figure 3.6: Projection of the KAP structure along [001]. The lattice parameters are indicated by a, b 
andc.
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Figure 3.8: Solubility curve for potassium hydrogen phthalate (KAP) in water (data from Sole et 
al. [117])
perature range 25 - 50 °C and published the following relationship,
C0 =  9.2837 -  0.059 IT  +  0.0058T2 (3.3)
where Co is the equilibrium concentration of KAP expressed as grams per lOOg water 
and T is the temperature in degrees Celsius. The resulting solubility curve is shown in 
figure 3.8. Srinivasan et al. [121] have made solubility measurements in the temper­
ature range 30 - 50 °C and have obtained good agreement with the results of Sole et 
al. [117]. The temperature - solubility relationship 3.3 has been employed [122-125] 
in crystal growth studies of KAP with saturation temperatures of 25 °C and growth 
temperatures as low as approximately 20 °C with no significant deviations from equa­
tion 3.3 reported.
3.6.3 Experimental Investigations
Following preliminary microscopic studies of the as grown surfaces of KAP crystals 
[119], several in-situ studies have been made using conventional reflected light mi­
croscopy and differential interference contrast microscopy (DICM) [126, 127]. De­
spite the limited resolution of the optical method, growth steps forming polygonised 
spirals, which in turn formed macroscopic growth hillocks, were clearly apparent on 
the surface and their motion was reported. The polygonised spirals were seen to have a
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characteristic shape which is shown schematically in figure 3.7. Van Enckevort [127] 
lightly etched the surfaces of crystals and reported two types of hillock. Shallow 
hillocks were found to have only a limited number of etch pits at the spiral centre, 
indicating a small number of emergent dislocations. Steep hillocks, which often domi­
nated the crystal surfaces, were found to exhibit a large number of etch pits, suggesting 
a large number of emergent dislocations.
The role of impurities on the crystal growth of KAP was studied extensively using 
DICM [122, 123, 128]. Also, measurements of the distribution coefficient of impuri­
ties in the crystal were made by spectroscopic techniques. These studies also included 
measurements of step velocity by DICM such that the growth retarding effects of the 
impurity could be observed. It was found that the impurities retarded the steps of the 
spiral anisotropically. A nomenclature for the step orientations of the characteristic 
growth spiral, as indicated on the schematic of the spiral in figure 3.7, was proposed. 
The slow moving and narrowly spaced <101> orientations were designated slow steps 
and indicated by a subscript s, <101>^; the widely spaced fast moving <101> orienta­
tions were designated <101>/. The steps intermediate of these orientations and close 
to <001> were found to have intermediate velocity and were labelled <001>. The 
<001> and <101>/ were found to be most affected by the addition of impurity. The 
results of these studies have been discussed further [129, 130]. The results of some 
of these observations will subsequently be scrutinised further in light of the results of 
the present study. Subsequent studies of secondary nucleation by rod contacts with 
the {010} face of KAP have been performed [131, 132]. Also, further studies of the 
role of impurities [133] and microcrystal adhesion [83] in influencing the growth rate 
have been made by means of edge displacement measurements. The role of organic 
impurities on the growth of KAP has been studied by Kuznetsov et al. [134] who found 
a growth rate enhancing effect at low concentrations followed by growth inhibition at 
higher concentrations. Habit modification of KAP crystals by the addition of organic 
impurities and consequent effects on optical transmission have been reported by Mu- 
rugakoothan et al. [135]. The modification of the nucleation characteristics by addition 
of a chelating agent has been reported by Srinivasan et al. [121].
Several x-ray topography studies of the defect structure of KAP have been performed 
[136-139]. In the most recent by Ester ef al. [138,139] the results were compared with 
AFM studies to obtain a more detailed understanding of the growth behaviour. These 
studies will be considered subsequently. Several AFM studies have been reported on 
the {010} face of KAP. AFM studies of removal induced formation of defects and the
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development of a method for the preservation of surfaces during removal from solution 
[125] have been reported. Images of the fundamental steps of the characteristic growth 
spiral have been shown. A linear dependence between supersaturation and step spac­
ing over a limited supersaturation range was reported. Another significant observation 
by AFM has been the observation of two-dimensional islands on the {010} faces of 
thin platelet crystals on which no screw dislocation is emergent [140].
3.6.4 Periodic Bond Chain Analyses and the KAP Growth Unit
Periodic bond chain (PBC) analysis of the KAP crystal structure has been invoked by 
several authors to explain experimental observations from crystal growth experiments 
with KAP (see for example Hottenhuis and Lucasius [128]). Three PBC analyses of 
the KAP crystal structure have been published. Jetten performed the first such analysis 
[119]. The work of Jetten was extended by Hottenhuis et al. [120] who performed 
extensive and comprehensive first order (i.e. neglecting second order bonds) PBC 
analyses of the KAP crystal structure and compared various morphological models 
with actual experimental results. Finally, Hottenhuis and Lucasius [124] performed a 
second order PBC analysis though this was confined to the {010} crystal slice. In all 
cases {010} was reliably found to be the most important face though the analyses were 
less successful in predicting the order of morphological importance of the lesser faces 
as observed in experiments.
Strom [141] has recently discussed the validity of PBC analyses for the prediction of 
crystal habit from solution in which she has stressed the appropriate choice of growth 
unit and crystal slice thickness. The choice of growth unit plays an important role in 
PBC analyses since only bonds formed during the growth process are significant. To 
date every observation of which the author is aware has shown the height of fundamen­
tal steps on KAP to be of unit cell height (see for example [125]). Consideration of 
the KAP unit cell shown in figures 3.4, 3.5 and 3.6 shows that the KAP unit cell com­
prises four KAP residues, stacked two high in the [010] direction (normal to the (010) 
plane). The fundamental step therefore must be two KAP residues high and this im­
plies that this unit cell high step should represent the crystal slice in the PBC analysis. 
Reference to these figures also suggests that the slice may be coincident with the (010) 
planes of the unit cell indicated, or that it may be coincident with the (020) planes of 
this unit cell. In the absence of significant reconstruction of the surfaces, which ap­
pears unlikely with the highly directional bonding in this structure, this would imply a
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potassium terminated surface or a hydrogen phthalate terminated surface respectively. 
In previous work it has been assumed that KAP grows by the arrival of potassium, K+ , 
and hydrogen phthalate, HP- , ions at kink sites. According to Jetten [119] the rate 
determining step in the growth of KAP from aqueous solution is the incorporation of 
the K+ ion because it has the highest hydration energy of the two ions. Before inte­
gration to the crystal the bonds with the solvent molecules must be broken. According 
to this hypothesis, the advance of a unit cell high step must proceed by the arrival and 
dehydration of two ions of each kind, resulting in the stacking of one KAP residue on 
top of another. This could conceivably occur sequentially rather than simultaneously, 
with the arrival of one ion pair forming a KAP residue at the step followed by a second 
which stacks on top of the first. From probabilistic and steric viewpoints the sequential 
route appears to be a more favourable proposition. There is, however, a third possi­
bility which is that the actual growth unit is a dimer formed from two K+ and two 
HP-  ions, which pre-exists in solution. Growth then would proceed simply by the in­
tegration of these dimers at the kink sites. The dimer as growth unit idea for KAP was 
promulgated by Barber and Petty [142] who argued that KAP would be expected to 
dimerise in solution and that this accounted more readily for the crystal habit of KAP 
than assuming separate ions as growth units.
One further piece of experimental evidence lends indirect support to the dimer hy­
pothesis. In one of a series of studies of the effect of impurities on the crystal growth 
of KAP, Hottenhuis and Lucasius [123] concluded that although cations, particularly 
trivalent cations such as Cr3+, had a profound effect; anions had no discernible effect 
on the growth of KAP {010}. This was confirmed through experiments with the chlo­
ride ion in advance of experiments with chloride salts of transition metals. Considering 
the Cabrera-Vermilyea terrace adsorption model, this requires that the adatoms are im­
mobile and by implication that the bond between terrace and adatom is strong. This 
should imply that the {010} surface termination of KAP in solution is anionic. That is, 
the surface would be expected to be terminated by HP-  anions, since a cationic termi­
nation would not be expected to strongly interact with impurity cations. If the growth 
units are the individual ions and they join the step sequentially in the manner described 
above, then exposed or partially hydrated potassium cations must nonetheless exist 
briefly at the step. The simultaneous arrival, dehydration, orientation and integration 
of two ions of each kind must be regarded as energetically unfavourable and improb­
able. Neglecting steric hindrance then (since anions are typically larger than cations), 
it is to be expected that exposed potassium cations will occasionally interact with im­
purity anions and a discernible impurity effect due to anions would result. However,
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in the KAP dimer described by Barber and Petty [142], the potassium cations would 
be effectively screened electrostatically and sterically from impurity anions, both in 
solution and in the step. The surface presented to the solution if growth proceeds by 
the KAP dimer would automatically be the hydrogen phthalate termination suggested 
by the role of impurities. Therefore, the dimer hypothesis deals with the relative ef­
fects of anions and cations whether terrace adsorption by a Cabrera-Vermilyea model, 
or step or kink adsorption is assumed. In contrast, the separate ions hypothesis re­
quires that supposition about steric effects must apparently be invoked to account for 
the absence of an anion effect. In their own study Hottenhuis and Lucasius [124] have 
stated that the {010} face is terminated by potassium ions, however the theoretical or 
experimental basis for this conclusion is not made clear and seems contrary to their 
own experiments with cations and anions. If the growth units were separate ions then 
phenomena such as surface domains of different termination (for example caused by 
stacking faults), half unit cell height steps and other phenomena may be expected to 
occur. However, none of these effects have been reported, lending further circumstan­
tial weight to the dimer hypothesis.
A similar debate has developed over the nature of surface terminations with another 
common model for crystal growth. In a synchrotron radiation surface x-ray diffraction 
study, de Vries et a l  [112, 113, 143] have concluded that the pyramidal {101} faces 
of potassium dihydrogen phosphate (KDP) are potassium terminated and that this ex­
plains the ineffectiveness of cations in affecting growth on these surfaces due to the 
large adsorption energy barrier which must be overcome. Recently, Strom [141] has 
examined the claims of de Vries et a l in which she has also made an appeal for greater 
consideration of the step height and hence total growth layer rather than simply the 
outermost layer of the crystal.
In the PBC analysis of Hottenhuis et a l [120] the growth unit was assumed to be 
the K+ and HP-  ions. The results of the PBC analysis did not exactly predict the 
observed habit of KAP. The authors concluded that despite considering Coulomb in­
teractions, Van der Waals interactions and hydrogen bonding, that the analysis suffered 
from the consideration of only first nearest neighbour bonds; the computational com­
plexity of including second nearest neighbour bonds being too great at that time. They 
also invoked relaxation and reconstruction of certain faces to account for the noted dis­
crepancies. The role of relaxation and reconstruction on the habit of crystals has been 
discussed elsewhere [66, 144]. Unfortunately such conjectures are difficult to test 
experimentally at present however surface x-ray diffraction promises to resolve such
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matters in the future. Another potential source of error was present in all of these PBC 
analyses because the erroneous lattice parameter for KAP mentioned in section 3.6 
was used. Since some of the bond energies were based on pair separation potentials, 
an error in the positions of atoms within the unit cell could result in the assignment of 
erroneous bond energies. The error amounted to a 4.5% error in the b lattice parameter 
which may have been sufficient to invalidate the analysis. Despite this error however 
the PBCs predicted for the {010} slice appear consistent with observations which may 
be due to this slice lying normal to the erroneous lattice parameter, thereby minimising 
its effect. In any case, since a PBC analysis is concerned only with the actual bonds 
which form during the formation of the crystal, then the assumption of the growth 
unit is also of great significance. If the KAP growth unit is in fact the dimer then this 
analysis would be invalid because one of the stronger bonds of the first coordination 
sphere of the crystal would have formed in solution and played no role in the crystalli­
sation process. Barber and Petty [142] have critically discussed the results of the PBC 






Interferometric Studies of KAP 
Crystal Growth from Aqueous 
Solution
4.1 Introduction
This chapter contains a description of experiments that were undertaken to accurately 
measure the growth rates of crystals from solution in-situ, as a function of supersatu­
ration and temperature, using optical interferometry. For this work, a novel data acqui­
sition system was developed which allowed the accurate measurement of the normal 
growth rate simultaneously at multiple points on the crystal surface. This technique 
has the advantage that correlation and dispersion of growth rates across the face can be 
studied. This ability is important in providing an experimental means to study the dis­
persion of growth rates due to step sources of different activities, local supersaturation 
variations, hydrodynamic effects and growth rate differences between different vicinal 
facets of the same hillock.
In addition to measuring the normal growth rate, by knowledge of the refractive index 
of the solution, the wavelength of the light employed and the gradient of the vicinal 
surfaces, the lateral velocity of surface steps could be calculated. By measuring crystal 
growth rates in this manner over a range of temperatures and supersaturations, growth 
rate vs supersaturation relationships can be established, the qualitative form of which
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can assist in elucidation of the crystallisation kinetics obeyed during growth.
4.2 Apparatus
The instrument used for interferometric studies of crystal growth is perhaps best de­
scribed as a system built from a number of subsystems. A schematic diagram of the 
complete system is shown in figure 4.1. The component subsystems are described in 
some detail below.
4.2.1 The Optical Subsystem
The equipment used in this study comprised of a two beam Michelson interferometer in 
which the crystal surface acted as the first reflecting surface and an optically flat mirror 
acted as the reference surface. Illumination was provided by a 20 mW Helium:Neon 
laser source providing a fixed wavelength of 632.8 nm (16 in figure 4.1). The light 
from the laser was first filtered by a set of neutral density filters (17) in order to reduce 
the intensity. It subsequently passed through a spatial filter assembly comprising a 
lOx microscope objective (18) which focused the beam to a point in the aperture of a 
pinhole (19). Diffracted by the pinhole, the light spreads out, forming the character­
istic Airy diffraction pattern. The zero order beam was selected by means of an iris 
diaphragm (20). Higher order rings and noise due to scattering from atmospheric dust 
were therefore eliminated - providing a stable beam. The cone of light from the iris 
diaphragm was next focused into a parallel beam again by means of a lens (21) posi­
tioned such that it was exactly one focal length from the pinhole aperture. In this way 
a narrow, parallel “pencil” of light was produced, the diameter of which was a function 
of the focal length of the lens employed. It was possible to vary this to accommodate 
crystals of various sizes, however it should be noted that expanding the beam reduced 
the intensity and therefore adjustments to the amount of filtration had to be made. The 
narrow pencil of light was next separated into two beams at 90° to each other by means 
of a beam-splitter (22). The beam-splitter divided the amplitude of the beam evenly 
and therefore the intensity in each beam was equal.
One of the beams, hereafter referred to as the reference beam, fell onto the optically
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Figure 4.1: The interferometer system (see text for description of numbered components)
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flat mirror (27), the other - the object beam - illuminated the crystal (26) which was 
located on a stub (25) in a growth cell (23) with an optical flat (24) for a window. It 
was important that the stray reflections from the cell window were not projected onto 
the camera (31). For this reason an iris diaphragm (30) was located in the back focal 
plane of the objective and the cell was tilted just sufficiently that the stray reflection 
was obscured by it. The slight difference in the optical path length across the crystal 
introduced by this measure was, in any case, corrected for by the crystal alignment 
procedure to be described later. The optical path lengths of the two beams were care­
fully adjusted to be equal to each other. Since the illumination source was a laser and 
therefore highly coherent, this was not as strict a condition for successful operation of 
an interferometer as would be the case with an incoherent source. Nonetheless, the 
best results were obtained when the optical path lengths were kept as similar as prac­
tically possible.
The reflected object and reference beams were recombined at the beam-splitter and 
collected by an objective lens (29) which formed a sharply focused image of the mir­
ror and the crystal face on a precisely aligned charge coupled device (CCD) (31), from 
which a video signal was produced. A live display of the video signal was shown on 
the high resolution monitor (33). Since the reference mirror is optically flat it therefore 
formed a featureless and coherent image on the CCD which, when observed without 
the crystal image, was seen as a field of uniform intensity. If the crystal face was ob­
served without the image of the mirror, then it was observed as a microscopic image 
of the crystal face. When the image of the crystal was simultaneously focused onto the 
CCD with that of the mirror however, the phase differences between the two beams 
caused by the differences in path length due to the surface relief of the crystal resulted 
in the formation of interference fringes superimposed on the image of the crystal face. 
Bright fringes were formed in regions of constructive interference, dark fringes in re­
gions of destructive interference. Because the incident beams are of equal intensity 
and the reflectivity of the crystal surface is substantially less than that of the mirror, for 
maximum contrast in the interference pattern, it was necessary that the intensity of the 
reference beam was attenuated in order that it was of equal intensity after reflection as 
the reflected object beam. This was achieved by placing neutral density filters (28) in 
the reference beam. Obviously, the optical path length of the reference beam had to be 
corrected for this.
When correctly aligned such that the mirror was parallel to the net crystallographic 
plane of interest and the images of both mirror and crystal were correctly focused onto
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the CCD, the interference pattern formed was effectively a contour map of the surface 
relief of the crystal. All points on a given fringe were at the same elevation above an 
arbitrarily chosen reference plane, normal to the direction of incidence of the object 
beam and parallel to the net crystallographic planes. Obviously, any changes to the 
surface relief of the crystal resulted in the motion of fringes as the optical path length 
differences responsible for the interference pattern changed. A rough surface would 
give rise to diffuse reflections which would result in a random interference pattern 
which would appear to be incoherent in the final image. A smooth1 surface on the 
other hand would give rise to specular reflections which would produce interference 
fringes which are coherent over long distances in the final image. Clearly then, if crys­
tal growth proceeds by a cooperative layer-wise mechanism, then the observed motion 
of the resulting fringes would also appear to be cooperative and orderly.
Clearly it was important for a system capable of measuring extremely small displace­
ments that vibrations which could otherwise destroy the interference pattern, were kept 
to an absolute minimum. This was achieved by mounting the entire interferometer as­
sembly on an air cushioned optical bench.
4.2.2 The Solution Flow Subsystem
The role of the solution flow system, also illustrated schematically in figure 4.1, was 
to supply solution at the correct composition, temperature, flow rate and supersatura­
tion for the experiment in question. This required an accurate and stable temperature 
regulating system and adequate pumps. This was achieved using a circuit in which 
an undersaturated solution was pumped from a temperature regulated reservoir (1), 
through a battery of heat exchangers (6,7,8), before entering the growth cell. On exit 
from the cell the solution returned to the reservoir via a fluid flow meter (13). The 
reservoir was a custom glass vessel with dual walls for supply of heat exchange fluid. 
The solution within the vessel was stirred continuously with a magnetic stirrer (2) to 
eliminate temperature and composition gradients. Pumping was achieved by a mag­
netically coupled liquid pump (5). Medical grade silicone and glass capillary tubing 
was used to connect the circuit. The jacket of the reservoir and the heat exchang­
ers were supplied with temperature regulated water from recirculating water baths (9
JThe terms rough and smooth in this case do not apply to the concept of atomically rough and smooth 
surfaces as discussed in chapter 2. Rather they apply to surfaces which are rough or smooth on a scale 
of the order of the wavelength of the light used.
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and 10 respectively), with a refrigeration facility2 . All tubing was lagged with foam 
rubber insulation which provided sufficient insulation to variations in ambient temper­
ature. The solution temperature was monitored within the reservoir and immediately 
after exit from the crystal growth cell by platinum resistance thermometers (3 and 11 
respectively). The temperature of the water in the recirculating baths was also moni­
tored. The temperature of the solution at the exit from the growth vessel was found to 
be stable to better than 0.02 °C.
Thus, by adjusting the temperature of the reservoir and heat exchanger recirculating 
circuits, the temperature of the solution supplied to the growing crystal could be ac­
curately controlled. It should be noted that the solution temperature at the growth cell 
was under open loop control in as much as there was no feedback mechanism by which 
a desired setpoint temperature could be reached automatically. Some operator adjust­
ment was necessary to achieve specific temperatures. With the exception of setting the 
saturation temperature of the solution, specific temperatures were not required exactly 
and so this was not a major limitation. The main limitation to the achievable supersat­
uration was the temperature difference between the reservoir and the heat exchanger. 
The maximum sustainable temperature difference was found to restrict the maximum 
achievable relative supersaturation to approximately 8%, depending on the saturation 
temperature of the solution. The systems’ solution contact silicone tubing was period­
ically replaced to minimise the risk of solution contamination. Immediately following 
crystallisation experiments the crystal growth cell would be removed for cleaning and 
the circuit would be disconnected from the reservoir vessel and drained of solution by 
vacuum applied to the reservoir return line. Once drained, the circuit would be flushed 
several times with de-ionised distilled water to remove all traces of solute. The spent 
solution was captured in a trap and recrystallised a number of times to recover the 
solute. As described in section 4.2, the optical system was isolated on an air cush­
ioned optical bench which eliminated most external vibrations. The major remaining 
source of vibrations was the solution supply pump. It was found however that these 
were effectively damped by the battery of heat exchangers and that the remaining vi­
brations could be minimised by suspending the solution supply hose above the bench 
on a laboratory clamp-stand.
2The refrigeration facility was important in ensuring that the ambient temperature did not affect the 
temperature stability or capability of the system
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4.2.3 The Crystal Growth Cell
The growth cell (23) is the part of the system where the optical and solution flow sub­
systems meet and its importance warrants special consideration. The requirements for 
a growth cell were that it should allow for the accurate positioning and adjustment of 
the crystal face (including orientation of the crystal), allow for careful control of the 
solution flow over the crystal without stagnation or provision of easy nucleation sites, 
be free from leaks and finally, should provide an un-obstructed optical path for inci­
dent and reflected beams. The growth cell used in these experiments was machined 
from PTFE. PTFE is chemically inert which minimises the risk of contamination of 
the solution. In addition, PTFE is poorly wetted by aqueous solutions, making it un­
favourable for heterogeneous nucleation and, therefore, reduces the risk of unwanted 
nucleation in the cell. The growth cell cavity was cylindrical in shape with an optical 
flat window (24) at one end of the cylinder. The optical flat was sealed with a rubber 
’O’ ring and secured in place with a stainless steel retaining ring.
The seed crystal was mounted on a cylindrical PTFE stub (25) the end of which was 
cut to accommodate the crystal such that the stub with crystal in place could be in­
serted into or removed from the cell. Crystals were mounted on the stub with a small 
amount of two-part epoxy resin. The amount of resin used was kept to a minimum 
to prevent excessive stresses being induced in the crystal as the resin hardened. The 
crystal on its stub was introduced into the growth cell through a cylindrical orifice in 
the wall of the cell, such that it was normal to the axis of the cavity cylinder and hence 
the incident sample beam. The stub was sealed in position by a rubber ’O’ ring which 
allowed free rotation of the stub, and hence the crystal, with respect to the incident 
beam. This provided a valuable additional degree of freedom to the assembly which 
assisted in crystal alignment.
Solution was admitted into the cell through an inlet port on the underside of the cell and 
exited through a second port on the top of the cell. The location of the solution inlet 
port was such that solution impinged on the crystal parallel to the face under observa­
tion. The exterior of the cell provided integral fittings onto which the silicone tubing of 
the circuit could be directly connected. The entire cell assembly was mounted onto a 
precision positioning stage with multiple degrees of freedom, allowing the crystal to be 
more or less arbitrarily oriented with respect to the incident sample beam. The degrees 
of freedom provided by the cell assembly included: translation in all three dimensions, 
rotation in the optical plane and tilt through the optical plane. These were essential for
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adjusting the crystal such that the net crystallographic planes of interest were correctly 
aligned. The solution circuit to the cell also included a bypass line (15) which was 
opened and closed by means of two three-way (two open, one closed) PTFE valves 
(14). This allowed the cell to be isolated and removed without stopping the flow of 
solution in the circuit altogether and risking nucleation in the stagnant solution. This 
greatly facilitated experiments by allowing rapid crystal changes, eased the start up of 
experiments and allowed growth to be arrested rapidly for atomic force microscope 
studies of the crystal face.
4.2.4 The Data Acquisition Subsystem
The purpose of the data acquisition system was to obtain normal growth rates from 
specific locations in the image of the crystal face using equations 3.1 and 3.2, from 
which lateral growth rates may be obtained through equation 2.19. In order to do this, 
some mechanism of counting the number of interference fringes passing a particular 
point per unit time was necessary. The system that was developed for this purpose 
is also illustrated in figure 4.1. The system exploited the video signal from the CCD 
camera. The system consisted of a video cassette recorder (32), a high resolution video 
monitor (33) and an IBM compatible personal computer (34) equipped with a high 
resolution video digitiser. The output signal from the video digitiser was displayed on 
a second high resolution video monitor (35).
Using the video digitiser3, it was possible to digitise the frames of the video signal 
into 8 bit gray-scale images. The images generated by the digitiser were represented 
in memory as 512x512 matrices of pixels with gray-scale values ranging from 0 to 
255 representing the brightness of each individual pixel. The software libraries sup­
plied with the video digitiser provided functions for the retrieval of individual pixel 
gray-scale values and to draw lines and place text on the video display. Thus, it was 
possible to write software with which the user could select individual pixels within the 
video image and to sample the gray-scale values of those pixels as a function of time 
from which the fringe frequency could be obtained.
For this purpose, two separate computer programs were written. The first of these 
programs, PIXSEL (pixel-selector), was used to interactively select individual pixels
3The device used was a CXI00 image capture board from Imagenation Corporation.
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Figure 4.2: An interference image of a growing crystal
for analysis directly on the video monitor screen by presenting the user with a cursor 
which could be moved by the cursor keys. The selected pixel locations (identified by 
their display coordinates within the 512x512 pixel matrix) were automatically entered 
into a parameter file by PIXSEL. These pixel locations were subsequently read by the 
program ANALYSE which sampled the intensities of the selected pixels at an appropriate 
sampling rate. ANALYSE also grabbed whole frames at preset intervals onto which it 
overlaid a grid representing the selected pixels so that a record of the the pixel location 
with respect to the crystal surface was preserved. ANALYSE was designed in order that 
it could be run non-interactively from a control script (i.e. an MS-DOS batch file) by 
use of command line parameters. Figure 4.2 shows an example of an interference im­
age of a growing crystal as captured by the program ANALYSE. The grid superimposed 
on the image field represents the coordinates of the pixels selected with PIXSEL.
The programs PIXSEL and ANALYSE were written in the C programming language and 
descriptions and program listings can be found in appendix C. This provided the basis 
of an interference fringe counting system from which accurate normal growth rates 
could be measured and from which lateral growth rates could be obtained. When a 
pixels’ gray-scale value is plotted as a function of time, the passage of interference 
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Figure 4.3: An example of a raw intensity time series
odicity of the resulting plot. Bright fringes are shown as high gray-scale values, dark 
fringes as low values. Figure 4.3 shows examples of raw time series data obtained by 
ANALYSE.
The number of fringes passing a point in a given time, the fringe frequency, can be 
measured simply by counting the number of fringes and dividing by the duration of 
the measurement to obtain the fringe period, the reciprocal of which is the fringe fre­
quency. In figure 4.3 there are approximately 14 fringes in 1980 seconds which yields 
the approximate value of 141 seconds for the fringe period and 0.0071 Hz for the 
fringe frequency. However, this approach is only accurate if the time series contains 
an integer number of fringes which is seldom the case. A more accurate estimate 
of the fringe period would be obtained by taking a sub-series of fringes between the 
peaks or troughs of two fringes and dividing by their separation in time. However, 
a still more elegant approach exploits the fast Fourier transform (FFT) algorithm to 
perform a spectral analysis of the time series data. Spectral analysis of the time series 
also allows for additional trends in the raw data such as long wavelength modulations 
to be observed which are too subtle to be observed by manual fringe counting. For 
example, in certain cases, the growth rate of a crystal, and hence the fringe period, 
appears to vary periodically with time. Manual fringe counting methods simply give 
the average fringe period and this information is therefore lost. Such modulations are 
however shown as side bands in the frequency spectrum and so they may be quanti­
tatively studied. Figure 4.4 shows the frequency spectrum, or periodogram, obtained 
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Figure 4.4: Frequency Spectrum of raw time series from figure 4.3
peak represents the fringe frequency of the time series, the peak value is at 0.0071 Hz 
corresponding to a fringe period of 141 seconds, in good agreement with the values 
obtained manually. The actual numerical values of the ordinate, power, are related to 
the image contrast, device gains and the overall sharpness of the spectrum estimate, 
i.e. the quality of the data.
A major advantage of the spectral analysis approach over the manual fringe counting 
method was that it was possible to automate the processing of a large number of fringe 
time series by means of a computer program. For this purpose, a Matlab program 
TRANSPOSE was written4 which performed the FFT on a batch of fringe time series 
data-files, calculated the normal growth rate of each pixel studied by means of equa­
tions 3.1 and 3.2 and generated a graphical report.
Another advantage to using a digitiser to solve the fringe counting problem was that, 
because the whole video frame was digitised simultaneously, any number of pixels in 
the image of the crystal could be studied simultaneously. For practical reasons how­
ever, an upper limit of 13 individual pixels was chosen. The main reason for this limit 
was the memory requirement. The more pixels that were digitised, the greater the 
amount of data collected and hence the amount of memory required to store it. Addi­
tionally, the time series data for each individual pixel was most conveniently handled 
within an individual file. The MS-DOS operating system as used, placed an upper 
limit of 14 on the number of files that could be simultaneously open, thus with one
4 See Appendix C
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control script, this left 13 files available to receive data. As will be seen, in practice it 
was found that 13 pixels was sufficient to completely characterise the crystal growth 
in almost all cases.
Typically, 13 pixels allowed for some redundancy in that surplus pixels could be se­
lected so that, in the event that crystallisation conditions rendered some pixels useless 
for analysis, enough data would be collected from other parts of the crystal that re­
analysis was seldom necessary. In normal operation of the system, the data acquisition 
was performed offline in a batch-wise process by recording the CCD video signal onto 
videotape for subsequent processing. This approach was preferable to live analysis of 
fringe motion because the videotape could be replayed and the most appropriate pix­
els for analysis could be selected, with the advantage that the future behaviour of the 
surface was already known in advance. In addition, by storing a permanent record of 
the interferometry footage, the crystal growth could be reanalysed at will.
4.3 Data Processing and Analysis
4.3.1 Interpretation of Frequency Spectra
With good quality raw time series data, the fringe frequency obtained is an accurate 
and precise measurement of the fringe periodicity. However, in some cases, inter­
pretation of the spectra obtained by application of FFT to the time series requires an 
element of caution. Good quality data means low noise, high amplitude time series 
with sufficient periods present to allow the FFT to produce a sharp spectrum. The lat­
ter is very important because the FFT effectively estimates the spectrum from the data 
with which it is supplied. The more periods which are present in a time series then 
the more precise this estimation can be and the sharper the spectrum. Therefore it is 
very important when performing such an experiment that the duration is sufficient to 
capture enough periods for accurate spectral estimation. Clearly, lower growth rates 
will result in lower fringe frequencies and will require a correspondingly longer data 
capture duration to sample sufficient periods. During an actual experiment, the du­
ration required for sufficient fringes can only be estimated by reference to the fringe 
frequency observed live. With practice it becomes possible to estimate minimum du­
rations quite accurately. As a general rule however, at least ten minutes of footage
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was collected in most cases. The major source of noise in such time series was wob­
bling of the interference fringes as a result of vibrations. As described in section 4.2, 
measures were taken to minimise this noise; however some small vibrations, particu­
larly from the pump, were inevitable. Provided that these vibrations were small then 
reliable time series could be obtained. Excessive noise, especially if periodic, could 
result in spurious peaks in the frequency spectrum and a less sharp spectrum gener­
ally. If noisy time-series resulted, it was possible to use orthodox signal processing 
techniques such as filtering, autocorrelation and smoothing, to extract a reliable signal. 
Though these techniques worked satisfactorily, with sufficient vibration reduction and 
the redundancy built in to the data acquisition system, it was almost never necessary 
to perform any signal processing.
Another possible source of spurious peaks in the spectrum was due to saturation of the 
CCD and video digitiser. These devices can only respond proportionally to changes 
in intensity within a finite range or bandwidth. There is an upper limit to the maxi­
mum intensity which the device can distinguish. Above this threshold the device is 
saturated and can only output a signal equal to the upper limit of the range. If a pe­
riodic signal exceeds the intensity threshold of the device then the peaks of the input 
signal are “clipped” or flattened off. Effectively, the input signal has been modulated 
or “windowed” by the intensity range of the device. Such clipping is unambiguous in 
the resulting raw time series output from the device and it does not affect the number 
of fringes which can be counted manually. However, when the FFT is applied to obtain 
the frequency spectrum, spurious peaks appear due to the device saturation. Without 
reference to the original time series, these peaks may be misinterpreted as real features 
of the input signal. Where only the fringe frequency is required and the true signal 
is strong such that its peak dominates the spectrum, then some clipping is tolerable. 
Nonetheless, experimental measures were taken to prevent saturation and the raw time 
series was always inspected for evidence of saturation. This check was facilitated by 
the graphical report produced by TRANSPOSE which placed the raw time series adjacent 
to the corresponding frequency spectrum so that they may be compared.
The simplest measure to eliminate saturation is to adjust the intensity of the light falling 
on the CCD by means of neutral density filters. Also, where possible the saturation 
threshold of the devices may be adjusted. If a clipped time series is obtained it is again 
possible to remove the spurious spectral peaks by signal processing techniques how­
ever this is seldom necessary if appropriate precautions are taken in the operation of 
the experiment. The approach taken throughout was to obtain the best quality raw data
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possible through experimental adjustments to prevent reliance on signal processing.
The final possible source of spurious peaks in the frequency spectrum was due to the 
finite sampling rate. According to a theorem of Nyquist [145], there exists a funda­
mental upper limit to the highest frequency which may be reliably reconstructed from 
an input signal by discrete sampling of that signal. This frequency, the Nyquist fre­
quency, is one half of the sampling frequency. For example, if a signal is sampled 
at 20 Hz, then the highest frequency which can be reliably obtained in the resulting 
frequency spectrum is 10 Hz. Conversely, the sampling frequency must be at least 
double the highest frequency in the signal if the signal is to be reproduced without loss 
of information. Any frequency which exceeds the Nyquist frequency will be aliased. 
Aliasing is the phenomenon in which a high frequency appears spuriously at some 
lower frequency below the Nyquist frequency as a result of being sampled after multi­
ple periods. In the above example, a frequency at 15 Hz may be aliased to 7.5 Hz as a 
result of being sampled at every other cycle. In order to maximise the reliability of the 
sampling process then, the sampling rate should be maximised. In practice however, 
higher sampling rates increase the memory and storage requirements of the computer 
and demand more “mission critical” software. In this study the time series were typi­
cally obtained by sampling the video signal once every 3 seconds, giving a sampling 
frequency of 0.333 Hz and a Nyquist frequency of 0.1666 Hz. This was equivalent 
to a minimum fringe period of 6 seconds which could be reliably sampled at this fre­
quency. In general only the very shortest fringe periods encountered in this study, at 
high saturation temperatures and high supersaturations, approached this limit. In these 
cases the sampling period was increased to 1 second corresponding to a sampling fre­
quency of 1 Hz and a Nyquist frequency of 0.5 Hz which was sufficient for all fringe 
frequencies encountered in this study.
4.3.2 Vicinal Facet Inclination
For calculations of step velocity the vicinal hillock slope referred to the net crystal­
lographic plane, in this case the (010) plane of KAP, had to be measured. This was 
also achieved by way of the interference fringes. For measurements of normal growth 
rates the intensity of a fixed point on the crystal surface was monitored as a function of 
time to give a temporal distribution of fringes. In the case of slope measurements, the 
spatial distribution of intensity normal to the interference fringes was measured along 
a line at a fixed instant in time. This was achieved by digitising frames from the video
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footage and using image processing software which allowed the gray-scale intensity 
of a user selected line in an image to be retrieved. Because of the periodicity of the 
fringes along the line, the resulting intensity distribution along the line is also peri­
odic. The result is a periodic function qualitatively similar to the time-series, however 
here the abscissa is replaced by distance rather than the time. Therefore the number 
of fringes per unit distance can be counted along the line and from this the surface 
slope, p — tan0 =  h/yo, can be obtained. The more closely spaced that the fringes 
are then the steeper is the surface. From the surface slope, the mean step separation 
can be obtained. In conjunction with the normal growth rate these data can then be 
used to obtain the mean surface step velocity, v, from the relationship R = pv. The 
step separations and velocities obtained by interferometry are at best only averages 
because only the aggregate behaviour of several hundred steps can be resolved. This 
limit is imposed by the resolution limit of the laser light used. Because the distribution 
of steps on the crystal surface cannot be resolved directly it is not possible to obtain a 
direct measurement of step velocities by interferometry. If however the step distribu­
tion on the surface can be observed by an alternative technique, then the step velocities 
obtained by the interferometry technique can be re-interpreted.
By direct analogy with the spectral analysis of the time series data, the spatial fringe 
data could be analysed by the FFT algorithm to produce a spatial frequency spectrum. 
In this case, the positions of peaks gave the separation of fringes in space rather than 
in time. All of the preceding arguments about the interpretation and processing of time 
frequency spectra apply equally to the spatial frequency spectrum.
4.4 Experimental Procedure
4.4.1 Seed Preparation
Seed crystals for crystallisation experiments were prepared by the evaporation method. 
An aqueous5 potassium hydrogen phthalate (BDH “Analar”, recrystallised once) solu­
tion, saturated at 35°C, was poured into crystallisation dishes and covered with PVDC 
film. A single pin hole was made in the film on each dish and the dishes were trans­
ferred to a laboratory incubator maintained at a constant 35 °C. Thus, the solution was
5De-ionised, distilled water water was used throughout.
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initially maintained at its saturation temperature, providing no driving force for nucle­
ation and crystal growth. However with the slow evaporation of solvent afforded by 
the pinhole, the solution became supersaturated very slowly. This resulted in a very 
low nucleation rate leading to the production of a small number of relatively large, 
relatively perfect crystals. The crystals were harvested from the solution when they 
had reached the optimum size for interferometry of approximately 5 mm in the longest 
dimension.
The harvesting step was particularly critical. It is the step in the process in which the 
seed crystal was removed from its solution. However the necessary disturbance to the 
crystal and solution could damage the crystal and also result in rapid nucleation which 
could cause new crystals to grow rapidly on existing crystals. This kind of uncontrolled 
growth had to be minimised. Therefore the seed crystals were removed from their so­
lution as quickly and as gently as possible. Harvesting was performed by removing 
the film from the dishes and pouring hexane onto the solution. Care was required to 
ensure that disturbance of the solution was minimised during this step. Hexane was 
used because it forms an immiscible layer on top of the solution and KAP is insoluble 
in it. The seed crystals were gentiy lifted through the hexane layer on a softwood spat­
ula, carved specifically for the purpose. The use of a softwood spatula minimised the 
risk of damaging the crystals and the capillary effect of the wooden grain assisted in 
removing excess solution from the crystals. Because of the immiscibility of the hexane 
and the aqueous solution, the solution is displaced from the crystals as they are pulled 
through the hexane layer. Immediately after removal from the crystallisation dish the 
crystals were rinsed with more hexane from a wash bottle to ensure that all traces of 
solution were displaced. The crystals were then dried on tissue paper before wrapping 
in tissue paper and storage in individual sample boxes.
4.4.2 Solution Preparation
Solutions were prepared for crystallisation experiments by filling the solution reservoir 
with de-ionised, distilled water and an excess of potassium hydrogen phthalate (BDH 
“Analar”, recrystallised once). The reservoir was then sealed and stirred continuously 
whilst recirculating water through the vessel jacket at the desired saturation tempera­
ture for no less than 72 hours. This ensured complete saturation of the solution. The 
solution was subsequently filtered under vacuum into a preheated Buchner flask to re­
move any un-dissolved solid and nuclei before transfer into a preheated conical flask.
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The conical flask was sealed with laboratory film and stirred for approximately 2 hours 
with gentle heating to re-dissolve any crystal nuclei which may have formed during the 
filtration stage and to remove dissolved gases which could otherwise accumulate in the 
circuit due to cavitation from the solution pump. Whilst the solution was stirred, the 
vessel was thoroughly cleaned and rinsed with de-ionised, distilled water to remove 
all traces of solid KAP. Finally, the solution was returned to the reservoir vessel. Once 
in place, the circuit was primed with solution by drawing it through the circuit under 
vacuum applied to the solution return line. The first 200 ml of solution drawn through 
the circuit was collected in a trap and discarded to prevent contamination from any 
residues left in the circuit from previous crystallisations. After ensuring that all air 
was removed from the circuit lines the circuit was closed and solution was pumped 
in the undersaturated condition for several hours to allow the system to stabilise be­
fore attempting any crystallisation. All glassware used in the preparation of solutions 
was thoroughly cleaned with a preparation of potassium permanganate in concentrated 
sulphuric acid followed by rinsing with de-ionised distilled water.
4.4.3 System Calibration
Certain parts of the system required periodic calibration. The platinum resistance ther­
mometers were periodically calibrated by immersion in an ice-water temperature in­
variant bath and in boiling distilled water. The set temperature of the recirculating 
units was checked in turn with the calibrated thermometers and the appropriate tem­
perature offsets were programmed into their controllers. The other crucial calibration 
was the magnification of the optical subsystem. In order to obtain useful quantitative 
data from the instrument, particularly with regard to lateral step velocities across the 
crystal surface where precise knowledge of the true dimensions was essential, accurate 
calibration of the instrument was required such that dimensions in the digitised images 
could be accurately measured. Magnification calibration was achieved by the use of a 
glass rectangle of known dimensions placed at the object plane of the objective lens. 
The glass rectangle, similar in dimensions to a typical crystal sample, was cut from 
a normal microscope slide6. The dimensions of the glass test-piece were accurately 
measured with a travelling microscope and the surface was scored in order that its ori­
entation would be unambiguous. The rear surface of the test-piece was ground with 
emery paper to prevent it from specularly reflecting light which could otherwise be
6Microscope slides are sufficiently optically flat to serve as a cheap, readily available reference 
surface.
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confused with reflection from the front surface. The test-piece was then permanently 
glued into place on a PTFE sample stub with two-part epoxy resin.
The instrument magnification was calibrated by placing the test-piece into the growth 
cell. During calibration, solution was pumped in the cell in order to keep the condi­
tions the same as in a true crystallisation7. The test-piece was first adjusted such that it 
was in normal alignment to the CCD. This was achieved by first blocking the reference 
beam such that the image formed by the CCD was of the test-piece without a superim­
posed fringe pattern, followed by translation of the stage normally with respect to the 
CCD. By so doing, differences in focus across the sample could be observed in the im­
age of the test-piece formed on the monitor. If one side of the sample is in sharp focus 
when the other side is blurred, the test-piece is not aligned with the CCD. The sample 
orientation was adjusted until the focus was even across the sample. Once the correct 
sample orientation with the CCD was established, the reference mirror was adjusted to 
give the correct orientation with the test-piece. This was achieved by obtaining a single 
fringe spanning across the entire test-piece. Once this condition was reached, a digital 
frame was grabbed from the live video display and the aforementioned pixel selection 
program PIXSEL was used to measure the number of pixels in the appropriate known 
dimensions of the test-piece. Thus, the length represented by a pixel in the display 
could be measured.
When subsequently performing a crystallisation experiment, the limited depth of fo­
cus of the image forming optics ensured that the crystal face was located at exactly 
the same position as the test-piece had been, and therefore that the relevant pixel mag­
nification values could be reliably used. In addition to allowing the instrument mag­
nification to be accurately established, the calibration test-piece of known dimensions 
allowed the system to be checked for aberrations and distortion caused by misalign­
ment of optical components. This was performed by checking the aspect ratio of the 
image of the test-piece. By ensuring that the image aspect ratio matched the true test- 
piece aspect ratio, aberration and distortions could be eliminated. A useful test of the 
resulting images for distortions was to measure angles in the images of crystals. As 
will be shown, the angles formed between different vicinal facets by the interference 
fringes are unreliable, however the angles between face edges in the image are fixed 
by the crystal structure and may be reliably measured to check for distortion.
7Failure to do so would result in errors as a result of the change in optical path length produced by 
the refractive index change on filling the cell with solution.
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For the purposes of accurate measurement of growth rate, it was also crucial that the re­
fractive index of the solution was accurately known. Because the crystal was immersed 
in its solution, differences in surface relief across the crystal surface were observed as 
interference fringes due to differences in optical path length. The optical path length 
differences were, therefore, dependent on the refractive index of the solution. For this 
reason it was important that accurate measurements of the refractive index were made. 
To this end, a series of measurements of solution refractive index were made over a 
range of temperatures and concentrations by means of an Abbe refractometer. Details 
of these measurements can be found in appendix A.
Though not strictly a calibration, it was necessary to know if the crystallisation pro­
cess in the growth cell was operating within a diffusion or a kinetic regime. Ideally, 
for a study of surface dynamics and growth kinetics such as this, the supply of solution 
should not be the rate determining step in the growth process. If this were the case, 
then volume diffusion effects would make the interpretation of growth rates in terms 
of elementary processes considerably more difficult if not impossible. Thus, a series 
of preliminary experiments was conducted in order to establish if the crystallisation 
was volume diffusion limited or otherwise. These experiments involved growing a 
crystal at constant supersaturation with a variable solution flow rate. These experi­
ments revealed a flow rate threshold below which the growth rate dropped for a given 
supersaturation which was interpreted as a transition to the diffusion limited growth 
regime. For this reason, all experiments described here were performed at the max­
imum achievable flow rate of the system at which the growth rate was insensitive to 
flow rate. Details of these measurements may be found in appendix B.
4.4.4 System Operation
In order to perform a crystallisation experiment, initially the temperature regulating 
circuits were adjusted such that the solution temperature in the growth cell section of 
the circuit was equal to the nominal saturation temperature (the temperature at which 
the solution was originally saturated). This was achieved by adjusting the temperature 
regulating circuit of the heat exchanger whilst ensuring that the reservoir temperature 
remained 1-2 °C above the saturation temperature8. At this stage, the growth cell itself 
was bypassed and empty of solution. Once the nominal saturation temperature of the
8This is essential to ensure that nucleation does not occur in the reservoir.
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solution was reached, a freshly cleaved crystal on a PTFE stub was introduced into 
the growth cell and adjusted to form a focused image on the video monitor. Solution 
was then admitted into the growth cell by switching the bypass valves so that all of 
the solution was flowing in the growth cell. The crystal was readjusted to compensate 
for the change in optical path length due to the solution and the illumination inten­
sity was adjusted by means of neutral density filters to compensate for the reduced 
reflectivity of the crystal face in solution compared to air. Once a sharp image was 
obtained, the crystal was adjusted in order that the cleavage face was correctly aligned 
in the interferometer. This was done by adjusting the various positioning screws of the 
cell assembly until a single interference fringe covered the image of the face. When 
this condition is met, the optical path length is the same across the face. Once this 
condition is met it is necessary to ensure that the crystal remained in alignment dur­
ing translation of the crystal forward, as will be the case during growth. In order to 
do this the crystal is translated forwards and lateral adjustments made iteratively until 
the single fringe remains during translation. If during translation the face rotates with 
respect to the interferometer then multiple fringes will appear. Once correctly aligned, 
the crystal was not adjusted further.
The crystal was next observed to establish if it was at equilibrium, growing or dis­
solving. Despite careful preparation of the solution, it is possible that its saturation 
temperature may change slightly due to evaporation of solvent during the filtering stage 
or due to residual rinsing water in the flow-system. For accurate measurements, it is 
essential that accurate determination of the saturation point is achieved. Extremely low 
growth or dissolution rates are difficult to observe so to make this possible, a frame was 
grabbed by the video digitiser and the still image was displayed on the video monitor. 
The live crystal image was then compared to the still image to observe changes with 
time. This could be achieved on the same monitor by switching between the live and 
the stored images. This technique allowed far greater sensitivity to subtle changes to be 
achieved. In the event that the crystal was growing or dissolving, the solution temper­
ature was modified appropriately and the process of recording a frame and comparing 
with the live image began again. This iterative process was continued until the live and 
stored crystal images remained unchanged for at least 60 minutes. Once this condition 
was met, the actual solution saturation temperature was recorded. The problem of es­
tablishing the true saturation temperature is made more difficult by the possibility of 
a dead zone due to impurities. As a result, it is possible that the crystal may neither 
grow or dissolve, despite a significant supersaturation or undersaturation. This results 
in an uncertainty in the actual saturation temperature. This situation was remedied to
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some extent by dissolving the crystal slightly until a small number of etch pits appear 
and then iteratively changing temperatures whilst studying the etch pits. The opening 
and closing of the etch pits is very sensitive to the supersaturation and by examining if 
they are growing larger or smaller the saturation temperature may be found with more 
certainty. Nonetheless some uncertainty will always remain in the absolute saturation 
temperature though by following these methods this may be minimised.
The growth experiment could now begin. Firstly, the solution temperature was in­
creased and the crystal was dissolved substantially until the specular reflection from 
the crystal face disappeared altogether. The crystal was then re-facetted by adjusting 
the solution temperature to a moderate supersaturation between 3-4% and allowing 
it to grow until the face was recovered. This step of dissolving and re-facetting the 
crystal served to eliminate stresses and cracks etc induced in the crystal by harvesting 
and cleaving or to remove solvent occluded during the seed growth. Thus, a relatively 
perfect crystal surface for observation was obtained. Re-facetting was conducted at 
moderate supersaturations because growth at low supersaturation promoted the effects 
of solution borne impurities whereas high supersaturation growth promoted the occlu­
sion of solvent, forming inclusions buried within the crystal.
It was particularly important to avoid the latter as they were aligned with the crys- 
tallographic plane of interest and were very strongly reflecting, preventing the obser­
vation of either the surface or interference fringes which, if sufficiently large, rendered 
the crystal useless for study. Once the crystal had re-facetted fully, after checking the 
crystal alignment and focus, video footage of the growing crystal was recorded for 
subsequent growth rate measurements. Video footage was collected at constant solu­
tion temperature for a period of time appropriate for the growth conditions. This meant 
ensuring that recording time was adequate for recording sufficient interference fringes 
to produce a well defined time series of pixel intensities with sufficient periods for ac­
curate spectral analysis. The actual duration of each recording was dependent on the 
supersaturation and the temperature because these parameters affect the rate of crystal 
growth and hence the number of fringes passing a point in unit time. An upper limit to 
the duration of the recording was given by the necessity for the image of the crystal to 
remain in focus. The depth of focus of the instrument was limited and adjustments to 
focus could not be made during individual recordings as this would destroy the stable 
interference pattern. For this reason, the focus was checked and adjusted prior to each 
recording and recording durations were limited to periods within which no significant 
change of focus occurred (typically 10 to 30 minutes, depending on growth rate).
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After recording growth at one temperature, the solution temperature was adjusted and 
the system was allowed to equilibriate for no less than 30 minutes before the next 
recording was made. Typically, having started recording at the re-facetting tempera­
ture, the temperature would be increased in steps (with recordings made at each step) 
toward the known saturation temperature and thus to increasingly lower supersatura­
tions. The size of the temperature steps used depended on the supersaturation. At 
lower supersaturations, the temperature steps were necessarily smaller, as a given tem­
perature step had a greater effect on the relative supersaturation than at higher supersat­
urations. Each crystal and videotape used was given a unique reference number. The 
crystal identity, solution temperature, saturation temperature etc. was conveniently 
recorded on a chart as appearing between specific times on the videotape. Thus each 
crystal and piece of footage had a unique identity and were easily traced. Video footage 
of crystallisation was always recorded for an integer number of minutes to simplify the 
subsequent analysis of the videotapes.
Having approached as close as practically possible to the saturation temperature, higher 
supersaturations would next be set by lowering the temperature beyond the re-facetting 
temperature. In some cases, especially where there appeared to be excessive impurity 
poisoning, the crystal would be re-facetted again to allow measurements to be con­
ducted on a relatively perfect surface. In making recordings at higher supersaturations, 
the solution temperature was typically taken to its limit (i.e. the maximum sustainable 
temperature drop) to provide growth rate data over the widest possible range of super­
saturations.
4.4.5 Data Analysis
Once the actual live footage was recorded then the data analysis was performed to pro­
duce digital time series data of the fringe motion. In practice this was performed by 
digitising an entire video tape in a single pass. Firstly, the videotape was reviewed with 
reference to the crystallisation record. For each individual segment of crystallisation 
footage on the videotape, PIXSEL was used to select up to 13 pixels for digitisation. 
Pixels for digitisation were selected by observation of the growth footage and seeking 
pixels representative of specific vicinal faces or pixels of particular interest for specific 
reasons such as the observation of growth rate fluctuations. Often, pixel pairs related 
by crystalline symmetry would be selected. This allowed observation of any asym­
124
metry in crystal growth behaviour which may be due to experimental limitations or 
possibly for phenomenological reasons. Subsequently, a script program was written to 
sequentially call the ANALYSE program with the appropriate command line parameters 
for each segment of crystallisation footage. For videotape segments with no data, a 
call to an additional program called WAIT was made. The function of WAIT was simply 
to do nothing for the number of minutes passed to it as an integer parameter on its 
command line. Because the duration of videotape footage for each segment was al­
ways an integer number of minutes, it was therefore possible to write a single control 
script which would reliably call the appropriate programs with the correct command 
line parameters at the correct moment. Once the control script and pixel parameter 
files were set up, it only remained to execute the control script and start the videotape 
replay simultaneously. This step was typically executed overnight and the individual 
pixel intensity data files and gray-scale image files were collected for further analysis 
and archiving the next day. Correct execution of the script was checked by studying 
the image files grabbed during the course of the analysis. Once recorded and checked, 
spectral analysis of the raw data and report generation was performed by the purpose 
written Matlab script program TRANSFORM. TRANSFORM analysed an entire directory of 




AFM Studies of the Growth of KAP 
Crystals
5.1 Introduction
The experiments described in this chapter were undertaken to study the step structure 
of the surfaces of potassium hydrogen phthalate crystals, both in-situ and ex-situ, by 
means of atomic force microscopy. In particular, most of the observations described 
here involved imaging the surfaces of crystals after interferometry observations had 
been made. As described in section 3.4 the atomic force microscope is a relatively 
recent innovation which allows surfaces to be imaged without the resolution constraint 
imposed on optical techniques by the wavelength of light. It is a relatively simple 
matter to obtain images of fundamental surface steps and dislocation outcrops with an 
AFM. Nonetheless, conducting AFM observations on crystal surfaces presents many 
unique problems which must be overcome for successful imaging of the surfaces, both 
with ex-situ and in-situ observations. However, once overcome, the AFM is an unsur­
passed instrument for obtaining a huge amount of information about the crystal growth 
process at the scale of surface steps; which, from the standpoint of theories of crystal 
growth, is perhaps the most important length scale.
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5.2 E x - S i tu  Experiments
With the theme of complementary techniques in mind, this section describes exper­
iments which were performed specifically to obtain structural information about the 
surfaces of crystals grown over a range of supersaturations and temperatures in the 
optical interferometer described in chapter 4. As was described in that section, the 
interferometer is an ideal technique for studying crystal growth on the macroscopic 
scale, allowing the accurate measurement of the normal growth rate and calculation 
of the step velocity as a function of the supersaturation and temperature through the 
measured hillock slopes. In addition to the quantitative growth rate data provided, the 
interference images and “movies” it produces provide considerable information about 
the motion of steps and dislocations on the whole crystal surface as it grows. However, 
the directly obtained information is limited to measurements and observations at the 
macroscopic scale and conclusions about the structure of the surface at finer scales can 
only be made by inference from the direct observations. This is ultimately a function 
of the resolution limit of an optical instrument. As the resolution limit of the AFM 
is much finer than that of optical instruments, further information about the crystal at 
finer scales can be obtained by removing the crystal from the interferometer growth 
cell in such a way that the surface is kept largely free from artefacts. If this is per­
formed rapidly then the crystal growth can be abruptly arrested, leaving a snapshot of 
the crystal surface substantially as it was when growing. Once dry, the crystal surfaces 
are stable and can be stored for subsequent imaging by AFM. This is the essence of 
experiments described in this section.
5.2.1 Crystal Removal
As discussed in section 3.4.1, the main obstacle to reliable ex-situ AFM observations 
is the controlled removal of the growing crystals from their solution without the for­
mation of artefacts. Thus, in order to perform such experiments a method had to be 
devised by which the crystal in the interferometer cell could be removed from its so­
lution extremely rapidly such that artefacts could be minimised. The method adopted 
followed the argon jet method devised by Ester et a l  [125] for small KAP crystals. 
This method was adapted to the large crystals (several millimetres in longest dimen­
sion) used in the interferometry experiments. An apparatus was devised which would 










Figure 5.1: Schematic of the pull-rod assembly used for removal of crystals from the growth cell.
immediately subject to a jet of argon gas to remove the residual solution. The appa­
ratus, illustrated in figure 5.1, consisted of an optical mount identical to that of the 
sample stage of the interferometer, mounted on a bench.
A reciprocating pull-rod assembly was designed to couple with the PTFE sample stub. 
The argon nozzle was set perpendicular to the pull-rod at the position at which the 
crystal would come to rest when the pull-rod reached a backstop which also served as 
a guide mandrel for the pull-rod. The distance and elevation from the crystal position 
was set to give optimum solution removal without artefact generation. To operate the 
system during an interferometry experiment, at the desired moment during the crys­
tallisation, the growth cell was removed from its sample stage in the interferometer 
and transferred to the optical mount on the bench. Solution supply was maintained 
and uninterrupted during this procedure. The pull-rod was coupled to the PTFE sam­
ple stub before the solution supply was rapidly switched through to the cell bypass line 
and the sample stub simultaneously rotated through 90° and withdrawn from the cell 
with a smooth, swift action. At the instant at which the pull-rod reached the backstop, 
the argon jet was activated to remove all solution from the crystal surface. The entire 
procedure could be completed in less than 60 seconds. This meant that the final crys­
tal surface as obtained for ex-situ imaging was essentially the same as that in the last
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seconds of interferometry footage. The observations from the two techniques could, 
therefore, be compared directly.
It is inevitable in any such procedure that a thin layer of solution will remain strongly 
adsorbed to the crystal surface despite the forced removal of solution by the gas jet. 
The solute contained within this layer will precipitate onto the underlying surface once 
the remaining solvent is completely removed. The effective supersaturation in this very 
thin layer of solution is likely to be far in excess.of that experienced during crystal 
growth in the interferometry cell due to rapid evaporation of solvent. It is, therefore, 
possible that this material will precipitate onto the surfaces of the crystal in small 
two-dimensional islands which might be erroneously interpreted as two-dimensional 
nucleation during the normal course of growth. However, the fact that the technique 
can produce large crystals with no evidence of two-dimensional nucleation suggests 
that the amount of adsorbed solvent is very small and does not normally have a sub­
stantial effect on the surface structure.
Once completely dry, the crystal surface is then stable and can be removed to an AFM 
sample stub for subsequent observation. This was achieved by removing the PTFE 
stub from the coupling and removing the crystal from the stub with a razor blade. This 
is facilitated by the weak bond between the PTFE and the resin, allowing the crystal to 
be lifted off onto the razor blade with very little force. Great care must be taken during 
this step to prevent damage to the crystal. It is crucial that the surface is not contacted 
at any stage. With the crystal on the razor blade, it can then be carefully deposited onto 
an AFM sample disk onto which a small amount of paraffin wax has been previously 
deposited and melted to form a thin film across the disk by the action of a soldering 
iron tip applied to the underside of the disk. Once the crystal is centrally located on 
the disk, the soldering iron tip is again brought into momentary contact with the edge 
of the disk. This is sufficient to melt the wax which wets the underside of the crystal, 
firmly bonding it in position. This crystal mounting technique has the advantage that 
very little force or heating is required and the risk of adhesive depositing accidentally 
onto the crystal face is eliminated. Furthermore, many adhesives and resins contract 
considerably on curing which could be sufficient to impose considerable stress on the 
crystal which may distort it and result in changes to the surface as a result.
Once the crystal was firmly bonded to the stub it was transferred to a small sample 
box in the bottom of which a small magnet was glued. The sample disk is held firmly 
in place by the magnet ensuring that it does not come into contact with the walls of
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the box or any other solid surface which may destroy its as grown surfaces. Samples 
stored this way were stable and well protected for a considerable period. The face of 
the crystal whilst growing is in a non-equilibrium state. Once removed from solution 
there exists the possibility that the surface may relax towards equilibrium with time. 
The relaxation time for the surface would therefore limit the useful time over which 
the surface could be reliably interpreted as that due to the growth process. Such cau­
tion would be especially true if the material were hygroscopic. Experience has shown 
however that when stored in dry conditions at room temperature, the surfaces of KAP 
crystals remain unchanged for at least six months. A discussion of the stability of KAP 
crystal faces in air and hexane has been given by Ester et al. [125]. As a precaution 
however the crystals were always stored in an airtight dessicator over silica gel.
5.2.2 Crystal Imaging
All crystals obtained from the interferometer cell by the method described above were 
imaged by tapping mode AFM on a Digital Instruments Nanoscope III scanning probe 
microscope. A J type scanner, with full scale scan dimensions of 125 fim  laterally and 
5 fim vertically, was used due to its suitability for imaging at the scale of interest for 
crystal growth. Silicon tapping mode cantilevers of length 125 fim  and nominal force 
constant of 42 N m-1 with square pyramidal tips were used throughout. The instru­
ment was periodically calibrated by means of a semiconductor calibration reticle with 
a lithographically etched grid of rectangular pits of known dimensions. By obtaining 
AFM images of such a grid, software routines allow the scanner displacements to be 
calibrated. In this way dimensions in images could be accurately obtained. The in­
strument was fitted with an optical microscope with CCD video camera and monitor 
in order that the crystal and the AFM cantilever could be precisely positioned and lo­
cated for AFM imaging. This made it possible in some cases to find the centres of 
vicinal hillocks at which a dislocation outcrop could be found. By working with an 
interferometry image or real time video playback of the late stages of growth for the 
corresponding crystal, the location of regions of interest on the crystal surface was 
greatly facilitated. This was most readily achieved by connecting a video recorder to 
the microscope video monitor and switching between interferometry playback and live 
video of the crystal on the AFM sample stage.
Imaging of the crystal was initially performed at low or medium resolution, corre­
sponding to 128 x 128 and 256 x 256 pixel arrays respectively. Once a region of
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interest had been found, high resolution imaging at 512 x 512 pixels was performed. 
Typically, a region of interest would be imaged several times with the image field 
being enlarged or decreased to show more or less of the surface. AFM requires a con­
siderable amount of operator intervention to maintain image quality by adjusting the 
various instrument gains. Also, successful imaging is very much an iterative process, 
requiring decisions to be made based on the foregoing image. For example, if a vicinal 
hillock centre cannot be found by studying the video monitor, then the scan position 
must be adjusted by reference to the surface steps observed during imaging. With ex­
perience, it becomes possible to work out where the centre of a vicinal hillock must be 
from the direction of the steps. Finding the centre of a hillock is equivalent to finding 
a local maximum in the height of the surface, therefore the centre may be located by 
iteratively searching and moving “uphill”. With practice vicinal hillock centres can be 
found in relatively short time and the dislocation outcrop can be imaged.
Dislocation outcrops at the centres of vicinal hillocks are of course not the only feature 
of interest on the surface. In this study, surfaces were studied systematically to provide 
a “survey” of all of the significant features of the crystal surface. This is actually a ma­
jor undertaking. Given that the maximum image area of the J type scanner was 125 jim  
on a side and that the crystals used were approximately 5 mm in length, then a crude 
calculation shows that the maximum image area is of the order of a ten thousandth of 
the total area of the face. The whole surface therefore represents an enormous area 
to survey, even more so since the upper size limit of actual scans for reliable imaging 
were typically 70 fim  on a side. Inevitably then the whole surface could not be imaged 
and some features of surface would be missed. However, by careful reference to the 
interferometry footage, areas of high activity during growth could be determined and 
imaged. Indeed, without the complementary interferometry data a detailed survey of 
the crystal would be considerably more difficult.
The first step in a survey of the surface was to image all of the dislocation outcrops 
on the crystal. Once this was accomplished, wide area scans of regions of interest 
suggested by the microscopic examination of the surface and interferometry footage 
would be scanned. If the area revealed interesting features, then the surface would 
be imaged more thoroughly with higher resolution and magnifications. Features of 
interest other than dislocation outcrops could include etch pits, macrosteps, kinematic 
waves, slip steps, impurity pinned steps, twin crystals and two-dimensional islands. 
Once the crystal had been thoroughly surveyed it was carefully replaced in its sample 
box for future study if required. In addition to the study of crystals removed from
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the interferometer growth cell, additional miscellaneous observations of KAP crystals 
were undertaken. In particular this included the observation of freshly cleaved {010} 
faces to observe the defects introduced by cleaving. Such observations have the poten­
tial to help explain the early stages of crystal growth when a freshly exposed surface is 
first immersed in a supersaturated solution; such as the origin and location of growth 
spirals.
5.2.3 Post Imaging Analysis
Once the crystals had been surveyed, the images obtained could be analysed to pro­
vide quantitative information about the surfaces. For example, surface relief could 
be viewed by taking a digital section through the image along a line selected by the 
operator. In particular this allowed the heights of fundamental and macrosteps to be 
measured, the profile of kinematic waves and shock waves to be measured and the pro­
file of etch pits and hollow dislocation cores to be examined. In lateral directions, step 
separations, dislocation separation, two-dimensional island size could all be measured. 
Chapters 2 and 3 have already described the importance and significance of such mea­
surements. When interpreting the resulting images, the resolution limits and artefact 
and aberration causing mechanisms described in section 3.4.1 were considered.
5.3 I n - S i tu  Experiments
This section describes the methods used to study the crystal growth of potassium hy­
drogen phthalate in-situ by AFM. As was described in section 3.4.1, in-situ AFM is 
restricted to the case of very low growth rates and therefore very low supersatura­
tions and accurate temperature control is crucial. For this reason, methods developed 
by Donohoe et al. [146] for the study of protein crystal growth were applied to stud­
ies of KAP. In particular, Donohoe et al. [146] developed a temperature stage for the 
Nanoscope III AFM. This device comprised a thermoelectric heat pump based on the 
Peltier effect, a heat sink for the efficient convection away of heat during cooling and a 
thermocouple to provide an error signal for a PID controller specifically designed for 
Peltier thermoelectric devices (from Marlow Corporation). The device fitted within the 
AFM head without interfering with the in-situ cell, the scanner or the optical system.
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This device worked with a standard glass in-situ AFM cell or with an electrochemistry 
cell adapted such that a thermocouple junction could be immersed in the growth solu­
tion. Donohoe et al. successfully used this device for the in-situ imaging of lysozyme 
crystals growing at finite supersaturations by contact mode AFM. For KAP however, 
despite the sensitive temperature control afforded by this device, it proved very diffi­
cult to hold the crystal in a condition of very slow or arrested growth as required for 
successful imaging of surface steps without excessive distortion. In part this was due 
to the great difficulty of maintaining a stable temperature in such a small volume of so­
lution. Inevitably small temperature fluctuations arise which can have a large effect on 
the crystal growth. For protein crystals, this was easily tolerated by their low growth 
rates but was intolerable for KAP.
As is well known from the theory of crystal growth, the pinning back of steps by im­
purities can result in a threshold supersaturation below which the steps cannot advance 
and hence the crystal cannot grow - this is the dead zone described in section 2.7.4. For 
practical purposes, this amounts to a finite range of temperature over which the crystal 
can be imaged statically in-situ. For nominally pure solutions of KAP however, the fact 
that a static surface could not be achieved suggested that the temperature range over 
which the dead zone persisted was too narrow for practical imaging. In order to obtain 
very slow or static images of the surfaces in-situ the solution was therefore artificially 
doped with impurities known from interferometry experiments and previous studies by 
other workers [122, 123, 128] to slow the growth rate and extend the dead zone. By 
this method, practical in-situ imaging was made possible. Obviously the observations 
were limited to growth at very low supersaturations or within the dead zone, and in the 
presence of the impurity. Nonetheless valuable observations were made possible by 
this technique which provided a useful complement to previous ex-situ studies of the 
effects of impurities on KAP growth.
5.3.1 Crystal Preparation
The in-situ studies were performed on micro-crystals of KAP, of the order of 100 
fim in length. The method of their production was essentially that described by Ester 
et a l  [125]. KAP (BDH, Analar) solutions were prepared from de-ionised, distilled 
water1. Microscopic crystal seeds were nucleated on a stainless steel AFM sample disk 
^he solution from which the seeds were grown was not doped with impurity
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by placing a droplet of KAP solution on the disk and leaving it for several minutes. 
The excess solution was then removed by a jet of dry argon; leaving small, dry crystal 
seeds. The disk was then subsequently examined under a low powered microscope to 
establish that the crystals were suitable in size, number and distribution. If so then 
they were accepted for in-situ observations. The size, number and distribution are 
functions of the nucleation and growth rate. Excessively large supersaturation gives 
rise to a high nucleation rate which can result in crystals nucleating on top of each 
other, uncontrolled growth and consequently poorly defined crystals unsuitable for 
AFM. The supersaturation could be controlled by controlling the size of the droplet and 
the saturation temperature of the solution. The extent of growth could be controlled by 
the residence time of the droplet on the disk.
Once suitable crystals were obtained they were mounted onto the Peltier temperature 
stage which was in position on the AFM scanner. The AFM head and cell was then 
assembled around the sample. Doped solution was next introduced into the cell. The 
doped solution was produced from the same solution from which the seed crystals 
were grown so that the saturation temperature would be the same. To a fixed amount 
of this solution the dopant solution was dispensed with a micro-pippette (Eppendorf, 
0.1 fil graduations, 10 fil tips) in order to give the desired impurity concentration. 
This solution was maintained at slightly above the saturation temperature. To fill the 
cell with this solution, a small quantity was withdrawn by a syringe through narrow 
bore medical grade silicone tubing and an in-line syringe filter. The syringe was then 
connected to the input tubing of the in-situ cell and solution was gently pumped into 
the cell, avoiding the entrainment of air. This is essential because air bubbles trapped 
in the cell prevent imaging by multiple refraction of the laser beam. The oudet port of 
the cell was also connected to silicone tubing and was left open during filling so that 
solution could be flushed right through the cell. Once the cell was filled the tubing on 
the inlet and outlet ports was clamped to isolate the solution in the cell. During the 
filling process, the temperature controller of the Peltier stage was switched off to avoid 
excessive control responses resulting in oscillations. Once isolated, the controller was 
switched on and the temperature reached its setpoint. Provided that during the filling 
process and early stages of experiment the temperature of the solution was close to its 
saturation point then the seed crystals were little affected. Once the temperature had 
stabilised the AFM laser and photocell were adjusted to maximise the signal strength. 
This step must be performed with solution in the cell because of the changes to the 
optical path of the laser beam due to the change in refractive index on filling the cell. 
Once a strong signal was obtained, imaging could commence.
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5.3.2 In-situ Imaging
The crystal was imaged in contact mode using the J type scanner and silicon square 
pyramidal tips, 450 fim in length with a nominal force constant of 0.2 N m-1 . The 
scanning conditions were regularly changed to reflect the nature of the scan. The scan­
ning frequency was always set to the maximum allowable for good imaging in order to 
minimise the distortion due to the finite scanning rate. In practice this was of the order 
of 10 Hz. Large area scans were avoided where possible due to the potential for even 
greater distortion.
A significant point about the operation of the Digital Instruments Nanoscope is that 
the scan direction reverses after each scan. That is, immediately that the end of a 
scan is reached in the “down” direction the instrument starts to scan the same region 
in reverse, that is from the “bottom” up. In this way the scanner does not have to 
make large vertical jumps and imaging reliability is improved since scanner hysteresis 
effects and so forth are minimised. The complication is that the up and down scans 
are interleaved in time and therefore the time elapsed between consecutive scans of 
the same line depends on its location in the raster. The time elapsed between the top 
and bottom lines between frames is zero, the same scan being used in both frames. 
The time between scans of the central lines is equal to the scan duration however. For 
static imaging ex-situ this is of little concern, however for dynamic in-situ imaging the 
time elapsed between consecutive scans of the same line is of considerable importance 
when interpreting images. It is often desirable that the time elapsed between succes­
sive scans of the same line in an image sequence is the same for each line. For this 
condition to be met, either alternate up or down scans must be used, the interleaved 
scan of opposite direction being left out. Of course this results in the penalty that a 
period of two complete scans must elapse between successive scans of the same line. 
However, provided that the dynamics of the surface under observation are sufficiently 
slow on the time-scale of the scan then no great penalty is incurred.
Crystals were imaged whilst growth was completely arrested and during very slow 
growth at supersaturations just above that of the dead zone. The upper limit to the 
obtainable supersaturation was fixed by the extent of distortion and blurring encoun­
tered. The effect of blurring due to high growth rates is illustrated in figure 5.2 and the 
effect of distortion as a result of imaging a large area is illustrated in figure 5.3. For 
in-situ studies, hydrated chromium (iii) chloride was used as the dopant. The solution 
preparation and concentrations will be given in the relevant results chapter.
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Figure 5.2: Blurred AFM image o f high veloc­
ity steps. KAP {010} growing from nominally 
pure solution. Scan size 15 ,um
Figure 5.3: Distorted AFM of low velocity 
steps over a large area. KAP {010} growing in 







Growth Rates and Surface Structure 
of KAP Crystals
6.1 Introduction
This chapter presents the results of interferometric studies of crystal growth of KAP 
and the normal growth rates and step velocities obtained therefrom, combined with ex- 
situ AFM of the resulting surfaces where available. The experiments were conducted 
according to the methods described in chapters 4 and 5. The subsequent discussion 
seeks to compare the experimental observations with the theoretical models discussed 
in chapter 2 and, where relevant, with the results of other experimental studies. Due 
to the large number of figures which must necessarily be presented in a study domi­
nated by imaging techniques, some discussion of the salient features of the figures are 
presented with the results so that the text may remain close to the figures for ease of 
reference. A general discussion of the results is nonetheless given in chapter 8.
6.2 Cleaved KAP {010} Faces
Before proceeding to results and discussion of growing crystals it is useful to consider 
first the structure of the freshly cleaved {010} surfaces of KAP crystals, as revealed
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by AFM. Figure 6.1 shows an AFM image of a macroscopically visible cleavage step 
on an {010} face of a KAP crystal. Several notable features are present in this image. 
Most notably, the outcrops of two screw dislocations, labelled 1 and 2 for clarity, are 
visible on the right hand side of the image. As postulated by Frank [33], elementary 
steps are produced by the screw dislocations. The interpretation of these features as 
screw dislocation outcrops is quite unambiguous as it is the only crystallographic fea­
ture which can explain the termination of the surface steps. It is impossible to tell from 
this image if the screw dislocations were present prior to the cleavage or if they were 
generated by the stress of the cleavage. X-ray topography of KAP [139] has shown 
that screw dislocations are present in as grown crystals and that dislocations may be 
mechanically generated through cleavage. Regardless of the origin of these specific 
dislocations, the image is clear evidence for the initial presence of screw dislocations 
on the surfaces of the seed crystals used in this study, some of which will almost cer­
tainly act as growth centres as soon as the crystal is immersed in a supersaturated 
solution. Other features notable in this image are the large number of elementary steps 
which combine to form the macroscopic cleavage step. In the lower half of the image, 
where the elementary steps are more widely separated it can be seen that the crystal 
appears to have cleaved along clearly defined directions due to the straight edges of 
the steps and the consistent angles formed between them, which were measured as 
90°. This is consistent with the orthorhombic unit cell of KAP. Digital image analysis 
of the heights of the elementary steps in this image has shown them to be in the range 
of 1.2-1.4 nm in height which roughly corresponds to the height of the unit cell of KAP 
in the [010] direction (normal to the image plane).
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Figure 6.1: Freshly cleaved KAP {010} crystal Figure 6.2: Close up of cleavage step shown in
face. Scan size 25 jum. fig 6.1. Scan size 10 //m.
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6.3 Normal Growth Rates of KAP {010}
Having dealt with the origin and occurrence of steps due to screw dislocations on the 
cleavage surface, this section considers the normal growth rates of such faces. Before 
presenting and discussing the data itself a comment on its representation is necessary.
6.3.1 Representation of Growth Rate Data
The results presented in this section are a composite overview of crystal growth rates 
of KAP {010} made on a range of crystals at a range of supersaturations and saturation 
temperatures. The data presented here have all been obtained by digitising the inten­
sities of individual pixels in the images of growing crystals as described in sections 
4.2.4 and 4.4.4. In every case multiple pixels have been simultaneously studied. Typ­
ically, the faces of the crystals studied have had multiple sources responsible for their 
overall growth rate, which is evident from the presence of multiple hillocks. Ideally, 
the growth rates of individual hillocks are measured at multiple points which, due to 
the anisotropic nature of KAP growth hillocks, should include measurements on each 
vicinal facet of the hillock. Often, the various sources on a crystal face have different 
activities and hence growth rates. This can present some difficulties for the interpreta­
tion and representation of the growth rate data. For example it is not valid to simply 
take some average measure of all of the measured growth rates on the crystal surface. 
The growth rates measured at different locations on the same growth hillock are corre­
lated due to the fact that they are all produced by the same source and should therefore 
be identical, assuming that the growth spiral has achieved a steady state. If the lat­
ter condition is unmet then the hillock profile will change with time. In the present 
study, with few exceptions the growth rates of individual facets of vicinal hillocks 
were found to be the same. However, there is not necessarily any such correlation 
between the growth rates of individual hillocks as the growth rate of each hillock is 
due to the structure and supersaturation of the source alone. It is, therefore, possible to 
measure a distinct and independent growth rate for each hillock.
Occasionally it happens that the growth rates of all of the individual hillocks are the 
same. When this is the case it may be supposed that the sources all have the same 
simple structure such as a single dislocation and are all experiencing the same super- 
saturation. The overall growth rate of the crystal face is that due to the most active
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hillock, which will normally come to dominate the crystal face, given sufficient time. 
This is the growth rate which would be measured with a less discriminating technique 
such as measurement of the rate of advance of the face. An unambiguous way to rep­
resent the growth rate of a crystal at a specific supersaturation would be to report the 
highest measured growth rate due to the most active source. Valid though this is, it 
has the disadvantage of making the study of growth rates as a function of supersatura­
tion difficult. This is because from one crystal to another, or even on the same crystal 
at different times, the activity of the dominant hillock will differ. To establish rela­
tionships between growth rate and supersaturation requires comparison of the growth 
rates of hillocks of equal activity at different supersaturations. Since the most active 
hillocks are likely to be the most complex and therefore effectively unique, this con­
dition seldom holds true and satisfactory relationships cannot be obtained. For low 
activity sources, the condition of equal activity is much more easily met because the 
sources are simpler and will tend to have a small number of dislocations. For example, 
if a source comprised of a single dislocation can always be found on the crystal at any 
supersaturation then a clear relationship between growth rate and supersaturation is 
possible because the activity is the same for each source. Unfortunately, this situation 
is also rare because of the tendency for the sources of highest activity to dominate the 
growth of the crystal by engulfing the low activity hillocks, causing them to effectively 
disappear from the crystal face. Due to the chance nature of the occurrence of sources 
on a crystal face, the activity of the sources present is beyond control. For this reason 
caution and judgement are required in interpreting crystal growth rate data.
These limitations notwithstanding, in the following pages measured growth rate data 
in the form of (R,o) curves are presented. As will be shown, questions about these 
data arise which demand closer scrutiny of the crystal surfaces. This closer exami­
nation will be given in a subsequent section. In the charts which follow the data are 
presented in such a way as to make the relationships between the growth rate and the 
supersaturation as clear and unambiguous as possible. Due to the potential for ambigu­
ities to arise as a result of the differences in source activity described in the foregoing 
discussion, individual representative growth rates measured at a given supersaturation 
will be presented, no statistical manipulation of the data has been used.
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6.3.2 (R,o) Curves
Figure 6.3 illustrates the composite chart of all of the (R,o) curves reported in this sec­
tion. Each curve corresponds to growth rate measurements performed with the same 
growth solution, the saturation point of which having been determined as described in 
section 4.4. Each data set has been fitted with a non-linear best fit BCF curve of the 
form given by equation 2.171. The best fit parameters from the curve fitting are shown 
in table 6.1 along with standard error estimates of the fitted parameters expressed as 
both error bounds and as a percentage standard error se. Figure 6.3 and table 6.1 allow 
the trends in growth rate as a function of saturation temperature to be seen, however 
the individual curves shown in figures 6.4 to 6.9 illustrate the individual data sets more 
clearly and are discussed individually below. Supersaturation, a , was adjusted by ad­
justing the crystal growth temperature as described in section 4.4. The corresponding 
values for supersaturation were obtained by substitution of the saturation and growth 
temperatures in equations 3.3 and 2.6. The actual growth temperatures and supersat­
urations are tabulated in tables 6.2 to 6.7. The error bounds for supersaturation in 
figures 6.4 to 6.9, and tables 6.2 to 6.7, are due to the potential ±0.02 °C error in both 
saturation and growth temperatures, described in chapter 4; and an assumed 5% error 
in the solubility obtained from equation 3.3. The ordinate error bounds for the growth 
rate, R, in figures 6.4 to 6.9 account for the error due to the variability of the solution 
refractive index (see appendix A) and an estimate of the reliability of the FFT proce­
dure for obtaining growth rates. Throughout the remainder of the text, where growth or 
saturation temperatures are quoted without error bounds, it is to be understood that this 
means the stated temperature ±0.02 °C. It is also to be understood that, throughout the 
following discussion, the actual crystal growth temperature is different for each value 
of supersaturation for the same solution. The implications of this in terms of thermal 
effects will be considered subsequently. For convenience, in the following discussion, 
individual curves are referred to by the saturation temperature of the solution from 
which they were obtained.
TJflf =  25.56 °C
Figure 6.4 shows the normal growth rate data for KAP {010} as a function of relative 
supersaturation for the solution saturated at 25.56 °C. Two sets of data are shown. The
1 Curve fitting was performed using the non-linear least squares algorithm of the program GNUplot 
which utilises the Marquardt-Levenberg algorithm [147].
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Figure 6.3: Normal growth rate vs supersaturation at several saturation temperatures. The points show 
measured growth rates, the curves are the corresponding best fit BCF curves according to the key.
Tsat (°C) C ( n m s  L) (%) Oi j* (%)
25.56 119.46±2.21 1.85 1.94 x l0~ 6 ± 4 .5 8 2.36x10*
25.71 176.24±4.76 2.72 0.0203 ±  0.00653 32.09
26.71 (A) 155.17±2.16 1.39 4.24 x lO '6 ± 2 .2 2 5.22xl07
26.71 (B) 303.2 ± 5 .8 0 1.91 0.0032 ±  0.0058 179.4
29.26 169.23±7.11 4.20 0.0071 ±  0.0037 52.05
30.12 258.52 ± 2 .15 0.83 0.0194 ±  0.00187 9.63
39.66 485.79 ±18.05 3.72 3.93 x l0~7 ± 5 .71 1.45xl09
Table 6.1: Adjustable parameters obtained from BCF curve fit to experimental (R,o) curves. se is the 
standard error in the respective fitted parameters expressed as a percentage.
T/°C G
25.26 ± 0 .02  
24.86 ± 0 .02  
24.51 ± 0 .02  
23.96 ± 0 .02  
23.46 ± 0 .02  















0 0.01 0.02 0.03 0.04 0.05
a
Figure 6.4: Normal growth rate vs supersaturation for KAP, =  25.56 °C, with best fit BCF curve.
first set exhibits a linear dependence of normal growth rate on supersaturation and is 
fitted with a best fit BCF curve. The second set of data exhibits considerably more 
scatter and no attempt to fit a model relationship has been made. The numeric labels 
on the individual data points correspond to interferometry and AFM measurements 
and observations and will be dealt with in the following section. The values for C 
and Ci obtained from the BCF curve are given in table 6.1. The fitted value of the 
critical supersaturation Ci is very small with comparatively very large error bounds. 
This has resulted in an enormous value for se, the percentage standard error. This 
effectively means that Ci is statistically insignificant from zero. This is a consequence 
of insufficient data at low supersaturation which would be required for a reasonable 
estimate of C i. For the value of the growth rate constant C, the standard error is small 
suggesting good agreement of the linear segment of the BCF curve with the data.
Tsar =  25.71 °C
Figure 6.5 shows two sets of data. Once again, one data set is substantially linear and 
a BCF curve has been fitted. The second data set shows considerably more scatter and 
has not been fitted with a BCF curve. It is notable in this case that the critical supersatu­
ration, Gi, obtained from the best fit curve is the largest of those obtained and is at least 
an order of magnitude larger than that obtained for the other data sets with one excep-
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Figure 6.5: Normal growth rate vs supersaturation for KAP {010}, Tja< =  25.71 °C, with best fit BCF 
curve.
77° C 0
25.54 ± 0 .02  
24.93 ± 0 .02  
24.42 ± 0 .02
24.21 ± 0 .02  
24.16 ± 0 .02  
23.62 ± 0 .02  
23.36 ± 0 .02
23.33 ± 0 .02  
22.57 ± 0 .02
22.34 ± 0 .02
22.21 ± 0 .02  
21 .86± 0.02  














Table 6.3: Growth temperatures and relative supersaturation for solution saturated at 25.71 ±  0.02 °C
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Figure 6.6: Normal growth rate vs supersaturation for KAP {010}, T m, =  26.71 °C, with best fit BCF 
curves.
tion. Consequently a significant parabolic growth regime is observed at low supersat­
uration. However, despite being very much smaller than that for Tsclt =  25.56 °C, the 
standard error estimate is nonetheless larger than is acceptable for a reliable estimate. 
Once again, sufficient data at low supersaturations is absent and the best fit curve is 
effectively extrapolated from the data at high supersaturation in this case. This makes 
it difficult to draw firm conclusions about the nature of the (R,g ) dependence at low 
supersaturation, though it seems reasonable from the size of the standard error that 
their is a finite parabolic growth regime in this case. However, the standard error in 
C is again small. Figure 6.3 and table 6.1 indicate that this data set is slightly anoma­
lous with respect to the data obtained at other saturation temperatures in that it has a 
steeper dependence on supersaturation than is consistent with the other data sets. It 
would be expected to have a rate constant, C, smaller than that at higher temperatures. 
It is seen then that this curve is qualitatively and quantitatively different in character 
from the majority. It is possible that the noted anomalies in this data may be a result 
of unintentional impurities in the growth solution.
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T/°C o
26.54 ±0 .02  
26.34 ± 0 .02  
26.16 ± 0 .02  
26.15 ± 0 .02  
25.86 ± 0 .02
25.76 ± 0 .02  
25.63 ± 0 .02
25.31 ± 0 .02  
25.05 ± 0 .02  
25.12 ± 0 .02
24.76 ± 0 .02  
24.56 ± 0 .02  
24.24 ± 0 .02  
23.90 ± 0 .02  
23.60 ± 0 .02

















Table 6.4: Growth temperatures and relative supersaturation for solution saturated at 26.71 ± 0.02 °C
T.WI/ =  26.71 °C
Figure 6.6 shows the most complete data set obtained from this study, provided by a 
solution saturated at 26.71 °C. The data reveal two distinct data sets (labelled A and 
B in figure 6.6), both of which have been fitted with BCF curves. This implies that 
two distinct types of source of different activity consistently appeared on the crystals 
studied. Moreover, from the discussion of section 6.3.1 it may be conjectured that the 
sources responsible for the data were particularly simple because of the consistency 
of the data. Complex sources would be expected to demonstrate greater variability in 
growth rate. The values for the critical supersaturation Oi in table 6.1 are small with 
very large error bounds making the estimate of o  i statistically insignificant from zero. 
Thus both data sets are substantially linear. The standard errors in C are small indi­
cating a reliable fit. The position with respect to the other data sets for the shallowest 
curve (A) appears to be consistent. The steepest curve (B) indicates a greater growth 
rate dependence on supersaturation than obtained at higher solution saturation temper­
atures. This is consistent with growth due to dislocation sources of higher strength 
than those measured at the other saturation temperatures. Another notable feature of 
the values obtained for C from these data sets is that they differ by approximately a 
factor of two, being 155 and 303 nm s-1 respectively, indicating that the sources of 
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Figure 6.7: Normal growth rate vs supersaturation for KAP {010}, = 29.26 °C, with best fit BCF
curve.
77° C 0
29.11 ± 0 .02  
28.91 ± 0 .02  
28.71 ± 0 .02  
28.29 ± 0 .02  
28.00 ±0 .02  
27.70 ± 0 .02  








Table 6.5: Growth temperatures and relative supersaturation for solution saturated at 29.26 ± 0.02 °C
T sat = 29.26 °C
The data obtained at a saturation temperature of 29.26 °C are shown in figure 6.7. 
In this case, a small but statistically significant value for a i is obtained, though once 
again the standard error is large due to insufficient data at low supersaturation and 
hence the reliability of the numerical estimate is poor. The standard error in C is the 
largest obtained for any of the fitted curves though it is still sufficiently small (<5%) 
for reasonable statistical confidence in the estimate of C. With reference to figure 6.3 
it appears that the slope, C, for this data set is low in comparison to the other data sets. 
Other data for which no reliable BCF fit can be obtained are also shown. Each point in 
figure 6.7 has been assigned a numeric label which corresponds to interferometry and 
AFM measurements and observations which will be dealt with later.
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Figure 6.8: Normal growth rate vs supersaturation for KAP {010}, = 30.12 °C, with best fit BCF
curve.
77°C o
29.53 ± 0 .02  
28.62 ± 0 .02  
28.31 ± 0 .02  
27.71 ± 0 .02  
27.04 ± 0 .02  
26.38 ± 0 .02
0.0134 ±0.0009 
0.0342 ±  0.0009 
0.0413 ±0.0009 
0.0550 ±  0.0009 
0.0704 ±0.0009 
0.0854 ±0.0009
Table 6.6: Growth temperatures and relative supersaturation for solution saturated at 30.12 ± 0.02 °C
TSor =  30.12 °C
For Tsar =  30.12 °C the data set available was limited2. A BCF curve has nonetheless 
been fitted to the data and good agreement is obtained. In fact the standard errors in 
both Oi and C are the smallest obtained in this study. However, in common with the 
data for Tsar =  25.71 °C, very few data were available at low supersaturations and the 
fitted curve at low supersaturation is effectively an extrapolation from higher supersat­
urations. Once again this makes it difficult to draw firm conclusions about the (R,o) 
dependency. The comparatively small value of the standard error in Gi is potentially 
deceiving in this case. With so few data at the lower supersaturation, it is possible that
2This was a consequence of random and frequent activity changes of the dominant sources on the 
crystal and the fact that the growth solution cannot be maintained indefinitely.
1----- rleast squares BCF
. . . r
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Figure 6.9: Normal growth rate vs supersaturation for KAP {010}, Tsa/ =  39.66 °C, with best fit BCF 
curve.
77° C 0
39.62 ±0 .02  
39.53 ± 0 .02  
39.46 ± 0 .02  
39.24 ± 0 .02  
39.11 ± 0 .02  
38.97 ± 0 .02  








Table 6.7: Growth temperatures and relative supersaturation for solution saturated at 39.66 ± 0.02 °C
the single data point near the parabolic region of the curve may have been apparently 
reliably fitted by chance. In common with =  25.71 °C is the value obtained for the 
critical supersaturation, Oi, which with respect to the majority of the data sets is large. 
These data and those for Tsar =  25.71 °C appear then to be qualitatively different in 
character from the remainder. It is possible that these are artefacts of curve fitting with 
incomplete data sets or possibly due to the growth modifying effect of unintentional 
impurities.
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T sat =  39.66 °C
Finally, figure 6.9 illustrates the growth rate data measured for a solution saturated at 
39.66 °C. In contrast to the data obtained at lower saturation temperatures, the data 
are more extensive at low supersaturation than high. This is because, as a result of 
the higher overall growth rates, it is easier to measure growth rates reliably at lower 
saturation temperatures. At high supersaturation however steady state growth was 
not maintained for long enough to obtain reliable growth rates due to the frequent 
occurrence of new sources. The overall growth rates are substantially higher than for 
lower saturation temperatures, as would be expected. The standard error in C is again 
comparatively small indicating a reliable estimate of C. The critical supersaturation, 
Oi, obtained from the curve fit is vanishingly small in this case and the standard error 
estimate is comparatively enormous, indicating that Oi is statistically indistinguishable 
from zero.
6.3.3 Summary
Despite the large values for the standard error in o i, which are largely attributable to 
the absence of sufficient data at low supersaturation, those data for which curve fitting 
was performed were reasonably well fitted by the BCF model. The majority of the data 
were well fitted by the linear BCF model, giving small standard errors for the rate con­
stant C. Furthermore, in general the temperature dependence of the values of the slope 
C of the BCF curves qualitatively exhibit behaviour typical of a thermally activated 
process. That is the values of the slope generally increase with increasing saturation 
and hence, growth temperature. Figure 6.10 shows the values of C obtained from 
the curve fitting with their standard errors. The obvious exceptional point is that of 
Tsat =  26.71 °C (B) where the source activity was apparently higher than typical. The 
constant, C, for T ^  =  29.26 °C also appears low in comparison to Tsat =  26.71 °C 
(A) and T ^  =  30.12 °C. This may also be a consequence of different source activity 
or may be attributable to another cause such as modification of the growth kinetics by 
unintentional impurities. With the present data it is difficult to be certain.
However, as has been clearly illustrated, particularly through the unfitted data sets; 
the BCF model alone cannot account for all of the observed growth rates without mak­
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Figure 6.10: C vs Tsal obtained from the best fit BCF curves to the (R,o) data. The numeric labels 
indicate the saturation temperature of the corresponding solutions.
of growth sources leading to sources of different activity. This presents a number of 
difficulties for the analysis of the data, especially at low supersaturation. A decision 
has to be made about which data to fit the model to and which to exclude on the ba­
sis of whether data points belong to sources of the same activity or not. Because the 
separation of growth rates, R, at low supersaturations is smaller, the choice is more 
ambiguous than for higher supersaturations. This is readily illustrated in the data for 
Tsat =  26.71 °C in figure 6.6; in which, at high supersaturation, the data sets are well 
separated and the data clearly belong to sources of different activity. However at low 
supersaturations the data are more closely spaced and the decision is much more diffi­
cult. Not least because error bounds may begin to overlap. This issue is compounded 
by the nature of the BCF model. In curve fitting it is normal to assume the measurement 
errors to be normally distributed. However, although apparently a continous variable, 
the constant Oi contains a discrete variable, the number of cooperating dislocations 
(c.f. equation 2.22). As a result of differences in the underlying number of disloca­
tions responsible for growth the apparently random errors may in fact be systematic 
errors. Points apparently lying close together on a BCF curve may in fact belong to 
entirely separate BCF curves, the errors resulting from such differences are unlikely to 
be normally distributed due to the underlying discrete nature of the phenomenon. This 
is once again most clearly shown by figure 6.6 which clearly shows two distinct data 
sets for sources of differing activity. However the clarity in this case is a consequence
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of the completeness of these data sets and for the more sparse data sets the ambiguity 
is much greater. Thus, distinguishing outlying points not belonging to a given BCF 
curve from points belonging to a curve but with relatively large measurement error is 
fraught with dangers, as are assumptions about source activity.
Clearly, growth rate data viewed in isolation are insufficient to explain the growth 
sources or mechanisms responsible for the observed growth rates. It is clearly invalid 
to dismiss that data which does not fit the particular model in question neatly. If better 
insights into the growth process are to be obtained then this data must be considered 
valid and taken into account. This leads inevitably to the central theme of the present 
thesis. That is, the need to image the surface at a resolution sufficient to resolve in­
dividual steps and dislocation outcrops so that the scatter in growth rate data may be 
rationalised through direct observation of the sources responsible3.
6.4 E x - S i t u  AFM Studies
In response to the limitations of examining (R,g) curves in isolation, this section 
presents a more detailed examination of the growth rates and surface structure of the 
crystals from which two of the data sets presented in section 6.3.2 were obtained. 
Specifically these are the data sets obtained at saturation temperatures of 25.56 °C and 
29.26 °C. Ex-situ AFM studies of the sources responsible for the growth rates plotted 
in figures 6.4 and 6.7 are shown where available along with the corresponding inter­
ference images. Extensive cross-referencing between the AFM, interference images 
and OR,a) curves is given. In this way a more critical and thorough examination of the 
growth mechanisms can be made. In the AFM images which follow, all fundamental 
steps on the crystal surfaces were found to have step heights in the range 1.2 - 1.4 nm, 
in good agreement with the lattice translation vector of KAP in the direction normal to 
the surface (1.3257 nm). All ex-situ AFM images in the following sections were ob­
tained using the Digital Instruments Nanoscope III Multimode SPM in Tapping Mode 
(a trademark of Digital Instruments). All images are from the amplitude channel.
3Compare with the quotations in section 1.3.
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6.4.1 T s a t  =  25.56 °C
Equilibrium
Figure 6 .11 shows a growth spiral on the face of a crystal which has been held at the 
saturation temperature of the solution for 18 hours, during which time no discernible 
growth or dissolution occurred. Some deposition on the surface has occurred due to 
inadequate protection during removal from solution, however the shape of the spiral is 
clear. The spiral shape is characteristic of growth spirals on KAP {010}, which have 
been described in detail in section 3.7 and elsewhere [119, 123, 124, 128, 148]. In 
this instance it is clearly polygonal, comprising largely straight steps oriented along 
the <101 > directions, with other less clearly defined steps with a net orientation close 
to <001>, as shown schematically in figure 3.7. The characteristic mirror symmetry 
across the <001> direction is apparent. The non-centrosymmetric nature of KAP is 
also apparent in the lack of mirror symmetry about (001), resulting in two distinct sets 
of <101> steps, as discussed in section 3.6. It is instructive to measure the angles 
between the various sets of steps on this image. From the KAP unit cell, the acute 
angle between <101> directions is 112°. The angle measured between the equivalent 
sets of <101 >5 steps was 112°, in excellent agreement with the calculated value. The 
angle measured between the equivalent sets of < 101> / steps was 100°, illustrating that 
the <10l> f steps have a small misorientation from the <101> directions. A typical 
observation [148] on KAP {010} is that the <101>/ steps are often more ragged and 
curved than the <101 >s steps, suggesting that they are less constrained to the <101 > 
direction and possibly that they may be more influenced by impurities which will have 
a significant effect at this supersaturation. It is probable that the spiral shape observed 
in these images is influenced by impurities. In fact the surface may not be exactly at 
equilibrium, the condition of zero growth may be due to the kinetic effects of impuri­
ties forming a dead zone as discussed in section 2.7.4. Despite the best experimental 
efforts to establish the saturation temperature, as described in section 4.4.4, absolute 
accuracy cannot be achieved. The role of impurities in affecting the growth behaviour 
is significant and will be returned to on several occasions throughout this chapter and 
the general discussion in chapter 8 .
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Figure 6.11: AFM image of equilibriated Figure 6.12: AFM image of <101 >$ steps of
growth spiral. Tjaf = 25.56 °C, a = 0. Scan the equilibriated growth spiral shown in fig
size 30 nm. 6.11. Scan size 30 //m.
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Hillocks 1,2
Figure 6.13 shows the interference image for the crystal growing at a relative super­
saturation of 0.0062 ±  0.0008. Several active sources are clearly visible on the crystal 
face, each giving rise to vicinal hillocks. The bright highlights apparent in the image 
are the result of light scattering from sub-surface inclusions formed during the crys­
tal growth. There is a large central hillock which is growing with a normal growth 
rate corresponding to point 1 in figure 6.4. The growth rate of the large hillock at the 
bottom of the crystal was equivalent to that of the central hillock and is not shown 
separately. At the point in time at which this image was captured the crystal was in a 
state of rapid transition with the occurrence of a new very active hillock, labelled 2 in 
figures 6.13 and 6.4, on the <101 > / steps of the large central hillock. This new hillock 
is significantly steeper and more rapidly growing than the other hillocks on the face, 
suggesting a high source strength relative to that of the other sources. Also, the inter­
ference fringes on this hillock are relatively uneven in width and spacing suggesting 
that the fundamental steps of which the hillock is formed are non-equidistant.
AFM of the <101>y steps of source 1 in figure 6.14 reveals steps which appear to 
be extensively pinned by impurities. Unfortunately imaging of the hillock source it­
self was unsuccessful in this instance. Figure 6.15 shows the source of hillock 2. The 
source is very complex, consisting of a large number of dislocations co-operating to 
form a spiral largely comprised of step bunches tens of fundamental steps high. Also, 
a large hollow pit has formed at the centre of the spiral. From the shape and size of 
the pit it appears that the source may be the result of a foreign particle alighting on the 
growing surface and inducing the formation of misfit dislocations and a new hillock. 
The turns of the macrospiral around the pit are clearly evident. In this image the depth 
of the pit was greater than the AFM tip height and consequently the pit appears to be 
shallow and flat bottomed, however this must be regarded as an artefact. It is conse­
quently difficult to reach a definitive conclusion on the question of whether this source 
is the result of a foreign particle however subsequent observations on other sources 
will lend support to this hypothesis for this case. Also visible in this image is evidence 
of dislocation slip from the extensive slip steps which cross the surface. Whether slip 
was occurring during growth or only during removal is difficult to ascertain however 
the stresses which develop during the growth of such a complex source are likely to 
be considerable and sufficient to cause slip. A final observation from figure 6.15 is the 
fact that, in contrast to the <101>s steps on source 1 in figure 6.14, extensive pinning 
of the steps is not apparent. This applies to the <001> orientations also, which, as re­
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ported by others [ 148] and will be shown in later sections, are most prone to pinning by 
impurities. Hillocks 1 and 2 are of the order of a millimetre apart at most and clearly 
growing under the same bulk conditions. Although local variations in supersaturation 
are possible on this scale these are likely to be small and fleeting, particularly since the 
growth has been shown to be insensitive to hydrodynamic conditions (see appendix 
B). Thus, the marked difference in the relative growth rates of hillocks 1 and 2 is best 
explained by the relative activities of the two sources.
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Figure 6.13: Interference image corresponding 
to sources 1 & 2 in Fig. 6.4. = 25.56 °C,
Tgrowth = 25.26 °C, a = 0.0062±0.0008.
Figure 6.14: AFM image corresponding to 
source 1 in Figs. 6.4 and 6.13. <101>.? steps at 
low supersaturation, extensive blocking by im­
purities. Tsai = 25.56 °C, Tgrowth = 25.26 °C, 
o = 0.0062 ± 0.0008. Scan size 4.62 /urn.
1541c2sbir.tif!
Figure 6.15: AFM image of high activ­
ity source corresponding to source 2 in 
Figs. 6.4 and 6.13. Macrostepped spiral 
with large hollow core and multiple dislo­
cations. Tso, = 25.56 °C, Tgrowth = 25.26 °C, 
G = 0.0062± 0.0008. Scan size 16 jum.
Figure 6.16: Interference image corre­
sponding to sources 3, 4 & 5 in Fig. 
6.4. T sat  = 25.56 °C, T gr0wth = 24.86 °C, 
a = 0.0143 ±0.0008.
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Hillocks 3,4 ,5
Figure 6.16 shows the crystal corresponding to points 3 ,4  and 5 in figure 6.4, growing 
at a supersaturation of 0.0143 ±  0.0008. In comparison with the crystal in figure 6.13 
the hillocks present are more shallow and uniform and, despite the higher supersatu­
ration, are all growing at rates lower than the most active source on that crystal. This 
suggests that the sources present on this crystal are quite uniform and of low activity. 
Sources 3 and 4 have the same normal growth rate and appear to have similar slopes 
(see table 6.8), suggesting that they have the same activity. Source 5, although not eas­
ily visible on the edge of the crystal, grew faster and appears to be steeper than 3 and 
4 indicating a greater activity. Numerous other small sources are visible on this face 
which have not yet developed into large hillocks. Such are the dynamics of a crystal 
face, any one of these hillocks may have grown to dominate the surface in time. Also 
notable in this image is the wide, flat region on the upper left hand side of the crystal. 
At the time of imaging, no steps from any of the hillocks had yet covered this region 
which is substantially the cleavage surface. This was quite an unusual observation 
in the context of this study. Typically, the faces were covered with very many new 
hillocks very soon after the start of new growth on the cleavage surface. Competition 
between these hillocks soon resulted in the dominance of a small number of hillocks. 
The persistence of this flat section is suggestive that the surface in this region was ei­
ther very perfect, effectively containing no dislocations with screw character; or was 
otherwise very imperfect, containing so many dislocations with screw character that 
their separation was less than 2pc, preventing growth by the Gibbs-Thomson effect.
Unfortunately, AFM of this crystal was mostly unsuccessful and so these inferences 
could not be proven unequivocally. A single AFM image of the <101 > / steps of hillock 
3 is shown in figure 6.17 and reveals that the steps on this surface are not equidistant 
but bunched. They are also entirely straight suggesting that step pinning by impuri­
ties was unimportant at this supersaturation. The arrow indicates the direction of step 
advance and hence, the “downhill direction”.
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Figure 6.17: AFM image corresponding to 
source 3 in Figs. 6.4 and 6.16. Scan size 
9.276 /um.
Figure 6.18: Interference image of crys­
tal corresponding to sources 6, 7, 8 in 
Fig. 6.4. Tsat = 25.56 °C, Tgrowth =  24.51 °C, 
0=0.0215 ±0.0008.
Figure 6.19: AFM image corresponding to 
source 6 in Figs. 6.4 and 6.18. Scan size 
30 nm.
Figure 6.20: AFM image of dislocation out­
crop corresponding to source 7 in Figs. 6.4 and 
6.18. Tsal =  25.56 °C, Tgr0wth = 24.51 °C, 
o = 0.0215 ±0.0008. Scan size 30jum.
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Hillocks 6 ,7 ,8
Figure 6.18 shows a crystal growing at a relative supersaturation of 0.0215 ±  0.0008. 
This crystal is of particular interest due to the variety of source strengths which it 
exhibits. Also, the growth of this crystal was steady for the whole period of study with 
the exception that the small hillock at the bottom of the image between hillocks 7 and 
8 was quickly engulfed by hillock 8. The most active hillock on this crystal is 8, which 
is also the steepest. Hillock 7 is more active and steeper than the row of small hillocks 
on the left hand edge of which hillock 6 is one. The difference in activity in terms of 
the normal growth rate of the respective hillocks is obvious in figure 6.4. Figure 6.19 
shows the dislocation outcrop at the centre of hillock 6. A single dislocation is present 
giving rise to a polygonal spiral with essentially equidistant steps. The step spacing of 
the <101 >f steps measured by AFM is 2.6 ptn.
Figures 6.20 and 6.21 show the dislocation outcrop at the centre of hillock 7. A dou­
ble spiral of non-equidistant step pairs is formed. In figure 6.21 it appears that the 
source is a single dislocation suggesting that the Burgers vector screw component is 
approximately equal to two lattice parameters normal to the surface, though the image 
resolution is insufficient to prove this beyond doubt. The hillock slope and step spac- 
ings on hillock 7 were measured by interferometry and AFM respecively. The step 
spacings of the <101>/ steps of the spiral measured by AFM are 2.12 pm  and 1.35 pm  
for the wide and narrow terraces respectively. The mean step separation yo and hillock 
slope p  obtained from the step spacings are 1.74 pm  and 0.00076 respectively. Direct 
interferometry measurement of the slope gave a value for p  of 0.00115 from which a 
value of 1.15 pm  for the mean step spacing yo was obtained. These values are tabu­
lated in table 6.8. Differences between the results from interferometry and AFM are 
significant and will be considered further, both later in this chapter and in the general 
discussion of chapter 8. Step separations on the <101>5 steps were measured directly 
by AFM as 0.21 pm  and 0.13 pm  respectively for the wide and narrow terraces, yield­
ing 0.17 pm  for yo. It is notable that the relative widths of the wide and narrow terraces 
between the <101>y and <101>5 steps are essentially the same, the wide terrace being 
1.6 times the narrow terraces in both cases.
Figure 6.22 shows the dislocation outcrop at the centre of hillock 8. Multiple disloca­
tions are present in this image. For the whole source at least 14 step generating dislo­
cations were counted. Not all of these dislocations are cooperating however. Scrutiny 
of the image shows that only 4 dislocations are cooperating to produce a spiral consist-
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Figure 6.21: AFM image. 10 /jm close up of 
double spiral from Fig. 6.20.
iMlc4s.bln.tlfl
Figure 6.23: Interference image of crystal 
corresponding to sources 9, 10 & 11 from 
Fig. 6.4. Tsat =  25.56 °C, Tgrowth = 23.96 °C, 
a = 0.0326 ±0.0008.
Figure 6.22: AFM image of dislocation out­
crop corresponding to source 8 in Figs. 6.4 and 
6.18. Tsat =  25.56 °C, Tgrowth = 24.51 °C. 
c = 0.0215 ± 0.0008. Scan size 30 jum.
Figure 6.24: AFM image of multiple dislo­
cation outcrop corresponding to source 9 in 
Fig.6.4 and 6.23. Scan size 45 nm.
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ing of bunches of 4 steps separated by a wide terrace. Of these 4-step bunches, 3 are 
very close together, especially at the centre of the spiral; the other being more widely 
separated. Unfortunately it was not possible to resolve the spiral centre clearly enough 
to establish if the cooperating spirals were independent dislocations or if at least one 
was a single dislocation generating multiple steps. This was made more difficult by the 
dislocation slip from the centre of the spiral which is clearly visible. It is most likely in 
this case that dislocation slip has occurred during removal. The bunches of 4 steps ap­
pear to pass relatively unmodified through the region of dislocations on the right hand 
side of the spiral as can be seen from the step bunch farthest out from the spiral at the 
top right hand comer of the image, which has recovered from the distortions created 
by merging with the steps formed from the other dislocations.
It is now possible to see why growth rates and slopes of hillocks 6, 7 and 8 in figures 
6.18 and 6.4 are different. They are formed from a single unit dislocation, a double 
dislocation and 4 cooperating dislocations respectively. It is notable that hillock 6 
forms part of the fitted data in figure 6.4 and is in good agreement with the other data 
points in this data set. The implication is that these other data points also correspond to 
hillocks with a single dislocation source. However, the normal growth rates of hillocks 
9 and 10 lie beneath this line, suggesting that sources of lower activity than those in 
the fitted data set are possible.
Hillocks 9 ,10 ,11
Figure 6.23 shows the crystal corresponding to hillocks 9, 10 and 11, growing with 
relative supersaturation of 0.0326 ±  0.0008. The surface is dominated by these three 
well developed hillocks with some smaller less well developed hillocks also present. 
Hillock 11 is most active and steepest, and yet lies in the fitted data set of figure 6.4 
of which the single dislocation source 6 is a part The activity of hillocks 9 and 10 
then is apparently less than that of a singe dislocation. Figure 6.24 provides a clue 
to this result. The centre of hillock 9 contains an uncountable number of very small, 
apparently single, non-cooperating spirals. Extensive slip steps are also present. No 
true hillock centre could be established. These small spirals within the region of the 
centre of hillock 9 extend over an area greater than the AFM scan width for reliable 
imaging and apparently occupy an area of the order of 200 nm2. No evidence of this 
appears in the interference image of hillock 9, which on this scale appears to be typical. 
The possibility that the spirals were formed during removal from solution cannot be
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Figure 6.25: AFM image corresponding to 
source 9 from Fig. 6.4. Scan size 20 jum
■nmm
Figure 6.27: Interference image of crys­
tal in Fig. 6.26 imaged 10 minutes later. 
Note the new very high activity source, la­
belled A. 7 saI = 25.56 °C, 7 gmwth = 23.46 °C, 
0 = 0.0427 ±0.0008.
Figure 6.26: Interference image of crystal 
corresponding to sources 12, 13 & 14 in 
Fig. 6.4. Tsat = 25.56 °C, Tgrowth = 23.46 °C, 
0 = 0.0427 ±0.0008.
Figure 6.28: AFM image of spiral centre cor­
responding to source 14 in Figs. 6.4 and 6.26. 
The complex source appears to be generated 
by an inclusion. Scan size 50 //m.
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ruled out, however they have undergone sufficient growth to form several spiral turns. 
Had growth not been arrested by removal it is likely that the most active sources in the 
group would have eventually come to dominate the growth, leaving a single large and 
probably complex spiral. The measured normal growth rate of hillock 9 at least then 
may be regarded as a transient. What is surprising then is that this state has persisted 
for sufficient time for a reliable normal growth rate measurement to be made (15 min­
utes in this case).
Why its growth rate should be stable yet less than that expected for a single dislocation 
is not entirely clear. It is possible that the high step density and hence, kink density, 
formed by so many spirals has lead to local depletion of the solution so that the lo­
cal supersaturation here is lower. However, the solution is well stirred and the growth 
was shown to be independent of solution flow rate (see appendix B) so any such con­
centration gradient should be restricted to the un-stirred boundary layer. Through the 
presence of so many dislocations the strain energy in this region of the crystal is likely 
to be greater than in the surrounding crystal. This will result in a raised free energy of 
the crystal with respect to an unstrained region, which may effectively reduce the local 
supersaturation, resulting in a lower growth rate. Although concentration gradients 
will not be allowed to grow large by virtue of stirring, the dislocations responsible for 
the heightened strain energy will persist, resulting in a consistently lower growth rate. 
In actuality, these effects are not so easily separated and both phenomena may con­
tribute to the measured growth rate. To summarise, a hypothesis for the growth rate on 
this hillock is as follows. High dislocation density results in high kink density through 
the formation of many steps, leading to local depletion of solution. Mass transport to 
the kinks now becomes rate limiting (i.e. the growth makes a transition to a diffusion 
regime) and so growth is slowed. Simultaneously, the strain energy due to the high lo­
cal dislocation density increases the local free energy of the crystal, reducing the local 
supersaturation and hence the growth rate.
It is also not certain that there is a dislocation for every spiral present in this region. 
There is clear evidence from the slip steps in figure 6.24 that dislocations have slipped 
from their positions at the centre of spirals, leaving closed step loops. Figure 6.25 
shows the edge of the highly dislocated region of hillock 9 where the dislocation den­
sity is lower. For one of the spirals, the slip step formed by movement of the dislocation 
from the centre of the spiral is clearly visible. Since dislocation motion has clearly oc­
curred, then it is possible that the very large numbers of growth spirals are actually a 
result of movement of a lesser number of dislocations. If the dislocation at the centre
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of the spiral should move, the slip step produced may close the steps of the spiral into 
closed loops. These closed loops will continue to grow, however a new growth spiral 
will begin to form at the new location of the dislocation. If the dislocation moves again 
then this spiral will be closed and a new one formed elsewhere and so on. In this sce­
nario, because new spirals are continually formed, provided that the dislocations keep 
moving then the multiple spirals may persist. This may explain why the multiple spi­
rals are not rapidly eliminated. In the event that two dislocations come close enough to 
begin to cooperate then a stronger source will be formed and eventually dominate the 
surface. Note also in figure 6.25 that there exists what appears to be an isolated two- 
dimensional island between the terraces of the spiral at the top, middle of the image. 
This is probably a consequence of the higher supersaturation momentarily experienced 
during removal though such an island may be formed by slip of a dislocation from a 
spiral centre.
Unfortunately successful AFM imaging of hillocks 10 and 11 was not possible due 
to surface deposition during the solution removal procedure. It is therefore not possi­
ble to establish the structures of these hillocks. The apparent anomaly in the growth 
rate of hillock 10 may be a result of phenomena similar to that observed on hillock 
9. For consistency with the measured growth rate of the single dislocation source 6 it 
should be expected that source 11 is also a single dislocation however this cannot be 
shown unequivocally in the absence of AFM images.
Hillocks 12,13,14
Figure 6.26 shows the crystal corresponding to points 12, 13 and 14 in figure 6.4, 
growing at a nominal relative supersaturation of 0.0427 ±  0.0008. This crystal is in­
teresting in that it has a considerably greater number of macroscopic growth hillocks 
than is typically observed on KAP {010}. The majority of which all have the same 
slope and normal growth rate. Hillock 12 was selected as a representative example 
of these hillocks and the normal growth rates were all found to lie in good agreement 
with the BCF best fit line. Hillocks 13 and 14 are clearly steeper and have greater 
normal growth rates than those represented by hillock 12. Furthermore the activity of 
these hillocks appeared to slow during the experiment as witnessed by the change in 
slope and instantaneous normal growth rate (the growth rates shown in figure 6.4 are 
the mean growth rate during the growth period). Figure 6.27 shows the same crystal 
imaged 10 minutes later and comparison of this with figure 6.26 clearly shows that the
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Figure 6.29: AFM image of a train of kine­
matic waves on the <101 >/ steps of source 14 
in Figs. 6.26 and 6.4. Scan size 50 /im.
Figure 6.30: AFM image of a step shockwave 
on the <101>/ steps of source 14 in Figs. 6.26 
and 6.4. Scan size 40//m.
Figure 6.31: AFM image of spiral centre of 
new source (source A) in Fig. 6.27. Scan size 
50 //m.
Figure 6.32: AFM image of source A in Fig. 
6.27 showing second turn of macrospiral. Scan 
size 50 jum.
1 6 8
slopes of hillocks 13 and 14 have both become significantly shallower in this period. 
The slopes of the shallow hillocks have remained more or less constant. The reduction 
of activity of hillock 14 is clearly apparent since far from the source the slope becomes 
progressively steeper. The cause of such an apparently uniform reduction in activity is 
a matter for speculation. Local changes to source structure would appear to be ruled 
out by the simultaneous reduction in activity of the two separate sources. This also 
indicates that the local slope of the surface is preserved despite changes to the source 
activity (c.f. the assumptions of the Frank [50] and Cabrera-Vermilyea [51] kinematic 
models, section 2.7.3). Figure 6.27 also reveals that a new very high activity source, 
labelled A, has become active on the crystal. The interference fringes on this source 
are non-uniform suggesting that the surface has macroscopic features (of the order of 
the wavelength of light) present. The crystal was removed from solution shortly after 
the image of figure 6.27 was captured and imaged by AFM. It is again unfortunate that 
a shallow hillock could not be found and reliably imaged to establish if it comprised 
a single dislocation consistent with source 6 and the fitted BCF curve. Nor could the 
source of hillock 13 be found. However the sources of hillocks 14 and A were found 
and imaged. The source of hillock 14 is shown in figure 6.28. The growth spiral 
appears to have been formed around what appears to be a foreign inclusion which is 
acting as a source of steps. There are actually two spirals in this image, one formed by 
the inclusion, the other seems to be a native spiral. Substantial step bunching is evident 
on this spiral, as is dislocation slip which indicates significant stress. It is possible that 
the native spiral has formed as a result of the formation of dislocations due to the stress 
induced by the inclusion. The structure of this source appears to readily account for its 
heightened activity.
Figure 6.29 shows the <101>/ steps of hillock 14 some distance from the source. 
A train of kinematic waves is clearly apparent. These bunches of steps have clearly 
been generated at the source shown in figure 6.28 and continue without dispersion in 
the manner described by Frank [50] (see also section 2.7.3). Figure 6.30 shows a step 
shockwave on the <101 > / steps of source 14. The discontinuity in the slope of the 
surface here is readily apparent. Figures 6.31 and 6.32 show the source of hillock A in 
figure 6.27. A very large number of dislocations are cooperating to form a macrospiral 
which is sending out large, dense bunches of steps. The height of the macrosteps is 
sufficient to interfere with optical wavelengths, hence the non-uniformity of the inter­
ference fringes on hillock A in figure 6.27 is readily explained. The scale of some of 
the features in these images are approaching the upper limit for reliable imaging for 
the AFM and so some detail has been lost. Nonetheless these images give a striking
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and graphic illustration of the structure of a source responsible for the generation of a 
macrospiral.
Hillocks B to F
Figures 6.33 to 6.46 correspond to another crystal which was growing under identi­
cal bulk conditions to those in figure 6.26 (relative supersaturation 0.0427 ±  0.0008). 
During growth the behaviour of this crystal appeared to be atypical. Due to the fleeting 
existence of many such transient phenomena, it was removed immediately for AFM 
study after only 3 minutes of growth at steady conditions so that the surface structure 
responsible for the atypical behaviour could be studied. Due to the very short duration 
of growth, reliable growth rates could not be obtained and so the growth of this crystal 
does not appear in figure 6.4. Regarding the atypical growth, in particular the slope of 
the dominant hillock B appeared to change abruptly and growth at the hillock centre 
appeared to cease, yet continued elsewhere on the hillock. The pixel intensity time 
series for the centre of hillock B is shown in figure 6.46. For the first 100 seconds of 
growth the passage of coherent interference fringes is obvious. Thereafter however the 
growth appears to change in character entirely, with the time-series becoming erratic 
and noisy. This had been witnessed previously on other crystals but no AFM observa­
tions had been made. A suggestion for the atypical behaviour became apparent with 
the AFM imaging. It was found that hillock B in figure 6.33 was covered by extensive 
two-dimensional islands over a wide area. The terraces of a dominant growth spiral 
were also apparent but the original source of the spiral could not be found. Figures 
6.34 and 6.35 show a single two-dimensional island between the terraces of a growth 
spiral. The step height of the island was identical to that of the spiral and all other ob­
servations of fundamental steps on KAP {010}. The shape of the island is clearly seen 
to correspond to the first few turns of growth spirals on KAP {010} before they be­
come completely polygonised, exhibiting mirror symmetry about the [001] direction. 
Figures 6.36, 6.37 and 6.38 each show multiple two-dimensional nuclei. Particularly 
notable in figure 6.36 is the occurrence of islands on top of islands which is character­
istic of the multi-level or birth and spread model [5] described in section 2.7.1. The 
terraces of the original growth spiral and their interactions with the two-dimensional 
islands can also be clearly seen in figure 6.36, as can the characteristic shape of the 
islands. Figures 6.37 and 6.38 are large area scans of the same region of hillock B. The 
extent of two-dimensional nucleation is apparent here. A significant feature of both of 
these figures are the high ribbon like plateaus which have developed and appear to fol-
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Figure 6.33: Interference image of a crystal 
growing under conditions identical to points 
12, 13, 14 in Figs. 6.4 and 6.26. The crys­
tal was removed after an abrupt change in 
activity. = 25.56 °C, Tgrowth = 23.46 °C, 
a = 0.0427 ±0.0008.
Figure 6.34: AFM image of region corre­
sponding to point B in Fig. 6.33. 2-
dimensional island between <101>/ steps. 
Scan size 5.87 ̂m.
Figure 6.35: AFM image. Close up of 2-
dimensional island shown in Fig. 6.34. Scan
size 2.73 //m.
Figure 6.36: AFM image of extensive 2- 
dimensional islands. Region B of Fig. 6.33. 
Scan size 13.2/zm.
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low the terraces of the original growth spiral. These “ribbons” appear to have formed 
by preferential two-dimensional nucleation on a single terrace and are typically tens 
of fundamental steps high. The steps of the two-dimensional islands are confined to 
this terrace and can grow along the terrace but are prevented from growing beyond 
it. Presumably, as the plateau grows higher it protudes further into the solution and 
preferentially receives more growth units from the solution, allowing it to grow higher 
still. In the lower edge of figure 6.38 a junction between two such “ribbons” appears 
to have formed, forming a plateau higher than the terrace itself. Also apparent in fig­
ure 6.38 are several small growth spirals co-existing with the two-dimensional islands. 
Their presence makes the orientation and symmetry of the islands clear. The origin of 
the islands is a matter for discussion. The discrete islands shown were almost certainly 
formed during removal of the crystal from solution, however the unusual behaviour 
of the hillock prior to imaging suggests that some unusual behaviour was occurring 
prior to removal. It is possible that the image represents an intrinsic but arrested two- 
dimensional nucleation process. This point will be returned to after examination of 
other hillocks on this crystal.
Another significant observation on hillock B was the occurrence of apparent micro­
crystal inclusions embedded in the surface, shown in figures 6.39 and 6.40. These 
microcrystals appear as microscopic analogues of KAP platelets embedded in the sur­
face. The angle formed by the uppermost and lowermost edges on the microcrystal in 
figure 6.39 was measured as 102°. The corresponding angle on that in figure 6.40 was 
measured as 110°. For the angles between the top and side edges the values of 130° 
and 135° were obtained for figures 6.39 and 6.40 respectively. By reference to the 
“cusps” of the two-dimensional islands, which indicate the <001> direction, apparent 
in both images; their orientation on the main crystal face can be established. The upper 
right hand edge of the microcrystal of figure 6.39 was found to be misoriented from 
the <001> direction by approximately 3°. In figure 6.40, the upper right hand edge 
was found to lie precisely along the <001> direction. They also exhibit surface steps 
apparently independent of the surface in which they are embedded, however attempts 
to sharply resolve these steps failed, suggesting that they are qualitatively different 
from those on the surface at large. This is most readily seen in figure 6.39 in which 
the surface steps on the main surface are clearly resolved yet those on the microcrystal 
are diffuse and poorly resolved. The inclusions themselves were raised considerably 
above the underlying surface by tens of fundamental step heights so there was no 
scope for steps from the underlying crystal to migrate across the microcrystal surface. 
The final observation of these microcrystals is that no dislocations are apparent near
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their interface with the bulk crystal suggesting that the interface is coherent. Crystal- 
lographically the microcrystals could be microscopic twin crystals which would have 
eventually grown to macroscopic dimensions or become a source of steps for the main 
crystal.
Figures 6.41 to 6.45 are AFM images of the hillocks C, D, E and F on the crystal 
shown in figure 6.33. Figure 6.41 shows the source of hillock C. The hillock is seen 
to be formed from a double growth spiral resulting from a dislocation with a multiple 
screw component Burgers vector. The step spacings are remarkably uniform until the 
steps meet a single dislocation in the bottom left hand comer of the image. The flux 
of steps from the main source are seen to interact with this dislocation creating a right 
angled comer in the step which must propagate normal to the main step direction. The 
most striking feature of this spiral however is the slip step which crosses it. The step 
is the same height as the steps of the spiral, approximately 1.3 nm, and has apparently 
formed by the slip of a dislocation with a screw component. The field of view is 30 //m 
and the dislocation has travelled at least that distance. The slip is most likely to have 
occurred after growth ceased because the step essentially remains straight. If it were 
present during growth then it would have been expected to grow and wind up into an­
other spiral. Figure 6.42 reveals the source of hillock D. From inspection of figure 6.33 
it appears that hillocks C and D have essentially the same slope. From the AFM image 
of hillock D it is clear that this hillock is also formed from a double growth spiral from 
a multiple dislocation. The step spacings of the narrow and wide terraces between the 
<101>/ steps of hillock C were measured (in the AFM image) as 0.51 fim and 1.58 nm 
respectively. For hillock D the corresponding measurements were 0.51 fim  and 1.45 
jam respectively. The corresponding mean step spacings, yo for hillocks C and D then 
are 2.09 /rm and 1.96 jum respectively. These hillocks are widely separated and yet are 
similar in shape and step spacing. It appears then that the growth conditions, i.e. local 
supersaturation and temperature, were similar for both sources despite the separation. 
Assuming that this is the case for all of the other crystals in this study, and this appears 
to be the case from the correlation in growth rate data from widely separated points, 
then this result serves to show that the stirring in the solution was adequate to min­
imise local supersaturation variations. It is abundantly clear from AFM of hillocks C 
and D however, that they do not exhibit any two-dimensional islands, despite the ex­
tensive two-dimensional nucleation on hillock B which lies between them. This result 
is somewhat puzzling. The absence of two-dimensional islands on C and D, the ab­
sence of any significant removal induced deposition, and the observed atypical growth 
of hillock B, all lend support to the argument that an intrinsic two-dimensional growth
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Figure 6.37: AFM image of 2-dimensional is­
lands. Region B of Fig. 6.33. Scan size 45 pm.
Figure 6.39: AFM image of an apparent
micro-crystalline inclusion on region B of Fig.
6.33. Scan size 7.91 pm.
Figure 6.38: AFM image of extensive 2- 
dimensional islands with growth spirals. Re­
gion B of Fig. 6.33. Scan size 30 pm.
Figure 6.40: AFM image of an apparent
micro-crystalline inclusion on region B of Fig.
6.33. Scan size 11.7 pm.
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process was occurring on this hillock prior to removal from solution and that the is­
lands are not merely artefacts of inadequate removal. A hypothesis to explain how 
such local and atypical two-dimensional nucleation may occur will be put forward in 
the general discussion in chapter 8.
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Figure 6.41: AFM image of dislocation out­
crop corresponding to point C in Fig. 6.33. 
Scan size 30/im.
Figure 6.43: AFM image of dislocation out­
crop corresponding to E in Fig. 6.33. Scan
size 11.98 jum.
Figure 6.42: AFM image of dislocation source 
corresponding to point D in Fig. 6.33. Scan 
size 13 n m.
Figure 6.44: AFM image of left hand side of 
dislocation source corresponding to F in Fig. 
6.33. Scan size 30 jum.
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Figure 6.43 shows growth spirals at the centre of hillock E. The spirals are both formed 
from a single dislocation. It is notable that, in contrast to the double spirals of C and 
D, the steps are quite rounded and irregular, particularly for the main spiral. Why this 
should be so is not clear from this image. Unintentional impurities could be one ex­
planation but why these should affect these spirals more than others is not clear. Also 
apparent in this image is the absence of two-dimensional islands. Figure 6.44 shows 
the left hand side of hillock F (the right hand side and hillock centre was engulfed). 
Hillock F has some limited two-dimensional islands present between the terraces of the 
main spirals along with some very small growth spirals. The interaction of the small 
spirals with the steps of the main spiral is apparent. Quite striking is the extended 
ribbon of apparent two-dimensional islands which have coalesced with the steps of the 
main hillock, stretching across the entire image field. Furthermore, in the lower half 
of the image is a row of two-dimensional islands which lie along a line formed by 
apparent cusps in the steps of the main spiral. It appears that the cusps and the islands 
are related. The islands are all similar in size and similar to the size of the second turns 
of the small growth spirals. A small area scan of one such growth spiral, that labelled 
1 in figure 6.44, is shown in figure 6.45. A single dislocation is present and it can be 
clearly seen that it has slipped a very short distance from its original position at the 
centre of the spiral to the adjacent terrace of the main spiral. Its passage has closed 
the steps of the spiral into closed loops, leaving multi-level two-dimensional islands 
on the surface. It has also left distortions in its wake on the steps through which it has 
passed. If growth were not arrested the dislocation would have formed a new growth 
spiral at its new location and the two-dimensional islands formed by its passage would 
also continue to grow and merge with the steps of the main spiral. This image is strik­
ing proof that dislocation slip can cause the formation of two-dimensional islands. In 
this instance it seems that the slip must have occurred immediately before or during 
removal because there has been no time for the dislocation to form a new spiral at 
its final location. However this does not preclude slip from occurring during normal 
growth and there have been many other examples of dislocation slip presented in the 
previous figures. It appears then that dislocations, growth spirals and two-dimensional 
islands can all interact in complex ways. Further more detailed discussion of the oc­
currence of these apparently related phenomena will be given in the general discussion 
in chapter 8.
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Figure 6.45: AFM image. Close up of growth 
spiral labelled 1 in Fig. 6.33. The disloca­
tion has clearly slipped a short distance from 
the spiral centre leaving a step and islands en­
closed by a closed loop. Scan size 3.0 /im.
Figure 6.47: Interference image of crys­
tal corresponding to point 15 in Fig. 
6.4. Tsat =  25.56 °C, Tgrowth = 23.10 °C, 
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Figure 6.46: Intensity time series data for 
source B. Fig. 6.33.
Figure 6.48: AFM image. Close up of step 
source corresponding to point 15 in Fig. 6.4. 
The complex source appears to be generated 




Finally, figure 6.47 (page 178) shows the crystal containing hillock 15, growing at a 
relative supersaturation of 0.0499 ±  0.0008. Hillock 15 dominates this crystal and 
from figure 6.4 it is clear that the activity of this hillock is considerably higher than 
that of the fitted data. The interference fringes are slightly irregular and suggest large 
features such as macroscopic steps or kinematic waves on the surface. AFM of the 
source of hillock 15 reveals that it is apparently generated at the boundary between 
the main crystal and a small KAP inclusion which may be a twin crystal. The edge 
of the inclusion being clearly visible jutting out from the main surface at a shallow 
angle. The growth spiral emanates from this edge resulting in the formation of a very 
steep spiral centre. So steep is the spiral centre that individual steps can only just be 
resolved. Away from the inclusion edge the hillock becomes shallower and eventually 
forms a macroscopic step. The inclusion appears to exhibit steps with the symmetry 
of KAP {010} growth spirals confirming that it is KAP and not some other foreign 
inclusion.
6.4.2 T sat =  29.26 °C 
Hillocks 16 ,17 ,18 ,19
Figure 6.49 shows the crystal on which growth rates 16, 17, 18 and 19 were measured. 
The crystal was growing at a low relative supersaturation of 0.0034 ±  0.0009. Multiple 
hillocks are present on the crystal. The hillocks are shallow as would be expected at 
this supersaturation. There are however clear differences in slope between hillocks. 
For example, hillock 16 appears to be approximately twice as steep as 19. According 
to figure 6.7 however, hillock 19 has the greatest normal growth rate, the others all 
having approximately the same normal growth rate. Due to the low supersaturation 
the normal growth rates of all of the hillocks are very low and according to the error 
bars on point 19 in figure 6.7, the differences between the various hillocks are hardly 
significant. Figures 6.50 and 6.51 show the dislocation outcrop at the centre of hillock
16. Immediately apparent in these figures is the roughness of the <101>/ steps of the 
spiral. The steps appear to be extensively pinned by impurities. The <101>  ̂ steps 
appear to be hardly affected however, remaining essentially straight. Also apparent are 




Figure 6.49: Interference image of crystal 
corresponding to points 16, 17, 18, 19 in 
Fig. 6.7. Tsal = 29.26 °C, l growth = 29.11 °C, 
a = 0.0034 ±0.0009.
Figure 6.50: AFM image of dislocation out­
crop from source 16 in Fig. 6.49. Scan size 
40 fjtm.
Figure 6.51: AFM image. Close-up of dislo­
cation source 16 in Fig. 6.50. Scan size 20 A/m
Figure 6.52: AFM image of dislocation out­
crop from source 17 in Fig. 6.49. Scan size 
38.98 A/m.
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Some of these dislocations have undergone slip and have left slip steps across the 
surface as evidence of this. As for the main source of the spiral, this appears to be due 
to a dislocation of high strength. At least five steps originate from what appears to be 
a single dislocation. The number could be greater because other adjacent steps could 
also originate from this dislocation however it was not possible to obtain sufficient 
resolution to prove this unequivocally. The other notable feature about this source is 
that a pit has formed at the dislocation centre. This is consistent with Frank’s analysis 
of capillary equilibria of crystals and the formation of hollow dislocation cores [40] 
(see also section 2.7.2). The strain energy associated with a screw dislocation can be 
shown to be proportional to the square of the magnitude of the Burgers vector, which 
in this case appears to be at least 5 lattice parameters normal to the surface. The strain 
energy associated with such a dislocation then is large and the formation of a hollow 
core is favourable. It should be stressed that the image appears to show a shallow pit, 
however this is an artefact. The AFM tip cannot penetrate to the bottom of the pit and 
so a shallow flat bottomed pit appears in the image. In reality, the core could be very 
deep and extend a considerable distance into the crystal. Slightly above and to the right 
of the main dislocation is another dislocation outcrop, most clearly visible in figure 
6.51. A small pit has developed here also and at least two steps appear to originate 
from it, suggesting a Burgers vector of magnitude approximately 2 surface normal 
lattice parameters. Assuming that these are indeed single dislocations then the strain 
energy will be many times less than that of the main dislocation and consequently the 
pit at this dislocation would be expected to be considerably smaller. The occurrence 
of surface pits, hollow cored dislocations and step pinning will be considered further 
in the general discussion.
Figures 6.52 and 6.53 show the dislocation outcrop at the centre of hillock 17. Some 
deposition of material during removal is apparent however the spiral is largely unaf­
fected at the centre. For the first few turns of the spiral the steps remain separate. 
Beyond this however the fundamental steps coalesce to form macrosteps tens of fun­
damental steps high. These macrosteps then propagate outward from the spiral centre. 
After the first turn of the macrospiral no fundamental steps are visible outside of the 
macrosteps. Figure 6.54 shows a train of macrosteps on the <101>/ steps of hillock
17. Very wide entirely flat terraces lie between the turns of the macrospiral. The width 
of the terrace at the point indicated was 16 \im. Why this source should produce a 
macrospiral is uncertain. The source itself appears to comprise multiple dislocations 
however extensive slip has occurred, most likely during removal, and the resultant slip 
steps make it difficult to establish the true nature of this source. It may be assumed that
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Figure 6.53: AFM image. Close-up of disloca­
tion source 17 in Fig. 6.52. Scan size 5.34 pm
Figure 6.55: AFM image of dislocation source 
18 in Fig. 6.49. Hollow cores are clearly visi­
ble. Another multiple source lies out of frame 
at the far right hand side and is shown in Fig. 
6.57. Scan size 31 pm.
Figure 6.54: AFM image of step bunches ori­
ented along <10\> f emanating from source 
17. Scan size 60 pm.
Figure 6.56: AFM image. Close-up of dislo­
cation source 18 shown in Fig. 6.55. Scan size
13.22 pm.
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the fundamental steps before the first turn of the macrospiral are moving faster than 
the macrostep and eventually catch it up and become part of it. If the macrosteps move 
with constant velocity and the source generates steps continuously then the macrostep 
would grow higher and higher as more fundamental steps joined it. This does not ap­
pear to happen however since after the first macrospiral turn the macrosteps appear 
to propagate with constant height and velocity. Certainly the growth rate data of this 
source showed it to be growing under steady state conditions. The macrosteps must 
either reach a constant height and break up or the source must undergo periodic ac­
tivity variations, intermittently sending out steps and then ceasing. Each period of 
activity resulting in the formation of a new turn of the macrospiral. The absence of 
fundamental steps after the first turn of the macrospiral suggests that the macrospirals 
are stable and do not break up. Also remarkable about this hillock is that it does not 
appear to have been affected by the impurities which were so apparent on hillock 16, 
the steps having remained almost entirely straight. Furthermore, there is no evidence 
of a pit due to a hollow dislocation core, even though one of the dislocations appears 
to have a Burgers vector of at least two b lattice parameters due to the presence of 
two steps terminating at it. The double dislocation at source 16 had a pit. Why this 
hillock should be apparently unaffected by impurities and not form a pit at the dislo­
cations is uncertain. The macrosteps themselves may be implicated in the apparent 
immunity to impurity pinning. One other significant observation on this hillock is that 
the straight step segments appear to deviate widely from the usual <101> directions. 
Some small misorientation from <101> is observed with reasonable frequency on the 
(nominal) <101>/ step directions. However this is seldom observed for the nominal 
<101>, steps. In this case however the misorientation is large on both <101>/ steps 
and <101>5 steps. The measured angle between the equivalent sets of <101>5 steps 
was 78°, and between the equivalent sets of <101>/ steps was 70°. The angle between 
the <101> directions from the unit cell geometry is 112°. The spiral shape will be 
taken up in greater detail in the general discussion.
Figures 6.55 to 6.58 show the centre of hillock 18. The hillock actually comprises two 
very close together multiple spirals. The first of these spirals is shown in figures 6.55 
and 6.56. The other spiral is shown in figures 6.57 and 6.58. Like hillock 16, the steps 
of this spiral exhibit extensive impurity pinning. Several multiple dislocation sources 
are also present with pits at their emergent points. Similarly to hillock 16, these appear 
to have Burgers vectors which are multiples of the surface normal lattice translation as 
revealed by multiple steps terminating at the emergency point. It is quite clear in these 
images that the size of the pit seems to depend on the number of steps terminating. For
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Figure 6.57: AFM image of rightmost part of 
dislocation source 18 in Fig. 6.49. This part of 
the source lies to the right of that shown in Fig. 
6.55. Hollow cores are again clearly visible. 
Scan size 31 fjm.
Figure 6.59: AFM image of dislocation source
19 from Fig. 6.7 and 6.49. Scan size 13.24 /mi
H e
Figure 6.58: AFM image. Close-up of dislo­
cation source 18 shown in Fig. 6.57. Scan size 
16/mi.
Figure 6.60: AFM image. Close-up of double
spiral source 19. Scan size 4.71 /mi.
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example, the main source in figure 6.58 has a large pit and six steps terminate at it. At 
the top in the centre of the image a dislocation at which a single step terminates can be 
seen and the pit is only just visible. The score mark at the bottom of figure 6.57 is the 
result of an accidental crash of the AFM tip into the surface during an adjustment.
Figures 6.59 and 6.60 show the centre of hillock 19. Some debris due to inadequate 
protection is present on the surface here however it does not affect the interpretation 
of the image. The hillock is formed from a double spiral produced either from a single 
dislocation of strength 2 or two dislocations of like sign which are very close together 
(too close to be resolved). The first few turns of the spiral are very uniform after which 
the step separation begins to change. Like hillock 17 and in contrast to 16 and 18, 
the steps of this hillock are not pinned by impurities and there is no obvious pit at the 
centre of the source. Also, even more so than hillock 17, the steps are continuously 
curved from the <101>/ to the <101>, steps with no sign of polygonisation except at 
the intersections of equivalent steps on [001]. The tangential angle at the intersections 
of the equivalent steps was 78° for the <101>/ steps and 64° for the <101>5 steps.
Hillocks 20 ,21 ,22
Figure 6.61 shows a crystal growing at a nominal relative supersaturation of 0.0078 
±  0.0009. Two dominant hillocks labelled 21 and 22 are present as are several other 
hillocks and the legacy steps of hillocks which have been, or are about to be, engulfed 
- such as the point labelled 20. Compared to the legacy hillocks left behind by inactive 
sources, which appear shallow, hillocks 21 and 22 appear to be steep, 22 being the 
steepest (see table 6.9 and figure 6.87). For example the <101>5 steps of the dormant 
hillock on the right hand side of the crystal are very much more widely separated 
than those on 21 and 22 as can be seen from the spacing of the interference fringes. 
Figure 6.62 shows the dislocation source at the centre of hillock 21. Considerable 
deposition has occurred during solution removal though it is fortunate that the spiral 
centre is unaffected. Some of the larger debris particles have interrupted the imaging 
process creating artefacts in the images. The figure shows that the steps emitted from 
the source have a separation periodicity which repeats itself every four steps. That is, 
steps are emitted from the source in bunches of four. Figure 6.63 shows the centre 
of hillock 21. The bunches of four steps are apparent on the <101>5 steps in this 
image. Furthermore, the four steps can all be seen terminating at a single dislocation 
at the centre of the spiral, indicating an apparently single dislocation of strength 4.
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Figure 6.61: Interference image corre­
sponding to points 20, 21, 22 in Fig. 
6.7. Tsat = 29.26 °C, Tgrowth = 28.91 °C, 
a = 0.0078 ±0.0009.
Figure 6.62: AFM image. Large area view of 
dislocation source corresponding to point 21 in 
Fig. 6.61. Scan size 50 /mi.
H U B
Figure 6.63: AFM image of centre of source
21 in Fig. 6.61. Scan size 17.33 /mi.
Figure 6.64: AFM image. Close-up of dislo­
cation source 21 from Fig. 6.63. Scan size 
7.46 //m.
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However, close inspection of figures 6.62 to 6.64 reveals a slip step from the centre of 
this dislocation, indicating that a single dislocation in the source has slipped away from 
the centre some time earlier. Although it is possible that a single dislocation of large 
Burgers vector has dissociated it appears to be more likely that the source is in fact 
made up of a group of very narrowly separated dislocations which are cooperating to 
form a multiple spiral. One of the spiral steps from the group appears to be terminated 
a short distance away by a single unit dislocation which must be of opposite sign. 
The separation between the main group and this dislocation was measured as 3.9 fim. 
The mean step separation on the <101>/ steps of this source was measured by AFM 
as 2.47 fim. However the most narrowly spaced steps in the bunches of four had a 
separation of only 0.76 fim. The step emanating from the single dislocation encounters 
and coalesces with the steps from the other dislocation. The point of coalescence can 
be seen from the intersection that is introduced into the steps where they meet, which 
persists as they move away from the spiral centre (the trajectory followed by such an 
intersection is the locus o f intersection defined by BCF [34]). Finally, a slight pit has 
developed at the centre of the strongest source but not at the unit dislocation which is 
consistent with the greater strain energy expected at the core of a dislocation of greater 
Burgers vector or a narrowly separated group of separate dislocations.
Figures 6.65 to 6.72 are of hillock 22. Figures 6.65 and 6.66 show the transition 
region between the <101>/ and <001> steps. The <001> steps appear to be extensively 
pinned by impurities whilst the <101>5 steps remain straight and unaffected. It is most 
clearly seen from the < 1 0 1 > s  steps that steps are emitted from the source in bunches of 
five. Figure 6.67 shows the <101 > / steps of hillock 22, periodic bunches of five steps 
are visible here also. Figures 6.68 and 6.69 reveal the source structure responsible 
for this hillock. There are actually three dislocations (or cooperating groups) at the 
hillock centre. Although the structure of the uppermost of these sources is masked 
somewhat by a slip step, it appears that there are five steps terminating at it. The middle 
dislocation clearly has four of the steps from the uppermost source terminating at it also 
(see figure 6.71), indicating that it is of opposite sign to the uppermost source. The 
remaining step from the uppermost source is terminated at the lowermost dislocation 
which must be a unit dislocation of the same sign as the middle dislocation. There 
are then effectively an equal number of right and left handed dislocations giving rise 
to closed loops of steps. The implication is that the hillock is not a spiral but a series 
of closed step loops. The sources lie almost on a straight line, the distance separating 
the uppermost and lowermost dislocations was measured as 9.41 fim. The mean step 
separation on the <101>/ steps of this hillock was measured by AFM as 2.1 /im. The
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Figure 6.65: AFM image corresponding to 
point 22 in Figs. 6.7 and 6.61. Transition from 
<101 >5 to <001>. Scan size 40 urn.
Figure 6.66: AFM image. Close-up of <101>s 
to <001> transition shown in Fig. 6.65. Scan 
size 14.56/im.
Figure 6.67: AFM image of <101>/ step trains 
emanating from the source corresponding to 
22 in Figs. 6.7 and 6.61. Scan size 50 nm.
Figure 6.68: AFM image of centre of disloca­
tion source corresponding to source 22 in Fig, 
6.61. Scan size 16.46jum.
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intersections of steps from the upper and middle sources is clearly visible in figure 
6.69. In this figure two almost touching steps are about to coalesce and the locus of 
intersections is clearly visible from steps which have coalesced earlier. Finally, figure 
6.72 shows a wide area scan of hillock 22 from which the periodicity in the step spacing 
is apparent.
The strength, s , of a source was defined in section 2.6 as the excess of dislocations 
of one sign over dislocations of opposite sign [34]. As discussed in that section, the 
strength of a group of dislocations depends on whether they are cooperating, which 
depends in turn on their sign and separation. According to this, as far as can be es­
tablished from the images of hillocks 21 and 22, the multiple dislocations or groups 
are producing cooperating spirals however the distinct groups are not themselves co­
operating. Therefore in both cases the source activity is that due to the dislocation or 
group of highest strength. The respective strengths of hillocks 21 and 22 are potentially 
ambiguous due to the slip of dislocations from the centre of the main dislocations or 
groups. Fortunately however the step periodicity is clear in both cases. In the case of 
hillock 21 the step periodicity is clearly repeated every four steps, indicating a source 
of strength 4. For hillock 22, the step periodicity repeats itself every five steps, indi­
cating a source of strength 5. From figure 6.7 it is evident that the normal growth rates 
of the two hillocks are virtually the same and that they agree very closely with the 
other data from the data set fitted with the BCF curve. This is apparently anomalous 
since sources of significantly higher strength would be expected to have a significantly 
greater normal growth rate. It was however found by reference to table 6.9 (page 
204), figure 6.87 (page 205) and the step separations reported above, that source 22 is 
marginally steeper than source 21 and both are significantly steeper than other hillocks 
at similar supersaturations. This is consistent with the higher strength of source 22 and 
the overall strengths of these two hillocks respectively. The interactions of the dislo­
cations on hillocks 21 and 22 are of considerable interest and will be discussed further 
in the general discussion.
Hillock 23
Figure 6.73 shows a crystal growing at relative supersaturation 0.0123 ±  0.0009. The 
crystal was unusual in that the surface was covered by a single growth hillock. Figure 
6.74 shows the centre of the hillock. Unfortunately a piece of debris from removal of 
the crystal has deposited at the very centre of the spiral preventing examination of its
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Figure 6.69: AFM image. Close up of source 
22 shown in Fig. 6.68. Scan size 10 /jm.
Figure 6.70: AFM image. Close-up of upper­
most dislocation source in Fig. 6.69. Scan size 
5 /jm.
■ m
Figure 6.71: AFM image. Close-up of the
middle dislocation source in Fig. 6.68. Scan
size 2.6 /um.
Figure 6.72: AFM image. Large area view of 
source 22 in . 6.61. Scan size 50 /;m.
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fine structure, however, the hillock is clearly formed from a double growth spiral. The 
source must then be either a single dislocation of strength 2, or two unit dislocations 
of equal sign. The unambiguity of a crystal with a single hillock provides a useful 
test of the quantitative agreement between interferometry and AFM. The mean step 
spacing of the <101 >f steps on this hillock was measured as 2.7 /im  by both techniques, 
providing a confirmation of the quantitative agreement between the two techniques. 
This also serves very well to illustrate the point that interferometry can provide a very 
accurate measurement of step spacing, but can only give a mean result. The AFM on 
the other hand can reveal the true step spacings. Perhaps even more important is the 
demonstration that the surface which is imaged ex-situ by AFM is substantially the 
same surface as when it was growing. On removal of the crystal from solution, the 
environment of the surface changes abruptly. In such a situation the question must 
always be asked, does the surface have sufficient time to relax to a new configuration? 
When this is the case, the surface observed ex-situ is not representative of the growing 
surface. This result of equal step spacing in-situ and ex-situ provides experimental 
verification that the surface imaged ex-situ by AFM is representative of the growing 
surface. Essentially, the surface is “frozen” in the state which it was in, in the final 
moments of growth.
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Figure 6.73: Interference image of crys­
tal corresponding to point 23 in Fig. 
6.7. 1  sat =29.26 °C. Tgrowth = 28.71 °C,
0 = 0.0123 ±0.0009.
Figure 6.74: AFM image of dislocation out­
crop from source 23 in Figs. 6.7 and 6.73. 
Scan size 30 j/m.
Hillocks 24, 25
Hillocks 24 and 25 are shown in figure 6.75. Hillock 24 is dominant, 25 being just 
visible. The crystal is growing at a relative supersaturation of 0.0217 ±  0.0009. Figure 
6.76 shows the centre of hillock 24. The quality of preservation of the crystal surface 
during removal from the solution is poor in this case. Notable are the etch pits which 
have formed. The polygonal shape of these pits reflects the symmetry of the growth 
spirals and the underlying crystal. The AFM study of such pits on KAP has been 
discussed elsewhere [100]. Despite the inadequate preservation of the surface, the 
unambiguous presence of a uniform double spiral can be seen, indicating that the spiral 
is almost certainly formed by a cooperating source of strength 2. The case is very much 
the same for hillock 25, which is shown in figure 6.77. The surfaces have been poorly 
preserved. However unlike hillock 24, the steps and terraces are adequately preserved 
in places with local deposition elsewhere. Unfortunately, the spiral centre has been 
annihilated by debris however it may be clearly seen that the hillock is formed from a 
double spiral due either to two co-operating dislocations or one dislocation of double 
strength. From figure 6.7 it can be seen that the normal growth rates of hillocks 24 
and 25 are identical within experimental error. This is entirely consistent with the two 
sources being generated by sources of the same strength. Although the normal growth 
rates were the same for both sources, the step spacings were found to differ slightly. 
The <10 \> f step separations for hillock 24 were measured as 0.9 //m and 4.1 jum for 
the narrow and wide terraces respectively, giving a mean step separation of 2.5 /um. 
For hillock 25 the corresponding step separations were 1.5 /im and 4.0 /im, giving a 
mean step separation of 2.8 /um. This indicates a slightly lower hillock slope for hillock 
25 and implies a slightly different step velocity to maintain the same normal growth 
rate as hillock 24. Unfortunately, due to surface deposition on the crystal and the very 
restricted interferometry image of hillock 25, this point could not be addressed further. 




Figure 6.75: Interference image of crys­
tal corresponding to sources 24, & 25 in 
Fig. 6.7. 7 sat =  29.26 °C, 7 growth =  28.29 °C, 
o = 0.0217 ±0.0009.
Figure 6.76: AFM image of dislocation out­
crop from source 24 in Figs. 6.7 and 6.75. In­
adequate removal from solution has resulted 
in surface degradation and etch pit forma­
tion. Nonetheless step pairs emanating from 
the source are visible. Scan size 40 //m.
1651cSs.bin.tf
Figure 6.77: AFM image of dislocation out­
crop corresponding to source 25 in Figs. 6.7 
and 6.75. Inadequate solution removal has re­
sulted in surface degradation. Step pairs are 
clearly visible. Scan size 36.63 /urn.
Figure 6.78: Interference image of crys­
tal corresponding with points 26, 27, 28 
in Figs. 6.7 and 6.79. 7sat = 29.26 °C, 
7 growth = 28.00 °C, o = 0.0283± 0.0009.
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Hillocks 26,27,28
Figure 6.78 shows the crystal corresponding to hillocks 26, 27 and 28. A clear pattern 
between the slope and the normal growth rates of these hillocks can be seen by cross- 
reference to figures 6.7 (page 149) and 6.87 (page 205). Hillock 26 is the shallowest 
and has the lowest normal growth rate. Although only just visible, the slope of hillock 
27 is intermediate of 26 and 28, as is the growth rate. The normal growth rate of 27 
fits quite neatly with the BCF curve of the fitted data. Hillock 28 is the steepest and 
has the correspondingly highest normal growth rate. Unfortunately, the surfaces of this 
crystal were destroyed on removal, consequently no AFM images are available.
Hillocks 29,30
Hillocks 29 and 30 are shown growing at a relative supersaturation of 0.0283 ±  0.0009 
on figure 6.79. Inspection of this figure reveals that hillock 30 is steeper than 29. Refer­
ence to the normal growth rate in figure 6.7 shows that hillock 30 is growing faster than 
29. Hillock 29 forms part of the data set which has been fitted with the BCF curve and 
its centre is shown in figure 6.80. Severe deposition has occurred on this crystal during 
removal from solution. However, underlying this the pattern of step pairs typical of a 
double co-operating spiral is just visible. Such deposition is unfortunate however this 
image and preceding images in which inadequate preservation was evident do serve to 
show that the ex-situ technique is quite robust, at least for obtaining specific informa­
tion such as the number of co-operating spirals or the step spacing. This information 
may be reliably obtained from this image despite the deposition. Figure 6.81 shows the 
centre of hillock 30. Once again, debris has annihilated the spiral centre however the 
steps clearly show three co-operating spirals in this case. Note also the small growth 
spirals on the terraces of the main spiral. Their effect is to slightly impede the progress 
of steps of the main spiral which otherwise dominates them. It is now clear that the 
difference in slope and normal growth rate observed between hillocks 29 and 30 is a 
result of 29 consisting of two co-operating spirals and 30 consisting of three.
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Figure 6.79: Interference image of crystal 
corresponding to points 29 & 30 in Fig. 
6.7. T** = 29.26 °C, Tgrowth =  28.00 °C,
0 = 0.0283 ±0.0009.
Figure 6.80: AFM image of source 29. De­
spite severe deposition from inadequate re­
moval, step pairs are clearly visible. Scan size 
19.9 fim
Figure 6.81: AFM image of source 30. Debris 
from the removal process has obliterated the 
spiral centre however step triplets are clearly 
evident indicating three cooperating disloca­
tions. Scan size 30.1 //m
Figure 6.82: Interference image of crys­
tal corresponding to sources 31 & 32 in 
Fig. 6.7. Tsar = 29.26 °C, Tgrowth = 27.31 °C, 
a = 0.0437 ±0.0009.
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Hillocks 31,32
Finally, figure 6.82 shows a crystal growing at a relative supersaturation of 0.0437 ±  
0.0009. The two main hillocks are labelled 31 and 32 respectively. Reference to figure 
6.7 indicates that the normal growth rates of both hillocks were the same and that these 
were significantly higher than the data fitted with the BCF curve. The centre of hillock 
32 could not be found and there is no AFM of this hillock as a consequence. The centre 
of hillock 31 is shown in figure 6.83 and is of considerable interest. The most immedi­
ately striking feature of the growth spiral is the extensive two-dimensional nucleation 
between the terraces of the spiral. The question whether these are true two-dimensional 
islands or an artefact must always be asked when considering such an image. With­
out exception, the step heights of these islands were found to be approximately unit 
cell height, the same as the fundamental steps of the growth spiral. Also, figure 6.83 
illustrates the distinction between removal induced artefacts and genuine features of 
crystal growth well by virtue of the large deposit of debris in the lower part of the 
image. Previous images in which inadequate preservation of the surfaces is apparent 
also serve as a useful comparator between the artefacts and genuine features. Leaving 
aside the presence of the two-dimensional islands for a moment and considering the 
growth spiral itself, it can be seen that the hillock comprises three co-operating spi­
rals. Tight bunches of three steps are clearly visible, especially on the <101>5 steps. 
The source itself is quite complex and the debris nearby makes it difficult to interpret. 
The emergent point of one dislocation is apparent and labelled 1. This dislocation 
has clearly slipped from the centre of the spiral, leaving a pyramid of closed islands 
where the original spiral centre was. There appears to be another dislocation on the 
fourth terrace of this pyramid where the step seems to disappear. This appears to be 
an image artefact however caused by alignment of the step with the AFM scan direc­
tion, resulting in invisibility of the step at this orientation. The remaining dislocations 
responsible for the triple spiral are not in evidence however. Possibly they too have 
undergone slip away from the spiral centre, their passage masked by two-dimensional 
nucleation. Alternatively, they may have been covered up by debris. That there was a 
triple spiral during growth is beyond doubt from the pattern of steps however. Another 
notable feature of this spiral is the curvature. The first few turns of the spiral show 
almost no evidence of polygonisation and appear to be smooth elliptical curves. It is 
only further out that the polygonisation of the spiral becomes apparent. Figure 6.84 
shows the intersection of the <101 >f at some distance from the centre of the spiral. It 
is notable that the radius of curvature of the step at the intersection of the two sets of 
steps is very much greater than typically observed on KAP growth spirals. This figure
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also serves to show that the two-dimensional islands on this spiral are not restricted to 
the spiral centre but are uniformly distributed across the terraces of the hillock. There 
are in this image also several instances of multi-level island formation where an island 
has formed on top of another.
One final observation which suggests that the presence of the two-dimensional islands 
is more than mere artefact is suggested by the measured normal growth rates. Hillock 
30 was shown unambiguously to be formed from a triple co-operating spiral but with 
no evidence of two-dimensional islands. Hillock 31 is also unambiguously a triple 
spiral however its terraces are covered with two-dimensional islands. The growth rates 
of hillocks 30 and 31 are apparently inconsistent according to figure 6.7 however, a 
linear relationship between points 30 and 31 being unlikely. It may be argued that 
the activity of hillock 31 has changed during growth due to dislocation slip or some 
other cause and that the interferometric growth rate measurement has given the mean 
growth rate. A change of activity would be expected to cause a change in hillock 
slope and fringe frequency in the pixel intensity time series, neither of which was 
observed. Moreover, the growth rates of hillocks 31 and 32 were identical within 
experimental error. The chances of both hillocks undergoing a transition to a different 
activity as a consequence of a chance event such as dislocation slip must be vanishingly 
small. The implication then is that the measured growth rates of hillocks 31 and 32 
are intrinsic to these hillocks. From the AFM image of hillock 31 it may be expected 
that the two-dimensional islands are the reason for the apparent anomaly in the normal 
growth rate, their effect being to accelerate the rate of advance of the steps of the spiral 
by coalescence with them as can be readily seen in figures 6.83 and 6.84. Further 
discussion of two-dimensional nucleation will follow in the general discussion.
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Figure 6.83: AFM image of dislocation out­
crop of source 31 in Fig. 6.82. Scan size 
6.19 fim
Figure 6.84: AFM image of <101>/, <101>/ 
step intersection of source 31 in Fig. 6.82. 
Scan size 10.57 /urn.
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6.5 Hillock Slopes and Step Velocities
Having considered normal growth rates and the structure of the corresponding sources 
for two of the saturation temperatures in the previous sections, this section briefly sum­
marises the data and presents measured hillock slopes. Also presented are mean step 
separations and mean step velocities obtained from the measurements of hillock slope 
and normal growth rate. These measurements have been confined to the saturation 
temperatures for which AFM is available so that the results may be interpreted in con­
text of the known structure of the sources responsible. To perform the same analysis 
for those data sets for which AFM is unavailable is prone with difficulties. As the 
preceding section has shown, apparently simple sources on the scale of interferometry 
can hide great complexity at the AFM scale. The dangers of drawing false conclusions 
in these cases are only too apparent.
Both AFM and interferometry are capable of the measurement of hillock slopes (and, 
by implication, step spacing); however their respective utility depends on the type of 
source under consideration. Interferometry measures the hillock slope directly, from 
which the mean step spacing can be obtained from knowledge of the height of a fun­
damental surface step. AFM on the other hand measures step spacing directly, from 
which the slope may be obtained. For simple sources which cover a large area of 
surface, either technique works well. See for example the result for hillock 23. If 
however the hillock is restricted to a very a small spatial region then it may be im­
possible to measure by interferometry due to the requirement that the hillock must be 
sufficiently spatially extended to allow a reliable measurement of fringe separation. 
This was the case for hillock 6. The hillocks’ image by interferometry was too small 
for a reliable measurement so that AFM had to be used. On the other hand, for very 
complex sources, particularly those with macrosteps, it can be difficult to image a large 
enough area by AFM or measure macrostep heights with sufficient accuracy to obtain 
an accurate measurement of the slope. In these cases interferometry is more effective 
in providing a mean hillock slope. In the following most of the hillock slopes and 
measurements derived therefrom have been obtained by interferometry for the reason 
that the interferometry data are more complete, many of the hillocks having not been 
found unambiguously by AFM imaging. Where exceptions occur this has been made 
explicit. Also, the majority of the data are for the <101>/ step vicinal facets. The 
<101 steps are often either barely visible or too steep to be reliably resolved by 
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Figure 6.85: Vicinal hillock slope Vs supersaturation for sources 1 to 15, Tsa, = 25.56 °C
hillock slopes measured by AFM and those measured by interferometry. Discussion of 
the agreement between AFM and interferometry will be taken up in the general discus­
sion in chapter 8. However for the purposes of this section it should be stressed that the 
difference in scale of the two techniques is very large and the assumption that hillock 
slopes are always constant is not necessarily valid. With AFM for example, typically 
the step spacing of the first few turns of a spiral is measured over a typical distance of 
10-20 pm  or so, usually corresponding to a change in height of a few nanometres. For 
interferometry, the lateral distances involved are of the order of millimetres and the 
height changes are of the order of microns. It is inevitable then that some discrepan­
cies will result, particularly where the region measured by AFM is not representative 
of the entire hillock. In ideal cases however, such as that of hillock 23, the techniques 
agree exactly.
6.5.1 Hillocks 1 to 15, T sat =  25 .56  °C
Table 6.8 summarises the data from hillocks 1 to 15 where o  is the relative supersatu­
ration, R is the normal growth rate (as plotted in figure 6.4), p  is the hillock slope, yo 
is the mean step spacing, v is the mean step velocity and e is the source strength, as 
defined in section 2.6. Limited measurements of the values for the <101>5 steps are 
included. The slope and velocity data are also shown in figures 6.85 and 6.86. The
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Label o Steps R (nm s ]) p  =  tanG Vo (nm) v (nm s s
1 0.0062 <101>/ 0.9 - - - ?
2 0.0062 <101>/ 4.1 0.00180 738 2277 *
3 0.0143 <101>/ 1.7 0.00071 1874 2394 ?
3 0.0143 <101>s 1.7 0.00406 326 419 ?
4 0.0143 <101>/ 1.7 0.00073 1817 2329 ?
4 0.0143 <101>s 1.7 0.00389 341 437 9
5 0.0143 <101>/ 2.7 - - - ?
6 0.0215 <101>/ 2.5 0.0005 I t 2600t 4902 1
7 0.0215 <101>/ 4.0 0.00115 1154 3483 2
7 0.0215 <101>/ 4.0 0.00076t 1742+ 5263 2
7 0.0215 <101>5 4.0 0.0078t 170+ 513 2
8 0.0215 <101>/ 5.2 0.00139 954 3741 4
9 0.0326 <101>/ 1.6 0.00104 1277 1503 £
10 0.0326 <101>z 2.5 0.00104 1277 2438 ?
11 0.0326 <101>z 3.9 0.00152 874 2572 ?
12 0.0427 <101>/ 5.2 0.00132 1003 3934 ?
13 0.0427 <101>/ 8.4 0.00255 520 3298 ?
14 0.0427 <101>z 11.3 0.00438 303 2581 *
15 0.0499 <101>/ 14.1 0.00152 871 9259 *
* Source formed by an inclusion  
t  Mean step spacing and hillock slope obtained by AFM . 
t  Very many dislocations how ever none apparently cooperating.
Table 6.8: Growth rate, slope and step velocity data at Tsa, = 25.56 °C. R = normal growth rate, p = 
hillock slope, yo = mean step spacing, v = mean step velocity and s = number of cooperating dislocations.
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trends in the data are reasonable given the complexity of some of the sources which 
generated them. There is a general rising trend in the hillock slope and step veloci­
ties with increasing supersaturation, as would be expected. The relationships between 
p  — tan0 and v for hillocks 12, 13 and 14 are interesting. The slopes increase in the 
order 12, 13, 14, with 14 being the steepest of all measured at this temperature. The 
mean step velocities v on the other hand show the opposite trend, with 14 having the 
lowest mean step velocity. Reference back to the AFM and interferometry of these 
hillocks assists in understanding these apparent trends. Source 12 was not imaged but 
is shallow and must therefore have a wide step spacing. Hillock 14 was shown to be 
due to an inclusion and is covered with macrosteps and generally has a very high step 
density. It would appear that these steps are sufficiently close to compete with each 
other and therefore impede each others progress, however there are so many steps that 
the normal growth rate is still considerably greater than that of the simple hillock 12, 
despite its apparently faster moving steps.
6.5.2 Hillocks 16 to 32, T sat =  29.26 °C
The same information given for hillocks 1 to 15 is given for hillocks 16 to 32 in fig­
ures 6.87 6.88, and table 6.9. The trends in the slope and step velocity data for this 
solution are more uniform than that at Tja/ =  25.56 °C. Notable however are the ap­
parently anomalous slopes of hillocks 21 and 22. This is however entirely consistent 
with the examination of these sources by AFM which revealed them to be sources 
of high strength. Once again the point is stressed that individual data points are best 
understood by reference to the interferometry and AFM images, where available.
6.5.3 Summary
The discussion of results in this section has been deliberately brief. In principle, from 
knowledge of the normal growth rate, hillock slope and step height as a function of 
temperature, fundamental parameters such as the step kinetic coefficient and the rate 
limiting activation energy can be estimated [86]. However, this procedure involves 
several assumptions, including the nature of the source (i.e. its strength and activity) 
and in particular that the hillocks are formed from equidistant steps. The AFM study 
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Figure 6.86: Effective step velocity Vs supersaturation for sources 1 to 15, TM/ = 25.56 °C
Label G Steps R (nm s 1) p  =  tan 0 yo (nm) v ( n m s  ]) s
16 0.0034 <101>/ 0.1 0.00065 2044 150 5 (min)
17 0.0034 <101>/ 0.1 0.00058 2211 167 Multiple
18 0.0034 <101>/ 0.2 0.00061 2186 321 6
19 0.0034 <101>/ 0.4 0.00044 3009 908 2
20 0.0078 <101>5 1.1 0.00359 369 306 ?
21 0.0078 <101>/ 1.4 0.00099 2697 2848 4
22 0.0078 <101>/ 1.4 0.00123 1079 1139 5
22 0.0078 <101>5 1.4 0.00377 352 504 5
23 0.0123 <101>/ 1.9 0.00049 2697 t 3865 2
23 0.0123 <101>5 1.9 0.00377 352 * 504 2
24 0.0217 <101>/ 3.3 0.00097 1363 3392 2
25 0.0217 <101>/ 3.3 - - - 2
26 0.0283 <101>/ 3.4 0.00067 1987 5096 ?
27 0.0283 <101>/ 4.4 - - - ?
28 0.0283 <101>/ 5.8 0.00121 1098 4802 ?
29 0.0350 <101>/ 6.2 0.00093 1419 6638 2
30 0.0350 <101>/ 7.3 0.00117 1135 6253 3
31 0.0437 <101>/ 11.2 0.00153 868 7332 3
32 0.0437 <101>f 11.2 0.00142 937 7914 ?
* Result obtained by AFM
+ Result obtained by interferometry and AFM
Table 6.9: Growth rate, slope and step velocity data at Tsat = 29.26 °C. R = normal growth rate, p = 
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Figure 6.87: Vicinal hillock slope Vs supersaturation for sources 16 to 32, Tja, = 29.26 °C
from inclusions or twins. Also, equidistant step trains have been quite rare in this 
study, bunches or even macrosteps and kinematic waves being more typical. Finally, 
much of the growth behaviour, especially at low supersaturations, has been dominated 
by impurity effects which are not accounted for in most models. The AFM results have 
therefore served to undermine most of the assumptions made when estimating these 
parameters and there is consequently little purpose in a general attempt to estimate 
these parameters and draw conclusions therefrom. To do so would be misleading. 
There are however certain specific instances in the preceding data where a growth rate 
and hillock slope has been obtained for a simple source with a small known number 
of dislocations. Attempts at parameter estimation are of much greater value in these 
cases and this point will be taken up in the general discussion in chapter 8.
6.6 Dynamic Interferometric Observations
Crystal growth is by definition a dynamic phenomenon. In the results and discussion 
so far it has been more or less tacitly assumed that the growth rate measurements have 
taken place under steady state conditions; except where this condition has explicitly 
been shown not to be met, for example hillocks 13, 14 (page 168) and B (figs. 6.34 - 
6.40; pages 171, 174). Although considerable measures were taken to ensure that the
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crystals were growing under conditions as close to a steady state as could be achieved, 
inevitable fluctuations in source activity and growth rate occurred. Often the time-scale 
of such fluctuations was short. Frequently, growth would only remain in an apparently 
steady state for a matter of minutes before the activity of the sources on the surface 
completely changed. Since a reasonable period of steady growth was necessary to ob­
tain reliable growth rates, such fluctuations were undesirable in this context and the 
scarcity of growth rate data at some saturation temperatures and supersaturations was 
largely a result of such fluctuations. This was especially true at low supersaturations 
where long periods of growth were necessary to obtain reliable growth rates. It would 
appear that the time-scale on which activity fluctuations occur becomes shorter with 
respect to the necessary duration of an experiment at low supersaturation. It is tempt­
ing to dismiss such fluctuations and concentrate on the steady state situation. How­
ever, experience shows that the steady state is very much the exception rather than the 
rule. Extended periods of steady state growth are rare, fluctuations being the norm. In 
this study, almost without exception a crystal left for more than 30-40 minutes under 
steady external conditions would undergo a change of activity. Phenomenological rea­
sons for this, of which there are numerous, will be considered in chapter 8. It should 
be stressed that this does not invalidate the steady state measurements presented here, 
these are true representations of the growth of an individual hillock. The point is that 
an individual hillock appears to have a finite lifetime, sooner or later it will be over­
taken by another source elsewhere.
For these reasons it is important that the fluctuations themselves receive some atten­
tion. Interferometry is the ideal technique with which to study growth rate fluctuations 
because it produces a continuous real time “movie” of the whole crystal face as it 
grows. The continuous time-series of pixel intensities obtained also allows instan­
taneous variations in source activity to be observed. In this way, the interactions of 
individual sources during growth is made apparent. Figure 6.89 shows a sequence 
of frames from an interferometry “movie” of a crystal growing at a supersaturation 
of o  =  0.059 ±0.001 from a solution saturated at 32.8 °C. The supersaturation and 
saturation temperature are both relatively high in the context of this study and so the 
activity of the sources may be expected to be high. This implies that the time-scale 
of fluctuations should be correspondingly short also. The images of the crystal have 
been cropped from their background and pseudo-coloured for clarity. The time elapsed 
between frames, arranged in successive rows, is 1 minute.
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Figure 6.88: Effective step velocity Vs supersaturation for sources 16 to 32, Tsat =  29.26 °C
of hillocks, the <101>/ steps of which are merging. Several other hillocks isolated 
from this group by the <101>5 steps of the uppermost hillocks are also present. All 
of these hillocks have apparently the same activity, all having the same slope as far as 
can be ascertained from the image. On the right hand side at the top of the crystal is 
an isolated well developed hillock. At the very bottom comer of the crystal there is a 
source which has formed a hillock substantially steeper than the others. The fringe ve­
locity over the surface was also greater than that of the other hillocks, indicating higher 
activity. Due to its location at the edge of the face, no <101>5 step vicinal facets are 
apparent. It is notable that the hillock is steeper away from the source, suggesting that 
it has undergone an activity fluctuation.
In the second frame it is apparent that the lowermost hillocks of the top group and 
the well formed hillock on the right hand side of the image have been engulfed by 
the steps of the high activity hillock. In the third frame the engulfment by the active 
source continues. Just visible at the source of the active hillock now is a steepening 
of the hillock, disclosed by a reduction of the fringe spacing. The slope of the active 
hillock away from the source now appears shallower than in the preceding frames. 
In the fourth frame the engulfment of the low activity hillocks proceeds and the step 
change in slope and activity of the main hillock has propagated outwards away from 
the source. Immediately ahead of this “front”4 of steps the slope appears to be shal­
4The analogy with wave phenomena is deliberate, the steps, and hence surface profile, generated by
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lower than the rest of the hillock. In the fifth frame the low activity hillocks have 
completely disappeared from the crystal face. The steep region of the hillock contin­
ues to propagate, as does the shallow region ahead of it. Now however, the local slope 
at the hillock source has reduced, suggesting another change in activity.
In the sixth frame, the surface profile from the previous frames has radiated further 
out from the source. At the hillock centre now the interference fringes have developed 
non-uniformities. From the preceding sections, each time this was observed by inter­
ferometry, AFM revealed the surface to be covered with macrosteps, kinematic waves 
or shock-waves. For frames seven and eight the same situation prevails. By frame 
eight the shallower regions prior to the change in source activity have been completely 
eliminated by the steep region. Just visible in frames 7 and 8 in the middle of the crys­
tal, long wavelength secondary modulations of the fundamental fringe spacings may 
be discerned. These modulations extend over several fringe spacings. Presumably 
they are formed by the modulated profile of the surface due to the kinematic waves 
or macrosteps which are almost certainly present. They are essentially Moire fringes 
and if obtained with sufficient resolution could be used to study the dynamics of the 
macrosteps or kinematic waves responsible for them. To do this successfully however 
would probably require higher resolutions and magnifications than used in this study.
In frames 9, 10 and 11 the source appears to have reached a more or less steady state 
once more, the fringes due to the most recently emitted steps appear to be equidis­
tant and show no evidence of long wave modulations of the type discussed above. By 
frame 12 the fringe separations on the whole crystal are almost completely uniform. 
However, very apparent here is that the source has once again abruptly undergone a 
large change in activity, a shallow plateau having developed at the source centre. By 
frame 13 the source activity has been restored to its previous state but the shallow 
plateau region has become a narrow band propagating away from the source. The 
spatio-temporal propagation of the shallow band away from the source is readily ap­
parent in frames 14 and 15.
To summarise, the above sequence gives a clear picture of the time-scale on which 
activity fluctuations of a source can occur. Also notable is the wave-like behaviour of 
the surface profile emitted from the source. A characteristic of many kinds of wave 
motion is propagation without dispersion. In this context no-dispersion means that a 
local surface profile will change position but not shape with time. This is a premise of 
the source appear to radiate outwards without dispersion, analogous to other types of wave.
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Figure 6.89: . n r e r f — y  sequence. Time l*tween successive frame, . min. O = 0.059 ± 0.001,
Tsai =  32.8 °C.
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the kinematic models of crystal growth and has been graphically demonstrated to hold 
in the case of KAP {010}, at least on the macroscopic scale.
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Chapter 7
In-Situ AFM of KAP Crystal Growth 
from Impure Solutions
7.1 Introduction
This chapter presents the results of in-situ AFM studies of the growth of KAP {010} 
from impurity doped solutions as described in section 5.3. As in the previous chapter, 
some specific discussion will accompany the figures, with general discussion deferred 
to chapter 8 where the results from this chapter and the preceding chapter will be 
considered in the context of both.
7.2 I n - S i tu  AFM Observations
KAP crystals were grown from C1CI3 doped solutions by the techniques described in 
section 5.3. The saturation temperature of the solution was 24.8°C. To 50 ml of this 
solution, 5 fil of 3.75 molar aqueous G C I3 solution was added with a micro-pippette. 
From this the concentration of chromium ions in the solution was estimated at 670 parts 
per million parts KAP. Once suitable crystals had been selected for imaging they were 
imaged in single fine scan contact mode while the solution temperature was adjusted 
by the PID controller. In this way the effect of changes in temperature on the velocity
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of the steps could be used to judge when the crystal growth was sufficiently slow to 
prevent excessive distortion of the subsequent images.
Once a stable temperature had been achieved in the in-situ cell it was then possible to 
survey the crystal surface and seek regions of interest thereon. In particular, disloca­
tion outcrops were sought. Due to the roughening effect of the impurity ions on the 
steps of the surface and the fact that the surface was continuously changing, locating 
dislocation outcrops on the surface is a considerably more difficult undertaking than 
in the ex-situ case in which the surface is static and the characteristic polygonal shape 
of the growth spirals assists in locating them. Previous work by Price et al. [148] has 
shown that the spiral anisotropy of KAP {010} is lost on the addition of CrCl3. In the 
figures which follow, the temperature controller setpoint was 22°C. All images were 
captured in contact mode with a scanning frequency of 10 Hz. Each image contains 
512 horizontal lines, therefore the time elapsed per frame is 51.2 seconds. All of the 
frames presented in the following sequence are consecutive scans of the same direc­
tion, therefore the time elapsed between successive scans of the same line in the frame 
is twice the time elapsed per frame, 102.4 seconds.
Figure 7.1 shows a consecutive sequence of contact mode AFM images of a KAP 
{010} surface growing at a temperature setpoint of 22.0°C. All of the fundamental 
steps were found to have heights in the range 1.2-1.4 nm. Generally speaking, the 
steps are quite rounded and appear to be pinned back, presumably by the deliberate 
impurities. The progress of steps on the surface can be clearly seen in this sequence. 
In the first frame the number of steps is relatively few. Notable features in this image 
are the pits, two of which are labelled 1 and 2, and the V shaped “trench” labelled 3. 
The AFM profile revealed all of these features to be deeper than the tip height. The pits 
have the appearance of hollow dislocation cores. The presence of a dislocation at pit 1 
is disclosed by the termination of a step at it. The trench appears to have formed be­
tween two hollow cored dislocations. Hollow dislocation cores are impassable barriers 
for steps since there is no substrate on which to deposit new material and in any case, 
the strain energy of any material deposited here would be so great that it would rapidly 
re-dissolve. The core exists because deposition of solid is energetically unfavourable 
here [40]. The core therefore propagates as the crystal grows. It seems likely that steps 
encountering the hollow cores have been pinned back by them at the pits themselves 
but that they have bowed out between the cores. As described in section 2.7.3 when 
pinned at two points, a step will bow out until its curvature reaches a limiting curva­
ture when it will cease to move. This hypothesis appears to readily account for the
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existence of the trench.
In the remaining frames, a train of steps can be seen to approach the pits and trench 
from the top of the image. They are clearly pinned back by the pits, this being most 
apparent for pit 1 where the advance of the steps has been completely arrested. In the 
subsequent frames some small scale rearrangements of the steps are apparent, however, 
the progress of the step bunch appears to have been completely arrested by the pits and 
the trench. New steps bowing out around the ends of the trench may be observed. Most 
striking however is the build up of steps behind pit 1. In the whole sequence, no step 
has managed to pass pit one, the result being a dense pile up of steps behind it.
In figure 7.2, the emergent points of three screw dislocations are disclosed by the ter­
mination of surface steps at them. These are labelled 1, 2 and 3 in the first frame for 
clarity. A slight pit has formed at the core of the dislocations. In the sequence of 
images which follow, the rotation of the step around dislocation 1 can clearly be seen. 
It should be considered that there will be some distortion since the scan size was ap­
proaching the upper limit for reliable in-situ imaging at this growth rate. There is also 
some evidence of image drift due to the slight movement of positions of the dislocation 
outcrop from frame to frame. An alternative explanation for this apparent movement 
of the dislocation is that it as a real movement caused by slip induced by the effective 
tension of the step pulling on the dislocation line. This suggestion was first made by 
Cabrera and Levine [36] but has received little attention since that time. Although in 
this case the likelihood is that drift is responsible for the apparent movement, slip of 
dislocations in KAP was observed to occur readily in the observations of chapter 6. 
This observation is not unequivocal however, there is no way of establishing the true 
cause of the apparent movement.
A similar situation to that in figure 7.2 can be seen in figure 7.3 which once again' 
shows consecutive frames of the same region of crystal surface. Two dislocations are 
present in this image. Once again hollow pits are just discernible at the centres of 
the dislocations. The rotation of the spiral step around the dislocations is apparent 
but concealed to some extent by the limited field area - only the first spiral turns are 
apparent. The consecutive frames of figure 7.4 graphically show the rotation of a 
spiral step around an emergent dislocation. More turns of the spiral are apparent in 
this image, allowing better visualisation of the spiral rotation.
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Figure 7.1: In-situ AFM sequence of KAP {010} growing from QCI3 doped solution. Consecutive 




Figure 7.2: In-situ AFM sequence of growth spirals on KAP {010} growing from C1CI3 doped solution. 
Consecutive scans, scanning frequency 10 Hz, Scan size 23.4 /urn.
215
Figure 7.3: In-situ AFM sequence of rotating growth spirals. Consecutive images, scanning frequency 
10 Hz, Scan size 14.2 jum.
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Figure 7.4: Consecutive in-situ AFM images of a screw dislocation growth spiral on a crystal growing 





In this chapter the results of the preceding chapters will be considered more generally 
with particular reference to theory and other experimental results. The discussion is 
intended to complement the specific discussion which has accompanied individual re­
sults and figures. Crystal growth is a single dynamic phenomenon in the sense that 
every aspect of it is related to, and influenced by, every other. A reductionist view in 
which each aspect is treated in isolation is therefore difficult and of questionable value. 
Though the discussion is divided into sections for convenience, these are somewhat ar­
bitrary and there will necessarily be considerable overlap.
8.2 Normal Growth Rates
It is instructive first to compare the normal growth rates of KAP {010} faces obtained 
in this study by interferometry with other measurements of the growth rate. As has 
been shown, the normal growth rates measured here are largely self consistent. A 
number of exceptional growth rates were measured, however several of these have 
been considered through the observation of their sources by AFM.
Another study of the growth rate of KAP crystals was made by Kuznetsov et al. [134]
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as part of a study of the effect of organic impurities on the growth rates of KAP crystals. 
In their experiments seed crystals were grown in a stirred cell at constant supersatura­
tion for 24-48 hours after which they were removed and the amount of new growth on 
top of the seed-crystal interface was measured with an optical microscope. The growth 
temperatures were considerably higher than in the present study, lying in the range 53- 
45 °C. Unfortunately these authors did not report saturation and growth temperatures 
of their solutions for the (R,o) curves which they present for pure solutions, making 
comparison difficult. However, the growth rates were of the same order of magni­
tude as those obtained in the present study (10—8 m s-1 ) though typically marginally 
greater, consistent with the higher saturation temperatures and supersaturations used. 
For example, they report a normal growth rate of approximately 40 nm s-1 at a super­
saturation of 0.05, however the saturation temperature of the solution was undisclosed. 
These authors also measured the normal growth rates of the {110} and {111} faces, 
finding that the {010} was the slowest growing. The {111} being fastest growing, 
consistent with its lowest morphological importance of these three faces on the crystal 
form. To summarise, the results of the study by Kuznetsov et a l  [134} appear consis­
tent with those of this study, at least in terms of the order of magnitude of the normal 
growth rate. It should however be stressed that the methods used in their study were 
comparatively simple and cannot give such a clear insight to the dynamics of growth 
as is possible with interferometry. However, since fewer experimental difficulties are 
involved in their technique the fact that the normal growth rates measured appear to 
agree within order of magnitude with those of this study is reassuring.
Best fit BCF curves and their parameters were presented for a number of growth 
rates measured in this study. With some exceptions these were substantially linear and 
demonstrated a typical thermal activation type dependence on temperature. Although 
mostly consistent, some of the slopes of best fit BCF curves in this study appeared to 
not fit neatly with some others at different saturation temperatures. There are a num­
ber of explanations for this. Firstly, the strength and activity of the sources responsible 
may have been different from one curve to another. Since AFM studies were only 
performed on data from two of the saturation temperatures this could not be confirmed 
beyond doubt. Also, the amount of data obtained in some cases was inadequate for a 
reasonable statistical confidence in the BCF curves. This was particularly true for the 
fitted values of Oi for which the standard errors were in most cases very large. The 
temperature range spanned in the study was, for experimental ease, quite modest and it 
is possible as a result that the temperature differences from one saturation temperature 
to another (some of which were small) was insignificant experimentally. Finally, the
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effect of impurities at very low levels can have a profound influence and may have 
distorted some of the curves. It is for these reasons that in depth analysis has been 
confined to the saturation temperatures for which AFM studies were conducted. For 
the same reasons, no attempts are made here to estimate activation energies for rate 
limiting processes by an Arrhenius method. For the accurate estimation of activation 
energies with this approach, data over a wide temperature range is necessary. Ben- 
nema [56] has cited this as a justification for only attempting an order of magnitude 
estimate of activation energies. Moreover, as the results have shown and as will be 
discussed subsequently, the apparent behaviour and structure of sources inferred from 
interferometry can be completely at odds with the actual sources when observed by 
atomic force microscopy. Thus, it is unsafe to assume that each measured data point 
has the same rate limiting process.
Recently, in the development of a self-consistent crystal growth model, Rubbo [45] 
has remarked with regard to the experimental measurement of (R,g) curves, that they 
are often well fitted by a BCF curve but that the dispersion of growth rates is often 
very high and difficulties are reported. He noted that this applies even to individual 
growth hillocks and that for this reason growth measurements must be made on indi­
vidual hillocks at the very least. These observations and this sentiment has been bome 
out exactly by the present study and is reflected in the present author’s view. Those 
data sets to which BCF curves have been fitted but for which no AFM observations 
are available have been included principally to illustrate this point. That is, theoretical 
models may be easily fitted to growth rate data and interpreted within the context of 
the assumptions of that model with little justification of its applicability. In particular, 
the underlying discrete nature of spiral growth, due to the discrete occurrence of dis­
locations, must always be bome in mind. It is the present authors view that the wide 
dispersion of growth rates discussed by Rubbo [45] is in many cases a consequence of 
this and not merely a lack of experimental precision. For this reason, AFM resolution 
characterisation of sources is imperative if the pitfalls associated with this are to be 
avoided. It is worth noting in the context of the present study that Rubbo [45] has 
also remarked that many of the simplifying assumptions of BCF are often “taken for 
granted”. In the present discussion, the validity of several of these assumptions will be 
questioned in light of the data of the previous chapters.
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8.3 Agreement Between AFM and Interferometry
Since both interferometry and AFM give measurements of hillock slope and step sep­
aration, either directly or indirectly, a comparison between the two widely different 
techniques is important This was already discussed briefly in section 6.4.2, where the 
excellent agreement between interferometry and AFM for the measurement of mean 
step separation of hillock 23 (fig. 6.73, 6.74; page 192) was discussed, and in section 
6.5 where the differences of scale on which both techniques operate was discussed. 
Some of the slopes and step spacings measured by the two techniques were not in such 
good agreement. A possible reason for this is incorrect calibration of either the AFM, 
the interferometer or both. Both instruments were however calibrated periodically as 
described in the relevant experimental sections. Even the small deviations in refractive 
index of solutions described in appendix A are negligible. In any case, the fact that the 
agreement was so good in certain cases, such as hillock 23, serves as a confirmation 
of the calibration of both instruments. It appears then that the explanation of these 
discrepancies must lie elsewhere.
Provided that it is properly calibrated, the AFM gives a direct and definitive mea­
surement of the spacing between steps on a growth hillock. The discrepancies are 
more likely then to lie with the interferometer, fine adjustment of which is impera­
tive for reliable measurements. During the measurement of the normal growth rate, 
the intensity of an individual pixel is monitored. Slight misorientations therefore re­
sult in only a very small error in the normal growth rate. The normal growth rate 
measurement is therefore quite tolerant of small misalignments, making for reliable 
measurements. For slope measurements, the spatially extended measurement required 
along a fine over a considerable length on the crystal surface makes it more sensitive 
to small misalignments. The misalignment being magnified in proportion to the length 
of the line measured. Unfortunately this conflicts with the requirement to obtain accu­
rate measurements of fringe spacing by measuring a longer line. In this study, crystals 
were always grown from the cleaved surface of a seed crystal which was correctly 
aligned with the interferometer. Once the seed was aligned the interferometer was not 
adjusted. Only in this way could precise alignment of the interferometer with the un­
derlying crystallographic (010) planes be ensured. However, it is possible that during 
growth of the crystal, in some cases the crystal may have developed a misorientation 
with the interferometer. Since growth was not restricted to the (010) face under ob­
servation it is possible that growth on other faces, such as the rear (010) face, may
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have caused a rotation of the crystal with respect to the interferometer. Any effect was 
small, however the possibility that such misalignments may have occurred in this study 
cannot be eliminated. If a misalignment occurs then all hillocks on a crystal would be 
affected. Though this is unlikely to introduce significant error to the measurement of 
normal growth rate, the hillock slope measurement may be significantly affected.
In addition to instrumental errors there are other possible explanations for the noted 
discrepancies in the hillock slope. The first is due to a change in the hillock slope on 
removal of the crystal from the solution. As discussed in the context of hillock 23 in 
section 6.4.2, at least one observation showed this not to be the case and was taken as 
evidence that the crystal surface as imaged ex-situ by AFM was essentially unchanged 
from that which was studied in-situ by interferometry. Although some step motion is to 
be expected in the time period between the final stages of interferometry and complete 
removal from solution, this is expected to be insignificant. Van Der Hoek et al. [149] 
have described this as the “shut o f f ’ effect.
Another explanation was put forward in section 6.5 and concerned the very different 
length scale on which measurements are made by AFM and interferometry. It is quite 
possible that the particular region of the hillock measured by AFM is not representa­
tive of the entire spiral, or alternatively that the spiral does not have a uniform slope 
across it. That this may be the case is evident from several of the hillocks observed in 
chapter 6, hillock number 14 (fig. 6.28, page 165) for example. Since the main region 
of interest for AFM was typically confined to the spiral centre, step spacings were 
measured over the first few turns of the spiral. In contrast, interferometry typically 
measures slope over several hundred or even thousands of spiral turns. If the hillock 
slope is not constant, then disagreement between the two techniques will result.
Van Der Hoek et al. [149] state that the “shut o ff’ effect is most pronounced at the spi­
ral centre. However, for hillock 23 the slopes were in almost exact agreement between 
AFM and interferometry despite the AFM measurement having been made over the 
first few spiral turns. In this case at least then, any increase of step spacing at the spiral 
centre was very small and confined to the first turn only and no significant “shut o ff’ 
effect was apparent. Despite the discrepancies discussed here, in general the measured 
hillock slopes increased with increase of supersaturation as predicted by theory. Ap­
parent deviations from this general rule were generally explained by reference to AFM 
images of the source responsible.
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8.4 Spiral Shape and Step Velocities
In this section the observed shapes of growth spirals and their calculated step velocities 
will be considered. The two are considered together as they are inextricably linked. 
The shape of the spiral is largely dictated by the velocities of the steps comprising it, 
and the anisotropy in velocities of the steps are determined by the symmetry of the 
crystal itself.
8.4.1 Observed Spiral Shapes
The majority of growth hillocks observed were found to be growth spirals formed by 
the outcrop of a modest number of dislocations, exceptions will be discussed later. 
The spirals formed therefrom were in general polygonal, exhibiting the now famil­
iar shape of KAP growth spirals observed in other studies. Previous workers [ 122— 
124, 126, 128, 148] have discussed the shape of the KAP growth spiral in some de­
tail. In particular these authors have discussed the non-equivalence of the <101>5 
and <101>/ step directions in terms of the point group symmetry of KAP, which is 
non-centrosymmetric. Price et al. [148] introduced the fast and slow notation of Hot- 
tenhuis and Lucasius [124] to indicate the polarity of the polar axis. In the present 
study, typically the steps described here and previously as <101>/ and <101>5, were 
only approximately oriented along the indicated directions and there was some vari­
ability to this. Typically the nominal <101>5 steps were more faithful to their desig­
nated direction than the <101 > / steps. In some cases however, very large deviations 
from the <101> directions were observed and these have been discussed in the rele­
vant sections. A notable result was that on the equilibriated spiral the <101>5 steps 
were found to be exactly parallel to the <101> directions whilst the <101>/ formed 
an angle of several degrees with these directions. So it would appear that although 
orientations close to <101 > are favoured, that this is not a strict condition. Some of the 
large deviations from the nominal direction could not be easily explained, particularly 
in the case of hillocks 17 (figs. 6.52, 6.53; pages 180,182) and 19 (figs. 6.59, 6.60; 
page 184). Though impurities were clearly active on this crystal, these hillocks were 
qualitatively different to other hillocks simultaneously present on the same crystal. In 
DICM studies, Hottenhuis and Lucasius [124] considered deviations from the stated 
crystallographic directions to be misorientations and claimed that this was never ob­
served on the <101 >s step orientations of KAP, contrary to the AFM observation of
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hillocks 17 and 19.
8.4.2 Step Velocities
The lateral velocity of steps is a composite result of a calculation of two measured 
quantities, the normal growth rate and the hillock slope. It is therefore prone to the 
errors associated with both of these measurements. As discussed in the preceding 
section, the normal growth rate is a rather reliable measurement, however the hillock 
slope is more prone to error. The latter is likely then to be the main source of error in 
step velocity calculations. Furthermore, the step velocity calculated is at best a mean 
step velocity. The AFM observations have shown that, with the exception of the very 
simplest sources, typically the steps on KAP {010} are non-equidistant. According to 
theory [49] the rate of advance of a bunch of steps may differ from that of a single 
isolated step. The step velocity measured indirectly then should be regarded as an ef­
fective velocity. In view of these potential sources of error in the mean step velocities, 
it is perhaps more reliable to consider specific cases where the source structure has 
been well characterised by AFM. Table 8.1 shows growth conditions, directly mea­
sured and derived parameters for hillocks 6, 7 and 23, the discussion of which is taken 
up in the following section.
Step Velocity of Specific Hillocks
Hillocks 6 (fig. 6.19, page 161) and 7 (figs. 6.20, 6.21; pages 161, 163) were defini­
tively found to be growth spirals of strength 1 and 2 respectively. They are essentially 
adjacent hillocks growing on the same crystal at the same bulk supersaturation. Hillock 
6 has equidistant steps generated by a single dislocation. Hillock 7 has non-equidistant 
steps due to the double spiral source. As reported in section 6.4.1, the wide terraces 
of hillock 7 were 1.6 times wider than the narrow terraces on both <101>/ steps and 
<101>5 steps. That both steps must move with equal velocity is obvious in this case 
from the uniformity of the step spacing.
The normal growth rate of hillock 6 was measured accurately as 2.5 nm s-1 at a 
relative supersaturation of o  =  0.0215 ±0.0008. The step spacing between funda­
mental <101>/ steps (their height taken as the unit cell lattice parameter in the [010]
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direction, 1.3257 nm) was measured by AFM as 2600 nm, corresponding to a slope, 
p  =  tanO =  h/yo, of 0.00051. Through the relationship v = R /p  the value 4902 nm s-1 
is obtained for the step velocity. In this case the <101>s steps could not be resolved 
due to the very small area of this hillock on the crystal. However in every case of a 
steady state growth spiral encountered in this study, the same normal growth rate was 
measured for each vicinal facet (as must be the case if the spiral is to maintain a steady 
state). Assuming then that the normal growth rate was the same for the <101 >5 steps, 
and with the value of 266 nm measured by AFM for the <101>5 step spacing, the cor­
responding velocity for these steps is 502 nm s-1 . The velocity of the <101>5 steps is 
approximately one tenth that of the <101>/ steps. It is notable that the ratio of the step 
spacing for <101 > / steps to that of <101>5 is numerically equal to the corresponding 
ratio of the step velocities. That this must be the case if the normal growth rates are to 
be equal and the spiral is to maintain a steady state is obvious. The number of steps 
passing a point on the surface in unit time must be equal. If steps of a certain orien­
tation are advancing ten times more slowly than another orientation then they must be 
ten times more frequent to maintain the same normal growth rate.
For a comparison with hillock 6, hillock 7 must be approximated as an equidistant 
spiral of fundamental steps. Interferometry and AFM of hillock 7 yielded different 
results for the step spacing. In this case the geometry of the hillock made the inter­
ferometry measurement difficult and the AFM measurement is considered to be more 
reliable and will be used for comparison with hillock 6, the result from which was also 
obtained by AFM. As discussed in section 6.4.1, approximating the spiral as equidis­
tant with the AFM measurements gives mean step spacings of 1742 nm and 170 nm for 
<101>/ steps and <101>5 steps respectively. Yielding values of 0.00076 and 0.0078 
for the respective slopes. Immediately apparent here is that the ratio of step separa­
tions and slopes on the two distinct vicinal facets is essentially the same as on hillock 
6, the <101>y step spacing and slope being approximately 10 times that of the <101>5 
steps. The normal growth rate of this hillock was reliably measured as 4.0 nm s-1 . 
The values 5263 nm s-1 and 513 nm s-1 are obtained for the respective step velocities 
of the <101>y and <101>5 steps. Allowing for reasonable experimental and rounding 
errors, the agreement in step velocities for the two hillocks is good. Once again the 
same ratio is found for the step velocities on different vicinal facets.
This is an important result. It shows that the advance velocity of the step is a func­
tion of its local supersaturation only, and is independent of the source from which it 
is generated. Further, it suggests that the steps of the double spiral are not interacting
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through overlapping diffusion fields for this would result in a lower velocity than that 
of the equidistant steps of hillock 6. The normal growth rates of the hillocks have 
been measured independently and yet the respective measured values are found to be 
exactly those which are required to ensure equal step velocities, within reasonable ex­
perimental error. Any other result would have implied an interaction between the steps 
of the double spiral through the overlap of diffusion fields. Locally, an element of step 
does not “know” which source it belongs to. Its rate of advance is determined entirely 
by its local supersaturation. If the supersaturation is uniform across the surface then 
the advance velocity of all steps of the same orientation and curvature should be the 
same. Strictly, according to BCF [34], for an isotropic spiral the advance velocity is 
actually a function of the local curvature according to formula 2.14, as a result of the 
Gibbs-Thomson effect. However, in the analysis of Budevski et a l  [42] for a polygo­
nal spiral the advance velocity for a finite straight segment greater in length than the 
critical length is considered to be equal to that for an infinite straight segment; that is,
V =  Voo.
The previous result prompts the question, is there anything special about the noted 
ratios of velocities and step separation for the distinct vicinal facets, or are they inci­
dental? To investigate this the same analysis is performed for another unambiguous 
double spiral, that of hillock 23 (fig. 6.74, page 192), which must be regarded as the 
most accurately measured hillock in terms of slope. The normal growth rate measured 
for hillock 23 was 1.9 nm s-1 . The mean step velocities for <101>/ and <101>s steps 
were given in table 6.9 as 3865 nm s-1 and 504 nm s_1 respectively, giving a ratio 
Vy/v/ of 0.13. The corresponding value for hillocks 6 and 7 was 0.1. Therefore for 
hillock 23 the relative step velocities were marginally less different than for hillocks 6 
and 7. This may be a result of either temperature or supersaturation, or a combination 
of both. Unfortunately, such unambiguous spirals for which accurate growth rates and 
step spacings were available were quite scarce in this study, particularly at the same 
saturation temperature, making this a difficult point to answer. What is notable about 
this result is the similarity of the <101>s step velocity on hillock 23 with those of 6 
and 7 which were growing at higher supersaturation but lower saturation temperature. 
The velocities are essentially the same. Though this may be a coincidence between the 
specific supersaturations at each temperature, alternatively it may indicate that the step 
velocity of this step orientation is particularly insensitive to changes of supersaturation 
and temperature.
Explanations for this could be that the density of kinks along the <101>s steps is low
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and therefore rate limiting. If this were the case then the rate of advance of the step will 
be relatively insensitive to increases in supersaturation. However it would be expected 
to be more sensitive to increases in temperature since the step should become progres­
sively rougher as the temperature increases, through the thermal creation of kinks. An 
analogous argument can be given for the energy barrier to incorporation of molecules 
at the kink site, which may be characterised by the activation free energy barrier at the 
kink (c.f. equations 2.21, 2.24). Even if the kink density were high, if the barrier to 
integration at the kink were rate limiting then the step velocity may be relatively in­
sensitive to supersaturation. Increases in temperature would provide more energy for 
activation energy barriers to be overcome. Due to the aforementioned non-equivalence 
of the <101 >f and <101>5 steps they may be expected to differ chemically. Therefore 
it is quite possible that the step kinetic coefficient may be anisotropic, a greater energy 
barrier to incorporation existing for the <101 >y steps. Similar arguments have been 
given by Price et al. [148] to account for the observed spiral shape of KAP. If either 
of these hypotheses were true then a decrease in the velocity difference between the 
<101 >5 and the <101>/ with increasing temperature should be expected. This is what 
is observed in this study, albeit from limited data obtained over a restricted temperature 
range. The advance velocity of <101>5 steps seems little affected by supersaturation, 
however it approaches more closely the velocity of the < 101> / as the temperature in­
creases. In part due to the restricted temperature range used in the present study, a 
definitive answer to the relative contributions of these two effects cannot be given. It 
would be instructive to examine growth spirals on crystals grown over a wide range 
of temperatures to investigate the effect of temperature on spiral shape and step ad­
vance velocity. The factors determining the orientation dependence of step velocity 
and hence, spiral shape, have been considered in detail by Frank [4] and Bennema 
[56].
Comparison With Other Studies
Hottenhuis and Lucasius [123] also made measurements of the velocity of steps on 
KAP {010} as part of a study of impurities by direct observation with differential 
interference contrast microscopy. Because the in-situ DICM technique could not un­
equivocally establish the step height, they could not establish if they always measured 
steps of the same height. They therefore presented data from a large number of experi­
ments for which a relative error of 12% was estimated. It is probable that the steps that 





>2 Tg/°C yof  nm y0j nm Vf nm s 1 vs nm s 1 p5 < 101> / ms 1 <101 >5 ms 1
6 0.0215±0.0008 25.56±0.02 24.51±0.02 2600 266 4902 502 3.2 x 10~3 3.3 x 10~4
7 0.0215±0.0008 25.56±0.02 24.51 ±0.02 1742 170 5263 513 3.5 x 10~3 3.4 x 10~4
23 0.0123±0.0009 29.26±0.02 28.71 ± 0.02 2697 352 3865 504 4.13 x 10“ 3 5.39 x 10- 4
Table 8.1: Comparison of growth parameters of steps on hillocks 6, 7 & 23 estimated from AFM and interferometry. v/, v* and yos* yof refer to velocities and step 
separations of <101>/ and <101>s steps respectively.
rate between stirred and un-stirred solutions indicating a transition from a diffusion to 
a kinetic regime. Measurements were made in the same saturation temperature and 
supersaturation range as the present study.
In terms of order of magnitude, their results were in good agreement with the present 
study, giving velocities of the order 10“ 6 m s-1 . For growth from a pure solution 
saturated at 25 °C at a relative supersaturation of 2%, a step velocity for the <101>/ 
steps of 1.7 nm s-1  was measured. By way of comparison with the present study, for 
hillocks 6 and 7 a corresponding step velocity of approximately 5 nm s” 1, at simi­
lar saturation temperature and supersaturation was obtained. Given that the saturation 
temperature and supersaturation of hillocks 6 and 7 were both slightly greater and that 
the solution of the earlier workers was un-stirred, then the agreement must be con­
sidered to be good. Especially since they may not have been measuring fundamental 
step velocities as has been confirmed by AFM in the present study. The other results 
presented by Hottenhuis and Lucasius [123] are all in good agreement with this study 
given due allowance for the significant differences in experimental methods.
Step Kinetic Coefficients
It is worthwhile to estimate the constant of proportionality between step velocity and 
supersaturation in each of the above cases. The parameter in question is the step ki­
netic coefficient ps. In a previous study by Chernov et al. [86] the step kinetic co­
efficients on the prismatic, [001], face of ammonium dihydrogen phosphate (ADP) 
have been estimated from the results of extensive interferometry measurements. In 
their study Chernov et a l  [86] identified two types of source which were referred to as 
weak and strong respectively. They measured the normal growth rates and slopes of 
these sources and obtained mean step velocities therefrom. The resultant (v,o) curves 
were regression fitted to obtain an expression for each source. Then, by comparison 
with the equation for the step velocity as a function of supersaturation,
v =  QCepsa (8.1)
and appropriate values for the constants, the values for ps were obtained. In equation 
8.1, Q is the specific molecular volume of a growth unit and Ce is the equilibrium 
number concentration of growth units in the solution. Incidentally, as a result of this 
analysis these authors concluded that surface diffusion did not occur.
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Chemov et a l  [86] did however report a 20% discrepancy in the estimated value for 
ps between the weak and strong sources. This was dealt with by a discussion of step 
bunching on the strong sources and the likelihood of the resulting overlap of diffusion 
fields. In the present study, the regression analysis approach of Chemov et a l  could be 
readily applied to some of the more extensive data sets, particularly that at 26.71 °C, 
however the same difficulties are foreseen where AFM characterisation of the sources 
is not available. In the case of the sparse data sets, the assumptions would be unsafe. 
As AFM has revealed, for example in the cases of hillocks 21 and 22, sources which 
can be fitted well by a model relationship, in this case the BCF curve, do not necessar­
ily have the same strength. For this reason, the approach of Chemov et a l  [86] will not 
be applied here and instead the step kinetic coefficient P5 is estimated directly from the 
step velocities obtained before, with appropriate values for the parameters of equation 
8. 1.
From the dimensions of the KAP unit cell (see section 3.6), which contains four KAP 
residues, the value of 2.06 x 10-28 m3 is obtained for Q. From the relative molecular 
mass of KAP (204) and the solubility data of Sole et a l  [117], the concentration is esti­
mated1 as 3.41 x 1026 m -3  and 3.69 x 1026 m~3 at 25.56 °C and 29.26 °C respectively. 
The relative supersaturations, o, are as given in tables 6.8 and 6.9 respectively. The 
values obtained for are tabulated in table 8.1.
For hillock 6 , a value of 3.2 x 10~3 m s-1 for for the <101>/ steps is obtained. 
For the <101>s steps the corresponding value is 3.3 x 10“ 4 m s-1 . The results of 
hillock 7 are not significantly different from those of hillock 6 . For hillock 23 the 
values 4.13 x 10-3  m s_1 and 5.39 x 10-4  m s_1 are obtained for the <101>y steps 
and <101>s steps respectively. Note that the ratios of the respective coefficients are 
necessarily the same as for the step spacings and velocities. The step kinetic coeffi­
cients for hillock 23 are larger than those of hillock 6 , despite the lower growth rate. 
This result reflects the fact that the (v,o) and consequently (R,<5) curves are functions 
of temperature. The value of p5 is related to the parameter C obtained from the best 
fit BCF curves. Sufficient data would allow an Arrhenius type estimation of activation 
energies from the step kinetic coefficient. The interrelationships between the various 
parameters discussed here have been considered at length by Bennema [56].
1This should be regarded as an underestimate since the density of solution was unknown. Conse­
quently the volume is taken as that of pure water. Essentially this assumes that the partial molar volumes 
of the components are as for the pure components. In practice, aqueous solutions of electrolytes are typ­
ically denser than pure water. The resulting error is not expected to be large however.
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It should be stressed that the above estimates of (35 are for illustrative order of mag­
nitude purposes only. From the discussion in section 3.6.4 it was suggested that the 
actual growth unit of KAP may be a dimer. If this were the case then the value of Q 
in the above calculations would need to be modified to account for this. This would 
effectively double the volume of the growth unit since the volume occupied by a dimer 
(of which there are two in the unit cell) is twice that of a single KAP residue, resulting 
in an additional factor of two in the right hand side of equation 8.1. Therefore to ob­
tain the step kinetic coefficient for dimers, the result for an individual residue is simply 
divided by 2 .
It is instructive to make a comparison with the results of Chemov et al. [86] for the 
prismatic face of ammonium dihydrogen phosphate (which has the highest morpho­
logical importance and is presumably slowest growing as a result). They obtained for 
growth of ADP {001} in the temperature interval 25-45 °C, values in the range 5.1- 
6.4 x 10-5  m s_1. The comparison suggests that the step velocity on KAP {010} at 
the same supersaturation is 1 to 2 orders of magnitude greater, depending on the step 
orientation. Chemov and Malkin [87] performed similar studies on ADP {101} faces 
(they combined interferometry with x-ray topography also in this case, one result of 
which will be discussed later). They reported a value for the step kinetic coefficient 
of approximately 3.0 x 10-3  m s-1 which is very similar to that estimated for KAP 
{010} in the present study. As an aside, in the study of Chemov and Malkin [87], 
periodic oscillations of the normal growth rate were observed which was attributed to 
the passage of macrosteps. This was also a frequent observation of the present study, 
as was the occurrence of macrosteps.
8.4.3 The Origin of Near <001> Step Segments
All observations of polygonised growth spirals on KAP {010}, both in this study and 
in the published literature [122-124, 126, 128, 148], have consistently revealed the 
existence of finite segments of steps with orientations close to [001]. These have been 
described as <00 1> steps [128] however on fully polygonised spirals their orientation 
typically lies intermediate of < 101> and <001>, they are rarely, if ever, parallel to 
<001> as may be seen in the AFM images of chapter 6. Hottenhuis and Lucasius 
[124] have subsequently reported that their orientation always lies between the <100> 
and the <102> directions. In the following discussion these steps will be referred to as
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<001> steps for convenience though it is to be understood that this means steps with 
orientations close to <001>. To the best of the present author’s knowledge no observa­
tion to date has shown a KAP {010} growth spiral from which these orientations are 
absent, which would result in a four sided spiral comprising only < 101> step segments. 
Such a spiral has however been shown schematically by van Enckevort [127] and Hot- 
tenhuis et a l  [128]. In the latter work, these authors regarded the <001> as “extra” 
steps. With reference to the PBC analysis due to Jetten [119], which concluded that 
the <101> was a PBC direction, these authors described the occurrence of these steps 
as “strange” because the <001> orientations were not found to be PBC directions by 
Jetten [119]. They argued that the occurrence of <001> could be a result of interac­
tions with the solution which serve to stabilise the <001> step orientations. An obvious 
difficulty with this explanation is that it does not appear to account for the absence of 
steps close to [100] on the spiral form which, they argued, would be expected to appear 
from the PBC analysis. As discussed in section 3.6.4, in later publications by Hotten- 
huis et al. [120] and Hottenhuis and Lucasius [124] the PBC analysis of Jetten [119] 
was revisited and similar conclusions about the PBCs in the (010) slice were reached. 
In the remainder of this section the discussion of section 3.6.4 should be recollected 
with respect to the potential shortcomings of the available PBC analyses; that is the 
erroneous lattice parameter and the choice of dissociated ions as growth units.
The periodic bond chain model of Hartman and Perdok [22-25] and its extensions 
[39] are predictive tools for the morphology of crystals in terms of the singular faces 
present. It is a cornerstone of crystal growth theory that steps are non-singular and 
there are consequently theoretical difficulties with the application of PBCs to step 
shapes, with the exception of predicting the close packed orientations and hence the 
orientations of lowest kink density, as discussed in the preceding section. Hottenhuis 
and Lucasius [124] acknowledged these difficulties but used as their justification the 
fact that most of their observations were of macrosteps, the risers of which may be 
singular and amenable to a PBC analysis. Once again their PBC analysis concluded 
that the < 100> step directions should be more stable than the <001> step directions 
and more likely to appear on the spiral form, in contradiction of experimental obser­
vations. They argued for an “extra stabilising factor” in the <001> step directions. 
Several hypotheses were submitted to account for this, once again the role of solvent 
and impurities were predominant amongst these2. They also introduced the idea of 
anisotropic kink integration as a result of the non-centrosymmetric nature of KAP and
2The influence of solvent on crystal growth has been discussed recently by Lahav and Leiserowitz 
[150].
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re-entrant step junctions which they called “surface dendrites”.
Price et al. [148] have discussed the occurrence of step segments with orientations 
close to <001> on the basis of AFM studies which have allowed far higher resolu­
tion studies of the spiral shape than was possible in the earlier DICM studies. Citing 
Hottenhuis and Lucasius [124], the occurrence of these orientations was described as 
anomalous since <001> is not a strong PBC direction according to the various PBC 
analyses. It was argued on this basis that segments with an orientation close to <001> 
will therefore have a greater kink density and would be expected to grow faster and 
hence be eliminated by “wedging out” from the spiral form. Thus leaving a four sided 
polygonised spiral. A number of arguments were presented by Price et al. [148] to ex­
plain the occurrence of step directions close to <001> and the overall supersaturation 
dependence of the curvature of the spiral. In particular the role of cationic impurities 
in preferentially adsorbing and hence retarding the net <001> step segments and con- 
sequendy preventing their elimination was discussed. The absence of net <100> step 
segments at the intersections of the equivalent < 1 0 1 > /  or < 1 0 1 > 5 segments was dealt 
with by the assumption that this must indicate anisotropic kink integration of impuri­
ties. Anisotropic integration of impurities on KAP {010} was found to be consistent 
with observations of the sectorial distribution of impurity striations by x-ray topog­
raphy [138, 139]. Also, Price et al. [148] and the present study have shown that the 
< 0 0 1 >  and < 1 0 1 > /  step orientations are more affected by impurities than < 1 0 1 > s step 
orientations.
Reasonable though the anisotropic integration of impurities is, especially in view of 
the x-ray topographic and AFM evidence, the present author however offers an alter­
native hypothesis for the origin of the <001> steps which has the advantage that it au­
tomatically accounts for the absence of <100> steps. The hypothesis does not require 
any assumptions about the role of impurities, though in practice their role is likely to 
be significant. It is suggested that the net <001> steps appear on the spiral form for 
entropic reasons. Before proceeding to the argument a review of some results concern­
ing the nature of steps is warranted. It is by now well established that the roughening 
temperature for a one dimensional step is absolute zero [34]. Physically, this amounts 
to the fact that steps cannot be facetted in the sense that a two-dimensional crystal face 
may be or, put differently, that a step cannot undergo a smooth to rough transition. The 
consequence of this, as described in chapter 2 , is that whenever present on a crystal 
face, a step must contain kinks. Indeed this concept is a foundation of the theory of 
crystal growth. Therefore, even apparently straight step segments, such as the <101>
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segments on the polygonal KAP {010} growth spiral, are in fact rough and will have a 
population of kinks along their length. For anisotropic spirals the actual kink density 
will vary with orientation as discussed by Frank [4] and Bennema [56], however kinks 
must nonetheless be present. The significance of this fact to the present situation is that 
the step must be regarded as continuous despite its apparent angular appearance. Even 
the apparent point intersections of the equivalent < 101> / or < 101 step segments are 
necessarily curved and continuous, having essentially the same curvature as a critical 
nucleus [4].
The question of the occurrence of the <001> step segments is as much a question 
of explaining the absence of the predicted < 100> steps between equivalent step ori­
entations, given the reliable appearance of the <001> orientations. The clue to the 
present explanation is given by the point group symmetry of the crystal. The result­
ing non-equivalence of the < 101> steps of opposite orientation on the polar [001] axis 
gives rise to the distinct step segments < 101> / and < 101>s, as discussed by previous 
authors. In particular, the structure of kinks on the <101>5 orientations is distinct from 
kinks on the <101>/ orientations. If then it were possible to travel along a step from 
the < 101> / orientation to the < 101>5 orientation, a change in chemical character of 
the kinks would be observed. In contrast, if it were possible to travel along the step 
from one < 101> / segment to the other across the mirror plane, no change in chemical 
character to the kinks would be observed since the steps are equivalent. Similarly for 
the <101 >j directions. It must be bome in mind that the transition from the different 
step segments is smooth and continuous, no discontinuity being permitted.
It is proposed then that at the (smooth) transition between <101>/ and <101>* the con­
figurational entropy of the step may be increased by adopting orientations which “mix” 
the two step configurations; that is, which contain kinks of both character. Essentially, 
the step edge may be regarded as a one-dimensional binary mixture of the two kink 
characters. It follows then that there will exist an entropy of mixing of these two kink 
characters on the step. The equilibrium shape of the step being that which minimises 
the step free energy, it is proposed that the intermediate step directions which are phys­
ically observed on KAP growth spirals are those which maximise the configurational 
entropy of the step and further, that this is governed by the configurational entropy of 
mixing of the two kink characters. The mixing of kinks of different characters on a 
step has been described by Chemov [37] and is also analogous to the reduction of step 
free energy by an increase in the configurational entropy of the step by the adsorption 
of impurities (see for example Chemov et a l [9]). The step configurational entropy has
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been used in a proof of the impossibility of a point intersection between step segments 
by van Beijeren and Nolden [151] (see also Pimpinelli and Villain [19]). Recently, the 
step configurational entropy concept has been used by Giesen et a l  [152] in a study of 
the equilibrium shape of two-dimensional islands on metal surfaces.
The process of mixing will be limited by the excess energy contribution from the 
increase in unsatisfied dangling bonds for intermediate orientations of the step as a 
consequence of deviating from a close packed or PBC direction. To illustrate this 
consider the following. If the fast and slow <101> step segments were to converge 
and “wedge out” the intermediate <001> segments, there would be only very limited 
mixing of kink characters at the comer, resulting in a low configurational entropy con­
tribution to the step free energy. There would then be an effective line tension due to 
the Gibbs-Thomson effect tending to restore the step line to an orientation with higher 
configurational entropy. On the other hand, the excess step energy due to unsatisfied 
“dangling” bonds would be minimised due to the step direction being parallel to a 
PBC along its entire length and therefore minimising the number of dangling bonds. 
If now the intermediate direction step orientations were to increase in importance, the 
configurational entropy due to mixing of kink characters would increase. However this 
would serve to increase the number of unsatisfied dangling bonds. Therefore, at equi­
librium, the step assumes the shape which minimises its free energy by maximising 
the configurational entropy of mixing whilst minimising the excess step energy due to 
dangling bonds.
In the case of the comers between equivalent step segments, for example from <101>/ 
to <101>/, the character of the step does not change. There is therefore no scope for 
minimising step free energy by mixing kinks of different character and so the steps 
remain parallel to the PBC direction <101> for as much of their length as possible to 
minimise the free energy by restricting the number of dangling bonds. Note that the 
energies of the unsatisfied dangling bonds on non-equivalent steps should be expected 
to be non-equivalent also and that this will play a role in determining the detailed shape 
of the growth spiral. These effects on the anisotropy of steps on KAP are apparent in 
the images of two-dimensional islands on hillock B (figures 6.34 - 6.40; pages 171, 
174). They are “cusped” at the intersection of equivalent segments, and gently curved 
at the intersection of non-equivalent segments. The term cusp is used cautiously be­
cause, as was pointed out before, a step cannot be cusped in a strict sense.
Equilibrium arguments based on periodic bond chain directions serve only to minimise
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the number of dangling strong bonds or the excess bond energy of the step, neglecting 
the role of entropy. From elementary chemical thermodynamics [153], thermodynamic 
equilibrium is achieved by maximising the entropy of the system and so ignoring en- 
tropic effects is clearly inadequate. In fact, entropy is fundamental to the condition that 
steps are necessarily always rough [34] for T > 0. Ignoring step entropy and minimis­
ing the number of dangling bonds of a step will result in straight steps in contradiction 
of theory. In the recent work by Hollander et a l  [154] a two-dimensional Hartman- 
Perdok analysis has been developed to explain the step shapes observed by AFM on 
the surfaces of triacylglyceryl crystals. Although step roughness is acknowledged in 
their discussion, its implications in terms of step entropy are apparently ignored by 
their analysis. The entropy appears to be disposed of by the assumption that only 
kinetics determines the spiral shape. A quantity analogous to the attachment energy 
introduced by Hartman-Perdok [23-25,27] is introduced and the postulate is made that 
the rate of advance of a step of the specified orientation is proportional to this quantity. 
It is also tacitly assumed by Hollander et a l  [154] that steps always adopt PBC orien­
tations. As has been shown, this is not necessarily the case. Configurational entropy of 
the step may also be implicated in the noted deviations from PBC directions. It would 
be instructive to apply the analysis of Hollander et a l  [154] to the KAP growth spiral 
to find the shape predicted by this model, though it is beyond the scope of the present 
thesis.
Similar anisotropy in step shape to that noted for KAP has been observed with in- 
situ AFM by Pina et a l  [155, 156] on the [001} faces of barite (BaSC>4). This work 
revealed remarkable images of the effect of a screw axis normal to a growing face and 
how this could affect the dynamics of growth. A main conclusion was that the results 
showed the inadequacies of the models which assume an isotropic structure. Almost 
a secondary feature of this work, two-dimensional nuclei were observed with a char­
acteristic shape. This shape was interpreted in terms of the PBCs parallel to the {001} 
face. The crystal structure of barite is non-centrosymmetric and the same situation 
arises as for KAP where step orientations with non-equivalent kinks arises. Like KAP, 
the shape of the island is clearly dictated by the anisotropy. There is also clear scope 
for entropy of mixing of dissimilar kinks in the step edge. The islands were described 
as having a circle segment shape and were shown schematically as such, having very 
straight edges at one end of the polar axis and being essentially continuously curved 
at the opposite end. Though the resolution of some of the AFM images presented was 
limited, in several cases the actual shape appeared to deviate from the idealised shape 
of the schematic in that they possessed short step segments of intermediate orientation.
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This is possibly indicative of an entropy of kink mixing effect similar to the hypothesis 
proposed for KAP. In some cases however this was absent and apparently sharp cor­
ners were present. The authors presented an argument invoking the PBCs to explain 
the shape. According to the present argument regarding the role of entropy of mix­
ing of kinks, the islands would have been expected to have exhibited a more rounded 
transition across the opposite ends of the polar axis than was noted in many cases. 
However it should be stressed that the detailed shape will be dictated by both configu­
rational entropy and the relative kink energies. Furthermore, this argument also holds 
strictly only at equilibrium. The study by Pina et a l  [155, 156] was conducted in-situ 
at a high supersaturation. It is likely at such high supersaturations that the Gibbs- 
Thomson effect is overwhelmed by the supersaturation and the shape will be dictated 
by the kinetic factors alone. Also, the possibility that the island shapes were distorted 
as a result of the finite scanning rate must not be discounted, though the growth rate is 
reported to be very slow due to the sparing solubility of barite. In any case, it would 
appear that barite, with KAP, would be a suitable candidate for a test of the present 
hypothesis and also for the 2-D H-P analysis of Hollander et a l  [154].
Of course, when growing the crystal is not at equilibrium and it may be justifiably 
argued that an equilibrium analysis, invoking the entropy, is invalid. In this case the 
shape of a step is determined entirely by its rate of advance as a function of orientation. 
However, although additional dynamic factors are present during growth as discussed 
by others, it is reasonable to expect that local equilibrium may in some cases be readily 
maintained, particularly at moderate supersaturations. This will be especially true if 
surface diffusion is easy as concluded by Price et a l  [148]. The role of surface dif­
fusion in polygonisation was discussed earlier [56]. Figure 6.11 (page 156) shows a 
growth spiral on an {010} face of a KAP crystal which has been allowed to equilibriate 
in solution at the solution saturation temperature for 24 hours. Despite some surface 
degradation and inevitable pinning of the steps due to impurities, it is clear that the spi­
ral shape is substantially the same as for growing crystals. It may be supposed there­
fore that local equilibrium is easily maintained at low supersaturation and therefore 
that thermodynamic constraints may play as important a role as the advance velocities 
in governing the overall spiral shape. This will be particularly true where entropy of 
mixing of kinks of dissimilar character can lead to a greater entropic effect, leading to 
a more dominant role for thermodynamics. As for the role of impurities, the sectorial 
anisotropy of striations observed by Ester and Halfpenny [139] is quite conclusive in 
demonstrating anisotropic integration. This suggests a role for impurity adsorption at 
the step in dictating spiral shape, however their role need not only be kinetic, they
237
may also affect step entropy, thus modifying spiral shape thermodynamically rather 
than kinetically. This effect may account for some of the observed differences in spi­
ral shape. The general hypothesis, neglecting the specific crystal structure of KAP or 
other crystals, is no doubt amenable to theoretical investigation, either analytically or 
by computer simulation. However either type of analysis is beyond the scope of the 
present thesis.
8.4.4 The KAP Growth Unit and Periodic Bond Chains
The foregoing discussion has drawn upon the PBC analyses of KAP performed by ear­
lier workers and so it is useful now to revisit these analyses in view of the results of 
the present study. Earlier work on the PBC analysis of the KAP crystal structure in 
which the assumptions of the growth unit as separate K+ and HP-  ions and the erro­
neous lattice parameter were used, was discussed in section 3.6.4. In the present study, 
all fundamental steps on KAP {010} including both growth steps and cleavage steps, 
whether imaged in-situ or ex-situ; were found to be of approximately unit cell height 
in agreement with earlier studies. This lends further support to the choice of a crys­
tal slice of b lattice parameter thickness in the PBC analysis, consistent with Strom’s 
[141] arguments for the PBC analysis of potassium dihydrogen phosphate, and the 
dimer as growth unit hypothesis. Also, the in-situ AFM measurements of KAP growth 
in C1CI3 doped solutions revealed the strong interaction between KAP {010} and the 
chromium ion. This suggests that the surface is anion terminated and according to the 
argument put forward in section 3.6.4 and the results of Hottenhuis and Lucasius [128] 
is suggestive, though not sufficient proof, of the dimer as growth unit. It is therefore 
a priority that a new PBC analysis of KAP, with the correct lattice parameter and the 
assumption of a dimer as the growth unit, be performed. This is all the more timely in 
view of the enormous advances in computational power since the last published PBC 
analysis. For example, it would now be a much more realistic proposition to conduct 
a full second order PBC analysis.
Although the general method of Barber [157] has received little subsequent attention, 
greater knowledge of the state of aggregation of KAP in solution is also desirable in 
order to allow the results of this study and others to be interpreted correctly. In partic­
ular for understanding the steric and solvation energy barriers which conspire to form 
experimentally relevant quantities such as the step kinetic coefficient. In this regard 
the recently developed model of Liu et a l  [59] which incorporates the role of steric
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effects into a spiral growth model is of interest. More definitive understanding of the 
growth unit would also be of great utility in explaining the large number of observa­
tions concerning the role of impurities in KAP. A study of the surface termination and 
the energetics of relaxation and reconstruction for KAP {010} is also welcome. Sur­
face x-ray diffraction and near molecular resolution AFM both have much to offer in 
this regard. By way of illustration, a recent study of the surface termination on potas­
sium bichromate crystals utilising near molecular resolution AFM has been made by 
Plomp et al. [106].
8.5 Two-Dimensional Islands
Despite their rarity, the observations of two-dimensional islands on KAP {010} re­
quires special attention. The observation is not unprecedented, having been reported 
on microcrystals by Ester and Halfpenny [139] in a combined AFM - x-ray topography 
study. However in that case, islands were only observed on crystals which had no ac­
tive screw dislocation emergent on the {010} face under observation, being otherwise 
flat apart from the islands. The habit of these crystals was found to be quite distinct 
from that of crystals growing by a screw dislocation mechanism. In the present study 
however the two-dimensional islands were found co-existing with growth spirals, hav­
ing formed on the terraces of the spiral. The question of whether these islands occurred 
as a result of removal from solution was discussed in chapter 6 where it was argued 
that there was evidence to suggest that islands were present during growth. In the case 
of hillock B (figs. 6.34 - 6.40; pages 171, 174), a distinct change in the character 
of growth was noted prior to removal, the affected region of which, on inspection by 
AFM, exhibited extensive multilayer two-dimensional nucleation and the observation 
of ribbon like features. Particularly notable about these islands was their obvious char­
acteristic shape, analogous to the first or second turn of a growth spiral and with the 
same orientation. In the case of hillock 31 (figs. 6.83, 6.84; page 199), extensive two- 
dimensional islands were noted and the normal growth rate was found to be substan­
tially greater than would have been expected from other hillocks of the same strength, 
the cause of which was cautiously attributed to simultaneous two-dimensional nucle­
ation and spiral growth. The islands on hillock 31 were considerably smaller than 
those on hillock B and were less distinct in shape.
The very reason for Frank’s [33] postulate of the role of screw dislocations in crystal
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growth was to circumvent the impasse produced by the apparently enormous activation 
energy required for the formation of a two-dimensional nucleus, which when invoked 
to explain growth from the vapour phase predicted supersaturations of the order of 50% 
for any appreciable amount of growth. Assuming then that the islands of this study are 
not artefacts of removal from solution, should their presence come as a surprise?
Considering first the thin platelet crystals observed by Ester and Halfpenny [140], the 
approximate supersaturation here was 26% and their occurrence has been discussed 
in some depth by the authors with due consideration for the possibility of their oc­
currence during removal. In the work of Ester and Halfpenny [140] the most striking 
feature was that the two-dimensional nucleation was the only conceivable mechanism 
by which these crystals could be growing in the absence of dislocations, providing 
rather strong evidence in favour of their presence during growth since otherwise no 
growth could occur. The rather large supersaturation used does contrast with that of 
the present study however.
The maximum bulk supersaturation experienced by any crystal in the present study 
was approximately 8.5% and so the question of occurrence of the islands is rather 
more pointed. Moreover, extensive islands were observed on hillock B growing at 
a bulk supersaturation of only 4.3%. Is there any good reason to believe that two- 
dimensional nucleation should not occur at these supersaturations? Unfortunately 
much of the experimental evidence in the literature is indirect and comes primarily 
from growth rate measurements which are open to interpretation, as has been shown 
by the present study. For example, Bennema [85] attributed the positive deviation 
from linearity of growth rate data for potash alum at “high” supersaturation (o >  1%) 
to two-dimensional nucleation. A subsequent analysis with a “two-mechanism” model 
confirmed the validity of this assumption [55]. As an aside, it was found in this analysis 
that the two-mechanism model favoured surface diffusion as the dominant mass trans­
port mechanism. The main reason for the absence of direct observations is that the only 
instrument reliably able to directly image two-dimensional islands is the AFM and this 
has only been available for approximately ten years, hence the sparsity of direct ex­
perimental observations. Recently Maiwa [107] et a l  have observed two-dimensional 
islands between the terraces of growth spirals on barium nitrate crystals grown at a su­
persaturation of less than 4% though they were attributed to the higher supersaturation 
experienced on removal from solution. Land et al. [158] observed two-dimensional 
islands on the terraces of growth spirals on potassium dihydrogen phosphate. They 
observed that narrow terraces did not contain any islands however and interpreted this
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in terms of the surface diffusion length. They concluded from this observation that 
surface diffusion was a dominant mass transport mechanism in this case. The observa­
tions of two-dimensional islands on barite by Pina et al. [ 155,156] have been discussed 
already. In the latter work the supersaturation was large.
The original analyses of the early theorists discussed in chapter 2, which arrived at the 
conclusion that two-dimensional nucleation was insufficient to account for observed 
growth rates, were all concerned with growth from the vapour. For growth from so­
lution the situation is rather more complex and is still imperfectly understood. The 
solution - crystal interface is still the subject of much investigation [150]. There is 
no general theory for the magnitudes of supersaturation required for two-dimensional 
nucleation to occur and this will almost certainly apply to every system individually. 
Furthermore, this will be a function of the purity of the system also since impurity 
adsorption at the step may reduce the step free energy through an increase in the con­
figurational entropy of the step. Thus making two-dimensional nucleation possible at 
supersaturations for which it would be forbidden in a pure system. Frank [4] con­
sidered the supersaturation limits to two-dimensional nucleation in solution where he 
speculated that the critical supersaturation may be as low as a few per cent. This same 
conclusion has been re-stated by Sunagawa and Bennema [44]. Computer simulations 
have also been useful in this regard, having revealed that two-dimensional nucleation 
can occur in some circumstances at considerably lower supersaturations than antici­
pated [6] (Garside [159] has commented that simulations have given a new lease of 
life to nucleation models). This was in part attributed to the reduction of the step free 
energy by the configurational contribution to the entropy discussed previously.
The preceding argument about the role of entropy of mixing of dissimilar kinks in 
determining the spiral shape is of significance to the size and shape of a critical nu­
cleus also. By the same argument the entropy of mixing of dissimilar kinks in the step 
edge would be expected to lower the step free energy of an island, resulting in a smaller 
critical nucleus for a given supersaturation than in the isotropic case where there is no 
scope for an additional entropy contribution by the mixing of dissimilar kinks. If the 
hypothesis were correct this would be a significant result since it would link the crystal 
symmetry to the radius of a critical nucleus and all that follows from it, such as the 
activation energy for growth by two-dimensional nucleation and the step spacing on 
vicinal hillocks etc. In the earlier discussion of the occurrence of the near <001> step 
orientations, the non-equilibrium nature of the spiral growth process was stressed as 
a caveat, though it was argued that local equilibrium may be maintained sufficiently
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for thermodynamic factors to have a discernible effect. However in the case of estab­
lishing the shape and size of a critical nucleus, such as the analysis performed by BCF 
[34], no such caveat is necessary since the analysis is performed at thermodynamic 
equilibrium. Therefore the configurational entropy contribution from the mixing of 
dissimilar kinks is likely to be of even greater importance for the size and shape of a 
critical nucleus than for the case of the spiral shape, since the implications cannot be 
overwhelmed by kinetic factors. An analytical or computer simulation treatment of the 
subject is therefore an attractive proposition. The early work in the field of computer 
simulation has been the subject of numerous reviews, for example see Bennema and 
references cited therein [6 , 60].
For the present case, the question of the critical supersaturation for two-dimensional 
nucleation must remain open in the absence of adequate data. That it will occur on 
KAP {010} under the right conditions appears to be without doubt and its occurrence 
should probably not come as a surprise. As for the co-existence of two-dimensional 
islands with growth spirals and the relative importance of each on the normal growth 
rate, Bennema [60] has argued that there will exist a small regime of supersaturation 
where both spiral growth and two-dimensional nucleation occurs, the islands forming 
between the steps of the spiral. Beyond which, he argues, two-dimensional nucleation 
will take over as the dominant mechanism. This appears consistent with the occur­
rence of two-dimensional islands on hillock 31 (figs. 6.83, 6.84; page 199) and its 
anomalous growth rate.
Following Ester and Halfpenny [140] the critical radius for a two-dimensional nu­
cleus may be estimated from measured step separations with the expression of Cabrera 
and Levine [36], equation 2.20. For the mean step spacing of 1.75 fim  (neglecting the 
bunching of steps) for the <101>/ steps of hillock 31, the critical radius pc is estimated 
at 92 nm. The smallest islands measured on hillock 31 were found to have diameters 
in the range 200 - 250 nm. For the step separation measured on hillock B (figs. 6.34 
- 6.40; pages 171, 174) for the <101>/ steps of the original growth hillock (1.37 yxn) 
the value pc =  72 nm is obtained. In common with Ester and Halfpenny [140], it must 
be stressed that the above relationship only holds strictly for an isotropic spiral and 
that by using the step separation of the < 101> / step orientations that it is necessarily 
an overestimate. Furthermore, since the spacing of the spiral step may be modified by 
a number of causes such as the back stress effect [41] and elastic strain energy at the 
spiral centre [160], interpretation of the critical dimension from spiral spacing should 
be performed with caution. A demonstration of this caution is apparent in figure 6.38
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(page 174). The widths of the terraces of the main spiral are estimated at 1.37 ^m. 
However, the small new spirals which have formed at the bottom of the image have 
a step spacing for the <101 > / steps of approximately 333 nm. Using this value gives 
for the two-dimensional nucleus a critical radius of only 17.5 nm. Based on this re­
sult, one interpretation of these images is that these dislocations have been dormant, 
having been dominated by the large spiral. However an abrupt change in local super­
saturation has activated them, causing them to wind up into new more tightly wound 
spirals than the original. The increase in supersaturation has resulted in the extensive 
two-dimensional nucleation also. What may have caused this apparently very local 
increase in supersaturation is a matter for speculation though it seems likely that the 
hydrodynamics of solution flow may cause local changes in supersaturation. Where 
the solution impinges on the crystal, eddies and vortices may develop, causing local 
changes in the supersaturation at the surface. Moreover, as the crystal grows, the flow 
of solution around the crystal will be modified by its changing shape which may affect 
the local supersaturation. It is conceivable that where the flow of solution results in 
a high local supersaturation the threshold for two-dimensional nucleation may be sur­
passed.
Van Enckevort [127] made the remarkable observation that growth spirals on KAP 
occasionally ceased rotating despite exposure to supersaturated solution. As remarked 
in section 6.4.1 similar anomalous behaviour was observed on more than one occasion 
in the present study, for example in the case of hillock B, for which the apparent cessa­
tion of growth is evident in the intensity time-series shown in figure 6.46 (page 178). 
This behaviour was in this case found to be closely associated with the formation of 
two-dimensional islands, though why this should have resulted in the apparent cessa­
tion of normal growth is uncertain. One possible explanation is that the front of growth 
steps due to a spiral are all correlated and heading in essentially the same direction, 
giving rise to relatively steep vicinal facets and a relatively large normal growth rate. 
In growth by the polynuclear or birth and spread model [5], the growth fronts are ran­
dom, approaching each other from all directions. The result is a macroscopic flattening 
of the face which may be interpreted by interferometry as a cessation of normal growth.
Clear evidence of a dislocation slip mechanism for the formation of two-dimensional 
islands was shown in section 6.4.1 (fig. 6.45, page 178). Frequently, observations of 
two-dimensional islands were made in regions of the crystal surface where dislocation 
slip was evident, disclosed by the presence of slip steps. That the slip of a dislocation 




Figure 8.1: Schematic of island formation by dislocation slip
occurrence was shown unambiguously in figure 6.45. More specifically however, it 
was frequently observed that two-dimensional islands were distributed along straight 
lines associated with “cusps” in the terraces of the underlying growth spiral, which are 
observed to be formed by dislocation slip. A hypothesis for the occurrence of these 
features is as follows. If a dislocation with screw character, on the surface of a crystal 
exposed to supersaturated solution, undergoes slip motion; then it will create a slip 
step as it moves. The slip step will advance forward at a velocity dictated by its local 
supersaturation (including the effects of curvature). If now, the velocity of the step 
with respect to that of the dislocation exceeds a certain threshold, it will begin to wind 
up into a growth spiral, effectively winding back on itself. If the dislocation continues 
to move, it may cause the step to intersect itself, causing the formation of an island 
bounded by a closed step loop. As the dislocation continues the process will repeat it­
self until the dislocation comes to rest, where a new stationary growth spiral will begin 
to form. In its wake will be left a line of two-dimensional islands and, if this motion 
took place on the terraces of a growth spiral, a line of discontinuities in the steps of the 
terrace also. The process is illustrated schematically in figure 8.1. The initial position 
of the dislocation outcrop is A, as it moves towards B it leaves a row of islands in its 
wake. Obviously the diagram is not exact as the islands themselves will continue to 
grow and coalesce. The circles should be regarded as the outline of the original island 
formed at that position.
In any case, the existence of the islands will most likely be fleeting since they will 
rapidly merge with the steps of the new spiral formed at the dislocations’ final resting 
place or the steps of the underlying spiral. Nonetheless they will form discontinuities 
in the steps of the spiral with which they merge, which will persist as long as the steps 
advance with constant velocity. If however the dislocation or dislocations continue to
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move, then the continued formation of new islands will occur. The size of the islands 
and the number of layers will depend on the relative velocities of the dislocation slip 
and the advance velocity of the step. If the dislocation glide is very much slower than 
the step advance then several spiral turns may form before the dislocation cuts through 
and forms multilayer islands. This was put forward in section 6.4.1 as a hypothesis to 
explain the persistence of so many growth spirals, the apparent absence of dislocations 
from many of them and the extensive slip steps in figure 6.24 (page 163). If, on the 
other hand, the dislocation glide is very much faster than the advance velocity of the 
step then no spiral will form because the step advance will be unable to catch up with 
the dislocation. When the dislocation slips approximately the same distance as the ra­
dius of a first turn of a growth spiral in the time that it takes for such a turn to form, then 
monolayer islands should result, as is shown schematically in figure 8.1. The model 
should work equally well for intermittent glide of the dislocation also. A dislocation 
mechanism for the formation of two-dimensional islands obviously circumvents the 
nucleation barrier in the same way as it did in Frank’s [33] original postulate. Thus 
providing a potential explanation for their existence at low supersaturations.
8.6 Dislocations and Other Step Sources
The defect structure of KAP crystals has been the subject of a number of studies dis­
cussed in section 3.6. The implications for the crystal growth of KAP have been exten­
sively discussed by Ester and Halfpenny [138] and Ester et a l  [139]. To summarise, 
these studies showed that several phenomena in the growth of KAP crystals could be 
explained from the defect structure. Of particular relevance was the observation that 
the {010} growth sector had a very low defect density and that in the case of small 
crystals this was consistent with the observation of dislocation free platelets discussed 
in the preceding section. Other notable observations were the nucleation of disloca­
tion pairs from a common point at a growth sector boundary, the crossing of disloca­
tions from the side and end growth sectors into the {010} growth sectors (disclosed 
by a change of dislocation line direction) and an anisotropic distribution of impurity 
striations in the {010} growth sector (consistent with the anisotropic integration of 
impurities discussed before.)
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8.6.1 Source Strength and Activity
The number of dislocations observed in the sources of the present study ranged from 
one to sources apparently comprising possibly hundreds of dislocations, though these 
were usually associated with foreign particles. See for example hillocks 2 (fig. 6.15, 
page 159), 14 (fig. 6.28, page 165) and A (fig. 6.31, page 168). Hillock 6 (fig. 6.19, 
page 161) was found to be a single dislocation source and its normal growth rate was 
found to lie in good agreement with that of other hillocks studied at the same saturation 
temperature. It is unfortunate that, mainly due to inadequate preservation of the sur­
face, most of these other sources were not imaged to confirm them as comprising single 
dislocations also. In general however, single sources appeared to be less common on 
the large crystals than in AFM studies of KAP microcrystals [139, 148], particularly 
in the case of the dominant sources. This is only to be expected and is a consequence 
of the competition between sources. The strongest sources will become dominant. In 
the case of microcrystals the duration of the competition has been short and the most 
dominant sources may not have had time to emerge. In the case of the larger crystals 
of the present study however, the duration of the competition has been much greater 
and a few complex sources have had time to become dominant. In much earlier work 
on the examination of etched KAP surfaces after crystal growth by Van Enckevort 
[127] the growth hillocks present were divided into two classes. These were shallow 
hillocks with small numbers of dislocations present (disclosed by their etch pits) and 
steep hillocks with a large number of dislocations present. These findings are borne 
out by the present study however now, with the resolution of AFM, it is possible to 
examine the dislocations and steps directly.
The interaction of dislocations on hillocks 21 (figs. 6.62 - 6.64, page 186) and 22 (figs. 
6.65 - 6.72; pages 188, 190) was briefly discussed in section 6.4.2. It is worthwhile 
to analyse these sources in a little more detail. Fortunately, in matters of dislocation 
interaction, the detailed shape of the spirals may be neglected since only source topol­
ogy is of interest. Source 21 comprised a source of strength 4, closely associated (but 
not cooperating) with another dislocation of strength 1 and of opposite sign, which 
emitted periodic bunches of four steps with constant separations. Figure 8.2 shows a 
schematic sequence of the topology of source 21. Part A shows the arms of the spiral 
with the terminated step interspersed between them. Part B illustrates the winding up 
of the isolated end of the terminated step into a growth spiral of opposite sign from the 
multiple spiral. Clearly the steps of the opposite spiral are about to coalesce with those 
of the adjacent turn of the multiple spiral. Part C shows the source after coalescence.
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Figure 8.2: Schematic topology of source 21
The original configuration has been restored (topologically) and the cycle will repeat 
with the next step of the multiple spiral. Essentially each step of the multiple spiral is 
alternately exchanged with the isolated step. Note how this source structure can form 
a re-entrant intersection in the step. That this source will emit steps indefinitely with 
approximately the same activity of an isolated cooperating spiral of strength 4 and with 
a step separation periodicity repeated every four steps is readily apparent. In practice 
the activity of the source will be slightly less because of the impeding effect of the 
single dislocation [34, 37].
Figure 8.3 shows the topology of source 22. The source comprises one source of 
strength 5, a source of opposite sign of strength 4 and a single dislocation. These 
dislocations are arranged such that four of the steps are terminated at the multiple 
sources, with the extra step terminated at the single dislocation. Regarding the sources 
of like sign, in figure 6.68 these are clearly seen to be more widely separated than 
the most widely separated steps on the hillock and are therefore unambiguously non­
cooperating. Hence the source is dominated by the source of greatest strength and 
activity. Part A shows an initial configuration. Note how all steps are terminated by 
a dislocation of opposite sign. Part B shows the configuration after the steps have all 
advanced a short distance, the first step of the multiple group and the isolated step are 
approaching each other at this point. In part C these two steps have coalesced to form 
a closed step loop and restored the isolated step and the step at the multiple source, 
which is in the process of restoring itself to the back of the group. Now the cycle 
can repeat, the next step of the multiple group coalescing with the isolated step. Once 
again it is obvious that this source can operate in this way perpetually and that for 
each complete cycle a group of five closed step loops with constant separation will be 
emitted. The source therefore has approximately the same activity as an isolated group 
of dislocations of strength 5.
In section 6.4.2 it was remarked that there was an apparent anomaly in the normal
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Figure 8.3: Schematic topology of source 22
growth rates of hillocks 21 and 22 with respect to the other hillocks measured at this 
saturation temperature and to each other, though their slopes were consistent. There 
are a number of potential explanations for the anomaly. Firstly, since the relative su­
persaturation was low in this case, it is to be expected that the absolute differences 
in measured growth rates between sources of different activity would also be small 
and may be within experimental error. Alternatively, it is possible that at this low 
supersaturation, the supply of growth units to the steps was insufficient for the max­
imum growth rate to be achieved. In effect this would mean that the high activity 
sources were growing in a diffusion regime since mass transport rather than integra­
tion at kinks had become the rate limiting step in the growth process. Since more 
active sources have higher step densities, it is possible that there may be insufficient 
growth units to supply all of these steps and as a consequence high activity sources 
may be diffusion limited when less active sources remain kinetically limited. Conse­
quently the differences in growth rate between the sources of differing activity would 
be reduced. Transition to a diffusion regime was invoked in section 6.4.1 as a possible 
explanation of the apparently reduced growth rate of hillock 9 also. Similarly, step 
bunching may also be implicated in restricting the advance velocities of steps on these 
hillocks. The narrowest step separations observed on these hillocks may have been 
sufficient for diffusion fields to overlap, causing steps to compete for growth units 
and effectively reducing the advance velocities. In this case the activity of the spiral 
would be restricted by that of the slowest moving steps. On lower activity sources on 
which step bunching is less prevalent, the same restriction would be absent and so the 
difference in growth rate with source strength would again be narrowed.
The role of the elastic strain due to the dislocations themselves should not be over­
looked when examining source activities. From BCF [34] the activity of a growth 
spiral is determined by the local curvature at its centre, which is assumed to be a func­
tion of the supersaturation of the growth medium. However, high elastic strain energy
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at the centre of the spiral will effectively lower the supersaturation, resulting in reduced 
curvature and activity than would occur in the stress free case. Starting with Frank [40] 
and Cabrera and Levine [36], numerous authors have attempted to accommodate the 
effects of elastic strain on spiral growth [44]. More recently De Yoreo et a l  [160, 161] 
have discussed the influence of hollow dislocation cores on the growth rate and the 
slope of vicinal hillocks on potassium dihydrogen phosphate. They found experimen­
tally that for hollow cored dislocations, the terrace width (i.e. the hillock slope) was 
nearly independent of the supersaturation and the Burgers vector of the dislocation, in 
contradiction of the BCF model and by implication, equation 2.20. They developed a 
model based on the elastic strain energy with which to explain the observations and 
concluded that the elastic constants of the crystal played as great a role in determining 
the growth spiral as did the step free energy.
In the case of hillock 21, a hollow pit has clearly developed at the centre of the strongest 
source suggesting the possible presence of a dislocation of large Burgers vector with a 
hollow core. However the presence of a slip step away from this centre suggests that 
the source was in fact a group of narrowly separated dislocations, one of which has 
undergone slip during removal. In the case of hillock 22, the source of strength 4 has 
a well developed pit at its centre. However the source of strength 5 has no such pit and 
there is evidence of dislocation slip here also, again suggesting a group of dislocations. 
This may be an artefact of removal or it may be indicative that the group of strength 4 
contained a dislocation of larger Burgers vector than the group of strength 5. This is of 
course entirely possible. A stronger source may nonetheless consist of separate coop­
erating dislocations of greater composite strength, yet lower overall strain energy due 
to the |b|2 dependence of the strain energy. Although the elastic properties of the dis­
locations themselves may be implicated in the activity of these hillocks, as suggested 
by the work of De Yoreo et a l  [160, 161] the ambiguities in the nature of the sources 
makes a detailed analysis impossible. The detailed structure of the dislocation sources 
cannot be established from the AFM images alone. Finally, the possibility that the 
strength of these sources has changed due to dislocation slip during growth should not 
be overlooked. This is however considered unlikely since during growth the growth 
rate and hillock slopes were stable and the apparent slip on these sources has clearly 
occurred during removal.
In the present author’s view, the significant anisotropy of the growth kinetics and step 
character should also be expected to play a role in determining the activity of such 
sources. Intuitively it seems that the orientation of the dislocations of the multiple
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source, with respect to the polar axis and each other, should influence the activity of 
the source. The slowest growing orientations being expected to influence the overall 
growth rate. The positions of the dislocations with respect to each other and the polar 
axis will dictate the orientations where the step curvature is greatest and hence slowest 
growing. Conceivably, certain distributions of dislocations within a source, despite 
giving rise to the same source strength and separation, may result in lower activity. 
Due to the significant role played by the Gibbs-Thomson effect in dictating the rate of 
advance of a step; where the step free energy is anisotropic the activity of a source is 
likely to be anisotropic also.
8.6.2 Foreign Matter, Twins and Microcrystals
A frequent observation of this study was the occurrence of growth sources of very high 
activity which, on inspection by AFM, were found to be due to an inclusion or possibly 
a twin crystal. Notable examples are hillocks 2 (fig. 6.15, page 159), 14 (fig. 6.28, 
page 165), 15 (fig. 6.48, page 178) and A (fig. 6.31, page 168). The large increase 
in normal growth rate due to these hillocks is quite readily explained with reference 
to their sources. Large numbers of dislocations cooperate together to produce very 
dense spirals, usually resulting in the formation of macroscopic steps and kinematic 
waves which move across the surface apparently without dispersion. Any simple ana­
lytical expression for the growth as a function of the source structure breaks down in 
this case. That macrosteps and kinematic waves will likely result from such complex 
sources is entirely comprehensible. By interferometry, in several cases the appearance 
of these sources was quite orthodox and only distinguished from simple dislocation 
outcrop sources by their larger growth rates, though in some cases the fringe spacing 
was non-uniform, betraying the existence of large scale surface modulations such as 
macrosteps and kinematic waves. The frequent yet random occurrence of such sources 
posed experimental difficulties in obtaining (R,o) curves and only lends further weight 
to the argument that interpretation of the step structure of the surface from the macro­
scopic growth rate should be performed cautiously, if at all.
The occurrence of macroscopic twins on KAP {010} is a frequent observation and 
it may be anticipated that a few apparent microscopic twins should be observed. In the 
case of foreign matter, given the precautions to eliminate “foreign matter” in the flow 
system, it must be assumed that the foreign matter in question is actually other very 
small particles of KAP which have formed in the reservoir. In terms of their mecha­
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nism in promoting growth, it is likely that when a KAP particle alights on a growing 
face that it will be misoriented with respect to the lattice of the main crystal. As it is 
engulfed by the growing crystal, stresses will develop at the interface between the in­
clusion and the underlying crystal. These stresses will be relieved by the formation of 
misfit dislocations. The observation of apparent microcrystalline twins which appeared 
to promote no new growth, or form misfit dislocations, in figures 6.39 and 6.40 (page 
174) is surprising as was discussed before. In general though, if the misfit dislocations 
have a screw component normal to the surface then they will form steps on which 
growth will occur. The resultant step change in normal growth rate will be marked. In 
the field of industrial mass crystallisation this may lead to the phenomenon of growth 
rate dispersion. Growth rate dispersion is a major factor in restricting product unifor­
mity in industrial processes and as such is a major concern in chemical engineering 
[162].
The role of foreign matter, and the related subject of mechanical stress in influenc­
ing growth have long been recognised [4]. Increasing recognition of their importance 
in industrial processes has stimulated a growing number of recent publications [163— 
165]. The present study indicates that the combined AFM-interferometry approach 
could have valuable applications in this field, particularly if coupled with x-ray to­
pographic studies to understand the defect formation as has been extensively studied 
recently by Sherwood and Ristic [166]. In the latter study, extensive studies of the 
role of mechanical stress on crystal growth rates was undertaken. These authors used 
interferometry and x-ray topography to study the effects of stress, including radiation 
damage, on a range of crystals. KAP itself has been used as a model compound in 
this regard in a recent study by Yokota et al. [83]. In this study the effect on growth 
rate by the deliberate adhesion of small crystals during growth in a flow cell was stud­
ied. The changes on growth rate were marked. The observations of the present study 
make the reasons for this clear. Unfortunately no simple comparison of the growth 
rates measured in the study of Yokota et al. [83] and the present study is possible since 
the former used an edge displacement technique with which to make comparative ob­
servations of relative changes in growth rate rather than the direct measurement of an 
absolute growth rate. Hottenhuis et al. [124] also observed growth rate enhancements 
due to inclusions in their in-situ DICM studies of KAP crystal growth. A more recent 
study on microcrystal adhesion to potash-alum crystals has also been made [167] in 
which a model to explain growth rate enhancement was proposed. Dislocation gener­




A prominent feature of the latter publication by Klapper [168] is the role of post growth 
dislocation motion. The present study has revealed extensive dislocation motion which 
has been discussed in some length in other sections, particularly with respect to two- 
dimensional nucleation. Ester and Halfpenny [138, 139] in their x-ray topographic 
study found no evidence of significant post growth motion of dislocations in KAP. The 
distances slipped by dislocations in the present study were of the order of microns 
which, in heavily dislocated regions of crystal, may not be easily resolved by x-ray to­
pography; the resolution of which is limited. Ester and Halfpenny [138, 139] reported 
that, due to the projection angle in the their x-ray topographs, dislocations in the {010} 
growth sectors appeared as short segments making them rather difficult to see by com­
parison with those in other growth sectors. It is therefore all the more unsurprising that 
any dislocation slip would not be apparent. That slip is occurring in the crystals of the 
present study is unequivocal, the only question is when it is occurring. It is most likely 
that the majority of observations of dislocation slip occurred during removal of the 
crystal from solution. In particular the force of the argon jet and the concomitant rapid 
cooling of the crystal due to the adiabatic expansion of the gas jet may have produced 
sufficient stresses to result in dislocation slip. It is nonetheless arguable that dislocation 
slip may occur during growth also. That this may occur is quite reasonable. During 
growth stresses develop in the crystal for a variety of reasons, for example, impurities 
and inclusions cause lattice strain. The crystal itself is confined since it is held in place 
by an adhesive, which may result in the development of stresses. These stresses may 
easily be sufficient to cause dislocation slip during growth and if the crystal is exposed 
to supersaturated solution then the slip step formed will necessarily begin to grow once 
its length exceeds 2pc. Possible resultant behaviour has been described at some length 
already in section 8.5.
These concepts have been known for as long as the concept of the screw dislocation 
as a source of steps itself. Frank [169] has discussed the role of dislocation motion on 
the growth of crystals. He argued that sudden changes in growth rates are only to be 
expected as a result of sudden rearrangements of dislocations which, in turn, are only 
to be expected since their ability to move under the influence of small stresses is one 
of their fundamental properties. In the same discussion, commenting on an apparent 
“transient extra growth”, Frank [169] also remarks that “transient extra growth is to 
be explained /  by completion of layers from the steps produced by slip.” Cabrera and 
Levine [36] have discussed the effect of the fine tension of the surface step on the emer­
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gent point of a dislocation at which it terminates. They argued that the tension could 
be sufficient to cause slip of the dislocation near the surface. This was speculatively 
suggested as an explanation for the apparent drift of dislocation outcrops during in-situ 
imaging. Unfortunately this fascinating subject area has been largely incidental in the 
present study and it is the author’s view that future experiments specifically designed 
to investigate dislocation slip could yield further insights.
To conclude the discussion of slip it is worthwhile to comment on the crystallogra­
phy of slip in the KAP crystal. From Ester and Halfpenny’s [138] x-ray topographic 
investigations of dislocations in KAP crystals, the dislocations in the {010} growth 
sector were found to have Burgers vectors [001] and <110>, the latter of which were 
commonly found to occur in pairs nucleating at a common point within the crystal 
which form a ’V’ shape and lie in the (001) plane. Dislocations with Burgers vector 
[001] were however expected to be pure edge in character. The dislocations revealed 
by AFM clearly have a screw character, consistent with the mixed character of dislo­
cations with Burgers vector <110>. As for the possible slip system, this is not easy to 
establish beyond doubt. Zhao [136] identified three slip systems in the KAP crystal, 
however none of these had a Burgers vector component normal to the {010} face and 
therefore cannot be that of the dislocations observed by AFM in the present study. As a 
general rule in simple non-directional crystal structures such as metals the most likely 
slip system will be the closest packed lattice direction in the closest packed lattice 
plane since in this way the work of dislocation slip is minimised. However in complex 
crystal structures such as KAP, matters are not so straightforward. The crystal struc­
ture consists of ions and therefore electrical effects may play a role in determining the 
favoured slip system. Also the bonding in KAP is a mixture of Coulombic and covalent 
giving rise to bond directionality. The resulting anisotropy will also influence the slip 
system. The slip trajectories traced out by the slip steps created in the surface in the 
present study appear to be arbitrary in direction. It is possible that this ability would 
be most easily achieved if a number of slip systems were available and that cross-slip 
from one slip system to another could occur readily.
8.6.4 Hollow Dislocation Cores
The occurrence of pits in the surface at the emergent points of dislocations has been 
quite prevalent in the present study, particularly at low supersaturations with multi­
ple strength sources. They were also in evidence in the in-situ images at substantially
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higher supersaturations (approximately 5.5%) and even for single dislocations. Ben- 
nema [60] has argued that for a given stress at the dislocation core, a large enough 
supersaturation will cause it to close. It is possible that during growth at modest su­
persaturations there is normally a hollow core however the momentarily increased su­
persaturation experienced during removal may act to close it. Alternatively, hollow 
cores observed in-situ may have formed as a result of impurity adsorption reducing 
the surface energy, making core formation more noticeable. The clearest ex-situ exam­
ples of surface pits at the centre of step sources were found on hillocks 16 (figs. 6.50, 
6.51, page 180) and 18 (figs. 6.55, 6.56, 6.57, 6.58; pages 182, 184) where several 
were present in single images. There was a clear relationship between the pit diameter 
and the number of emergent steps, consistent with the |b|2 dependence of the elastic 
strain energy on Burgers vector magnitude. This same observation has been made on 
barium nitrate by Maiwa et a l  [107], and is also apparent in the images of dislocation 
outcrops on calcite crystals by Teng et al. [104]. Unfortunately, in the present study 
the resolution of the cores was insufficient to quantify this or to study the core shape 
and depth profile. Another notable observation was that pits were absent from hillocks 
17 (figs. 6.52, 6.53; pages 180, 182) and 19 (figs. 6.59, 6.60, page 184) on the same 
crystal. Possibly the sources of these hillocks were narrowly separated individual dis­
locations and consequently of lower strain energy than multiple dislocations. These 
spirals were also qualitatively different in shape and less pinned by impurities than 
those for which a pit had formed. The role of hollow cores in impeding step flow was 
graphically illustrated in the in-situ study (page 214). The advance of steps was halted 
by the hollow cores and lead to the formation of a “trench” which would presumably 
lead to the formation of an inclusion. The possible effects of the hollow cores on the 
hillock slope and normal growth rate was discussed in section 8.6.1.
The actual occurrence of dislocations with such apparently large Burgers vectors is 
remarkable in its own right. Due to the |b|2 dependence of the strain energy of a dis­
location per unit length, it is energetically unfavourable for such dislocations to exist 
within the crystal. Consequently there should exist a thermodynamic driving force 
for the elimination of such dislocations. That they are present and apparently persist in 
KAP crystals therefore requires some consideration. It is notable that dislocations with 
such large Burgers vectors have not been characterised by x-ray topography [ 138]. The 
hollow cores themselves may stabilise dislocations of large Burgers vector. According 
to Frank [40], a hollow core forms to relieve the strain energy at the dislocation core. 
Therefore by formation of a hollow core the strain energy of a dislocation with a large 
Burgers vector may be reduced sufficiently to stabilise the dislocation, allowing it to
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persist and participate in the spiral growth process. Indeed, hollow cored dislocations 
of very large Burgers vectors (up to approximately 0.5 jum) are frequently observed on 
silicon carbide crystals which would be expected to have very high core energies due 
to the magnitude of the elastic constants [170]. As a note of caution when interpreting 
images of surface pits at dislocation outcrops, the apparent single dislocations may in 
fact be several individual dislocations of like sign which are too narrowly separated 
to be resolved. The presence of a pit at the centre of such a dislocation source is not 
necessarily an indication of a true hollow core since a pit is expected to develop at the 
centre of a multiple dislocation source since steps are impeded from penetrating such 
a source [34]. In the present study, there was at least one clear example (hillock 21, 
fig. 6.64, page 186) of slip of a single dislocation from the centre of a multiple source, 
suggesting that the source was in fact a group of dislocations rather than a single dis­
location. Such a group may nonetheless contain dislocations of large Burgers vector 
and so images of dislocation outcrops and hollow cores at the resolution used in the 
present study cannot be interpreted to unequivocally determine the source structure.
The detailed shape and size of the core is the result of a balance of surface energies 
and strain energies and therefore is likely to be complex in an anisotropic crystal such 
as KAP. Stability conditions for such hollow cores have been considered in depth by 
van der Hoek et a l  [170]. The shape of hollow cores with respect to the polar diagram 
of surface energy and the anisotropy of elastic constants has been considered by Hirth 
and Srolovitz [171] and Srolovitz et a l  [172]. The opening and closing of dislocation 
cores has also been the subject of Monte Carlo simulation studies [173]. The elastic 
constants of KAP and their anisotropy have been measured [174]. Given the apparent 
ready formation of hollow cores and their observation by AFM, KAP would make 
an ideal crystal with which to study the theoretical predictions, given suitably high 
resolution AFM. This would be especially valuable if a polar diagram of the surface 
free energy were available.
8.6.5 Kinematic Waves and Macrosteps
Numerous observations of kinematic waves and macrosteps were made in the present 
study. Typically, as was remarked earlier, their occurrence was coincident with the 
occurrence of a very complex source generated by an inclusion or similar. In some 
cases however comparatively simple sources formed macroscopic steps. The most 
striking example was hillock 17 (figs. 6.52, 6.53, 6.54; pages 180, 182) where true
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macrosteps with a separation of approximately 16 jjm were observed. It was remarked 
there that two of the other spirals on this crystal exhibited extensive step pinning by 
impurities however none was apparent on this spiral. The supersaturation was low in 
this case and, although a finite growth rate was measured, close to the dead zone where 
no finite growth rate could be measured. This is entirely consistent with the Cabrera- 
Vermilyea [51] model for impurity pinning resulting in a dead zone. The result of 
hillock 17 is apparently contrary to this however, with no pinning in evidence. Land 
et a l [175] have proposed a model, based on AFM observations of potassium dihydro­
gen phosphate crystal growth, in which macrosteps are implicated in the recovery of a 
layer-wise growing surface from a dead zone. They find that there are in fact two dead 
zone threshold supersaturations, one for fundamental steps and one for macrosteps; 
that for macrosteps being lower. In their model, macrosteps are unaffected by impu­
rity pinning in the same way and so macroscopic spirals can grow when fundamental 
steps are immobile. Another observation of macrosteps on hillock 2 (fig. 6.15, page 
159) was also made at low supersaturation. Notably, the <101>5 steps of an adjacent 
hillock (hillock 1), which was not macrostepped, were extensively pinned in this case, 
whilst the steps of hillock 2 were not. The Cabrera-Vermilyea [51] model of impu­
rity action is time dependent. The effectiveness of an impurity in retarding growth is 
dependent on the amount of time that the terrace is exposed to the fluid phase. When 
very tightly bunched, the amount of time for which a terrace is exposed is short and 
the impurity may be ineffective. This may explain some of the differences apparent 
between macrostepped and non-macrostepped hillocks in terms of impurity effects in 
the present study. In summary, it would appear from the present study that macrosteps 
play a significant role in the growth of KAP at low supersaturations close to the dead 
zone, and that the model of Land et a l  [175] may apply in this case also.
Striking images of kinematic waves and step shock-waves were also obtained, partic­
ularly on hillock 14 (page 168). These were mostly associated with complex sources 
once again, however they appeared to suggest a periodic oscillation in the activity of 
the source. The kinematic theory of Frank [50] and Cabrera-Vermilyea [51] appears 
to be well supported by these observations. Bennema [56] has presented a model for 
periodic oscillations of source activity. One further notable observation on all of the 
spirals with macrosteps or kinematic waves was that <001> step orientations were 
present on these also. The role of impurities and the growth in general of such spirals, 
particularly macrostepped spirals where the step riser may be a singular face, may 
be quite different for that of simple spirals. Nonetheless the <001> step orientations 
appear, suggesting that their occurrence is quite independent of the integration of im­
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purities and that they are the result of an intrinsic property of the steps themselves as 
was discussed in section 8.4.3.
8.7 Impurity Effects
The discussion of macrosteps and kinematic waves inevitably leads to consideration 
of impurities. The effects of deliberate impurities on the growth of KAP has been de­
scribed at considerable length elsewhere [122,123, 128]. In the present study their role 
has been largely incidental as a tool with which to allow in-situ imaging. Regarding the 
ever present unintentional impurities, their effects have been quite marked; especially 
at low supersaturations, with extensive step pinning being in evidence. The extent of 
step pinning was noticeably greater on the <001> steps and the <101 > / steps in that or­
der. The effect on the <101>y steps was by contrast quite restricted, with the exception 
of hillock 1 (fig. 6.14, page 159). This is in good agreement with the x-ray topographic 
evidence for anisotropic sectorial distribution of Ester and Halfpenny [138, 139]. That 
the unintentional impurities will inevitably play a role in dictating the spiral shape is 
obvious, though it is the author’s view that they do not need to be invoked to explain 
the spiral shape (in particular, the occurrence of the near <001> orientations, as was 
discussed at length in section 8.4.3). In any case, their role is possibly thermodynamic 
in addition to kinetic. That impurities do have a kinetic effect also on the advance of 
KAP steps is vividly illustrated by the large number of observations of step pinning, 
the advance of steps clearly being retarded by the resulting curvature. This was most 
apparent on hillock 16 (figs. 6.50, 6.51, page 180), at low supersaturation, and in 
the in-situ images in the presence of CrCl3. These observations were consistent with 
the Cabrera-Vermilyea [51] model. The critical supersaturation of some of the best 
fit BCF curves presented in chapter 6 were significantly greater than others. It is the 
authors view that, rather than being indicative of the fundamental growth mechanism, 
they owed more to insufficient data at low supersaturation and possibly the role of im­
purities in inhibiting growth in these instances. Despite precautions to maximise the 
purity of the growth solution and apparatus, inevitably some contamination will result 
and at times this will be greater than at other times.
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8.8 Mass Transport
In every observation made in this study, evidence was sought for an answer to the 
question of the most likely route for mass transfer during growth of KAP. That is, 
does volume diffusion or surface diffusion dominate? This is actually a rather difficult 
question to answer. Many observations which at first sight appear to favour one mech­
anism of mass transport, on closer inspection can be equally well explained by either 
route. The mere fact that the growth rate was insensitive to solution flow rate above 
a certain threshold is of little value in this regard because, even if a surface diffusion 
mechanism dominates, a supply of growth units must diffuse through the stationary 
boundary layer of solution. The adequate stirring only serves to ensure that the growth 
was in the kinetic rather than the diffusive regime as a result of an adequate supply of 
growth units to the crystal surface. The actual route by which these units arrived at the 
kinks and became a part of the crystal is a separate question.
The relative merits of each mass transport mechanism has been much debated in the 
field of crystal growth for many years. Bennema [54, 56] has concluded from exten­
sive studies that surface diffusion is essential to the understanding of growth rates and 
he has further argued that the occurrence of polygonal spirals can only result if sur­
face diffusion occurs. For KAP specifically, Hottenhuis and Lucasius [124] concluded 
that surface diffusion was not significant for the growth of KAP, the direct integration 
of potassium ions from the solution being considered rate-limiting. The present au­
thor has questioned the assumption of the growth unit and so arguments based on the 
growth unit should be re-examined also. Similarly, Price et al. [148], in their study 
of spiral shape concluded that the dominant mechanism of mass transport was surface 
diffusion. The present author has offered an alternative hypothesis for the spiral shape 
on KAP {010} which does not rely on any particular mode of mass transport, conse­
quently the conclusions of mass transport mechanism based on spiral shape must also 
be re-examined. A satisfactory resolution of the issue of the KAP growth unit may 
be helpful in addressing the dominant mode of mass transport. An electrically neutral 
KAP dimer may diffuse more easily over a KAP {010} terrace or it may experience 
even greater steric hindrance. In a similar study, Chernov et a l  [86], reported that 
surface diffusion was negligible for the growth of ammonium dihydrogen phosphate.
The apparently easy occurrence of two-dimensional nuclei at modest supersaturation 
would appear to be favoured by surface diffusion, as has been suggested by numerous
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Monte Carlo studies [39] and in the AFM studies of potassium dihydrogen phosphate 
by Land et al. [158]. Also, the apparent propensity for the formation of long ribbon 
like plateaus and multi-level islands appears to suggest a Schwoebel [57] barrier to step 
descent, which would also imply surface diffusion. The effect of a Schwoebel barrier 
on crystal growth has been considered by several authors [19, 35]. These suggestions 
are all speculative however and further work is required to settle the matter.
8.9 Dynamic Observations
To conclude the discussion, an interpretation of the dynamic sequence in figure 6.89 
(page 209) will be given. The behaviour of the high activity source was described be­
fore. A clue to the intermittent activity of this source is given by the x-ray topographic 
study of Ester et al. [139]. They observed dislocations bending from the end and lat­
eral growth sectors of the crystal into the {010} growth sectors. This was given as 
an explanation for the size dependence of growth by two-dimensional nucleation. Be­
yond a certain size, inevitably a dislocation with a screw component normal to {010} 
would emerge onto the {010} face from a neighbouring face. If the dislocation out­
crop is less than 2pc from the edge of the crystal then it will be dormant, its growth 
will be prevented by the Gibbs-Thomson effect. If, by slip or continued growth of the 
face from which it migrated, the dislocation exceeds this distance from the edge of 
the crystal then it will become active. The growth however will result in an increased 
growth rate of the {010} face, which will cause the {010} to shrink in morphological 
importance relative to the other faces. The result is that the edge will move relatively 
towards the dislocation. When the edge moves to within 2pc of the dislocation it will 
cease growing once again. The {010} face will therefore increase in importance again, 
causing a relative movement of the dislocation away from the edge once more, where 
the cycle will repeat.
The result is an intermittent growth controlled by the distance to the crystal edge. This 
is effectively a self regulating feedback mechanism. The argument holds equally well 
for a group of dislocations, where individual dislocations within the group become 
active and dormant as their distance from the edge varies. In this way the number 
of cooperating dislocations may vary periodically with time, resulting in the kind of 
periodic activity variations witnessed experimentally. It was a common observation 
throughout this study that new high activity sources frequently appeared at the edge of
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Figure 8.4: Interference image of KAP {110} Figure 8.5: Interference image of KAP {111}
the {010} faces. It is the authors view that this is the basic mechanism occurring in 
the case of figure 6.89. the activity of the source on the very edge of the crystal varies 
periodically as would be expected from this mechanism. The interesting feature of 
this feedback mechanism is that it is dependent on the relative rate of advance of both 
faces, since both control the position of the edge. Unfortunately the removal technique 
for AFM studies was not perfected at the time when this observation was made and 
so the hypothesis could not be studied further. Moreover, successful AFM imaging at 
the very edge of the crystal is rather more difficult than on flat central regions. Some 
preliminary investigations of the {111} and {110} faces were made during this study 
by alignment of the crystal edge between these faces and the {010} face with the axis 
of the crystal stub in the growth cell. In this way the crystal could be rotated from one 
face to another and in some cases the occurrence of a new source on the {010} face 
edge coincided with the disappearance of a source from the side or end face. Both the 
side and end faces appeared to exhibit spiral growth as suggested by the x-ray topog­
raphy. Examples of interferometry of {110} and {111} faces are shown in figures 8.4 
and 8.5 respectively. A growth hillock with apparently square symmetry on the {110} 
face of KAP is apparent. Multiple hillocks are present on {111}, especially near the 
edges with {010}. The act of crystal rotation destroys the alignment of the interfer­
ometer and the work was not pursued for this reason, nonetheless this work correlates 
well with the other evidence for the suggested mechanism.
An almost identical argument has been promulgated and discussed in some detail for 
growth on ammonium dihydrogen phosphate by Chernov [37]. In this elegant experi­
ment, x-ray topography was performed in-situ during growth. In this way the relative
260
position of the dislocation from the crystal edge could be studied. The schematic dia­
grams in Chernov’s description apply also to the present case, given due regard for the 






Conclusions and Future Work
9.1 General Conclusions
Having presented and discussed the results of the study in the preceding chapters it is 
now necessary to draw some conclusions from them. Before doing so it is worthwhile 
to reconsider the original objectives of the study. In section 1.3 several quotes were in­
cluded. In particular a passage from a publication by Bennema [6] was quoted in which 
he called, amongst other things, for a network of experiments in which (R,o) curves 
would be measured with subsequent observations of their step patterns after growth. At 
the time at which this and the other passages, which called for new instruments, were 
written; the atomic force microscope was not conceived. With the development of the 
atomic force microscope Bennema’s appeal became feasible. This is what the present 
study set out to achieve, a study of the dependence of growth rate on the structure of 
the sources responsible for that growth rate. Bennema almost certainly conceived a 
more extensive network of experiments than was possible here, though it is doubtful 
that he, or anyone else for that matter, knew how successfully step patterns would be 
observed in the future at the time that he wrote the passage. This study has represented 
a small but hopefully significant fraction of the scheme which Bennema conceived. 
More recently Bennema [62] has written that after thirty years the interpretation of the 
measured (R,c) curves is still not unambiguous. This study has supported that view to 
some extent, though the combination of AFM with measurement of (R,o) curves goes 
a long way towards removing this ambiguity. In some cases the interpretation can be 
completely without ambiguity.
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As is usual, this study has served to raise as many new questions as those which it has 
answered. Nonetheless, several conclusions can be drawn from the work contained 
herein and may be stated succinctly.
1. The dominant mechanism of crystal growth on KAP {010} is spiral growth in­
duced by dislocations. However two-dimensional nucleation appears to occur 
with relative ease and may coexist with spiral growth.
2. Through slip, dislocations with a screw component can result in the formation of 
two-dimensional islands. A dislocation can therefore circumvent the activation 
energy required for the formation of a critical nucleus in more ways than one.
3. The shape of growth spirals on KAP {010}, in particular the occurrence and ab­
sence of <001> and <100> orientations respectively, may be explained through 
a combination of the non-centrosymmetric structure of KAP and the configu­
rational entropy of the step due to mixing of kinks of different character. This 
concept is also implicated in determining the size of a critical nucleus.
4. The role of elastic strain energy, dislocation movement, foreign particles and 
growth rate fluctuations are of great significance and, in the case of large KAP 
crystals, may dominate growth. On such crystals simple, low activity, sources 
are the exception rather than the rule.
5. Hollow dislocation cores form at low supersaturations and are implicated in the 
formation of inclusions by inhibiting step advance.
6. The sectorial observations of dislocations by x-ray topography are consistent 
with a self regulating growth mechanism which is dependent on the relative rates 
of advance of more than one face which may be implicated in governing the 
overall habits of KAP crystals.
7. The postulates of the kinematic theory due to Frank and Cabrera-Vermilyea are 
consistent with the observations of the growth behaviour of KAP, which exhibits 
kinematic waves and shock waves.
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9.2 Recommendations For Future Work
In making recommendations for future work, the stated objectives are revisited once 
again. Only a small part of the scheme proposed by Bennema has been addressed by 
the present study. It remains for others to complete. In addition a significant number 
of new questions have been raised and should be addressed. Also some new opportu­
nities have arisen from the outcome of this study. Many of the suggestions for future 
work have been implied in preceding chapters where they have arisen, however they 
are now collected into one place.
Much of this study was less quantitative than was desired or originally intended. This 
owes much to the wide range of activity and complexity of many of the sources studied 
which prevented any meaningful quantitative comparison. It is in some ways unfor­
tunate that more sources of the same activity were not found, though the chances of 
finding sources of equal activity on every crystal studied appears to be extremely small 
on the larger crystals since their growth is dominated by the high activity sources which 
are effectively unique. Also, the range of phenomena witnessed made focusing on any 
one small part in great detail difficult. The qualitative descriptions alone have been 
necessarily long in many cases. The result is a rather broad qualitative survey. A ges­
ture to a quantitative study was made with the fitting of best fit BCF curves to the (R,o) 
data produced at different temperatures. However as has been shown, simply lying on 
the same (R,g) curve does not mean that two sources are comparable. It is the au­
thor’s view that the data were too sparse to justify an in depth analysis and in any case 
the AFM images circumvented the need for interpretation of kinetic data to explain the 
source structure. A similar study with much greater regard for solution purity would be 
desirable, as would a study where many more data points are collected. A wider range 
of temperatures should also be studied to allow thermally activated events such as kink 
creation to be examined in greater detail. This would no doubt require the extension 
of the data for the solubility of KAP in aqueous solution to lower and higher tempera­
tures. However the emphasis of the study would have to be on confronting the models 
themselves with the AFM images of the sources, rather than inferring the structure of 
the sources from the data, as has been done in the past before the advent of AFM. 
Such a study could be useful in addressing questions of mass transport mechanism. 
Alternative mass transport models [5] could be fitted to the data. However extreme 
precautions over purity and precisely defined hydrodynamics would be necessary to 
have a chance of providing unequivocal answers. The recent remarks of Rubbo [45]
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are reiterated in this respect as a caution. Of particular interest also is the quantitative 
analysis of complex dislocation sources with interesting topology such as hillocks 21 
and 22 of the present study. These kind of data where the growth rate, hillock slope, 
source strength and perimeter are all known; are clearly amenable to more detailed 
quantitative study to test the predictions of theory than has been possible here.
The emphasis on complementary techniques was here restricted to interferometry and 
AFM. However, the enormous value of x-ray topography in interpreting growth be­
haviour was made apparent by reference to other studies. It should be a simple matter 
to extend the techniques of the present study to include x-ray topographic investiga­
tion of the defect structure of the resulting crystals, with the caveat that the crystals will 
need to be handled with extreme care to prevent damage. In particular the occurrence 
of dislocation slip may be studied in greater depth by this approach. An early objec­
tive of this study was to combine interferometry studies with surface x-ray diffraction. 
To this end, an interferometer was designed and built for the surface x-ray diffraction 
station, station 16.2, at Daresbury Laboratory, Warrington, UK. Despite surmounting 
several technical hurdles, many remained, of which the most significant was inade­
quate source intensity at a wavelength appropriate for penetration of the solution layer. 
Consequently successful data was not available in the timescale of this study though 
this experiment remains as a very attractive proposition and will hopefully answer 
many questions, particularly about the termination of the {010} faces of KAP. These 
experiments are most likely to succeed with the x-ray intensities available from third 
generation synchrotron sources.
With respect to the termination of KAP {010}, its interaction with impurities and the 
question of the growth unit; a new PBC analysis, correcting for the erroneous lattice 
parameter and including the dimer as a growth unit, is clearly needed to address these 
questions. With the ever increasing computational power available this should be a 
relatively simple proposition. In a similar vein, the state of aggregation of KAP in 
solution is a fertile area for improved understanding. It is the authors opinion that the 
dimer hypothesis has merit. A better understanding of the structure of KAP solutions 
will be helpful in this regard. Conceivably the colligative and electrolytic properties of 
the solutions would be useful in addressing this question. In this regard, a preliminary 
study of the role of pH on the growth of KAP crystals was made. It was found that 
the addition of an arbitrary quantity of potassium hydroxide to KAP solutions caused 
a profound habit change, rhombs resulted. Excepting impurities, no new species are 
added to aqueous KAP solutions by the addition of KOH because both potassium and
266
hydroxide ions are already present. In this way the pH may be modified without in­
troducing new species. It was found that, despite the distinct habit change, the spiral 
shape on the largest face was typical of KAP {010} however its axis was no longer 
parallel to the long edge of the crystal suggesting that the edge faces had become more 
important than the side faces of the orthodox habit. It appears then that the {010} face 
was unaffected by the pH change but other faces were greatly affected. Phthalic acid 
is a polyprotic acid and it was tentatively proposed that the pH change had modified 
its dissociation in solution in some way. Much interesting work is possible here.
There is now more than one hypothesis for the shape of the growth spiral, one having 
been promulgated here. This makes the KAP growth spiral an ideal testing ground for 
theories of spiral polygonisation, by both experimental and theoretical means. Analyti­
cal or computer simulation work on the configurational entropy of the step is attractive 
in terms of the hypothesis of the present author. Particularly attractive would be to 
apply the recent “two-dimensional Hartman-Perdok” analysis of Hollander et a l [ 154] 
to the KAP {010} growth spiral, drawing on the results of the new PBC analysis for 
which the present author has called. It is the present author’s prediction that the method 
will fail to predict the occurrence of <001> directions due to the neglect of entropy. 
Instead, it will predict a four sided figure bounded entirely by <101> segments.
Related to this is the need for a better understanding of the critical supersaturation for 
two-dimensional nucleation on KAP {010}. The contribution of the entropy of mixing 
of dissimilar kinks to the step free energy and the expected concomitant decrease in the 
size of the critical nucleus is a significant finding of the present study and one which 
demands further analysis. Atomistic simulation would be of great value here. Also, 
experimental studies with the specific intent of studying two-dimensional nucleation 
are required. The techniques of this study could be used here also. If the seed crystal 
were replaced with dislocation free slices cut from larger crystals, then (R,o) curves 
could be measured for dislocation free growth. Subsequent AFM analysis could be 
performed in exactly the same way. The predictions of the various two-dimensional 
models could then be confronted with experiment in an unambiguous manner.
Experimentally, there is still much scope for the AFM observation of impurities. In 
addition, measurement of the normal growth rates from quantitatively doped solutions 
by interferometry is an obvious addition. The techniques applied here to the nominally 
pure solution all apply equally well to growth from impure solution. This is actually 
one facet of Bennemas’ scheme. For this reason some experiments were performed at
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the time of the present study however these were very restricted.
The frequent observations of kinematic waves and macrosteps certainly warrant greater 
study and once again KAP appears to be an ideal candidate as a testing ground. The 
observations here have been entirely qualitative though quantitative measurements of 
the dynamics of these fluctuations is certainly reasonable with the techniques of this 
study. The analysis of the motion of the moire fringes which betray the presence of 
kinematic waves and macrosteps in interferometry has already been suggested in sec­
tion 6.6.
Finally, the frequent occurrence of elastic effects such as hollow dislocation cores mer­
its extra attention. In addition to x-ray topography, transmission electron microscopy 
may assist in understanding the occurrence of hollow dislocation cores in KAP. Since 
the full elastic constants for KAP are available [174], it could be an ideal crystal with 
which to quantitatively test the predictions of theories of the role of elastic effects on 
crystal growth. Related to elastic effects is the slip of dislocations. A hypothesis was 
put forward to explain how dislocations could bring about polynuclear growth as a 
result of slip. The outline of this hypothesis could be developed into an analytical the­
ory. Also, further evidence for this mechanism could be sought in AFM observations 
on other crystals. The techniques of this study would also, as has already been pointed 
out, be of great use in investigating industrially relevant phenomena such as collision 






Refractive Index Measurement of 
KAP Solutions
A .l Introduction
In order to make accurate measurements of rates of growth and slopes of vicinal 
hillocks in-situ by laser interferometry it is essential that the refractive index of the 
solution be known so that the true path length can be obtained from the optical path 
length. The refractive index of solutions is normally sensitive to variations in con­
centration and temperature. Therefore aqueous KAP solutions saturated at different 
temperatures will have different refractive indices. For accurate work it is therefore 




KAP solutions were saturated at 20, 25, 30, 35 and 40°C respectively by stirring de­
ionised, distilled water with excess KAP (BDH, Analar; recrystallised once) in sealed
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vials immersed in a thermostatic water bath, for 72 hours. Upon removal from the 
bath, the solutions were immediately filtered from excess solid KAP by vacuum fil­
tration (using Nalgene disposable filters) into a clean Buchner funnel (cleaned with a 
preparation of potassium permanganate in sulphuric acid). The solutions were sealed 
into vials and stored at a temperature slightly in excess of the saturation temperature 
in a laboratory incubator.
A.2.2 Refractive Index Determination
Refractive indices of the solutions were determined with an Abbe refractometer using 
the 589 nm line from a sodium vapour lamp for illumination1. The refractometer sam­
ple stage was regulated at constant temperature by recirculation of temperature regu­
lated water from a large reservoir. Prior to refractive index measurements the reservoir 
temperature was set to the saturation temperature of the solutions and the solution vials 
were immersed in the reservoir to equilibriate for approximately 1 hour. Once equi- 
libriated a sample of solution was dispensed onto the refractometer prism and sealed. 
Working quickly to avoid risking nucleation or evaporation, a reading of the position of 
the sodium lamp spot was taken from the refractometer graticule observed through the 
instrument eyepiece. Refractive indices relative to air were obtained from the sodium 
lamp spot position by reference to high precision tables supplied with the instrument.
A.3 Results







Table A.l: Relative refractive indices of KAP solutions at various saturation temperatures. Sodium 
vapour illumination, 589 nm.




The refractive index values obtained were used as parameters in the program TRANSFORM 
to obtain normal growth rates and in subsequent calculation of hillock slopes. Al­
though the refractive index of the solution will change by a small amount when su­
persaturated by cooling, the change is expected to be small at modest supersaturations 
and therefore the value obtained at the saturation temperature has been used in all cal­
culations. There will also be a slight difference between the refractive index of the 
solution for the sodium vapour source at 589 nm and the helium:neon laser source at 
632.8 nm due to the wavelength dependence of the refractive index. Once again the 
discrepancy is expected to be small and has been neglected in the crystal growth ex­
periments. Verification of the results and justification of the assumptions is provided 
by the very close agreement obtained between mean step spacings obtained by inter- 
ferometry and AFM. It has in fact been found that the refractive index change is only 
slight across the temperature and concentration range investigated and that for most 
measurements a value in the range of 1.35 - 1.36 is adequate. The change in optical 
path length per fringe, d — X/2n, between the highest and lowest refractive indices 
measured is approximately 2 nm. This is approximately the height of two fundamental 
steps on KAP {010}. Over the height changes measured in growth rate and hillock 
slope determinations this error is insignificant.
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Appendix B
Measurement of Growth Rate 
Dependence on Solution Flow Rate
B .l Introduction
In any study of solution crystal growth it is important to know if growth proceeds in 
a kinetic or a diffusive regime. That is, is the rate of growth limited by the supply of 
matter to the crystal surface or by kinetic processes occurring at the crystal surface? If 
the kinetic processes at the surface are of primary interest rather than mass transport to 
the surface, then it is important to ensure that growth is kinetically limited by ensuring 
adequate mass transport into the adsorbed layer. In effect this amounts to ensuring 
adequate stirring or solution flow to ensure that the stagnant layer at the crystal surface 
does not become depleted. Because, in a kinetic regime, the growth is independent 
of mass transport from the bulk solution, it should be manifest as a regime of growth 
which is insensitive to solution flow. That is, changes in solution flow rate above a 
certain threshold should not perceptibly change the growth rate. The transition from a 
kinetic to a diffusion regime should be marked by the onset of dependence of growth 
rate on the flow rate as the flow rate is reduced.
For the flow-system used in the present study, the most practical way to check that 
this was the case was to conduct experiments in which the flow rate of solution in the 
growth cell was adjusted during steady state growth of a crystal whilst measuring the 
growth rate by interference fringe counting.
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B.1.1 Experimental Method
The experimental method was essentially that for other growth rate measurements. A 
cleaved crystal was mounted in the growth cell as usual and dissolved and re-grown to 
present a growing face with a small number of vicinal hillocks. Once a stable steady 
state hillock was obtained the intensity time-series of selected pixels in the image of 
the hillock were continuously recorded whilst the solution flow rate was adjusted. The 
subsequent time series were clipped into intervals corresponding to each flow rate.
The solution flow rate was adjusted by means of a variable compression clamp on 
the cell bypass tubing of the flow-system. This arrangement was used because it was 
important that the flow rate of solution in the main flow system remained maximal. 
If the total flow rate in the main circuit was changed then the residence time in the 
battery of heat exchangers would also change with the result that flow rate adjustments 
resulted in small temperature changes also. In this case, measured changes in growth 
rate could not be unequivocally attributed to the solution flow. For this reason, the 
system was reconfigured such that the in-line flow-meter was in the cell bypass fine. 
When the tubing of the bypass was fully clamped the flow in the cell was maximal at 
800 ml/min. The flow rate was reduced in increments of 50 ml/min until the bypass 
circuit was fully open. The solution flow rate in the cell was obtained by continuity 
from the measured flow rate in the cell bypass. With the bypass open the flow rate in the 
bypass was 400 ml/min indicating a flow rate of 400 ml/min in the growth cell. Growth 
rate measurements were therefore made for flow-rates in the range 400-800 ml/min.
Measurements were made with solutions saturated at temperatures of 25.66 ±  0.02 °C 
and 35.42 ±  0.02 °C and at two relative supersaturations. The duration of the mea­
surements was sufficient to obtain adequate confidence in the growth rates obtained. 
Attention was paid to the phenomenon of growth rate fluctuation which would invali­
date the measurements. All data were recorded on hillocks which maintained a steady 
state during the measurement interval for all flow rates.
B.1.2 Results
Figures B .l and B.2 show normal growth rates as functions of flow rate for solutions 
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Figure B.2: Normal growth rate vs flow rate at 35.42 °C
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B .l.3 Discussion
The data shown in the charts reveal a clear trend of increasing growth rate with in­
creasing flow rate. As anticipated, the data exhibit a plateau in normal growth rate 
at the highest attainable flow rates. As the flow rate is increased the normal growth 
rate reaches a limiting value beyond which the farther increase of flow rate does not 
increase growth rate. This is consistent with the transition to a kinetic regime where 
the growth rate is limited by kinetic processes at the surface rather than the supply of 
growth units from the bulk solution. The transition to the kinetic regime is not clearly 
defined in the data presented however beyond 700 ml/min the growth rate is insensitive 
to further increases in flow rate.
B .l.4 Conclusions
All growth rate measurements were conducted at the maximum attainable flow rate 
of 800 ml/min which is found to be within the kinetic regime. It may therefore be 





The C computer program PIXSEL allows the user to select up to 13 pixels in the video 
display of the crystal for digitisation. It presents the user with a cursor on the video 
display with which the selection may be made. It uses the C X I00 frame-grabber li­
brary functions fg_moveto and fg _ l in e r e l  to display the cursor. Once the desired 
pixel is located, F10 writes the data-file name and pixel coordinates to the parameter 
file which is read by analyse. Once 13 pixels have been entered the program exits. 
ESC quits the program at any time.
* 1 0 / 0 7 / 9 8  M a r t i n  Mc Lough l in  *
* Th i s  p r o g r am  u s e s  a c u r s o r  to s e l e c t  p i x e l  c o o r d i n a t e s  and w r i t e s  them to *
* a p a r a m e t e r  f i l e  *
*  *  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* P r e p r o c e s s o r  D i r e c t i v e s
f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
# i n c l u d e  < s t r i n g .  h>
# i n c l u d e  < s t d i o . h >
# i n c l u d e  " c : \ c x l 0 0 \ d o s \ c x l O O . h"
# d e f i n e  UP_ARROW 0x48
# d e f i n e  DN_ARROW 0x50
# d e f i n e  RT_ARROW 0x4D
# d e f i n e  LFARROW 0x4B
# d e f i n e  PAGE UP 0x49
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# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e

























# d e f i n e  
# d e f i n e  
# d e f i n e  
# d e f i n e  
# d e f i n e  
# d e f  ine 
# d e f i n e  
# d e f i n e  
# d e f i n e  
# d e f i n e  
# d e f i n e  


























# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e
# d e f i n e



















* S t r u c t s  , Unions  and Ty p e d e f s
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
t y p e d e f  s t r u c t  { i n t  x;
i n t y ;
i n t  g r e y _ s c a l e
} P i xe l
/ f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Gl oba l  V a r i a b l e s
i n t  x v a l ; 
i n t  yval  ;
P i xe l  c u r r e n t _ p i x e l ;
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* F u nc t i o n  P r o t o t y p e s
f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
/ / v o i d  ge t _ c o o r d i n a t e s  ( vo i d );
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void C u r s o r ( F I L E  * fp , char * F i l e N a m e R o o t );
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
* F u nc t i o n  : Main
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
void  main ( i n t  a r gc  , c h a r  * a r g v [ 3 ] )
{
c h a r  * f i l e n a m e  ; 
c h a r  * e r r ;
FILE * fp ;
i f  ( a r gc > 3) {
p u t s  ("  Too ̂ Many^ Arguments  . ^ . . . U s a g e p i  xse l^ ,  f i l e  n a m e  . p a r " ); 
e x i t  ( 1 ) ;
i f  ( a r g c > l ) {
fp = f open  ( a rgv  [ 1 ], "wM); 
f i l e n a m e  = a rgv  [ 1 ]; 
p r i n t f  ( " \ n UJ% s " , f i l e n a m e  );
e l s e
fp = NULL;
i f  ( a r gc  ==2){
p u t s  ( ' ^ n N o ^ d a t a ^ f i l e n a m  e n r o o t  ̂ s p e c i f i e d " ); 
e x i t  ( 1 ) ;
e r r  = i n i  t _ 1 i b r a r y  ( ) ;  / * T h i s  s e c t i o n  */ 
i f ( e r r  != NULL) /* i n i t i a l i s e s  */
{ /*  the f rame */
p u t s ( e r r ) ;  /* g r a b b e r  */
e x i t  ( 1 ) ;
}
c 1 r (OVERLAY_ENABLE); 
c 1 r (DISPLA Y_OVERLAY); 
f t _ s e t f o n t  ( 1 ) ;  
g r ab  ( ) ;
f t _ g o t o x y  ( 8 0  , 4 8 0 ) ;
f t _ p r i n  t ( ” C r y s t a l ^ G r o w t h ^ I n t e r f e r o m e t e r " ) ;  
d i s p l a y  ;
Cu r so r  ( fp , a rgv  [ 2 ] ) ;
* F u nc t i o n  : C u r s o r  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* Th i s  f u n c t i o n  p u t s  t he  p i x e l  p o s i t i o n  c r o s s h a i r s  on the s c r e e n  . *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
void  Cu r so r  (FILE * fp , c h a r  * F i l e N a m e R o o t C o n s t a n t )
{
i n t  key , p i x e l s  ; 
c h a r  * F i l e N u m b e r ;
279
char * FileNameRoot; 
char * DatExtension ;
DatExtension = ".dat";
strcpy (FileNameRoot, FileNameRootConstant ); 
current_pixel.x = 256; 
current_pixel.y = 256;





key = ge t ch  ( ) ;  
s w i t c h  ( k e y )
{
c a s e  LP_ARROW
{
— c u r r e n t _ p i x e l . y ; 
p r i n t f ( " \ n j f c d " ,  k e y ) ;  
p r i n t f  ( " \ n J J P " ) ;
p r i n t f ( " N n ^ x ^ s J & d . ^ y ^ s J & d " , c u r r e n t _ p i x e l  . x , c u r r e n t _ p i x e l . y ); 
b r e a k ;
}
c a s e  DN_ARROW:
{
+ + c u r r e n t _ p i x e l . y ; 
p r i n t f  ( ” \ nw%d" , k e y ) ;  
p r i n t f ( " \n^Down" ) ;
p r i n t f  ( " \ n lJxul* J%d , uly,j«IJ%d" , c u r r e n t _ p i x e l . x ,  c u r r e n t _ p i x e l . y ) ;  
b r e a k  ;
}
c a s e  LF.ARROW:
{
— c u r r e n t _ p i x e l  . x ;  
p r i n t f  ( " \ n 1_,%d" , k e y ) ;  
p r i n t f ( " \ n ^ L E F T " );
p r i n t f  ( " \ n ^ x j s J & d , y,_=_,%d" , c u r r e n t _ p i x e l . x , c u r r e n t _ p i x e l  . y ); 
b r e a k  ;
}
c a s e  RT_ARROW:
{
+ + c u r r e n t _ p i x e l . x; 
p r i n t f ( " ( n j & d " , k e y ) ;  
p r i n t f ( "  \ n^RIGHT" ) ;
p r i n t f  ( "  \ n ^ x ^ . J & d , y ^ . J & d " , c u r r e n t _ p i x e l . x ,  c u r r e n t _ p i x e l . y ) ;  
b r e a k  ;
}
c a s e  F10:
{
i f  ( fp !=NULL) { 
p i x e l s  ++;
i t o a ( p i x e l s ,  F i l eNumber  , 1 0 ) ;  
s t r e a t  ( F i l e N a m e R o o t , F i l eNumber  ); 
s t r e a t  ( F i l e N a m e R o o t , D a t E x t e n s i o n ) ;
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f p r i n t f  ( fp , " % s \ n % d\ n %d \ n" , F i l eNameRoo t  , c u r r e n t _ p i x e l  . x .
c u r r e n t _ p i x e l  y ); 
s t r c p y  ( F i l e N a m e R o o t , F i l e Na m e Ro o t C o n s t a n t  );
}
e l s e  
b r e a k ;
fg_move t o  ( c u r r e n t _ p i x e l  . x , c u r r e n t _ p i x e l  . y ); 
f g _ l i n e r e l  ( 0 , 0 ) ;  
j while ( key !=ESC);
C.2 Example P I X S E L  Parameter File
The following file listing illustrates the format of the parameter files created by PIXSEL  
and read by ANALYSE.
13
1 5 4 1 3 1 . da t  
194
307
1 5 4 1 3 2 . da t  
219
286
1 5 4 1 3 3 . da t  
218
377
1 5 4 1 3 4 . dat  
277
377
1 5 4 1 3 5 . da t
277
331
1 5 4 1 3 6 . d a t
234
207
1 5 4 1 3 7 . da t  
269
207
1 5 4 1 3 8 . da t  
314
194
1 5 4 1 3 9 . da t  
166
183
1 5 4 1 3 1 0 . d a t
195 
340




1 5 4 1 3 1 2 . dat  
331
165
1 5 4 1 3 1 3 . dat  
133
241
The first line contains the number of pixels to be sampled (13 in this case). Each set of 
three lines after the first contains the data file name to be created and the x and y pixel 
coordinates to be sampled.
C.3 ANALYSE
The C computer program ANALYSE reads the parameter file created by p i x s e l  and 
command line options which include sampling rate, frame grabbing frequency and 
sampling duration and writes a data file of pixel intensity against time for up to 13 
pixels simultaneously. It also superimposes a grid of pixel positions onto the grabbed 
frames to indicate the locations of sampled pixels. Some additional command line pa­
rameters include information which is included in the data file header.
/ i t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
1 8 / 0 7 / 9 7  Ma r t i n  McLougbl in
D e p t ,  of  M a t e r i a l s  S c i e n c e ,  U n i v e r s i t y  of  Bath 
ANALYSE.C r e a d s  a p a r a m e t e r  f i l e  in which the 
c o o r d i n a t e s  of  p i x e l s  f o r  g r a y s c a l e  sa mpl i ng  and 
t h e i r  d e s t i n a t i o n  f i l e n a m e s  a r e  s t o r e d  . The program 
i s  d e s i g n e d  f o r  n o n - i n t e r a c t i v e  use by means of  
command l i n e  p a r a m e t e r s  which may be c a l l e d  from 
MS-DOS ba t ch  f i l e s  . P ix e l  e l a p s e d  t ime and p i x e l  
g r a y s c a l e s  a r e  w r i t t e n  to t he  d a t a  f i l e  in two column 
s pa ce  s e p a r a t e d  f o r m a t .
S y n t a x ,  i n c l u d i n g  command l i n e  a r gu me n t s  i s  as 
f o l l o w s  :
a n a l y s e  [ p a r a m e t e r  f i l e  n a m e ] [ t a p e  d e s c r i p t i o n ]
[ f r ame  grab  r a t e  ] [  s a mp l i ng  r a t e  ][  d u r a t i o n  ][ Tsa t  ]
[ Tgr owt h  ][  Tres  ] [T HE1 ] [T HE2][ image f i l e  r o o t ]
[ t a p e  c o u n t e r  s t a r t  & f i n i s h ]
Some o f  t h e s e  a r g u me n t s  a re  use d  to c o n t r o l  the 
program e x e c u t i o n  , o t h e r s  s imp l y  p r o v i d e  h e a d e r  
i n f o r m a t i o n  f o r  t he  d a t a f i l e  .
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
/ i t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
P r e p r o c e s s o r  D i r e c t i v e s
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# i n c l u d e  < d o s  . h>
# i n c I u d e  < s t d l i b . h>
# i n c I u d e  < s t d i o  . h>
# inc 1 u d e < t ime . h>
# i n c l u d e  < s t r i n g . h >
# i n c l u d e  " c : \ c x l 0 0 \ d o s \ c x l O O . h "
F u n c t i o n  P r o t o t y p e s  
i n t  k e y _ p r e s s  ( v o i d ) ;
Type D e f i n i t i o n s
t y p e d e f  s t r u c t  p i x e l
{
i n t  x v a l ; 
i n t  y v a l ; 
i n t  g r e y s c a l e ;
F u n c t i o n  : Main
void
main ( i n t  a r g c ,  c h a r  * a r g v [ 1 3 ] )  
{
c h a r  * e r r ;
s t r u c t  p i x e l  P i x e l L i s t [20];
FILE * f pDa t a  [20];
c h a r  * B i n F i l e R o o t  ;
c h a r  * Bi nF i leName  ;
f l o a t  T em ps [ 5 ] ;
c h a r  * B i n E x t e n s i o n  ;
i n t  s a m p l i n g _ r a t e  ;
i n t  d u r a t i o n  ;
i n t  c o u n t e r  ;
i n t  p i x e l s ;
t i m e _ t  now;
t i m e _ t  t i m e r ;
t i m e _ t  L o op S t a r t T i m e  ;
t i m e _ t  * p t r C u r r e n t T i m e  ;
c h a r  * C u r r e n t T i m e  ;
i n t  F i l e s G r a b b e d  ;
i n t  LoopCount ;
i n t  F r a m e G r a b R a t e ;
i n t  p i x e l n o  ;
c h a r  * p t r C o l u m n L a b e l ;
c h a r  * F i l e N u m b e r ;
FILE * P a r a m e t e r F i l e  ; 
c h a r  * F i l e N a m e ;  
c h a r  * T a p e R e f ; 
c h a r  * S t a r t  F in  i s h ; 
i f  ( a rgc  != 14)
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{
p ut s  ( "\  n l n s u f f i c i e n t ^ A r g u m e n t s  " ) ;  
e x i t  ( 1 ) ;
}
e r r  = i n i t _ l i b r a r y  ( ) ;  
i f  ( e r r  != NULL)
{
p u t s  ( e r r ) ;  
e x i t  ( 1 ) ;
}
p i x e l s  = a t o i  ( a r g v [ l ] ) ;
B i n E x t e n s i o n  = " b i n " ;  
p r i n t f  ( "  P i x e l  , p i x e l s ) ;
d u r a t i o n  = a t o i  ( a r g v [ 6 ] > ;  
d u r a t i o n  = d u r a t i o n  * 60 ;  
s a m p l i n g _ r a t e  = a t o i  ( a r g v  [ 5 ] ) ;
S t a r t F i n i s h  = a r g v [ 1 3 ] ;  
i f  ( s a m p l i n g _ r a t e  < 1)
{
p u t s  ( " V n S a m p l i n g ^ P e r i o d ^ m u s t ^ b e ^ l ^ s e c o n d ^ o r ^ g r e a t e r " ) ;  
e x i t  ( 1 ) ;
}
i f  ( p i x e l s  > 13)
{
pu t s  ( " T o o ^ m a n y ^p i xe l s  . ^ L i m i t ^ i s w 13” ); 
e x i t  ( 1 ) ;
}
P a r a m e t e r F i l e  = f open  ( a r g v  [ 2 ] ,  ” r " ) ;
f o r  ( c o u n t e r  = 1; c o u n t e r  <= p i x e l s ;  c o u n t e r + + )
{
f s c a n f  ( P a r a m e t e r F i l e ,  " %s " ,  F i l e Na me ) ;  
i f  ( s t r l e n  ( F i l e N a m e )  > 12)
{
p u t s  ( " F i l e n a m e ^ i s ^ i n v a l i d " ) ;  
e x i t  ( 1 ) ;
}
fpData  [ c o u n t e r  -  1] = f open  ( F i l e N a m e ,  "w") ;  
f s c a n f  ( P a r a m e t e r F i l e  , ”%d" ,  & p i x e l n o ) ;
P i x e l L i s t  [ c o u n t e r  -  l ] . x v a l  = p i x e l n o  ;
i f  ( P i x e l L i s t  [ c o u n t e r  — l ] . x v a l  > 5 1 2  II P i x e l L i s t  [ c o u n t e r  -  l ] . x v a l  < 0)
{
p u t s  ( " V n P i x e ^ c o o r d i n a t e s ^ m u s t ^ l i e ^ i n ^ t h e ^ r a n g e ^ O ^ t o ^ S n ” ); 
e x i t  ( 1 ) ;
}
f s c a n f  ( P a r a m e t e r F i l e ,  "%d" , &  p i x e l n o  );
P i x e l L i s t  [ c o u n t e r  -  l ] . y v a l  = p i x e l n o ;
i f  ( P i x e l L i s t  [ c o u n t e r  -  l ] . y v a l  > 5 1 2  II P i x e l L i s t  [ c o u n t e r  -  l ] . y v a l  < 0)
{
p u t s  ( "  P i x e l  ^ c o o r d i n a t e s l_,mustUJl i e 1_1i n l_Jthe,_Jrange,_10l_1t o 1_ 5 1 2 " ); 
e x i t  ( 1 ) ;
}
}
f o r  ( c o u n t e r  = 0 ;  c o u n t e r  < =  4;  c o u n t e r + + )
Temps [ c o u n t e r  ] = a t o f  ( a r g v  [7 + c o u n t e r ] ) ;
F ra meGra bRa t e  = a t o i  ( a r g v  [ 4 ] ) ;  
s t r c p y  ( B i n F i l e R o o t  , a r g v [ 1 2 ] ) ;
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F ra meGra bRa t e  = Fra me Gra bRa t e  * 6 0 ;
TapeRef  = a rgv  [ 3 ] ;
♦ p t r C u r r e n t T i m e  = t ime (NULL);
C u r r en t T i m e  = c t i m e  ( p t r C u r r e n t T i m e ) ;
p r i n t f  ( " \ n s a m p l i n g LJp e r i o d 1_1=lJ%d tJ\ n d u r a t i o n tJ=UJ%dlJ\ n g r a b tJp e r i o d 1_1=WJ% d " , 
s a m p l i n g _ r a t e  , d u r a t i o n ,  F r a me Gr a bR a t e ) ;  
f o r  ( c o u n t e r  = 1; c o u n t e r  <= p i x e l s ;  c o u n t e r + + )  
f p r i n t f  ( fpDa t a  [ c o u n t e r  -  1],
"%sx v a l ^ j M V  ny val . jsJ&dVn'&s) n D u r a t i o n l_,-l_1%dl_ , se conds \  n sa m p l i ng  
p e r i o d  =%d s e c o n d s \ n
T s a t  = % f \ n Tg r ow t h  = % f \ n T r e s  = % f \nTHEl  = % f \nTHE2 = % f \ n % s " ,  
C u r r e n t T i m e ,  P i x e l L i s t  [ c o u n t e r  -  l ] . x v a l ,
P i x e l L i s t  [ c o u n t e r  -  l j . y v a l ,  T a pe Re f ,  d u r a t i o n ,  s a m p l i n g _ r a t e  ,
T emps f O] ,  T e m p s [ l ] ,  T e m p s [ 2 ] ,  T e m p s [ 3 ] ,  T e m p s [ 4 ] ,  S t a r t F i n i s h  ); 
f t _ s e t f o n t  ( 1 ) ;  
a c q u i r e  ( ) ;  
now = t ime (NULL); 
t i m e r  = t ime (NULL);
L o o p S t a r t T i m e  = t i m e r  -  now;
LoopCount  = 0;
F i l e s G r a b b e d  = 0;
w h i le  ( L o o p S t a r t T i m e  < d u r a t i o n  && ! k e y _ p r e s s  ( ) )
{
LoopCount++;  
t i m e r  = t ime  (NULL);
L o o pS t a r t T i m e  = t i m e r  — now;
f o r  ( c o u n t e r  = 1; c o u n t e r  <= p i x e l s ;  c o u n t e r ++)
P i x e l L i s t  [ c o u n t e r  -  1 ] . g r e y s c a l e  =
g e t _ p i x e l  ( P i x e l L i s t  [ c o u n t e r  — l j . x v a l ,
P i x e l L i s t  [ c o u n t e r  -  l j . y v a l ) ;  
f o r  ( c o u n t e r  = 1; c o u n t e r  <=  p i x e l s  ; c o u n t e r + + )
f p r i n t f  ( f pDa t a  [ c o u n t e r  -  1] ,  " \n%ldtJ%dtJ" , L o o p S t a r t T i m e ,  
P i x e l L i s t  [ c o u n t e r  -  1 ]. g r e y s c a l e  ); 
i f  ( F r a m e Gr a b R a t e  != 0)
{
i f  ( Lo o p C o u n t  == Fra meGra bRa t e  / s a m p l i n g _ r a t e )
{
g r ab  ( ) ;
f o r  ( c o u n t e r  = 1; c o u n t e r  <= p i x e l s ;  c o u n t e r + + )
{
f i l l _ c o l u m n  ( P i x e l L i s t  [ c o u n t e r  -  l ] . x v a l ,  2 5 5 ) ;  
f i l l _ r o w  ( P i x e l L i s t  [ c o u n t e r  — l j . y v a l ,  2 5 5 ) ;  
f t _ g o t o x y  ( 6 0 ,  P i x e l L i s t  [ c o u n t e r  -  l j . y v a l  -  10) ;  
i t o a  ( P i x e l L i s t  [ c o u n t e r  -  l j . y v a l ,  p t r C o l u m n L a b e l , 1 0 ) ;  
f t _ p r i n t  ( p t r C o l u m n L a b e l ) ;
f t _ g o t o x y  ( P i x e l L i s t  [ c o u n t e r  -  l j . x v a l  + 10 ,  2 0 ) ;  
i t o a  ( P i x e l L i s t  [ c o u n t e r  — l j . x v a l ,  p t r C o l u m n L a b e l ,  1 0 ) ;  
f t _ p r i n t  ( p t r C o l u m n L a b e l ) ;
}
w r i t e _ r a m _ t o _ f i l e  ( B inFi l eName , 0 ) ;  
a c q u i r e  ( ) ;
F i l e s G r a b b e d  ++;
LoopCount  = 0;
}
e l s e
{
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i t o a  ( F i l e s G r a b b e d ,  F i l e Nu m be r ,  1 0 ) ;  
s t r c a t  ( B i n F i l e R o o t ,  F i l e Nu m be r ) ;
s t r c p y  ( Bi nF i leName  , s t r c a t  ( B i n F i l e R o o t ,  B i n E x t e n s i o n  ) ) ;
}




t i m e r  = t ime (NULL);
}
while ( t i m e r  — now < L o o pS ta r tT im e  + s a m p l i n g _ r a t e  );
}
C.4 Example Raw Data File
An exam ple o f  the pixel intensity raw data file produced by ANALYSE is listed below.
/ / T h u  Feb 25 1 9 : 5 2 : 1 0  1999
/ /  xva l  = 160
/ /  yva l  = 247
/ / m j m l / 3 8 /  t a p e l
/ / D u r a t i o n  = 3 0 0  s e c o n d s
/ / s a m p l i n g  p e r i o d  =3 s e c on d s
/ / T s a t  = 3 9 . 6 6 0 0 0 0
/ /  Tgrowth  = 3 6 . 4 5 0 0 0 1
/ / T r e s  = 3 7 . 7 9 9 9 9 9
/ /THE1 = 3 6 . 5 0 0 0 0 0
/ /THE2 = 0 . 0 0 0 0 0 0



















C.5 Analysis Batch Files
ANALYSE was written to use command line arguments in order that it may be sequen­
tially called from an MS-DOS batch file non-interactively. Once a batch file has been 
created for an entire videotape then it may be run continuously, making sequential calls 
to ANALYSE for each relevant section of tape. A typical batch file for digitisation of an 
entire videotape is shown below.
rem This  f i l e  i s  a t e m p l a t e  for  the a n a l y s i s  o f  v i d e o t a p e s
rem i n s e r t  r e f e r e n c e  her e  when e d i t i n g  " r e f e r e n c e "
rem I t  u se s  t he  a n a l y s e  f u n c t i o n  to measure  p i x e l  i n t e n s i t y .
rem the  s y n t a x  for t he a n a l y s e  f u n c t i o n  i s  as f o l l o w s  :
rem a n a l y s e  [ n o .  o f  p i x e l s  ] [  p a r a m e t e r  f i l e  n a m e ] [ t a p e  d e s c r i t p t i o n  ]
rem [frame grab rate ][ sampling rate ][ duration ][ Tsat ] [Tgrowth ][ Tres ]
rem [T HE1] [T HE2] [ ima ge  f i l e  r o o t ] [ t a p e  c o u n t e r  s t a r t  & f i n i s h ]
rem a l l  a r gu me n t s  a re  manda t ory  .
rem This  v e r s i o n  u se s  command l i n e  p a r a m e t e r s  to e n t e r  t he  a n a l y s e  command 
rem l i n e  a r g u m e n t s .  I t  a l s o  u se s  command l i n e  a r gu me n t s  and the  " c r e a t d i r "  
rem program to s o r t  the f i l e s  i n t o  d i r e c t o r i e s  , r eady  for a r c h i v i n g  as soon 
rem as a n a l y s i s  i s  c omp l e t e  .
rem The command l i n e  p a r a m e t e r s  i t  uses  a r e  as f o l l o w s :
rem %1 = the f i l e n a m e  r o o t ,  e g .  " 1 3 6 1 "  ( 13 6 1 )
rem %2 = the  l ab  book r e f e r e n c e  e g .  " mj ml "  ( mjml )
rem %3 = the l ab  book page  number  ( 3 6 )
rem %4  = t he  t ape  r e f e r e n c e ,  e g .  " t a p e l "
rem %5 = the number  of  s e p a r a t e  p a r t s  to the f i l e  ( 2 0 )
rem p a r t  1
rem cxdemo g w % l p l s . b i n
rem a n a l y s e  9 % l l . p a r  % 2 / % 3 / % 4  3 3 10 26 .71 2 4 . 8 4  26 2 3 . 5  0 %11 0 - 1 0
rem p a r t  2
rem cxdemo g w % l p 2 s . b i n
rem a n a l y s e  10 %1 2. pa r  % 2 / % 3 l % 4  3 3 10 26 . 71  26 . 01  26 .5  25  0 %12 1 0 - 2 0
rem p a r t  3
rem cxdemo g w % l p 3 s . b i n
rem a n a l y s e  12 %1 3. pa r  % 2 / % 3 / % 4  3 3 10 26 . 71  2 6 . 2 6  2 6 . 6  2 5 . 3  0 %13 2 0 - 3 0
rem p a r t  4
rem cxdemo g w % l p 4 s . b i n
rem a n a l y s e  12 %14 . pa r  % 2 / % 3 / % 4  3 3 12 26 . 71  2 6 . 4 6  2 6 . 7  25 .5  0 %14  3 0 - 4 2
rem p a r t  5
rem cxdemo g w % l p 5 s . b i n
rem a n a l y s e  12 %1 5 .p ar  % 2 / % 3 / % 4  3 3 10 26 . 71  2 6 . 6 6  27 25 .8  0 %15 4 2 - 5 2
rem wa i t  7
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rem rem p ar t 6
rem cxdemo g w %l  p6s . bin
rem a n a l y s e 1 1 %16 . pa r  % 2 / % 3 / % 4 3 3 21 26 .71 25 . 05 26 24 0 %16 5 9 - 8 0
rem p a r t  7
rem cxdemo g w %1 p7s . bin
rem a n a l y s e 10 %17 . pa r  % 2 / % 3 / % 4 3 3 10 26 .71 25 . 31 26 24 .3  0 %17 8 0 - 9 0
rem p a r t  8
rem cxdemo g w % l p 8 s  . bin
rem a n a l y s e 10 %18 . pa r  % 2 / % 3 / % 4  3 3 10 26 . 71 25 . 63 2 6 . 3  24 .6  0 %18 9 0 - 1 0 0
rem p a r t  9
rem cxdemo g w %1 p9s . bin
rem a n a l y s e 13 %19 . pa r  % 2 / % 3 / % 4 3 3 10 26 .71 2 5 . 8 6 2 6 . 6  24.9 0 % 19 1 0 0 - 1 1 0
rem p a r t  10
rem cxdemo g w % l p l O s . b i n
rem a n a l y s e  13 % 1 10.pa r  % 2 / % 3 / % 4  3 3 15 26 . 71  2 6 . 15  2 6 . 7  25 . 2  0 % 1 1 0  1 10- 125
echo p a r t  11 
cxdemo g w % l p l l s . b i n
a n a l y s e  13 % 1 11.par  % 2 / % 3 / % 4  3 3 15 26 . 71  2 6 . 3 4  27 25 . 5  0 % 111 1 25 - 14 0
echo  p a r t  12 
cxdemo g w % l p l 2 s . b i n
a n a l y s e  10 %1 12 . pa r  % 2 / % 3 / % 4  3 3 20  2 6 . 71  2 6 . 5 4  27 2 5 .8  0 % 112 1 40- 160
echo p a r t  13 
cxdemo g w % l p l 3 s . b i n
a n a l y s e  10 %113 . pa r  % 2 / % 3 / % 4  3 3 25 26 .7 1  26 .81 2 7 . 2  26.1 0 % 1 1 3  160-185
echo p a r t  14 
cxdemo g w % l p l 4 s . b i n
a n a l y s e  10 %1 1 4 .p a r  % 2 / % 3 / % 4  3 3 5 26 . 71  2 4 . 7 6  2 5 . 7  2 3 . 6  0 % 1 14 18 5 - 19 0
echo p a r t  15 
cxdemo g w % l p l 5 s . b i n
a n a l y s e  12 %1 1 5 . pa r  % 2 / % 3 / % 4  3 3 5 26 .71  2 4 . 5 6  26 2 3 . 2  0 % 115 1 90- 195
echo p a r t  16 
cxdemo g w % l p l 6 s . b i n
a n a l y s e  12 %1 1 6 .p a r  % 2 / % 3 / % 4  3 3 5 26 .71 2 4 . 2 4  26 2 2 . 8  0 % 11 6  1 95 - 20 0
echo p a r t  17 
cxdemo g w % l p l 7 s . b i n
a n a l y s e  12 %1 1 7 . pa r  % 2 / % 3 / % 4  3 3 5 26 . 71  2 3 . 9  26 2 2 . 4  0 %1 1 7  2 0 0 - 2 05
echo p a r t  18 
cxdemo g w % l p l 8 s . b i n
a n a l y s e  7 % 1 1 8 . p a r  % 2 / % 3 / % 4  3 3 5 26 . 71  2 3 . 6  2 5 . 8  22 0 % 118 2 0 5 - 2 1 0
echo p a r t  19 
cxdemo g w % l  p l 9 s . b i n
a n a l y s e  7 % 1 1 9 . p a r  % 2 / % 3 / % 4  3 3 5 2 6 . 71  2 3 . 3 2  2 5 . 8  2 1 . 6  0 % 119 2 1 0 - 21 5
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wai t  5
echo p a r t  20 
cxdemo g w % l  p 2 0 s . b i n
a n a l y s e  13 %120 . pa r  % 2 / % 3 / % 4  3 3 24 37 . 5  3 6 . 8 1  38 37 0 %1 2 0  2 2 0 - 2 4 4
C.6 WAIT
Because occasional sections of videotape were blank or contained no relevant data 
then it was necessary to be able to make the system wait for the necessary number of 
minutes until a data containing section of videotape was reached. This was achieved 
by the program WAIT, the function of which was to do nothing for the number of min­
utes specified as an argument on the command line. The C code for WAIT is shown 
below.
/ * 111198 Mar t in  McLoughl in  w a i t . c
/ * Thi s  program w a i t s  f o r  a number  o f  mi nu te s  s p e c i f i e d  in t he  a r g u m e n t s . * /
# i n c l ud e  < s t d l i b . h>
# i n c l ud e  < s t d i o . h >
# i n c l ud e  < t ime . h>
# i n c l ud e  < d o s . h>
# i n c l ud e  < c o n i o . h>
void m a i n ( i n t  a r g c . char * a r g v [ 2 ] )
{
i n t  d e l a y _ v a l u e ; 
t i m e _ t  now; 
t i m e _ t  t i m e r  ;
d e l a y _ v a l u e  = a t o i  ( a rgv  [ 1 ] ) ;
p r i n t f  ( " \ n ^ d e l a y _ v a l u e l_,%d" , d e l a y _ v a l u e  );
d e l a y _ v a l u e  = d e l a y _ v a l u e  *60;
now=t ime (NULL);
do{
t i m e r = t i m e  (NULL); 
t i m e r  = t i m e r - n o w ;  
d e l ay  ( 5 0 0 ) ;  
g o t o x y ( 1 , 2 0 ) ;
p r i n t f  ( " \ n t_,Elapsed,_ltime,_=_J%d" , t i m e r  );
} w h i l e (  t i m e r  <= d e l a y _ v a l u e  ); 




TRANSFORM performs off-line batch-wise spectral analysis of the pixel intensity data 
files created by ANALYSE by application of the FFT algorithm. Originally written in 
MATLAB, it has been ported to INRIA SCILAB. The version shown below is the 
SCILAB version.




Lambda=6 3 2.8 
n = 1.355
f i l e c o u n t  = s i z e  ( f i l e s  , 1 ) ;  
f i l e h a n d I e = m o p e n (" r e s u l t s  . t a b l e
m f p r i n t f ( f i l e h a n d l e , " % s , % s , % s , % s , % s , % s , % s , % s , % s , % s , % s \ n " ,  "FILENAME",
"DURATION", "XVAL", "YVAL” , " T s a t  " , "  Tgrowth " , "  S i g ma ", "  SAMPLE_PERIOD",
"FRINGE_FREQUENCY" , " FRINGE_PERIOD ", "  R " ) ;  f o r  c o u n t e r  = 1: f i l e c o u n  t ,
[ r a w d a t a ]= r ead  ( f i l e s  ( c o u n t e r ) , -  1 , 2 ) ;
/ / f i l e  ( " c l o s e  ",  f i l e s  ( c o u n t e r ) ) ;  
r o w s = s i z e  ( r a w d a t a  , 1) ;
[ r a w d a t a ]= r a w d a t a  ( [ 1 3 :  rows ], [ 1: 2 ] ) ;  
r ows=rows  —13;
[ t i m e  ] = r a w d a t a  ( : .  1) ;  
s a m p l e _ p e r i o d = t i m e  ( 2 ) ;
[ i n t e n s i t y  ]= r a w d a t a  ( :  , 2 ) ;
/ / x b a s c ( ) ;
x s e t e c h  ( [ 0 , 0 , 0 . 5 , 1  ] ) ;  
p l o t 2 d ( t i m e  , i n t e n s i t y  );
x t i t l e  ( f i l e s  ( 1 ) , "Ti me  ( s  ) " , "  G r a ys ca l e  ( 0 - 2 5 5 ) " ) ;
[Y]= f f t  ( i n t e n s i t y  , - 1 ) ;
Y( 1 ) = [ ] ;
[ po we r ] =  abs  (Y( 1: rows 1 2 ) ) .  A2 ;
[ n y q u i s t  ] = (1  / s a m p l e _ p e r i o d  ) / 2 ;
[ f req  ] = ( 1: rows 12)1 ( r o w s / 2 ) *  n y q u i s t  ;
[ p e r i o d  ]=[  f r e q  ] A( - 1);
[ p e r i o d  ]=[  p e r i o d  ] ’ ;
/ / x b a s c ( ) ;
x s e t e c h  ( [ 0 . 5 , 0 , 0 . 5 , 1  ] ) ;  
p l o t 2 d ( p e r i o d ,  p o w e r );
x t i t l e  (" P e r i od o g ra m  of  " + s t r i n g  ( f i l e s  ( c o u n t e r  ) ) , "  P er i o d  ( s ) " ,
"Power  ( A r b i t r a r y ) " ) ;
x b a s c ( ) ;
[m, k ] = m a x ( p o w e r );
d a t f i l e h a n d l e  =mopen(  f i l e s ( c o u n t e r ) ) ;  
f o r  f i e l d c o u n t  = 1: 1 : 10,
f i e l d  = m f s c a n f (  d a t f i l e h a n d l e , " % s " ) ;  
i f  f i e l d c o u n t  ==7 t h e n ,
f i e l d  = m fs c a n f  ( d a t f i l e h a n d l e  , "%d ");  
x v a l = f i e l d  ;
end
i f  f i e l d c o u n t  ==9 t h e n ,
f i e l d  = m f s c a n f ( d a t f i l e h a n d l e , " % d ");
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yv a l =  f i e l d  ;
end
end
f o r  f i e l d c o u n t  = 1:1:  1 5,
f i e l d  = m f s c a n f  ( d a t f i l e h a n d l e , "% s " ) ;  
i f  f i e l d c o u n t  ==10  t h e n ,
f i e l d  = m fs c a n f  ( d a t f i l e h a n d l e ,  " % f " ) ;
T sa t =  f i e l d  ;
end
i f  f i e l d c o u n t = = 1 2  t h e n ,
f i e  I d = m  f sc a n f  ( d a t f i l e h a n d l e ,  " % f " ) ;
Tgrowth = f i e l d  ;
end
end
m c l o s e (  d a t f i l e h a n d l e  );
s i g m a= ( ( A + ( B * T s a t  ( l ) ) + C * ( T s a t ( l ) A2 ) ) / ( A+ (B *Tg ro w t h  ( l ) ) + C * ( T g r o w t h  (1 ) A2 ) ) )  -  1;
R=( Lambda / n ) *  f r eq  ( k ); 
m f p r i n t f ( f i l e h a n d l e , " % s , % s , % s , % s , % s , % f , % f , % f , % s , % s , % s  \ n ", f i l e s ( c o u n t e r ) ,  
s t r i n g  ( t ime ( rows ) ) ,  s t r i n g  ( s a m p l e _ p e r i o d  ), s t r i n g ( x v a l ( l ) ) ,  s t r i n g (  y val  ( 1 ) ) ,  
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