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Abstract
We consider various aspects of Kitaev’s toric code model on a plane in
the C∗-algebraic approach to quantum spin systems on a lattice. In par-
ticular, we show that elementary excitations of the ground state can be de-
scribed by localized endomorphisms of the observable algebra. The struc-
ture of these endomorphisms is analyzed in the spirit of the Doplicher-
Haag-Roberts program (specifically, through its generalization to infinite
regions as considered by Buchholz and Fredenhagen). Most notably, the
statistics of excitations can be calculated in this way. The excitations
can equivalently be described by the representation theory of D(Z2), i.e.,
Drinfel’d’s quantum double of the group algebra of Z2.
1 Introduction
Kitaev’s quantum double model [26] has attracted much interest in recent years.
One of its interesting features is that the model has anyonic excitations. Such
models may be relevant to a new approach to quantum computing, where topo-
logical properties of a system are used to do computations (see [33, 39] for re-
views). Here we consider the simplest case of this model, corresponding to the
group Z2. This model is often called the toric code, although we will consider it
on the plane instead of on a torus. This model is not powerful enough for ap-
plications to quantum computing, but it has interesting properties nonetheless.
In particular, it has anyonic excitations (albeit abelian anyons).
The toric code has been studied by many authors by now, for example [1,
12, 26]. We take a different viewpoint, namely that of local quantum physics.
Indeed, the model can be discussed in the C∗-algebraic approach to quantum
spin systems [7, 8]. We show that single excitations can be described by states
that cannot be distinguished from the ground state when restricted to mea-
surements outside a cone extending to infinity. This structure is familiar from
the algebraic approach to quantum field theory [21], in particular when massive
particles are considered [9].
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The states describing these single excitations lead, via the GNS construction,
to inequivalent representations (superselection sectors) of the observable alge-
bra. In fact, these states fulfill a certain selection criterion, pertaining to the fact
that they are localized and transportable. The analysis of such representations
is central to the Doplicher-Haag-Roberts (DHR) program in algebraic quantum
field theory [14, 15]. In particular, it turns out that these representations can
equivalently be described by endomorphisms of the observable algebra. This
description leads in a natural way to the notion of composition of excitations
and to statistics of (quasi)particles from first principles. This analysis can be
carried out completely for the toric code on the plane.
A related approach is taken for example in [34, 36], where the authors con-
sider G-spin (or, more generally, Hopf-C∗) chains. There, excitations localized
in bounded regions (satisfying the so-called DHR criterion) are considered. Since
every injective endomorphism of a finite dimensional algebra is in fact an auto-
morphism, the authors consider amplimorphisms to obtain non-abelian charges.
Here, we take a different approach, and look instead at endomorphisms localized
in certain infinite “cone” regions. In our model the irreducible endomorphisms
are all automorphisms, but since we consider excitations localized in infinite
regions, finite dimensionality of the algebras is not an obstruction any more.
The idea of construction charged sectors localized in infinite regions is not new:
it is used, for example, in the work of Fredenhagen and Marcu [19].
Discrete gauge theories in d = 2 + 1 show similar algebraic features (i.e.,
fusion and braiding) of anyons [2]. Similar models have been studied in the
constructive approach to quantum fields in lattice gauge theory, in particular
for the gauge group Z2 in [4, 19]. These results have been generalized to the
group ZN in [5,6]. Although the setting considered here is different, some of the
methods used are similar. A field theoretic interpretation of the model discussed
here can be found in Section 4 of [26].
The paper is organized as follows. In Section 2, we recall the model and
discuss the ground state in the C∗-algebraic setting. In Section 3 localized au-
tomorphisms describing excitations are described. Section 4 is devoted to fusion
and statistics of excitations. Then follows a discussion of operator-algebraic as-
pects of von Neumann algebras generated by observables localized in cones.
Finally, in the last section we prove that the excitations are described by the
representation theory of the quantum double D(Z2).
2 The model
We describe Kitaev’s model in the C∗-algebraic framework for quantum lattice
systems [1]. Consider a square Z2 lattice. On each bond of the lattice, i.e. an
edge between two vertices of distance 1, there is a spin-1/2 particle. That is,
at each bond b the local state space is H{b} = C
2, with observables A({b}) =
M2(C). The set of bonds will be denoted by B. If Λ ⊂ B is a finite set,
A(Λ) is the algebra of observables living on the bonds of Λ. It is the tensor
product of the observable algebras acting on the individual bonds of Λ. If
Λ1 ⊂ Λ2 there is an obvious inclusion of corresponding algebras, by identifying
HΛ2 ∼= HΛ1 ⊗HΛ2\Λ1 . This defines a local net of algebras, with respect to the
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Figure 1: The Z2 lattice. The gray bonds each carry a spin-1/2 particle. A star
(dashed lines) and plaquette (thick lines) are shown.
inclusion A(Λ1) →֒ A(Λ2) for Λ1 ⊂ Λ2. Define
Aloc =
⋃
Λf⊂B
A(Λf ),
the algebra of local observables. The union is over the finite subsets Λf of
B. The algebra A of quasi-local observables is the completion of Aloc in the
norm topology, turning it into a C∗-algebra. Alternatively, one can see it as
the inductive limit of the net Λ 7→ A(Λ) in the category of C∗-algebras. Note
that A is a uniformly hyperfinite (UHF) algebra [7]. The algebra of observables
localized in an arbitrary subset Λ of B is defined as
A(Λ) =
⋃
Λf⊂Λ
A(Λf)
‖·‖
,
where the union is again over finite subsets. An operator A is said to have
support in Λ, or to be localized in Λ, if A ∈ A(Λ). The set supp(A) ⊂ B is the
smallest subset in which A is localized.
The Hamiltonian of Kitaev’s model is defined in terms of plaquette and star
operators, each supported on four bonds (see Figure 1). If s is a point on the
lattice, star(s) denotes the star based at s. Similarly, plaq(p) are the bonds
enclosing a plaquette p. The corresponding star and plaquette operators are
given by
As =
⊗
j∈star(s)
σxj , Bp =
⊗
j∈plaq(p)
σzj ,
where the tensor product is understood as having Pauli matrices σx (resp. σz)
in places j, and unit operators in all other positions. It is then straightforward
to check that for all stars s and plaquettes p, we have
[As, Bp] = 0.
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These operators are used to define the local Hamiltonians. If Λf ⊂ B finite, the
associated local Hamiltonian is
HΛf = −
∑
star(s)⊂Λf
As −
∑
plaq(b)⊂Λf
Bp.
There is a natural action of Z2 on the quasi-local algebra, acting by translations.
Denote this action by τx for x ∈ Z2. Note that the interactions are of finite range,
and moreover, they are translation invariant. Hence, there exists an action αt
of R on A describing the dynamics of the system [8], as well as a derivation δ
that is the generator of the dynamics. For observables localized in a finite set
Λ, the action of this derivation is given by1
δ(A) = i[HΛ, A], A ∈ A(Λ).
By definition, ground states for these dynamics are states ω of A such that
−iω(X∗δ(X)) ≥ 0 for all X ∈ Aloc.
In [1] it is shown that the model admits a unique ground state, which can be
computed explicitly. Since we will need the argument later, for the convenience
of the reader we summarize the results. The following lemma is crucial in the
computation of the ground state. The proof is a straightforward application
of the Cauchy-Schwartz inequality and the fact that for A positive, ω(A) = 0
implies that ω(A2) = 0.
Lemma 2.1. Let ω be a state on a C∗-algebra A, and suppose X = X∗ such
that X ≤ I and ω(X) = 1. Then ω(XY ) = ω(Y X) = ω(Y ) for any Y ∈ A.
Consider now the abelian algebra AXZ generated by the star and plaquette
operators. This algebra is in fact maximal abelian: A′XZ ∩ A = AXZ [1]. Let ω
be the state on AXZ such that ω(As) = ω(Bp) = 1 for all plaquette and star
operators.2 With help of the lemma, this completely determines the state on
AXZ . Moreover, it minimizes the local Hamiltonians, hence any ground state
of the system must be equal to ω if restricted to AXZ . The goal is then to show
that this state has a unique extension to A.
Let ω0 be an extension of ω to the algebra A.
3 Using the lemma one can
show that for X,Y ∈ Aloc,
−iω0(X
∗δ(Y )) =
∑
s
(ω0(X
∗Y )− ω0(X
∗AsY ))
+
∑
p
(ω0(X
∗Y )− ω0(X
∗BpY )),
(2.1)
where the variable s runs over all stars in the lattice, and p over all plaquettes.
If one takes X = Y , an application of the Cauchy-Schwartz inequality shows
that the right hand side is positive, hence ω0 is a ground state.
As mentioned before, in the model at hand this extension is actually unique.
In fact, let X be a monomial in the Pauli matrices, say X =
∏
i∈Λ σ
ki
i where
1To be a bit more precise: the derivation δ defined here is norm-closable and it is the
closure δ that generates the dynamics [8, Thm. 6.2.4]. By a density argument, it is often
enough to consider δ instead of its closure.
2That such a state exists can be seen by mapping the model to an Ising spin model.
3By the Hahn-Banach theorem an extension ω0 of ω to A always exists.
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Λ ⊂ B is finite and ki = x, y or z. Then ω0(X) is non-zero if and only if X is a
product of star and plaquette operators, in which case it is 1. This completely
determines the state ω0, since the value of ω0(X) can be computed by a repeated
application of Lemma 2.1. For example, to make plausible why ω0 is zero if X is
not a product of star and plaquette operators, consider an operator of the form
A = σxj for some bond j. Then there is a plaquette p such that j ∈ plaq(p).
But then
ω0(A) = ω0(Bpσ
x
jBp) = −ω0(A).
In particular, for a local observable A that is a monomial in the Pauli matrices,
the set of bonds where A has a σx component should have the property that
the intersection with each plaquette plaq(p) has an even number of elements.
Continuing in this manner, one can show that indeed only products of star and
plaquette operators lead to non-zero expectation values [1].
Proposition 2.2. There is a unique (hence pure) ground state ω0. This state
is translation invariant. The self-adjoint H0 generating the dynamics in the
GNS representation (π0,H0,Ω), when normalized such that H0Ω = 0, satisfies
Sp(H0) ⊂ {0} ∪ [4,∞).
Proof. We have already discussed existence and uniqueness of ω0. Translations
map star operators into star operators, and plaquette operators into plaquette
operators, hence the ground state is translation invariant.
Since ω0 is a ground state, it is invariant under the dynamics and the time
evolution can be implemented by a strongly continuous group t 7→ Ut of uni-
taries. We can choose Ut such that UtΩ = Ω. It follows that there is an
(unbounded) self-adjoint H0 such that Ut = e
itH0 and H0Ω = 0.
We claim that SpH0 ⊂ {0} ∪ [M,∞) is equivalent to
− iω0(X
∗δ(X)) ≥M
(
ω0(X
∗X)− |ω0(X)|
2
)
, (2.2)
for all X ∈ Aloc, because the ground state is non-degenerate. Indeed, since
H0Ω = 0 with Ω the GNS vector, the inequality can equivalently be written as
〈XΩ, H0XΩ〉 ≥M(‖XΩ‖2− |〈Ω, XΩ〉|2) because 〈XΩ, H0XΩ〉 = ω0(X∗δ(X)).
Here we have identified X with its image π0(X), which is possible since π0
is a representation of a UHF (hence simple) algebra. On the other hand, the
spectrum condition is equivalent toH0+MPΩ ≥MI, where PΩ is the projection
on the subspace spanned by Ω (by non-degeneracy, this is the spectral projection
corresponding to {0}). This is equivalent to the condition
〈Ψ, (H0 +MPΩ)Ψ〉 = 〈Ψ, H0Ψ〉+M |〈Ω,Ψ〉|
2 ≥M‖Ψ‖2
for all Ψ in the domain D(H0) of H0. But π(Aloc)Ω is a core for H0 (compare
with the proof of [8, Prop. 5.3.19]), hence it is enough to check the inequality
for Ψ = XΩ with X ∈ Aloc. This shows that inequality (2.2) is equivalent to
the assertion on the spectrum of H0.
We now show that inequality (2.2) indeed holds for M = 4. As a first step,
we claim that if either X or Y is a local operator in AXZ ,
− iω0(X
∗δ(Y )) = 4
(
ω0(X
∗Y )− ω0(X)ω0(Y )
)
= 0. (2.3)
Under these assumptions, the left-hand side can be seen to vanish by equa-
tion (2.1) and Lemma 2.1. As for the right hand side, consider the case where
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X ∈ AXZ (the other case is proved similarly). In this case, X =
∑
i λiXi where
each Xi is a product of star and plaquette operators. Using Lemma 2.1 again,
it follows that ω0(X
∗Y ) =
∑
i λiω0(Y ) = ω0(X)ω0(Y ), proving the claim.
Now consider the general case, with a local operator X = XXZ+
∑
i∈I λiXi,
where X0 ∈ AXZ and each Xi (with i in some finite set I) is a monomial in the
Pauli matrices such that Xi /∈ AXZ . Since Xi /∈ AXZ, there is some As or Bp
that does not commute with Xi. Suppose this is As. Since Xi is a monomial
in the Pauli matrices, this actually implies that {As, Xi} = 0, in other words,
they anti-commute. Note that this implies that ω0(Xi) is zero for each i 6= 0,
since by the same trick as used before it follows that ω0(Xi) = −ω0(Xi). By
the remarks above, equation (2.2) reduces to
− i
∑
i,j∈I
ω0(X
∗
i δ(Xj)) ≥ 4
∑
i,j∈I
ω0(X
∗
i Xj). (2.4)
Note that for each Xi, there is a finite number ni of plaquette and star operators
that anti-commute with Xi. In fact, ni ≥ 2, since if there is for example one
star operator that does not commute with Xi, there must necessarily be another
one with this property.4 Note that if ni 6= nj , there is a star or a plaquette
operator that commutes with Xi and anti-commutes with Xj (or vice versa).
Consequently, ω0(X
∗
i Xj) = 0.
Now define for each integer k the finite set Ik = {i ∈ I : ni = k} and
the operators X˜k =
∑
i∈Ik
Xi, with the understanding that X˜k = 0 if Ik is the
empty set. By the considerations above, it then follows that
∑
i,j∈I ω0(X
∗
i Xj) =∑
k≥2 ω0(X˜
∗
kX˜k), since ni ≥ 2 for each i ∈ I. On the other hand, from equa-
tion (2.1) it follows that −iω0(X∗i δ(Xj)) = 2niω(X
∗
i Xj). It then follows that
the left hand side of the inequality (2.4) is equal to 2
∑
k≥2 kω0(X˜
∗
kX˜k). From
this it easily follows that inequality (2.4) holds.
The spectrum condition has far-reaching consequences for the correlation
functions; for example, it implies that ground state correlations decay exponen-
tially [32].
3 Localized endomorphisms
In this section we describe localized excitations of the system. In his model, Ki-
taev associates certain string operators to paths on the lattice (or the dual lat-
tice). These string operators create excitations at the endpoints of the paths [26].
The idea is to consider a single excitation by moving one of the excitations to in-
finity, as is done for example in Ref. [19]. Before this construction is introduced,
we give some preliminary definitions.
By a site, we mean either a point on the lattice, a plaquette, or a pair of a
plaquette with one of its vertices (i.e., a combined site). Sites can be seen as
the places where excitations can be introduced. Between two sites of the same
type, we can consider paths. A path between two points on the lattice is just
a path consisting of bonds of the lattice. A path between plaquettes can be
viewed as a path on the dual lattice. A path between combined sites is called a
4This amounts to saying that excitations always exist in pairs in finite regions in Kitaev’s
model [26].
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Figure 2: A path on the lattice (left black line) and a ribbon. The dots on the
ribbon indicate a combined site, i.e. a plaquette with one of its vertices.
ribbon (see Figure 2). One can think of a ribbon as being composed by a path
on the lattice and one on the dual lattice.
Definition 3.1. Let γ be a finite path between two sites. If γ is a path on
the lattice, define the corresponding string operator as ΓγZ =
⊗
i∈γ σ
z
i . If it
is a path on the dual lattice, the string operator is defined as ΓγX =
⊗
i∈γ σ
x
i .
Here i ∈ γ means that i is a bond that intersects the path on the dual lattice.
Finally, a string operator corresponding to a ribbon is a combination of these
constructions. That is, ΓγY = Γ
γ1
X Γ
γ2
Z , where γ1 is the path on the lattice and γ2
the path on the dual lattice, corresponding to the ribbon.
It should be clear from the context whether we consider paths on the lattice,
paths on the dual lattice, or ribbons. We say that a path or the corresponding
string operator is of type X,Y or Z, corresponding to the subscripts used in the
definition.
We first make some observations that will be used later. Consider a plaquette
p. The corresponding plaquette operator Bp is just the string operator Γ
γ
Z ,
where γ is the closed path consisting of the edges of the plaquette. If p′ is, for
example, a plaquette adjacent to p, BpBp′ is the string operator corresponding
to the closed path on the outer edges of the two plaquettes. Continuing this
way, it follows that the string operator corresponding to a closed path on the
lattice is the product of plaquette operators corresponding to the plaquettes
enclosed by the path. The reader will have no trouble checking that similarly a
string operator corresponding to a closed path on the dual lattice is the product
of all star operators corresponding to the stars enclosed by the path.
The idea now is to study “elementary” excitations by first considering a
pair of excitations (created by a string operator), and then move one of the
excitations to infinity. This technique is also used in, for instance, lattice gauge
theory [6,19]. We show that in Kitaev’s model such excitations can be described
by localized automorphisms of A.
Definition 3.2. Let ρ be a ∗-endomorphism of A. Let Λ ⊂ B be arbitrary.
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Figure 3: Example of a cone (bold bonds). The shaded region is the area
bounded by two lines emanating from a point.
Then ρ is said to be localized in Λ if ρ(A) = A for all A ∈ A(Λc). Here Λc
denotes the complement of any subset Λ of B.
We will primarily be interested in cone regions, although in fact the specific
shape of the regions is not important (see also Remark 3.8 below).
Definition 3.3. Consider a point on the lattice Z2, with two semi-infinite lines
emanating from it, such that the angle between those lines is positive but smaller
than π. A cone Λ ⊂ B consists of all bonds that are in the area bounded by
the two lines, or intersected by one of the lines. See Figure 3 for an example.
Remark that for x ∈ Z2 there is a translated cone Λ + x. Furthermore,⋃
x∈Z2(Λ + x) is the set of all bonds. Finally, τx(A(Λ)) = A(Λ + x) for any
Λ ⊂ B. These properties hold in fact for any subset Λ of the bonds.
The string operators induce localized endomorphisms (in fact, automor-
phisms) of A. If γ is a path starting at a site x and extending to infinity,
write γn (n ∈ N) for the finite path consisting of the first n bonds of the path
γ.
Proposition 3.4. Let Λ be a cone and let k = X,Y, Z. Choose a path γk of
type k in Λ extending to infinity. Consider the corresponding string operators
Γγnk for n ∈ N. For any A in A, define
ρk(A) = lim
n→∞
AdΓγnk (A), (3.1)
where the limit is taken in norm. Then for each k, ρk defines an outer auto-
morphism of the quasi-local algebra A. These automorphisms are localized in
Λ.
Proof. In the proof we will omit the symbol γ and write Γnk . Suppose A is
an observable localized in a finite region Λ0. Then one can find n0 such that
(γn \ γn0) ∩ Λ0 = ∅ for all n > n0. In other words, new parts of the path all
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lie outside Λ0. But then it follows that AdΓ
n
k (A) = AdΓ
n0
k (A) for all n > n0,
hence the limit in equation (3.1) converges in norm for any local operator A.
To define ρk on A, extend by continuity. Indeed, since each Γkn is a unitary
operator, ‖ρk(A)‖ = ‖A‖ for each local observable. The local observables are
norm-dense in A, so that ρk extends uniquely to A. By continuity of the ∗-
operation and joint continuity of multiplication (in the norm topology), ρk is a
∗-endomorphism. The localization property immediately follows from locality:
if B ∈ A(Λc), then it commutes with Γnk for each n.
The endomorphism ρk is in fact an automorphism. Indeed, because Pauli
matrices square to the identity, ρk ◦ ρk is the identity. To see that the automor-
phisms are outer, it is enough to notice that the sequence Γnk is not a Cauchy
sequence in A, hence it does not converge to an element in A. By Theorem 6.3
of [18], it follows that the automorphisms are outer.5
Note that the automorphism ρk depends on the choice of path γk. If neces-
sary, this path dependence will be emphasized by using the notation ρkγ .
The automorphisms defined in Proposition 3.4 induce states by composing
with the ground state.
Definition 3.5. Let x be a site and γ a path of type k = X,Y, Z starting at x
and extending to infinity. Define a state ωxk of A by ω
x
k(A) = ω0(ρ
k
γ(A)).
At first sight, this state appears to depend on the specific choice of path.
However, this is not the case.
Lemma 3.6. For each k = X,Y, Z and each site x of the same type, the state
ωxk only depends on x, but not on the path γ.
Proof. First consider the case k = Z, so that x is a point on the lattice. To
prove independence of the path, consider another point y and let γ1 and γ2 be
two paths from x to y. Denote the corresponding string operators by Γ1Z and
Γ2Z . This allows to define two (a priori distinct) states
ωx,yi (A) = ω0(Γ
i
ZAΓ
i
Z), i = 1, 2.
Note that the string operators commute with plaquette operators, hence clearly
ωx,yi (Bp) = 1 for each plaquette p. As for the star operators, note that each star
has an even number (0,2 or 4) of edges in common with the paths γi, except
at the endpoints x and y, where there are an odd number of edges in common.
Let s be the star based at x. Suppose for the sake of example that it has one
edge in common with the path γ1. Then, using the commutation relations for
Pauli matrices,
ωx,y1 (As) = ω0(Γ
1
ZAsΓ
1
Z) = i
2ω0(As) = −1.
A similar calculation holds in the case of 3 common edges, or for a star s
containing the endpoint y. Summarizing, we find that ωx,y1 and ω
x,y
2 coincide
on the abelian algebra AXZ , taking the value 1 on all plaquette operators. On
the star operators they take the value −1 if the star is based at either x or y,
and 1 otherwise. A similar argument as given for the ground state now allows
5Alternatively, this follows because the GNS representation of ω0 ◦ ρk is disjoint from the
GNS representation of ω0, see Theorem 3.7.
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us to compute the value of the states on arbitrary elements of the local algebras,
and it follows that both states coincide.
There is in fact another way to see this. Let for example γ be a finite path
of type Z. Let p be a plaquette such that p ∩ γ is non-empty. Then it is easy
to see that ΓZγBp = Γ
Z
γ′ , where the path γ
′ is obtained from γ by deleting the
bonds of γ∩p and adding the bonds p\γ to the path γ. Hence once can use the
plaquette operators to deform one path into another, provided the endpoints
are the same. Since
ω0(Γ
Z
γAΓ
Z
γ ) = ω0(BpΓ
Z
γAΓ
Z
γBp) = ω0(Γ
Z
γ′AΓ
Z
γ′)
it follows that the states coincide. A similar argument can be given for paths
of type X .
Now consider the case where γ1 and γ2 are two paths starting at x and
extending to infinity. Let A be a local observable, localized in some finite set
Λ ⊂ B. Then there is an n0 such that the paths γ1n and γ
2
n do not return to Λ
for n ≥ n0. Consider a path γ′ ⊂ Λc from γ1n0 to γ
2
n0
. By locality and the result
above, we then have
ω0(ρ
Z
γ1(A)) = ω0(Γ
γ1n0
Z AΓ
γ1n0
Z ) = ω0(Γ
γ′
Z Γ
γ1n0
Z AΓ
γ1n0
Z Γ
γ′
Z )
= ω0(Γ
γ2n0
Z AΓ
γ2n0
Z ) = ω0(ρ
Z
γ2(A)).
By continuity this result extends to observables A ∈ A, hence the state ωxZ is
independent of the path.
The argument for the states ωxX and ω
x
Y is essentially the same. The differ-
ence is that one has to consider points x, y in the dual lattices, i.e. plaquettes
of the lattice, together with paths on the dual lattice. E.g., for k = X one finds
ωx,yX (As) = 1, ω
x,y
X (Bp) =
{
−1 x, y ∈ p
1 otherwise.
The argument is now the same as for ωxZ .
The state ωxk describes a single excitation. By the GNS construction, this
leads to a corresponding representation πωx
k
of A. The GNS triple coming from
the ground state ω0 will be denoted by (π0,H0,Ω). The remarkable feature is
that representations corresponding to single excitations cannot be distinguished
from the ground state representation when restricted to the complement of a
cone.
Theorem 3.7. Let Λ ⊂ B be any cone. Then
π0 ↾ A(Λ
c) ∼= πωx
k
↾ A(Λc), (3.2)
for k = X,Y, Z and any site x. In addition, πωx
k
∼= πωy
l
if and only if k = l.
This holds for k = 0, X, Y, Z, where ωx0 := ω0.
Proof. Let x be a site. Choose a path γ (of type k) in Λ, starting at x and
going to infinity. Consider ρk := ρkγ as above. Then π0 ◦ ρ
k is localized in Λ,
in the sense that π0 ◦ ρk(A) = π0(A) for all A ∈ A(Λc). Moreover, it is a GNS
representation for the state ωxk , essentially by definition of ω
x
k (the Hilbert space
10
Figure 4: Consider the state induced by thick path on the lattice. A path γ on
the dual lattice (dashed) defines a string operator ΓγX . The state has value −1
on this operator.
is H0 and Ω the cyclic vector).6 Hence by uniqueness of the GNS representation,
π0 ◦ ρk ∼= πωx
k
. Together with localization this yields equation (3.2).
Let y be another site. Consider a path γ′ from x to y, with correspond-
ing string operator Γγ
′
k . Note that AdΓ
γ′
k ◦ ρ
k is precisely the automorphism
induced by the path from y to infinity, obtained by concatenating γ′ with γ.
From unitarity of Γγ
′
k it is easy to see that πωxk
∼= πωy
k
, proving that the GNS
representations of type k are equivalent, independent of the starting site.
To complete the proof, we show that the representations are globally inequiv-
alent. Note that ω0 is a pure state, hence the GNS representation is irreducible.
The GNS representations of the states ωk can be obtained by composing π0 with
an automorphism of A, hence they are also irreducible. But this implies that
ω0 and ωk are factor states. Moreover, since the representations are irreducible,
unitary equivalence is equivalent to quasi-equivalence of the states [23, Prop.
10.3.7]. Recall that in the situation at hand, two factor states ω1 and ω2 are
quasi-equivalent if and only if for each ε > 0, there is a finite set of bonds Λ̂
such that for all finite sets Λ˜ ⊂ Λ̂c and B ∈ A(Λ˜), |ω1(B)− ω2(B)| < ε‖B‖, by
Corollary 2.6.11 of [7]. We show that this inequality cannot hold.
Consider for the sake of example the case ω0 and ω
x
Z , for some point x on the
lattice. Set ε = 1. Without loss of generality, we can assume that Λ̂ contains
the star based at x. Since Λ̂ is finite, it is possible to choose a closed non-
self-intersecting path γ in the dual lattice, such that the set Λ̂ is contained in
the region bounded by the path (see Figure 4). Consider the string operator
ΓγX corresponding to this path. Then clearly this operator is localized in a
finite region in the complement of Λ̂. Recall that ΓγX is the product of star
operators enclosed by the path γ, in particular the star based at x. That is,
6Note that ω0 and ωkx are automorphic states in the terminology of [23, Ch. 12]. The
statement is then an example of Proposition 12.3.3 of the same reference.
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ΓγX = Astar(x)As1 · · ·Asn for certain stars s1, . . . sn. But this implies
|ω0(Γ
γ
X)− ω
x
Z(Γ
γ
X)| = |1− ω
x
Z(Astar(x))| = 2 > ‖Γ
γ
X‖.
The other cases are similar, if necessary using plaquettes instead of stars.
Remark 3.8. The fact that Λ is a cone is not essential at this point. What is
important is that it should be possible to choose a path extending to infinity
contained in Λ. In particular, the proof implies that it is not possible to sharpen
the result to unitary equivalence when restricted to the complement of a finite
set. At one point in the analysis however, notably in the proof of Theorem 5.2,
it is essential to be able to translate the support of any local observable to a
region completely inside Λ. If Λ is a cone, this is always possible.
In the language of algebraic quantum field theory, the representations πωk
are said to satisfy a selection criterion. Usually one imposes such a selection cri-
terion to select physically relevant representations. Here however, we start with
physically reasonable constructions and arrive at the criterion. The criterion
here can be interpreted as a lattice analogue of localization in spacelike cones,
as considered in [9]. An example of a model admitting such representations,
albeit a model mainly of mathematical interest, is constructed in [10]. The
interpretation is that the excitations cannot be distinguished from the ground
state outside a cone region. It would be interesting to know if there are other
irreducible representations of A, not unitarily equivalent to the representations
in Theorem 3.7, satisfying this criterion. One probably has to impose additional
criteria to select physically relevant representations (cf. the condition on the
existence of a mass gap in [9]).
For the automorphisms considered here a similar property can be derived. In
particular, the automorphisms are covariant with respect to the time evolution.
Moreover the generator has positive spectrum bounded away from zero. Note
that the algebra A (being UHF) is simple, hence π0 is a faithful representation.
To simplify notation, from now on we identify π0(A) with A and often drop the
symbol π0, as already done in the proof of Proposition 2.2.
Proposition 3.9. Let γ be a path to infinity of type k. Then ργ is covariant
for the action of αt. In fact, suppose γ is of type Z. Then, for all t ∈ R and
A ∈ A,
ργ(αt(A)) = e
it(H0+2As)ργ(A)e
−it(H0+2As)
with Sp(H0 + 2As) ⊂ [2,∞). Here s is the starting point of γ. For the case
k = X one has to replace As by Bp, where p is the plaquette where the path
starts. The case k = Y has generator H0+2Bp+2As, with spectrum contained
in [4,∞).
Proof. We prove the result for paths of type X . The other cases are proved
by making the obvious modifications. First note that for A ∈ Aloc, αt(A) =
limΛ→Z2 e
iHΛtAe−iHΛt in norm.
By the same reasoning as in the proof of Lemma 2.1, one sees that ργ(As) =
−As. Hence if Λ ⊃ star(s), we have ργ(HΛ) = HΛ + 2As. By expanding the
exponential into a power series, it is then clear that
ργ(e
itHΛAe−itHΛ) = eit(HΛ+2As)ργ(A)e
−it(HΛ+2As).
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One then sees (remark in particular that As commutes with all local Hamil-
tonians) that for all A ∈ A we have ργ(αt(A)) = Utργ(A)U∗t , where Ut is the
unitary Ut = exp(it(H0 + 2As)).
It remains to show the spectrum condition. This can be done by similar
methods as used in the proof of Proposition 2.2. The spectrum condition is
equivalent to the inequality
−iω(X∗δ(X)) + 2ω(X∗AsX)− 2ω(X
∗X) ≥ 0
for all X ∈ Aloc. We then proceed as before: write X = XXZ +
∑
iXi where
XXZ ∈ AXZ andXi /∈ AXZ monomials in the Pauli matrices. After substituting
this into the inequality, all terms containingXXZ vanish. By the same reasoning
as in the proof of Proposition 2.2 one then sees that this inequality is indeed
satisfied for all X ∈ Aloc.
The following corollary is immediate.
Corollary 3.10. The states ωkγ are invariant with respect to αt.
4 Fusion, statistics and braiding
The localized endomorphisms considered in the previous section can be endowed
with a tensor product. In fact, it is possible to define a braiding in a canonical
way. This braiding is related to the statistics of particles. In the DHR analysis,
a crucial role in the construction is played by Haag duality in the vacuum sector.
For dealing with cone localized endomorphisms, the appropriate formulation is
the condition that for each cone Λ the following equality holds:
π0(A(Λ))
′′ = π0(A(Λ
c))′.
Note that by locality, one always has π0(A(Λ))
′′ ⊂ π0(A(Λ
c))′. Currently no
general conditions from which Haag duality follows are known, but note that
there are some results for quantum spin chains, e.g. [25, 29]. At the moment
we do not have a proof of Haag duality, but since the ground state is known
explicitly, one might hope that a direct proof is possible.
Fortunately, in the present situation it is possible to do without Haag duality.
To clarify this, first note that Theorem 3.7 implies in particular that the localized
automorphisms defined by paths extending to infinity are transportable.
Definition 4.1. Let Λ be a cone and suppose that ρ is an endomorphism of A
localized in Λ. Then ρ is called transportable, if for any cone Λ̂ there is a unitary
equivalent7 endomorphism ρ̂ localized in Λ̂.
One of the applications of Haag duality is to get more control over the unitary
setting up the equivalence. Specifically, one can show that the intertwiners are
elements of the (weak closure) of cone algebras. Recall that an intertwiner V
from an endomorphism ρ1 to ρ2 is an operator such that V ρ1(A) = ρ2(A)V for
all A ∈ A. A unitary intertwiner is also called a charge transportation operator
(or simply charge transporter). In our model we will be able to prove, without
invoking Haag duality, that the charge transporters are elements of the weak
closure of cone algebras. We again identify π0(A) with A in the proof.
7We do not require that this unitary lives in A. More precisely, we demand that pi0 ◦ ρ ∼=
pi0 ◦ ρ̂.
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Lemma 4.2. Let γ1 (resp. γ2) be a path of type k starting at a site x (resp.
y) and extending to infinity. Then there is a unitary intertwiner V from ρkγ1 to
ρkγ2 such that Γ
k
γ̂V Ω = Ω (where Ω is the GNS vector for ω0) for any path γ̂
from x to y.
Moreover, if for each n a path γ˜n from the n-th site of γ1 to the n-th site of
γ2 is chosen such that limn→∞ dist(γ˜n, x) =∞, then for Vn = Γn1Γ
k
γ˜n
Γn2 , where
Γni is the string operator corresponding to the path γ
i
n, we have
V = w-lim
n→∞
Vn. (4.1)
In other words, Vn is a sequence of operators converging weakly to V .
Proof. First note that AsΩ = BpΩ = Ω for all star and plaquette operators.
Indeed,
‖(As − I)Ω‖
2 = ω0((As − I)
∗(As − I)) = 2− 2 = 0,
for all As. A similar calculation holds for the operators Bp. Note that this
property can be interpreted as the ground state vector minimizing the value of
each local Hamiltonian [26].
First note that a unitary V as in the statement is necessarily unique because
any unitary intertwiner from ρkγ1 to ρ
k
γ2
is a scalar multiple of V , by Schur’s
lemma and irreducibility of π0. To show existence, first consider (for simplicity)
the case where γ1 and γ2 start at the same site x. As remarked earlier in
the proof of Theorem 3.7, Ω is a cyclic vector for ρk1 and for ρ
k
2 (we will write
ρk1 instead of ρ
k
γ1
in the proof). Moreover, the corresponding vector state is
ωxk . By uniqueness of the GNS construction, there is a unitary V such that
V ρk1(A) = ρ
k
2(A)V for all A ∈ A, and V Ω = Ω.
Choose paths γ˜n as in the statement of the lemma. The path obtained by
concatenating γ˜n with the paths γ
1
n and γ
2
n can be seen as a loop based at x
that gets larger and larger as n gets bigger. Now consider a sequence Vn of
unitaries defined by Vn = Γ
n
1Γ
n
2Γ
k
γ˜n
where Γni is defined in the statement of the
Lemma. Note that Vn is a product of star and plaquette operators, since it is
the path operator of a closed loop. Hence, VnΩ = Ω by the observation above.
Suppose B ∈ Aloc. Let N be such that γ˜n ∩ supp(B) = ∅ for all n ≥ N . Then
from locality, one can easily verify that Vnρ
k
1(B) = ρ
k
2(B)Vn for all n ≥ N , in
other words,
lim
n→∞
〈ρk1(A)Ω, Vnρ
k
1(B)Ω〉 = lim
n→∞
〈ρk1(A)Ω, ρ
k
2(B)VnΩ〉 = 〈Ω, ρ
k
1(A)
∗ρk2(B)Ω〉,
for all A,B ∈ Aloc. On the other hand, for each A,B ∈ Aloc,
〈ρk1(A)Ω, V ρ
k
1(B)Ω〉 = 〈Ω, ρ
k
1(A)
∗ρk2(B)Ω〉,
since V Ω = Ω. The sequence Vn is uniformly bounded and because ρ
k
1(Aloc)Ω
is dense in H0, since ρk1 is an automorphism, it follows that Vn → V weakly.
Seeing that any path γ̂ from x to x is a loop, it is clear that Γkγ̂V Ω = Ω.
As for the general case, suppose γ1 starts at the site x and γ2 starts at the
site y. Choose a path γ˜ from x to y. Then ρ̂ := AdΓkγ˜ ◦ ρ
k
1 is defined by a path
starting at y. By the argument above, there is a unitary V̂ intertwining ρ̂ and
ρk2 such that V̂ Ω = Ω. Set V = Γ
k
γ˜V̂ . It follows that V is an intertwiner from
ρk1 to ρ
k
2 that satisfies Γ
k
γV Ω = Ω for all paths γ from x to y, because Γ
k
γ˜Γ
k
γ is
the path operator of a loop. The claim on the converging net follows from the
construction.
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A pleasant consequence of the above proof is that an explicit sequence con-
verging to the intertwiners is given, which makes it possible to do explicit calcu-
lations. A direct consequence of the Lemma is that we have some control over
the algebras containing the unitary intertwiners, a point where usually Haag
duality is used.
Theorem 4.3. Suppose Λ1 and Λ2 are two cones such that there is another
cone Λ ⊃ Λ1 ∪ Λ2. For k = X,Y, Z, consider ρ
k
i
∼= πωk localized in Λi for
i = 1, 2, defined by paths γi extending to infinity. Let W be a unitary such that
Wρk1(A) = ρ
k
2(A)W for all A ∈ A. Then W ∈ A(Λ)
′′.
Proof. By Schur’s lemma, W is a multiple of the intertwiner V in the previous
lemma. The geometric situation makes it clear that a net Vn as in the lemma
can be chosen to be a net in A(Λ). This net converges weakly to V , by the
previous Lemma.
Remark 4.4. Again it is not essential that Λ as in the theorem is a cone. It is
enough to be able to chose paths γ˜n in as in Lemma 4.2 that lie inside Λ. But
note that the smaller Λ is, the more control one has over the algebra where the
intertwiners live in.
Proposition 4.5. The representations ρk are covariant with respect to the ac-
tion τx of translations. That is, for each x ∈ Z2 there is a unitary W (x) such
that ρk(τx(A)) = W (x)ρ
k(A)W (x)∗ for all A ∈ A and the map x 7→ W (x) is a
group homomorphism.
Proof. Let γ denote the string (starting at the site x0) defining ρ
k. For x ∈ Z2,
consider the translated string γ̂ = γ − x. This defines an automorphism ρ̂k. In
fact, ρ̂k = τ−x ◦ ρk ◦ τx. Then by Lemma 4.2 there is a unitary intertwiner Vx
from ρk to ρ̂k. We choose Vx such that the condition in Lemma 4.2 is satisfied.
Write U(x) for the unitaries that implement the translations in the GNS
representation of ω0. Define W (x) = U(x)Vx. It then follows that ρ
k(τx(A)) =
W (x)ρk(A)W (x)∗ for all A ∈ Aloc, and hence by continuity for all A ∈ A. It
remains to show that W (x) is a representation of Z2. By irreducibility of ρk
it follows that W (x + y) = λ(x, y)W (x)W (y) with λ a 2-cocycle of Z2 taking
values in the unit circle. The claim is that λ is in fact trivial.
This would follow from the equation U(y)∗VxU(y) = Vx+yV
∗
y for all x, y ∈
Z2. Note that the operator on the right hand side is an intertwiner from ρkγ−y to
ρk
γ−(x+y) satisfying the condition in Lemma 4.2. This equation can be verified
by noting that Vx+y and Vy commute with path operators (this should be clear
from the construction of a converging net) and by the following observation: a
path operator Γγ̂ (where γ̂ is a path from x0− y to x0− (x+ y)) can be written
as Γγ1Γ
∗
γ2
with γ1 a path from x0 to x0 − (x + y) and γ2 a path from x0 to
x0 − y. Let V nx be a sequence as in Lemma 4.2 converging weakly to Vx. Then
for the translated sequence τ−y(V
n
x )
w-lim
n→∞
τ−y(V
n
x ) = Vx+yV
∗
y ,
by the same Lemma. The result follows since the mapA 7→ τ−y(A) = U(y)∗AU(y)
is weakly continuous, hence the left hand side is equal to U(y)∗VxU(y).
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It is possible to define a tensor product of localized endomorphisms. If ρ1 and
ρ2 are localized in cones Λ1 and Λ2, the basic idea is to define an endomorphism
ρ1 ⊗ ρ2 by (ρ1 ⊗ ρ2)(A) = ρ1(ρ2(A)). If Λ ⊃ Λ1 ∪ Λ2 is a cone, it follows
that ρ1 ⊗ ρ2 is localized in Λ. In order to get a categorical tensor structure,
one would then like to define a tensor product for intertwiners. If Ti, i = 1, 2
are intertwiners from ρi to σi (and Ti ∈ A), the reader will have no difficulty
showing that T1⊗T2 := T1ρ1(T2) is an intertwiner from ρ1⊗ρ2 to σ1⊗σ2. In the
terminology of category theory, this would turn the category of cone localized
automorphisms with intertwiners as morphisms into a strict tensor category.
The trivial endomorphism ι is the tensor unit. Note that the unit operator I
of A can be regarded as an intertwiner from ρ to itself for any endomorphism
ρ. To indicate this, we sometimes write Iρ. The distinction is important in the
definition of the tensor product of intertwiners.
There is, however, one problem with this definition: the intertwiners are
elements of the algebra A(Λ)′′ rather than of A(Λ) (recall that we identified
π0(A) with A). There is no reason why they should be contained in the quasi-
local algebra A, because this algebra is not weakly closed in general. Since the
localized endomorphisms are (a priori) only defined on A, the above definition
therefore does not make sense.
A possible solution is to introduce an auxiliary algebra that contains the
intertwiners [9]. Choose an arbitrary cone Λa, which will be fixed from now on.
The cone can be interpreted as a “forbidden” direction, not unlike the technique
of puncturing the circle. Introduce a partial ordering on Z2 by defining
x ≤ y ⇔ (Λa + y) ⊂ (Λa + x)⇔ (Λa + x)
c ⊂ (Λa + y)
c.
Now (Z2,≤) is a directed set (each pair of points has an upper bound with
respect to ≤), hence it is possible to take the (C∗)-inductive limit
A
Λa =
⋃
x∈Z2
A((Λa + x)c)′′
‖·‖
. (4.2)
Note that AΛa+x = AΛa for all x ∈ Z2. Clearly, A ⊂ AΛa . Moreover, if Λ is a
cone such that Λ ⊂ (Λa + x)c for some x, then A(Λ)′′ ⊂ AΛa . An important
point8 is that the automorphisms we consider can be extended to AΛa .
Proposition 4.6. Let ρ be an automorphism defined by a path extending to
infinity. Then ρ has a unique extension ρΛa to AΛa that is weakly continuous
on A((Λa + x)
c)′′ for any x ∈ Z2. Moreover, ρΛa(AΛa) ⊂ AΛa ; in other words,
it is an endomorphism of the auxiliary algebra.
Proof. The proof is essentially the same as that of Lemma 4.1 of [9], except at
points where duality is used. First, let A ∈ A((Λa + x)c). Since ρ is localizable,
there is a unitary V such that ρ(A) = V AV ∗ (choose a unitary equivalent
endomorphism localized in Λa + x). This implies that ρ is weakly continuous
on A((Λa + x)
c) and the unique weakly continuous extension can be given by
ρΛa(B) = V BV ∗ for B ∈ A((Λa + x)c)′′. This procedure determines ρΛa on all
of AΛa .
8In the case of algebraic quantum field theory, the main point is to obtain endomorphisms
of the auxiliary algebra from representations of the quasi-local algebra. In the present model,
however, we already have automorphisms of A.
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To show that ρΛa maps AΛa into itself, first note that ρ(A(Λ)) ⊂ A(Λ) for
every finite set Λ ⊂ B. Hence, by weak continuity,
ρΛa(A((Λa + x)
c)′′) = ρ(A((Λa + x)
c))′′ ⊂ A((Λa + x)
c)′′,
which proves the claim.
Remark 4.7. In the proof of Buchholz and Fredenhagen, Haag duality is used
to show that the extensions map the auxiliary algebra into itself (see also Foot-
note 8). The point is that using Haag duality it is possible to show that for
representations localized in a cone Λ one has ρ(A(Λ)) ⊂ A(Λ)′′. Since we have
an explicit description of the representations, we can directly prove the stronger
statement ρ(A(Λ)) ⊂ A(Λ) for the automorphisms considered in our model.
However, the intertwiners are typically not elements of A(Λ).
We now redefine the tensor product as ρ1 ⊗ ρ2 = ρ
Λa
1 ◦ ρ2. For the auto-
morphisms that we have considered so far, this definition reduces to the old
one. However, to define the tensor product of intertwiners, this definition is
necessary. If T is an intertwiner from ρ1 to ρ2 and T ∈ A(Λ)′′ for some cone
Λ asymptotically disjoint from Λa, then S ⊗ T := Sρ
Λa
1 (T ) is a well-defined
intertwiner from ρ1 ⊗ ρ2 to ρ′1 ⊗ ρ
′
2.
The tensor product gives rise to fusion rules. A fusion rule gives a decompo-
sition of the tensor product of two irreducible representations into a direct sum
of irreducible representations. In Kitaev’s model the rules are particularly sim-
ple. As remarked before, for each k = X,Y, Z, ρk⊗ρk = ι, where ι is the trivial
endomorphism of A. Furthermore, essentially by definition, ρX ⊗ ρZ ∼= ρY .
This determines the fusion rules for unitarily equivalent representations as well:
unitaries setting up the equivalence can be defined using the tensor product.
Using the tensor product, in this case a braiding can then be defined, simi-
larly as in the DHR analysis [14]. This is a unitary operator ερ1,ρ2 intertwining
ρ1 ⊗ ρ2 and ρ2 ⊗ ρ1. First, consider two disjoint cones Λ1 and Λ2 that are both
contained in (Λa + x)
c for some x. We say that Λ1 < Λ2 if we can rotate Λ1
counter-clockwise around the apex of the cone until it has non-empty intersec-
tion with Λa + x, such that at any intermediate angle it is disjoint from Λ2.
Note that for two disjoint cones either Λ1 < Λ2 or Λ2 < Λ1.
Now let ρ1, ρ2 be two localized automorphisms, as considered above, such
that ρ1 is localized in a cone Λ1 and ρ2 in Λ2. Moreover, we demand that
there is a cone Λ ⊃ Λ1 ∪ Λ2. Note that ρ1 ⊗ ρ2 is localized in Λ. Choose a
cone Λ̂2 such that Λ̂2 < Λ1. Then there is a unitary V such that V ρ2(−)V
∗ is
localized in Λ̂2. This unitary can be chosen in A
Λa [31]. It then follows that
ερ1,ρ2 := (V ⊗ Iρ1)
∗(Iρ1 ⊗ V ) = V
∗ρΛa1 (V ) is an intertwiner from ρ1 ⊗ ρ2 to
ρ2 ⊗ ρ1.
With this definition, one can prove the following result by adapting the proof
in the DHR analysis (see e.g. [22]) in a suitable way.
Lemma 4.8. The braiding ερ,σ only depends on the condition Λ̂2 < Λ1, not on
the specific choices made. Moreover, it satisfies the braid equations
ερ,σ⊗τ = (Iσ ⊗ ερ,τ )(ερ,σ ⊗ Iτ )
ερ⊗σ,τ = (ερ,τ ⊗ Iσ)(Iρ ⊗ εσ,τ ).
(4.3)
Furthermore, ερ,σ is natural in ρ and σ: if T is an intertwiner from ρ to ρ
′,
then ερ′,σ(T ⊗ I) = (I ⊗ T )ερ,σ, and similarly for σ.
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γ
n
ρ2ρ̂2 ρ1
Figure 5: The path γn (dashed line) crosses the defining path of ρ1 from the
right. The dotted lines represent the defining paths of ρ2 and ρ̂2.
In Lemma 4.2, a net converging to the charge transporters was explicitly
constructed. This makes it possible to calculate the braiding operators exactly.
In the subscript of the braiding, we will sometimes write X,Y or Z instead of
ρX , ρY and ρZ .
Theorem 4.9. Let ρ1, ρ2 be automorphisms defined by strings extending to
infinity in some cone Λ. Suppose that each automorphism is of type X or type
Z. The braid operators in each of the possible cases are then given by εX,X =
εZ,Z = I and εX,Z = ±I. If εX,Z = I, then εZ,X = −I and vice versa.
Proof. Consider a cone Λ̂ disjoint from Λ, such that Λ̂ < Λ and such that there
is a cone Λ˜ ⊃ Λ∪ Λ̂. There is a path γ̂2 in Λ˜ such that the corresponding auto-
morphism ρ̂2 is unitarily equivalent to ρ2 and localized in Λ̂. The corresponding
unitary charge transporter V is then contained in A(Λ̂)′′. By definition we then
have ερ1,ρ2 = V
∗ρΛa1 (V ).
This can be calculated using weak continuity of ρΛa1 and the explicit con-
struction of Lemma 4.2 of a net converging to V . Indeed, let Vn → V be this
net. Note that each Vn is a string operator of the same type as ρ2. In particular,
if ρ1 is of the same type as ρ2, then ρ1(Vn) = Vn for all n and hence ρ
Λa
1 (V ) = V .
It follows that εX,X = εZ,Z = I.
The situation where ρ1 is of type X and ρ2 is of type Z (or vice versa) is a bit
more complicated. Recall that for the definition of the net Vn, for each n a path
γn is chosen, such that the distance to the starting points of the paths γ1 and
γ2 goes to infinity. The operator Vn is then the string operator corresponding
to the string formed by the first n bonds of γ2 and γ̂2, together with γ
n. Note
that, if n is big enough, this string crosses γ1 either an even number of times, or
an odd number, independent of n. This property depends on whether the first
crossing is from the “left” or from the “right” (see Figure 5), or if there is no
crossing at all.
By anti-commutation of the Pauli matrices, it follows that if the number of
crossings is even, ρ1(V ) = V , whereas if it is odd then ρ1(V ) = −V . Hence,
εX,Z = ±I. If the role of ρ1 and ρ2 is reversed, an odd number of crossings
becomes an even number. This observation proves the last claim.
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Since ρY = ρX⊗ρZ , the braid equations allow to compute the braiding with
excitations of type Y . The braiding with the trivial automorphism is always
trivial. This completely determines the braiding for all irreducible representa-
tions we consider.
We note that the sign of, for example, εX,Z depends on the relative local-
ization of both strings. Indeed, suppose we have two automorphisms ρ1 and
ρ2, defined by strings γ1 of type X and γ2 of type Z, extending to infinity and
localized in Λ1 resp. Λ2. Suppose moreover that Λ2 < Λ1. It then follows that
ερ1,ρ2 = I, since the paths in the proof, going from γ2 to γ̂2, do not cross γ1. On
the other hand, if Λ1 < Λ2 it follows that ερ1,ρ2 = −I. Note that this coincides
with the situation in algebraic quantum field theory in low dimensions [20, Sect.
2.2].
The final piece of structure is that of conjugation. A conjugate can be
interpreted as an anti-charge. Formally, a conjugate for an endomorphism ρ is
a triple (ρ,R,R) such that R intertwines ι and ρ ⊗ ρ and R intertwines ι and
ρ ⊗ ρ [27]. Here ι is the trivial endomorphism. The intertwiners R,R should
satisfy
R
∗
ρ(R) = I, R∗ρ(R) = I.
A conjugate for an irreducible endomorphism ρ is called normalized if R∗R =
R
∗
R and standard if R∗ρ(T )R = R
∗
TR for every intertwiner T from ρ to itself.
If a conjugate exists, one can always find a standard conjugate.
Note that ρk ⊗ ρk = ι for k = X,Y, Z. It follows that in our model the
automorphisms we consider have conjugates. These are particularly simple:
ρk = ρk and one can choose the unit operators for the intertwiners R and R.
This is trivially a standard conjugate.
With the help of the braiding and conjugates one can define a twist. Let ρ
be a cone localized endomorphism and (ρ,R,R) be a standard conjugate. The
twist Θρ ∈ End(ρ) is then defined by
Θρ = (R
∗
⊗ idρ) ◦ (idρ⊗ερ,ρ) ◦ (R ⊗ idρ).
Note that if ρ is irreducible, Θρ = ωρI for some phase factor. The (equivalence
class of) ρ is called bosonic if ωρ = 1 and fermionic if ωρ = −1. Since the
conjugates of ρk, k = X,Y, Z are particularly simple, the following corollary
immediately follows from Theorem 4.9.
Corollary 4.10. The excitations X and Z are bosonic and Y is fermionic.
5 Cone algebras
Let Λ be a cone. In this section we consider the von Neumann algebras asso-
ciated to the observables localized in this cone. More precisely, define RΛ :=
π0(A(Λ))
′′ and RΛc := π0(A(Λc))′′. The main result in this section is that RΛ
is an infinite factor.
Lemma 5.1. With the notation above, RΛ ∨RΛc = B(H0).
Proof. Note that for each set Λ ⊂ B one has RΛ =
∨
b∈Λ π0(A({b})). It follows
that B(H0) = π0(A)
′′ = RΛ ∨RΛc .
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More can be said about the cone algebras. In fact, they are infinite factors.
In other words, RΛ is a factor of Type I∞, Type II∞ or Type III. The basic idea
of the proof, which is adapted from [25, Proposition 5.3], is to assume that RΛ
admits a tracial state. It then follows that ω0 is tracial, which is a contradiction.
In fact, Type I∞ can be ruled out as well.
Theorem 5.2. RΛ is a factor of Type II∞ or Type III.
Proof. To show that RΛ is a factor, we argue as in [25]. The center is Z(RΛ) =
RΛ ∩ R′Λ. By taking commutants, Z(RΛ)
′ = RΛ ∨R′Λ. Note that RΛc ⊂ R
′
Λ,
hence by Lemma 5.1, Z(RΛ)′ = B(H0).
Assume that RΛ is a finite factor. Then there exists a unique tracial state
ψ on RΛ. This induces a tracial state ψ˜ = ψ ◦ π0 on A(Λ). By Propositions
10.3.12(i) and 10.3.14 of [23], it follows that the state ψ˜ is factorial and quasi-
equivalent to the restriction of ω0 to A(Λ).
Let ε > 0. By Corollary 2.6.11 of [7], there is a finite set Λ̂ ⊂ Λ such that
|ω0(A) − ψ˜(A)| < ε‖A‖ for all A ∈ A(Λ \ Λ̂). Now, let k > 0 be an integer.
Consider local observables A,B with localization region contained in B(0, k)
(that is, all bonds that can be connected to the origin of Z2 with a path of
length at most k) and norm 1. Since Λ is a cone and Λ̂ is finite, there is an
x ∈ Z2, such that τx(AB) is localized in Λ \ Λ̂. By translation invariance,
|ω0(AB)− ψ˜(τx(AB))| = |ω0(τx(AB)) − ψ˜(τx(AB))| < ε,
and similarly for BA. Hence since ψ˜ is a trace,
|ω0(AB) − ω0(BA)| = |ω0(AB) − ψ˜(τx(AB)) − ω0(BA) + ψ˜(τx(BA))| < 2ε.
Because k and ε were arbitrary, ω0(AB) = ω0(BA) for all A,B ∈ Aloc, which is
absurd.
To see that the Type I case can be ruled out, note that RΛ is of Type
I if and only if ω0 is quasi-equivalent to ω0,Λ ⊗ ω0,Λc . This can be seen by
adapting the proof of [28, Prop. 2.2]. Let Λ̂ ⊂ B be any finite set. Then one
can always find a star s in Λ̂c such that the intersection with both Λ and Λc
is not empty. But for this star s, one has ω0(As) = 1. On the other hand,
(ω0,Λ ⊗ ω0,Λc)(As) = 0, essentially because Λ ∩ s is not a star any more. This
implies that the states ω and ω0,Λ ⊗ ω0,Λc are not equal at infinity. It follows
that ω0 cannot be quasi-equivalent to ω0,Λ ⊗ ω0,Λc .
We single out a useful consequence of this result.
Corollary 5.3. Let Λ be a cone. Then RΛ contains isometries V1, V2 such that
V ∗i Vj = δi,jI and V1V
∗
1 + V2V
∗
2 = I.
Proof. By [38, Prop. V.1.36], there is a projection P such that P ∼ (I−P ) ∼ I,
where ∼ denotes Murray-von Neumann equivalence with respect to RΛ. Hence,
there are isometries V1, V2 such that V1V
∗
1 = P and V2V
∗
2 = (I − P ). These
isometries suffice.
Although we have no proof for Haag duality for cones, we would like to point
out an interesting consequence of this duality. For two cones Λ1 ⊂ Λ2, write
Λ1 ≪ Λ2 if any star or plaquette in Λ1 ∪ Λc2 is either contained in Λ1 or in Λ
c
2.
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Definition 5.4. We say that ω0 satisfies the distal split property for cones if for
any pair of cones Λ1 ≪ Λ2 there is a Type I factorN such thatRΛ1 ⊂ N ⊂ RΛ2 .
With the assumption of Haag duality we can then prove the following theo-
rem.
Theorem 5.5. Suppose that π0 satisfies Haag duality for cones. Then ω0 has
the distal split property for cones.
Proof. Let Λ1 ≪ Λ2 be two cones. Note that it is enough to prove that RΛ1 ∨
R′Λ2 ≃ RΛ1 ⊗ R
′
Λ2
, where ≃ denotes that the natural map A ⊗ B′ 7→ AB′
(A ∈ RΛ1 , B
′ ∈ R′Λ2) extends to a normal isomorphism. Indeed, if this is the
case, the result follows from Theorem 1 and Corollary 1 of [11], since RΛ1 and
RΛ2 are factors.
Note that ω0(AB) = ω0(A)ω0(B) if A ∈ A(Λ1), B ∈ A(Λ
c
2). Since ω0 is
normal, this result is also valid for A ∈ RΛ1 and B ∈ RΛc2 . A result of Take-
saki [37] then implies that RΛ1∪Λc2 = RΛ1 ∨RΛc2 ≃ RΛ1⊗RΛc2 . By Haag duality,
RΛc
2
= R′Λ2 , which concludes the proof.
Note that without Haag duality only the existence of a Type I factor RΛ1 ⊂
N ⊂ π0(A(Λc2))
′ can be concluded. The condition that Λ1 ≪ Λ2 is needed
precisely to avoid the situation at the end of the proof of Theorem 5.2.
6 Equivalence with RepfD(Z2)
If G is a finite group, one can form the quantum double D(G) of the group. The
quantum double is a quasi-triangular Hopf algebra (see e.g. [24] for an intro-
duction). It is well-known that RepfD(G), the category of finite dimensional
D(G)-modules, is a modular tensor category [3]. In this section we will intro-
duce the category ∆(Λ) of stringlike localized representations and show that it is
equivalent to RepfD(Z2) (as braided tensor C
∗-categories). This implies that
for all practical purposes, the excitations are described by the representation
theory of D(Z2).
Lemma 6.1. Let ρ1, ρ2 be two transportable endomorphisms of A, localized in
a cone Λ. Then one can define a localized and transportable direct sum ρ1⊕ ρ2.
Proof. Let V1, V2 ∈ RΛ be isometries as in Corollary 5.3. Define ρ(A) :=
V1ρ1(A)V
∗
1 + V2ρ2(A)V
∗
2 , for all A ∈ A. It follows that ρ is a ∗-representation
9
of A. Since Vi ∈ RΛ and RΛc ⊂ R′Λ, it follows that ρ(A) = A for A ∈ A(Λ
c),
hence ρ is localized in Λ. To show transportability, let Λ̂ be another cone. Pick
isometries W1,W2 ∈ RΛ̂ as in Corollary 5.3. Since ρ1 and ρ2 are transportable,
there are unitary operators Ui such that Uiρi(−)U∗i is localized in Λ̂. Define
W = W1U1V
∗
1 + W2U2V
∗
2 . Then WW
∗ = W ∗W = I and Wρ(−)W ∗ is lo-
calized in Λ̂, hence ρ is transportable. This ρ, which is unique up to unitary
equivalence, will be denoted by ρ1 ⊕ ρ2.
We will now introduce the category ∆(Λ). For technical reasons it is conve-
nient to consider only representations localized in a fixed cone Λ, since in that
9Note that ρ is not necessarily an endomorphism of A any more, but rather of AΛa . This
is however only a minor technicality and is not essential for what follows.
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case clearly all intertwiners are in the algebra AΛa . Proceeding in this way, there
is no problem in defining the tensor product. It should be noted that the re-
sulting category does not depend on the specific choice of cone Λ (see [31, Prop.
2.11] for a proof and for alternative approaches).
The irreducible objects of the category ∆(Λ) are precisely the automor-
phisms localized in the cone Λ that are given by paths extending to infinity.
The morphisms are intertwiners from one endomorphism to another. By the
Lemma above, finite direct sums can be constructed, turning ∆(Λ) into a cate-
gory with direct sums. In fact, by construction, each object can be decomposed
into irreducibles. It is clear from the construction that the direct sums can be
extended to endomorphisms of the auxiliary algebra. Hence the tensor product
defined in Section 4 can be defined for all objects. Similarly, a braiding for di-
rect sums can be constructed from Theorem 4.9. Conjugates for direct sums can
be constructed from conjugates for the irreducible components. Summarizing,
freely using terminology from [22,30], we have the following result:
Theorem 6.2. The category ∆(Λ) is a braided tensor C∗-category.
The category obtained in this way is actually equivalent (as a braided ten-
sor C∗-category) to the representation category of D(Z2) over the field k = C.
For the structure of RepfD(Z2) as a braided tensor C
∗-category we refer to
Ref. [36]. A highbrow way of seeing this is to appeal to the classification re-
sults of modular tensor categories [35]. It is however possible to give an explicit
construction of the equivalence. Note that equivalence as braided categories
is in general stronger than equivalence as tensor categories. Indeed, there are
non-isomorphic groups whose representation categories are equivalent as tensor
categories but not as braided tensor categories [17]. On the other hand, every
symmetric tensor category (satisfying certain additional properties) is the rep-
resentation category of a compact group (determined up to isomorphism) [16].
Theorem 6.3. There is a braided equivalence of tensor C∗-categories ∆(Λ)→
RepfD(Z2).
Proof. Since Z2 is abelian, the irreducible representations of D(Z2) are labeled
by the elements e, f of Z2 and χe, χσ of the dual group Ẑ2 [3, 13]. Here χe and
χσ denote the trivial and the sign character of Z2 respectively. Write Vg,χ for
the irreducible D(Z2)-module induced by an element g and character χ. We
obtain the following list of all irreducible modules of D(Z2):
Π0 = Ve,χe , ΠX = Vf,χe , ΠY = Vf,χσ , ΠZ = Ve,χσ .
Recall that using the coproduct of D(Z2) the tensor product Πi ⊗ Πj can be
made into a left D(Z2)-module. The tensor product has the same fusion rules
as ∆(Λ), e.g. ΠX ⊗ΠY ∼= ΠZ and Πk ⊗Π0 ∼= Π0 ⊗Πk ∼= Πk.
On the side of ∆(Λ), choose paths of type X,Z such that the corresponding
automorphisms ρX , ρZ satisfy εX,Z = −I. Define ρ
Y = ρX ⊗ ρZ , and ρ0 = ι,
the trivial endomorphism. Note that each irreducible representation in ∆(Λ)
is unitarily equivalent to one of the ρk. This suggests to define a functor F :
RepfD(Z2)→ ∆(Λ) as follows: for irreducible modules, the most natural choice
is to set F (Πk) = ρ
k for k = 0, X, Y, Z. The irreducible modules have dimension
one, hence the D(Z2)-linear maps between the irreducible modules are just the
scalars. In order for F to be a linear functor, there is essentially only one
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choice of F (T ) for a morphism T . Note that F is full and faithful on the Hom-
sets of irreducible objects. By construction every irreducible object of ∆(Λ) is
isomorphic to an object in the image of F .
In fact, F is a braided monoidal functor. By our particular choice of ρX , ρY
and ρZ , one can choose the natural transformations F (V ⊗W )→ F (V )⊗F (W ),
needed for the definition of a monoidal functor, to be identities. To see that F
is indeed a braided functor, recall that for π1, π2 ∈ RepfD(Z2), the braiding
cpi1,pi2 is the linear map intertwining π1 ⊗ π2 and π2 ⊗ π1 defined by cpi1,pi2 =
σ ◦ (π1 ⊗ π2)(R). Here σ is the canonical flip and R is a universal R-matrix
for D(Z2). It is then straightforward to verify that for irreducible modules, F
sends the braiding of RepfD(Z2) to that of ∆(Λ). For example, cΠX ,ΠZ = −1
(where we omit the isomorphism of the underlying vector spaces).
The extension of the functor to direct sums is left to the reader, as is the
verification that F preserves all the relevant structures of a braided tensor C∗-
category. Since the irreducible objects of both categories are in 1-1 correspon-
dence, and the functor F preserves direct sums and braidings, F sets up an
equivalence of braided tensor C∗-categories. Note, for example, that F is full,
faithful and essentially surjective. Indeed, it is tedious but relatively straight-
forward to define an inverse functor setting up the equivalence.
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