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초록
모바일 기기의 부족한 컴퓨팅 파워와 배터리 용량으로 인해 연산량이 많은 어
플리케이션을모바일기기에서수행하기에는무리가있다.이에대한해결책중하
나는 중앙 클라우드 서버로 연산을 오프로딩 하여 서버가 연산을 대신 수행하도록
하는것이다.하지만중앙클라우드서버를이용하게되면데이터를주고받으며발
생하는 시간 지연(latency)이 커지게 된다. 이러한 시간 지연은 실시간으로 연산을
해야하는어플리케이션의수행을어렵게만든다.




지 컴퓨팅 환경에서는 모바일 유저가 이동하면서 오프로딩하는 서버가 계속해서
바뀌게된다.서버가바뀔때마다오프로딩에필요한데이터를다시전송해야하고,
데이터를전송하는동안은서버를이용할수없기때문에성능저하가발생한다.
본 논문에서는 모바일 유저의 과거 위치정보를 기반으로 이동경로를 예측하여
다음에연결될엣지서버로연산오프로딩을위한데이터를미리보내전체적인오
프로딩성능을향상시킬수있도록이동경로를예측하는모델을제시한다.이동경로
예측모델은Markov Model, Support Vector Regression, Recurrent Neural Network를
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제 1장서론
스마트폰과 태블릿 컴퓨터같은 모바일 기기들의 사용량이 나날이 늘어나고 있
다.최근에는기술의발전으로모바일기기들의성능이계속해서향상되고있으며,
이에따라사람들이모바일기기에서기대하는성능도같이증가하고있다.하지만
이러한 성능 향상에도 불구하고 모바일 기기의 컴퓨팅 파워와 배터리 용량은 복잡
한 연산을 수행하기에 여전히 부족하다. 특히 머신러닝이나 딥러닝처럼 복잡하고
많은연산을요구하는어플리케이션을모바일기기에서수행하기는쉽지않다.
이러한 문제점을 해결하기 위해 모바일 클라우드 컴퓨팅(Mobile Cloud Com-
puting)이라는 개념이 등장했다. 모바일 클라우드 컴퓨팅은 뛰어난 연산 능력을 가
진 클라우드 서버가 모바일 기기를 대신해 복잡한 연산을 수행하여 모바일 기기의
부족한성능을극복할수있게해준다.하지만모바일클라우드컴퓨팅은중앙화된




모바일 클라우드 컴퓨팅의 high latency 문제에 대한 해결책으로 모바일 엣지




기기는 자신으로부터 가장 가까이 있는 엣지 서버를 통해 low latency로 컴퓨팅 파
워를제공받을수있다.
모바일기기가서버의컴퓨팅파워를이용하기위해서는연산을서버로오프로
딩 하기 전에 연산을 위한 데이터가 미리 서버에 저장되어 있어야 한다. 중앙 클라
1
우드 서버를 이용하는 경우에는 오프로딩에 필요한 데이터들을 미리 서버로 전송
해두어 오프로딩을 위한 환경을 미리 구축해놓고 모바일 기기가 계속해서 서버를
이용할 수 있다. 하지만 엣지 서버를 이용하는 경우에는 그렇지 않다. 모바일 엣지





본 논문에서는 모바일 엣지 컴퓨팅 환경에서 발생하는 연산 오프로딩 성능 저
하를개선할수있는방식을제안한다.오프로딩성능을향상시키기위해제안하는
방식은 모바일 유저의 이동경로를 예측해 다음에 연결될 엣지 서버를 예측하여 오
프로딩에필요한데이터를미리전송하는것이다.







지는 제 3장에서는 이동경로 예측 문제를 정의하고 문제를 해결하기 위한 모델에
대해설명한다.제 4장에서는이동경로예측모델의성능을측정한결과와,예측모






진다. 모바일 엣지 컴퓨팅이 클라우드 컴퓨팅 환경과 다른 가장 큰 특징 중 하나는
컴퓨팅 파워를 제공하는 서버가 여러 장소에 분포되어 있다는 것이다. 따라서 모
바일 엣지 컴퓨팅 환경에서 모바일 유저가 서버의 컴퓨팅 파워를 이용하고자 하는
경우, 클라우드 서버보다 지리적으로 유저와 훨씬 가까운 엣지 서버를 이용할 수
있기때문에 low latency로컴퓨팅파워를제공받을수있다.


























핸드오프는 엣지 컴퓨팅 환경에서 모바일 유저가 low latency로 컴퓨팅 파워를
제공하기위해반드시필요한작업이다.하지만핸드오프과정중에는서버의컴퓨
















정의 1 location(위치 정보): 모바일 유저의 location은 경도 (longitude)와 위도
(latitude)의쌍으로나타낼수있다.본연구에서유저의위치는고정된장소를기준
으로 얼마만큼 떨어져 있는지로 나타낸다. 기준점으로부터 경도 방향으로 떨어진
거리를 x,위도방향으로떨어진거리를 y라고하면모바일유저의 location은 (x, y)
로나타낼수있다.
정의 2 time interval(시간간격):모바일유저의위치정보를수집할때일정시간
간격 t를 두고 수집하게 된다. 이동경로 예측 모델은 t초 간격으로 수집된 과거 n
개의위치정보를이용하여사용자의다음 t초후위치를예측한다.
정의 3 trajectory(과거 이동경로): 본 연구에서의 이동경로 예측은 사용자의 과
거위치정보를기반으로한다.시간 T에서과거 n개의위치정보를기반으로다음
위치를예측한다면,사용자의과거이동경로는다음과같이나타낼수있다.
trajectory = (xT−(n+1)×t, yT−(n+1)×t), (xT−(n+2)×t, yT−(n+2)×t), ..., (xT , yT )
이동경로 예측 문제는 사용자의 과거 이동경로가 주어졌을 때, 다음 위치를 예
측하는 문제이다. 예측 모델을 F라는 함수로 표현하면, 시간 T에서 시간 간격 t로
수집된과거이동경로를기반으로시간 T + t에서의위치를예측하는문제는다음
과같은식에서함수 F를찾아내는것과같다.





다. 특정 지역을 사각형의 cell로 구분하고 사용자의 과거 위치를 cell에 mapping
시킨후에, cell의 sequence를기반으로다음 cell을예측한다.
3.2.2 Deep Learning-Based Approach
[5]에서는 Recurrent Neural Network(RNN)를 사용해 모바일 유저의 다음 위치
를예측했다.이연구에서구현한모델은과거몇개의위치정보를기반으로모바일




본 연구에서 이동경로 예측을 위한 모델로 Markov Model, Support Vector Re-









정보 (x, y)를 해당 구역의 엣지 서버의 id로 매핑하였다. 엣지 서버의 id로 매핑한
사용자의이동경로정보를기반으로 prediction suffix tree를만들어 VOM을구현하
였다[8].
3.3.2 Support Vector Regression(SVR)
Support Vector Regression(SVR)은 Support Vector Machine(SVM)의 일종으로
회귀(regression)문제를해결하기위한모델이다[9]. SVR모델은사용자의과거이
동경로 Trajectory를 입력으로 받아 다음 위치 (x, y)를 출력하게 된다. 본 연구에
서는 Linear SVR을예측모델로사용하고 epsilon-insensitive hinge loss를사용하여
모델을학습시켰으며,예측성능이가장좋은모델의파라미터(epsilon, tolerance)를
실험적으로결정하였다.
3.3.3 Recurrent Neural Network(RNN)
Recurrent Neural Network(RNN)는인공신경망(Artifitial Neural Network)의일
종으로이전입력의출력이다음입력으로들어가는구조를가지고있어,순차적인
(sequential)데이터를처리하기적합한모델이다.본연구에서는 LSTM(Long Short-
Term Memory) 셀을 이용하여 RNN 모델을 구현하였다. 사용자의 과거 이동경로
Trajectory가 시간 순서로 RNN 모델의 입력으로 들어오면, LSTM 셀은 출력 텐
서(output tensor)를 반환하게 된다. LSTM 셀로부터 계산된 출력 텐서는 fully con-
nected layer를통해최종적으로 2개의값을갖는텐서를계산하게된다.이렇게최종
적으로계산된텐서가사용자의다음위치 (x, y)가된다. Mean absolute error(MAE)






을사용하였다.각데이터셋의 80%는이동경로예측모델의 training data로사용하
였고, 20%는 test data로사용하였다.
4.1.1 KAIST




Geolife데이터셋은여러도시에서 182명의사용자들로부터 1 5초간격으로수
집한 GPS데이터이다[11][12][13].본연구에서는중국베이징시의지하철 2호선을
포함하는 영역의 GPS 데이터만을 사용하였으며 (위도 : 39.900341 ∼ 39.950932,
경도 : 116.353370 ∼ 116.437765), GPS데이터사이의시간간격이일정하도록 pre-
processing하였다.
4.2 이동경로예측모델의정확도
이동경로예측모델의성능은 top-n accuracy를통해측정하였다. Markov모델은
모바일유저의위치를엣지서버의 id로매핑한후에예측하기때문에유저의다음
위치가 아니라 다음 서버를 예측하게 된다. 따라서 Markov 모델의 top-n accuracy
9
는모델이예측하는서버중확률이가장높은 n개의서버중에서올바른예측이있
는 비율이 된다. SVR 모델과 RNN 모델은 모바일 유저의 위치를 예측하기 때문에,

























C : most probable server
F : 2nd most probable server
SVR, RNN
C : closest server
F : 2nd closest server
그림 2.이동경로예측모델의 top-1, top-2 accuracy
그림 2는 이동경로 예측 모델의 top-1 accuracy와 top-2 accuracy를 나타낸 것이
다.본연구에서는 top-1 accuracy와 top-2 accuracy를측정해이동경로예측모델의
성능을평가하였다.
4.3 시뮬레이션
본 연구에서 제안하는 이동경로 예측 모델이 모바일 엣지 컴퓨팅 환경에서의
오프로딩 성능에 주는 영향을 확인하기 위해 시뮬레이션을 수행하였다. 시뮬레이

















시뮬레이션에서는 그림 3과 같이 엣지 서버가 균일하게 분포되어 있고 하나의
11
엣지서버가육각형모양의지역 (radius: 50m)을담당하는스마트캠퍼스/시티를가
정하였다. 모바일 유저는 자신이 위치하는 구역을 서비스하는 엣지 서버로 연산을
오프로딩하게된다.예측모델이유저가다음에이동할서버를예측하면그서버로
DNN 모델을 전송하게 된다. 모델 전송은 이동경로 예측 모델이 예측한 사용자의
위치를 기준으로 가장 가까운 두 개의 서버로 이루어진다. 서버는 DNN 모델을 전
송받으면일정시간동안모델을저장하고있다가그시간이지나면버리는데,만약




CPU 2.0/1.5GHz, 2GB RAM)를, 엣지 서버로는 데스크탑 PC (Intel quad-core CPU
(i7-7700), Titan Xp GPU, 32GB RAM)를 사용하였으며, 네트워크는 Wi-Fi (Down-
link: 50Mbps, Uplink: 35Mbps)를사용하였다.
시뮬레이션을 통해 이동경로 예측 모델을 사용하면 얼마나 더 많은 오프로딩
query를수행할수있는지와사용자가다른이동했을때 DNN모델이그서버로이
미 전송이 완료된 비율 (hit ratio) 을 측정하였다. 오프로딩 query는 사용자가 한 엣
지서버에머물면서요청한 static query와다른서버로이동했을때요청한 dynamic
query로구분하였다.
4.4 실험결과
4.4.1 Time interval및 trajectory길이
이동경로 예측 모델의 성능은 time interval(t)과 과거 Trajectory의 길이(n) 에
따라달라진다.적절한 t와 n을설정하는것이예측모델의성능에중요한영향을끼
친다.따라서 Geolife데이터셋으로 t와 n을변화시켜가며 SVR모델의예측성능을
측정하고,그결과를기반으로 t와 n을결정하였다.
12
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Error) 이고, 다른 하나는 전체 이동경로에서 실제로 사용자가 다른 서버로 움직인
비율(Useful Prediction Ratio)이다.그림 4의왼쪽은 t를변화시켰을때예측성능을
나타낸다. t가커질수록 useful prediction ratio는증가하지만예측오차(MAE)도같
이커지는것을확인할수있다. Useful prediction ratio는클수록좋고,예측오차는
작을수록 좋기 때문에 적당한 t를 선택해 둘 사이의 균형을 맞추는 것이 중요하다.
따라서최종적인 t는 useful prediction ratio와예측오차의비율이가장높은 20초로
결정하였다.
그림 4의오른쪽은과거 Trajectory길이(n)에따른예측오차를나타낸그래프
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그림 5은 이동경로 예측 모델의 top-1 accuracy와 top-2 accuracy를 나타낸다.
KAIST 데이터셋에서는 Markov, SVR, RNN 모델 모두 top-1 accuracy가 80% 이상
이고, top-2 accuracy는 90%이상으로상당히높은결과가나왔다. Geolife데이터셋
에서는Markov모델의 top-1 accuracy와 top-2 accuracy가각각 44%, 57%가나왔고,
SVR 모델과 RNN 모델의 top-1 accuracy와 top-2 accuracy는 각각 약 67%, 79% 정
도가나왔다.
KAIST, Geolife두데이터셋에서모두이동경로예측모델의정확도가높게나오
는것을확인할수있다.특히 KAIST데이터셋에서의 top-2 accuracy는 90%이상으
로 상당히 높은 정확도를 보인다. KAIST 데이터셋은 대학교 캠퍼스에서 학생들이
이동하는 GPS 데이터이므로 이동하는 속도가 빠르지 않아 많은 경우 같은 서버가
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하는 GPS 데이터이기 때문에 KAIST 데이터셋보다는 적지만 그래도 꽤 많은 경우
사람들이 같은 서버가 서비스하는 지역에 머물게 된다. 다른 서버로 이동하는 예
측보다 기존 서버에 머무를 것이라는 예측의 정확도가 더 높기 때문에 전체적인
정확도가높아지게된다.
본 연구에서 사용하는 이동경로 예측 모델은 사용자의 다음 위치를 예측하여
연산오프로딩을위한데이터를다른서버에미리보내는것이목적이다.따라서모
바일유저가기존서버에머무르는것을잘예측하는것보다다른서버로이동할때
정확하게 예측하는 것이 더 중요하기 때문에 유저가 실제로 다른 서버로 이동하는
경우에만정확도를측정했다.
그림 6는모바일유저가실제다른서버로이동하는경우에만 top-1 accuracy와






버에 머무를 것이라고 예측하는 경우가 많기 때문이다. 마찬가지로 top-2 accuracy
도모든경우를포함해정확도를측정했을때보다낮아진것을확인할수있다.
이동경로예측모델의정확도를보면 SVR모델과 RNN모델의성능이 Markov
모델의성능보다우수한것을확인할수있다. SVR모델과 RNN모델의예측성능은
거의비슷하지만,표 2을보면 SVR모델이유저의다음위치를예측하는데걸리는
시간이 RNN 모델이 예측하는데 걸리는 시간보다 더 빠르다는 것을 확인할 수 있
다. 따라서 이동경로 예측 모델 중 SVR을 통해 구현한 모델이 가장 뛰어난 성능을
가졌다고할수있다.
4.4.3 시뮬레이션결과
시뮬레이션을 수행할 때는 예측 성능이 가장 좋았던 SVR 모델을 이동경로 예
측 모델로 사용하였다. 본 논문에서 제안하는 오프로딩 시스템의 성능을 분석하기
위해 다른 서버로 이동한 후에 DNN 모델을 전송해야 하는 경우(baseline)와 모든
엣지서버가 DNN모델을가지고있어모델을전송하지않아도되는경우(optimal)
도같이측정하여비교하였다.
시뮬레이션을 통해 hit ratio와 총 수행된 DNN query의 수를 측정하였다. DNN
query는 static query와 dynamic query로 나누어 측정하였다. Static query는 엣지 서
버를 이동하지 않고 수행한 DNN query이고, dynamic query는 다른 엣지 서버로
이동한 직후 time interval(t) 동안 수행한 DNN query이다. Static query와 dynamic
query 중에 이동경로 예측을 통해 증가시킬 수 있는 query는 dynamic query이므로,




























































































































































































































static queries dynamic queries Hit ratio (%)
그림 7.시뮬레이션에서수행된 query의수와 hit ratio
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그림 7은시뮬레이션에서수행된총오프로딩 query의수와 hit ratio를나타낸다.





이 크지 않다. 반면에 Inception과 ResNet의 경우 DNN 모델의 크기가 크기 때문에
이동경로 예측을 통해 모델을 미리 전송함으로써 얻을 수 있는 성능 향상이 크다.
KAIST 데이터셋에서는 Inception을 사용한 어플리케이션과 ResNet을 사용한 어






산오프로딩성능을향상시키는방법을제안하였다. Markov Model, Support Vector
Regression(SVR), Recurrent Neural Network(RNN)을사용하여모바일유저의과거
위치를 기반으로 짧은 시간 후(<30초)의 위치를 예측하는 모델을 구현하였다. 구
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Abstract
Mobility Prediction for Computation
Offloading in the Mobile Edge
Computing Environment
Hyeonjae Lee
Dept. of Electrical and Computer Engineering
The Graduate School
Seoul National University
Mobile Edge Computing(MEC) paradigm allows mobile devices to offload com-
plex computations to a nearby edge server with low latency. However, in mobile edge
computing environment, as a mobile user moves, accessible edge servers constantly
change. Moving to another edge server’s coverage area cause offloading performance
degradation because the server does not have necessary data for offloading.
In this paper, we propose mobility prediction models which predict mobile users’
next locations based on their past mobility data and send necessary data for offloading
to edge servers close to the predicted locations. Mobility prediction models are im-
plemented by using Markov Model, Support Vector Regression, and Recurrent Neural
Network. We evaluated mobility prediction models by performing simulations, which
showed that the models can improve computation offloading in mobile edge computing
environment.
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