Introduction
Survey data for contingent valuation analyses are often obtained through a dichotomous choice questioning framework: individuals are asked if they would be willing to pay some specified amount to insure access to some public good, and the answer may be Yes or No. In single bound models the elicitation procedure stops at this stage; while in multiple bound models further payment questions follow. Individual responses are then analyzed by means of statistical models to produce an estimate of the value that the public places on the good.
While non parametric or semi-parametric approaches are becoming more popular among contingent valuation practitioners, it is often necessary, for inference or prediction purposes, to uncover a functional relationship between the demand for the public good and individual socioeconomic characteristics. Since the dependent variable is discrete, estimates of the relevant parameters are generally obtained through a maximum likelihood procedure, and the value of the mean, or median, willingness to pay is calculated as a function of the estimated parameters. It is well known that maximum likelihood estimates are consistent if the model specification is correct, but that this does not hold in general for misspecified models: the risk of producing biased estimates of the benefits stemming from the public good is quite serious, and this may diminish the reliability of the analysis for public choice purposes.
Since distributional assumptions are so crucial in the estimation results, it would seem obvious that tests for model specification should play an important part in the statistical analysis of discrete data. In contingent valuation studies it can be observed that the application of tests for nested models is quite common, for example by means of likelihood ratio tests; the analysis, though, is much less accurate when the competing hypotheses are non nested.
The analysis of non nested models has followed two distinct approaches in literature: model selection criteria, and hypothesis testing (cfr. Gourieroux and Monfort (1995) ). In the model selection approach, each competing model is evaluated by means of a numerical criterion: for a given sample observation, the procedure consists of selecting the model that optimizes the chosen criterion. A typical example in linear regression is the 3 (adjusted) R 2 criterion, while in maximum likelihood estimation a commonly used criterion is the information criterion proposed by Akaike (1973) , or one of its variants.
The problem of the model selection approach is that it produces a deterministic outcome, defined by the ranking of the values of the criterion, and it does not take into account the probabilistic nature of that result. Vuong (1989) points out that differences in the criterion values may not be statistically significant: yet the deterministic model selection approach would consider a model superior to another one, while in fact they may be considered as statistically equivalent. He then sets the information criterion in a testing framework, where the null hypothesis is that the two competing models are equally close to the true model.
The hypothesis testing approach takes a step further, extending the classical testing procedures to the case of non nested hypotheses: examples are the generalized Wald test, the generalized score test, and the Cox test, which is a generalized likelihood ratio test; or, in a different line, the tests based on artificial nesting: the Davidson-MacKinnon (1981) test, the Atkinson test and the Quandt test belong to the latter category (cfr. Gourieroux and Monfort, cit.).
In contingent valuation analyses, non nested competing models are generally assessed by means of selection criteria, such as Akaike's (1973) , while we are not aware of any testing approach in this field; and it might be added that such applications are very few in discrete data modeling in general. As put forth by Pesaran and Weeks (2000) , the extra computational difficulties that the testing approach entails may explain why this path has been so neglected. However, there may be also a more theoretically founded justification for the choice of model selection criteria over hypothesis testing to test economic theories: as pointed out by Granger et al. (1995) , the choice of the null hypothesis and the significance level is arbitrary, and this is even more so when testing is applied to non nested hypothesis. In their view, when the choice of the particular model is data dependent it is "better to use well-thought-out" model selection procedures rather then formal hypothesis testing.
The aim of this paper is to investigate on the performance of either approach in selecting among different contingent valuation models applied to simulated data. In 4 particular, we compare three methods that are based on the Kullback-Leibler Information Criterion (KLIC):
• the Akaike information criterion;
• the Vuong test;
• the Cox test, in the simulated approach of Pesaran and Pesaran (1993) .
The structure of the paper is the following: section 2 gives a brief background about the KLIC and explains the 3 procedures above, section 3 describes the experimental setting of the simulation exercise, section 4 reports the results of the experiments and finally section 5 contains our conclusions.
Methods
In order to describe the different statistics or criteria we introduce some notation and terminology.
Consider a sequence ( )
The modeler is interested in the conditional probability distribution of the vector i Y given i X . Define the true conditional density as:
which is unknown. To evaluate its proximity to a specified parametric model, that we define as:
we make use of the notion of Kullback-Leibler Information Criterion (KLIC):
We will be interested in comparing pairs of competing parametric families of
where the models H f and g H are strictly non-nested.
It can be shown (cfr. Gourieroux and Monfort, cit.) that the asymptotic KullbackLeibler proximity between the true probability distribution and a given parametric model is approximated by
where n θˆ is the maximum likelihood estimator of θ .
Since 0 ϕ is unknown K cannot be used; it can be noticed, though, that when two models are compared, the first term of K remains constant, so that minimization of the criterion only depends on the second term, i.e. on the maximum likelihood of the two competing models.
Denoting by n βˆ and n γˆ the (quasi) maximum likelihood estimators of β and γ under H f and H g respectively, this amounts to calculating:
i.e. the likelihood ratio of the two models.
The drawback of using LR n as such, is that it increases for more general models. In order to overcome this problem, Akaike (1973) proposed a correction of this criterion, that penalizes more complex models. The Akaike Information Criterion (AIC) penalizes the log-likelihood of each model by a quantity equal to the number of its parameters:
where p is the number of parameters. The Akaike criterion for model selection (AICMS) simply consists in comparing the AIC values for the two models:
If the value is positive the first model is chosen, otherwise the second will be deemed best. Obviously, if the two models are characterized by the same number of parameters p and q, the Akaike criterion for model selection reduces to LR n .
A criticism to the use of model selection criteria such as Akaike's is that they are deterministic: the model that satisfies the given criterion is selected. However, some authors point out that this result is just the outcome of a random draw from the sample space, and as such should be treated in probabilistic terms.
This issue is addressed by Vuong (1989) , whose approach sets the model selection criterion in a hypothesis testing framework. More specifically, it tests whether the models under consideration are equally close to the true model, where closeness is measured by the KLIC.
The null hypothesis is given by:
where β -an adjusted LR statistic given by Weeks (2000)) advocate performing the non-nested test twice by reversing the role of the null and alternative hypothesis. This procedure could very well lead to a situation where both models are accepted or both are rejected.
Following P&P, the standardized Cox statistic is asymptotically normal and under the null H f is given by
where f v is an estimate of the asymptotic variance, and 
Since there is no a priori reason why F should be the null hypothesis, P&P suggest to reverse the null and alternative hypothesis, i.e. testing G against F: therefore it will be necessary to find an estimate of the expression
and this in turn will require finding an estimate of the value that maximizes the expected value of the loglikelihood using model F when G is the null model. Full details on the derivation of the Cox simulation based test statistic are given in Appendix 2.
Experimental Design
The dichotomous choice elicitation method for contingent valuation produces a dichotomous type of response to payment questions that are differentiated among individuals. This particular setting allows different modeling options: the latent dependent variable can be modeled either as a dichotomous variable, as in the random utility model (RUM) framework used in the utility differential model by Hanemann (1984) ; or as a censored variable, which is the approach proposed by Cameron and James (1987) and Cameron (1988) . The latter produces separate estimates for the coefficients and the scale 9 parameter of the model, and their standard errors, and allows for a more straightforward calculation for the mean or median value of the public good, and was therefore chosen for this application.
Depending on the assumptions on the individuals' preferences, the latent variable, individual willingness to pay, or wtp for brevity, can be modeled as a linear or non linear function of the individual socioeconomic covariates. The econometric modeling involves further assumptions on the distribution of the error term, and its functional relationship with the deterministic part of the wtp model: the combination of the two components can possibly give rise to many modeling specifications, but in practice probit, logit, lognormal, log-logistic, weibull are the most commonly used. This choice may be due to the fact that they can easily be estimated with econometric modules available in popular statistical packages like Limdep, Stata, or Sas (cfr. Hanemann and Kanninen, 1999).
For our experiment, we considered different DGP for the wtp, obtained from a linear functional form for the deterministic part of the model, which is common to all experiments, and an additive error term that is varied across experiments. The general model is the following:
where 1 x and 3 x are continuous variables respectively ranging from 4 to 75 and from 0.5 to 1.5; while 2 x is a qualitative variable, taking values zero or one.
For the error term we investigate three different scenarios, allowing for differences in the degree of skewness of the distributions. In the first one the error term is distributed as a
Normal with zero mean and standard deviation 15. In the second one we assume that the error term follows an extreme value distribution 1 with mean zero and standard deviation 15; while in the third scenario the error term is generated as a translated lognormal 2 , obtained from a lognormal by subtracting its mean, so that the resulting error has mean 1 The parameters of the extreme value distribution are: a=-bγ and π
where γ is Euler's constant which we approximate with the value 0.5772156649. 2 The parameters of the lognormal are:
10 zero and standard deviation 15. The shape of the last two distributions is depicted in the histograms below which have been produced by generating samples of size 20000 from the two distributions described above.
We hypothesize that the researcher assumes a model linear in the covariates, with an additive error term, obtaining the following econometric model: for each individual i,
where x is the vector of regressors. In this model the latent variable Y i is unobserved: the observed variable is the answer YES or NO to the question regarding whether or not the individual would be willing to pay a given amount t i .
For a given sample of n independent observation, the generic log-likelihood function is:
where Ψ represents generically one of the distributions hypothesized by the researcher; ) , ( ν δ θ =
, and I i is a dummy variable assuming value one if the individual response to the bid question is positive, zero otherwise. Since bids are varied among individuals, δ and v can be estimated separately.
A further assumption is that the researcher (righteously) thinks that the deterministic part of the model is correctly specified, but is unsure about the distribution of the random term, and tries different specifications: Normal, Logistic, Extreme Value, that combined with the linear function for the deterministic part of the model give rise to the Probit, Logit, and Weibit 3 models. As mentioned earlier, the first two models are frequently applied by contingent valuation practitioners: the underlying distributions for these two models are both symmetric, with fatter tails for the logistic. The weibit model is much less common; we choose it because it is an example of asymmetric distribution associated to a linear functional form for the deterministic part of the model, and this facilitates comparisons between models for our purposes.
Since the model checking methods under analysis are based on the KLIC, the models have to be compared in pairs. The Akaike criterion only requires maximization of the log-likelihood for each model, and then the calculation is straightforward; in Vuong's approach the calculation is slightly more involved, but still it only requires the computation of the maximum log-likelihood of each model. For the simulated Cox test the procedure is definitely more complex, since it involves the computation of the quasi maximum likelihood estimates of each model assuming that the other model is the true DGP.
The purpose of this study is to assess the three approaches in situations that are typically encountered by applied researchers, rather than to investigate the large sample properties of the tests. The sample sizes considered in the experiments, 300, 600, and 1000
observations, are representative of a small, medium and large contingent valuation data set.
Results
We now examine the results of our simulation for each of the three DGP (Normal, Extreme
Value, translated Lognormal) and the three candidate models: probit, logit and weibit. As explained in the preceding section, the KLIC requires that the three models should be compared in pairs, so the tables report results for the pairs probit vs logit, probit vs weibit, and logit vs weibit.
In table 1 of each experiment we report the estimates of the parameters obtained from the two models to be compared. The number of replications in the Monte Carlo experiments was fixed at 300, but the actual number in each experiment depends on the rate of convergence -always very high, even though it never attains 100%; the differences in the number of successful replications explain the slight differences between estimates obtained under the same specification and the same data but in a different experiment.
It can be observed that parameter estimates do not differ very much across models.
The parameter v is a scale parameter for the logit and the weibit, that should be multiplied respectively by 3 π and 6 π to obtain the estimated standard deviations for the two models. Moreover, since the mean of the extreme value distribution is not zero we have to add 0.5772⋅v to the estimated constant by the weibit to compare it to the corresponding probit estimate. A general feature of all experiments is that the estimates of the parameters δ 3 and especially δ 4 are less efficient than the others; we are not able at this stage to provide an explanation of this discrepancy in the precision of the parameter estimates.
Similar parameter estimates produce similar estimates for the mean wtp value, as it can be observed in table 2 of each experiment; but it can be observed that the asymmetry of the extreme value distribution generally produces a lower value for the estimated medianwhether it is more correct or biased depends on the true DGP. Choice of the median rather than the mean as a central tendency measure is often deemed to be preferable, both on statistics and economics grounds (cfr. Hanemann and Kanninen, cit., pp. 325-6): therefore, we will focus on the estimated value for this central tendency measure for the weibit 13 model. Closeness of the estimated mean and median wtp values to the true population value can be measured by the mean square error (MSE); this criterion can give us a measure of the goodness of fit of each specification. Since the sampling happened to be not well behaved, with the 600 sample being closer to the population values than the 1000 sample, in the same table we report also the MSE with respect to the sample WTP values.
Finally, table 3 of each experiment shows the conclusions drawn from each of the three methods under investigation: the Akaike information criterion, the Vuong test and the Cox test.
From table 3 of each experiment, we can derive the probability of rejecting the null for the Vuong and Cox tests when the nominal size is five percent. For the Vuong test, the null hypothesis is that the two models are equivalent and therefore the probability of rejecting the null should approach 1 if the null is false, while it should approach 0.05 if the null is true. The null hypothesis for each one of the two Cox tests is that one of the models is correctly specified, therefore the probability of rejecting each one of the two nulls should be computed considering the two cases when the corresponding null is rejected, either because the alternative is accepted, or because both are rejected.
To help the exposition, we use the following code for our experiments: We analyze the results by first considering the experiments where one of the models was correctly specified: i.e. experiments A-I and A-II, and experiments B-II and B-III.
As recalled above, in these cases the probability for the Vuong test to reject the null should approach one. In experiment A (probit correctly specified) it falls quite short of one even for n=1000: the probability is 23% in I (probit vs logit), and 52% in II (probit vs weibit). In experiment B (weibit correctly specified) the probability is 42% in II and 57% in III (logit vs weibit). In terms of power of the test, these results are not very encouraging for the Vuong test; we are not aware of any simulation study where the behavior of the Vuong test has been investigated, so we cannot compare our results with other benchmarks.
Let's see now, for the same set of experiments, the performance of the Cox test. We can observe mixed results, but in general it performs better, in terms of power of the test, than the Vuong test, especially when the probit and the weibit are compared. In addition, the power improves, while the size of the tests decreases, with the sample size; the latter reaching levels of 10-13% for n=1000. In this sense our results are comparable to Weeks
4
. It remains to analyze the performance of the Akaike criterion: when one of the models is correctly specified, and the sample size is large enough (in our case, 600 or more) the Akaike criterion works very well when the weibit is compared with the other two; while when two similar models, probit and logit, are compared, the Akaike criterion is not able to pick up the correct model in more than 20% of the cases. For the small sample size this problem extends also to the comparisons involving the weibit model: with the exception of experiment B-III, the Akaike criterion may lead to choosing the wrong model in about the 20% of the cases.
Let's now consider the subset of experiments where both models are misspecified.
These are experiments A-III, B-I, and both experiments C.
In experiment A-III, we compare the logit and the weibit, the DGP being Normal.
The Akaike criterion will choose the logit over the weibit, with increasing frequency as the sample size increases. The Vuong test seems to point out that both models are equivalent in terms of KLIC; but as the sample size increases, the probability that the logit model is chosen increases as well. It can be noticed that the probability that the Vuong test selects the "worse" model (in this case, the weibit) is close to zero. As for the Cox test, its behavior is not very satisfying for the small sample; while it improves with sample size, yet in this case the power of the first Cox test falls short of 53% even for n=1000.
Experiment B-I considers probit versus logit when the true DGP is Extreme Value.
The Akaike criterion would choose logit or probit with almost the same probability when the sample size is small, but the frequency of the logit choice increases with sample size.
Here the probability of rejecting the null for the Vuong test reaches 0.096 and both models are found to be equivalent 90% of the time, while the Cox test accepts both models over 65% of the time for n=1000. Here the Cox test lacks power since the probability of rejecting the null is below 23% for both tests for n=1000.
This situation is reversed when we consider the last experiments, under the translated Lognormal DGP. Here the Akaike criterion discriminates much more between models, leading to choosing the logit and the weibit over the probit. Also the Vuong test now shows a strong support for the same models and it chooses the logit around 85%, and the weibit 100% of the time for n=1000. While the selected models, especially the weibit, are indeed closer to the true DGP, none of them is correct: in this case the Vuong test, like the Akaike criterion, is not able to signal that both models are misspecified. Only the Cox test points out that in this situation none of the models is to be accepted, again improving with sample size, with the power of both Cox tests approaching one for the large samples.
Summing up, when both models are misspecified, the Akaike criterion is obviously dominated by the other two methods, since it does not give any information about the misspecification problem. For the other two methods, we get mixed results, depending on the DGP and the sample size. In general, the Cox test seems to perform better than the Vuong, especially for large samples; for the smaller sample size instead the Cox test is not so satisfying, since it often accepts the null when it is false.
Conclusions
From an operative point of view, it is important that the selection method be able to signal a possible misspecification when its consequences are more serious. In our context this could be answered by considering the MSE of the estimated mean and median. The 16 most serious consequences of misspecification can be observed in experiment C, where the data generated by a strongly skewed distribution (the translated Lognormal) is fitted with symmetric (probit and logit), or sligthly asymmetric (weibit) models. In this experiment we could see that the Cox test is the only one that, for an adequately large sample size, uncovers the misspecification problem.
Unfortunately, in other cases we could observe that the power of the Cox test is unacceptably low: this holds for example in experiment B-I, where misspecification leads to a relevant bias in the estimated median wtp. Also, the performance of the Cox test when the sample size is small is generally poor.
In conclusion, the results of our experiments can be interpreted as follows:
• the Akaike model selection criterion is unsatisfactory, since when both models are misspecified it cannot signal it; even when one model is correctly specified, for small size samples it presents a non negligible probability of choosing a wrong model. When the sample size is small, it may be preferable to use the Vuong test rather than the Akaike criterion, since it makes less mistakes in the choice of the model, and may suggest further checks of the specification in the (too frequent) case that the two models are deemed equivalent;
• when the sample size is large enough, it is preferable to use the Cox test, that, although more complex to implement, seems more effective and conclusive than the two model selection methods.
In this paper we have analyzed three methods for model selection based on the KLIC: as pointed out by Aznar Grasa (1989), this is just one of many alternative measures of closeness. Further research is required to find out if other methods are superior to those assessed in this study. b) The actual number of successful experiments was 292 for the 300, and 296 for the 600 and 1000 sample size. c) The estimated scale parameter of the weibit should be multiplied by π/6 1/2 for comparison with the corresponding probit estimate and we should add the factor 0.5772v to the constant of the weibit. b) The actual number of successful experiments was 288, 290 and 294 for the 300, 600 and 1000 sample size respectively.
c) The estimated scale parameter of the logit and the weibit should be multiplied by π/3 1/2 and by π/6 1/2 respectively, for comparison with the corresponding probit estimate. We should add as well the factor 0.5772v to the constant of the weibit. b) The actual number of successful experiments was 294 for the 300 and 600 sample sizes and 290 for c) the 1000 sample size.
d) The estimated scale parameter of the weibit should be multiplied by π/6 1/2 for comparison with the corresponding probit estimate and we should add the factor 0.5772v to the constant of the weibit. b) The actual number of successful experiments was 282, 294 and 286 for the 300, 600 and 1000 sample size respectively. c) The estimated scale parameter of the logit and the weibit should be multiplied by π/3 1/2 and by π/6 1/2 respectively, for comparison with the corresponding probit estimate. We should add as well the factor 0.5772v to the constant of the weibit. b) The actual number of successful experiments was 285, 281 and 287 for the 300, 600 and 1000 sample sizes respectively. c) The estimated scale parameter of the weibit should be multiplied by π/6 1/2 for comparison with the corresponding probit estimate and we should add the factor 0.5772v to the constant of the weibit. The Cox statistic when we reverse the roles of the null and alternative hypotheses can be derived in a similar fashion by reversing the roles of F and G, and it requires simulating samples of indicators under the assumption that G is correct.
