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Weather factors are an intrinsic part of the ﬁshing environment. Changes in weather patterns due to
climate change may affect the ﬁshing environment and ﬁshing safety. This article proposes a general
framework to quantify ﬁshing incident risks in the future due to changes in weather conditions. This
framework ﬁrst builds relationships between ﬁshing safety and weather conditions based on historical
data and then predicts future risks according to these relationships with respect to potential changes in
weather patterns. This paper applies the suggested framework using ﬁshing incident data, ﬁshing activity
levels, and extreme weather conditions in Atlantic Canada to estimate the spatial distribution of ﬁshing
incident rates in the future. To do so, a classiﬁcation tree is applied to historical storm tracks based on
several climate models and then generated rules are applied to future storm tracks projected by selected
climate change models towards the end of this century to predict ﬁshing risk rates associated with
changes in weather factors. We conclude that the environmental conditions that drive ﬁshing incidents
are projected to remain very similar by the end of this century.
& 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The ﬁshing industry is one of the most hazardous occupations
in the world. In addition to the high risk of life loss, ﬁsh harvesters
are exposed to the risk of different non-fatal injuries during their
work at sea (Murray et al., 1997). Fatigue, inadequate commu-
nication, decisions based on incomplete information, and the ha-
zardous natural environment can contribute to incidents in the
marine industry (Rothblum, 2000). Fish harvesters’ appreciation of
risk and safety are dynamic. This dynamism is caused by uncertain
circumstances associated with changing regulations, technology
development, industrial conditions and environmental circum-
stances (Power, 2008). Recently, ﬁsh harvesters’ reliance on tra-
ditional weather patterns and familiar environmental conditions
has become increasingly questionable due to climate change ef-
fects which can contribute to high risks associated with ﬁshing
industry. Although different ﬁshing safety studies have shown that
there is a correlation between ﬁshing incidents and weather fac-
tors (Jin et al., 2001; Jin and Thunberg, 2005; Chatterton, 2008;
Wu et al., 2008, 2009; Niclasen, 2010; Rezaee et al., 2016b; 2016c),
there is nevertheless a gap in understanding about how changes in
weather patterns in the future may affect ﬁshing safety. Studiesr B.V. This is an open access articlesuch as Berkes and Jolly (2002), and Furgal and Seguin (2006) have
investigated the effects of climate change on ﬁshing traditions of
Canadian communities. Schulte and Chun (2009) have looked at
different aspects of climate change on ﬁsh harvesters’ occupational
safety, and Rezaee et al. (2016a) have reviewed Canadian safety
related polices with respect to climate change effects. However,
research papers that apply mathematical models to estimate the
risk to commercial ﬁshing based on different climate change sce-
narios are scarce.
This research suggests a framework to estimate future risks to
the ﬁshing industry arising from changes in weather patterns.
Fig. 1 visualizes this framework and presents some examples of its
key elements. The inputs include ﬁshing incident data, ﬁshing
activity levels (the amount of exposure), and extreme weather
characteristics such as the frequency and intensity of storms.
Based on the question at hand, some other key factors such as
ﬁshery type and vessel characteristics may be added to the list.
Different mathematical models can be applied to the available data
to reveal underlying relationships (i.e. ﬁshing incidents as the
dependent variable and weather conditions and/or other variables
such as ﬁshery type as predictors). After building historical re-
lationships, mathematical models can be used to predict ﬁshing
incident probabilities for the period of interest based on weather
factor predictions or new ﬁshing locations. The results of this
prediction can then be reported as vulnerability maps, statistical
reports, or in some of other format stipulated by the user.under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Input Data
Fishing  
Incidents 
Fishing Activity  
Levels 
Fishery Types 
Fishing  
Locations 
Extreme  
Weather Factors 
Fishing Vessel  
Characteristics 
Mathematical 
Modelling
Tree - Based  
Modelling 
Multiple  
Regression 
Neural  
Networks 
Temporal -
Spatial Analysis 
Projections
Projections of  
Climate Models  
in the Period of  
Interest 
Projections of  
Fishing  
Locations 
Reporting of 
the Results
Visualization 
Statistical  
Outcomes 
Policy 
Recommendations
Fig. 1. Framework to estimate future risks in the ﬁshing industry under climate change scenarios.
Fig. 2. Tracks of the 50 most intense extratropical cyclones that passed through
Atlantic Canada (area limited to the red rectangle) during 2000–2005. (For inter-
pretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.)
Source: STORMS Extratropical Cyclone Atlas (2011)
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–8574This paper explores the application of this framework to predict
ﬁshing incident rates (number of ﬁshing incidents over the num-
ber of ﬁshing trips) in the period 2081–2099 based on the his-
torical relationships between ﬁshing incidents, ﬁshing trips, and
the frequency and intensity of storms over the years 2000–2004 in
Atlantic Canada. Fig. 2 illustrates the tracks of the 50 most intense
extratropical cyclones (i.e. highest vorticity) in the area of interest
during 2000–2005.
In this study it is assumed ﬁshing locations, technology, and
ﬁshing methods would not change dramatically in the future. If
any of this information becomes available, it should be added to
the framework and considered in ﬁshing incident rate estimations.
This article is organized as follows: Section 2 provides in-
formation on input datasets and the Classiﬁcation Tree method;
the Section 3 interprets the outcomes of the trees and Section 4
includes the concluding notes.2. Materials and methods
The study area for this research encompasses Atlantic Canadian
Waters from 40° to 60°N latitude, and 73° 20′ to 45° 50′W long-
itude (see Fig. 4). The historical ﬁshing activity and incident data
span the years 2000–2004, and the incident rate is forecasted forthe period 2081–2099 (since the climate projections in the area
are available for that period), and the incident rate predictions are
compared to the patterns from the years 1980–1999 to identify
changes.
2.1. Incident data
The Search and Rescue (SAR) Joint Rescue Coordination Centre
(staffed by the Canadian Coast Guard and Department of National
Defence) is responsible to provide help in the case of reported
maritime incidents.
The SISAR database (Search and Rescue Programme Informa-
tion Management System) records detailed information about
these incidents and the actions that SAR resources have taken to
provide help. This information includes time and location of the
incident, type of vessel, type of incident, severity level of the in-
cident, and characteristics of the assigned SAR resources. The total
number of ﬁshing incidents within our area of interest in the SISAR
dataset over 2000–2004 is equal to 4782. Spatial distribution and
some other characteristics of the incident data are shown in the
data exploration section. As shown in Fig. 4, some of the grid cells
of the study area comprise international waters, as well as U.S.
areas of SAR responsibility, therefore incident numbers captured in
the SISAR database might be under-reported in these areas.
Due to data quality, it was not possible to separate data based
on the primary cause of incidents (e.g. harsh weather, engine
failure, etc.) and all incidents regardless of their primary causes are
considered for the analysis.
2.2. Fishing activity levels data
The ﬁshing activity levels data comprises a post-processed
version of a subset of the Department of Fisheries and Oceans
(DFO) Zonal Interchange Fishery (ZIF) ﬁles for the years 2000–
2004, within the speciﬁed study area of this research. The ZIF data
include information on commercial ﬁshing vessel trips such as
date landed (of the catch), homeport, port landed, and Northwest
Atlantic Fishery Organization (NAFO) subdivisions where the
ﬁshing effort(s) took place. A “Path Generation Algorithm” devel-
oped by Pelot et al. (2002) and Shields (2003) which includes an
essential land-avoidance algorithm (Hilliard and Pelot, 2002) was
applied to the ZIF ﬁles to generate feasible catch-effort positions
within the NAFO unit areas reported by a ﬁshing vessel for each
day. The points are then connected in chronological order to si-
mulate the travel history of the vessel for each trip. Fig. 3 shows
Fig. 3. Spatial distribution of ﬁshing trips in Atlantic Canada over 2000–2004 (NB: New Brunswick, NL: Newfoundland and Labrador, NS: Nova Scotia, PEI: Prince Edward
Island).
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85 75the spatial distribution of ﬁshing trips in Atlantic Canada over
2000–2004.2.3. Historical storm data
Storm tracks were obtained from the Seiler and Zwiers, (2015a)
analysis for years 2000–2005. This historical database includes in-
formation about the simulated storms’ paths and their relative in-
tensity. Extratropical cyclones were identiﬁed using the objective-
feature tracking algorithm TRACK (Hodges, 1999) which was run on
three reanalysis products: NCEP-CFSR (Saha et al., 2010), ERA-In-
terim (Dee et al., 2011), and NASA-MERRA (Rienecker, 2011).
Climate reanalysis products generally combine climate models
with observations and generate numerical descriptions of the
current climate. The National Centers for Environmental Predic-
tion (NCEP) Climate Forecast System Reanalysis (CFSR) includes
global estimates of several atmosphere-ocean-land surface-sea ice
variables such as wind ﬁelds, air temperature, and ocean currents.
from 1979 to 2011. The resolution (x,y,z) for the reanalysis data is
720361 L 37.
ERA-Interim is a global atmospheric reanalysis product from
1979 to present, provided by the European Centre for Medium
Range Weather Forecasts (ECMWF) organization and it also in-
cludes same variables as NCEP_CFSR. The resolution (x,y,z) for the
reanalysis data is 480241 L 60.
Modern-ERA Retrospective Analysis for Research and Applica-
tions (MERRA) is a National Aeronautics and Space Administration
(NASA) reanalysis product that covers 1979 to present and has
similar output variables to the other reanalysis products. The re-
solution (x,y,z) for the reanalysis data is 288144 L 72.
TRACK (objective feature tracking algorithm) ﬁrst computes
relative vorticity from the 6-hourly zonal and meridional wind
components at 850 hPa. The next step is to remap vorticity to a
common T42 grid (12864 regular longitude/latitude global
horizontal grid cells mainly used in atmosphere, ocean, and land
modelling, with a resolution of approximately 2.8125 degrees),
and to identify cyclone centers from the maximum of T42 vorti-
cities. The path of these centers are then tracked if the cyclone
exceeds: (i) a vorticity of 105 s1, (ii) a lifetime of 2 days, and (iii)
a propagation of 1000 km. In this paper, the terms storm and ex-
tratropical cyclones are used interchangeably.2.4. Climate change scenarios
Projections from 21 climate change models referred to as the
Coupled Model Intercomparison Project – Phase 5: CMIP5 (Taylor
et al., 2012) were simulated over the study area for the recent past
(1980–1999) and future (2081–2099). All model runs belong to the
ﬁrst model ensemble (r1i1p1). (Seiler and Zwiers, 2015b). The
CMIP5 project is a standard experimental protocol for studying the
output of coupled Atmosphere-Ocean General Circulation Models
(AOGCM). AOCGMs allow the simulated climate adjust to changes
in climate forcing such as increasing atmospheric carbon dioxide.
The resolutions of the climate models used in this study are listed
in Table 1.
The emission scenario for these climate models is RCP8.5. The
Representative Concentration Pathways (RCP) address the changes
in the balance between incoming and outgoing radiation to the
atmosphere caused by changes in atmospheric composition and
provide inputs for climate modelling. RCP8.5 represents a rising
radiative forcing pathway leading to 8.5 W/m2 in 2100.
2.5. Data matching
To determine the relationship between storm characteristics
and ﬁshing safety, it is necessary to integrate ﬁshing incident data,
ﬁshing activity levels data, and historical cyclone data for years
2000–2004 into a consistent structure. To do so, the study area is
overlaid by a series of grid squares of size 2.5 degrees by 2.5 de-
grees, then ﬁshing incidents, ﬁshing activity levels, and cyclone
databases are matched with these grid cells. There are 88 grid
squares that cover the study area, however thirteen of them are
completely on land and therefore removed from study area. Fig. 4
shows the gridded study area.
To match incident data with grids, the number of incidents
were counted in each grid cell over the study period (2000–2004).
For the corresponding activity levels, the number of line segments
for ﬁshing vessel trajectories (see Fig. 3) in each grid was assigned
to that grid.
Frequency and intensity of cyclones were chosen to represent
cyclone weather conditions and these variables were matched
with ﬁshing incident and ﬁshing activity levels data. The frequency
of storms in this study was deﬁned as the number of storms
passing a speciﬁc grid square and it was calculated for the grids via
the same process as the incident data assuming that a storm can
Fig. 4. Gridded study area (NB: New Brunswick, NL: Newfoundland and Labrador, NS: Nova Scotia, PEI: Prince Edward Island).
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–8576affect an area of 750 km around its centre. The intensity of a storm
can be measured by its vorticity. To match intensity of storms with
other datasets, the highest vorticity of all the simulated storms
passing through a grid over the study period was assigned to that
grid.
2.6. Data exploration
To get a better understanding of the relationships among
ﬁshing incidents, ﬁshing activity levels, and cyclone characteristics
in Atlantic Canada, the hot spots of storms (in terms of frequency
and intensity), ﬁshing incidents, and ﬁshing activity levels were
examined.
Table 2 shows the number of grid-days that were associatedTable 1
CMIP5 Models, references, and their corresponding resolutions (number of grid
squares in the zonal (x), meridional (y) and vertical (z) direction of the atmospheric
model component, e.g. 12864 L 26 means 128 grids in zonal direction , 64 grids
in meridonal direction and 26 vertical layers ).
Climate Model Reference Resolution (x,y,z)
BCC_CSM1.1 Xin et al. (2013) 12864 L 26
BCC-CSM1.1(m) Xin et al. (2013) 320160 L 26
CanESM2 Arora et al. (2011) 12864 L 26
CCSM4 Gent et al. (2011) 288192 L 26
CNRM-CM5 Voldoire et al. (2013) 256128 L31
FGOALS-g2 Li et al. (2013) 12860 L 26
GFDL-CM3 Donner et al. (2011) 14490 L 49
GFDL-ESM2G Dunne et al. (2012) 14490 L 24
GFDL-ESM2M Dunne et al. (2012) 14490 L 24
HadGEM2-ES Martin et al. (2011) 192144 L 38
INM-CM4 Volodin et al. (2010) 180120 L 21
IPSL-CM5A-LR Dufresne et al. (2013) 9696 L 39
IPSL-CM5A-MR Dufresne et al. (2013) 144143 L 39
IPSL-CM5B-LR Dufresne et al. (2013) 9696 L 39
MICRO-ESM Watanabe et al. (2011) 12864 L 80
MICRO-ESM-CHEM Watanabe et al. (2011) 12864 L 80
MPI-ESM-LR Giorgetta et al. (2013) 19296 L 47
MPI-ESM-MR Giorgetta et al. (2013) 19296 L 95
MRI-CGCM3 Yukimoto et al. (2012) 320160 L 48
MRI-ESM1 Yukimoto and Kenkyūjo (2011) 320160 L 48with storms as simulated by NCEP-CFSR, ERA-Interim and NASA-
MERRA respectively over the study period. Grid-days are deﬁned
as a combination of grids and days represented by grid-dayijk
where i is the grid ID, j is the ordinal day in each year, and k is the
index for each year. The differences in storms simulated by these
three reanalyses, may lead to different outcomes in the incident
rate model development phase.
Fig. 5 presents the spatial distribution of frequency of storms
passed by each grid simulated by NCEP-CFSR, ERA-Interim and
NASA-MERRA. Since the area of the grids are not equal, instead of
number of storms in each grid, number of storms over the related
area were calculated and used to create density maps. To colour-
code the maps, the Natural Break method (Jenks, 1967) was used.
In this method, data are divided into an arbitrary number of
classes (in our case 5 classes) and then the data are repeatedly
broken into sets to obtain the sets with the smallest in-class var-
iance. The darkest red represents the highest frequency while
yellow stands for the lowest number of stormy days. Even though
these ﬁgures are not exactly the same, they all suggest that grid
cells east of Newfoundland and Labrador have the greatest number
of stormy days, while areas south of Nova Scotia and New
Brunswick have the least during 2000–2004.
Fig. 6 shows the spatial distribution of severe storms (i.e. grids
with highest vorticity) over the study area for NCEP-CFSR, ERA-
Interim, and NASA-MERRA. Again to colour code the maps, the
Natural Breaks method was applied. Dark red shows the highest
vorticity and yellow represents the lowest vorticity in the dataset.Table 2
Number of grid-days that were associated with a storm tracked via NCEP-CFSR,
ERA-Interim and NASA-MERRA projects respectively in 2000–2004.
Year NCEP-CFSR ERA-Interim NASA-MERRA
2000 393 401 356
2001 392 369 334
2002 373 380 319
2003 419 411 363
2004 415 438 393
Total 1992 1999 1765
Fig. 5. Spatial distribution of storms frequency simulated by (a) NCEP-CFSR. (b) ERA-Interim. (c) NASA-MERRA during 2000–2004. (For interpretation of the references to
colour in this ﬁgure, the reader is referred to the web version of this article.).
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85 77Despite some differences in the maps of Fig. 6, all of them suggest
that the most severe storms (i.e. storms with high vorticities)
happen in southeast part of the study area.
Orange and dark yellow grids north of Newfoundland and
Labrador in the ERA-Interim and NASA-MERRA maps compared to
the corresponding yellow grids in the NCEP-CFSR map indicate
that ERA-Interim and MERRA simulated more intense storms in
this area than did NCEP-CFSR which again may lead to different
results in the model development phase.
Comparison of Figs. 5 and 6 indicates that grid squares in the
far east of the study area and north of Newfoundland and Lab-
rador experience more frequent and intense storms than other
areas.
Fig. 7(a) shows the spatial distribution of grids with incidents
during 2000–2004. Incident numbers were normalized over the
grid areas. Natural Breaks were used to colour code the density
map. Dark red shows the grids with the highest concentration of
incidents. Grids around Nova Scotia and Prince Edward Island (PEI)
are areas with the most frequent incident occurrences. Fig. 7
(b) shows the distribution of ﬁshing activity in the study area
(normalized over the study areas) during 2000–2004. Again Nat-
ural Breaks were used to colour code the map with dark red as-
sociated with the highest number of ﬁshing trips. Offshore Nova
Scotia and north of Newfoundland and Labrador have the highest
density of ﬁshing activities. To adjust for the dominant effect of
ﬁshing activity levels on incidents, Fig. 7(c) shows the spatial
distribution of incident rates (number of incidents per number of
ﬁshing trips) in each grid over 2000–2004. Grids with no ﬁshing
activity during the study period were removed from the database.
The results show that although most of the incidents happened
near the shore of Nova Scotia, grids to the north of Newfoundland
and Labrador, grids in the eastern part of the map, and far southhave higher incident rates. As mentioned earlier, these grids have
also high number of storms and/or severe storms which suggests
the existence of some relationships between storms and ﬁshing
incidents.
In addition to study the spatial distribution of storms and
ﬁshing incident hotspots, some characteristics of those ﬁshing
incidents associated with a storm were studied to better un-
derstand the conditions at the time of the storm. Unfortunately
not all of the records in the SISAR database were ﬁlled out
completely, which left us with very few incidents to do this
analysis (157, 169, and 142 records for incidents associated with
storms simulated by NCEP-CFSR, ERA-Interim, and NASA-MER-
RA, respectively, in other words these incidents reported in a
grid on a day when a storm was passing through). Tables 3–5
show different ﬁshery types, incident types, and action taken by
Canadian Coast Guard in cases of incidents associated with
storms simulated by NCEP-CFSR, ERA-Interim, and NASA-MER-
RA, respectively.
Based on the results in Table 3, Lobster Fishing is most frequent
ﬁshery type which is concurrent with storms simulated by NCEP-
CFSR. ERA-Interim and NASA-MERRA related storms, on the other
hand, are mostly matched with seal ﬁshing incidents. This could
be explained by the relative spatial distribution of severe storms
and seal ﬁsheries. As was shown in Fig. 4(b) and (c) some severe
storms reﬂected in ERA-Interim and NASA_MERRA models oc-
curred to the north of Newfoundland and Labrador, which is also
the location of seal ﬁsheries. The results in Table 4 suggest that
missing persons and taking on water are the most common types
of incidents during a storm. Although different incidents have
required different response actions, the numbers in
Table 5 suggest that incidents that happened during a storm
mostly needed to be monitored, assisted in ice, and rescued.
Fig. 6. Spatial distribution of severe storms simulated by (a) NCEP-CFSR, (b) ERA-Interim, and (c) NASAMERRA during 2000–2004. (For interpretation of the references to
colour in this ﬁgure, the reader is referred to the web version of this article.)
Table 3
Number of incidents by ﬁshery that are associated with a storm tracked by NCEP-
CFSR, ERA-Interim and NASA-MERRA respectively.
Fishing type NCEP-CFSR ERA-Interim NASA-MERRA
Shrimp ﬁshing 20 20 18
Groundﬁsh ﬁshing 14 21 18
Crab ﬁshing 38 42 32
Herring roe ﬁshing 3 1 1
Lobster ﬁshing 42 25 28
Tuna ﬁshing 1 1 3
Scallop ﬁshing 2 0 0
Seal ﬁshing 37 59 42
Total 157 169 142
Table 4
Types of ﬁshing incidents associated with a storm tracked by NCEP-CFSR, ERA-In-
terim and NASA-MERRA respectively.
Type of Incident Total Number of In-
cidents (cyclone and
no-cyclone)
Number of incidents associated with
a cyclone
NCEP-
CFSR
ERA-
Interim
NASA-
MERRA
Capsized 27 0 0 1
Disabled 3788 114 131 103
Disoriented 35 1 1 1
Grounded 160 6 0 3
On ﬁre 87 1 4 4
Medical 312 9 8 8
Foundered 15 0 1 0
Taking on
Water
220 15 12 13
Missing Person
(s)
26 2 1 1
Stranded 14 0 1 0
Other 98 9 10 8
Total 4782 157 169 142
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85782.7. Data preparation
Incident rates (number of ﬁshing incidents over ﬁshing trips)
were calculated for all the incidents happened during the study
period in each grid square. To make the interpretation of incident
rates easier, it was decided to categorize rates into three main
groups: Low, Medium and High. Theoretically, incident rate in each
Fig. 7. Spatial distribution of (a) ﬁshing incidents, (b) ﬁshing trips, and (c) ﬁshing incident rates during 2000–2004. (For interpretation of the references to colour in this
ﬁgure, the reader is referred to the web version of this article.)
Table 5
Canadian Coast Guard action in case of Incidents associated with a storm tracked by
NCEP-CFSR, ERA-Interim and NASA-MERRA respectively.
Action Total Number
of Incidents
Number of incidents associated with
a cyclone
NCEP-
CFSR
ERA-
Interim
NASA-
MERRA
Assist another unit 6 0 2 0
Assistance in ice 7 2 6 2
Communication 29 1 0 1
Escort 307 21 21 21
Evacuation 194 10 9 8
Fire Fighting 208 0 0 1
Investigation 360 2 1 1
Monitoring 42 18 15 14
None 114 0 1 1
Other 124 9 7 7
Rescue 6 2 2 2
Search 105 3 6 3
Technical assistance 42 2 1 2
Towed 3192 87 97 79
Transport of person(s) 46 0 1 0
Total 4782 157 169 142
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85 79grid square can adopt any value between 0 and 1. However as the
histogram of incident rates over the study period shows (Fig. 8),
most of the rates except a couple of outliers are less than 0.03. To
ensure sufﬁcient data in each of the three classes, tertiles were
used with the ﬁrst 33% of sorted incident rate values categorized
as Low, the next third as Medium and the rest as High. The upper
bound for the ﬁrst group was 0.001, and for the second group it
was 0.006.
In this paper, risk class and risk rate class are used
interchangeably.
2.8. Model development
The objective of this step is to develop a model that can predict
ﬁshing incident rate classes in each grid square based on fre-
quency and intensity of storms passing through that grid.
(Through the paper we will use frequency as an indicator of
number of storms passed through a grid and intensity as the in-
dicator of intensity of the strongest storms passed through a grid.)
Table 6 summarizes the descriptive statistics of predictors from
NCEP-CFSR, ERA-Interim, and NASA-MERRA storm databases.
Fig. 9 shows the scatter plot matrix of incident rate class, and
frequency and intensity of storms simulated by NCEP-CFSR. Each
Fig. 8. Histogram of incident rates (incidents per unit ﬁshing activity in a grid square) over 2000–2004.
Table 6
Descriptive statistics of predictors from NCEP-CFSR, ERA-Interim, and NASA-MER-
RA storm databases.
Dataset Frequency Intensity
Min Average Max Min Average Max
NCEP-CFSR 1 26.30 86 1.27 4.92 12.09
ERA-Interim 0 26.49 93 0 4.76 11.52
NASA-MERRA 0 23.67 93 0 4.36 12.97
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–8580point in the scatter plot is associated with a grid cell and Fre-
quency refers to the number of cyclones and intensity reﬂects the
vorticity of the most intense cyclone in that grid over the years. As
shown, no linear, monotonic or even functional correlation be-
tween the dependent variable (i.e. incident rate class) and in-
dependent variables (i.e. storm frequency and intensity) can be
recognized. Therefore, standard multiple regression methods are
not appropriate here. Tree-based modelling can be used as an al-
ternative exploratory technique for uncovering structures in the
data pool when the relationships between dependent and in-
dependent variables are hard to ﬁnd. Breiman et al. (1984) sug-
gested an algorithm to handle these situations, which isFig. 9. Scatter plot matrix of incident rate clascommonly referred to as Classiﬁcation and Regression Trees
(CART). CART has the advantage of being able to analyze complex
data and provide an informative way of showing results in the
form of decision trees. It can accommodate any type of predictor
variable and can handle missing values in both the response
variable and predictors (Speybroeck, 2012).
CART aims to partition the space X (predictor variables X1, X2…)
into disjoint sets A1, A2,….Each set is associated with a class of
response variable (y). For example if y has three levels: low,
medium, and high incident rates, there would be three sets A1, A2,
and A3 each associated with one class, respectively. If observation i
is a member of set A3 it means that the class of response variable
for this observation is high incident rate. The main goal of CART is
to partition the space X into these sets in a way that each set be as
homogenous as possible. In other words, the algorithm aims that if
observation i is classiﬁed as high incident rate, it is also grouped
into the high incident rate observation set (i.e. not be mis-
classiﬁed). The pseudocode for binary recursive partitioning is as
follows (Loh, 2011):
1. Start at the root node;
2. Choose the split that minimizes the sum of the node impurities
in the two child nodes;s, and frequency and intensity of Storms.
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85 813. If a stopping criterion is reached then stop, otherwise apply step
2 to each child node in turn.
The node impurity is called the deviance, and a deviance of
zero corresponds to a perfectly homogenous node. At node i of a
tree, the probability distribution of the classes is pik (k number of
classes). Each observation (e.g. grid cell) is eventually assigned to a
leaf, and so at each leaf, there is a random sample nik from the
multinomial distribution of pik. The conditional likelihood of the
observation assigned to the leaf to be a member of class k is then
proportional to (Venables and Ripley, 2013):
∏ ∏ ( )p n 1ik ik
The deviance (as an indicator of impurity) of a node is deﬁned
as
∑= − ( )D 2 p log n 2ik ik
Splitting proceeds by choosing the candidate children which
minimize the deviances (Breiman et al., 1984).Fig. 10. Classiﬁcation Tree for NCEP-CFSR where the labels at the end of the nodes
represent the incident rate class (1 means low, 2 means medium, and 3 means
high).3. Results
3.1. Historical relationships
Table 7 shows the summary of the full classiﬁcation trees based
on the NCEP-CFSR, ERA-Interim, and NASA-MERRA models
respectively.
Both predictors (frequency and intensity of storms) are included
in the full trees. The size of the tree is based on the number of end
nodes. The residuals were obtained by subtracting the ﬁtted values
from the response variable. The mean was calculated based on the
sum of the deviance over all of the leaves, divided by the number of
total cases in the dataset minus the number of end nodes in the
ﬁnal tree. Generally speaking, the full tree is a fairly accurate par-
tition of the datasets, however due to the small ratio of the number
of observations to the number of potential predictors (67/2¼33.5),
the likelihood of overﬁtting data is high (Hansen et al., 1996). To
avoid overﬁtting, a cross-validation is run on the full trees. Cross
validation is a common method to prune classiﬁcation trees, which
divides the dataset into “k” mutually exclusive subsets. For each
subset, a tree is ﬁtted to the remaining (k1) subsets and the kth
subset is used to evaluate the results. This procedure is repeated k
times. Deviances are summed up over all the subsets for differentTable 7
Results of full classiﬁcation trees for NCEP-CFSR, ERA-Interim, and NASA-MERRA
datasets.
Dataset Number of
end nodes
Residual
mean
deviance
Misclassiﬁcation rate Best num-
ber of
nodes
NCEP-CFSR 9 0.43 0.32 7
ERA-Interim 11 0.38 0.28 10
NASA-MERRA 10 0.44 0.34 5
Table 8
Results of pruned trees for NCEP-CFSR, ERA-Interim, and NASA-MERRA datasets.
Dataset Number of End
Nodes
Residual Mean
Deviance
Misclassiﬁcation Rate
NCEP-CFSR 7 0.53 0.37
ERA-Interim 10 0.47 0.29
NASA-MERRA 5 0.56 0.41tree sizes and the size of the next best tree is chosen based on the
cross-validation results (misclassiﬁcation rate, which is the number
of misclassiﬁed cases over total number of records for each tree).
The best number of nodes based on cross validation results are
reported in the last column of Table 7 for each tree. Based on these
results, the trees have been pruned to their best size. Table 8
summarizes the results of the pruned trees for the NCEP-CFSR, ERA-
Interim, and NASA-MERRA datasets.
Figs. 10–12 show the pruned trees for NCEP-CFSR, ERA-Interim,
and NASA-MERRA, respectively.
All nodes of these trees indicate that high storm intensity will
lead to high incident rates. The only exception is in the NASA-
MERRA tree (Fig. 12) when high intensity and medium frequency
led to the low risk class (second ﬁnal node from right). One po-
tential explanation can be the combination of frequency and in-
tensity in this tree. Unlike the other two trees (i.e. NCEP-CFSR andFig. 11. Classiﬁcation Tree for ERA-Interim where the labels at the end of the nodes
represent the incident rate class (1 means low, 2 means medium, and 3 means
high).
Fig. 12. Classiﬁcation Tree for NASA-MERRA where the labels at the end of the
nodes represent the incident rate class (1 means low, 2 means medium, and
3 means high).
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–8582ERA-Interim related trees), the NASA-MERRA tree does not divide
data at a high intensity threshold but uses a fairly medium value
(the average intensity for the dataset is 4.36 which is greater than
3.98), so a combination of average (or even low) intensity and
average frequency led to the low risk class node in this tree.
It was also shown that a combination of low frequency and
average intensity storms can produce high incident rates. One
explanation for this outcome could be the fact that when storms
are rare in some areas, ﬁsh harvesters may not be well prepared
for stormy conditions and even a storm with average intensityFig. 13. Estimated incident risk rates for the period 2081–2099 based on NCEP-CFSR-Tree
rate (red), medium risk rate (orange), and low risk rate (white). (For interpretation of the
this article.)could lead to incident occurrences. Average intensity and average
frequencies of storms generally lead to medium or low incident
rates but the thresholds are different in each model (for example
high intensity means more than 8.23 for the NCEP-CFSR-Tree and
more than 8.15 for the ERA-Interim-Tree).
Misclassiﬁcation rates residuals have been calculated using
cross validation (K¼10). Note that none of the models have a
classiﬁcation rate greater than 70% (4th column of Table 8). The
potential explanation for this is that there are many other im-
pacting factors (human related, environmental factors other than
storms) which were not included in these models. However,
considering that only storm frequency and storm intensity are
introduced as the predictors of incident rates, the performance of
this model seems fair.
3.2. Predictions
To study changes in ﬁshing risk rates due to climate change,
ﬁshing incidents rates estimated based on frequency and intensity
of simulated storms in two periods (1980–1999) and (2081–2099)
were compared. To do so, storms simulated by CMIP5 models for
the period 1989–1999 and 2081–2099 (Seiler and Zwiers, 2015b)
were spatially matched with the grids over the study area and the
number of storms and the highest vorticity estimated in each
model was assigned to the corresponding grid.
Trees built on historical data from NCEP-CFSR, ERA-Interim and
NASA-MERRA were applied to each of the 21 CMIP5 models in-
dividually, therefore, each grid was classiﬁed as low, medium, or
high risk based on the predicted weather factors in each climate
model (e.g. grid i may be classiﬁed as low risk based on CCSM4
projection, medium risk based on FGOALS-g2 projection, and high
risk based on MRI_ESM1 projection) for both periods. Fig. 13
shows the grids with pie charts indicating what percentage of
models classiﬁed the related grid as having low (white), medium. Pie charts illustrates the percentage of projections that classify the grid as high risk
references to colour in this ﬁgure legend, the reader is referred to the web version of
Fig. 14. Differences between incident risk rate classes in 1980–1999 and 2081–2099
based on (a) NCEP-CFSR (b) ERA-Interim (c) NASA-MERRA. Dark blue: Reduction in
risk by two classes (from high to low), Blue: Reduction in risk by one class (from
high to medium, medium to low), White: No change, Orange: Increase in risk by
one class (low to medium, medium to high), and Red: Increase in risk by two
classes (low to high). (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–85 83(yellow), or high (red) incident rates based on the tree built on
NCEP-CFSR for the period 2081–2099 as an example. One can
conclude that hot spots of incident rates in the period of 2081–
2099 will be located to the south of Nova Scotia, the south of New
Brunswick, and eastern parts of the study area. Fig. 13 demon-
strates a fair amount of consistency around the risk level in each
grid associated with all of the 21 models, although north of
Newfoundland shows more variability in this regard. Since there
may be more than one risk class estimated for a grid by the 21
CMIP5 models, the class predicted by most of the CMIP5 models
(i.e. largest sections in the pie charts of Fig. 13) was chosen as the
representative risk class in 2081–2099 and then it was compared
to the risk classiﬁcation for the period 1980–1999.
Fig. 14 maps the differences between risk classiﬁcation of thegrids in 1980–1999 and 2081–2099 according to each of the three
tree-based models NCEP-CFSR, ERA-Interim, and NASA-MERRA.
The maps are colour coded in such a way that dark blue shows
reduction in risk by two classes (from high to low), blue shows
reduction in risk by one class (from high to medium, medium to
low), white means no change, orange means increase in risk by
one class (low to medium, medium to high), and red means in-
crease in risk by two classes (low to high). It is assumed that
changes from high to medium and medium to low (or vice versa)
are equivalent (i.e. it can be presented by the same colour).
As Fig. 14 suggests, NCEP-CFSR-Tree and ERA-Interim-Tree both
predict risk reduction in the area North of Newfoundland and
Labrador. The results of all three models indicate that there is an
increase in the risk rate in the Gulf of St. Laurence and southern
parts of Labrador. Despite the differences in the three maps, one
can conclude that there wouldn’t be many changes in ﬁshing risk
due to climate change in the future and decreases and increases in
risk may occur only in a few grids. To study these differences
mathematically two methods are carried out:
1. Raster Analysis which generates a cross-tabular listing of maps
intersections and counts the number of cells within each class
to represent the coincidence percentage. This method gives a
general idea of how well the maps match (Berry, 2007).
2. Percent Difference which simply investigates the change of ca-
tegory for each grid. It is an alternative approach for statistical
tests such as the t-test. Statistical tests require some conditions
such as normal distribution or independence of the data which
is rarely the case in mapped data.
3. To interpret the results of Percent Difference, the Thirds rule can
be adopted. “Thirds rule of thumb” for comparing map surfaces
indicates “if two-thirds of the map area is within one-third (one
unit class change) difference, the surfaces are fairly similar; if
less than one-third of the area is within one-third difference,
the surfaces are fairly different” (Berry, 2007).
Raster analysis results yielded 70%, 73%, and 83% similarity
among estimated ﬁshing risk rates for 1980–1999, and 2081–2099
periods based on NCEP-CFSR, ERA-Interim, and NASA-MERRA trees,
respectively. Percentage Difference results indicated that 74%, 77%,
and 100% of grids are in the 33% difference area when comparing
1980–1999 and 2100–2099 periods based on NCEP-CFSR, ERA-In-
terim, and NASA-MERRA tress, respectively. All these results imply
that these periods are fairly similar in terms of ﬁshing incident
rates; however these results are based on intensity and frequency of
storms and if more variables are included in the study or if histor-
ical relationships are built based on a larger time span, these ﬁnd-
ings may change.4. Discussion and conclusion
This research aims to reveal the underlying relationships be-
tween extreme weather events and ﬁshing safety and to in-
vestigate how the spatial distribution of ﬁshing incidents may
change due to climate change effects. This paper proposes a gen-
eral framework to:
1. Build a mathematical model based on historical relationships
between ﬁshing incidents, ﬁshing activity levels, and extreme
weather events.
2. Run the model developed in step one using storm projections
for the period of interest.
In our case, extreme weather conditions were deﬁned as storm
frequency and storm highest intensity in each grid of 2.5 degrees
Fig. 15. Estimated incident risks for year 2081 based on NCEP-CFSR-Tree. Pie charts illustrates the percentage of projections that classify the grid as high risk (red), medium
risk (orange), and low risk (white). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
S. Rezaee et al. / Weather and Climate Extremes 13 (2016) 73–8584by 2.5 degrees over Atlantic Canadian waters during 2000–2004.
To track storms, three reanalysis products, namely NCEP-CFSR,
ERA-Interim, and NASA-MERRA were used. Classiﬁcation tree
analysis was then applied to the incident rates (number of in-
cidents over number of ﬁshing trips in each grid) and storm fre-
quency and intensity data. Both frequency and intensity of storms
appeared to be important for the prediction of incident rates for all
three datasets (NCEP-CFSR, ERA-Interim, and NASA-MERRA). Pro-
jections of 21 CMIP5 climate models were used as potential cli-
mate change scenarios for the period 2081–2099 in Atlantic Ca-
nada. Despite some disparities in results across the scenarios, we
concluded that the environmental conditions that drive ﬁshing
incidents are projected to remain very similar by the end of this
century. However, including other extreme weather factors, such
as surface wind speed, precipitation, and temperature in the
analysis could lead to more precise results since ﬁshing safety can
be affected by many environmental and non-environmental fac-
tors, whereas assuming that it can be explained through few fac-
tors is somewhat simplistic.
Taking advances in weather forecasting technology into ac-
count, and potential improvement in ﬁshing safety practices, the
exposure of ﬁshing vessels to strong storms might decrease over
time. Studying the effects of weak storms on ﬁshing safety can
shed light on another piece of the ﬁshing safety puzzle.
Using more frequent vessel tracking reports such as Satellite
Automatic Identiﬁcation System (s-AIS) can provide more in-
formation to improve vessel trafﬁc modelling and consequently
improve estimation of incident rates. Using trip lengths in the
calculation of incident rates might also result in a more accurate
representation of ﬁshing safety.
The dynamic characteristic of storms is another factor that
could be taken into account when interactions between ﬁshing
safety and changing climate are studied. Frequency and intensity
of storms are different each year and some individual years may be
particularly harsh. Fig. 15 populates the grids with pie charts in-
dicating what percentage of the models classiﬁed the related grid
as having low (white), medium (yellow), or high (red) incident
rates based on the tree built on NCEP-CFSR for individual year
2081 as an example. Comparing Fig. 15 to Fig. 13 shows that al-
though the bottom right corner of the map shows low ﬁshing risk
averaged over the whole period, it is risky in that speciﬁc year.
This makes the point that inter-annual variability of the risk
level can be signiﬁcant, even though multiyear averages a fairlystable. The variability of risk rate for each year is especially im-
portant in short term and tactical planning such as search and
rescue resource allocation. Even though search and rescue stations
are located and built based on long term considerations, in-
formation on the hot spots of incidents with respect to possible
weather patterns in particular years may enhance their pre-
paredness and the accessibility of search and rescue resources to
these hotspots, which consequently can improve safety and lower
the cost of search and rescue.Acknowledgements
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