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I. INTRODUCTION
Combined quantum mechanical/molecular mechanical (QM/MM) simulations are powerful tools in the study of chemical reactions taking place while embedded within large biological scaffolds and/or in condensed phase environments. These hybrid methods are typically orders of magnitudes more efficient than fully quantum mechanical approaches, although recent advances in the development of reactive quantum mechanical force fields have greatly narrowed this gap. [1] [2] [3] [4] QM/MM methods have been successfully applied in the study of enzymes, [5] [6] [7] catalytic RNAs, [8] [9] [10] ligand binding, [11] [12] [13] acid dissociation constants, [14] [15] [16] and small molecule reactions occurring in solution. [17] [18] [19] [20] Combined QM/MM approaches leverage the strengths associated with of both QM methods and MM simulations by allowing a typically small, localized reactive region requiring explicit treatment of electronic degrees of freedom to be modeled within a large, complex condensed phase environment. The overall reliability of QM/MM simulations depends critically on both the accuracy of the chosen QM and MM models as well as the treatment of the QM/MM interaction. Considerations such as the size of the reactive region and the specific chemistry occurring within it must be considered when choosing the QM method. The accuracy of MM force field model depends simultaneously on its functional form and the empirical parameters used to describe the underlying potential. The MM model is typically chosen as to best represent key features of the environment surrounding the QM region. The most advanced force field treatments include accurate descriptions of electrostatic interactions and have explicit consideration of many-body polarization. While such potentials are very promising, these force fields are typically less computationally efficient than their traditional non-polarizable counterparts and, in many cases, have parameters which either have a somewhat limited chemical scope or have not been as fully matured through critical assessment to the level of those employed by the more simple force fields. Because of these reasons, the vast majority of QM/MM simulations currently utilize conventional, pointcharge force fields in the study of condensed phase reactions.
The QM and MM regions interact with each other through a QM/MM boundary. Most generally, both bonded and non-bonded interactions are treated over this division. Bonded interactions are required when the QM/MM boundary falls between two or more covalently bound atoms. A variety of specialized methods; including link atoms, 21, 22 pseudoatoms, 23, 24 and generalized orbital methods; 25, 26 have been developed to model this interaction. Non-bonded interactions can be further subdivided into electrostatic and non-electrostatic terms.
The QM/MM non-bonded electrostatic interactions can be treated using different embedding techniques that can be broadly separated into three categories: mechanical, electrostatic, or polarized embedding. 27 Electrostatic embedding enters the electrostatic potential due to fixed, static MM point charges directly into the QM Hamiltonian as an external potential to polarize the QM density that results from a self-consistent field (SCF) procedure. This scheme generally provides greater accuracy than mechanical embedding, 28 where static point charges are assigned to QM atoms and electrostatics are treated classically as Coulomb interactions between point charges. If the MM force field is itself an explicitly polarizable model then a polarized embedding 29, 30 scheme can be adopted, where MM polarizable charges/multipoles are allowed to respond to the QM charge density in some way.
The QM/MM non-electrostatic non-bonded interactions include short-ranged exchange repulsion and mid/long-ranged dispersion interactions. Conventional QM/MM methods handle this term using the Lennard-Jones (LJ) model, [31] [32] [33] which is also the most commonly employed non-electrostatic nonbonded model used by MM force fields. However, unlike the electrostatic QM/MM interactions in electrostatic and polarized embedding methods, the LJ model for non-electrostatic non-bonded QM/MM interactions is not explicitly coupled to the quantum mechanical wave function, meaning these interactions cannot adjust to changes in the chemical environment. In order to account for this issue, atoms in different chemical environments are assigned different LJ interactions, and much like many MM force fields adopt the concept of an atom type-a prescription in which parameters for an atom are inherited based on specific local electronic and chemical bonding environment. Within this framework, each atom type is given a unique set of fixed LJ parameters. 34 Given that traditional MM force fields do not allow for the formation or destruction of chemical bonds this strategy provides a practical mechanism for modeling these interactions, provided that the scope of LJ parameters in the force field is wide enough to model a diverse range of intermolecular interactions. However, in the case of QM/MM simulations, the bonding environment can and in fact often does change. As such, adhering to the notion of assigning fixed atom types to reactive QM atoms is impractical and unsound. In careful QM/MM studies, LJ parameters for QM atoms are developed to produce an overall reasonable, balanced reaction profile that strives to eliminate artifacts due to having atoms whose assigned atom types might misrepresent changes in the chemical identity of those atoms over the course of the modeled chemical reaction. However, in doing so the accuracy of the solvation properties of individual states along the reaction pathway is sacrificed. Frequently, it is not possible to select a single LJ parameterization which can simultaneously reproduce quantitative reaction barrier data while obtaining accurate solvation free energies for the reactant and product states.
One partial solution to this issue is to use so-called adaptive QM/MM methods, [35] [36] [37] where the QM and MM representations of molecules turn on/off as they enter/leave a larger "reactive zone." In principle QM models account for changes in exchange repulsion and dispersion interactions as a function of the electronic structure. By using these methods and by pushing the QM/MM boundary further away from the reaction zone, the problems associated with static LJ potentials could be greatly reduced. While this approach is conceptually appealing and has been demonstrated to be successful if carefully applied, it is also more computationally demanding than traditional methods and will only have clear benefits if the QM model used is superior to the MM force field at representing solvation properties. For instance, the application of approximate semiempirical, Hartree-Fock, or small basis set density-functional QM models have been shown to often be inferior to a carefully parameterized MM water model for describing the physical properties of liquid water. Alternatively, one could replace the conventional, static LJ QM/MM interaction with one which is explicitly coupled to the QM electronic structure. Recent studies have pioneered this type of approach by directly linking the extent of charge delocalization to the electronic structure of the system, effectively allowing the charge of more negative species to appear more diffuse. 38, 39 This work introduces a new model that explicitly couples atomic charge with many-body exchange and dispersion interactions. The QXD (Charge-dependent eXchange and Dispersion) model allows the seamless modulation of nonelectrostatic, non-bonded interactions in a chemically intuitive and meaningful way with changes in local atomic charge. As atoms become more negatively charged, they become larger and softer with regard to their interactions with surrounding MM atoms. In this way, the model is able to better represent the QM/MM interaction non-locally along the reaction coordinate.
In the present work, we examine a well-studied benchmark reaction of the chloride ion attack on methylchloride using a specific reaction parameterization semiempirical QM model 40 in a solution of non-polarizable MM water while treating electrostatic QM/MM interactions via electrostatic embedding. This combination of QM and MM models is widely used in combined QM/MM studies of biological reactions, a target application area for which the hope is that the methods introduced here will have future impact. The remainder of the manuscript will be broken into four parts: (1) Sec. II in which the QXD model is developed, (2) Sec. III which outlines details as to how the QXD model was parameterized and integrated into a QM/MM framework, and (3) Sec. IV which presents, compares, and discusses simulation results for solvation free energy calculations and reaction free energy profiles involving chloride ion attack to methylchloride, and (4) a section which summarizes the main conclusions of the work and places its importance into a broader context.
II. BACKGROUND THEORY
The QXD model replaces the traditional LJ treatment of non-classical interactions in the QM/MM Hamiltonian for QM atoms. It allows QM atoms to effectively "change size" in accordance to fluctuations in local charge, as determined by the single-particle density matrix. QXD does this task through a series of equations which closely follow previous work of Giese and York. 41 However, unlike the initial work where the energy was added as a post-SCF correction term, present here is a variational formulation that is integrated with the SCF procedure which provides simple expressions for the gradients needed to obtain forces when used in molecular dynamics calculations.
A. QM/MM simulations
During QM/MM simulations the total potential energy, E, can be written as
where R is an array of atomic positions, q is a set of MM charges, and P is the atomic orbital (AO) representation of the QM total density matrix. This term is defined as
where P σ is the spin-resolved density matrix,
and n σ and C σ are the spin-resolved orbital occupation numbers and molecular orbital (MO) coefficients, respectively, and where µ and ν index atomic orbital basis functions.
E QM (R, P) is the QM region's ab initio self-energy, E MM (R, q) is the MM energy, and E QM/MM (R, P, q) is the interaction energy of the QM region with the MM region. For a given set of atomic positions and MM charges, the total energy is minimized with respect to changes in the QM region's MO coefficients under the constraint that the MOs remain orthonormal. When the energy is extremized under these constraints, the following stationary condition (the Roothaan-Hall equation) is satisfied:
where
r is the AO overlap matrix, and F σ µν is the spin-resolved Fock (or Kohn-Sham) matrix,
where F 
B. LJ QM/MM interaction potential
In conventional QM/MM implementations, E QM/MM is expressed in terms of non-bonded electrostatic interactions and LJ potentials,
where E el QM/MM is the electrostatic interaction, E bond QM/MM is the bonded interaction, and E nb QM/MM is the non-bonded interaction term. As discussed in the introduction, E bond QM/MM can be entirely avoided if the QM/MM boundary does not cross any covalent bonds. The present work will be examining systems which are entirely subsumed by the QM region and no chemical bonds intersect the boundary, so this term will be ignored to avoid unnecessary complication. Furthermore, if the LJ interaction is assumed to represent the non-classical QM/MM interactions, the total QM/MM interaction can be expressed as
and E LJ,ac is the LJ potential 31,42,43
The LJ expression can be separated into two distinct, but coupled parts. The first representing exchange-repulsion and the latter models the attractive, dispersion interactions.
C. QXD QM/MM interaction potential
The QXD model replaces the QM/MM LJ interactions with a charge-dependent functional form. The systems considered in this work do not explicitly cross the QM/MM boundary, so any specialized treatment of this type of interaction will be ignored. The total QXD energy can be written as
and Z a is the nuclear charge of atom a. The charge-dependent QXD van der Waals energy consists of exchange-repulsion and dispersion components,
E X,ac treats the exchange-repulsion as being proportional to the overlap of atomic densities, which Eq. (18) models as the overlap of Slater functions S(r; ζ) = (ζ 3 /8π)e −ζr . The approximate relationship between exchange-repulsion and atomic overlap was recognized 40 years ago 44 and then further developed into an anisotropic repulsion model by Wheatley. 45 Recently, similar formalisms have gained popularity in the GEM force field. 46 The model used in the present manuscript is based on previous work by Giese, 41 which replaces the rigorous treatment of the electron density with an empirical model that can be tuned for high-accuracy while providing a means for incorporating charge-dependence. Specifically, the charge dependence is introduced via the Slater exponents,
E D,ac is a damped R −6 dispersion model, whose C 6 dispersion coefficient is proportional to the atomic dipole polarizability, α, and an "effective number of electrons," N eff . Charge dependence is introduced by making α and N eff a function of atomic charge,
The QXD model depends on the empirical parameters: s a , ζ 0,a , ζ q,a , N eff,0,a , α 0,a , α q,a . The values of N eff,0,a , which on atomic number, were developed by Pellenq and Nicholson 47 and are used directly without modification, that is, N eff,0,a is not treated as a parameter to be optimized. The expressions for E X,ac and E D,ac are summarized as follows:
In the limit ζ c → ζ a , Eq. (18) reduces to
The Fock matrix correction for the QXD QM/MM model [Eq. (11)] is
and ∂E QXD /∂Q a | R,q is obtained from elementary chainrule derivatives of Eqs. (14)- (25). Modern charge-fitting procedures could be used to more accurately represent local atomic charge, such as ESP fitting [48] [49] [50] [51] [52] or CMX 53-57 charges. However, early tests indicated that regardless of which charge model was used the end results were not significantly different, but rather lead to slightly different optimized parameters, as the changes in charge were highly correlated and internally consistent within the semiempirical framework. Similar results have been demonstrated previously for Mulliken and CM2 charge changes calculated with linear-scaling semiempirical methods. 58 These findings, combined with the simplicity of the Mulliken charge mapping into the density matrix and ease of incorporation into the Fock matrix for variational self-consistency, led to use of these charges as a basis for the semiempirical QXD model. It is expected that the parameters developed here are not likely transferable to other quantum methods, and the use of Mulliken charges might not be appropriate for other quantum methods which might use large, delocalized basis sets.
Upon reaching SCF convergence, the atomic gradients of atom a are
III. COMPUTATIONAL METHODS
This section describes computational details involving the implementation, parameterization, and validation of the QXD model for interaction energies, molecular dynamics simulations, and free energy calculations. First, we outline how the QXD model can interact with traditional force fields. Second, a protocol for comparing LJ and QXD QM/MM interactions to high-level quantum data using gas-phase scans is provided. Third, MD simulation protocols to calculate solvation free energies used in the parameterization of QXD are shown. Finally, the MD protocol for free energy profile simulations used to validate the QXD QM/MM interaction model is described.
A. The QXD interface with modern force fields
The first step in implementing the QXD correction is to interface it with existing QM/MM frameworks. The QXD model would be inconvenient to use if special parameters would have to be redeveloped for all MM atom types. Fortunately, we have found that the LJ parameters used in current MM force fields can be suitably "mapped" into QXD parameters through a series of approximate expressions. These expressions are purely empirical, and details, including their motivation, are described in the supplementary material, Section S1. 97 Therefore, the QXD parameters of the MM atoms are obtained directly from their LJ parameters using the prescription described below, whereas the QXD parameters of the QM atoms are parameterized for the specific QM Hamiltonian used. The description of the QM atom QXD parameters is discussed in Sec. IV C.
The prescription for mapping the MM atom LJ parameters to QXD parameters begins by removing their chargedependence within the QXD model ζ q,c = 0 and α q,c = 0. The approximate relations between the remaining adjustable parameters in the QXD model to the ε c ≡ √ ε cc and R min,c ≡ (1/2)R min,cc LJ parameters are 
B. Specific reaction parameterization Hamiltonian
Solvation free energies of chlorine containing compounds and a prototype reaction of a chloride anion attacking methylchloride will be examined to validate the QXD QM/MM interaction model. This reaction has been extensively studied [59] [60] [61] [62] [63] and is generally well understood, lending credence as a system for benchmarking new computational models. For all QM/MM calculations reported here, we employ the recently developed Specific Reaction Parameterization (SRP) AM1 Hamiltonian for Cl − attack on CH 3 Cl that has been demonstrated to accurately model this reaction in both the gas phase and in solution. 40 All non-QXD atoms in QM/MM simulations and calculations performed will use the LJ parameters provided in Table I .
C. QXD validation against high-level quantum calculations
Gas-phase adiabatic scans of a water probe of various molecules of interest were carried out via constrained optimization to demonstrate the viability and flexibility of the QXD interaction model, while also achieving a base line departure point for solution phase parameters. In these scans the quantum-level water is constrained to the TIP4P-Ew 66 geometry. The electronic degrees of freedom and the geometry of the molecule of interest were allowed to relax. The water probe is oriented with the hydrogen atoms facing the particle of interest the and the axis of the scan bifurcating the hydrogen-oxygen-hydrogen angle. High-level calculations were performed with the Gaussian09 software suite 67 in conjunction with the GaussView tool. 68 using the M06-2X functional 69 at the mixed 6-31+g(d,p)//6-311++g(3df,2p) level using an ultrafine integration grid for both the geometry and energy evaluations, with tight SCF and optimization criteria. Gas phase QXD scans were performed in the AMBER12 software package 70 with the water probe represented by an MM TIP4P-Ew model and an infinite non-bonded cutoff was employed. QXD parameters were optimized via steepest descent optimization in conjunction with a direction set minimization routine, utilizing a Boltzmann weighted chi-squared protocol with additional weighting for reproducing the zero and minimum of the interaction energy.
D. QXD parameterization and thermodynamic integration
Solution phase Thermodynamic Integration (TI) simulations were performed with the AMBER12 software package 70 in TIP4P-Ew 66 to parameterize the QXD model for condensed phase simulations. All simulations use periodic boundary TABLE I. Lennard-Jones Parameters. Parameters used to determine the nonelectrostatic, non-bonded interactions in conventional QM/MM and other molecular dynamics simulations. The LJ Cl − chlorine parameters are taken from the work of Joung and Cheatham 64 and are specifically tailored to be used with a TIP4P-Ew solvent, while the LJ CH 3 C l were independently parameterized to capture the solvation free energy of methylchloride. Other parameters are from the ff99 AMBER force field. 65 conditions (PBCs) with a particle mesh Ewald treatment for long-range electrostatics, the QM/MM long-range interaction switch fix, tight density convergence, and a SCF convergence criteria set to 1.0 × 10 −10 . A tighter density and SCF convergence criteria was desirable due to the importance of accurately modeling the electronic density as it now more directly impacted QXD interactions with the surrounding MM environment.
Parameters are refined through the use of dual-topology, single coordinate TI [71] [72] [73] [74] simulations to accurately calculate solvation free energies using the thermodynamic cycle shown in Figure 1 . TI mixes Hamiltonians of two different potential states (V 0 and V 1 ) to calculate the free energy between those states by moving the system along an artificial, alchemical pathway, (34) where
Simulation protocol was tested for accuracy, examining box size and long-range electrostatic effects. The protocol was adjusted accordingly to eliminate any systematic errors. Following the thermodynamic cycle in Fig. 1 , contributions from each leg can be analyzed separately for their contributions to the total solvation energy. Of particular note; the gas phase legs of the cycle involving adjusting nonbonded terms can be ignored as, by design, the contribution to the overall solvation free energy is zero. The gas phase MM to QM leg, designated as ∆G 6 , is required to correct for differences in arbitrary zeros of the QM and MM representations. Parameterization of QXD is hastened through intelligent division of the cycle and by minimizing the free energy differences experienced in each individual step. To this end, trial LJ parameters were created for each species to approximate their solvation free energy accurately, allowing for the ∆G 4 step to be repeatedly run to test small adjustments of QXD parameters without needing additional simulations of other areas in the thermodynamic cycle. Each leg of the thermodynamic cycle is divided into eleven evenly spaced windows from λ = 0.0 to λ = 1.0 with a linear coupling scheme (k = 1) with the exclusion of the calculation of ∆G 1 . In this transformation a softcore potential scheme 75 is used FIG. 1. Thermodynamic cycle for QXD parameterization. Shown is the cycle used for calculating the solvation free energies for the parameterization of the charge-dependent QM/MM interaction model, QXD. Cycle legs shown in black are simulated using alchemical perturbation (where needed) and the leg in red is the target free energy. For cycles not using QXD, those legs are ignored.
to avoid the "end-point catastrophe" when disappearing a LJ sphere in solution. The endpoint windows in these legs are moved to λ = 0.05 and λ = 0.95. Data were processed using a smoothing Akima spline (and in softcore cases, also extrapolated to the endpoint values of 0.0 and 1.0) to the free energy ∂V/∂λ plots and then those splines were integrated with respect to λ to calculate the free energy contribution from each change. NPT equilibration of the system was run for 250 ps to allow for solvent and box size relaxation. Afterwards, each λ window was NPT equilibrated for an additional 250 ps. Finally, NVE production was ran for 250 ps, analyzed and used in parameterization of the QXD model. Only the s i , ζ i (0), ζ q,i , α i (0), and α q,i were treated as free parameters, the N eff,i parameters being taken from literature values. 47 Data used to parameterize the QXD model were separated into training and testing sets. The training set consisted of solvation free energies for the chloride anion, methylchloride, and carbon tetrachloride molecules, as this set represented diverse charge states of chlorine. The testing set consisted of solvation free energies for the other molecules listed in Table II , as well as the free energy profile for chloride ion attack to methylchloride. Due to the length of the simulations required to obtain solvation free energies in accord with the thermodynamic cycle shown in Figure 1 , a step-wise procedure was adopted whereby initial values for the QXD parameters for Cl were taken from fitting to gas-phase QM interaction energy curves at the M06-2X 6-31+G(d,p)//6 -311++G(3df,3p) level. In order to reduce the degrees of freedom and conditioning of the fitting problem, this initial curve fitting was performed using LJ parameters which were then mapped into charge-static QXD parameters in accord with Equations (31)- (33) , and then a single charge-dependent QXD parameter set was created to capture the three charge-static curves. These parameters were then used for optimization by exploring parameter space in discrete increments ( 5% or less of the initial values) in order refine individual training set molecule solvation free energies. Once QXD interaction curves were determined for each molecule, a single QXD parameterization was created by direction set refinement to these curves and TI simulation to obtain solvation free energy results. During optimization of the QXD parameters for Cl, it was found that small adjustment of the charge-dependent QXD parameters for C and H, which were needed to balance the charge dependence of Cl, was required to get very good fits.
E. Free energy profiles with QXD
The manuscript will then examine the attack of a chloride ion on methylchloride as an example reaction where there is a large amount of charge transfer along the reaction coordinate (RxC). 76 General simulation protocol is identical to the QM legs of the thermodynamic cycle which were outline in the previous section. Initial NPT simulations for solvent and box size equilibration were ran for 250 ps followed by another 150 ps of NPT equilibration at each different RxC window. Finally, 150 ps of NVE production was ran and used for analysis. The RxC is defined as a linear combination of orthogonal degrees of freedom, R 1 -R 2 , where R 1 and R 2 are defined as the distance between the attacking/leaving chloride and the carbon atoms. Umbrella windows were evenly spaced every 0.2 Å between RxC values of −3.5 Å and 3.5 Å with force constants ranging from 60 kcal/(mol/Å) and 24 kcal/(mol/Å) depending on location in the RxC. Additional windows between −0.8 Å and 0.8 Å with force constants ranging between 200 kcal/(mol/Å) and 184 kcal/(mol/Å) were used to ensure adequate sampling about the transition state of the reaction. Simulation results were analyzed using vFEP 77, 78 to obtain the solution phase free energy profile.
IV. RESULTS AND DISCUSSION
In this section the main results the manuscript are discussed. First, the performance of the interface between QXD and traditional QM/MM models will be reviewed and discussed. Next, comparisons will be drawn between the QXD model and the LJ model in their ability to reproduce high-level gas phase interaction curves. Third, the parameterization of QXD for reproducing experimental solvation free energies of various chlorine containing species will be assessed. Fourth, free energy profile results of the previous parameterization for the attack of chloride on methylchloride will be examined. Finally, an overall perspective of the QXD model and its future directions are discussed.
A. Integration of the QXD model into conventional QM/MM frameworks using LJ mapping relations
Integration of QXD into conventional QM/MM frameworks is key to facilitate wide-spread use of the model. Toward this end, an empirical model (Eqs. (31)- (33), see Sec. III) was developed that, as seen in Figure 2 , is capable of transforming traditional LJ parameters into charge-static terms which operate within a QXD framework. Differences between the mapped QXD and the LJ interaction curves were tested with thermodynamic integration simulations and found to be negligible with respect to statistical uncertainties typically on the order of 0.1 kcal/mol or less. With this empirical mapping, 
B. Robustness of the QXD model for gas-phase interactions
High-level adiabatic QM scans were created to demonstrate the flexibility of the QXD model in reproducing interactions of systems through various charge-states. Initially, two different sets of LJ parameters were optimized to reproduce the high-level scans of the chloride anion and of the methylchloride molecule, respectively. Then, one set of QXD parameters, with full charge-dependent interactions, was optimized to best reproduce all three of the reference potentials shown. Potentials from these optimizations and the resulting scans are shown in Figure 3 .
The charge-dependent QXD model stands as a marked improvement when compared to the conventional LJ model in its ability to capture the high-level gas-phase data. The two different LJ 12-6 potentials each reasonably model the interaction for which they were parameterized to reproduce; however, each fails to simultaneously capture the other interactions within a single parameterization. When trying to recapitulate the Cl − interaction, the LJ potential drastically under-stabilizes the neutral chlorinated species. Likewise, when the LJ potential is parameterized to model the methylchloride interaction the neutral particles (CH 3 Cl and CCl 4 ) interaction curves reasonably well; however, the parameterization significantly over-stabilizes the chloride anion. Without the ability to respond to changes in local electronic environment, the LJ potential lacks the flexibility to represent atoms over a wide range of charge states. The QXD model, on the other hand, is able to accurately capture all of the high-level quantum data with the small exception that there is a slight deviation in the Cl − /water interaction curve. The discrepancy between QXD and the high-level reference data at the minimum of the interaction curve is likely due to the limited electronic degrees of freedom in the semiempirical and MM models. Despite the high-level water having its geometry fixed to that of the TIP4P-Ew water model, differences between the reference and the QXD scans arise because the electronic density about the atoms of the high-level reference are still allowed to fully polarize. The QM/MM simulations do not allow the electronic density about the chloride anion (and, clearly, around the MM water) to relax as freely as the high-level reference and thus the quantum scans gain additional stabilization beyond what the QXD model can compensate for. Nonetheless, the QXD model demonstrates greater flexibility and robustness in capturing interactions at varied local charge state than the traditional LJ model and represents a significant improvement over the LJ potential in recapitulating high-level quantum data.
C. QXD and LJ QM/MM solvation free energies
QM/MM solvation free energies were calculated through the use of TI and were used in the parameterization of chlorine QXD atoms for solution phase simulations. Parameters for carbon and hydrogen atoms were provided from the mapping equations with additional charge dependence assigned to these atoms to prevent artificial charge transfer between atoms. Chlorine parameters were adjusted to best reproduce the experimental solvation free energy data; the resulting parameters can be found in Table III. The QXD model for non-bonded QM/MM interactions shows promise in accurately capturing experimentally known solvation free energies over a series of chlorine-containing compounds and represents a marked improvement over the results obtained when employing a traditional LJ model. While individual sets of parameters in either model could be generated to reproduce the solvation free energy for a single given species, the QXD model is able to accurately replicate experimental solvation free energies of several different species in a variety of local electronic states, while the LJ potential is incapable of this task. For comparison, data from QXD and two sets of LJ parameters can be found in Table II . The LJ parameter sets used where chosen to represent two different chlorine "atom types": one set that accurately reproduces the solvation free energy of a chloride anion, LJ Cl −, and another set that captures the methylchloride solvation free energy, LJ CH 3 Cl .
The LJ Cl − set of parameters accurately reproduces the chloride anion solvation free energy, at −89.21 kcal/mol; however, for all other species it consistently undersolvates the charge neutral species. This is especially notable on molecules containing several chlorine atoms, such as hexachloroethane which is undersolvated by nearly 35 kcal/mol. This behavior TABLE III. QXD parameters for chlorine containing compounds. Shown are the QXD parameters used in the present work to accurately predict the solvation free energy for the series of chlorine containing compounds, and the free energy profile for chloride attack to methyl chloride. The optimization procedure is described in detail in Sec. III. is expected for this parameterization as a strong repulsive potential is required to overcome the extremely favorable charge/partial-charge interactions that the chloride ion would experience in solution. As the traditional LJ model cannot respond to changes in the local electronic density, the "size" of the chlorine atoms represented in the non-ionic species are the same as those for the chloride anion. From a physical standpoint, given that the local atomic charge around a chlorine atom in a neutral species is considerably less than that of a chloride anion with full −1 charge, the interactions should reflect the smaller, harder character and have a steeper repulsive wall and closer contact distance. Thus, the LJ Cl − parameter set causes the chlorine atoms in the molecular compounds to interact as if they were too large and soft, reducing the ability of water to effectively solvate. The LJ CH 3 Cl set of parameters captures the solvation free energy of methylchloride, reproducing the upper experimental range at 0.34 kcal/mol. Also, because the methylchloride is electronically more similar to several other molecules in the test set than the chloride anion, the LJ CH 3 Cl parameterization generally out performs the LJ Cl − set as a whole. However, it still fails dramatically is several cases. Most predominately, the chloride anion is oversolvated by approximately 35 kcal/mol. Furthermore, while the methylchloride has the appropriate amount of solvation, the hexachloroethane molecule remains undersolvated by approximately 5.5 kcal/mol. Similar arguments could be made as in the previous paragraph as to why these results are not unexpected. The static nature of the LJ potential means that if the atom being modeled is in a different local electronic environment, then new parameters must be generated to accurately model the nonbonded interactions.
The QXD model, however, is able to capture the solvation free energies for nearly all species with errors of approximately 1.0 kcal/mol or less. The QXD model provides a much more accurate representation of the non-bonded interactions, reproducing solvation free energies for both the chloride anion, at −89.64 kcal/mol, and the methylchloride molecule, at 0.53 kcal/mol. Error can be seen in the hexachloroethane molecule, undersolvating the species by about 4 kcal/mol; however, this number is still in better agreement with experiment than either of the individual LJ models. QXD overcomes the limitations of the LJ model by allowing the non-bonded interaction to adjust to changes in the local electronic density and to behave in a more physically realistic manner. As seen in Table II , more accurate solvation results can be achieved when using the QXD model within a single parameterization than with the tradition LJ potential. The accuracy gained through QXD model does have some computational overhead associated with the evaluation of the modified exchange repulsion and dispersion interactions that must be recomputed at each step of the SCF procedure, and in our current implementation, this introduces a factor of around two in the simulation time relative to the conventional LJ QM/MM model. The ability of the QXD model to adjust to different electronic environments may ultimately allow the need for atom types to be eliminated in QM/MM calculations, which will have particular impact in studies of chemical reactions where local charge changes along the reaction coordinate.
D. QXD and LJ free energy profiles
Free energy profile simulations were performed in order to test the effects of the QXD model on the attack barrier of a chloride anion reacting with methylchloride. In previous studies, 40 the traditional LJ model was shown to accurately capture this reaction barrier while using the LJ Cl − parameters set. The QXD parameter set used for these simulations is the set used to recapitulate experimental solvation free energies outlined in Subsection IV C. Results of these simulations, and comparisons to the standard LJ model with both the LJ Cl − and LJ CH 3 Cl parameter sets, can be seen in Figure 4 .
The QXD model predicts the attack barrier for the reaction of a chloride anion on methylchloride to be 25.4 kcal/mol, roughly 1 kcal/mol less than the experimentally estimated value of 26.5 kcal/mol. The LJ Cl − and LJ CH 3 Cl parameter sets bracket the QXD reaction barrier: the LJ Cl − set, which as discussed above produces the worst solvation free energies for neutral chlorine-containing compounds, matches very closely the experimental Cl − attack barrier, whereas the LJ CH 3 Cl set underestimates the barrier by about 3 kcal/mol. The reason for the somewhat fortuitous agreement of the LJ Cl − parameter set with the experimentally estimated barrier is discussed in more detail below.
E. Discussion of errors
While the results of the current study are encouraging, it is nonetheless important to point out limitations that remains within the scope of the current work. The QXD model provides an improved representation of QM/MM non-electrostatic non-bonded interactions by allowing the character of atoms, in terms of their contribution to exchange repulsion and dispersion interactions, to adjust based on the underlying charge distribution. Nonetheless, the applied QM/MM protocol has additional shortcomings not directly associated with the QM/MM interaction that arise from (1) the lack of explicit many-body response of the MM solvent, and (2) the inflexibility inherent in the minimal valence basis set used in the semiempirical quantum model. Both of these limitations factor directly into the parameterization of the models presented here and thus warrant discussion in order to properly interpret results.
Without the appropriate many-body response of the MM solvent, differently charged QM species will experience electrostatic interactions with the same set of unpolarized MM charges on the water molecules. Further, the minimal valence basis set used in the semiempirical quantum model systematically underestimates the electronic polarization response, and this error becomes worse as anionic charge increases. 41 In the extreme cases, such as that of a Cl − anion in isolation, the orbitals are fully occupied, leaving no virtual orbitals available for polarization. Each of these effects requires compensating adjustment of the non-electrostatic non-bonded parameters (i.e., LJ or QXD) to overcome their shortcomings in an effort to reproduce experimental solvation free energies.
There is a large body of the literature [85] [86] [87] [88] [89] [90] that specifically examines the importance of polarization and quantum manybody effects for modeling a solvated chloride anion. While the degree to which polarization plays a roll in correctly predicting the solvation free energy and long-range solvent structure of the chloride anion is still debated, it is clear that some amount of polarization (in both the solute and the solvent) is required if both of these observables are to be accurately be represented. The mismatch of the polarization effect on Cl − and CH 3 Cl at different stages along the reaction coordinate is more difficult to correct within the scope of the current work. For instance, in Sec. IV D, the QXD model predicts the attack barrier for the reaction of a chloride anion on methylchloride to be 25.4 kcal/mol, roughly a kcal/mol under the experimentally observed value of 26.5 kcal/mol. The LJ Cl − parameter set, on the other hand, agrees with experiment to within the statistical error of the calculation which, in retrospect, may not be all that surprising because the LJ terms are consistent with the solvation free energy of a nonpolarizable MM Cl − anion, and due to the minimal valence basis set, the QM Cl − anion also lacks polarization. The lower barrier of the LJ CH 3 Cl parameter set, which models the Cl atoms as being smaller, reflects the preferential stabilization of the transition state where both Cl atoms carry a significant charge (approximately 0.89 e in the simulation, see supplementary material 97 ). As mentioned in the introduction, despite its limitations, the present QXD model is introduced within a QM/MM framework that uses a specific reaction parameter semiempirical QM model in combination with a traditional nonpolarizable MM force field. This type of QM/MM model is frequently used to study of biological reactions that often require treatment of a fairly large quantum region, on the order of 50-200 atoms, necessitating a fast QM model. The extensive MM region surrounding the active site is most often modeled by an established static charge force field. It is the hope that the QXD model will ultimately lead to improved QM/MM models for this important application area. In moving toward that goal, it should be recognized that the errors inherent in this choice of QM/MM model become coupled with the parameterization of the QXD model for the QM/MM interaction. However, we argue that introducing a model whereby the exchange repulsion and dispersion interactions of QM atoms are allowed to adjust based on the underlying charge distribution is, at least, and incremental improvement to the alternative of the ubiquitous assumption that these interactions do not depend on electronic structure. Further, the present approach is a systematic first step in the sense that we first consider a QM/MM model using a non-polarizable MM force field such that only atoms in the QM region change their charge distribution and require charge-dependent QXD parameters. It is likely that the use of polarizable force fields, where the charge distribution is also changing in the MM region, may also require the non-electrostatic non-bonded interactions to adjust accordingly.
Future work has promise to overcome both of the limitations described herein. Recently, methods have been recently introduced 41, 91 that use "chemical potential equalization" 92 to overcome the problem of poor modeling of electronic response properties with approximate QM models without increasing the size of the minimal valence basis set (and thus remaining highly efficient). Further, the ongoing development of polarizable force fields [93] [94] [95] and quantum mechanical force fields (QMFFs) 3,4,96 poses a possible solution to seamlessly allow mutual polarization and other many-body quantum effects to be modeled for very large systems with practical efficiency.
V. CONCLUSION
Herein we develop a charge-dependent QXD model for exchange and dispersion interactions in QM/MM simulations that is demonstrated to accurately capture the reaction barrier of the attack of a chloride anion on methylchloride (within approximately 1 kcal/mol) while simultaneously predicting experimental solvation free energies for a series of chlorine-containing compounds. This represents a feat which conventional LJ models fail to accomplish. Additionally, QXD has demonstrated superior flexibility over LJ models by being able to accurately recapitulate high-level gas-phase intermolecular interactions.
As it currently stands, the QXD QM/MM interaction model offers an attractive alternative to traditional LJ interactions for chemical reactions or other processes where changes in local atomic charge occur. An advantage of the QXD model is that it surmounts the problem of pre-assigning non-bonded parameters based on "atom types" corresponding to a particular chemical environment. The QXD model may therefore be useful in simulations of pK a values and pK a shifts, allowing for the correct response in the non-classical terms of key residues in large biopolymers at different catalytic steps in a reaction pathway. Furthermore, the QXD methodology could be applied to next-generation quantum mechanical force fields, which still do not explicitly couple the non-bonded, nonelectrostatic interactions directly to the underlying electronic structure.
