Abstract: This paper studies possible bifurcations and synchronization of subpopulations of a class of macroscopic models called neural mass models. These models describe the mean activity of entire neural populations, represented by their averaged firing rates and membrane potentials. Connections between the nodes represent the static nonlinear sigmoidal function. We study local bifurcations and make a global stability analysis for one subpopulation of the neural mass model. Also we consider the behavior of two coupled subpopulations and find the sufficient conditions of their synchronization.
INTRODUCTION
Synchronized oscillating neuronal activity in cortical circuits is a prevalent phenomenon. It is considered to be fundamental to cognitive function, selective attention and consciousness [Fries (2005) ]. Neurons can synchronize and exhibit collective behavior that is not intrinsic to any individual neuron. For example, partial synchrony in cortical systems is believed to generate various brain oscillations, such as the alpha and gamma EEG rhythms. Synchronized activity is correlated with brain diseases, such as epileptic seizures, during which abnormal excessive or synchronous neuronal activity is measured [Zijlmans et al. (2009) ], or Parkinson's disease [Hammond et al. (2007); Milton, and Jung (2003) ].
While the biophysical mechanisms underlying oscillatory activity in neurons are well studied, the origin and function of global characteristics (such as EEG rhythms) of large populations of neurons are still unknown. Several approaches have been used to study the behavior of neuronal populations. Some of these approaches are made to model activity of single neurons at microscopic level, using, for example, leaky integrate-and-fire model or more elaborate Hodgkin-Huxley types [Izhikevich (2007) ]. For the single neuron models there are some analytical results about synchronization and bifurcations [see e.g. Pogromsky, and Nijmeijer (2001) ; Steur et al. (2009); Selivanov et al. (2012) ; Guzenko et al. (2013) ; Plotnikov et al. (2016) ].
Often multiple of these single neuron models can be coupled in order to simulate a large computational network of neurons. A disadvantage of such modeling is that it requires high computational power. For example, a single cortical column consists of nearly 10 4 − 10 8 neurons [Li et al. (2014); Shi et al (2015) ]. Another difficulty of such models is that they have a huge number of parameters.
Some different approaches are based on the use of macroscopic models of neuronal activity. They describe an average activity of a large group of neurons and are often less detailed than microscopic models. These models comprise macro-columns, or even cortical areas, using only one or two state variables to represent the mean activity of the whole population [David et al. (2005) ]. Since the most experimental data (like EEG) is the result of measurements of large group of neurons, these models can be very useful [David, and Friston (2003) ]. Moreover, they need less computation time compared to microscopic ones. Simulations can be done using a single PC computer. Hence, studying synchronization of macroscopic models may give more insight on behavior of neuronal networks. [Hammond et al. (2007); Milton, and Jung (2003) ].
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Some different approaches are based on the use of macroscopic models of neuronal activity. They describe an average activity of a large group of neurons and are often less detailed than microscopic models. These models comprise macro-columns, or even cortical areas, using only one or two state variables to represent the mean activity of the whole population [David et al. (2005) ]. Since the most experimental data (like EEG) is the result of measurements of large group of neurons, these models can be very useful [David, and Friston (2003) ]. Moreover, they need less computation time compared to microscopic ones. Simulations can be done using a single PC computer. Hence, studying synchronization of macroscopic models may give more insight on behavior of neuronal networks.
This paper studies the bifurcations and synchronization of subpopulations of macroscopic models called neural mass models (NMMs) [Lopes da Silva et al. (1974) ]. They describe the mean activity of entire neural populations, represented by their averaged firing rates and membrane potentials. Connections between NMMs represent the static nonlinear sigmoidal function, which transforms the average membrane potential of a population of neurons into an average pulse density of action potentials fired by the neurons. NMMs are still biologically realistic, because their parameters are related microscopically and are measurable quantities, such as dendritic time constants. The basis of NMMs is formed by [Lopes da Silva et al. (1974); Freeman (1978) Cowan (1973); Wright, and Liley (1996); Rennie et al. (2002); Wendling (2002); Grimbert, and Faugeras (2006) ] and others. However, one of the simplest NMM called Jansen model [Jansen, and Rit (1995) ] is described by 3 coupled heterogeneous second-order differential euqations, that makes it hard for analytical research. In this paper we analyze the dynamics of subpopulations, which is an integral part of all NMMs.
The rest of the paper is organized as follows: Section 2 describes the model. In Sec. 3 we study the behavior of one subpopulation, i.e., its possible bifurcations, and make global stability analysis. Section 4 studies the behavior of two coupled subpopulations and obtains sufficient conditions of the synchronization of two subpopulations. Finally, we conclude with Sec. 5.
MODEL EQUATION
Jansen model [Jansen, and Rit (1995) ] is based upon the previous lumped parameter model [Lopes da Silva et al. (1974) ]. It comprises three different populations, which are coupled using their mean firing rates, which are static nonlinear functions of voltage. The dynamics of each neuronal subpopulation is described by the second order differential equations in the following form [David, and Friston (2003) ; Chen et al. (2008)]: , where e 0 determines the maximum firing rate of the neuronal population, ν 0 determines the position of the sigmoidal function and r is the steepness of the sigmoidal function, i.e., all of them determine the shape of the nonlinearity. The equation (1) can be presented in a state spaceẋ 
The plot of the function (3) is shown on Fig. 1 . Now we can go to the analysis of the subpopulation (2), (3) behavior.
Note that the bifurcation analysis of the NMM was made, for example, in papers [Grimbert, and Faugeras (2006) ; Spiegler et al. (2010)].
SUBPOPULATION BEHAVIOR ANALYSIS
Firstly, let us consider the behavior of self-coupled subpopulation which can be described as follows:
x(t) = y(t), y(t) = −2ay(t) − a 2 x(t) + abϕ(x(t)).
Equilibrium points of the system (4) can be found from the following equations:
Simplifying (5) we get ax = bϕ(x).
Varying the parameters a and b we can get two different sets of equilibrium points, as shown in Fig. 2 . Compute the maximum of the derivative of the sigmoidal function:
Hence, if 4a < b, then the system (4) has three equilibrium points, otherwise the system has the only zero equilibrium point. 
Local stability
To study the local stability we consider the linearized system (4) around the zero equilibrium point: x(t) = y(t), y(t) = −2ay(t) − a 2 x(t) + ab 4 x(t).
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