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ABSTRACT. This thesis splits into two major parts. The connection between the two parts is the
notion of “categorification” which we shortly explain/recall in the introduction.
In the first part of this thesis we extend Bar-Natan’s cobordism based categorification of the Jones
polynomial to virtual links. Our topological complex allows a direct extension of the classical Kho-
vanov complex (h = t = 0), the variant of Lee (h = 0, t = 1) and other classical link homologies.
We show that our construction allows, over rings of characteristic 2, extensions with no classical
analogon, e.g. Bar-Natan’s Z/2-link homology can be extended in two non-equivalent ways.
Our construction is computable in the sense that one can write a computer program to perform
calculations, e.g. we have written a MATHEMATICA based program.
Moreover, we give a classification of all unoriented TQFTs which can be used to define virtual
link homologies from our topological construction. Furthermore, we prove that our extension is com-
binatorial and has semi-local properties. We use the semi-local properties to prove an application,
i.e. we give a discussion of Lee’s degeneration of virtual homology.
In the second part of this thesis (which is based on joint work with Mackaay and Pan) we use
Kuperberg’s sl3 webs and Khovanov’s sl3 foams to define a new algebra KS , which we call the sl3
web algebra. It is the sl3 analogue of Khovanov’s arc algebra Hn.
We prove that KS is a graded symmetric Frobenius algebra. Furthermore, we categorify an in-
stance of q-skew Howe duality, which allows us to prove that KS is Morita equivalent to a certain
cyclotomic KLR-algebra. This allows us to determine the split Grothendieck group K⊕
0
(KS), to
show that its center is isomorphic to the cohomology ring of a certain Spaltenstein variety, and to
prove that KS is a graded cellular algebra.
Date: Last compiled July 13, 2013.
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1. INTRODUCTION
1.1. Categorification. The notion categorification was introduced by Crane in [28] based on an
earlier work together with Frenkel in [29]. We will start by explaining the basic idea in the present
section. Forced to reduce this introduction to one sentence, the author would choose:
Interesting integers are shadows of richer structures in categories.
We try to give an informal introduction in this section. More details can be found in Section 4 or
for the main parts of this thesis in the Sections 1.2, 2.1 and Sections 1.3, 3.1 respectively.
The basic idea can be seen as follows. Take a “set-based” structure S and try to find a “category-
based” structure C such that S is just a shadow of the category C. If the category C is chosen in a
“good” way, then one has an explanation of facts about the structure S in a categorical language,
that is certain facts in S can be explained as special instances of natural constructions.
As an example, consider the following categorification of the natural numbers S = N. We take
C =FinVecK for a fixed field K, i.e. objects are finite dimensional K-vector spaces V,W, . . .
and morphisms are K-linear maps f : V → W between them. Note that the set of isomorphism
classes of its objects, i.e. the skeleton of C, is isomorphic to the natural numbers N with 0, since
finite dimensional vector spaces are isomorphic iff they have the same dimension. We call this
decategorification. To be more precise, the category C gives a functor decat : DECAT(C) → N,
where DECAT(C) denotes the isomorphism classes of objects.
Since categorification can be seen as “remembering” or “inventing” information and decate-
gorification is more like “forgetting” or “identifying” structure which is easier, it is convenient to
study the latter in more detail, e.g., if we change the decategorification to be the Grothendieck group
K0(C) of the abelian category C, then we can say that the category C is a categorification of the inte-
gers since K0(C) = Z. Hence, we can say that the category FinVecK is a categorification of Nwith
decategorification=dim or that FinVecK is a categorification of Z with decategorification=K0.
We make the following observations. Analogous statements are also true for the Grothendieck
group decategorification.
• Much information is lost if we only consider N, i.e. we can only say that two objects are
isomorphic instead of how they are isomorphic.
• The extra structure of the natural numbers is decoded in the category FinVecK , e.g.:
– The product and coproduct in FinVecK is the direct sum ⊕ and the category comes
with a monoidal structure called tensor product ⊗K and they categorify addition and
multiplication, i.e. we have dim(V ⊕ W ) = dimV + dimW and we also have
dim(V ⊗K W ) = dimV · dimW .
– The category has 0 as a zero object and K as an identity for the monoidal structure and
we have V ⊕ 0 ≃ V and V ⊗K K ≃ V , i.e. we can categorify the identities.
– We have V →֒ W iff dim V ≤ dimW and V ։W iff dimV ≥ dimW , i.e. injections
and surjections categorify the order relation.
Moreover, one can write down the categorified statements of each of following properties and one
can show that all the isomorphisms are natural.
• Addition and multiplication are associative and commutative.
• Multiplication distributes over addition.
• Addition and multiplication preserve order.
Note that categorification is not unique, e.g. we can also go from the category C =FinVecK to
Komb(C), i.e. the category of bounded chain complexes of finite dimensional K-vector spaces.
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The decategorification changes to χ, that is taking the Euler characteristic of a complex. As we
explain now, this approach leads to a construction that can also be called a categorification of Z.
If we lift m,n ∈ N to the two K-vector spaces V,W with dimensions dimV = m, dimW = n,
then the difference m− n lifts to the complex
0 // V
d // W // 0,
for any linear map d and V in even homology degree. More generally, if we lift m,n to complexes
C,D with χ(C) = m,χ(D) = n, then we can lift m− n to Γ(f) for any map f : C → D between
complexes, where Γ denotes the cone. As before, some of the basic properties of the integers Z can
be lifted to the category Komb(C).
This construction is not artificial, i.e. the Betti-numbers of a reasonable topological space X can
be categorified using homology groupsHk(X,Z) and the Euler characteristicχ(X) of a reasonable
topological space can be categorified using chain complexes (C(X), c∗) - an observation which
goes back to Noether and Hopf in the 1920’s in Go¨ttingen. Although of course they never called it
categorification. We note the following observations.
• The space Hk(X,Z) is a graded abelian group, while the Betti-number is just a number.
More information of the space X is encoded. Again, homomorphisms between the groups
tell how some groups are related.
• Singular homology works for all topological spaces. And while the Euler characteristic is
only defined (in its initially, naive formulation) for spaces with finite CW-decomposition,
the homological Euler characteristic can be defined for a bigger class of spaces.
• The homology extends to a functor and provides information about continuous maps as
well.
• More sophisticated constructions like multiplication in cohomology provide even more in-
formation.
Another example in this spirit that we consider in more detail in this thesis is the so-called cat-
egorification of the Jones (or sl2) polynomial from Khovanov [52]. We follow the normalisation
used by Bar-Natan in [9]. Let LD be a diagram of an oriented link. We denote the number of
positive crossings by n+ and the number of negative crossings by n− as shown in the figures below
respectively.
n+ = number of crossings n− = number of crossings
The bracket polynomial of the diagram LD (without orientations) is a polynomial 〈LD〉 ∈ Z[q, q−1]
given by the rules.
• 〈∅〉 = 1 (normalisation).
• 〈 〉 = 〈 〉 − q〈 〉 (recursion step 1).
• 〈©∐ LD〉 = (q + q
−1)〈LD〉 (recursion step 2).
Then the Kauffman polynomial K(LD) of the oriented diagram LD is defined by a shift and the
Jones polynomial J(LD) by a renormalisation, i.e. by
K(LD) = (−1)
n−qn+−2n−〈LD〉 and K(LD) = (q + q−1)J(LD).
It is well-known that the Jones polynomial is uniquely determined by the property J(©) = 1,
where © denotes the trivial diagram, and the so-called sl2 skein relations
q2J
( )
− q−2J
( )
= (q + q−1)J
( )
.
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Khovanov’s idea given in [52] or as explained by Bar-Natan in [9] is based on the idea from the cate-
gorification of the Euler characteristic χ(X) explained above, i.e. if one can categorify a number in
χ(X) ∈ Z using chain complexes, then one can try to categorify a polynomial in J(LD) ∈ Z[q, q−1]
using chain complexes of graded vector spaces (note that it works over Z as well - Khovanov’s
original work uses Z[c] with c of degree two).
In particular, if V denotes a two dimensionalQ-vector space with a basis element v+ of degree 1
and a basis element v− of degree−1 (the graded dimension is q+ q−1), then Khovanov categorifies
the normalisation and the recursion-step 2 conditions from above as
J∅K = 0→ Q→ 0, and J©∐ LDK = V ⊗Q JLDK,
where J·K takes values in the category of chain complexes of finite dimensional, graded Q-vector
spaces. Let Γ(·) again denote the cone complex. To categorify the recursion-step 1 condition
Khovanov propose the ruler z
= Γ
(
0→
r z
d
→
r z
→ 0
)
.
Of course, the differential d is a main ingredient here. Details can be for example found in [9].
Note that the shift from [9] is already included in the usage of the cone. Indeed, the appearance of
chain complexes and the rule above suggest an alternative construction by actions of functors on
certain categories. Details can be found for example in the work of Stroppel [106].
It is worth noting that again the terminology is that Khovanov has given ONE categorification of
the Jones polynomial and not THE categorification, e.g. a different categorification is the so-called
odd Khovanov homology as described by Ozsva´th, Rasmussen and Szabo´ in [92].
Notice that one can ask the following question. Given an additive category C, then one can go to
the category of bounded complexes over C denoted by Komb(C). Now the two approaches above
suggest that we have two notions of “natural” decategorification.
• One can take the Euler characteristic as decategorification. This can be viewed as a sum
of elements in the split Grothendieck group K⊕0 (C) of the additive category C.
• The category Komb(C) is triangulated and one can therefore take its Grothendieck group
K∆0 (Komb(C)) as decategorification.
The obvious question is how these two approaches are related, i.e. given this setting, then how
are K⊕0 (C) and K∆0 (Komb(C)) related? The answer is known: The corresponding groups are
isomorphic, see Rose [98] for example. In particular, the two examples of categorification that are
discussed in Section 2 and Section 3 follow the “same idea” of decategorification.
We provide a list of other interesting examples. This list is far from being complete. Much
more can be found in the work of Baez and Dolan [5] and [6] for examples that are related to more
combinatorial parts of categorification or Crane and Yetter [30] and Khovanov, Mazorchuk and
Stroppel [63] for examples from algebraic categorification.
• Khovanov’s construction can be extended to a categorification of the HOMFLY-PT poly-
nomial, e.g. in [64]. Moreover, some applications of Khovanov’s categorification are listed
below.
– It is functorial and provides a strictly stronger invariant.
– Kronheimer and Mrowka showed in [69], by comparing Khovanov homology to Knot
Floer homology, that Khovanov homology detects the unknot. This is still an open
question for the Jones polynomial.
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– Rasmussen obtained his famous invariant by comparing Khovanov homology to a vari-
ation of it. He used it to give a combinatorial proof of the Milnor conjecture, see [94].
Note that he in [95] also gives a way to detect exotic R4 from his approach.
• Floer homology can be seen as a categorification of the Casson invariant of a manifold.
Floer homology is again “better” than the Casson invariant, e.g. it is possible to construct
a 3 + 1 dimensional Topological Quantum Field Theory (TQFT) which for closed four
dimensional manifolds gives Donaldson’s invariants.
• Knot Floer homology can be seen as a categorification of the Alexander-Conway knot in-
variant, see for example [93].
• The Grothendieck group decategorification from above provides another source of exam-
ples. Namely, the categorification of certain quantum algebras which have bases with inter-
esting positive integrality properties. For example, Khovanov and Lauda [58], and indepen-
dently Rouquier [100], categorified the quantum Kac-Moody algebras with their canonical
bases.
• The so-called Soergel category S can be seen in the same vein as a categorification of the
Hecke algebras in the sense that the split Grothendieck group gives the Hecke algebras. We
note that Soergel’s construction shows that Kazhdan-Lusztig bases have positive integrality
properties, see [103] and related publications.
• Ariki gave in [3] a remarkable categorification of all finite dimensional, irreducible repre-
sentation of slm for all m as well as a categorification of integrable, irreducible represen-
tations of the affine version ŝln. In short, he identified the Grothendieck group of blocks
of so-called Ariki-Koike cyclotomic Hecke algebras with weight spaces of such represen-
tations in such a way that direct summands of induction and restriction functors between
cyclotomic Hecke algebras for n, n+ 1 act on the K0 as the ei, fi of slm.
• In Conformal Field Theory (CFT) researchers study fusion algebras, e.g. the Verlinde al-
gebra. Examples of categorifications of such algebras are known, e.g. using categories
connected to the representation theory of quantum groups at roots of unity [55], and con-
tain more information than these algebras, e.g. the R-matrix and the quantum 6j-symbols.
• The Witten genus of certain moduli spaces can be seen as an element of Z[[q]]. It can be
realised using elliptic cohomology, see [1] and related papers.
This thesis deals with two different instances of categorification. The first was given by the author
in [110], [111] and the second by the author in joint work with Mackaay and Pan in [78].
In Section 2, with its own introduction in Section 1.2, the author explains the first part of his
thesis, i.e. a categorification of the virtual Jones polynomial. That is an extended version of Kho-
vanov’s construction explained above that works for so-called virtual links, i.e. links that are em-
bedded in a thickened Σg for an orientable surface of genus g.
In Section 3, with its own introduction in Section 1.3, the author explains the second part of
his thesis, i.e. the construction of a new algebra, called web algebra, providing a connection be-
tween categorified link invariants in the spirit of Khovanov and categorified Reshetikhin-Turaev
invariants.
Moreover, we have collected some technical (but “well-known”) facts in Section 4.
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1.2. Virtual Khovanov homology. This part of the introduction is intended to explain the first
part of the thesis, i.e. Section 2, which is based on two preprints [110] and [111] of the author. A
summary of the construction and results of Section 2 is given later, i.e. in Section 2.1.
In Section 2 we consider virtual link diagrams LD, i.e. planar graphs of valency four where
every vertex is either an overcrossing , an undercrossing or a virtual crossing , which is
marked with a circle. We also allow circles, i.e. closed edges without any vertices.
We call the crossings and classical crossings or just crossings. For a virtual link diagram
LD we define the mirror image LD of LD by switching all classical crossings from an overcrossing
to an undercrossing and vice versa.
A virtual link L is an equivalence class of virtual link diagrams modulo planar isotopies and
generalised Reidemeister moves, see Figure 1.
RM1 RM2
vRM1 vRM2
mRM
vRM3RM3
FIGURE 1. The generalised Reidemeister moves are the moves pictured plus mirror images.
We call the moves RM1, RM2 and RM3 the classical Reidemeister moves, the moves vRM1,
vRM2 and vRM3 the virtual Reidemeister moves and the move mRM the mixed Reidemeister
move. We call a virtual link diagram LD classical if all crossings of LD are classical crossings.
Furthermore, we say a that virtual link L is classical, if the set L contains a classical link diagram.
The notions of an oriented virtual link diagram and of an oriented virtual link are defined anal-
ogously. The latter modulo isotopies and oriented generalised Reidemeister moves. Note that an
oriented virtual link diagram is a diagram together with a choice of an orientation of the diagram
such that every crossing is of the form , or . Furthermore, we use the short hand notations
c- and v- for everything that starts with classical or virtual, e.g. c-knot means classical knot and
v-crossing means virtual crossing.
Virtual links are an essential part of modern knot theory and were proposed by Kauffman in [48].
They arise from the study of links which are embedded in a thickened Σg for an orientable surface
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Σg. These links were studied by Jaeger, Kauffman and Saleur in [44]. Note that for c-links the
surface is Σg = S2, i.e. v-links are a generalisation of c-links and they should for example have
analogous “applications” in quantum physics.
From this perception v-links are a combinatorial interpretation of projections on Σg. It is well-
known that two v-link diagrams are equivalent iff their corresponding surface embeddings are sta-
ble equivalent, i.e. equal modulo:
• The Reidemeister moves RM1, RM2 and RM3 and isotopies.
• Adding/removing handles which do not affect the link diagram.
• Homeomorphisms of surfaces.
For a sketch of the proof see Kauffman [49]. For an example see Figure 2.
=
=
FIGURE 2. Two knot diagrams on a torus. The first virtual knot is called the virtual trefoil.
We are also interested in virtual tangle diagrams and virtual tangles. The first ones are graphs
embedded in a disk D2 such that each vertex is either one valent or four valent. The four valent
vertices are, as before, labelled with an overcrossing , an undercrossing or a virtual crossing
. The one valent vertices are part of the boundary of D2 and we call them boundary points and a
virtual tangle diagram with k one valent vertices a virtual tangle diagram with k-boundary points.
A virtual tangle with k-boundary points is an equivalence class of virtual tangle diagrams with
k-boundary points modulo the generalised Reidemeister moves and boundary preserving isotopies.
We note that all of the moves in Figure 1 can be seen as virtual tangle diagrams. Examples are given
later, e.g. in Section 2.2. As before, the notions of oriented virtual tangle diagrams and oriented
virtual tangles can be defined analogously, but modulo oriented generalised Reidemeister moves
and boundary preserving isotopies.
If the reader is unfamiliar with the notion v-link or v-tangle, we refer to some introductory papers
of Kauffman and Manturov, e.g. [47] and [50], and the references therein.
Suppose one has a crossing c in a diagram of a v-link (or an oriented v-link). We call a substitu-
tion of a crossing as shown in Figure 3 a resolution of the crossing c.
0 1 0 1;
FIGURE 3. The two possible resolutions of a crossing called 0-resolution and 1-resolution.
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Furthermore, if we have a v-link diagram LD, a resolution of the v-link diagram LD is a diagram
where all crossings of LD are replaced by one of the two resolutions from Figure 3. We use the
same notions for v-tangle diagrams.
One of the greatest developments in modern knot theory was the discovery of Khovanov homol-
ogy by Khovanov in his famous paper [52] (Bar-Natan gave an exposition of Khovanov’s construc-
tion in [9]). As explained above, Khovanov homology is a categorification of the Jones polynomial
in the sense that the graded Euler characteristic of the Khovanov complex, which we call the clas-
sical Khovanov complex, is the Jones polynomial (up to normalisation).
Recall that the Jones polynomial is known to be related to various parts of modern mathematics
and physics, e.g. it origin lies in the study of von Neumann algebras. We note that the Jones
polynomial can be extended to v-links in a rather straightforward way, see e.g. [49]. We call this
extension the virtual Jones polynomial or virtual sl2 polynomial.
As a categorification, Khovanov homology reflects these connections on a “higher level”. More-
over, the Khovanov homology of c-links is strictly stronger than its decategorification, e.g. see [9].
Another great development was the topological interpretation of the Khovanov complex by Bar-
Natan in [8]. This topological interpretation is a generalisation of the classical Khovanov complex
for c-links and one of its modifications has functorial properties [27]. He constructed a topological
complex whose chain groups are formal direct sums of c-link resolutions and whose differentials
are formal matrices of cobordisms between these resolutions.
Bar-Natan’s construction modulo chain homotopy and the local relations S, T, 4Tu, also called
Bar-Natan relations, see Figure 4, is an invariant of c-links.
+ +=
=2=0
FIGURE 4. The local relations. A cobordism that contains a sphere S should be
zero, a cobordism that contains a torus T should be two times the cobordism without
the torus and the four tubes relation.
It is possible with this construction to classify all TQFTs which can be used to define c-link
homologies from this approach, see [56]. Moreover, it is algorithmic, i.e. computable in less than
exponential time (depending on the number of crossings of a given diagram), see [7]. So it is only
natural to search for such a topological categorification of the virtual Jones polynomial.
An algebraic categorification of the virtual Jones polynomial over the ring Z/2 is rather straight-
forward and was done by Manturov in [86]. Moreover, he also published a version over the integers
Z later in [85]. A topological categorification was done by Turaev and Turner in [113], but their
version does not generalise Khovanov homology, since their complex is not bi-graded. Another
problem with their version is that it is not clear how to compute the homology.
The author gave a topological categorification which generalises the version of Turaev and Turner
in the sense that a restriction of the version given in [110] gives the topological complex of Turaev
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and Turner, another restriction gives a bi-graded complex that agrees with the Khovanov complex
for c-links and another restriction gives the so-called Lee complex, i.e. a variant of the Khovanov
complex that can be used to define the Rasmussen invariant of a c-knot, see [94], which is also not
included in the version of Turaev and Turner. Moreover, the version given in [110] is computable
and also strictly stronger than the virtual Jones polynomial.
Another restriction of the construction from [110] gives a different version than the one given by
Manturov [85] in the sense that we conjecture it to be strictly stronger than his version. Moreover,
in [111], the author extended the construction to v-tangles in a “good way”, something that is not
known for Manturov’s construction.
To be more precise, the categorification extends from c-tangles to v-tangles in a trivial way
(by setting open saddles to be zero). This has an obvious disadvantage, i.e. it is neither a “good”
invariant of v-tangles nor can it be used to calculate bigger complexes by “tensoring” smaller pieces.
We give a local notion that is a strong invariant of v-tangles and allows “tensoring”.
It is worth noting that the construction for v-links is more difficult (combinatorial) than the
classical case. That is a reason why in [110] the Bar-Natan approach was not extended to v-tangles.
In this thesis, i.e. in Section 2, we combine the preprints [110] and [111] in one text.
The author conjectures that the whole construction can be used as a “blueprint” for a categorifi-
cation of the virtual sl3 polynomial (as explained in Section 1.3), since Khovanov published in [51]
a categorification of the classical sl3 polynomial using foams, a special type of singular cobordisms.
Moreover, the author conjectures that it can also be used as a “blueprint” for a categorification
of the virtual sln polynomial, if one can find a way to avoid the so-called Kapustin-Li formula
used by Mackaay, Stosˇic´ and Vaz in [80] to give a foam based categorification of the classical sln
polynomial.
Furthermore, the author wants to point out that a virtual analogue of the constructions explained
in Section 1.3 could be interesting and would be based on the constructions of the author given in
his preprints [110], [111] or Section 2, but has not been done yet.
1.3. The sl3 web algebra. This part of the introduction is intended to explain the second part of
the thesis, i.e. Section 3. Note that the results in Section 3 are based on a preprint of the author
together with Mackaay and Pan, see [78].
We note that, because the results of the Section 3 are based on joint work, the only things that
we have changed is the introductory part given here, a summary of the results given in Section 3.1,
a part about future work in Section 3.13 and the appendix in [78] is now Section 4.8. Furthermore,
we have also done some (small) notation changes to make the notation consistent with the other
sections of this thesis, e.g. the thesis is in British English.
I have also added an isotopy invariant basis obtained from work together with Mackaay and Pan
of which we hope that it has “nice” (i.e. we hope that it is cellular) properties given in Section 3.12.
We already mentioned the Jones polynomial in Section 1.1 and Section 1.2. Shortly after Jones
announced his discovery, several mathematicians found a generalisation of his construction, which
is nowadays called HOMFLY polynomial, named after the discoverers Hoste, Ocneanu, Millett,
Freyd, Lickorish and Yetter [36], or HOMFLY-PT polynomial, recognising independent contribu-
tions of Przytycki and Traczyk.
All these polynomials can be explained using so-called Skein theory, which has a completely
combinatorial nature. Given an oriented diagram of a c-link LD (we note that this also works for
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v-links, e.g. see [49]), the HOMFLY polynomial P (LD) is a polynomial in Z[a±1, b±1] given by
the following recursive rules.
• P (unknot) = 1, where unknot should be any diagram of the unknot (normalisation).
• aP (L+) − a
−1P (L−) = bP (L0), where L+ = , L− = and L0 = should replace
the corresponding parts of the diagram (recursion rule).
• If L′D, L′′D are two link diagrams, then the polynomial for the split union LD is given by
P (LD) =
−(a+a−1)
b
P (L′D)P (L
′′
D) (union).
We note that the polynomial is uniquely determined by these rules and is an invariant of the link.
Hence, in the mid of the 1980s, new knot polynomials were discovered. They were used to solve
open and old problems in knot theory in a very simple fashion. And they are related to different
parts of modern mathematics, like operator algebras, Hopf algebras, Lie algebras, Chern-Simons
theory, conformal field theory etc. Moreover, the Skein theory is combinatorial and makes it “easy”
to compute these invariants.
If you have something obviously interesting, one wants to know how this fits into a “bigger
picture” and not just “that” something is true.
An “explanation” how to obtain these invariants in terms of representation theory of quantum
groups was given around 1990 by Reshetikhin and Turaev in [96]. To be more precise, they gave
an explicit construction that works roughly in the following way.
• Start by colouring the strings of a tangle diagram in Morse position with irreducible repre-
sentations Vi of quantum groups.
• Then at the bottom and top of the tangle diagram TD one has a tensor product of these Vi.
• Then one associates certain intertwiners to cups, caps and crossings and composition gives
an intertwiner PTD between the bottom and top tensors. This is an invariant.
• In the special case of link diagrams LD the intertwiner is a map PLD : C(q) → C(q) and
can be seen as a polynomial PLD(1). Note that this polynomial is in fact in Z[q, q−1], i.e.
it has integer coefficients, and note that Reshetikhin and Turaev’s construction restricted to
the invariant tensors gives the same link invariant.
For example, if we consider the substitution a = qn, b = q − q−1 with n > 1 for the HOMFLY
polynomial, then we can obtain these polynomials using the fundamental representations ofUq(sln)
as colours. Note that the case n = 2 gives the Jones polynomial, hence the name sl2 polynomial.
Much more details can be found for example in [112].
A connection between these two pictures, i.e. the combinatorial and the one from representa-
tion theory, is given by the theory of sln webs, where an sln web is a graphical presentation of
intertwiners between fundamental representations of the corresponding quantum groups Uq(sln).
In particular, in the case n = 2 the calculus of these webs can be described by the Temperley-Lieb
algebra and in the case n = 3 by a graphical calculus formulated by Kuperberg in [70] using ori-
ented trivalent graphs. Generalisations of these for all n > 3 have recently been found, see Cautis,
Kamnitzer and Morrison [22] and the references therein.
Let us assume for simplicity that n = 3 and we restrict to the fundamental representation V+
and its dual V− = V+ ∧ V+. Then Reshetikhin and Turaev’s construction from above assigns to
every sign sequence S = (s1, . . . , sm), sk ∈ {+,−} (a boundary of such webs is such a sequence)
a tensor product of these representations VS = Vs1 ⊗ · · · ⊗ Vsm and to each tangle diagram an
intertwiner. Hence, since intertwiners maps invariant tensors to invariant tensors, one can restrict
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to the space InvUq(sl3)(VS) for a lot of purposes. Note that the general case, that is arbitrary tensors,
is harder and work in progress.
Recall that Murakami, Ohtsuki and Yamada gave in [91] a variant of the skein calculus known
as MOY relations or as MOY calculus. The HOMFLY polynomial Pn(·) with the substitution a =
qn,b = q − q−1 with n > 1 from above can also be calculated by the following recursive rules.
Notice that these rules can be drastically simplified using Kauffman’s calculus if n = 2. Recall that
[m] = q
m−q−m
q−q−1 denotes the quantum integer.
• Pn( ) = q
n−1Pn( )− qnPn( ) (recursion rule 1).
• Pn( ) = q
1−nPn( )− q−nPn( ) (recursion rule 2).
• The circle removal
= [n].
• The two digon removals
= [2] · and = [n− 1] ·
• The first square removal
= [n− 2] · +
• The second square removal
+ = +
Note that in the case n = 3 the two digon removals are the same, the first square removal does
not contain any quantum integers any more and can replace the second square removal, i.e. they
simplify to the so-called Kuperberg relations.
To summarise, we give the following diagram, the classical, uncategorified picture.
sln-webs oo
Intertwiners //
Kauffman,Kuperberg,MOY
❘❘❘
❘❘❘
))❘❘
❘❘❘
Uq(sln)-Tensors
Reshetikhin,Turaev
❥❥❥
❥❥
tt❥❥❥❥
❥❥
sln-knot polynomials
Kuperberg showed in [70] that the web space WS of sl3 webs with boundary S is isomorphic to
the space of invariant tensors InvUq(sl3)(VS) mentioned above. Without giving the details here, by
so-called q-skew Howe duality, which we explain in Section 3.10, this implies that
V(3k) ∼=
⊕
S
WS,
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where V(3k) is the irreducibleUq(gl3k) representation of highest weight λ = (3k) and, by restriction,
this gives rise to a Uq(sl3k) representation.
Hence, we get the “Howe dual picture” to the one from above (we note that the case m > 3 or
the case with arbitrary representations is work in progress).
sl3-webs oo
Howe duality //
Kauffman,Kuperberg,MOY
❘❘❘
❘❘❘
))❘❘
❘❘❘
Uq(sln)-Irreducibles
Lusztig,Cautis,Kamnitzer,Licata
✐✐✐✐
✐✐
tt✐✐✐✐✐
✐✐
sl3-knot polynomials
What about the “categorified world” now? Recall that we explained in Section 1.1 how Khovanov
in [52] gave a categorification of the Jones polynomial. Shortly after his breakthrough, he to-
gether with Rozansky in [64] and [65], gave a categorification of the sln polynomial using matrix
factorisations. Others, like Khovanov in [51], Mackaay, Stosˇic´ and Vaz, see [82], [83] and [80]
gave a categorification based on foams in the spirit of Bar-Natan [8]. These homologies are highly
interesting and studied from different viewpoints nowadays.
Other approaches are due to Mazorchuk and Stroppel in [89] using sophisticated techniques and
constructions in category O, i.e. techniques from of representation theory, and another due to
Cautis and Kamnitzer in [21] using constructions from algebraic geometry.
As before, one wants to know how all of this fits into a “bigger picture” and not just “that”
something is true. That is one of the reasons people started to look for categorifications of quantum
groups, i.e. if a g-invariant can be obtained by studying the representation category of Uq(g) in
the spirit of Reshetikhin and Turaev, there categorifications should be obtained by studying some
kind of “2-representation category” of the categorification associated to Uq(g). In particular, the
“Khovanov like homologies” should be obtained in this way.
Indeed, such an approach follows from Webster [117] and [118]. We note that his work utilises a
connection to the picture like sln categorifications indirectly using Mazorchuk and Stroppel’s work.
To summarise, we give the following diagram, the categorified picture, the picture we still want
to understand.
sln-foams oo
??? //
Khovanov,Khovanov−Rozansky
❘❘❘
❘❘
))❘❘❘
❘❘
sln-string diagrams
Webster
❥❥❥
❥❥❥
tt❥❥❥❥
❥❥
sln-knot homologies
Let us briefly explain instead what we can say about the “Howe dual picture”. We defined in [78]
the sl3 analogue of Khovanov’s arc algebras Hn, introduced in [53]. We call them web algebras and
denote them by KS, where S is a sign string, i.e. a string of + and− signs which correspond to the
two fundamental representations of Uq(sl3). Khovanov uses in his paper so-called arc diagrams,
which give a diagrammatic presentation of the representation theory of Uq(sl2). These diagrams
are related to the Kauffman calculus for the Jones polynomial mentioned above.
Since we defined an sl3 analogue, we use the Kuperberg webs, introduced by Kuperberg in [70],
mentioned above. These webs give a diagrammatic presentation of the representation theory of
Uq(sl3). And of course, instead of sl2 cobordisms, which Bar-Natan used in [8] to give his formu-
lation of Khovanov’s categorification, we use Khovanov’s [51] sl3 foams.
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To be more precise, in Section 3.11, we show the following. Let VS = Vs1⊗· · ·⊗Vsn , where V+
is the basic Uq(sl3) representation and V− its dual. Kuperberg [70] proved, as indicated above, that
WS, the space of sl3 webs whose boundary is determined by S, is isomorphic to InvUq(sl3)(VS), the
space of invariant tensors in VS. Our algebra can be seen as a categorification of this, i.e. we show
K⊕0
(
KS-pModgr
)
∼= W ZS ,
for any S. Here K0 denotes the Grothendieck group and the superscript Z denotes the integral form
and KS-pMod the category of finite dimensional, projective KS-modules.
In order to obtain this result, we have categorified an instance of the q-skew Howe duality men-
tioned above, as we explain in Section 3.11. Without giving the details here, we get the “categori-
fied Howe dual picture” (the general case is again work in progress).
sl3-foams oo
Howe 2-duality //
Khovanov,Khovanov−Rozansky
❘❘❘
❘❘
))❘❘
❘❘❘
sln − cyl. KRL algebras
Chuang,Rouquier
✐✐✐
✐✐✐
tt✐✐✐✐
✐✐
sl3-knot homologies
But this is only one reason to study these web algebras. Since the Jones polynomial and the
sln polynomial in general are known to be related to different branches of modern mathematics,
the categorifications should reflect these connections on a higher level and one has possibly more
sophisticated connections. We explain some connections of our work in the following.
As we showed in our paper, see Section 3.6, the center of the algebra KS is graded isomorphic to
the cohomology ring of a certain Spaltenstein varietyXλµ , an interesting variety from combinatorial,
algebraic geometry. To be more precise, if one has a nilpotent endomorphism N : Cm → Cm, then
the classical Springer fiber is the variety given by the flags fixed under N . Generalising to partial
flags gives the Spaltenstein varieties, introduced by Spaltenstein [104]. Their geometry is still not
well understood.
A related aspect is the following. In [33], Fontaine, Kamnitzer and Kuperberg study spiders from
the viewpoint of algebraic geometry. For sl3 these spiders are exactly the webs that we study.
Given a sign string S, the so-called Satake fiber F (S), denotedF (−→λ ) in [33], is isomorphic to the
Spaltenstein variety Xλµ mentioned above. Moreover, given a web w with boundary corresponding
to S, Fontaine, Kamnitzer and Kuperberg also define a variety Q(D(w)). They call it the web
variety. A question asked by Kamnitzer is how their work is related to ours. We give a more
detailed description of his question later in Section 3.1.
Another connection is given in Section 3.11, i.e. we show that our algebra is Morita equivalent (it
has the “same” representation theory), as a certain cyclotomic Khovanov-Lauda-Rouquier algebra
R(3k). By Brundan and Kleshchev graded isomorphism given in [16], we obtain that our algebra has
the “same” representation theory as certain so-called cyclotomic Hecke algebras. These algebras,
introduced by Ariki and Koike [4] and independently by Broue´ and Malle [13], are generalisations
of Hecke algebras, i.e. quantised versions of the group ring of symmetric groups Sm, in the sense
that the Hecke algebras are cyclotomic Hecke algebras of level one. One amazing aspect about
these algebras is that they contain the Hecke algebras of type A and B as special cases and they are
therefore useful to study the modular representation theory of finite classical groups of Lie type.
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They are studied by varies mathematicians nowadays. An introduction to these algebras can be
found for example in a lecture notes of Ariki [2].
It is worth noting that, in the study of the representation theory of sln, the case n = 3 can be
seen as a blueprint how to tackle the case n > 3, while the n = 2 case seems to be “too special” to
generalise. Let us explain why we expect something similar in our case for the results in Section 3,
although the combinatorics get quite hard for n > 3.
For any string S = (s1, . . . , sn), such that 1 ≤ si ≤ n − 1, Fontaine, generalising work of
Westbury [119], constructs in [32] a sln web basis BnS by generalising Khovanov and Kuperberg’s
sl3 growth algorithm [57]. To any w ∈ BnS , one can associate the coloured Khovanov-Rozansky
matrix factorization Mw, as defined by Wu [121] and Yonezawa [122]. For any u, v ∈ BnS , one can
then define
uK
n
v = Ext(Mu,Mv).
The multiplication in
KnS =
⊕
u,v∈Bn
S
uK
n
v
is induced by the composition of homomorphisms of matrix factorizations. Note that for sl3, the
definition using matrix factorizations indeed gives an algebra isomorphic toKS , as follows from the
equivalence between matrix factorizations and foams for sl3 proved in [83]. While the author writes
this thesis, Mackaay and Yonezawa are preparing a paper [84] on the sln web algebra following the
ideas explained above.
The author notes that a virtual version of Khovanov’s arc algebra, our web algebra or even
versions for n > 3 would be also interesting to study. But this is not done yet.
More details concerning our paper [78] are summarised in Section 3.1.
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2. VIRTUAL KHOVANOV HOMOLOGY
2.1. A brief summary. Let us give a brief summary of the constructions in Section 2. We will
assume that the reader is not completely unfamiliar with the notion of the classical Khovanov
complex as mentioned before in 1.1, e.g. the construction of the Khovanov cube (more about
cubes in Section 4.6) based on so-called resolutions of crossings as shown in Figure 3. There are
many good introductions to classical Khovanov homology, e.g. a nice exposition of the classical
Khovanov homology can be found in Bar-Natan’s paper [9]. Note that this section is based on two
preprints [110] and [111] of the author. The summary is informal. We hope to demonstrate that the
main ideas of the construction are easy, e.g. the construction is given by an algorithm, general, e.g.
it extends all the “classical” homologies, but if one works over a ring R of characteristic 2, then, by
setting θ 6= 0, one obtains “non-classical” homologies, and has other nice properties, e.g. it has, up
to a sign, functorial properties.
Let a be a word in the alphabet {0, 1}. We denote by γa the resolution of a v-link diagram LD
with |a| crossings, where the i-th crossing of LD is resolved ai ∈ {0, 1} as indicated in Figure 3.
Beware that we only resolve classical crossings. We denote the number of v-circles, that is closed
circles with only v-crossings, in the resolution γa by |γa|.
Moreover, suppose we have two words a, b with ak = bk for k = 1, . . . , |a| = |b|, k 6= i and
ai = 0, bi = 1. Then we call S : γa → γb a (formal) saddle between the resolutions.
Furthermore, suppose we have a v-link diagram LD with at least two crossings c1, c2. We call
a quadruple F = (γ00, γ01, γ10, γ11) of four resolutions of the v-diagram LD a face of the diagram
LD, if in all four resolutions γ00, γ01, γ10, γ11 all crossings of LD are resolved in the same way
except that c1 in resolved i and c2 is resolved j in γij (with i, j ∈ {0, 1}). Furthermore, there
should be an oriented arrow from γij to γkl if i = j = 0 and k = 0, l = 1 or k = 1, l = 0 or if
i = 0, j = 1 and k = l = 1 or if i = 1, j = 0 and k = l = 1. That is faces look like
γ01
S∗1
""❊
❊❊
❊❊
❊❊
❊
γ00
S∗0 ""❉
❉❉
❉❉
❉❉
❉
S0∗
<<③③③③③③③③
γ11,
γ10
S1∗
<<②②②②②②②②
where the * for the saddles should indicate the change 0→ 1.
We also consider algebraic faces of a resolution. That is the same as above, but we replace γa
with
⊗
nA, if γa has n components. Here A is an R-module and R is a commutative, unital ring.
Moreover, recall that the differential in the classical Khovanov complex consists of a multiplica-
tion m : A ⊗ A → A and a comultiplication ∆: A → A ⊗ A for the R-algebra A = R[X ]/(X2)
with gradings deg 1 = 1, degX = −1. The comultiplication ∆ is given by
∆: A→ A⊗ A;
{
1 7→ 1⊗X +X ⊗ 1,
X 7→ X ⊗X.
The problem in the case of v-links is the emergence of a new map. This happens, because it is
possible for v-links that a saddle S : γa → γb between two resolutions does not change the number
of v-circles, i.e. |γa| = |γb|. This is a difference between c-links and v-links, i.e. in the first case
one always has |γa| = |γb|+ 1 or |γb|+ 1 = |γa|.
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So in the algebraic complex we need a new map ·θ : A→ A together with the classical multipli-
cation and comultiplication m : A ⊗ A → A and ∆: A → A ⊗ A. As we will see later the only
possible way to extend the classical Khovanov complex to v-links is to set θ = 0 (for R = Z). But
then a face could look like (maybe with extra signs).
(2.1.1)
A⊗ A
m
##●
●●
●●
●●
●●
A
∆
;;①①①①①①①①①
·θ ##●●
●●
●●
●●
● A.
A
·θ
;;✇✇✇✇✇✇✇✇✇✇
We call such a face a problematic face. With θ = 0 and the classical ∆, m, this face does not
commute (for R = Z). Therefore, there is no straightforward extension of the Khovanov complex
to v-links. Moreover, in the cobordism based construction of the classical Khovanov complex,
there is no corresponding cobordism for θ.
To solve these problems we consider a certain category called uCob2R(∅), i.e. a category of (pos-
sible non-orientable) cobordisms with boundary decorations {+,−}. Roughly, a punctured Mo¨bius
strip plays the role of θ and the decorations keep track of how (orientation preserving or revers-
ing) the surfaces are glued together. Hence, in our category we have different (co)multiplications,
depending on the different decorations. Furthermore, in order to get the right signs, one has to
use constructions related to ∧-products (sometimes called skew-products). Note that this is rather
surprising, since such constructions are not needed for Khovanov homology in the c-case. And
furthermore, such constructions are in the c-case related to so-called odd Khovanov homology. But
we show that in fact our construction agrees for c-links with the (even) Khovanov homology (see
Theorem 2.3.9).
The following table summarises the connection between the classical and the virtual case.
Classical Virtual
Objects c-link resolutions v-link resolutions
Morphisms Orientable cobordisms Possible non-orientable cobordisms
Cobordisms Embedded Immersed
Decorations None +,− at the boundary
Signs Usual Related to ∧-products
Hence, a main point in the construction of the virtual Khovanov complex is to say which saddles,
i.e. morphisms, are orientable and which are non-orientable, how to place the decorations and how
to place the signs. This is roughly done in the following way.
• Every saddle either splits one circle (orientable, called comultiplication, denoted ∆. See
Figure 12 - fourth column), glues two circles (orientable, called multiplication, denoted m.
See Figure 12 - fifth column) or does not change the number of circles at all (non-orientable,
called Mo¨bius cobordism, denoted θ. See Figure 12 - last morphism).
• Every saddle S can be locally denoted (up to a rotation) by a formal symbol S : →
(both smoothings are neighbourhoods of the crossing). The glueing numbers, i.e. the
decorations, are now spread by choosing a formal orientation for the resolution. We note
that the construction will not depend on the choice.
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• After all resolutions have an orientation, a saddle S could for example be of the form
S : → . This is the standard form, i.e. in this case all glueing number will be +.
• Now spread the decorations as follows. Every boundary component gets a + iff the ori-
entation is as in the standard case and a − otherwise. The degenerated cases (everything
non-alternating), e.g. S : → , are the non-orientable surfaces and do not get any
decorations. Compare to Table 1 in Definition 2.3.3.
• The signs are spread based on a numbering of the v-circles in the resolutions and on a
special x-marker for the crossings. Note that without the x-marker one main lemma, i.e.
Lemma 2.3.14, would not work.
Or summarised in Figure 5. The complex below is the complex of a trivial v-link diagram.
00 11
01
10
1
2
=
n
+= 1n-= 1
+
+-
-
-
x
x
x
x
x x
+
-
FIGURE 5. The virtual Khovanov complex of the unknot.
To construct the virtual Khovanov complex for v-tangles we need to extend these notions in such
a way that they still work for “open” cobordisms. A first generalisation is easy, i.e. we will still
use immersed, possible non-orientable surfaces with decorations, but we allow vertical boundary
components, e.g. the three v-Reidemeister cobordisms vRM1, vRM2 and vRM3 in Figure 6.
+
+
+
+
+
+
+
+
+
+
+
+
FIGURE 6. The virtual Reidemeister cobordisms.
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One main point is the question what to do with the “open” saddles, i.e. saddles with no closed
boundary. A possible solution is to define them to be zero. But this has two major problems. First
the loss of information is big and second we would not have local properties as in the classical case
(“tensoring” of smaller parts), since an open saddle can, after closing some of his boundary circles,
become either m, ∆ or θ. See Figure 7.
: : :
: : :
:
1 -1 0
FIGURE 7. All of the closed cases give rise to the unclosed.
Hence, an information mod 3 is missing. We therefore consider morphisms with an indicator,
i.e. an element of the set {0,+1,−1}. Then, after taking care of some technical difficulties, the
concept extends from c-tangles to v-tangles in a suitable way. That is, we can “tensor” smaller
pieces together as indicated in the Figure 8.
1 2
4
3
+
+
+
+1
+ +
-
-
1
+
+
+
-
++
1 2
4
3 ( (; =A B
A:
B:
1
3 -
x x
+
+
1
-1
FIGURE 8. After we have fixed an orientation/numbering of the circuit diagram,
we only have to compare whether the local orientations match (green) or mismatch
(red) and compose if necessary with Φ−+ (red). Iff we have a double mismatch at the
top and bottom, then we add a bolt symbol.
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It should be noted that there are some technical points that make our construction only semi-local
(a disadvantage that arises from the fact that “non-orientability” is not a local property). Note that
indicators, if necessary, are pictured on the surfaces.
The outline of the Section 2 is as follows.
• In Section 2.2 we define the category of (possible non-orientable) cobordisms with bound-
ary decorations. First in the “closed” case in Definition 2.2.1 and then more general in the
“open” case in Definition 2.2.10. We also proof/recall some basic facts in Section 2.2.
• In Section 2.3 we define 2.3.4 the virtual Khovanov complex for v-links. It is a v-link
invariant (Theorem 2.3.8) and agrees with the construction in the c-case (Theorem 2.3.9).
There are two important things about the construction. The first is that there are many
choices in the definition of the virtual complex, but we show in 2.3.13 that different choices
give isomorphic complexes. Second, it is not clear that the complex is a well-defined chain
complex, but we show this fact in Theorem 2.3.17 and Corollary 2.3.18. In order to show
that the construction gives a well-defined chain complex we have to use a “trick”, i.e. we
use a move called virtualisation, as shown in Figure 9, to reduce the question whether the
faces of the virtual Khovanov cube are anticommutative to a finite and small number of
so-called basic faces (see Figure 17).
FIGURE 9. The virtualisation of a crossing.
• In Section 2.4 we show that our constructions can be compared to so-called skew-extended
Frobenius algebras 2.4.8. With this we are able to classify all possible v-link homologies
from our approach 2.4.19. We note that all the classical homologies are included. And
we can therefore show in Corollary 2.4.15 that our construction is a categorification of the
virtual Jones polynomial.
• The Sections 2.5 and 2.6 are analogues of the earlier sections, but for v-tangles.
• The Section 2.7 uses that our construction is semi-local 2.6.9. As a result, we can still show
that Lee’s variant of Khovanov homology is in some sense degenerated 2.7.11. This fact is
one of the main ingredients to define Rasmussen’s invariant in the classical case.
• The Section 2.8 gives some calculation results with a MATHEMATICA program written
by the author. It is worth noting that we give examples of v-links with seven crossings
which can not be distinguished by the virtual Jones polynomial, but by virtual Khovanov
homology.
• We have collected some open questions in the final Section 2.9.
2.1.1. Notation. We call the 0- and the 1-resolution of the crossing for a given v-link
diagram LD or v-tangle diagram T kD. For an oriented v-link diagram LD or v-tangle diagram T kD
we call a positive and a negative crossing. The number of positive crossings is denoted by
n+ and the number of negative crossings is denoted by n−.
For a given v-link diagram LD or v-tangle diagram T kD with n-numbered crossings we define a
collection of closed curves and open strings γa in the following way. Let a be a word of length n in
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the alphabet {0, 1}. Then γa is the collection of closed curves and open strings which arise, when
one performs a ai-resolution at the i-th crossing for all i = 1, . . . , n. We call such a collection γa the
a-th resolution of LD or T kD. All appearing v-circles should be numbered with consecutive numbers
from 1, . . . , ka in these resolutions, where ka is the total number of v-circles of the resolution γa.
We can choose an orientation for the different components of γa. We call such a γa an orientated
resolution, i.e. every v-crossing of the resolution γa should look like . Then a local neighbour-
hood of a 0, 1-resolved crossing could for example look like . We call these neighbourhoods
oriented crossing resolutions.
If we ignore orientations, then there are 2n different resolutions γa of LD or T kD. We say a
resolution has length m if it contains exactly m 1-letters. That is m =
∑n
i=1 ai.
For two resolutions γa and γa′ with ar = 0 and a′r = 1 for one fixed r and ai = a′i for i 6= r we
define a saddle between the resolutions S. This means: Choose a small (no other crossing, classical
or virtual, should be involved) neighbourhood N of the r-th crossing and define a cobordism be-
tween γa and γa′ to be the identity outside of N and a saddle inside of N . Note that we, by a slight
abuse of notation, call these cobordisms saddles although they contain in general some cylinder
components.
From now on we consider faces F = (γ00, γ01, γ10, γ11) of four resolutions, as mentioned above,
always together with the saddles between the resolutions. We denote the saddles for example by
S0∗ : γ00 → γ01, where the position of the ∗ indicates the change 0→ 1.
It should be noted that any v-link or v-tangle diagram should be oriented in the usual sense. But
with a slight abuse of notation, we will suppress this orientation throughout the whole Section 2,
since the afore mentioned oriented resolutions are main ingredients of our construction and easy to
confuse with the usual orientations. Recall that these usual orientations are needed for the shifts in
homology gradings, see for example [9].
Sometimes we need a so-called spanning tree argument, i.e. choose a spanning tree of a cube
(as in Figure 10) and change e.g. orientations of resolutions such that the edges of the tree change
in a suitable way, starting at the rightmost leafs, then remove them and repeat. Notice that two
cubes together with a chain map between them form again a bigger cube. It is worth noting that
most of the spanning tree arguments work out in the end because of certain preconditions, e.g. the
anticommutativity of faces.
FIGURE 10. A Khovanov cube and a spanning tree of the cube (green edges).
Moreover, we have collected some facts from homological algebra that we need in Section 2 in
the Section 4.5 and in Section 4.6.
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2.2. The topological category.
2.2.1. The topological category for v-links. In this section we describe our topological category
which we call uCob2R(∅). This is a category of cobordisms between v-link resolutions in the spirit
of Bar-Natan [8], but we admit that the cobordisms are non-orientable as in [113].
The basic idea of the construction is that the usual pantsup- and pantsdown-cobordisms do not
satisfy the relation m ◦∆ = θ2. But we need this relation for the face from 2.1.1. This is the case,
because we need an extra information for v-links, namely how two cobordisms are glued together.
To deal with this problem, we decorate the boundary components of a cobordism with a formal
sign +,−. With this construction mi ◦∆j is sometimes = θ2 and sometimes 6= θ2, depending on
i, j = 1, . . . , 8. The first case will occur iff mi ◦∆j is a non-orientable surface.
One main idea of this construction is the usage of a cobordism Φ−+ between two circles different
from the identity id++. See Figure 11.
+
+ +
-
id++ Φ
−
+
FIGURE 11. Glueing the boundary together as indicated can not be done without
immersion in the case on the right.
Furthermore, we need relations between the decorated cobordisms. One of these relations identi-
fies all boundary preserving homeomorphic cobordisms if their boundary decorations are all equal
or are all different (up to a sign). Moreover, some of the standard relations of the category Cob2R(∅)
(see for example in the book of Kock [66]) should hold. We denote the category with the extra signs
by uCob2R(∅) and the category without the extra signs by uCob2R(∅)∗. Therefore, there will be
two different cylinders in these categories.
Note that most of the constructions are easier for uCob2R(∅)∗ than for uCob2R(∅). That is why
we will only focus on the latter category and hope the reader does not have to many difficulties to
do similar constructions for uCob2R(∅)∗ while reading this section.
At the end of this section we will prove some basic relations (Lemma 2.2.6) between the gener-
ators of our category. We also characterise the cobordisms of the face 2.1.1 (Proposition 2.2.8).
It should be noted that, in order to extend the construction to v-tangle diagrams, we need some
more extra notions. We will define them after Definition 2.2.1 in an extra subsection in Defini-
tion 2.2.10 to avoid to many notions at once.
We start with the following definition. Beware that we consider v-circles as objects and cobor-
disms together with decorations. We denote the decorations by +,− and illustrate them next to
boundary components. Here R denotes a commutative, unital ring of arbitrary characteristic.
Definition 2.2.1. (The category of cobordisms with boundary decorations) We describe the
category uCob2R(∅) in six steps. Note that our category is R−pre-additive1. The symbol∐ denotes
the disjoint union.
1Sometimes also called R-category, i.e. the set of morphisms form a R-module and composition is R-linear.
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The objects:
The objects Ob(uCob2R(∅)) are disjoint unions of numbered v-circles. We denote the objects
by O = ∐i∈IOi. Here Oi are the v-circles and I is a finite, ordered index set. Note that, by a
slight abuse of notation, we denote the objects by O to point out that the category can be seen as
a 2-category (but it is inconvenient for our purpose). The objects of the category are equivalence
(modulo planar isotopies) classes of four-valent graphs.
The generators:
The generators of Mor(uCob2R(∅)) are the eight cobordisms from Figure 12 plus topological
equivalent cobordisms, but with all other possible boundary decorations (we do not picture them
because one can obtain them using the ones shown after taking the relations below into account).
Every orientable generator has a decoration from the set {+,−} at the boundary components. We
call these decorations the glueing number (of the corresponding boundary component).
+
+ +
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+
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+ +
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+ +
ε+
ι+
id++ Φ
−
+ m
++
+∆
+
++ τ
++
++ θ
FIGURE 12. The generators of the set of morphisms. The cobordism on the right is
the Mo¨bius cobordism, i.e. a two times punctured projective plane.
We consider these cobordisms up to boundary preserving homeomorphisms (as abstract sur-
faces). Hence, between circles with v-crossings the (not pictured) generators are the same up to
boundary preserving homeomorphisms, but immersed into R2 × [−1, 1].
The eight cobordisms are (from left to right): a cap-cobordism and a cup-cobordism between
the empty set and one circle and vice versa. Both are homeomorphic to a disc D2 and both have a
positive glueing number. We denote them by ι+ and ε+ respectively.
Two cylinders from one circle to one circle. The first has two positive glueing numbers and we
denote this cobordism by id++. The second has a negative upper glueing number and a positive
lower glueing number and we denote it by Φ−+.
A multiplication- and a comultiplication-cobordism with only positive glueing numbers. Both
are homeomorphic to a three times punctured S2. We denote them by m+++ and ∆+++.
A permutation-cobordism between two upper and two lower boundary circles with only positive
glueing numbers. We denote it by τ++++ .
A two times punctured projective plane, also called Mo¨bius cobordism. This cobordism is not
orientable, hence it has no glueing numbers. We denote it by θ.
The composition of the generators is given by glueing them together along their common bound-
ary. In all pictures the upper cobordism is the C in the composition C ′ ◦ C. The decorations are
not changing at all (except that we remove the decorations if any connected component is non-
orientable) before taking the relations as in the equations 2.2.1, 2.2.2, 2.2.3, 2.2.4, 2.2.5, 2.2.6
and 2.2.7 into account. Formally, before taking quotients, the composition of the generators also
needs internal decorations to remember if the generators where glued together alternating, i.e. mi-
nus to plus or plus to minus, or non-alternating. But after taking the quotients as indicated, these
internal decorations are not needed any more. Hence, we suppress these internal decorations to
avoid a too messy notation.
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The reader should keep the informal slogan “Composition with Φ−+ changes the decoration” in
mind.
The morphisms:
The morphismsMor(uCob2R(∅)) are cobordisms between the objects in the following way. Note
that we call a morphism non-orientable if any of its connected components is non-orientable.
We identify the collection of numbered v-circles with circles immersed into R2. Given two
objects O1,O2 with k1, k2 numbered v-circles, a morphism C : O1 → O2 is a surface immersed in
R2× [−1, 1] whose boundary lies only in R2×{−1, 1} and is the disjoint union of the k1 numbered
v-circles from O1 in R2 × {1} and the disjoint union of the k2 numbered v-circles from O2 in
R2 × {−1}. The morphisms are generated (as abstract surfaces) by the generators from above. It
is worth noting that all possible boundary decorations can occur.
The decorations:
Given a C : O1 → O2 in Mor(uCob2R(∅)), let us say that the v-circles ofO1 are numbered from
1, . . . , k and the v-circles of O2 are numbered from k + 1, . . . , l.
Every orientable cobordism has a decoration on the i-th boundary circle. This decoration is an
element of the set {+,−}. We call this decoration of the i-th boundary component the i-th glueing
number of the cobordism.
Hence, the morphisms of the category are pairs (C,w). Here C : O1 → O2 is a cobordism from
O1 to O2 immersed in R2 × [−1, 1] and w is a string of length l in such a way that the i-th letter of
w is the i-th glueing number of the cobordism or w = 0 if the cobordism is non-orientable.
Short hand notation:
We denote a orientable, connected morphism C by Cul . Here u, l are words in the alphabet
{+,−} in such a way that the i-th character of u (of l) is the glueing number of the i-th circle of the
upper (of the lower) boundary. The construction above ensures that this notation is always possible.
Therefore, we denote an arbitrary orientable morphism (C,w) by
C = Cu1l1 ∐ · · · ∐ C
uk
lk
.
Here Cuili are its connected components and ui, li are words in {+,−}. For a non-orientable mor-
phism we do not need any boundary decorations.
The relations:
There are two different types of relations, namely topological relations and combinatorial rela-
tions. The latter relations are described by the glueing numbers and the glueing of the cobordisms.
The relations between the morphisms are the relations pictured below, i.e. the three combinato-
rial 2.2.1 for the orientable and 2.2.2 for non-orientable cobordisms, commutativity and cocom-
mutativity relations 2.2.3, associativity and coassociativity relations 2.2.3, unit and counit rela-
tions 2.2.4, permutation relations 2.2.5 and 2.2.6, a Frobenius relation and the torus and Mo¨bius
relations 2.2.7 and different commutation relations. Latter ones are not pictured, but all of them
should hold with a plus sign. If the reader is unfamiliar with these relations, then we refer to the
book of Kock [66] and hope that it should be clear how to translate his pictures to our context (by
adding some decorations).
Beware that we have pictured several relations in some figures at once. We have separated them
by a thick line.
Moreover, some of the relations contain several cases at once, e.g. in the right part of Equa-
tion 2.2.7. In those cases it should be read: If the conditions around the equality sign are satisfied,
then the equality holds.
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The first combinatorial relations are
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l u= l= u-(2.2.1)
and the third for the non-orientable cobordisms is
l
u
=
=
=-(2.2.2)
Note that the relation 2.2.2 above is not the same as θ = 0, since we work over rings of arbitrary
characteristic. The (co)commutativity and (co)associativity relations are
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and the (co)unit relations are
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The first and second permutation relations are
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while the third permutation relation is
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(2.2.6)
The important Frobenius, torus and Mo¨bius relations are
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A u or a l means an arbitrary glueing number and −u,−l are the glueing numbers u or l multi-
plied by −1. Furthermore, the bolt represent a non-orientable surfaces and not illustrated parts are
arbitrary.
It follows from these relations, that the cobordism ∐i∈I id++ is the identity morphism between |I|
v-circles. The cobordism Φ−+ changes the boundary decoration of a morphism. Hence, the category
above contains all possibilities for the decorations of the boundary components.
The category uCob2R(∅)∗ is the same as above, but without all minus signs in the relations (we
mean “honest” minus signs, i.e. the minus-decorations are still in use).
Both categories are strict monoidal categories (compare to 4.1.1), since we are working with
isotopy classes of cobordisms. The monoidal structure is be induced by the disjoint union ∐.
Moreover, both categories are symmetric. Note that they can be seen as 2-categories, as explained
in Example 4.1.6, but it is more convenient to see them as monoidal 1-category.
It is worth noting that the rest of this section can also be done for the category uCob2R(∅)∗ by
dropping all the corresponding minus signs.
As in [8], we define the category Mat(C) to be the category of formal matrices over a pre-additive
category C, i.e. the objects Ob(Mat(C)) are ordered, formal direct sums of the objects Ob(C) and
the morphisms Mor(Mat(C)) are matrices of morphisms Mor(C). The composition is defined by
the standard matrix multiplication. This category is sometimes called the additive closure of the
pre-additive category C.
Furthermore, as before in Section 1.1, we define the category Komb(C) to be the category of
formal, bounded chain complexes over a pre-additive category C. Denote the category modulo
formal chain homotopy by Komb(C)h. More about such categories is collected in Section 4.5.
Furthermore, we define uCob2R(∅)l, which has the same objects as the category uCob2R(∅), but
morphisms modulo the local relations from Figure 4. We make the following definition.
Definition 2.2.2. We denote by Kobb(∅)R the category Komb(Mat(uCob
2
R(∅))). Here our ob-
jects are formal, bounded chain complexes of formal direct sums of the category of (possible
non-orientable) cobordisms with boundary decorations. We define Kobb(∅)hR to be the category
Kobb(∅)R modulo formal chain homotopy. Furthermore, we define Kobb(∅)
l
R and Kobb(∅)
hl
R in
the obvious way. The notations uCob2R(∅)(l) or Kobb(∅)(h)(l)R mean that we consider all possible
cases, namely with or without a h and with or without a l.
One effective way of calculation in uCob2R(∅) is the usage of the Euler characteristic2. It is
well-known that the Euler characteristic is invariant under homotopies and that it satisfies
χ(C2 ◦ C1) = χ(C1) + χ(C2)− χ(O2) and χ(C1 ∐ C2) = χ(C1) + χ(C2)
for any two cobordisms C1 : O1 → O2 and C2 : O2 → O3. Because the objects of uCob2R(∅) are
disjoint unions of v-circles, we note the following lemmata.
Lemma 2.2.3. The Euler characteristic satisfies χ(C1 ◦ C2) = χ(C1) + χ(C2) for all morphisms
C1, C2 of the category uCob2R(∅). 
Lemma 2.2.4. The generators of the category uCob2R(∅) satisfy χ(id++) = χ(id−−) = 0 and
χ(Φ−+) = χ(Φ
+
−) = 0 and χ(∆+++) = χ(m+++ ) = χ(θ) = −1. The composition of a cobordism C
with id++ or Φ−+ does not change χ(C). 
2Here we consider our morphisms as surfaces.
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It is worth noting that the Lemmata 2.2.3 and 2.2.4 ensure that the category uCob2R(∅) can be
seen as a graded category, that is the grading of morphisms is the Euler characteristic. Recall that
a saddle between v-circles is a saddle for a certain neighbourhood and the identity outside of it.
Lemma 2.2.5. All saddles are homeomorphic to the following three cobordisms (and some extra
cylinders for not affected components). Hence, after decorating the boundary components, we get
nine different possibilities, if we fix the decorations of the cylinders to be +.
(a) A two times punctured projective plane θ = RP22 iff the saddle has two boundary circles.
(b) A pantsup-morphism m iff the saddle is a cobordism from two circles to one circle.
(c) A pantsdown-morphism ∆ iff the saddle is a cobordism from one circle to two circles.
Proof. We note that an open saddle S has χ(S) = −1. Hence, after closing its boundary compo-
nents, we get the statement. 
Now we deduce some basic relations between the basic cobordisms. Afterwards, we prove a
proposition which is a key point for the understanding of the problematic face from 2.1.1. Note the
difference between the relations (b),(c) and (d),(e). Moreover, (k) and (l) are also very important.
Lemma 2.2.6. The following rules hold.
(a) Φ−+ ◦ Φ−+ = id++ ◦ id++ = id++, τ++++ ◦ τ++++ = id++++.
(b) (Φ−+ ∐ Φ−+) ◦∆+++ = ∆+−− = −∆−++ = −∆+++ ◦ Φ−+.
(c) (Φ−+ ∐ id++) ◦∆+++ = ∆+−+ = −∆−+− = −(id++ ∐ Φ−+) ◦∆+++ ◦ Φ−+.
(d) m+++ ◦ (Φ−+ ∐ Φ−+) = m−−+ = m++− = Φ−+ ◦m+++ .
(e) m+++ ◦ (Φ−+ ∐ id++) = m−++ = m+−− = Φ++ ◦m+++ ◦ (id++ ∐ Φ−+).
(f) m+++ ◦∆+++ = (id++ ∐∆+++) ◦ (m+++ ∐ id++) (Frobenius relation).
(g) m+++ ◦ (m+++ ∐ id++) = m+++ ◦ (id++ ∐ m+++ ) (associativity relation).
(h) (∆+++ ∐ id++) ◦∆+++ = (id++ ∐ ∆+++) ◦∆+++ (associativity relation).
(i) m+++ ◦ τ++++ ◦ (Φ−+ ∐ id++) = m+−+ (first permutation Φ relation).
(j) (Φ−+ ∐ id++) ◦ τ++++ ◦∆+++ = ∆++− (second permutation Φ relation).
(k) θ ◦ Φ−+ = Φ−+ ◦ θ = θ, θ = −θ (θ relations).
(l) K = θ2. Here K is a two times punctured Klein bottle.
Proof. Most of the equations follow directly from the relations in Definition 2.2.1 above. The rest
are easy to check and therefore omitted. 
The following example illustrates that some cobordisms are in fact isomorphisms.
Example 2.2.7. The two cylinders id++,Φ−+ are the only isomorphisms between two equal objects.
Let us denoteO1 andO2 two objects which differs only though a finite sequence of the virtual Rei-
demeister moves. The vRM-cobordisms from Figure 6 induces isomorphismsC : O1 → O2. To see
this we mention that the three cobordisms are isomorphisms, i.e. there inverses are the cobordisms
which we obtain by turning the pictures upside down (use statement (a) of Lemma 2.2.6).
Proposition 2.2.8. (Non-orientable faces) Let ∆ul1l2 and m
u′1u
′
2
l′ be the surfaces from Figure 12.
Then the following is equivalent.
(a) mu′1u′2l′ ◦∆ul1l2 = K. Here K is a two times punctured Klein bottle.(b) l1 = u′1 and l2 = −u′2 or l1 = −u′1 and l2 = u′2.
Otherwise mu
′
1u
′
2
l′ ◦∆
u
l1l2
is a two times punctured torus T . We call this the Mo¨bius relation.
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Proof. Let us call C the composition C = mu′1u′2
l′1
◦ ∆u1l1l2 . A quick computation shows χ(C) =
−2. Because C has two boundary components, C is either a 2-times punctured torus or a 2-times
punctured Klein bottle and the statement follows from the torus and Mo¨bius relations in 2.2.7. 
2.2.2. The topological category for v-tangles. In this part of Section 2.2 we extend the notions
above such that they can be used for v-tangles as well. As explained in Section 2.1, the most
important difference is the usage of an extra decoration which we call the indicator. The rest is
(almost) the same as above. Again all definitions and statements can be done for an analogue of
the category uCob2R(∅)∗. First we define/recall the notion of a virtual tangle (diagram), called
v-tangle (diagram).
Definition 2.2.9. (Virtual tangles) A virtual tangle diagram with k ∈ N boundary points T kD is
a planar graph embedded in a disk D2. This planar graph is a collection of usual vertices and
k-boundary vertices. We also allow circles, i.e. closed edges without any vertices.
The usual vertices are all of valency four. Any of these vertices is either an overcrossing or
an undercrossing or a virtual crossing . Latter is marked with a circle. The boundary vertices
are of valency one and are part of the boundary of D2.
As before, we call the crossings and classical crossings or just crossings and a virtual
tangle diagram without virtual crossings a classical tangle diagram.
A virtual tangle with k ∈ N boundary points T k is an equivalence class of virtual tangle diagrams
T kD module boundary preserving isotopies and generalised Reidemeister moves.
We call a virtual tangle T k classical if the set T k contains a classical tangle diagram. A v-string
is a string starting and ending at the boundary without classical crossings. Moreover, we call a
v-circle/v-string without virtual crossings a c-circle/c-string.
The closure of a v-tangle diagram with *-marker Cl(T kD) is a v-link diagram which is constructed
by capping of neighbouring boundary points (starting from a fixed point marked with the *-marker
and going counterclockwise) without creating new virtual crossings. For an example see Figure 13.
There are exactly two, maybe not equivalent, closures of any v-tangle diagram. In the figure
below the two closures are pictured using green edges.
*
*
FIGURE 13. A *-marked v-tangle and two different closures.
The notions of an oriented virtual tangle diagram and of an oriented virtual tangle are defined
analogue (see also Section 1.2). The latter modulo oriented generalised Reidemeister moves and
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boundary preserving isotopies. From now on every v-tangle (diagram) is oriented. But we suppress
this notion to avoid confusion with other (more important) notations.
We define the category of open cobordisms with boundary decorations. It is almost the same
as in Definition 2.2.1, but the corresponding cobordisms could be open, i.e. they could have ver-
tical boundary components, and are decorated with an extra information, i.e. a number in the set
{0,+1,−1} (exactly one, even for non-connected cobordisms). We picture the number 0 as a bolt.
Definition 2.2.10. (The category of open cobordisms with boundary decorations) Let k ∈ N
and let R be a commutative and unital ring. the category is R−pre-additive. The symbol∐ denotes
the disjoint union.
The objects:
The objects Ob(uCob2R(k)) are numbered v-tangle diagrams with k boundary points without
classical crossings. We denote the objects as O = ∐i∈I Oi. Here Oi are the v-circles or v-strings
and I is a finite, ordered index set. The objects of the category are equivalence (modulo boudary
preserving, planar isotopies) classes of four-valent graphs.
The generators:
The generators of Mor(uCob2R(k)) are the cobordisms in Figure 14. The cobordisms pictured
are all between c-circles or c-strings. As before, we do not picture all the other possibilities, but we
include them in the list of generators.
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FIGURE 14. The generators for the set of morphisms.
Every generator has a decoration from the set {0,+1,−1}. We call this decoration the indicator
of the cobordism. If no indicator is pictured, then it is +1. Indicators behave multiplicative.
Every generator with a decoration {+1,−1} has extra decorations from the set {+,−} at every
horizontal boundary component. We call these decorations the glueing numbers of the cobordism.
The vertical boundary components are pictured in red.
We consider these cobordisms up to boundary preserving homeomorphisms (as abstract sur-
faces). Hence, between circles or strings with v-crossings the generators are the same up to bound-
ary preserving homeomorphisms, but immersed into D2 × [−1, 1].
We denote the different generators (from left to right; top row first) by ι+ and ε+, id++ and Φ−+,
∆+++, m
++
+ and θ, id(1)++ and Φ(1)−+, S+++ and S+++ , S(1)++++, θ and id(−1)++.
The composition of the generators formally needs again internal decorations to remember how
they where glued together. But again we suppress them and hope the reader does not get confused.
Moreover, as before, cobordisms with a 0-indicator do not have any boundary decorations, i.e. they
are deleted after glueing.
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The morphisms:
The morphisms Mor(uCob2R(k)) are cobordisms between the objects in the following way. We
identify the collection of numbered v-circles/v-strings with circles/strings immersed into D2.
Given two objects O1,O2 with k1, k2 ∈ N numbered v-circles or v-strings, then a morphism
C : O1 → O2 is a surface immersed in D2 × [−1, 1] whose non-vertical boundary lies only in
D2×{−1, 1} and is the disjoint union of the k1 numbered v-circles or v-strings fromO1 inD2×{1}
and the disjoint union of the k2 numbered v-circles or v-strings from O2 in D2 × {−1}. The
morphisms are generated (as abstract surfaces) by the generators from above (see Figure 14).
The decorations:
Every morphism has an indicator from the set {0,+1,−1}.
Moreover, every morphism C : O1 → O2 in Mor(uCob2R(k)) is a cobordism between the num-
bered v-circles or v-strings of O1 and O2. Let us say that the v-circles or v-strings of O1 are
numbered i ∈ {1, . . . , l1} and the v-circles or v-strings ofO2 are numbered for i ∈ {l1+1, . . . , l2}.
Every cobordism with +1,−1 as an indicator has a decoration on the i-th boundary circle. This
decoration is an element of the set {+,−}. We call the decoration of the i-th boundary component
the i-th glueing number of the cobordism.
Hence, the morphisms of the category are pairs (C,w). Here C : O1 → O2 is a cobordism from
O1 to O2 immersed into D2× [−1, 1] and w is a string of length l2 in such a way that the i-th letter
of w is the i-th glueing number of the cobordism and the last letter is the indicator or w = 0 if the
cobordism has 0 as an indicator.
Short hand notation:
We denote a morphism C with an indicator from {+1,−1} which is a connected surfaces by
Cul (in). Here u, l are words in the alphabet {+,−} in such a way that the i-th character of u (of
l) is the glueing number of the i-th circle of the upper (of the lower) boundary. The number in is
the indicator. The construction above ensures that this notation is always possible. Therefore we
denote an arbitrary morphism as before by (Cuili are its connected components and ui, li are words
in {+,−})
C(±1) = (Cu1l1 ∐ · · · ∐ C
uk
lk
)(±1).
For a morphism with 0 as indicator we do not need any boundary decorations. With a slight abuse
of notation, we denote all these cobordisms as the non-orientable cobordisms θ.
The relations:
There are different relations between the cobordisms, namely topological relations and com-
binatorial relations. The latter relations are described by the glueing numbers and indicators of
the cobordisms and the glueing of the cobordisms. The topological relations are not pictured but
it should be clear how they should work. Moreover, we have only pictured the most important
new relations below, but there should hold analogously relations as in Definition 2.2.1. The reader
should read these relations is the same vein as before.
The most interesting new relations are the three combinatorial
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and the open Mo¨bius relations (the glueing in these three cases is given by the glueing numbers, i.e.
if there is an odd number of different glueing numbers, then the indicator is 0 and just the product
otherwise).
b
a
b
a
a
b
(2.2.9)
We define the category uCob2R(ω) to be the category whose objects are
⋃
k∈NOb(uCob
2
R(k))
and whose morphisms are
⋃
k∈NMor(uCob
2
R(k)). Moreover, it should be clear how to convert the
Definition 2.2.2 to the open case. Note that this category is also graded, but the degree function
has to be a little bit more complicated (since glueing with boundary behaves different), that is the
degree of a cobordism C : O1 → O2 is given by
deg(C) = χ(C)−
b
2
, where b equals the number of vertical boundary components.
The reader should check that this definition makes the category graded, that is the degree of a
composition is the degree of the sum of its factors.
Note the following collection of formulas that follow from the relations. Recall that Φ−+ and
Φ(1)−+ change the decorations and that θ and id(−1)++ change the indicators. With a slight abuse
of notation, we suppress to write ∐ if it is not necessary, i.e. for the indicator changes. Moreover,
since Φ−+ and Φ(1)−+ satisfy similar formulas, we only write down the equations for Φ−+ and hope
that it is clear how the others look like.
Lemma 2.2.11. Let O,O′ be two objects in uCob2R(k). Let C : O → O′ be a morphism that is
connected, has in ∈ {0,+1,−1} as an indicator and u and l as decorated boundary strings. Then
we have the following identities. We write C = Cul (in) as a short hand notation if the indicators
and glueing numbers do not matter. It is worth noting that the signs in (d) are important.
(a) C ◦ id(−1)++ = id(−1)++ ◦ C (indicator changes commute).
(b) C ◦ θ = θ ◦ C (θ commutes).
(c) C(0) ◦ Φ−+ = Φ−+ ◦ C(0) (first decoration commutation relation).
(d) Let u′, l′ denote the decoration change at the corresponding positions of the words u, l.
Then we have
C(±1)ul ◦ (id
+
+ ∐ · · · ∐ Φ
−
+ ∐ · · · ∐ id
+
+) = C(±1)
u′
l = ±C(±1)
u
l′
= ±(Φ−+ ∐ · · · ∐ id
+
+ ∐ · · · ∐ Φ
−
+) ◦ C(±1)
u
l
(second decoration commutation relation).
Proof. Everything follows by a straightforward usage of the relations in Definition 2.2.10. 
34
2.3. The topological complex for virtual links. We note that the present section splits into three
part, i.e. we define the virtual Khovanov complex first and we show that it is an invariant of v-links
that agrees with the classical Khovanov complex for c-links. We have collected the more technical
points, e.g. it is not clear why Definition 2.3.4 gives a well-defined chain complex independent of
all involved choices, in the last part. It is rather technical and the reader may skip it on the first
reading.
The definition of the complex. In the present section we define the topological complex which we
call the virtual Khovanov complex JLDK of an oriented v-link diagram LD. This complex is an
element of our category Kobb(∅)R.
By Lemma 2.2.5 we know that every saddle cobordism S is homeomorphic to θ, m or ∆ (disjoint
union with cylinders for all v-cycles not affected by the saddle). We need extra information for the
last two cases. We call these extra information the sign of the saddle and the decoration of the
saddle (see Definitions 2.3.1 and 2.3.3).
Definition 2.3.1. (The sign of a saddle) We always want to read off signs or decorations for
crossings that look like , but for a crossing c in a general position there are two ways to rotate
c until it looks like (which we call the standard position). Since the sign depends on the two
possibilities (see bottom row of Figure 15), we choose an x-marker as in Figure 15 for every
crossing of LD and rotate the crossing in such a way that the markers match.
0 1
x x
x
x x
x
x'
x'
x'
FIGURE 15. Top: The x-marker for a crossing in the standard position. Bottom:
Two possible choices (one denoted by x′) for a crossing not in the standard position.
We can say now that every orientable saddle S can be viewed in a unique way as a formal symbol
S : → . Then the saddle S carries an extra sign determined in the following way.
• Recall that the v-circles of any resolution are numbered. Moreover, the x-marker for the
resolutions in the source and target of S should be at the position indicated in the top row
of Figure 15.
• For a saddle S : γa → γb we denote the numbered v-circles of γa, γb by a1, . . . , aka and
b1, . . . , bkb and the v-circles with the x-marker by axi , bxj .
• Since the saddle S is orientable, it either splits one v-circle or merges two v-circles. Hence,
the two strings in the resolutions or are only different either in the target or in the
source of S and we denote the second affected v-circle by byj′ for a split and a
y
i′ for a merge.
• Then there exists two permutation σ1, σ2 for S, one for the source and one for the target,
such that all ak /∈ {axi , a
y
i′} and all bk′ /∈ {bxj , b
y
j′} are ordered ascending after the (also
ordered) axi , ayi′ and bxj , byj′ .
• Then we define the saddle sign sgn(S) by
sgn(S) = sgn(σ1) · sgn(σ2).
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For completeness, we define the sign of a non-orientable saddle to be 0. The sign sgn(F ) of a face
F is then defined by the product of all the saddle signs of the saddles of F .
Example 2.3.2. If we have a saddle S between four v-circles numbered u1, u2, u3, u4 and three
v-circles l1, l2, l3 and the upper x-marker is on the v-circle number 2 and the lower is on number 3
and the second string of the upper part is number 1, then the sign of S is calculated by the product
of the signs of the following two permutations.
σ1 : (u1, u2, u3, u4) 7→ (u2, u1, u3, u4) and σ2 : (l1, l2, l3) 7→ (l3, l1, l2).
Before we can define the virtual Khovanov complex we need to define the saddle decorations.
Definition 2.3.3. (Saddle decorations) By Lemma 2.2.5 again, we only have to define the decora-
tions in three different cases. First choose an x-marker as in Definition 2.3.1 for all crossings and
choose orientations for the two resolutions γa, γa′ . We say the formal saddle of the form
S++++ : →
is the standard oriented saddle. Moreover, every saddle looks locally like the standard oriented
saddle, but with possible different orientations. Now we spread the decorations as follows.
• The non-orientable saddles do not get any extra decorations. It should be noted that locally
non-alternating saddles, e.g. S : → , are always non-orientable and vice versa.
• The orientable saddles get a + decoration at strings where the orientations agree and a −
where they disagree (after rotating it to the standard position defined above).
• All cylinders of S are id++ iff the corresponding unchanged v-circles of γa and γa′ have the
same orientation and a Φ−+ otherwise.
To summarise we give the following table (we also give a way to denote the decorations for the
saddles). We suppress the cylinders in the Table 1, but we note that the last point of the list above,
i.e. the decorations of the cylinders, is important and can not be avoided in our context.
In the Table 1 below we write m,∆ for the corresponding saddles S.
String Comultiplication String Multiplication
→ ∆+++ → m
++
+
→ ∆+−+ = Φ1 ◦∆
+
++ → m
−+
+ = m
++
+ ◦ Φ1
→ ∆++− = Φ2 ◦∆
+
++ → m
+−
+ ◦ Φ2
→ ∆+−− = Φ12 ◦∆
+
++ → m
−−
+ ◦ Φ12
→ ∆−++ = ∆
+
++ ◦ Φ
−
+ → Φ
−
+ ◦m
++
−
→ ∆−−+ = Φ1 ◦∆
+
++ ◦ Φ
−
+ → Φ
−
+ ◦m
−+
− ◦ Φ1
→ ∆−+− = Φ2 ◦∆
+
++ ◦ Φ
−
+ → Φ
−
+ ◦m
+−
− ◦ Φ2
→ ∆−−− = Φ12 ◦∆
+
++ ◦ Φ
−
+ → Φ
−
+ ◦m
−−
− ◦ Φ12
TABLE 1. The decorations are spread based on the local orientations.
At this point we are finally able to define the virtual Khovanov complex. We call this complex
the topological complex.
Definition 2.3.4. (The topological complex) For a v-link diagram LD with n ordered crossings
we define the topological complex JLDK as follows. We choose an x-marker for every crossing.
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• For i = 0, . . . , n the i− n− chain module is the formal direct sum of all γa of length i. We
consider the resolutions as elements of Ob(uCob2R(∅)).
• There are only morphisms between the chain modules of length i and i+ 1.
• If two words a, a′ differ only in exactly one letter and ar = 0 and a′r = 1, then there is a
morphism between γa and γa′ . Otherwise all morphisms between components of length i
and i+ 1 are zero.
• This morphism S is a saddle between γa and γa′ .
• We consider numbered and oriented resolutions (we choose them) and the saddles carry the
saddle sings and decorations from the Definitions 2.3.1 and 2.3.3.
• We consider the saddles S as elements of Mor(uCob2R(∅)) where we interprete the saddle
signs as scalars in R and the saddle decorations as the corresponding boundary decorations.
Remark 2.3.5. At this point it is not clear why we can choose the numbering of the crossings, the
numbering of the v-circles, the x-markers and the orientation of the resolutions. Furthermore, it is
not clear why this complex is a well-defined chain complex.
But we show in Lemma 2.3.13 that the complex is independent of these choices, i.e. if JLDK1
and JLDK2 are well-defined chain complexes with different choices, then they are equal up to chain
isomorphisms. Moreover, we show in Theorem 2.3.17 and Corollary 2.3.18 that the complex is
indeed a well-defined chain complex. Hence, we see that
JLDK ∈ Ob(Kobb(∅)R).
For an example see Figure 5. This figure shows the virtual Khovanov complex of a v-diagram of
the unknot.
The invariance. There is a way to represent the topological complex of a v-link diagram LD as a
cone of two v-links diagrams L0D, L1D. Here one fixed crossing of LD is resolved 0 in L0D and 1 in
L1D. Note that the cone construction, as explained in Definition 4.5.3, works in our setting.
It should be noted that there is a saddle between any two resolutions that are resolved equal at
all the other crossings of L0D and L1D. This induces a chain map (as explained in the proof below)
between the topological complex of L0D and L1D. We denote this chain map by ϕ : JL0DK → JL1DK.
Lemma 2.3.6. Let LD be a v-link diagram and let c be a crossing of LD. Let L0D be the v-link
where the crossing c is resolved 0 and let L1D be the v-link where the crossing c is resolved 1. Then
we have
JLDK = Γ(JL0DK ϕ−→ JL1DK).
Proof. The proof is analogously to the proof for the classical Khovanov complex. The only new
thing to prove is the fact that the map ϕ, which resolves the crossing, induces a chain map. This
is true because we can take the induced orientation (from the orientations of the resolutions of L0D
and L1D) of the strings of ϕ. This gives us the glueing numbers for the morphisms of ϕ. Here we
need the Lemma 2.3.13 to ensure that all faces anticommute. 
Example 2.3.7. Let LD be the v-diagram of the unknot from Figure 5. Then we have
JLDK = Γ(ϕ : J K → J K) = Γ(ϕ : L0D → L1D).
If we choose the orientation for the resolutions for the chain complexes L0D, L1D to be the ones from
Figure 5, then the map ϕ is of the form ϕ = (θ,m−−+ ).
37
As a short hand notation we only picture a certain part of a v-link diagram. The rest of the
diagram can be arbitrary. Now we state the main theorem of this section.
Theorem 2.3.8. (The topological complex is an invariant) Let LD, L′D be two v-link diagrams
which differs only through a finite sequence of isotopies and generalised Reidemeister moves. Then
the complexes JLDK and JL′DK are equal in Kobb(∅)hlR .
Proof. We have to check invariance under the generalised Reidemeister moves from Figure 1. We
follow the original proof of Bar-Natan in [8] with some differences. The main differences are the
following.
(1) We have to ensure that our cobordisms have the adequate decorations. For this we number
the v-circles in a way that the pictured v-circles have the lowest numbers and we use the
orientations given below. It should be noted that Lemma 2.3.13 ensures that we can use this
numbering and orientations without problems. We mention that we do not care about the
saddle signs to maintain readability because they only affect the anticommutativity of the
faces. Hence, after adding some extra signs, the entire arguments work analogously.
(2) We have to check that the glueing of the cobordisms we give below works out correctly.
This is a straightforward calculation using the relations in Lemma 2.2.6.
(3) The proof of Bar-Natan uses the local properties of his construction. This is not so easy
in our case. To avoid it we use some of the technical tools from homological algebra, i.e.
Proposition 4.5.4.
(4) We have to check extra moves, i.e. the virtual Reidemeister moves vRM1, vRM2 and vRM3
and the mixed one mRM.
Recall that we have to use the Bar-Natan relations from Figure 4 here. Note that the Bar-Natan
relations do not contain any boundary components. Therefore we do not need extra decorations
for them. Because of this we can take the same chain maps as Bar-Natan (the cobordisms are the
identity outside of the pictures). Furthermore, the whole construction is in Kobb(∅)R.
The outline of the proof is as follows. For the RM1 and RM2 moves one has to show that the
given maps induces chain homotopies, using the rules from Definition 2.2.1 and Lemma 2.2.6 and
the cone construction from Definition 4.5.3. We note that we have to use the Proposition 4.5.4
to get the required statement for the RM1 and RM2 moves. Then the RM3 move follows with
the cone construction form the RM2 move. The vRM1, vRM2 and vRM3 moves follow from
their properties explained in Example 2.2.7. Finally, the invariance under the mRM move can be
obtained by an instance of Proposition 4.5.4.
We consider oriented v-link diagrams. Thus, there are a lot of cases to check. But all cases for
the RM1 and RM2 moves are analogously to the cases shown below, i.e. one case for the RM1
move and three cases for the RM2 move. Note that the mirror images work similar.
The case for the RM1 move is pictured below. For the RM2 move we show that the virtual
Khovanov complexes of
J K and J K J K and J K
are chain homotopic. Here both cases contain two different subcases. For the left case the upper
left string can be connected to the upper right or to the lower left. For the other case the upper left
string can be connected to the lower right or to the upper right. But the last case is analogously to
the first. So we only consider the first three cases.
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For the RM1 move we only have to resolve one crossing in the left picture and no crossing in
the right. We choose the orientation in such a way that the saddle is a multiplication of the form
→ . Thus it is the multiplication m−−− = m+++ .
For the RM2 move we have to resolve two crossings in the left picture and no crossing in the
right. For the first two cases we choose the orientation in such a way that the corresponding saddles
are of the form → for the left crossing and of the form → for the right crossing.
Hence, we only have ∆+++ = −∆−−− and m−−− = m+++ saddles in the possible complexes.
For the third case we choose the orientation in such a way that the corresponding saddles are of
the form → or → for the left crossing and of the form → or → for the
right crossing. Hence, we only have m−+− , θ, ∆−−− and θ saddles in the possible complexes.
We give the required chain maps F,G and the homotopy h. Note our abuse of notation, that is
we denote the chain maps and homotopies and their parts with the same symbols. Moreover, the
degree zero components are the leftmost non-trivial in the RM1 case and the middle non-trivial in
the RM2 case.
One can prove that these maps are chain maps and that F ◦G and G ◦ F are chain homotopic to
the identity using the same arguments as Bar-Natan in [8] and the relations from Lemma 2.2.6. We
suppress the notation Γ(·) in the following. For the RM1 move we have
J K : J K 0 //
F=
+
+ +
−
+
++

0
0

J K : J K
m+++
//
G=
+
+ +
OO
J K.
0
OO
We also need to give an extra chain homotopy h. It is the one from below.
h : J K → J K, h = − +
+ +
.
An important observation is now that G ◦ F = id and h ◦ F = 0. Beware our abuse of notation
here, i.e. the parts of the homotopy h and the chain map F that can be composed are 0. Thus, we
are in the situation of Definition 4.5.2 and can use Proposition 4.5.4 to get
Γ(J K) ≃h Γ(J K).
For the RM2 move the first two cases are
J K : 0 0 //
0

J K
F=

−
+
+
+
+
+
Φ−+



0 // 0
0
J K : J K
d−1
//
0
OO
J K⊕ J K
d0
//
G=


+ ++
+
+
Φ−+


T
OO
J K.
0
OO
Here the differentials are either d−1 =
(
∆−−− ∆
+
++
)T
and d0 =
(
m+++ m
++
+
)
in the second case
or d−1 =
(
id++ ∐ ∆
−
−− m
++
+
)T
and d0 =
(
m+++ ∐ id
+
+ ∆
−
−−
)
in the first case. We can follow
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the proof of Bar-Natan again. Therefore, we need to give a chain homotopy. This chain homotopy
is
h−1 : J K⊕ J K → J K, h−1 = (−
+
+++
+
0
)
,
h0 : J K → J K⊕ J K, h0 = (− +
+ + +
+
0
)T
.
For the RM2 move the last case is
J K : 0 0 //
0

J K
F=

− id
+
+



0 // 0
0
J K : J K
d−1
//
0
OO
J K⊕ J K
d0
//
G=

 id
+
+


T
OO
J K.
0
OO
Here the differentials are either d−1 =
(
∆−−− θ
)T
and d0 =
(
m−+− −θ
)
. Furthermore, saddles
of the maps F,G are also θ saddles. Hence, we do not need any decorations for them. The chain
homotopy is defined by
h−1 : J K⊕ J K → J K, h−1 = (−
+
+++
+
0
)
,
h0 : J K → J K⊕ J K, h0 = (− +
+ + +
+
0
)T
.
In all the cases it is easy to check that the given maps F,G are chain homotopies. Furthermore, G
satisfies the conditions of a strong deformation retract, i.e. G◦F = id, F ◦G = h0 ◦d0+d−1 ◦h−1
and h ◦ F = 0. With the help of Proposition 4.5.4 we get
J K ≃h J K and J K ≃h J K.
Because of this we can follow the proof of Bar-Natan again to show the invariance under the RM3
move. We skip this because this time it is completely analogously to the proof of Bar-Natan (with
the maps from above).
The invariance under the virtual Reidemeister moves vRM1, vRM2 and vRM3 follow from
Lemma 2.3.14. Therefore, the only move left is the mixed Reidemeister move mRM. We have
J K = Γ(J K ϕ−→ J K)
and
J K = Γ(J K ϕ′−→ J K).
There is a vRM2 move in both rightmost parts of the cones. This move can be resolved. Hence, the
complex changes only up to an isomorphism (see Lemma 2.3.14). Therefore, we have
J K ≃ Γ(J K ϕ−→ J K)
and
J K ≃ Γ(J K ϕ′−→ J K).
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Thus, we see that the left and right parts of the cones are equal complexes. Hence, the complexes of
two v-links diagrams which differ only through a mRM move are isomorphic. This finish the proof,
because with the obvious chain homotopy h = 0, isomorphisms induced by the v-Reidemeister
cobordisms and Proposition 4.5.4 again gives the desired
J K ≃h J K.

A question which arises from Theorem 2.3.8 is if the topological complex yields any new infor-
mation for c-links (compared to the classical Khovanov complex). The following theorem answers
this question negative, i.e. the complex from Definition 2.3.4 is the classical complex up to chain
isomorphisms. It should be noted that Theorem 2.3.8 and Theorem 2.3.9 imply that our construc-
tion can be seen as an extension of Bar-Natans cobordism based complex to v-links.
To see this we mention that the cobordisms m+++ ,∆+++ have the same behaviour as the classi-
cal (co)multiplications. Therefore, let JLDKc denote the classical Khovanov complex, i.e. every
pantsup- or pantsdown-cobordisms are of the form m+++ ,∆+++ and we add the usual extra signs
(e.g. see [9] or [52]). Beware that this complex is in general not a chain complex for an arbitrary
v-link diagram LD. But it is indeed a chain complex for any c-link diagram, i.e. a diagram without
v-crossings.
Theorem 2.3.9. Let LD be a c-link diagram. Then JLDK and JLDKc are chain isomorphic.
Proof. Because LD does not contain any v-crossing, the complex has no θ-saddles. Moreover,
every circle is a c-circle. Hence, we can orient them + or −, i.e. counterclockwise or clockwise.
We choose any numbering for the circles.
Because every circle is oriented clockwise or counterclockwise, every saddle S is of the form
→ or → . Hence, every saddle is of the form m+++ = m−−− , ∆+++ or ∆−−−. Thus, these
maps are the classical maps (up to a sign).
We prove the theorem by a spanning tree argument, i.e. choose such a spanning tree. Start at the
rightmost leaves and reorient the circles in such a way that the maps which belongs to the edges
in the tree are the classical maps m+++ or ∆+++. This is possible because we can use m+++ = m−−−
here. We do this until we reach the end.
We repeat the process rearranging the numbering in such a way that the corresponding maps
have the same sign as in the classical Khovanov complex. This is possible because every face has
an odd number of minus signs (if we count the sign from the relation ∆−−− = −∆+++).
Note that such rearranging does not affect the anticommutativity because of Lemma 2.3.13.
Hence, after we reach the end every saddle is the classical saddle together with the classical sign.
The change of orientations/numberings does not change the complex because of Lemma 2.3.13.
This finishes the proof. 
Remark 2.3.10. We could use the Euler characteristic to introduce the structure of a graded category
on uCob2R(∅) (and hence on Kobb(∅)R).
The differentials in the topological complex from Definition 2.3.4 have all deg = 0 (after a grade
shift), because their Euler-characteristic is -1 (see Lemma 2.2.4). Then it is easy to prove that the
topological complex is a v-link invariant under graded homotopy.
Remark 2.3.11. If one does the same construction as above in the category uCob2R(∅)∗, then the
whole construction becomes easier in the following sense. First one does not need to work with the
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saddle signs any more, i.e. the conplex will be a well-defined chain complex if one uses the same
signs as in the classical case. Furthermore, most of the constructions and arguments to ensure that
everything is a well-defined chain complex are not necessary or trivial, e.g. most parts of the next
subsection are “obviously” true, and the rest of this section can be proven completely analogously.
This construction leads us to an equivalent of the construction of Turaev and Turner [113]. Note
that this version does not generalise the classical Khovanov homology. In order to get a bi-graded
complex one seems to need a construction related to ∧-products.
The technical points of the construction. In this subsection we give the arguments why the topo-
logical complex is well-defined and independent of all choices involved.
The following lemma ensures that we can choose the x-marker and the order of the v-circles in
the resolutions without changing the total number of signs mod 2 for all faces.
Lemma 2.3.12. Let F be a face of the v-link diagramLD for a fixed choice of x-markers and orders
for the v-circles of the resolutions of LD. Let F ′, F ′′ denote the same face, but F ′ with a different
choice of x-markers and F ′′ with a different choice for the orderings. Then
sgn(F ) = sgn(F ′) = sgn(F ′′).
Proof. It is sufficient to show the statement if we only change one x-marker of one crossing c or
the numbers of only two v-circles with consecutive numbers in a fixed resolution γa. Moreover, the
statement is clear if c or γa does not affect F at all or one of the saddles is non-orientable.
Note that a change of the x-marker of c effects exactly two saddles S, S ′ of F and for both
the number sgn(S), sgn(S ′) changes since, by definition, we demand that in the definition of the
permutations σ1, σ2 from Definition 2.3.1 the two corresponding v-circles are ordered. Hence, the
total change for the face is 0 mod 2.
If the numbering of the two v-circles changes in γ00, then the sign of the permutation σ1 changes
for both saddles S0∗, S∗0 but no changes for S1∗, S∗1. Analogously for the γ11 case.
In contrast, if the numbering of the two v-circles changes in γ01, then the sign of the permutation
σ1 and σ2 changes for S∗1 and S0∗ respectively, but no changes for S∗0, S1∗. Analogously for the
γ10 case. Hence, no change for the face mod 2. 
Lemma 2.3.13. Let LD be a v-link diagram and let JLDK1 be its topological complex from Defini-
tion 2.3.4 with arbitrary orientations for the resolutions. Let JLDK2 be the complex with the same
orientations for the resolutions except for one circle c in one resolution γa. If a face F1 from JLDK1
is anticommutative, then the corresponding face F2 from JLDK2 is also anticommutative.
Moreover, if JLDK1 is a well-defined chain complex, then it is isomorphic to JLDK2, which is also
a well-defined chain complex.
The same statement is true if the difference between the two complexes is the numbering of
the crossings, the choice of the x-marker, rotations/isotopies of the v-link diagram or the fixed
numbering of the v-circles in the resolutions.
Proof. Assume that the face F1 is anticommutative. Then the different orientations of the circle
c correspond to a composition of all morphisms of the face F2 with this circle as a boundary
component with Φ−+.
Hence, the face F2 is also anticommutative, because both outgoing (or incoming) morphisms
of F2 are composed with an extra Φ−+ if the circle is in the first (or last) resolution of the faces.
If it is in one of the middle resolutions, then we have to use the relation Φ−+ ◦ Φ−+ = id++ from
Lemma 2.2.6. Note that it is important for this argument to work that cylinders between differently
oriented v-circles are Φ−+, as in Definition 2.3.4.
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Thus, if the first complex is a well-defined chain complex, then the same is true for the second.
The isomorphism is induced (using a spanning tree construction) by the isomorphism Φ−+.
The second statement is true because the numbering of the crossings does not affect the cobor-
disms at all. Hence, the argument can be shown analogously to the classical case (see for exam-
ple [52]), but it should be noted that our way of spreading signs does not depend on this ordering.
On the third point: That anticommutative faces stay anticommutative, if one changes between
the two possible choices in Definition 2.3.1, is part of Lemma 2.3.12. The chain isomorphism is
induced (using a spanning tree construction) by a sign permutation.
The penultimate statement follows directly from the definition of the saddle sign and decorations,
while the latter statement is also part of Lemma 2.3.12 with the isomorphisms again induced (using
a spanning tree construction) by a sign permutation. 
Lemma 2.3.14. Let LD, L′D be v-link diagrams which differs only by a virtualisation of one cross-
ing c. If a face F is anticommutative in JLDK, then the corresponding face F ′ is anticommutative
in JL′DK.
Moreover, if JLDK is a well-defined chain complex, then it is isomorphic to JL′DK, which is also a
well-defined chain complex.
The same statement is true if LD and L′D differs only by a vRM1, vRM2, vRM3 or mRM move.
Proof. The statement about anticommutativity is clear, if one of the saddles which belongs to the
crossing c is non-orientable. This is true because of the relations from Equation 2.2.2 and Propo-
sition 2.2.8. Thus, we can assume that both saddles are orientable. Furthermore, it is clear that
the two composition of the saddles are boundary preserving homeomorphic after the virtualisation.
Hence, the only thing we have to ensure is that the decorations and signs work out correctly.
We use the Lemma 2.3.13 here, i.e. we can choose the orientations and the numberings in such
a way that the saddles which do not belong to the crossing c have the same local orientations
and numberings. We observe the following. The sign and the local orientations of a saddle can
only change if the saddle belongs to the crossing c, i.e. the local orientations always changes (see
Figure 16) and the sign changes precisely if the two strings in the bottom picture of Figure 16 are
part of two different v-circles.
x x
xx
FIGURE 16. The behaviour of the x-marker and orientations under virtualisation.
A change of the local orientations multiplies an extra sign for comultiplication, but no extra sign
for multiplication. This follows from the Table 1 and the relations from Equation 2.2.1. Hence, the
anticommutativity still holds if the two saddles which belong to the crossing c are both multiplica-
tions or comultiplications, because their decorations and signs change in the same way.
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If one is a multiplication and one is a comultiplication, then we have two cases, i.e. the mul-
tiplication gets an extra sign or not. The comultiplication always gets an extra sign because the
local orientations change. But the multiplication will change its saddle sign iff the comultiplication
does not change its saddle sign. Hence, the number of extra signs does not change modulo 2. This
ensures that the faces stays anticommutative.
That the face F ′ stays anticommutative after a vRM1, vRM2, vRM3 or mRM move follows
because neither the local orientations nor the signs of any cobordism changes. Thus, all decorations
and signs are the same.
The chain isomorphisms are induced by the vRM-cobordisms shown in Figure 6, morphisms of
type Φ−+ and identities. Recall that all these cobordisms are isomorphisms in our category. 
For the proof of the next lemma we refer the reader to the paper [85]. We call faces of the
following type the basic (non-)orientable faces.
a b
1
2
a b
1
2
FIGURE 17. Left: The basic orientable faces. Right: The basic non-orientable faces.
Lemma 2.3.15. Let LD be a v-link diagram. Then LD can be reduced by a finite sequence of
isotopies, vRM1, vRM2, vRM3, mRM moves and virtualisations to a v-link diagram L′D in such a
way that a fixed connected face of L′D is isotopic to one of the basic faces from the Figure 17 (or to
one of their mirror images) up to vRM1, vRM2, vRM3 moves on the face itself. 
Note that these lemmata allow us to check arbitrary orientations on the basic faces with arbitrary
numbering of crossings and components.
Proposition 2.3.16. Let LD be a v-link diagram with a diagram which is isotopic to one of the
projections from Figure 17. Then JLDK is a chain complex, i.e. the basic faces are anticommutative.
Moreover, disjoint faces, i.e. faces such that the corresponding four-valent graph is unconnected,
are always anticommutative.
Proof. Because of Lemma 2.3.13, we only need to check that the faces are anticommutative for
orientations of the resolutions of our choice with an arbitrary numbering. Then we are left with
three different cases, i.e. the v-link diagram of LD is orientable, i.e. all saddles are orientable, or
the face is non-orientable, i.e. two or four of the saddles are non-orientable or the face is disjoint.
For the first case we see that every resolution contains only c-circles. We prove the anticommu-
tativity of the corresponding face for the following orientations of the resolutions. All appearing
circles are numbered in ascending order from left to right or outside to inside. Moreover, the posi-
tion of the x-marker does not affect our argument and we suppress it in this proof.
Because every resolution contains only c-circles, we choose a positive orientation for the circles
except for the two nested circles that appear in two resolution of a face of type 1a or 1b. This is a
clockwise orientation for all the non-nested circles and a counterclockwise orientation for the two
nested circles. Hence, all appearing cylinders are identities.
It follows from this convention that every 0-resolution (or 1-resolution) of a crossing (or
a crossing ) is of the form and every 1-resolution (or 0-resolution) of a crossing (or a
crossing ) is of the form . Moreover, the only face with an even number of saddle signs is of
type 1a.
All we need to do is compare these local orientations with the ones from Table 1. We see that we
have to check (indicated by the !=) the following equations.
• ∆+++ ◦m
−
−−
!
= −∆−−− ◦m
+
++ (face of type 1a).
• m+++ ◦∆
+
++
!
= m+++ ◦∆
+
++ (face of type 1b).
• (∆+++ ∐ id
+
+) ◦ (id
+
+ ∐ m
++
+ )
!
= m+++ ◦∆
++
+ (face of type 2a).
• m+++ ◦ (m
++
− ∐ id
+
+) = m
++
+ ◦ (id
+
+ ∐ m
++
+ ) (face of type 2b).
Most of these equations are easy to calculate. The reader should check that the cobordisms on the
left and the right side of every equation are homeomorphic (using Proposition 2.2.8 and Lemma 2.2.6).
Furthermore, the second equation is clear and the other three follows easy using the result of
Lemma 2.2.6. Hence, they are all anticommutative because only the first face has an even number
of saddle signs.
The non-orientable faces of type 1b, 2a, 2b, 3a and 3b are easy to check. One can use the Euler
characteristic here and the relations in Equation 2.2.2.
The non-orientable face of type 1a is the face from 2.1.1. Here we have to use Proposition 2.2.8.
We get two θ-cobordisms and a ∆- and a m-cobordism. Because of the relations in Equation 2.2.2
we can ignore the saddle signs.
Again we can choose an orientation for the resolutions. We can do this for example in the
following way (compare to Figure 5).
• The first Mo¨bius strips are θ : → and θ : → .
• The pantsdown is ∆+−+ : → and the pantsup is m−−+ : → .
We use Proposition 2.2.8 to see that this face is anticommutative.
The reader should check that all disjoint faces with only orientable saddles have an odd number
of saddle signs. The disjoint faces with two or four non-orientable saddles anticommute because of
the relations in Equation 2.2.2 and (k) of Lemma 2.2.6. 
This proposition leads us to an important theorem and an easy corollary.
Theorem 2.3.17. (Faces commute) Let LD be a v-link diagram. Let JLDK be the complex from
Definition 2.3.4 with arbitrary possible choices. Then every face of the complex JLDK is anticom-
mutative.
Proof. This is a direct consequence of the Proposition 2.3.16 and the three Lemmata 2.3.13, 2.3.14
and 2.3.15. 
Corollary 2.3.18. The complex JLDK is a chain complex. Thus, it is an object in the category
Kobb(∅)R. 
2.4. Skew-extended Frobenius algebras. We note that this section has three subsections. We
construct the “algebraic” complex of a v-link diagram LD in the first subsection. It is an invariant
of virtual links L, i.e. modulo the generalised Reidemeister moves from Figure 6. It should be
noted that the notion of “homology” makes sense for the algebraic complex.
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We describe the relation between uTQFTs and skew-extended Frobenius algebras in the second
subsection. A relation of this kind was discovered by Turaev and Turner [113] for extended Frobe-
nius algebras and the functors they use. Even though our construction is different, their ideas can
be used in our context too. This is the main part of Theorem 2.4.8. But our uTQFT correspond to
skew-extended Frobenius algebras, i.e. the map Φ is a skew-involution rather than an involution.
In the last subsection we are able to classify all aspherical uTQFTs which can be used to define
v-links invariants, see Theorem 2.4.19. It is worth noting that we get an invariant for v-links which
is an extension of the Khovanov complex for R = Z or R = Q, see Corollary 2.4.13. Note that this
includes that our construction can be seen as a categorification of the virtual Jones polynomial, see
Corollary 2.4.15. Moreover, we also get extension for other classical link homologies, see e.g. the
Corollaries 2.4.16 and 2.4.17.
The algebraic complex. We denote any v-link diagram of the unknot with the symbol ©. Further-
more, we view v-circles, i.e. v-links without classical crossings, as disjoint circles immersed into
R2. Recall that R is always a unital, commutative ring of arbitrary characteristic.
Definition 2.4.1. (uTQFT) A (1+1)-dimensional unoriented TQFT F (we call this a uTQFT) is a
strict, symmetric, covariant, R-pre-additive functor
F : uCob2R(∅)→ R-Mod .
Here F(©) is a finitely generated, free R-module. Let O,O′ be two homeomorphic objects from
uCob2R(∅). Then F(O) = F(O′) should hold. The functor F should also satisfy the following
axioms.
(1) Let O,O′ be two disjoint objects in Ob(uCob2R(∅)). Then there exists a natural (with
respect to homeomorphisms) isomorphism between F(O ∐O′) and F(O)⊗ F(O′).
(2) The functor satisfies F(∅) = R.
(3) For a cobordism C : O → O′ ∈ Mor(uCob2R(∅)) the homomorphism F(C) is natural
with respect to homeomorphisms of cobordisms.
(4) Let the cobordism C : O → O′ ∈ Mor(uCob2R(∅)) be a disjoint union of the two cobor-
disms C1,2. Then F(C) = F(C1)⊗ F(C2) under the identification from axiom (1).
Two uTQFTs F ,F ′ are called isomorphic if for each object of O ∈ Ob(uCob2R(∅)) there is
an isomorphism F(O) → F ′(O), natural with respect to homeomorphisms of the objects and
homeomorphisms of cobordisms, multiplicative with respect to disjoint union and the isomorphism
assigned to ∅ is the identity morphism.
Remark 2.4.2. There are several things about the definition.
• Recall that our category is R-pre-additive. A uTQFT is a R-pre-additive functor. So we
can extend this to a functor
F : Kobb(∅)R → Komb(Mat(R-Mod)),
i.e. for every formal chain complex (C∗, d∗) of objects of uCob2R(∅), i.e. v-circles, the
object F((C∗, d∗)) is a chain complex of R-modules and for every formal chain map
f : (C∗, d∗) → (C ′∗, d
′
∗) of possible non-orientable, decorated cobordisms the morphism
F(f) is a chain map of R-module homomorphisms.
• A uTQFT F is a covariant functor. Hence, we see that F(id++) = id. Furthermore it is
symmetric and hence F(τ++++ ) = τ . Here τ denotes the canonical permutation.
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• The permutation τ++++ is natural. So we can assume that A ⊗ B and B ⊗ A are equal and
not merely isomorphic.
• For the definition of natural (converted to our setting) we refer the reader to [113].
Definition 2.4.3. (Algebraic complex) Let LD be a v-link diagram. Then the algebraic complex
of LD induced by the uTQFT F is the complex F(JLDK).
We prove the following important result. Here LD, L′D are a v-link diagrams. The proof is a
direct consequence of Theorem 2.3.8.
Theorem 2.4.4. (The algebraic complex is an invariant) Let F a uTQFT which satisfies the Bar-
Natan-relations of Figure 4. Then the algebraic complex F(JLDK) is a v-link invariant in the
following sense.
For two equivalent (up to the generalised Reidemeister moves) v-link diagrams LD, L′D the two
chain complexes F(JLDK) and F(JL′DK) are equal up to chain homotopy. 
This theorem allows us to speak of the algebraic complex F(JLK) of any oriented v-link L.
Furthermore, the category R-Mod is abelian. Hence, the category Komb(Mat(R-Mod)) is also an
abelian category. So unlike in the category Kobb(∅)R, we have the notion of homology. We denote
the homology of the algebraic chain complex by H(F(JLK)).
Skew-extended Frobenius algebras and uTQFTs. We continue with the definition of an algebra
that we call a skew-extended Frobenius algebra. For a R-bialgebra A with comultiplication ∆
and counit ε we call an R-algebra homomorphism Φ: A → A a skew-involution if it satisfies the
following.
(a) Φ2 = id (involution).
(b) (Φ⊗ Φ) ◦∆ ◦ Φ = −∆ and ε ◦ Φ = −ε (skew-property).
Definition 2.4.5. (Skew-extended Frobenius algebras) A Frobenius algebra A over R is a unital,
commutative algebra over R which is projective and of finite type (as a R-module), together with a
module homomorphism ε : A → R, such that the bilinear form 〈·, ·〉 defined by 〈a, b〉 = ε(ab) for
all a, b ∈ A is non-degenerate.
An skew-extended Frobenius algebra A over R is a Frobenius algebra together with a skew-
involution of Frobenius algebras Φ: A→ A and an element θ ∈ A which satisfy the two equations
below. Note that one can use ε to define a comultiplication ∆.
(1) Φ(θa) = θa = θΦ(a) for all a ∈ A.
(2) (m ◦ (Φ⊗ id) ◦∆)(1) = θ2.
Notation. Because of 1 ∈ A, we can define ι : R→ A by 1 7→ 1. We can write a Frobenius algebra
uniquely as F = (R,A, ε,∆). Moreover, we can write such a skew-extended Frobenius algebra F
uniquely as F = (R,A, ε,∆,Φ, θ).
Definition 2.4.6. Two skew-extended Frobenius algebras, denoted F1 = (R,A, ε,∆,Φ, θ) and
F2 = (R,A
′, ε′,∆′,Φ′, θ′), are called isomorphic if there exists an isomorphism of Frobenius
algebras f : A→ A′, which satisfies f(θ) = θ′ and f ◦ Φ = Φ′ ◦ f .
We call a Frobenius algebra aspherical if ε(ι(1)) = 0. Furthermore, we say it is a rank2-
Frobenius algebra if A ∼= 1 · R⊕X ·R as R-modules.
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Remark 2.4.7. The map ε is called the counit of A. It can be used to define a comultiplication
∆: A → A ⊗ A. We will call m : A ⊗ A → A the multiplication of A. The coproduct and the
product make the two diagrams
A⊗ A
id⊗∆ //
∆⊗id

∆◦m
PPP
PPP
((PP
PP
A⊗ A⊗ A
m⊗id

A
id
❑❑
❑❑
❑
%%❑
❑❑
❑❑
∆ //
∆

A⊗ A
id⊗ε

A⊗ A⊗A
id⊗m
// A⊗A A⊗A
ε⊗id
// A
commutative. In a skew-extended Frobenius algebra the skew-involutionΦ and the element θ make
the two diagrams
A
Φ
❄
❄❄
❄❄
❄❄
❄ A⊗A
m′
##❋
❋❋
❋❋
❋❋
❋❋
A
·θ
??⑧⑧⑧⑧⑧⑧⑧⑧
·θ
// A A
∆
;;①①①①①①①①①
·θ ##●●
●●
●●
●●
● A
A
·θ
;;✇✇✇✇✇✇✇✇✇
commutative (it is easy to check that the two equations from Definition 2.4.5 already imply the
equation (m◦ (φ⊗ id)◦∆)(a) = θ2a for all a ∈ A). Here the map ·θ : A→ A is the multiplication
with θ and the map m′ : A⊗A→ A is the map (Φ⊗ id) ◦m.
We recognise that the lower right diagram is the problematic face from 2.1.1. So the second
equation from Definition 2.4.5 is a key point in the definition.
The following theorem is inspired by a corresponding theorem in [113].
Theorem 2.4.8. The isomorphism classes of (1+1)-dimensional uTQFTs over R are in bijective
correspondence with the isomorphism classes of skew-extended Frobenius algebras over R.
Proof. First let us consider a uTQFT F over R. We describe a way to get a skew-extended Frobe-
nius algebra from it. Let us denote this algebra by (R,A, ε,∆,Φ, θ).
We take A = F(©) as our underlying R-module. Next we need a skew-involution Φ: A→ A.
We take the cylinder from Figure 12. Set Φ = F(Φ−+).
The unit ι should be F(ι+). There is no further choice because ι+ = ι−. The counit should be
F(ε+). Here we have a choice because ε+ 6= ε−. But because of ε+ = −ε−, both choices lead to
isomorphic algebras.
Now we need a multiplication m and a comultiplication ∆. One may suspect, that we have
different choices for either of them, namely the eight m±±± ,∆±±±. But the relations of a Frobenius
algebra only allow one option. We discuss this now. It should be noted that the computations below
can be done using Lemma 2.2.6.
• The lower boundary components of ∆ul1l2 must have the same glueing numbers as the
boundary component of ε+ because F(ε+) should be the counit.
• Because of the relation ε ◦m◦ (id⊗ ι) = ε = ε ◦m◦ (ι⊗ id), the lower boundary of mu1u2l
must have the same glueing number as the boundary component of ε+. The same is true for
the upper boundary (this means we need m+++ = m−−− ).
• Because of the relation (id ⊗ m) ◦ (∆ ⊗ id) = ∆ ◦m = (m ⊗ id) ◦ (id ⊗∆), the mu1u2l
must have the same glueing number on the lower boundary as the upper boundary of ∆ul1l2
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(the reader should check that this is the only possible choice for the glueing numbers for
mu1u2l and ∆ul1l2).
Therefore, we have F(ι+) = ι, F(ε+) = ε, F(m+++ ) = m and F(∆+++) = ∆.
The last piece missing is the element θ ∈ A. Consider a two times punctured projective plane
RP22 (a punctured Mo¨bius strip). This is θ in our notation.
Then θ◦ι+ : ∅ → © is a punctured projective plane (hence a Mo¨bius strip). Set θ = F(θ◦ι+)(1).
Because of the definition, this is an element of F(©) = A.
We have to prove the equations needed for a skew-extended Frobenius algebra, i.e. that ι is a
unit, ε is a counit, Φ is a skew-involution, m (∆) is a (co)multiplication and the commutativity of
the faces from Remark 2.4.7.
This is a straightforward verification bases on the relations from Lemma 2.2.6 (we omit it here).
This shows that every uTQFT has an underlying skew-extended Frobenius algebra.
For the other direction, i.e. if we assume that we have a skew-extended Frobenius algebra, we
note that this algebra has an underlying “classical” Frobenius algebra. Therefore we get a TQFT
F ′ from this underlying Frobenius algebra. We want to use this TQFT to define a uTQFT F . The
TQFT F ′ is a covariant functor
F ′ : Cob2R(∅)→ R-Mod .
LetO be an object in uCob2R(∅). This object gives us (modulo homeomorphisms) a corresponding
object O′ in Cob2R(∅). We set F(O) = F ′(O′). This assignment clearly satisfies that F(©) is a
finitely generated, free R-module and F(O1) = F(O2) for two homeomorphic objects O1,O2.
Moreover, because F ′ is a TQFT, this satisfies the first two axioms from our Definition 2.4.1.
Now we need to define F(C) for morphisms from uCob2R(∅).
First we assume that C : O1 → O2 is orientable and connected. Then we have a corresponding
morphism in Cob2R(∅), i.e. the same without the boundary decorations, which we will denote by
C′ : O′1 → O
′
2.
We denote the cap-, cup-, pantsup- and pantsdown-cobordisms in the category Cob2R(∅) by
ι, ε,m and ∆ respectively. Let us define
F(ι+) = F
′(ι),F(ε+) = F ′(ε),F(m+++ ) = F
′(m),F(∆+++) = F
′(∆) and F(Φ−+) = Φ.
The map Φ is the skew-involution in the skew-extended Frobenius algebra. Thus, we can define
F(C) in the following way. We decompose C′ into the basic pieces ι, ε,m,∆. Then F ′(C′) is
independent of this decomposition because F ′ is a TQFT. If we use the same decomposition for
C (under the identification from above), we get a cobordism C˜. For this cobordism we can define
F(C˜). We see that we only have to change some of the boundary decorations of C˜ to obtain C.
Hence, we have
C = C1 ◦ C˜ ◦ C2,
where C1, C2 are cylinders of the type id++ or Φ−+. Hence, we can define
F(C) = F(C1) ◦ F(C˜) ◦ F(C2).
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That this is also independent of the decomposition follows from the fact that id++,Φ−+ and the cor-
responding maps in the skew-extended Frobenius algebra are (skew-)involutions and a “level-by-
level”3 change of decorations using the relations in Lemma 2.2.6. Moreover, for a non-connected,
orientable cobordism C we extend the definition from above multiplicatively.
For a non-orientable, connected cobordism C we have to define F(θ) = ·θ first. Here the map
·θ : A→ A is the multiplication with the element θ in our skew-extended Frobenius algebra. Hence,
if we decompose C = Cor#nRP2 into a (non-decorated) orientable part Cor and n-times a projective
plane we define
F(C) = θnF ′(Cor).
This is again independent of the decomposition of Cor, because of the first relation in a skew-
extended Frobenius algebra, namely Φ(θa) = θa = θΦ(a) for all a ∈ A. Furthermore, it is
independent from the decomposition C = Cor#nRP2, because if we replace a 2−RP2 with a torus
T , we see that F(Cor) is multiplied by a factor (m◦ (Φ⊗ id)◦∆)(1)θn−2. Hence, using the second
relation of the skew-extended Frobenius algebra, we get
F(Cor#nRP
2) = (θn)F ′(Cor) = θn−2(m ◦ (Φ⊗ id) ◦∆)(1)F ′(Cor) = F(Cor#T #(n− 2)RP
2).
For a non-connected, non-orientable cobordism C we extend the definition from above multiplica-
tively. Hence, we only have to show the remaining axioms from the Definition 2.4.1. The reader
should check these axioms (one could follow the end of the proof in [113]). 
Classification of v-link homologies. From now on we use the notions uTQFT and skew-extended
Frobenius algebra interchangeably.
Proposition 2.4.9. (The universal skew-extended Frobenius algebra) Every aspherical rank2-
uTQFT comes from the rank2-uTQFT FU = (RU , AU , εU ,∆U ,ΦU , θU) through base change. Here
the ring RU is RU = Z[a, a−1, α, β, γ, t]/I with I is the ideal generated by the relations (we use
the notation h = a−1γ − α2 − β2t here)
αγ = βγ = 2α = 2β = a2β2h = 0.
Furthermore, the algebra is AU = RU [X ]/(X2 = t + ahX), the element θU ∈ RU is given by
θU = α + β ·X and the maps will be the ones from Table 2. The table is the following.
ιU : R→ A, 1 7→ 1. ΦU : A→ A,
{
1 7→ 1,
X 7→ γ −X.
εU : A→ R, 1 7→ 0, X 7→ a. ·θU : A→ A,
{
1 7→ α+ β ·X,
X 7→ βt+ (α+ aβh) ·X.
mU : A⊗ A→ A,
{
1⊗ 1 7→ 1, 1⊗X 7→ X,
X ⊗ 1 7→ X, X ⊗X 7→ t+ h ·X.
∆U : A→ A⊗ A,
{
1 7→ −h · 1⊗ 1 + a−1(1⊗X +X ⊗ 1),
X 7→ a−1t · 1⊗ 1 + a−1 ·X ⊗X.
TABLE 2. The maps for the generators from Figure 12.
3One can for example verify the statement by induction on the number of generators in the decomposition.
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Proof. We start by showing that the data given above give rise to a skew-extended Frobenius al-
gebra, i.e. the satisfy the axioms given in Definition 2.4.5. Note that the algebra AU is certainly a
rank2-algebra over RU , θU = α + βX ∈ AU and (εU ◦ ιU(1)) = 0.
Moreover, it satisfies the axioms of an aspherical Frobenius algebra, since it, forgetting the new
structure, coincides with the classical one given in [56].
A direct computation verifies that ΦU is a skew-involution, i.e.
ΦU ◦ ΦU = idAU , (ΦU ⊗ ΦU) ◦∆U ◦ ΦU = −∆U and εU ◦ ΦU = −εU .
Furthermore, a direct computation shows that ·θU and ΦU also satisfy the axioms (a) and (b) from
Definition 2.4.5, i.e. the whole data is an aspherical rank2-uTQFT.
Now assume that we have a given aspherical rank2-uTQFT F = (R,A, ε,∆,Φ, θ).
First we observe that a skew-extended Frobenius algebra A has an underlying Frobenius algebra
of rank two. Hence, ι has to be of the given form. Because it is also aspherical, i.e. ε(ι(1)) = 0,
we see that ε(1) = 1 and ε(X) = a · 1. The element a ∈ R is invertible because of the relation
(ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆.
It is known (e.g. [56]) that such an algebra is of the form A = R[X ]/(X2 = t + ahX) with
multiplication m and comultiplication ∆ from the table 2 above.
Next we look at the new structure. Because θ is an element of A ∼= 1 · R ⊕ X · R we find
α, β ∈ R such that θ = α+ βX . Using the multiplication we see that X2 = t+ ah ·X . So an easy
calculation shows that θ ·X = βt+ (α+ aβh)X which gives us the map ·θ as above.
Because the map Φ: A → A is not only R-linear, but also a skew-involution, we get Φ(1) = 1
and with ε ◦Φ = −ε we get Φ(X) = γ −X . Using the first relation of a skew-extended Frobenius
algebra we get the relations αγ = βγ = 2β = 0 and 2(α+ aβh) = 2α = 0.
Using the second relation of a skew-extended Frobenius algebra, namely
m ◦ (Φ ∐ idA) ◦∆ = (·θ)
2,
we get the last two relations ah = γ − aα2 − aβ2t and a2β2h = 0.
These are all relations we get from the axioms of an aspherical rank2-uTQFT, i.e. any other
axiom will also lead to one of these relations. 
Remark 2.4.10. The reader familiar with the paper of Turaev and Turner [113] will recognise
that our universal skew-extended Frobenius algebra FU is different from the one from Turaev and
Turner. But this is an advantage (see Corollary 2.4.13).
As mentioned before in the Remark 2.3.11, the version of Turaev and Turner can be obtained
from our concept too. The difference again are the relations ε+ = −ε− and ∆+++ = −∆−−−. This
forces ⊕ = F (Φ−+) from the proof above to send X 7→ γ −X instead of X 7→ γ +X (but over R
with char(R) = 2 they coincide).
The next corollary allows us to characterise the uTQFTs which lead to v-link homology.
Corollary 2.4.11. Every aspherical rank2-uTQFT F satisfy the local relations from Figure 4.
Proof. View a sphere S2 as a cobordism S2 : ∅ → ∅. ThenF(S2) = F(ε+)◦F(ι+). So we calculate
F(S2) = 0. Because of the axiom (4) from Definition 2.4.1, this is true for every cobordism
with a sphere. Analogously view a torus T as a cobordism T : ∅ → ∅. Thus, it is of the form
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F(T ) = F(ε+) ◦ F(m+++ ) ◦ F(∆
+
++) ◦ F(ι+). An easy calculation with the maps of Table 2
shows, that F(T ) = 2. Because of the axiom (4), this is true for every cobordism with a torus.
The 4Tu-relation is algebraical just the formula
∆12 ◦ ι+∆34 ◦ ι = ∆13 ◦ ι+∆24 ◦ ι.
Here ∆ij : A → A ⊗ A ⊗ A ⊗ A is the map which sends an element a ∈ A to an element
a1 ⊗ a2 ⊗ a3 ⊗ a4 with ak = a for k 6= i, j and ai, aj the first respectively the second tensor factor
of ∆(a) (see Figure 18).
=
+
+
FIGURE 18. The relation ∆12 ◦ ι+∆34 ◦ ι = ∆13 ◦ ι+∆24 ◦ ι.
That this relation is true is also an easy calculation. Again axiom (4) gives us the global state-
ment. Because this is true for the universal skew-extended Frobenius algebra FU , we get the state-
ment for all aspherical rank2-uTQFTs from the Proposition 2.4.9. 
Because with an aspherical, rank2 skew-extended Frobenius algebra we can define a correspond-
ing rank2-uTQFT which satisfies the Bar-Natan relations, we note the following two corollaries.
Corollary 2.4.12. Every aspherical, rank2 uTQFT can be used to define a v-link invariant. 
Corollary 2.4.13. (The virtual Khovanov complex) The above construction enables one to extend
the Khovanov complex (RKh = Z, AKh = Z[X ]/(X2 = 0, t = h = 0)) from c-links to v-links by
setting α = β = γ = 0 and a = 1. 
From now on we denote by Kh(L) = FKh(JLK) the virtual Khovanov complex of a v-link L and
by H(Kh(L)) its homology.
Remark 2.4.14. It is possible to introduce gradings (by setting deg 1 = 1 and degX = −1) for
the complex from Corollary 2.4.13. This is true because the map ·θ = 0. In fact this is the only
possibility where we can introduce gradings, because all maps in the Khovanov complex must
decrease the grading by one. And this is only possible if ·θ : A→ A is equal zero.
Corollary 2.4.15. (Categorification of the virtual Jones polynomial) The virtual Khovanov com-
plex 2.4.13 is a categorification of the virtual Jones polynomial in the sense that its graded Euler
characteristic gives the polynomial.
Proof. The classical Jones polynomial is uniquely determined by the skein-relations. The same is
true for the virtual Jones polynomial, see for example [49]. One can now easily check that the
virtual Khovanov complex Kh(·) satisfies these relations. 
There is also an extension of the Khovanov-Lee complex (see her paper [74]) and two different
extensions of Bar-Natan’s variant (R = Z/2, h = 1, t = 0) (see his paper [8]).
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Corollary 2.4.16. (The virtual Khovanov-Lee complex) The above construction enables us to
extend the Khovanov-Lee complex (RLee = Z and ALee = Z[X ]/(X2 = 0, t = 1, h = 0)) from
c-links to v-links by setting α = β = γ = 0 and a = 1. 
Corollary 2.4.17. (The virtual Khovanov-Bar-Natan complex) The above construction enables us
to extend Bar Natan’s variant of Khovanov homology (this is the Frobenius algebra over the field
RBN = Z/2 with ABN = Z/2[X ]/(X2 = 0, t = 0, h = 1)) from c-links to v-links in two different
ways by setting α = β = 0 and γ = a = 1 or by setting β = γ = 0 and α = a = 1. The two
extensions are non-isomorphic skew-extended Frobenius algebras.
Proof. That these two skew-extended Frobenius algebras can be used as v-link homologies follows
from Corollary 2.4.12. To see that they are non-isomorphic skew-extended Frobenius algebras we
note that θ = 0 in the first case and θ = 1 in the second case. Because any isomorphism of
skew-extended Frobenius algebras satisfies f(1) = 1 and f(θ) = θ′, they are not isomorphic. 
We denote these three extensions byFLee(L) = FLee(JLK),FBN1(L) = FBN1(JLK) andFBN2(L) =
FBN2(JLK) respectively.
Proposition 2.4.18. Let LD be a c-link diagram and letF be an aspherical rank2-uTQFT. Then the
complexF(JLDK) is the classical Khovanov complex (up to chain isomorphisms) which is obtained
by using the underlying TQFT F ′ of F .
An similar statement is true for the Khovanov-Lee complex and the two different versions of the
Khovanov-Bar-Natan complex.
Proof. This is just the algebraic version of Theorem 2.3.9. 
It is worth noting that, if L is a c-link, then these three (and any other of the possibilities) are the
classical complexes (up to chain homotopies) due to Theorem 2.4.4. Moreover, it should be noted
that Corollary 2.4.17 and Proposition 2.4.18 include that a v-link diagram LD with
H(FBN1(LD))∗ 6∼= H(FBN2(LD))∗
can not be a v-diagram of a c-link, since a c-link diagram does not need the map ·θ.
Because Khovanov showed (see [56]) that every TQFT which respects the first Reidemeister
move must have an underlying R-module A ∼= 1 · R ⊕ X · R for an element X ∈ A, we also get
the following theorem.
Theorem 2.4.19. (Classification of aspherical uTQFTs) The following statements are equivalent
for an aspherical uTQFT.
(a) It respects the first Reidemeister move RM1.
(b) It is a rank2-uTQFT.
(c) It can be obtained from the one of Proposition 2.4.9.
(d) It can be used as a v-link invariant.
With the work already done the proof is simple.
Proof. (a)⇒(b): This was done by Khovanov and stays true.
(b)⇒(c): This is just the Proposition 2.4.9.
(c)⇒(d): This is the Corollary 2.4.12.
(d)⇒(a): This is clear. 
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Remark 2.4.20. We conjecture that Manturov’s Z-version [85] is a strictly weaker invariant than
our extension of the Khovanov complex 2.4.13 in the following sense. A v-link with “lots” of
classical crossings is likely to have “lots” of faces of type 1b or its mirror image (see 17). We call
these faces the virtual trefoil faces. In our construction the two multiplications (or comultiplications
for the mirror image) are not the same, i.e. they have different boundary decorations as pictured
for example in Figure 27, since we take extra information of this face in account. In contrast, in
Manturov’s version they are just the same maps. It is worth noting that we use the extra information
explicit in Section 2.7.
Remark 2.4.21. At this state it is a fair question to ask why we use the relations (1) from Equa-
tion 2.2.1 (or the one without the signs for the variant of Turaev and Turner) for our cobordisms, i.e.
why do we assume that ∆+++ changes its sign under conjugation with Φ−+ and not m+++ (or neither
of them changes its sign for the variant of Turaev and Turner).
So what happens if we assume that m+++ changes its sign under conjugation with Φ−+ (or both)?
One can repeat the whole construction from Section 2.2, Section 2.3 and this Section 2.4 for these
cases too. But this do not lead to anything new, i.e. if we assume that m+++ changes its sign, then
we get an equivalent to the construction above and if we assume that both of them changes their
signs, then we get an equivalent to the variant of Turaev and Turner again.
Remark 2.4.22. Note that the classification of Theorem 2.4.19 and the Table 2 include non-classical
invariants. To be more precise, if we work for example over R = Q, then the relations force us to
set θ = 0. But if we work over R = Z/2, then we have different choices for θ. It should be noted,
since c-links do not require the map ·θ, these invariants can not appear in the classical setting. Note
that in both of Manturov’s versions [85] and [86] he sets θ = 0.
2.5. The topological complex for virtual tangles. We will define the topological complex of a
v-tangle diagram T kD in this section. For this construction we use our notations for the saddle dec-
orations and saddle signs of v-link diagrams LD from Section 2.3. Recall that a crucial ingredient
for the construction of the topological complex were the decorations of the saddles. Note that we
work in a slightly different category now, i.e. the one from Definition 2.2.10. Hence, we need signs,
glueing numbers and indicators.
It is worth noting that the idea how to solve the problems that come with the observation sum-
marised in Figure 7 in a non-trivial way (that is we do not define open saddles to be zero) is the
following. Take the signs and decorations of a closure of the v-tangle diagram, since we already
defined how to spread them for v-link diagrams in a “good” way. Note that this convention makes
it easy to show analogous statements as in Section 2.3.
We note that this section has two subsection. We define the topological complex of a v-tangle
diagram with a *-marker and show that it is v-tangle invariant in the first part, i.e. in Definition 2.5.2
and Theorem 2.5.5. In the second part we discuss how the position of the *-marker has influence
on the topological complex. We can show 2.5.8 that in general the position of the *-marker gives
rise to two different v-tangle invariances, but it agrees with the classical construction for c-tangles.
The topological complex for virtual tangles. We start by explaining how we are going to extend
the important notions of saddle sign and decorations to v-tangle diagrams.
Recall that T kD, as in Definition 2.2.9, should denote a v-tangle diagram with k ∈ N boundary
points. Moreover, such diagrams should always have a *-marker on the boundary and let Cl(T kD)
be the closure of the diagram. Recall that such diagrams come with x-markers.
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Definition 2.5.1. (“Open” saddle decorations) Let T kD be a v-tangle diagram with a *-marker on
the boundary and let Cl(T kD) be the closure of the diagram. The saddle decorations of the saddles
of T kD should be the ones induced by the saddle decorations of the closure. To be more precise.
(a) The signs of the saddles of T kD should be the same as the signs of the corresponding saddles
of Cl(T kD) as defined in Definition 2.3.1.
(b) The indicators of the saddles should be obtained from the corresponding saddles of Cl(T kD)
as follows.
– Every orientable surface should carry an indicator+1 iff the number of upper boundary
components of the saddle is two and a −1 iff the number is one.
– Every non-orientable saddle gets a 0 as an indicator.
(c) The glueing numbers of the saddles of T kD should be the same as the glueing numbers of
the corresponding saddles of Cl(T kD) as defined in Definition 2.3.3.
Note that saddles with a 0-indicator do not have any boundary decorations. Everything together,
i.e. boundary decorations, the saddle sign and the indicator, is called the saddle decorations of S.
Beware again that many choices are involved. But they do not change the complex up to chain
isomorphisms as we show in Lemma 2.5.3 in an analogon of Lemma 2.3.13.
Definition 2.5.2. (Topological complex for v-tangles) For a v-tangle diagram T kD with a *-marker
on the boundary and with n ordered crossings we define the topological complex JT kDK as follows.
• For i ∈ {0, . . . , n} the i− n− chain module is the formal direct sum of all resolutions γa of
length i.
• There are only morphisms between the chain modules of length i and i+ 1.
• If two words a, a′ differ only in exactly one letter and ar = 0 and a′r = 1, then there is a
morphism between γa and γa′ . Otherwise all morphisms between components of length i
and i+ 1 are zero.
• This morphism is a saddle between γa and γa′ .
• The saddles should carry the saddle decorations from Definition 2.5.1.
We note again that it is not clear at this point why we can choose the numbering of the crossings,
the numbering of the v-circles and the orientation of the resolutions of the closure. Furthermore,
it is not clear why this complex is a well-defined chain complex. But we show in Lemma 2.5.3
that the complex is independent of these choices, i.e. if JLDK1 and JLDK2 are well-defined chain
complexes with different choices, then they are equal up to chain isomorphisms. The same lemma
ensures that the complex is a well-defined chain complex.
Another point that is worth mentioning is that the signs in our construction, in contrast to the
classical Khovanov homology, do not depend on the order of the crossings of the diagram.
Beware that the position of the *-marker is important for v-tangle diagrams. But Theorem 2.5.8
ensures that the position is not important for c-tangles and v-links.
If it does not matter which of the possible two different chain complexes is which, i.e. it is just
important that they could be different, then we denote them by JT kDK∗ and JT kDK∗ for a given v-tangle
diagram T kD without a chosen *-marker position.
For an example see Figure 19. This figure shows the virtual Khovanov complex of a v-tangle
diagram with two different *-marker positions. The vertical arrow between them indicates that they
are (in this case) chain isomorphic. It is worth noting at this point that, as we show in Theorem 2.5.8,
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they are always isomorphic if the diagram is a c-tangle diagram (as the two diagrams in the figure
below).
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FIGURE 19. The complex of the same v-tangles with different *-marker positions.
The two complexes are (in this case) isomorphic.
Lemma 2.5.3. Let T kD be a v-tangle diagram with a *-marker and let JT kDK1 be its topological
complex from Definition 2.5.2 with arbitrary orientations for the resolutions of the closure. LetJT kDK2 be the complex with the same orientations for the resolutions except for one circle c in one
resolution γa. If a face F1 from JT kDK1 is anticommutative, then the corresponding face F2 fromJT kDK2 is also anticommutative.
Moreover, if JT kDK1 is a well-defined chain complex, then it is isomorphic to JT kDK2, which is also
a well-defined chain complex.
The same statement is true if the difference between the two complexes is the numbering of the
crossings, the choice of the x-marker for the calculation of the saddle signs or the fixed numbering
of the v-circles of the closure. Moreover, the same is true for any rotations/isotopies of the v-tangle
diagram.
Proof. For v-tangle diagrams T kD with k = 0 the statement is the same as the corresponding state-
ments in Lemma 2.3.13 and Corollary 2.3.18. Recall that the trick is to reduce all faces through
a finite sequence of vRM1, vRM2, vRM3 and mRM moves in Figure 6 and virtualisations from
Figure 9 to a finite number of different possible faces. Then one does a case-by-case check.
Because the saddles in the two chain complexes are topological the same, we only have to worry
about the decorations. But the decorations are spread based on the closure of the v-tangle diagram
and the relations from Definition 2.2.10 are build in such a way that the open cases behave as the
closed ones.
Hence, we can use the statement for k = 0 to finish the proof, since the only possible differences
for k > 0 are the indicators, but they only depend on the *-marker. 
In the same vein as in Section 2.3 we obtain the following Corollary.
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Corollary 2.5.4. The complex JT kDK is a chain complex. Thus, it is an object in the category
Kobb(k)R. 
Hence, we can speak of the topological complex JT kDK of the v-tangle diagram with a *-marker.
The complex is by Corollary 2.5.4 a well-defined chain complex.
The next theorem is very important but the proof itself is almost equal to the proof of Theo-
rem 2.3.8. Therefore, we skip the details.
Theorem 2.5.5. Let T kD, T ′kD be two v-tangle diagrams with the same *-marker position which
differ only through a finite sequence of isotopies and generalised Reidemeister moves. Then the
complexes JT kDK and JT ′kD K are equal in Kobb(k)hlR .
Proof. We can copy the arguments of Theorem 2.3.8. The Lemma 2.5.3 guarantees that we can
choose the numbering and orientations without changing anything up to chain isomorphisms.
Beware that the chain homotopies in 2.3.8 should all carry +1 as an indicator. Again, one can
check that the involved chain homotopies satisfy the condition of a strong deformation retract. 
The *-marker and the classical complex. We need some notions now. Note that they seem to be
ad-hoc, but the main motivation is that in general the position of the *-marker is important. But to
recover at least some local properties, as discussed in Section 2.6, we need to identify basic parts
of v-tangle diagrams such that the two complexes are isomorphic.
Let T kD denote a v-tangle diagram. We call a part of T kD a connected part if it is connected as
the four-valent graph by ignoring the v-crossings. We call a connected part of a v-tangle diagram
fully internal if it is not adjacent to the boundary. See Figure 20. The left v-tangle diagram has one
connected part, which is not fully internal, and the right v-tangle diagram has two connected parts,
one fully internal and one not fully internal.
FIGURE 20. The left v-tangle diagram is not fully internal, but the right diagram
has a fully internal component (the two internal v-circles).
A v-crossing is called negligible if it is part of a fully internal component, e.g. all v-crossings
of the right v-tangle diagram in Figure 20 are negligible. Note that, by convention, negligible
v-crossings are never part (for all resolutions) of any string that touches the boundary.
We call a v-tangle diagram T kD nice if there is a finite sequence of vRM1, vRM2, vRM3 and
mRM moves and virtualisations such that every v-crossing is negligible, e.g. every v-link diagram
is nice and every c-tangle diagram is nice.
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FIGURE 21. A counterexample. The diagram is not a nice v-tangle diagram.
An example of a not nice v-tangle diagram is shown in Figure 21. Note that the complexes are
not chain homotopic.
We note that for a v-tangle diagram T kD the chain complexes JT kDK∗ and JT kDK∗ are “almost” the
same, i.e. they have the same vertices, but possible different edges (which are still in the same
positions). The next lemma makes the observation precise.
It is worth noting that the Khovanov cube of a v-tangle diagram with n crossings has 2n−1n
saddles. We number these saddles and the numbering in the lemma below should be the same for
the two complexes.
Lemma 2.5.6. Let T kD be a v-tangle diagram with n crossings. Let iS(in)∗ and iS(in)∗ denote the
numbered saddles of JT kDK∗ and of JT kDK∗. If T kD is a nice v-tangle diagram, then we have for all
i = 1, . . . , 2n−1n a factorisation of the form iS(in)∗ = α◦ iS(in)∗ ◦β for two invertible cobordisms
α, β.
Proof. It is clear that the saddles are topological equivalent. So we only need to consider the
decorations. The main point is the following observation. Of the four outer (two on both sides)
cobordisms in the bottom row of Figure 14, i.e. id(1)++, Φ(1)−+, id(0) and id(−1)++, only the third
is not invertible. The first is the identity, the second and fourth are their own inverses. The third is
not invertible because the 0-indicator can not be changed to a ±1-indicator.
Note that neither the vRM1, vRM2, vRM3 and mRM moves nor a virtualisation change the
indicator of a saddle cobordism. Hence, it is sufficient to show the statement for a v-tangle diagram
with only negligible v-crossings. From the observation above it is enough to show that every saddle
gets a 0-indicator in one closure iff it gets a 0-indicator in the other closure.
The only possible way that a saddle gets an indicator from {+1,−1} for one closure and a 0-
indicator for the other closure is the rightmost case in Figure 7. But for this case the existence of a
non-negligible v-crossing is necessary. Hence, we get the statement. 
Proposition 2.5.7. Let T kD be a v-tangle diagram. If T kD is nice, then JT kDK∗ and JT kDK∗ are chain
isomorphic.
Proof. Let T kD be a nice v-tangle diagram. Then Lemma 2.5.6 ensures that every saddle is the
same, up to isomorphisms, in JT kDK∗ and JT kDK∗. Furthermore, Lemma 2.5.3 ensures that both are
well-defined chain complexes. Hence, the number of signs of every face is odd (also counting the
ones from the decorations).
Thus, we can use a spanning tree argument to construct the chain isomorphism explicit, i.e.
start at the rightmost leafs of a spanning tree of the Khovanov cube and change the orientations
of the resolutions at the corresponding vertices such that the unique outgoing edges of the tree
has the same decorations in both cases (Lemma 2.5.3 ensures that nothing changes modulo chain
isomorphisms). Continue along the vertices of the spanning tree, but remove already visited leafs.
This construction generates a chain isomorphism.
58
Next repeat the whole process, but change the indicators and afterwards the signs. It is worth
noting that Lemma 2.5.3 ensures that the two processes will never run into ambiguities or problems
and Lemma 2.5.6 ensures that they will generate chain isomorphisms.
The chain isomorphism that we need is the composition of the three isomorphisms constructed
before. See for example Figure 19. 
Theorem 2.5.8. (Two different chain complexes) Let T kD be a v-tangle diagram with two different
*-marker positions. Let JT kDK∗ and JT kDK∗ be the topological complex from Definition 2.5.2 for the
two positions. Then the two complexes are equal in Kobb(k)hlR if the v-tangle has k = 0 or is a
c-tangle.
Proof. We can use the Proposition 2.5.7 above for a v-tangle diagram with k = 0. Moreover, we
can choose a diagram without virtual crossing for a c-tangle without changing anything up to chain
homotopies, because of Theorem 2.3.8. Then we can use the Proposition 2.5.7 again. 
Remark 2.5.9. Note that the whole construction can be done with an arbitrary closure of a v-tangle
diagram, i.e. cap of in any possible way without creating new c- or v-crossings. The direct sum of
all possibilities is then a v-tangle invariant. Or one can even allow v-crossings and take direct sums
over all possibilities again. But since both is inconvenient for our purpose, we do not discuss it in
detail here.
Remark 2.5.10. Again, we could use the Euler characteristic to introduce the structure of a grading
on uCob2R(k) (and hence on Kobb(k)R). The differentials in the topological complex from Defi-
nition 2.5.2 have all deg = 0 (after a grade shift), because their Euler characteristic is −1. Then it
is easy to prove that the topological complex is a v-tangle invariant under graded homotopy.
2.6. Circuit algebras. In the present section we describe the notion of a circuit algebra. A circuit
algebra is almost the same as a planar algebra, but we allow virtual crossings.
Planar algebras were introduced by Jones [45] to study subfactors. In our setting, they were for
example studied by Bar-Natan in the case of classical Khovanov homology [8]. Hence, we can use
most of his constructions in our context, too. A crucial difference is that we need to decorate our
circuit diagrams. This is necessary because our cobordisms are also decorated.
We start the section with the definition of a (decorated) circuit diagram. In the whole section
every v-tangle diagram should have a *-marker. We call a v-tangle diagram decorated if it has an
orientation, a number (same numbers are allowed), one coloured (green and red) dot for each of its
v-circle/v-string and we call a cobordisms decorated if it has gluing numbers and an indicator. In
the following we use the notion ω∗ to illustrate that we consider all possibilities for k ∈ N together.
Definition 2.6.1. Let D2o denote a disk embedded into R2, the so-called outside disk. Let Ik denote
disks D2 embedded into R2 such that for all k ∈ {0, . . . , m − 1} the disk Ik is also embedded
into D2o without touching the boundary of D2o , i.e. Ik ⊂ D2o ⊂ R2, Ik ∩ Ik′ = ∅ for k 6= k′ and
Ik ∩ ∂D
2
o = ∅. We denote Dm = D2o − (I0 ∪ · · · ∪ Im−1). These Ik are called input disks.
A circuit diagram withm input disks CDm is a planar graph embedded intoDm with only vertices
of valency one and four in such a way that every vertex of valency one is in ∂Dm and every vertex
of valency four is in Int(Dm). All vertices of valency four are marked with a v-crossing. Again we
allow circles, i.e. closed edges without any vertices. A *-marked circuit diagram is the same, but
with m+1 extra *-marker for every boundary component ofDm. Moreover, we call the vertices at
∂D2o the outer boundary points.
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See for example Figure 22, i.e. the figure shows a *-marked (decorated) circuit diagram with
three input disks.
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FIGURE 22. A decorated circuit diagram with three input disks.
A closure of a *-marked circuit diagram with m input disks Cl(CDm) is a circuit diagram with
m input disks and without any outer boundary points which is constructed from CDm by capping
of neighbouring strings starting from the outer *-marker and proceeding counterclockwise. Note
that we only cap of the outside disk and not the small inside disks.
A decoration for a *-marked circuit diagram is a tuple of a numbering and an orientation of the
strings of the diagram in such a way that its also a numbering and orientation of the closure. We
call a circuit diagram together with a decoration a decorated circuit diagram. See for example
Figure 22. The decoration of the circuit diagram in this figure is also a decoration for the closure
(the diagram together with the green lines).
We can realise the definition of a (decorated) circuit algebra with these notions. Recall that
our v-tangle diagrams should always be oriented with the usual orientations but we suppress these
again to maintain readability.
Definition 2.6.2. (Circuit algebra) Let T′(k) be the set of (decorated) v-tangle diagrams with k
boundary points and a *-marker and let T(k) denote the quotient by boundary preserving isotopies
and generalised Reidemeister moves.
Furthermore, let CDm denote a (decorated) circuit diagram with m input disks and k′ outer
boundary points in such a way that the j-th input disk has kj numbered boundary points.
Because CDm has no c-crossings, this induces operations
CDm : T
′(k0)× · · · × T′(km−1)→ T′(k′) and CDm : T(k0)× · · · × T(km−1)→ T(k′)
by placing the i-th v-tangle diagram from T(′)(ki) in the i-th boundary component of CDm, i.e.
glue the v-tangle inside in such a way that the *-markers match. See the right side of Figure 23.
There is an identity operation on T(′)(k) (it is of the form ) and the operations are compatible
in a natural way (“associative”). We call a set of sets C(ω∗) with operations CDm as above a circuit
algebra, provided that the identity and associativity from above hold.
If the operators and elements are decorated, first with numbers and orientations and latter with
any kind of suitable decorations, then we call a set of sets C(ω∗) as before a decorated circuit
algebra. Note that in this case we have to define how the decorations change after glueing, e.g. we
can run into ambiguities.
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We should note that Figure 23 below also illustrates how a v-tangle diagram induces a decorated
circuit diagram (choices for the decorations are involved).
* *
21 3
4
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I1 I2
I3
**
*
* *
FIGURE 23. A decorated circuit diagram induced by a v-tangle.
Here are some examples. The reader may also check the corresponding section in [8].
Example 2.6.3. The first example is the set Ob(uCob2(ω∗)) from Definition 2.2.1, i.e. v-tangles
diagrams with k ∈ N boundary points, an extra *-marker, but without c-crossings. This is a sub-
circuit algebra of the circuit algebra that allows c-crossings.
But we want to view it as a decorated circuit algebra, denoted by Obd(uCob2(ω∗)), i.e. the ele-
ments are decorated v-tangle diagram (all possible decorations). We have to define the operations
in more detail now, since we can run into ambiguities, see top row of Figure 24.
n
n'
n
n'
n
n'
if n<n'
if n'<n
n
n'
n
n'
n
n'
if n<n'
if n'<n
1 2
3 4
1 2
FIGURE 24. The operation in the decorated circuit algebra.
First, we can run into ambiguities if the decorations of the operator(s) that are glued together do
not match. In this case we define the new decoration based on the rule “lower first”, i.e. the new
number is the lower and the new orientation is the one from the lower numbered string. See the
two lower rows of Figure 24. Not all four cases are pictured, but we hope that it should be clear
how the other two work. Moreover, it is worth noting that the order of these local steps does not
affect the end result, since, by construction, the lowest number of all strings that are connected and
its orientation will always determine the output.
Furthermore, if we glue a decorated v-tangle diagram in an input disk, then we run into ambi-
guities if the shared decorations, i.e. the orientations and numbers, do not match. In this case we
change the decorations of the v-tangle diagram (as above). We add in a red dot r if we have to
change the orientation and a green dot g otherwise. This is pictured in the top row of Figure 24. As
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above, in order to make it well-defined, one has to allow the dots to change stepwise, i.e. one uses
the “multiplication” rules g · g = g = r · r and g · r = r = r · g for dots on the same string.
The reader should check that this gives rise to a (well-defined!) decorated circuit algebra.
Another important example is the whole collection Mord(uCob2(ω∗)) from Definition 2.2.1, i.e.
decorated cobordisms (all possible decorations) with k ∈ N vertical boundary lines and an extra
*-marker. We want to view this example as a decorated circuit algebra again.
Hence, we have to define the operations. The most important point is the question how to handle
the decorations again, because it should be clear how to glue a cobordism with m vertical boundary
lines into CDm × [−1, 1]. This time we have to define the behaviour of two decorations, i.e. the
glueing numbers and indicators. The glueing numbers are treated as the orientations before, i.e.
use the “lower-first” rule. The indicators (recall that they are just numbers of {0,+1,−1}) are
multiplied. Recall that a cobordism with a 0-indicator does not get any glueing numbers. We
simply remove them in this case. To be more precise, we note make the following definition of the
operation of CDm on Obd(uCob2(ω∗)) and Mord(uCob2(ω∗)) (compare to Figure 24).
• A cobordism with a + glueing number (or −) is composed with Φ−+ iff the decorated v-
tangle diagram (short: diagram) gets a red dot (or green) at the corresponding position.
• A cobordism is composed with a 0-indicator surface iff the strings of the diagram get iden-
tified at the bottom and top resolution at the corresponding position.
• A cobordism with a 1-indicator is composed with a 1/−1-indicator surface iff the strings of
the diagram get identified at the bottom/top resolution at the corresponding position.
• A cobordism with a −1-indicator is composed with a 1/−1-indicator surface iff the strings
of the diagram get identified at the top/bottom resolution at the corresponding position.
These rules define a new decoration for the new cobordism. The reader should check again that this
gives rise to a (well-defined!) decorated circuit algebra (to see this we note that everything behaves
multiplicative as the elements of {+1,−1} ∼= Z/2Z or has a 0-indicator).
We summarise the notions in a definition. Recall that v-tangle diagrams are decorated with
orientations, numbers and coloured dots and cobordisms have glueing numbers and an indicator.
Definition 2.6.4. (Dot-calculus) Let CDm denote a decorated circuit diagram with m input disks
and k′ outer boundary points in such a way that the j-th input disk has kj numbered boundary
points. Then CDm induces an associative and unital (as above) operation on decorated v-tangle
diagrams (with a corresponding number of boundary points) by the “lower first”-rule, i.e. if the
orientation does not match, then the lower number induces the new orientation. Put a red dot r
on every string that has its orientation changed and a green dot g otherwise (two dots on the same
v-string are multiplied by the convention g = 1, r = −1). We call this the v-tangle dot-calculus.
Moreover, CDm induces an associative and unital (as above) operation on decorated cobordisms
(with a corresponding number of boundary lines) by the “lower first”-rule, i.e. if the orientation
does not match, then the lower number induces the new orientation. Put a red dot on every string
that has its orientation changed and a green dot otherwise and compose the corresponding bound-
ary with a + glueing number (or −) with Φ−+ iff the string has a red dot (or a green dot), multiply
indicators via identity surfaces with corresponding indicators +1/−1 iff the v-tangle numbers get
identified at the bottom/top (or vice versa for surfaces with a −1-indicator) resolution at the corre-
sponding position, multiply with an 0-identity iff in both resolutions the strings are identified (do
everything repeatedly using the rules as explained above). We call this the dot-calculus. The reader
should compare the notions above with Figure 8.
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Recall that we assume that all v-tangle diagrams have already a fixed *-marker. A v-tangle
diagram T kD gives rise to a decorated circuit diagram CDT kD as already illustrated in Figure 23. If
the diagram has m crossings, denoted by cr1, . . . , crm, then we choose a neighbourhood of the cri
without any other crossings and a *-marker for all cri. We obtain by this procedure m v-tangle
diagrams with one crossings and four boundary components, denoted by an abuse of notation by
cr1, . . . , crm, and we call these crossing diagrams associated to T kD.
Definition 2.6.5. Let T kD be a v-tangle diagram with m crossings and let CDT kD and cr1, . . . , crm be
its associated decorated diagram and crossings. Then the tensored complex
CDT k
D
(cr1, . . . , crm) = (C∗, c∗)
is defined as follows. Let (Cj, cj) with j ∈ {1, . . . , m} be the topological complex of the crj and
defined in Definition 2.5.2 such that the unique saddle is of the form cj : → for any suitable
orientation (without a sign). Let αi, βi denote the compositions of the morphisms that we compose
after applying the circuit diagram on cobordisms (see Example 2.6.3 and Definition 2.6.4 above),
i.e. the red dots induce a composition with Φ−+ (or with a 0-identity surface in the degenerated case)
and a change in the numbering induces a composition with a cobordisms that changes indicators.
Therefore, we denote the operation of CDT k
D
on cobordisms, i.e. the dot-calculus, by α◦CDT k
D
◦β
to illustrate the difference to the classical case. We skip this notion for the objects to maintain
readability. The i-th chain module is
C i =
⊕
i=j0+···+jm−1
CDT k
D
(Cj00 , . . . , C
jm−1
m−1 )
and the differentials are
c|CD
Tk
D
(C
j0
0 ,...,C
jm−1
m−1 )
=
m−1∑
i=0
α ◦ CDT k
D
(Id
C
j0
0
, . . . , ci, . . . , IdCjm−1m−1
) ◦ β.
Note that this complex does not have any extra signs and will in general not be a chain complex.
We call a Khovanov cube of type p, if all its faces are commutative up to a unit of R, and a
projectivisation of such a cube is given by identifying morphisms up to units. We denote the latter
usually with a superscript P . Details are in Section 4.6.
It should be noted that the choice of the *-markers in the definition of CDT k
D
(cr1, . . . , crm) or
the choice of the decorations for CDT k
D
is not important for our purpose (and we will suppress the
difference). To be more precise, we give the following lemma. We should note that it is not clear
at this point why the complexes are m cubes of type p. But we show it in Theorem 2.6.7 below.
Lemma 2.6.6. Let CDT k
D
(cr1, . . . , crm) and CD′T k
D
(cr1, . . . , crm) denote two different choices for
the *-markers of the crj . Then the two complexes are equal.
Moreover, if the difference between CDT k
D
(cr1, . . . , crm) and CD′T k
D
(cr1, . . . , crm) is the choice
of decorations, either for the circuit diagram or for the saddles of the complexes of crj , then the
two complexes are isomorphic as m cubes of type p.
Proof. This is the case because the cj has always an indicator +1,−1 in the definition of the com-
plex (Cj, cj) and never a 0-indicator. Moreover, the result depends only on the position of the
*-marker for T kD, since the involved operations only depend how strings are connected.
The second statement can be verified analogously as in Lemma 2.5.3. 
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By a slight abuse of notation, we denote the topological complex by JT kDK, although some choices
are involved (but they do “not matter”, see Lemma 2.5.3).
Theorem 2.6.7. (Semi-locality I) Let T kD be a v-tangle diagram with m crossings. Let JT kDK be (one
of) its topological complex(es) from Definition 2.5.2 and let CDT k
D
(cr1, . . . , crm) be its tensored
complex from Definition 2.6.5. Then CDT k
D
(cr1, . . . , crm) is a m-cube of type p and
CDT k
D
(cr1, . . . , crm) = JT kDKP
for a suitable choice of orientations for the resolutions of JT kDK.
Proof. This is true because the dot-calculus is exactly build in such a way that the resulting saddles
have some glueing numbers induced by a suitable choice of orientations of the resolutions. To
be more precise, it is clear that the construction from Definition 2.6.5 gives rise to a m-cube as
explained in Section 4.6.
Moreover, since we do not spread any formal signs in the construction from Definition 2.6.5, the
only thing we can expect is that the corresponding cube will be of type p, i.e. faces commute up to
a sign. So we only have to care that the glueing numbers and indicators work out as claimed.
That the glueing numbers work out follows from the definition of the dot-calculus, since the
orientation of the lowest numbered string will always determine the result and the decorations of
the circuit diagram are also decorations of the closure, i.e. we can use Theorem 2.3.17 to see that
the glueing numbers work out as claimed (up to a formal sign).
Moreover, the indicators of the saddles are spread based on a topological information, namely
how certain strings are connected in the closure of the diagram T kD. Hence, since we have fixed
the *-marker positions, these indicators are the same for CDT k
D
(cr1, . . . , crm) and any of the JT kDK.
Note that it is important that the indicators at the beginning are all +1,−1, since we can not change
a 0 using the conventions above.
This proves the statement, since there is a choice of orientations of the resolutions such that all
saddles of CDT k
D
(cr1, . . . , crm) and JT kDK are equal up to a sign. 
Given a Khovanov cube, then an edges assignment (with signs) of this cube is a choice of ex-
tra signs for some of the saddles. We denote such an assignment using ǫ as a superscript, see
Definition 4.6.4.
Corollary 2.6.8. There is an edge assignment such that CDǫ
T k
D
(cr1, . . . , crm) is a chain complex.
Moreover, there is a chain isomorphism between CDǫ
T k
D
(cr1, . . . , crm) and JT kDK (for all possible
choices involved in the definition of latter).
Proof. The first statement follows from Theorem 2.6.7, Theorem 2.3.17 and Lemma 4.6.5. The
second from Lemma 2.5.3. 
We note that Theorem 2.6.7 and Corollary 2.6.8 allows us to be “sloppy” when it comes to signs.
It is a natural question if one can generalise the statement of Theorem 2.6.7, since in the classical
case one can allow arbitrary c-tangle diagrams as inputs. In fact, we do not know the answer in
general. The main problem is that “non-orientablity” is not a local property.
We can make an analogously definition as in Definition 2.6.5, but we allow the cr1, . . . , crm to
be not nice v-tangle diagrams with one crossing. We denote them by cr′1, . . . , cr′m to illustrate the
difference and we call the corresponding complex generalised tensored complex. An example is
shown in Figure 25. Even this slight generalisation has unsatisfying properties.
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Theorem 2.6.9. (Semi-locality II) Let T kD be a v-tangle diagram with m crossings. And let
CDT k
D
(cr′1, . . . , cr
′
m) = (C∗, c∗)
be its generalised tensored complex.
(a) The complex (C∗, c∗) is a complex of type p, i.e. faces commute up to a unit of R.
(b) Let JT kDK denote (one of) its topological complex. Then we do not have a suitable choice
for JT kDK in general such that
CDT k
D
(cr′1, . . . , cr
′
m) = JT kDKP .
(c) The complexes (C∗, c∗) and JT kDK are not p-homotopic (see Definition 4.6.3) in general.
Proof. (a) This statement can be verified analogously to Theorem 2.6.7, since, if the corresponding
saddles have an +1,−1 indicator, as in Theorem 2.6.7, then one can copy the arguments from
before. If it has a 0-indicator, then the arguments are even easier to verify, since we do not need
any decorations in this case.
(b)+(c) This is true, because a surfaces with a 0-indicator can not be changed to a surfaces with
a ±1-indicator, since indicators behave multiplicatively. For an explicit example see Figure 25, i.e.
the two complexes are not p-homotopy equivalent, since we can not change the 0-indicator.
*
= 0
*
= 1( (1
 
1
≄h
P
FIGURE 25. A counterexample. The diagram is not a nice v-tangle diagram.
Note that this includes that no choice will make them equal as complexes of type p. 
It should be noted again that the whole discussion in this section could be done with oriented
(in the usual sense) v-tangle diagrams and oriented (decorated) circuit algebras. But to maintain
readability we only refer to [8], i.e. the reader can adopt the notions there and use them in our
context without any difficulties.
Remark 2.6.10. It should be noted that the constructions presented in this section can be extended
relatively easily to work in an even better way if one works over rings of characteristic 2, e.g. over
the ring R = Z/2Z.
This is the case because all appearing problems are in some sense “sign problems”. If one works
over R = Z/2Z, then, for example, the indicators are not necessary and most constructions will
work analogously to the classical case (see [8]).
Remark 2.6.11. One application of the local construction in the classical case is a way to calculated
the classical Khovanov homology of a c-link with n crossings in approximately 2
√
n instead of 2n
of the “brute force method”, see [7]. In the view of Theorem 2.6.9, one has to be very careful if
one tries to copy the method given in [7]. Another idea is missing.
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2.7. An application: Degeneration of Lee’s variant. This section splits into three subsections.
We explain the main motivations in the first and we are going to show that some facts about
the classical Khovanov-Lee link homology are still true in the context of v-links (e.g. see The-
orem 2.7.11) in the last subsection. In order to do so, we identify the two generators with so-called
non-alternating resolution 2.7.2 in the second subsection. We note that these correspond to colour-
ings in the c-case.
The approach (we follow [10]) to show that the degeneration is still true is the following. First
we define two orthogonal idempotents in our category, which we call down and up. Then we can
go to the Karoubi envelope of our category, denoted by Kar(Kobb(k)R).
The idea of the Karoubi envelope is to find a “completion” of a category such that every idempo-
tent splits. It is named after the french mathematician Karoubi, but it already appears in an earlier
work by Freyd [35]. Note that it is sometimes called idempotent completion. Then we show that
the topological complex of a simple crossing (as a v-tangle), if considered in Kar(Kobb(∅)R(k)),
is homotopy equivalent to a very simple complex with only 0-morphisms. After that we use the
semi-local constructions from Section 2.6 to finish the proof.
In the whole section let R denote a commutative and unital ring such that 2 is invertible, e.g.
R = Z
[
1
2
]
. Moreover, throughout the whole section, we denote the topological complex by J·K and
its algebraic version by F(J·K) or short by F(·), e.g. we denote Lee’s version by
FLee(·) = F(J·KLee).
Note that, in order for the signs to work out correct, we have to fix x-marker positions. In the whole
section we, by convention, say that the x-marker for is at the left side and for is on the top.
Moreover, recall that the topological picture of Lee’s variant is given by the dot-relations in
Figure 26 with t = 1, while the graded case of the Khovanov complex is t = 0. Recall (see [9])
that 1
2
∈ R allows us to use the dot-relation in Figure 26 instead of the local relations of Figure 4.
We give an example of the Lee complex of a v-knot in Example 2.7.1.
= 0 = 1 = t
= +
FIGURE 26. The dot-relations. A dot is a short hand notation for 1
2
-times a handle.
Main observations. Recall (see [74] for the classical and 2.4.13 for the virtual case) that Lee’s
variant for v-links is given by the filtered algebra A = ALee = R[X ]/(X2 = 1) and the following
maps.
m+++ : A⊗ A→ A,
{
1⊗ 1 7→ 1, X ⊗X 7→ 1,
1⊗X 7→ X, X ⊗ 1 7→ X
for the multiplication and
∆+++ : A→ A⊗ A,
{
1 7→ 1⊗X +X ⊗ 1,
X 7→ 1⊗ 1 +X ⊗X
, θ : A→ A,
{
1 7→ 0,
X 7→ 0
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for the comultiplication and ·θ. Furthermore, the very important map Φ−+ given by
Φ−+ : A→ A,
{
1 7→ 1,
X 7→ −X.
Lee’s variant has a remarkable property in the classical case, i.e. Lee showed that her variant just
“counts” the number of components of the c-link, i.e. she showed that (for R = Q) the homology
of a n-component link L is
H(FLee(L)) ∼=
⊕
2n
Q.
So on the first hand this seems to be a “boring” invariant. But Rasmussen [94] used this degenera-
tion in a masterfully way to define the Rasmussen invariant of a c-knot (as in Section 1.1).
Therefore, a natural question is if this degeneration of Lee’s variant is still true for v-links. In this
section we show that this is indeed the case. It is worth noting that this is an unexpected result, since
θ = 0 for 2−1 ∈ R (see the relations in Definition 2.2.2). Hence, there are “tons” of 0-morphisms
in the complex. But these 0-morphisms also come with isomorphisms “in a lot of” cases.
The following example for the Lee complex of a v-knot is a blueprint of this effect. It is very
important, as indicated in Example 2.7.1 below, that our construction keeps track of the extra
information how the cobordisms are glued together depending on the orientations of the v-circle
diagrams in the resolutions. We note that, even though the orientations can be read of locally, this
information has some “global character”.
Example 2.7.1. Consider the diagram of the virtual trefoil LD given in Figure 27. In this example
the number of negative crossings is zero, i.e. the leftmost object is the 0-degree part.
00 11
01
10
1
2
=
n
+= 2
+
+-
-
+
x x
+ +
FIGURE 27. The Lee complex of the v-trefoil. We note that the first map is a 0-
morphism, but the second is an isomorphism.
Let us consider R = Q. Then θ = 0 and therefore the first two maps are 0-morphisms. But note
that the two right morphisms are not the same, i.e. one is ∆+++ and the other is ∆+−+. So on the
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algebraic level we get, using the maps from before, the following complex, if we fix B1 = {1, X}
as a basis for A and B2 = {1⊗ 1, 1⊗X,X ⊗ 1, X ⊗X} for A⊗ A.
A


0 0
0 0
0 0
0 0


// A⊕ A


0 1 0 −1
1 0 1 0
1 0 −1 0
0 1 0 1


// A⊗ A.
An easy calculations shows that the second matrix is an isomorphism. Hence, the homology of the
virtual trefoil is only non-trivial for k = 0, i.e.
Hk(FLee(LD)) =
{
Q⊕Q, if k = 0,
0, else.
Another example is the v-knot in Figure 28, e.g. with the pictured orientation and numbering of the
circles from left to right, the three outgoing morphisms from resolution 000 to 001, 010 and 100 are
(up to, in this case, not important signs) the morphisms m+−− , m+++ and m−−− , i.e. one alternating
and two non-alternating. Hence, the kernel is trivial. The reader should check that the rest also
works out in the same fashion as before.
Non-alternating resolutions. We prove the following interesting result about the number of decora-
tions of v-link resolutions with the “colours” down and up. Note that we call an oriented resolution
Re of a v-link diagram non-alternating if it is of the form or at the corresponding positions
of the saddles. Recall that all the v-link diagrams should be oriented and that such a diagram with
n ∈ N>0 components has 2n different orientations Or1, . . . ,Or2n .
We note that one can also colour the resolutions with “honest” colours, say red and green, in such
a way that the colour changes at every v-crossing. We call this a colouring of a v-link resolution if
at the corresponding saddle-position the colours are different, i.e. (red,green) or (green,red). The
reader should compare this with the coloured dots in Figure 8.
Theorem 2.7.2. (Non-alternating resolutions) Let LD denote a v-link diagram with n ∈ N>0
components. There are bijections of sets
{Or | Or is an orientation of LD} ≃ {Re | Re is a non-alternating resolution of LD}
≃ {Co | Co is a coloured resolution of LD}.
If LD is a v-knot diagram, i.e. n = 1, then the two non-alternating resolutions are in homology
degree 0. A similar statement holds for the coloured resolutions.
Proof. With a slight abuse of notation let us denote the first two sets by Or and Re. To show the
existence of a bijection we construct an explicit map f : Or→ Re and its inverse.
Given an orientation Or of the v-link diagram LD, the map f should assign the resolution Re
which is obtained by replacing every oriented crossing of the form and with (and the
same for rotations). This is clearly an injection.
Now, given a non-alternating resolution Re, we assign to it an orientation of LD in the following
way. At any non-alternating part of the form and replace the non-alternating part with the
corresponding oriented crossing and (or a rotation in the case).
Note that both maps are well-defined and that these two maps are clearly inverses for a v-knot
diagram. Moreover, the corresponding non-alternating resolutions are in homology degree 0, since
all n+-crossings are resolved 0 and all n−-crossings are resolved 1 in this procedure.
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To see the second bijection use a checker-board colouring of the v-link diagram. Then start at
any point of the non-alternating resolution and use the right-hand rule, i.e. the index finger follows
the orientation and the string should get the colour of the face on the side of the thumb. As above,
one checks that all n+-crossings are resolved 0 and all n−-crossings are resolved 1. 
Corollary 2.7.3. Let LD be a v-link diagram with n components. Then it has 2n non-alternating
resolutions.
Proof. Such a diagram has 2n possible orientations. Then the bijection of Theorem 2.7.2 finishes
the proof. 
Example 2.7.4. Let LD be the v-knot diagram in Figure 28.
000
010
101
111
011
001100
110
-2
-1
0
1
1
2
x
x
FIGURE 28. There are exactly two non-alternating resolutions, i.e. the one pictured
and the one with all orientations reversed.
Then only the 011 resolution of the v-knot diagram allows a non-alternating resolution. More-
over, the orientation of the diagram induces this non-alternating resolution by replacing the three
crossings with , and . The other orientation induces the non-alternating resolution ,
and . Note that, by construction, these resolutions are in homology degree 0. A computation as
in Example 2.7.1 shows that these two non-alternating resolutions give the only two generators of
the homology, i.e.
Hk(FLee(LD)) =
{
Q⊕Q, if k = 0,
0, else.
Degeneration. We start by recalling the motivation, definition and some basic properties of the
Karoubi envelope of a pre-additive category C. We denote the envelope as before by Kar(C).
For any category the notion of an idempotent morphisms, i.e. an arrow with e ◦ e = e, makes
sense. Moreover, in a pre-additive category the notion id − e also makes sense. A classical trick
in modern algebra is to use an idempotent, e.g. in EndK(V ) for a given K-vector space V , to split
the algebra into
EndK(V ) ∼= im(e)⊕ im(id− e).
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Hence, it is a natural question to ask if on can “split”, given an idempotent e, an object of a category
O in the same way, i.e.
O ∼= im(e)⊕ im(id− e).
The main problem is that the notion of an “image” of an arrow could possibly not exist in an arbi-
trary category. The Karoubi envelope is an extension of a category such that for a given idempotent
e the notions im(e) makes sense. Therefore, one can “split” a given object in the Karoubi envelope
that could be indecomposable in the category itself.
Definition 2.7.5. Let C be a category and let e, e′ : O → O denote idempotents in Mor(C). The
Karoubi envelope of C, denoted Kar(C), is the following category.
• Objects are ordered pairs (O, e) of an object O and an idempotent e of C.
• Morphisms f : (O, e) → (O′, e′) are all arrows f : O → O′ of C such that the equation
f = f ◦ e = e′ ◦ f holds.
• Compositions are defined in the obvious way. The identity of an object is e itself.
It is straightforward to check that this is indeed a category. We denote an object (O, e) by im(e),
the image of the idempotent e. Moreover, we identify the objects of C with their image via the
embedding functor
ι : C → Kar(C), O 7→ (O, id).
Note that, if C is pre-additive, then id − e is also an idempotent and, under the identification
above, we can finally write
O ∼= im(e)⊕ im(id− e).
The following proposition is well-known (see e.g. [10]). The proposition allows us to shift the
problem if two chain complexes are homotopy equivalent to the Karoubi envelope. Recall that
Kom(C) denotes the category of formal chain complexes.
Proposition 2.7.6. Let (C, c), (D, d) be two objects, i.e. formal chain complexes, of Kom(C). If
the two objects are homotopy equivalent in Kom(Kar(C)), then the two objects are also homotopy
equivalent in Kom(C). 
We define the two orthogonal idempotents u, d now and show some basic, but very important,
properties afterwards.
We call the idempotents “down and up”. The reader should be careful not to confuse them with
the orientations on the resolutions or the colourings of Theorem 2.7.2, i.e. latter colours change at
v-crossings, but “down and up” do not change.
Definition 2.7.7. We call the two cobordisms in Figure 29 the “down and up” idempotents. We
denote them by d and u.
1
1
d 1
1
+
+
+
+
-=u12
1
2
1
2
1
2
FIGURE 29. The two idempotents up and down.
Recall that the dot represents 1
2
-times a handle.
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It is worth noting that (e) is very important. Moreover, we write Φ−+ instead of Φ−+(1).
Lemma 2.7.8. The cobordisms d, u satisfy the following identities.
(a) d2 = d and u2 = u (idempotent).
(b) d ◦ u = 0 = u ◦ d (orthogonal).
(c) d + u = id (complete).
(d) iddot ◦ d = d and iddot ◦ u = −u (Eigenvalues).
(e) Φ−+ ◦ d = u ◦ Φ−+ and d ◦ Φ−+ = Φ−+ ◦ u (change of orientations).
(f) [d,Φ−+] = id(1)dot = −[u,Φ−+] (Commutator relation).
Proof. All equations are straightforward to prove. One has to use the dot-relations from Figure 26
and the relations from Definition 2.2.1.
In (d)+(f) the surface id(1)dot denotes an identity with an extra dot and +1 as an indicator.
Beware that the dot represents 1
2
-times a handle. This forces a sign change after composition with
the cobordism Φ−+. The reader should compare this with the relations in Definition 2.2.10. 
Now we take a look at the Karoubi envelope. The discussion above shows that there is an
isomorphism
≃ d ⊕ u.
With this notation we get
≃ d d⊕ d ⊕ u ⊕ u u and ≃
d
d
⊕
u
⊕
d
⊕
u
u
.
Recall that the standard orientation for the complex J K is (see e.g. Figure 8)
J K = S(1)++++−−−−→ .
In order to avoid mixing the notions of the down and up-colours and the orientations we denote
this complex simply as J K++++, i.e. standard orientations for all strings. Moreover, under the
convention left=first superscript, right=second superscript, bottom=first subscript and top=second
subscript, a notation like J K+−−+ makes sense, i.e. act by Φ−+ at the corresponding positions.
The following theorem is a main observation of this section. It is worth noting again that (e) of
Lemma 2.7.8 is crucial for the theorem.
Theorem 2.7.9. In Kobb(k)R, there are sixteen chain homotopies (only four are illustrated, but it
should be clear how the rest works)
J K++++ ≃h d ⊕ u 0−→ u ⊕ d , J K+−−+ ≃h d d⊕ u u 0−→ d
d
⊕
u
u
,
J K+++− ≃h d ⊕ u 0−→ d
d
⊕
u
u
, J K+−++ ≃h d d⊕ u u 0−→ u ⊕ d .
Moreover, similar formulas hold for J K.
Proof. We use the observations from above, i.e. in the Karoubi envelope the differential of J K++++
is a 4 × 4-matrix of saddles. Hence, for J K++++ we get (for simplicity write S = S(1)++++ and Sd
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and Su for the saddle under the action of down and up)
d d⊕ d ⊕ u ⊕ u u


Sd 0 0 0
0 0 0 0
0 0 0 0
0 0 0 Su


//
d
d
⊕
u
⊕
d
⊕
u
u
.
This is true, because all other saddles are killed by the orthogonality relations of the colours down
and up, i.e. (b) of Lemma 2.7.8.
Note that both non-zero saddles are invertible, i.e. their inverses are the saddles
1
2
(S : → )d and −
1
2
(S : → )u
with only + as boundary decorations. To see this one uses Lemma 2.7.8 and the neck cutting
relation. Thus, we get
J K++++ ≃h d ⊕ u 0−→ u ⊕ d .
To prove the rest of the statements one has to use the relation (e) of Lemma 2.7.8, i.e. the only
surviving objects change according to the action of Φ−+. We note again that this is a very important
observation, i.e. with a different action of Φ−+ this would not be true any more.
For J K++++ one can simply copy the arguments from before. 
The following corollary is an application of the semi-local properties of our construction, i.e. we
use Theorem 2.6.7 and Corollary 2.6.8 to avoid the usage of signs and Lemma 2.6.6 to see that the
involved choices do not matter up to chain isomorphisms.
Corollary 2.7.10. Let T kD be a v-tangle diagram with m crossings. Then JT kDK is chain homotopic
to a chain complex (C∗, c∗) with only 0-differentials and objects coloured by the orientations of the
resolutions of T kD, i.e. if a resolution of JT kDK is locally of the form
or or or
then (C∗, c∗) is locally of the form
d ⊕ u or d d⊕ u u or d d⊕ u u or d ⊕ u .
Proof. We note that we work in the Karoubi envelope, but with Proposition 2.7.6 we see that we
are free to do so. Moreover, as stated above, we do not care about signs or choices at this place.
Then the statement follows from Theorem 2.7.9 together with the Theorem 2.6.7 in Section 2.6.
To be more precise, we copy the arguments from Theorem 2.7.9 for the saddles of the complexJT kDK with a +1,−1-indicator. Note that these saddles have an extra action of Φ−+ at some of its
boundary components. That is why the parts of (C∗, c∗) are locally as illustrated above.
Moreover, the saddles with a 0-indicator are 0-morphisms for 1
2
∈ R and there local decompo-
sition is the one given above, since they will, by construction, always be between non-alternating
parts of the resolutions and due to the orthogonality relations for up and down, i.e. (b) of Lemma 2.7.8,
the d and u parts will be therefore killed (the only possibility how they close is as the rightmost
case of Figure 7). 
As an application of the Theorems 2.7.2 and 2.7.9 above, we get the desired statement for v-link
diagrams. That is, we have the following.
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Theorem 2.7.11. (Degeneration) Let LD denote a n-component v-link diagram. Then JLDKLee is
homotopy equivalent (in Kobb(∅)R) to a chain complex with only zero differentials and 2n genera-
tors given by the 2n non-alternating resolutions.
If n = 1, i.e. LD is a v-knot diagram, then the two generators are in homology degree 0.
Proof. We will suppress the notion of the x-markers and the formal signs of the morphisms to
maintain readability. Moreover, we will choose a specific orientation for the resolutions. We can
do both freely because of Lemma 2.3.13.
The main part of the proof will be to choose the orientations in a “good” way and use Corol-
lary 2.7.10. Moreover, with Theorem 2.7.9, we see that the complex will be homotopy equivalent
to a complex with only 0-differentials. Hence, the only remaining thing is to show that the number
of generators will work out as claimed.
Note that, if a resolution contains a lower part of a multiplication or a upper part of a comultipli-
cation, then by Corollary 2.7.10, this resolution is killed, because these will always be alternating,
e.g. , but will connect as the ±1 cases of Figure 7 (the strings are closed with an even number
of v-crossings). Moreover, we can ignore top and bottom parts of θ, since they will always be
non-alternating.
Now we define the dual graph of a resolution, denoted D, as follows. Recall that a resolution is
a four valent graph without any c-crossings. Any edge of this graph is a vertex of D. Two vertices
are connected with a labelled edge iff they are connected by a v-crossing or a (or rotations)
that is a top part of a multiplication or a bottom part of a comultiplication. First edges should be
labelled v, the second type of edges should get a labelling that corresponds to the given orientation
of the resolution, that is an “a” for alternating orientations and a “n” otherwise. We will work with
the simple graph of that type, i.e. remove circles or parallel edges of the same type. See Figure 30,
i.e. the figure shows two resolutions from Figure 28 and their dual graphs. Note that the leftmost
of the 011 resolution is part of a θ.
v v
v
v
a
a
n
n
n
FIGURE 30. The resolutions 000 and 011 and their dual graphs.
The advantage of this notation is that the question of surviving resolutions simplifies to the
question of a colouring of the dual graph, i.e. a colouring of the dual graph is a colouring with two
colours, say red and green, such that any v-labelled or a-labelled edge has two equally coloured
adjacent vertices, but any n-labelled edge has two equal colours at adjacent vertices. The reader
should compare this to Theorem 2.7.9 and Corollary 2.7.10.
Then, because of Corollary 2.7.10, a resolution will have surviving generators iff it does not
contain lower parts of multiplication or upper parts of comultiplications and, given an orientation
of the resolution, it allows such a colouring. For example, the left resolution in Figure 30 does not
allow such an colouring, but the right does.
Recall that the number of crossings is finite. Hence, we can choose an orientation of any reso-
lution such that the number m of alternating crossings is minimal. The rest is just a case-by-case
check, i.e. we have the following three cases.
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(i) The dual graph of the resolution is a tree, i.e. no circles.
(ii) All circles in the dual graph have an even number of v-labelled edges.
(iii) There is one circle in the dual graph with an odd number of v-labelled edges.
If m = 0, i.e. the resolution is non-alternating, we get exactly the claimed number of generators,
since there are, by construction, no lower parts of multiplication or upper parts of comultiplications
and the dual graph is of type (i) or (ii) and in both cases the graph can be coloured.
So let m > 0 and let c be an alternating crossing in a resolution Re. The whole resolution is
killed if the c is a lower part of a multiplication or an upper part of a comultiplication. Hence,
we can assume that all alternating crossings of Re are either top components of multiplications or
bottom components of comultiplications.
So we only have to check the three cases from above. If the resolution is one of type (i), then it
is possible to choose the orientations in such a way that all crossings are non-alternating, i.e. this
would be a contradiction to the minimality of m.
If the resolution is of type (ii), then the resolution only survives, i.e. the dual graph allows a
colouring, iff the number of other alternating crossings in every circle is even. But in this case one
can also choose an orientation with a lower number of non-alternating crossings. Hence, we would
get a contradiction to the minimality of m again. An analogous argument works in the case of type
(iii), i.e. contradicting the minimality of m again4.
Hence, only non-alternating resolutions generate non-vanishing objects and any non-alternating
resolution will create exactly two of these. Thus, with Theorem 2.7.2, the statement follows. 
Example 2.7.12. As an example how the Theorem 2.7.11 works consider the v-knot diagram of
Example 2.7.4 again.
The theorem tells us that the resolution 000 should not contribute to the number of generators,
i.e. it should get killed. To see this, we first note that in the Karoubi envelope there are 43 different
direct summands of coloured (with the idempotents down d and up u) versions of the resolution,
i.e. four for each crossing. But most of them are killed by the orthogonality of d and u, i.e. the two
components of the resolution need to have the same colour. Hence, we have the four remaining
summands as shown in Figure 31.
u u
u
u
u
u
u
u
u
u
u
u
m∗00
m0∗0
m00∗
FIGURE 31. The remaining four coloured versions of resolution 000.
Let us denote the three multiplications with this resolution γ000 as source by
m∗00 : γ000 → γ100 and m0∗0 : γ000 → γ010 and m00∗ : γ000 → γ001.
4It is worth noting that these arguments work because of the well-known fact that a graph allows a 2-colouring iff it
has no circles of odd length.
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If we choose the orientation for γ000 as indicated in the Figure 28, we see that
m∗00 : → and m0∗0 : → and m00∗ : → .
We can now use Corollary 2.7.10 to see that the only remaining parts for the three multiplications
are as follows.
m∗00 : d d⊕ u u→
u
⊕
d
,
for m∗00 and for the other two
m0∗0, m∗00 : d ⊕ u →
u
⊕
d
.
Hence, the pick two distinct coloured versions as illustrated in Figure 31. Therefore, there are no
surviving generators for the 000 resolution.
It should be noted that changing for example the orientation of the leftmost v-circle in Fig-
ure 2.7.4 does not affecting the result, since Lemma 2.3.13 ensures that the resulting complexes are
isomorphic.
And in fact such a change leads to
m∗00 : → and m0∗0 : → and m00∗ : → .
Hence, the m∗00 and the two multiplicationsm0∗0, m∗00 still pick out different coloured versions of
the resolution 000. Therefore, there will not be any surviving generators for this case either.
We finish by using the functor FLee to get the corresponding statement in the category R-Mod.
The reader may compare this to the results in the classical case, e.g. see Proposition 2.4 in [81].
Proposition 2.7.13. Let LD denote a n-component v-link diagram. Then we have the following.
(a) If R = Z, then there is an isomorphism
H(FLee(LD),Z) ∼=
⊕
2n
Z⊕ Tor,
where Tor is all torsion. Moreover, he only possible torsion is 2-torsion.
(b) If R = Q or R = Z [1
2
]
, then there is an isomorphism
H(FLee(LD), R) ∼=
⊕
2n
R.
Proof. The statement (b) follows from Theorem 2.7.11 above. Recall that the whole construction
requires that 2 is invertible.
For (a) recall the universal coefficients theorem. i.e. there is a short exact sequence
0→ H∗(FLee(LD),Z)⊗Z R→ H∗(FLee(LD), R)→ Tor(H∗+1(FLee(LD),Z)), R)→ 0.
Therefore, (a) follows from (b) with R = Q, since the Tor-functor will vanish in this case and from
(b) with R = Z [1
2
]
. Hence, this shows the proposition. 
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2.8. Computer talk. In this section we show some basic calculations with a computer program
we have written. The program is a MATHEMATICA (see [120]) package called vKh.m. There is
also a notebook called vKh.nb. Both and some calculation results are available online, i.e. on the
authors homepage5.
The input data is a v-link diagram in a circuit notation, i.e. the classical planar diagram nota-
tion, but we allow v-crossings. Hence, the input data is a string of labelled X , i.e crossings are
presented by symbols Xijkl where the numbers are obtained by numbering the edges of the v-link
diagram and the edges around the crossing start counting from the lower incoming and proceeding
counterclockwise. We denote such a diagram by CD[X[i,j,k,l],...,X[m,n,o,p]].
After starting MATHEMATICA and loading our package vKh.m, we type in the unknot from
Figure 5, the classical and virtual trefoil. Our notation follows the notation of Green in his nice
table of virtual knots6.
In[1]:= Unknot:= CD[X[1,3,2,4], X[2,1,3,4]]; Knot21 := CD[X[1,3,2,4], X[4,2,1,3]];
Knot36 := CD[X[1,5,2,4], X[5,3,6,2], X[3,1,4,6]];
Let us denote the elements 1, X ∈ A = Z[X ]/X2 = 0 by 1=vp[i] and X=vm[i] and tensors of
these elements multiplicatively. Here the module A should belong to the i-th v-circle. Moreover,
we denote by the word a, whose letters are from the alphabet {0, 1, ∗} with exactly one ∗-entry,
the cobordism starting at the resolution γ∗=0 and going to the resolution γ∗=1. Let us check the
different morphisms.
In[2]:= d2[Unknot, "0*"],d2[Unknot, "*0"], d2[Unknot, "1*"],d2[Unknot, "*1"]
Out[2]= {{vp[1] -> vm[2] vp[1] - vm[1] vp[2], vm[1] -> vm[1] vm[2]}, {vp[1] -> 0,
vm[1] -> 0}, {vp[1] -> 0, vm[1] -> 0}, {vp[1] vp[2] -> -vp[1], vm[2] vp[1] ->
-vm[1], vm[1] vp[2] -> -vm[1], vm[1] vm[2] -> 0}}
We see that the two orientable morphisms are ∆+−+ and −m−−− = −m+++ . With the command
KhBracket[Knot,r] we generate the r-th module of the complex (here for simplicity without grad-
ings). Moreover, with d[Knot][KhBracket[Knot,r]] we calculate the image of the r-th differential
for the whole module. Let us check the output.
In[3]:= KhBracket[Unknot, 0], KhBracket[Unknot, 1], KhBracket[Unknot, 2]
Out[3]= {{v[0, 0] vm[1], v[0, 0] vp[1]}, {v[0, 1] vm[1] vm[2], v[0, 1] vm[2] vp[1],
v[0, 1] vm[1] vp[2], v[0, 1] vp[1] vp[2], v[1, 0] vm[1], v[1, 0] vp[1]},
{v[1, 1] vm[1], v[1, 1] vp[1]}}
In[4]:= d[Unknot][KhBracket[Unknot, 0]], d[Unknot][KhBracket[Unknot, 1]]
Out[4]= {{v[0, 1] vm[1] vm[2], v[0, 1] vm[2] vp[1] - v[0, 1] vm[1] vp[2]}, {0,
-v[1, 1] vm[1], -v[1, 1] vm[1], -v[1, 1] vp[1], 0, 0}}
It is easy to check that the composition d1 ◦ d0 is indeed zero.
In[5]:= d[Unknot][d[Unknot][KhBracket[Unknot, 0]]]
Out[5]= {0, 0}
Let us check this for the other two knots, too.
5http://xwww.uni-math.gwdg.de/dtubben/vKh.htm
6J. Green, A Table of Virtual Knots, http://www.math.toronto.edu/drorbn/Students/GreenJ/ (2004)
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In[6]:= d[Knot21][d[Knot21][KhBracket[Knot21, 0]]]
Out[6]= {0, 0, 0, 0}
In[7]:= d[Knot36][d[Knot36][KhBracket[Knot36, 0]]], d[Knot36][d[Knot36]
[KhBracket[Knot36, 1]]]
Out[7]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
Now let us check for the trefoil how the signs of the morphisms work out.
In[8]:= sgn[Knot36, "00*"], sgn[Knot36, "0*0"], sgn[Knot36, "*00"]
Out[8]= {1, -1, 1}
In[9]:= sgn[Knot36, "01*"], sgn[Knot36, "10*"], sgn[Knot36, "0*1"],
sgn[Knot36, "1*0"], sgn[Knot36, "*01"], sgn[Knot36, "*10"]
Out[9]= {1, 1, 1, -1, -1, -1}
In[10]:= sgn[Knot36, "11*"], sgn[Knot36, "1*1"], sgn[Knot36, "*11"]
Out[10]= {1, 1, 1}
We observe that all of the six different faces have an odd number of signs. For example the
face F1 = (γ000, γ001 ⊕ γ010, γ011) gets a sign from the morphism d0∗0. Furthermore, the face
F2 = (γ100, γ101 ⊕ γ110, γ111) gets a sign from the morphism d1∗0.
The first face is of type 2b and the second is of type 1b. Hence, after a virtualisation the latter
should have an even number of signs, but the first should have an odd number signs. Let’s check
this. First we define a new knot diagram which we obtain by performing a virtualisation on the
second crossing of the trefoil.
In[11]:= Knot36v := CD[X[1, 4, 2, 5], X[2, 5, 3, 6], X[3, 6, 4, 1]];
In[12]:= sgn[Knot36v, "00*"], sgn[Knot36v, "0*0"], sgn[Knot36v, "*00"]
Out[12]= {1, -1, 1}
In[13]:= sgn[Knot36v, "01*"], sgn[Knot36v, "10*"], sgn[Knot36v, "0*1"],
sgn[Knot36v, "1*0"], sgn[Knot36v, "*01"], sgn[Knot36v, "*10"]
Out[13]= {1, 1, 1, -1, -1, -1}
In[14]:= sgn[Knot36v, "11*"], sgn[Knot36v, "1*1"], sgn[Knot36v, "*11"]
Out[14]= {1, -1, 1}
Indeed only the sign of the morphism d1∗1 is different now. Hence, the face F1 still has an odd
number, but the face F2 has an even number off signs. This should cancel with the extra sign of
the pantsdown morphism d1∗1.
In[15]:= d[Knot36v][d[Knot36v][KhBracket[Knot36v, 0]]], d[Knot36v][d[Knot36v]
[KhBracket[Knot36v, 1]]]
Out[15]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
Let us look at some calculation results for the four knots. The output is Betti[q,t], i.e. the
dimension of the homology group in quantum degree q and homology degree t. The unknot should
have trivial homology.
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In[16]:= vKh[Unknot]
Out[16]= {Betti[-1,-2] = 0, Betti[-1,0] = 0, Betti[0,-2] = 0, Betti[0,-1] = 1,
Betti[0,0]= 0, Betti[0,1] = 1, Betti[0,1] = 0, Betti[1,0] = 0, Betti[1,2] = 0}
Out[16]= 1/q + q
For the other outputs we skip the Betti-numbers. One can read them off from the polynomial.
The trefoil and its virtualisation have the same output (as they should).
In[17]:= vKh[Knot21]
Out[17]= 1/qˆ3 + 1/q + 1/(qˆ6 tˆ2) + 1/(qˆ2 t)
In[18]:= vKh[Knot36]
Out[18]= 1/qˆ3 + 1/q + 1/(qˆ9 tˆ3) + 1/(qˆ5 tˆ2)
In[19]:= vKh[Knot36v]
Out[19]= 1/qˆ3 + 1/q + 1/(qˆ9 tˆ3) + 1/(qˆ5 tˆ2)
Let us check that the graded Euler characteristic is the Jones polynomial7.
In[20]:= Factor[(vKh[Knot21] /. t -> -1)/(q + qˆ-1)]
Out[20]= (1 - qˆ2 + qˆ3)/qˆ5
In[21]:= Factor[(vKh[Knot36] /. t -> -1)/(q + qˆ-1)]
Out[21]= (-1 + qˆ2 + qˆ6)/qˆ8
Another observation is the following. The map Φ−+ sends 1 to itself, but X to −X . Hence,
there is a good change for 2-torsion. Let us check. Here Tor[q,t] denotes the Z/pZ-rank minus the
Z-rank (both graded) of Betti[q,t]⊗Z/pZ. Even the v-trefoil has 2-torsion, but no 3-torsion.
In[22]:= vKh[Knot21,2]
Out[22]= {Tor[-2,-6] = 0, Tor[-2,-4] = 0, Tor[-2,-2] = 0, Tor[-1,-4] = 1,
Tor[-1,-2] = 0, Tor[0,-3] = 0, Tor[0,-1] = 0}
Out[22]= 1/(qˆ4 t)
In[23]:= vKh[Knot21,3]
Out[23]= {Tor[-2,-6] = 0, Tor[-2,-4] = 0, Tor[-2,-2] = 0, Tor[-1,-4] = 0,
Tor[-1,-2] = 0, Tor[0,-3] = 0, Tor[0,-1] = 0}
Out[23]= 0
There seems to be a lot of 2-torsion!
In[24]:= Knot32 := CD[X[2, 6, 3, 1], X[4, 2, 5, 1], X[5, 3, 6, 4]];
In[25]:= vKh[Knot32]
Out[25]= 1/qˆ2 + 1/q + q + 1/(qˆ5 tˆ2) + 1/(q t) + qˆ2 t
7To simplify the outputs we have avoided to include the orientation of the v-links in the input, i.e. every output
needs a grading shift.
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In[26]:= vKh[Knot32,2]
Out[26]= 1/(qˆ3 t) + t
Because the virtual Khovanov complex is invariant under virtualisation, there are many examples
of non-trivial v-knots with trivial Khovanov complex.
In[27]:= Knot459 := CD[X[2, 8, 3, 1], X[4, 2, 5, 1], X[3, 6, 4, 7], X[5, 8, 6, 7]];
In[28]:= vKh[Knot32]
Out[28]= 1/q + q
Let us try an harder example. We mention that the faces are all anticommutative, hence the
composition of the differentials is zero.
In[29]:= Knot53 := CD[X[1, 9, 2, 10], X[2, 10, 3, 1], X[5, 4, 6, 3], X[7, 4, 8, 5],
X[8, 7, 9, 6]];
In[30]:= vKh[Knot53]
Out[30]= 2 + 1/qˆ3 + 1/qˆ2 + 1/q + 1/(qˆ7 tˆ3) + 1/(qˆ6 tˆ2) + 1/(qˆ5 tˆ2)
+ 1/(qˆ3 tˆ2) + 2/(qˆ4 t) + 1/(qˆ2 t) + 1/(q t) + t/q + qˆ2 t + qˆ3 tˆ2
In[31]:= vKh[Knot53,2]
Out[31]= 2/qˆ2 + 1/(qˆ5 tˆ2) + 1/(qˆ4 t) + 1/(qˆ3 t) + t + q tˆ2
In[32]:= {d[Knot53][d[Knot53][KhBracket[Knot53, 0]]], d[Knot53][d[Knot53][KhBracket
[Knot53, 1]]], d[Knot53][d[Knot53][KhBracket[Knot53, 2]]], d[Knot53][d[Knot53]
[KhBracket[Knot53, 3]]]}
Out[32]= {{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
The virtual Khovanov complex is strictly stronger than the virtual Jones polynomial. The first
example appears for v-links with seven crossings. Let’s check two examples.
In[33]:= Example1 := CD[X[1, 4, 2, 3], X[2, 10, 3, 11], X[4, 9, 5, 10], X[11, 5, 12, 6],
X[6, 1, 7, 14], X[12, 8, 13, 7], X[13, 9, 14, 8]]; Example2 := CD[X[1, 4, 2, 3],
X[2, 11, 3, 10], X[4, 10, 5, 9], X[14, 5, 1, 6], X[6, 12, 7, 11], X[13, 7, 14, 8],
X[12, 8, 13, 9]]; Example3 := CD[X[1, 4, 2, 3], X[2, 11, 3, 10], X[4, 9, 5, 10],
X[13, 5, 14, 6], X[6, 11, 7, 12], X[14, 8, 1, 7], X[12, 8, 13, 9]]; Example4 :=
CD[X[1, 4, 2, 3], X[2, 11, 3, 10], X[4, 10, 5, 9], X[14, 5, 1, 6], X[6, 13, 7, 14],
X[11, 7, 12, 8], X[12, 8, 13, 9]];
So let us see what our program calculates.
In[34]:= {vKh[Example1], vKh[Example2], vKh[Example3], vKh[Example4]}
Out[34]= {2 + 1/q + q + 2 qˆ2 + 1/(qˆ3 tˆ2) + 2/(qˆ2 t) + q/t + 2 q t + 2 qˆ4 t
+ qˆ3 tˆ2 + 2 qˆ5 tˆ2 + qˆ7 tˆ3, 2 + 1/q + q + 2 qˆ2 + qˆ3 + 1/(qˆ3 tˆ2) + 2/(qˆ2 t)
+ q/t + 2 q t + qˆ2 t + qˆ3 t + 2 qˆ4 t + qˆ2 tˆ2 + qˆ3 tˆ2 + 2 qˆ5 tˆ2 + qˆ6 tˆ2 + qˆ6 tˆ3
+ qˆ7 tˆ3, 2/qˆ2 + 1/q + 3 q + 1/(qˆ6 tˆ3) + 2/(qˆ5 tˆ2) + 1/(qˆ2 tˆ2) + 2/(qˆ3 t)
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+ 2/(q t) + t + 2 qˆ2 t + qˆ4 tˆ2, 1 + 2/qˆ2 + 2/q + 3 q + 1/(qˆ6 tˆ3) + 2/(qˆ5 tˆ2)
+ 1/(qˆ4 tˆ2) + 1/(qˆ2 tˆ2) + 1/t + 1/(qˆ4 t) + 2/(qˆ3 t) + 2/(q t) + t + t/q + 2 qˆ2 t +
qˆ3 t + qˆ3 tˆ2 + qˆ4 tˆ2}
Good news: Example1 and Example2 have the same virtual Jones polynomial (t = −1), but dif-
ferent virtual Khovanov homology, i.e. Example2 has the six extra terms (compared to Example1)
q2t, q2t2, q3, q3t, q6t2 and q6t3. They all cancel if we substitute t = −1. An analogously ef-
fect happens for Example3 and Example4. Furthermore, our calculations suggest that this repeats
frequently for v-knots with seven or more crossings.
The command line GausstoCD converts signed Gauss Code to a CD representation. The signed
Gauss code has to start with the first overcrossing. To get the mirror image we can use the rule
from below. For example the virtual trefoil and its mirror are not equivalent.
In[35]:= Knot21gauss := "O1-O2-U1-U2-";
In[36]:= GuasstoCD[Knot21gauss]
Out[36]= CD[X[1, 4, 2, 3], X[2, 1, 3, 4]]
In[37]:= GuasstoCD[Knot21gauss] /. X[i_,j_,k_,l_] :> X[i,l,k,j]
Out[37]= CD[X[1, 3, 2, 4], X[2, 4, 3, 1]]
In[38]:= {vKh[GausstoCD[Knot21gauss]],
vKh[GausstoCD[Knot21gauss] /. X[i_, j_, k_, l_] :> X[i, l, k, j]]}
Out[38]= {q + qˆ3 + qˆ2 t + qˆ6 tˆ2, 1/qˆ3 + 1/q + 1/(qˆ6 tˆ2) + 1/(qˆ2 t)}
We used this to calculate the virtual Khovanov homology for all different v-knots with less or
equal five crossings. The input was the list of v-knots from Green’s virtual knot table. The results
are available on the author’s website (as mentioned before). One could visualise the polynomial
with the function Ployplot. It creates an output as in the figures 32, 33.
FIGURE 32. Homology
of the v-trefoil.
FIGURE 33. Homology
of the v-knot 4.1.
In[39]:= Knot41 := "O1-O2-U1-U2-O3-O4-U3-U4-"; vKh[GausstoCD[Knot41]]
Out[39]= qˆ3 + qˆ5 + 2 qˆ4 t + qˆ5 tˆ2 + 2 qˆ8 tˆ2 + qˆ7 tˆ3
+ qˆ9 tˆ3 + qˆ11 tˆ4]
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The output of this v-knot and of the mirror of the virtual trefoil is shown in the figures 32, 33. In
these pictures the quantum degree is on the y-axis and the homology degree on the x-axis.
2.9. Open issues. Here are some open problems that we have observed. Note that nowadays the
results about classical Khovanov homology form a highly studied and rich field. So there are much
more open questions related to our construction.
• It is quite remarkable that one has to use a “∧-product like” construction to define even,
virtual Khovanov homology. An interpretation of this fact is missing.
• Our complex is an extension of the classical (even) Khovanov complex. We shortly discuss
a method which could lead to an extension of odd Khovanov homology [92]. Even and odd
Khovanov homology differ over Q but are equal over Z/2.
• Secondly we discuss the relationship between the virtual Khovanov complex and the cate-
gorification of the higher quantum polynomials (n ≥ 3) from Khovanov in [51] and Mack-
aay and Vaz in [82] and Mackaay, Stosˇic´ and Vaz in [80].
• The results from Section 2.7 could lead to an extension of the Rasmussen invariant to virtual
knots.
On the second point: The reader familiar with the paper of Ozsva´th, Rasmussen and Szabo´ may
have already identified our map
FKh((Φ
−
+ ∐ id
+
+) ◦∆
+
++) : A→ A⊗ A
to be the comultiplication which they use.
One main difference between the even and odd Khovanov complex is the usage of this map in-
stead of the standard map FKh(∆+++) and the structure of an exterior algebra instead of direct sums.
Furthermore, there are commutative and anticommutative faces in the odd Khovanov complex. But
because every cube has an even number of both types of faces, there is a sign assignment which
makes every face anticommute. One major problem is the question how to handle unorientable
faces, because these faces can be counted as commutative or anticommutative. Furthermore, one
should admit that faces of type 1a and 1b can be commutative or anticommutative. Hence, there is
still much work to do.
On the third point: The key idea in the categorification of the sl(n)-polynomial for n ≥ 3 is the
usage of so-called foams. This very interesting approach due to Khovanov, Mackaay, Stosˇic´ and
Vaz (see in their papers [51], [82] and [80]).
So in the virtual case one should use a topological construction with virtual webs and decorated,
possible non-orientable foams (immersed rather than embedded). So their concept to categorify the
sl(n)-polynomials for n = 3 should lift to v-links. This needs further work (the sign assignment
seem to be the main point), but seems to be very interesting. The n > 3 case is indeed more
complicated. In their paper Mackaay, Stosˇic´ and Vaz (see [80]) use a special formula, the so-called
Kapustin-Li formula, to find the adapted relations. But this formula only works in the orientable
case and it has no straightforward extension to the non-orientable case. But hopefully the collection
of relations they use is already enough to show invariance under the vRM1, vRM2, vRM3 and the
mRM moves. At least in the case n = 2 the local relations are enough to show the invariance.
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3. THE sl3 WEB ALGEBRA
3.1. A brief summary. We summarise the results of Section 3 now. Recall that Section 3 is a
slight adaptation of a preprint of Mackaay, Pan and the author [78].
It is worth noting that we have collected some facts about higher categories (see Section 4.1),
Grothendieck groups (see Sections 4.2 and 4.3) and cellular algebras (see Section 4.7) in later sec-
tions. They are far from being complete, but the reader can hopefully find some useful information
therein.
Recall that we consider the sl3 analogue of Khovanov’s arc algebras and we call them web
algebras and denote them by KS , where S is a sign string (string of + and − signs). We prove the
following main results regarding KS .
(1) KS is a graded, symmetric Frobenius algebra (Theorem 3.5.9).
(2) We give an explicit degree preserving algebra isomorphism between the cohomology ring
of the Spaltenstein variety Xλµ and Z(KS), where λ and µ are two weights determined by
S (Theorem 3.8.3).
(3) Let VS = Vs1 ⊗ · · · ⊗ Vsn , where V+ is the basic Uq(sl3)-representation and V− its dual.
Kuperberg [70] proved that WS , the space of sl3 webs whose boundary is determined by
S, is isomorphic to InvUq(sl3)(VS), the space of invariant tensors in VS . Choose an arbitrary
k ∈ N and let n = 3k. By q-skew Howe duality, which we will explain at the beginning of
Section 3.9, we know that
V(3k) ∼=
⊕
S
WS.
Here V(3k) denotes the irreducibleUq(gln)-module with highest weight (3k). Recall that this
can be restricted to an irreducible Uq(sln)-module. The direct sum on the right-hand side is
taken over all enhanced sign sequences of length n, which are in bijective correspondence
to the semi-standard Young tableaux with k rows and 3 columns.
In Section 3.11 we categorify this result. Let R(3k) be the cyclotomic Khovanov-Lauda-
Rouquier algebra (cyclotomic KLR algebra for short) with highest weight (3k). Brundan
and Kleshchev [17] (see also [46], [73], [115] and [117]) proved that
K⊕0 (R(3k)-pModgr) ∼= V Z(3k),
where the latter is the integral form of V(3k).
We prove (in Proposition 3.11.7) that there exists an exact, degree preserving categorical
U(sln)-action on ⊕
S
KS-Modgr,
where U(sln) is Khovanov and Lauda’s diagrammatic categorification of U˙(sln). This
categorical action can be restricted to⊕
S
KS-pModgr.
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By a general result due to Rouquier [100] (in fact a slight variation of Rouquier’s result, see
Section 4.4), which we recall in Proposition 3.4.15, we get
(3.1.1) R(3k)-pModgr ∼=
⊕
S
KS-pModgr.
(4) In particular, this proves that the split Grothendieck groups of both categories are isomor-
phic (Corollary 3.11.9). It follows that we have
K⊕0
(
KS-pModgr
)
∼= W ZS ,
for any S. Again, the superscript Z denotes the integral form.
(5) As proved in Corollary 3.11.9, the equivalence in (3.1.1) implies that R(3k) and
⊕
SKS are
Morita equivalent (Proposition 3.11.10), i.e. we have
(3.1.2) R(3k)-Modgr ∼=
⊕
S
KS-Modgr.
(6) In Corollary 3.11.13, we show that (3.1.2) implies that KS is a graded cellular algebra, for
any S. This observation relies on several facts, see Section 4.7 for more details.
(7) We show that the graded, indecomposable, projective KS-modules correspond to the dual
canonical basis elements in Inv(VS) (Theorem 3.11.22).
(8) In a new section we give an isotopy invariant, homogeneous basis of KS (Theorem 3.12.15
and Corollary 3.12.16).
The first result is easy to prove and similar to the case for Hn. Some of the other results are much
harder to prove for KS than their analogues are for Hn (e.g. see Remark 3.11.16). In order to prove
the second and the penultimate result, we introduce a “new trick”, i.e. we use a deformation of
KS, called GS . This deformation is induced by Gornik’s [39] deformation of Khovanov’s original
sl3 foam relations. One big difference between GS and KS is that the former algebra is filtered
whereas the latter is graded. As a matter of fact, KS is the associated graded algebra of GS . The
usefulness of GS relies on the fact that GS is semisimple as an algebra, i.e. forgetting the filtration
(see Proposition 3.5.13).
Let us explain the connection to existing work in the literature. There are two diagrammatic
approaches which give sl3 link homologies, e.g. there is Khovanov’s original approach using
foams [51] and there is Webster’s approach [117], [118] using a generalisation of the cyclotomic
KLR-algebras. In Proposition 4.4 in [118], Webster proved that both link homologies are isomor-
phic, but the proof is quite sophisticated and relies on Mazorchuk and Stroppel’s approach [89] to
link homology using functors and natural transformations on certain blocks of category O. Our
results of Section 3 might help to give an elementary and direct proof that Khovanov and Webster’s
sl3 link homologies are isomorphic. A very recent and related approach is due to Lauda, Queffelec
and Rose in [72].
As we explained in more detail in Section 1.3, it should not be too hard to generalise our results
of Section 3 to the case for sln, with n ≥ 4, using matrix factorisations instead of foams. This could
be helpful to show that Webster’s sln link homology is isomorphic to Khovanov and Rozansky’s
link homology [64]. For n ≥ 4, Webster has conjectured this result to hold, but he has not proved
it (see his remarks below Proposition 4.4 in [118]).
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Another question is how KS-pModgr is related to (a subcategory of) RS-Modgr, where RS is
Webster’s [117] generalisation of the cyclotomic KLR-algebra which categorifies VS . In one of the
later versions of [117], Webster has added a section (Section 4.3) on the categorification of skew
Howe duality within his framework of generalised cyclotomic KLR-algebras.
As mentioned in Section 1.3, in [33], Fontaine, Kamnitzer and Kuperberg study so-called spiders
i.e. given a sign string S, the Satake fiber F (S), denoted F (−→λ ) in [33], is isomorphic to the
Spaltenstein variety Xλµ mentioned above. Here we point out the difference in these notations
that otherwise might confuse the reader, i.e. the λ in [33] is equal to µ in our notation, which
is also equivalent to S. Given a web w with boundary corresponding to S, Fontaine, Kamnitzer
and Kuperberg also define a variety Q(D(w)), called the web variety. One obvious question is the
following (asked to us by Kamnitzer).
Question 3.1.1. For any two basis webs u, v ∈ BS , does there exist a isomorphism of graded vector
spaces
H∗(Q(D(u)))⊗F (S) H
∗(Q(D(v))) ∼= uKv,
that gives rise to an isomorphisms of graded algebras⊕
u,v∈BS
uKv ∼=
⊕
u,v∈BS
H∗(Q(D(u)))⊗F (S) H∗(Q(D(v))),
where the left side is the decomposition of KS of Section 3.5 and the product on⊕
u,v∈BS
H∗(Q(D(u)))⊗F (S) H
∗(Q(D(v)))
is given by convolution.
If the answer to this question is affirmative, then that would be the sl3 analogue of the result, due
to Stroppel and Webster [108], relating Hn to the intersection cohomology of the (n, n)-Springer
fiber. Our Theorem 3.8.3 is a first step towards proving Kamnitzer’s conjecture. We also note that,
in [54], Khovanov showed that the center of Hn is isomorphic to the ordinary cohomology of the
(n, n)-Springer fiber, before Stroppel and Webster proved the more general result.
Another related point is to prove similar results as Brundan and Stroppel [19] showed for the sl2
analogues, denoted Hn, of our algebra KS . For example, they showed that Hn is a graded cellular
algebra by constructing an explicit cellular basis. Using the explicit basis, they also constructed the
quasi-hereditary cover of Hn. We note that the results of the new section, i.e. Section 3.12, are the
first step to generalise their work.
This section is organised as follows.
(1) We recall the definitions and some fundamental properties of sl3 webs in Section 3.2, sl3
foams in Section 3.3 and categorified quantum algebras and their categorical representations
in Section 3.4.
(2) In Section 3.5, we define KS and prove the first of our aforementioned main results.
(3) After recalling some notation in Section 3.6, we first study the relation between column
strict tableaux and webs with flows, i.e. in Section 3.7. Using this relation, we prove our
second main result in Section 3.8.
(4) In Section 3.9, we recall Howe duality.
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(5) In the Sections 3.10 and 3.11, we explain Howe duality (we recall Howe duality in Sec-
tion 3.9) in our context and categorify the case relevant in Section 3. This leads to the other
main results.
(6) The Sections 3.6, 3.7 and 3.8 and the three Sections 3.9, 3.10 and 3.11 are largely indepen-
dent of each other. However, the proof of Theorem 3.8.3 requires Proposition 3.11.10 and
the proof of Proposition 3.11.19, which is a key ingredient for the proof of Theorem 3.11.22,
requires Lemma 3.8.2.
(7) In the new Section 3.12 we give in Theorem 3.12.6 a method, if one makes certain choices,
to obtain a homogeneous basis of KS . We conjecture that certain choices will give a graded
cellular basis (in the sense of Section 4.7) of KS . Furthermore, in Theorem 3.12.15 and
Corollary 3.12.16, we explain how this procedure can be used to give an isotopy invariant
basis.
(8) Note that Section 4.8 replaces the Appendix of our paper [78].
3.2. Basic definitions and background: Webs. In [70], Kuperberg describes the representation
theory of Uq(sl3) using oriented trivalent graphs, possibly with boundary, called webs. Boundaries
of webs consist of univalent vertices (the ends of oriented edges), which we will usually put on a
horizontal line (or various horizontal lines), e.g. such a web is shown below.
(3.2.1)
We say that a web has n free strands if the number of non-trivalent vertices is exactly n. In this
way, the boundary of a web can be identified with a sign string S = (s1, . . . , sn), with si = ±,
such that upward oriented boundary edges get a “+” and downward oriented boundary edges a “−”
sign. Webs without boundary are called closed webs.
Any web can be obtained from the following elementary webs by glueing and disjoint union.
(3.2.2)
Fixing a boundary S, we can form the C(q)-vector space WS , spanned by all webs with boundary
S, modulo the following set of local relations (due to Kuperberg [70]).
= [3](3.2.3)
= [2](3.2.4)
= +(3.2.5)
Recall that
[a] =
qa − q−a
q − q−1
= qa−1 + qa−3 + · · ·+ q−(a−1) ∈ N[q, q−1]
denotes the quantum integer.
By abuse of notation, we will call all elements of WS webs. From relations (3.2.3), (3.2.4)
and (3.2.5) it follows that any element in WS is a linear combination of webs with the same bound-
ary and without circles, digons or squares. These are called non-elliptic webs. As a matter of fact,
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the non-elliptic webs form a basis of WS , which we call BS . Therefore, we will simply call them
basis webs.
Let W ZS be the free Z[q, q−1]-submodule of WS generated by BS . We call this the integral form
of the web space.
Following Brundan and Stroppel’s [19] notation for arc diagrams, we will write w∗ to denote the
web obtained by reflecting a given web w horizontally and reversing all orientations.
w
w∗
(3.2.6)
By uv∗, we mean the planar diagram containing the disjoint union of u and v∗, where u lies verti-
cally above v∗.
u
v∗
(3.2.7)
By v∗u, we shall mean the closed web obtained by glueing v∗ on top of u, when such a construction
is possible (i.e. the number of free strands and orientations on the strands match).
u
v∗
(3.2.8)
In the same vein, by v∗1u1v∗2u2 we denote the following web.
u1
v∗2
u2
v∗1
(3.2.9)
To make the connection with the representation theory of Uq(sl3), we recall that a sign string
S = (s1, . . . , sn) corresponds to
VS = Vs1 ⊗ · · · ⊗ Vsn,
where V+ is the fundamental representation and V− its dual. The latter is also isomorphic to V+ ∧
V+, a fact which we will need later on. Both V+ and V− have dimension three. Khovanov and
Kuperberg [57] use a particular basis for V+, denoted {e+1 , e+2 , e+3 }, and also one for V−, denoted
{e−1 , e
−
2 , e
−
3 }. In this interpretation, webs correspond to intertwiners and
WS ∼= Inv(VS).
Therefore, the elements of BS give a basis of Inv(VS). However, this basis is not equal to the usual
tensor basis. In Theorem 2 of [57], Kuperberg and Khovanov prove an important result concerning
the change of basis matrix, which we will reproduce in Theorem 3.2.5.
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Kuperberg showed in [70] (see also [57]) that basis webs are indexed by closed weight lattice
paths in the dominant Weyl chamber of sl3. It is well-known that any path in the sl3-weight lattice
can be presented by a pair consisting of a sign string S = (s1, . . . , sn) and a state string J =
(j1, . . . , jn), with ji ∈ {−1, 0, 1} for all 1 ≤ i ≤ n. Given a pair (S, J) representing a closed
dominant path, a unique basis web (up to isotopy) is determined by a set of inductive rules called
the growth algorithm. We briefly recall the algorithm as described in [57]. In fact, the algorithm
can be applied to any path, but we will only use it for closed dominant paths.
Definition 3.2.1. (The growth algorithm) Given (S, J), a web wSJ is recursively generated by the
following rules.
(1) Initially, the web consists of n parallel strands whose orientations are given by the sign
string. If si = +, then the i-th strand is oriented upwards; if si = −, it is oriented down-
wards.
(2) The algorithm builds the web downwards. Suppose we have already applied the algorithm
k − 1 times. For the k-th step, do the following. If the bottom boundary string contains a
neighbouring pair of edges matching the top of one of the following webs (called H, arc and
Y respectively), then glue the corresponding H, arc or Y to the relevant bottom boundary
edges.
1
1
0
0
0
1
0
-1
0
0
-1
-1
1 -1
FIGURE 34. Top strands have different signs.
1 0
1
0 -1
-1
1 -1
0
FIGURE 35. Top strands have same sign.
These rules apply for any compatible orientation of the edges in the webs. Therefore, we have
drawn them without any specific orientations. Below, whenever we write down an equation involv-
ing webs without orientations, we mean that the equation holds for all possible orientations. For
future use, we will call the rules above the H, arc and Y-rule. The growth algorithm stops if no
further rules can be applied.
If (S, J) represents a closed dominant path, then the growth algorithm produces a basis web.
For example, the growth algorithm converts S = (+−+−+++) and J = (1, 1, 0, 0,−1, 0,−1)
into the following basis web.
1 1 0 0 -1 0 -1
++++-+ -
(3.2.10)
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In addition, the growth algorithm has an inverse, called the minimal cut path algorithm [57], which
we will not use here.
Following Khovanov and Kuperberg in [57], we define a flow f on a web w to be an oriented
subgraph that contains exactly two of the three edges incident to each trivalent vertex. The con-
nected components of the flow are called the flow lines. The orientation of the flow lines need not
agree with the orientation of w. Note that if w is closed, then each flow line is a closed cycle.
At the boundary, the flow lines can be represented by a state string J . By convention, at the i-th
boundary edge, we set ji = +1 if the flow line is oriented upward, ji = −1 if the flow line is
oriented downward and ji = 0 there is no flow line. The same convention determines a state for
each edge of w.
Remark 3.2.2. Every flow determines a unique 3-colouring of w, with colours −1, 0, 1, satisfying
the property that, for any trivalent vertex ofw, the colours of the three incident edges are all distinct.
These colourings are called admissible in [39].
Conversely, any such 3-colouring determines a unique flow on w. This correspondence deter-
mines a bijection between flows and admissible 3-colourings on w.
This remark will be important in Section 3.10 and in Section 3.11.
We will also say that any flow f that is compatible with a given state string J on the boundary of
w extends J .
Given a web with a flow, denoted wf , Khovanov and Kuperberg [57] attribute a weight to each
trivalent vertex and each arc in wf , as in Figures 3.2.11 and 3.2.12. The total weight of wf is by
definition the sum of the weights at all trivalent vertices and arcs.
wt=0 wt=0 wt=0 wt=-1 wt=-1 wt=-1
wt=0 wt=0 wt=1 wt=1 wt=1wt=0
(3.2.11)
wt=0 wt=-1 wt=-2 wt=0                     wt=1                      wt=2 
(3.2.12)
For example, the following web has weight −3.
(3.2.13)
We can extend the table in (3.2.11) and (3.2.12) to calculate weights determined by flows onH’s, so
that it becomes easier to compute the weight of wf when w is expressed using the growth algorithm
(Definition 3.2.1).
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Definition 3.2.3. [57] (Canonical flows on basis webs) Given a basis web w expressed using the
growth algorithm. We define the canonical flow on w by the following rules.
1
1
0
0
0
1
0
-1
0
0
-1
-1
1 -1
1 0
1
0 -1
-1
1 -1
0
wt=0 wt=0 wt=0 wt=0
wt=0 wt=0 wt=0
(3.2.14)
The canonical flow does not depend on the particular instance of the growth algorithm that we have
chosen to obtain w.
Observe that the definition of the canonical flows implies the following lemma.
Lemma 3.2.4. A basis web with the canonical flow has weight zero.
Given (S, J), let
eSJ = e
s1
j1
⊗ · · · ⊗ esnjn .
Khovanov and Kuperberg prove the following theorem (Theorem 2 in [57]), which will be impor-
tant for us in Section 3.11.
Theorem 3.2.5. (Khovanov-Kuperberg) Given (S, J), we have
wSJ = e
S
J +
∑
J ′<J
c(S, J, J ′)eSJ ′
for some coefficients c(S, J, J ′) ∈ N[q, q−1], where the state strings J and J ′ are ordered lexico-
graphically.
Remark 3.2.6. Khovanov and Kuperberg [57] show that BS is not equal to the dual canonical basis
of WS . This follows from the fact that c(S, J, J ′) 6∈ qN[q−1] in general. In their Section 8, they
give explicit counterexamples of elements w ∈ BS which admit non-canonical weight zero flows.
We note that the web w shown in Example 3.12.18 later in Section 3.12 is related to one of the
counterexamples of Khovanov and Kuperberg [57].
3.3. Basic definitions and background: Foams. In this section we review the category called
Foam3 of sl3-foams introduced by Khovanov in [51]. As a matter of fact, we will also need a
deformation of Khovanov’s original category, due to Gornik [39] in the context of matrix factor-
izations, and studied in [82] in the context of foams. Therefore, we introduce a parameter c ∈ C
in Foamc3, just as in [82], such that we get Khovanov’s original category for c = 0 and, for any
c 6= 0, the category Foamc3 is isomorphic to Gornik’s deformation (his original deformation was
for c = 1). A big difference between these two specializations is that Foamc3 is graded for c = 0
and filtered for any c 6= 0. In fact, for any c 6= 0, the associated graded category of Foamc3 is
isomorphic to Foam03.
We recall the following definitions as they appear in [82]. We note that the diagrams accompa-
nying these definitions are taken, also, from [82].
A pre-foam is a cobordism with singular arcs between two webs. A singular arc in a pre-foam U
is the set of points of U which have a neighborhood homeomorphic to the letter Y times an interval.
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Note that singular arcs are disjoint. Interpreted as morphisms, we read pre-foams from bottom to
top by convention. Thus, pre-foam composition consists of placing one pre-foam on top of the
other. The orientation of the singular arcs is, by convention, as in the diagrams below (called the
zip and the unzip respectively).
We allow pre-foams to have dots that can move freely about the facet on which they belong, but we
do not allow a dot to cross singular arcs.
By a foam, we mean a formal C-linear combination of isotopy classes of pre-foams modulo the
ideal generated by the set of relations ℓ = (3D,NC, S,Θ) and the closure relation, as described
below.
= c(3D)
= − − −(NC)
= = 0, = −1(S)
α
β
δ
=

1, (α, β, δ) = (1, 2, 0) or a cyclic permutation,
−1, (α, β, δ) = (2, 1, 0) or a cyclic permutation,
0, else.
(Θ)
The closure relation, i.e. any C-linear combination of foams with the same bound-
ary, is equal to zero if and only if any way of capping off these foams with a common
foam yields a C-linear combination of closed foams whose evaluation is zero.
The relations in ℓ imply the following identities (for detailed proofs see [51]).
= −(Bamboo)
= −(RD)
= 0(Bubble)
= −(DR)
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= − −(SqR)
+ + = 0
+ + = 0
= c
(Dot Migration)
Definition 3.3.1. For any c ∈ C, let Foamc3 be the category whose objects are webs Γ lying inside
a horizontal strip in R2, which is bounded by the lines y = 0, 1 containing the boundary points of
Γ. The morphisms of Foamc3 are C-linear combinations of foams lying inside the horizontal strip
bounded by y = 0, 1 times the unit interval. We require that the vertical boundary of each foam is
a set (possibly empty) of vertical lines.
The q-grading of a foam U is defined as
q(U) = χ(∂U)− 2χ(U) + 2d+ b,
where χ denotes the Euler characteristic, d is the number of dots on U and b is the number of
vertical boundary components. This makes Foam03 into a graded category. For any c 6= 0, this
makes Foamc3 into a filtered category, whose associated graded category is isomorphic to Foam03.
Definition 3.3.2. [51] (Foam homology) Given a web w the foam homology of w is the complex
vector space, F c(w), spanned by all foams
U : ∅ → w
in Foamc3.
The complex vector space F c(w) is filtered/graded by the q-grading on foams and has rank 〈w〉,
where 〈w〉 is the Kuperberg bracket computed recursively by the rules below.
(1)
〈
w ∐
〉
= [3]〈w〉.
(2) 〈 〉 = [2]〈 〉.
(3)
〈 〉
=
〈 〉
+
〈 〉
.
The relations above correspond to the decomposition of F c(w) into direct summands. The idem-
potents corresponding to these direct summands are the terms on the r.h.s. of the relations (NC),
(DR) and (SqR), respectively. For any c 6= 0, the complex vector space F c(w) is filtered and its
associated graded vector space is F0(w). See [51], [82] for details.
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Remark 3.3.3. Given u, v ∈ BS , the observations above and Theorem 3.2.5 show that there exists
a homogeneous basis of F0(u∗v) parametrised by the flows on u∗v. We have, in fact, constructed
such a basis, but it is not unique. See Section 3.12. There is also no “preferred choice”, unless one
requires the basis to have other nice properties, e.g. in the sl2 case, Brundan and Stroppel prove
that there is a cellular basis of Hn (in fact, it is also graded cellular 4.7.3). The construction of a
“good” basis of the sl3 web algebra KS (and similarly for Gornik’s deformation GS) is still work
in progress and will, hopefully, be the contents of a paper. Although we do not need such a “good”
basis here, it is important that the reader keep this remark in mind while reading Section 3.11.
3.4. Basic definitions and background: Quantum 2-algebras.
3.4.1. The quantum general and special linear algebras. First we recall the quantum general and
special linear algebras. Most parts in this section are copied from section two and three in [79].
Note that, in contrast to [79], we work over C(q) instead of Q(q).
The gln-weight lattice is isomorphic to Zn. Let ǫi = (0, . . . , 1, . . . , 0) ∈ Zn, with 1 being on the
i-th coordinate, and αi = ǫi − ǫi+1 = (0, . . . , 1,−1, . . . , 0) ∈ Zn, for i = 1, . . . , n− 1. Recall that
the Euclidean inner product on Zn is defined by (ǫi, ǫj) = δi,j .
Definition 3.4.1. For n ∈ N>1 the quantum general linear algebra Uq(gln) is the associative unital
C(q)-algebra generated by Ki and K−1i , for 1, . . . , n, and E±i (beware that some authors use Fi
instead of E−i), for i = 1, . . . , n− 1, subject to the relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
EiE−j − E−jEi = δi,j
KiK
−1
i+1 −K
−1
i Ki+1
q − q−1
,
KiE±j = q±(ǫi,αj)E±jKi,
E2±iE±j − (q + q
−1)E±iE±jE±i + E±jE2±i = 0, if |i− j| = 1,
E±iE±j −E±jE±i = 0, else.
Definition 3.4.2. For n ∈ N>1 the quantum special linear algebra Uq(sln) ⊆ Uq(gln) is the unital
C(q)-subalgebra generated by KiK−1i+1 and E±i, for i = 1, . . . , n− 1.
Recall that the Uq(sln)-weight lattice is isomorphic to Zn−1. Suppose that V is a Uq(gln)-weight
representation with weights λ = (λ1, . . . , λn) ∈ Zn, i.e.
V ∼=
⊕
λ
Vλ,
and Ki acts as multiplication by qλi on Vλ. Then V is also a Uq(sln)-weight representation with
weights λ = (λ1, . . . , λn−1) ∈ Zn−1 such that λj = λj − λj+1 for j = 1, . . . , n− 1.
Conversely, given a Uq(sln)-weight representation with weights µ = (µ1, . . . , µn−1), there is not
a unique choice of Uq(gln)-action on V . We can fix this by choosing the action of K1, · · · , Kn. In
terms of weights, this corresponds to the observation that, for any d ∈ Z, the equations
λi − λi+1 = µi,(3.4.1)
n∑
i=1
λi = d,(3.4.2)
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determine λ = (λ1, . . . , λn) uniquely, if there exists a solution to (3.4.1) and (3.4.2) at all. To fix
notation, we define the map φn,d : Zn−1 → Zn ∪ {∗} by
φn,d(µ) = λ,
if (3.4.1) and (3.4.2) have a solution, and we put φn,d(µ) = ∗ otherwise.
Note that Uq(gln) and Uq(sln) are both Hopf algebras, which implies that the tensor product of
two of their representations is a representation again.
Both Uq(gln) and Uq(sln) have plenty of non-weight representations, but we will not discuss
them here. Therefore we can restrict our attention to the Beilinson-Lusztig-MacPherson [11] idem-
potent version of these quantum groups, denoted U˙(gln) and U˙(sln) respectively. It is worth noting,
as explained in (f) of Example 4.1.6, that such algebras can be seen as 1-categories.
To understand their definition, recall that Ki acts as qλi on the λ-weight space of any weight
representation. For each λ ∈ Zn adjoin an idempotent 1λ to Uq(gln) and add the relations
1λ1µ = δλ,ν1λ,
E±i1λ = 1λ±αiE±i,
Ki1λ = q
λi1λ.
Definition 3.4.3. The idempotented quantum general linear algebra is defined by
U˙(gln) =
⊕
λ,µ∈Zn
1λUq(gln)1µ.
Let I = {1, 2, . . . , n − 1}. In the sequel we use signed sequences i = (α1i1, . . . , αmim), for any
m ∈ N, αj ∈ {±1} and ij ∈ I . We denote the set of signed sequences by SiSeq.
For such an i = (α1i1, . . . , αn−1in−1) we define
Ei = Eα1i1 · · ·Eαn−1in−1
and we define iΛ ∈ Zn to be the n-tuple such that
Ei1µ = 1µ+iΛEi.
Similarly, for Uq(sln), adjoin an idempotent 1µ for each µ ∈ Zn−1 and add the relations
1µ1ν = δµ,ν1λ,
E±i1µ = 1µ±αiE±i, with αi = αi − αi+1,
KiK
−1
i+11µ = q
µi1µ.
Definition 3.4.4. The idempotented quantum special linear algebra is defined by
U˙(sln) =
⊕
µ,ν∈Zn−1
1µUq(sln)1ν .
Note that U˙(gln) and U˙(sln) are both non-unital algebras, because their units would have to be
equal to the infinite sum of all their idempotents.
Furthermore, the only Uq(gln) and Uq(sln)-representations which factor through U˙(gln) and
U˙(sln) respectively are the weight representations. Finally, note that there is no embedding of
U˙(sln) into U˙(gln), because there is no embedding of the sln-weights into the gln-weights.
93
Finally, recall the integral forms of these quantum algebras. For each i = 1, . . . , n− 1 and each
a ∈ N, define the divided power
E
(a)
±i =
Ea±i
[a]!
.
Definition 3.4.5. Let U˙Z(gln) ⊂ U˙(gln) and U˙Z(sln) ⊂ U˙(sln) be the Z[q, q−1]-subalgebras gen-
erated by the divided powers E(a)±i 1λ.
3.4.2. The q-Schur algebra. Let d ∈ N and let V be the natural n-dimensional representation of
Uq(gln). Define
Λ(n, d) = {λ ∈ Nn |
n∑
i=1
λi = d} and
Λ+(n, d) = {λ ∈ Λ(n, d) | d ≥ λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0}.
Recall that the weights in V ⊗d are precisely the elements of Λ(n, d), and that the highest weights
are the elements of Λ+(n, d). The highest weights correspond exactly to the irreducibles Vλ that
show up in the decomposition of V ⊗d.
We can define the q-Schur algebra as follows.
Definition 3.4.6. The q-Schur algebra Sq(n, d) is the image of the representation ψn,d defined by
ψn,d : Uq(gln)→ EndC(V
⊗d).
Recall that for λ ∈ Λ+(n, d), the Uq(gln)-action on Vλ factors through the projection given by
ψn,d : Uq(gln) → Sq(n, d). This way we obtain all irreducible representations of Sq(n, d). Note
that this also implies that all representations of Sq(n, d) have a weight decomposition. As a matter
of fact, it is well-known that
Sq(n, d) ∼=
∏
λ∈Λ+(n,d)
EndC(Vλ).
Therefore Sq(n, d) is a finite dimensional, semisimple, unital algebra and its dimension is equal to∑
λ∈Λ+(n,d)
dim(Vλ)
2 =
(
n2 + d− 1
d
)
.
Since V ⊗d is a weight representation, ψn,d gives rise to a homomorphism U˙(gln) → Sq(n, d), for
which we use the same notation. This map is still surjective and Doty and Giaquinto, in Theorem
2.4 of [31], showed that the kernel of ψn,d is equal to the ideal generated by all idempotents 1λ such
that λ 6∈ Λ(n, d). Clearly the kernel of ψn,d is isomorphic to Sq(n, d). By the above observations,
we see that Sq(n, d) has a Serre presentation. As a matter of fact, by Corollary 4.3.2 in [25], this
presentation is simpler than that of U˙(gln), i.e. one does not need to impose the last two Serre
relations, involving cubical terms, because they are implied by the other relations and the finite
dimensionality.
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Lemma 3.4.7. Sq(n, d) is isomorphic to the associative, unital C(q)-algebra generated by 1λ, for
λ ∈ Λ(n, d), and E±i, for i = 1, . . . , n− 1, subject to the relations
1λ1µ = δλ,µ1λ,(3.4.3) ∑
λ∈Λ(n,d)
1λ = 1,(3.4.4)
E±i1λ = 1λ±αiE±i, with αi = ǫi − ǫi+1 = (0, . . . , 1,−1, . . . , 0),(3.4.5)
EiE−j − E−jEi = δij
∑
λ∈Λ(n,d)
[λi]1λ.(3.4.6)
We use the convention that 1µX1λ = 0, if µ or λ is not contained in Λ(n, d). Again [a] denotes the
q-integer from before.
Although there is no embedding of U˙(sln) into U˙(gln), the projection
ψn,d : Uq(gln)→ Sq(n, d)
can be restricted to Uq(sln) and is still surjective. This gives rise to the surjection
ψn,d : U˙(sln)→ Sq(n, d),
defined by
(3.4.7) ψn,d(E±i1λ) = E±i1φn,d(λ),
where φn,d was defined below equations (3.4.1) and (3.4.2). By convention we put 1∗ = 0.
Just for completeness, let us also recall the integral form of the q-Schur algebra.
Definition 3.4.8. Define SZq (n, d) ⊂ Sq(n, d) to be the Z[q, q−1]-subalgebra generated by the di-
vided powers E(a)±i 1λ.
3.4.3. The general and special quantum 2-algebras. We note that a lot of this section is copied
from [79]. The reader can find even more details there.
Let U(sln) be Khovanov and Lauda’s [60] diagrammatic categorification of U˙(sln). It is worth
noting, as explained in (f) of Example 4.1.6, that such a categorification has to be a 2-category.
In [79] it was shown that there is a quotient 2-category of U(sln), denoted S(n, n), which cate-
gorifies Sq(n, n). Note that “categorifies” should be in the sense of Section 4.3.
We recall the definition of these categorified quantum algebras and some notions from above.
As before, let I = {1, 2, . . . , n − 1}. Again, we use signed sequences i = (α1i1, . . . , αmim),
for any m ∈ N, αj ∈ {±1} and ij ∈ I , and the set of signed sequences is denoted SiSeq. For
i = (α1i1, . . . , αmim) ∈ SiSeq we define iΛ = α1(i1)Λ + · · ·+ αm(im)Λ, where
(ij)Λ = (0, 0, . . . , 1,−1, 0 . . . , 0),
such that the vector starts with ij − 1 and ends with k− 1− ij zeros. We also define the symmetric
Z-valued bilinear form on C[I] by i · i = 2, i · (i+ 1) = −1 and i · j = 0, for |i − j| > 1. Recall
that λi = λi − λi+1.
We first recall the definition, given in [79], of the 2-category which conjecturally categorifies
U˙(gln). It is a straightforward adaptation of Khovanov and Lauda’s U(sln).
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Definition 3.4.9. U(gln) is an additive C-linear 2-category. The 2-category U(gln) consists of
• Objects are λ ∈ Zn.
The hom-category U(gln)(λ, λ′) between two objects λ, λ′ is an additiveC-linear category consist-
ing of the following.
• Objects8 of U(gln)(λ, λ′), i.e. a 1-morphism in U(gln) from λ to λ′, is a formal finite direct
sum of 1-morphisms
Ei1λ{t} = 1λ′Ei1λ{t} = Eα1i1 · · · Eαmim1λ{t}
for any t ∈ Z and signed sequence i ∈ SiSeq such that λ′ = λ+ iΛ and λ, λ′ ∈ Zn.
• Morphisms of U(gln)(λ, λ′), i.e. for 1-morphisms Ei1λ{t} and Ej1λ{t′} in U(gln), the hom
sets U(gln)(Ei1λ{t}, Ej1λ{t′}) of U(gln)(λ, λ′) are graded C-vector spaces given by linear
combinations of degree t− t′ diagrams, modulo certain relations, built from composites of
the following.
(i) Degree zero identity 2-morphisms 1x for each 1-morphism x in U(gln); the identity
2-morphisms 1E+i1λ{t} and 1E−i1λ{t}, for i ∈ I , are represented graphically by
1E+i1λ{t} 1E−i1λ{t}
λ+ iΛ
i
i
λ λ− iΛ
i
i
λ,
deg 0 deg 0
for any λ+ iΛ ∈ Zn and any λ− iΛ ∈ Zn, respectively.
More generally, for a signed sequence i = (α1i1, α2i2, . . . αmim), the identity 1Ei1λ{t}
2-morphism is represented as
λ+ iΛ
i1
i1
i2
i2
· · ·
im
im
λ,
where the strand labelled ik is oriented up if αk = + and oriented down if αk = −.
We will often place labels with no sign on the side of a strand and omit the labels at
the top and bottom. The signs can be recovered from the orientations on the strands.
(ii) Recall that − · − is the bilinear form from above. For each λ ∈ Zn the 2-morphisms
Notation:
i,λ i,λ i,j,λ i,j,λ
2-morphism:
i
λλ+iΛ
i
λ λ+iΛ
i j
λ
i j
λ
Degree: i · i i · i −i · j −i · j
8We refer to objects of the category U(gln)(λ, λ′) as 1-morphisms of U(gln). Likewise, the morphisms of
U(gln)(λ, λ
′) are called 2-morphisms in U(gln). Compare to Section 4.1.
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Notation:
i,λ i,λ i,λ i,λ
2-morphism:
i
λ
i
λ
i
λ
i
λ
Degree: 1− λi 1 + λi 1 + λi 1− λi
• Bi-adjointness and cyclicity are shown below.
(i) 1λ+iΛE+i1λ and 1λE−i1λ+iΛ are bi-adjoint, up to grading shifts:
(3.4.8)
λ+iΛ
λ
=
i
λλ+iΛ
λ
λ+iΛ
=
i
λ λ+iΛ
(3.4.9)
λ+iΛ
λ
=
i
λλ+iΛ
λ
λ+iΛ
=
i
λ λ+iΛ
(ii)
(3.4.10)
λ+iΛ
λ
=
i
λ λ+iΛ =
λ
λ+iΛ
(iii) All 2-morphisms are cyclic with respect to the above bi-adjoint structure. This is en-
sured by the relations (3.4.10), and, for arbitrary i, j, the relations
(3.4.11)
ji
j i
λ =
i j
λ =
ij
i j
λ .
Note that we can take either the first or the last diagram above as the definition of the
up-side-down crossing. The cyclic condition on 2-morphisms, expressed by (3.4.10)
and (3.4.11), ensures that diagrams related by isotopy represent the same 2-morphism
in U(gln).
It will be convenient to introduce degree zero 2-morphisms as shown below.
(3.4.12)
i
j
λ =
ji
j i
λ =
ij
i j
λ
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(3.4.13) λ
i
j
=
ji
j i
λ =
ij
i j
λ ,
where the second equality in (3.4.12) and (3.4.13) follow from (3.4.11).
(iv) All dotted bubbles of negative degree are zero. That is,
(3.4.14)
m
i λ = 0, if m < λi − 1,
m
i λ = 0, if m < −λi − 1
for all m ∈ Z+, where a dot carrying a label m denotes the m-fold iterated vertical
composite of
i,λ
or
i,λ
depending on the orientation. A dotted bubble of degree zero
equals ±1 as illustrated below.
(3.4.15)
m
i λ = (−1)λi+1, for λi ≥ 1,
m
i λ = (−1)λi+1−1, for λi ≤ −1.
(v) For the following relations we employ the convention that all summations are increas-
ing, so that a summation of the form
∑m
f=0 is zero if m < 0.
i λ = −
−λi∑
f=0 i
−λi−f
λi−1+f
i λ and λ i =
λi∑
g=0 −λi−1+g
i λ
i
λi−g
(3.4.16)
(3.4.17)
i
λ
i
λ =
i i
λ −
λi−1∑
f=0
f∑
g=0
λ
λi−1−f
−λi−1+gf−g
i
and
i
λ
i
λ =
i i
λ −
−λi−1∑
f=0
f∑
g=0
−λi−1−f
λ
λi−1+gf−g
i
for all λ ∈ Zn (see (3.4.12) and (3.4.13) for the definition of sideways crossings).
Notice that for some values of λ the dotted bubbles appearing above have negative
labels. A composite of
i,λ
or
i,λ
with itself a negative number of times does not
make sense. These dotted bubbles with negative labels, called fake bubbles, are formal
symbols inductively defined by the equation
(3.4.18)
(
i λ
−λi−1
t0 + · · ·+
i λ
−λi−1+r
tr + · · ·
)(
i λ
λi−1
t0 + · · ·+
i λ
λi−1+r
tr + · · ·
)
= −1
and the additional condition
i λ
−1
= (−1)λi+1 and
i λ
−1
= (−1)λi+1−1, if λi = 0.
Although the labels are negative for fake bubbles, one can check that the overall degree
of each fake bubble is still positive, so that these fake bubbles do not violate the pos-
itivity of dotted bubble axiom. The above equation, called the infinite Grassmannian
relation, remains valid even in high degree when most of the bubbles involved are not
fake bubbles.
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(vi) NilHecke relations are the following.
(3.4.19)
i i
λ = 0,
i i i
λ =
i i i
λ
(3.4.20)
i i
λ =
i i
λ −
i i
λ =
i i
λ −
i i
λ.
• For i 6= j:
(3.4.21)
i j
λ =
i j
λ and
i j
λ =
i j
λ
• (i) For i 6= j:
(3.4.22)
i j
λ =

i j
λ, if i · j = 0,
(i− j)
(
i j
λ−
i j
λ
)
, if i · j = −1.
Notice that (i − j) is just a sign, which takes into account the standard orientation of
the Dynkin diagram.
(3.4.23)
i j
λ =
i j
λ and
i j
λ =
i j
λ.
(ii) Unless i = k and i · j = −1:
(3.4.24)
i j k
λ =
i j k
λ
(iii) For i · j = −1:
(3.4.25)
i j i
λ−
i j i
λ = (i− j)
i j i
λ.
• The additive, linear composition functor U(gln)(λ, λ′) × U(gln)(λ′, λ′′) → U(gln)(λ, λ′′)
is given on 1-morphisms of U(gln) by
(3.4.26) Ej1λ′{t′} × Ei1λ{t} 7→ Eji1λ{t+ t′}
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for iΛ = λ− λ′, and on 2-morphisms of U(gln) by juxtaposition of diagrams, e.g.λ λ′
×
λ′ λ′′
 7→ λ λ′′.
This concludes the definition of U(gln).
Note that for two 1-morphisms x and y in U(gln) the 2-hom-space HomU(gln)(x, y) only contains
2-morphisms of degree zero and is therefore finite dimensional. Following Khovanov and Lauda
we introduce the graded 2-hom-space
HOMU(gln)(x, y) =
⊕
t∈Z
HomU(gln)(x{t}, y),
which is infinite dimensional. We also define the 2-category U(gln)∗ which has the same objects
and 1-morphisms as U(gln), but for two 1-morphisms x and y the vector space of 2-morphisms is
defined by
(3.4.27) U(gln)∗(x, y) = HOMU(gln)(x, y).
Note that U(sln) is defined just as U(gln), but labelling all the regions of the diagrams with sln-
weights, i.e. elements of Zn−1. One also has to renormalise the signs of the left cups and caps, so
that the bubble relations all become dependent on the sln-weights. For more details, see [79].
3.4.4. The q-Schur 2-algebra. The categorification (in the sense of Section 4.3) of Sq(n, n) is now
obtained from U(gln) by taking a quotient.
Definition 3.4.10. The 2-category S(n, n) is the quotient of U(gln) by the ideal generated by all
2-morphisms containing a region with a label not in Λ(n, n).
We remark that we only put real bubbles, whose interior has a label outside Λ(n, n), equal to
zero. To see what happens to a fake bubble, one first has to write it in terms of real bubbles with
the opposite orientation using the infinite Grassmannian relation (3.4.18).
A main result of [79], given in Theorem 7.11 in that paper, is the following.
Theorem 3.4.11. Let K⊕0 (S˙(n, n)) denote the split Grothendieck group of the Karoubi envelope of
S(n, n). The Z[q, q−1]-linear map
γS : S
Z
q (n, n)→ K
⊕
0 (S˙(n, n)),
determined by
γS(Ei1λ) = [Ei1λ]
is an isomorphism of algebras.
Recall also (see Definition 4.1 in [79]) that there is an essentially surjective and full additive
2-functor
Ψn,n : U(sln)→ S(n, n),
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whose precise definition is not relevant here. Up to signs related to cups and caps, it is obtained by
mapping any string diagram to itself and applying φn,n to the labels of the regions. By convention,
any diagram with a region labelled ∗ is taken to be zero. It is important to note that
K⊕0 (Ψn,n) : K
⊕
0 (U˙(sln))⊗Z[q,q−1] C(q)→ K
⊕
0 (S˙(n, n))⊗Z[q,q−1] C(q)
corresponds to the aforementioned surjective homomorphism
ψn,n : U˙(sln)→ Sq(n, n).
3.4.5. The cyclotomic KLR-algebras. In this subsection, we recall the definition of the cyclotomic
KLR-algebras, due to Khovanov and Lauda [58], [59] and, independently, to Rouquier [100]. We
also recall two important results about them.
Fix ν ∈ Z≤0[I]. Let Seq(ν) be the set of all sequences i = (−i1,−i2, · · · ,−im), such that ik ∈ I
for each k and νj = #{k | ik = j}.
Definition 3.4.12. For any i, j ∈ Seq(ν) and any gln-weight λ ∈ Zn, let
iR(ν)j ⊂ EndU(gln)(Ej1λ, Ei1λ)
be the subalgebra containing only diagrams which are oriented downwards. So, only strands ori-
ented downwards with dots and crossings are allowed. No strands oriented upwards, no cups and
no caps. The relations in U(gln) involving only downward strands do not depend on λ. Therefore,
the definition above makes sense. In [58], the authors do not label the regions of the diagrams.
Then R(ν) is defined as
R(ν) =
⊕
i,j∈Seq(ν)
iR(ν)j.
The ring R is defined as
R =
⊕
ν∈Z≤0[I]
R(ν).
As remarked above, the definition of R(ν) does not depend on λ. However, when we use a
particular λ, we will write R(ν)1λ.
Note that R(ν) is unital, whereas R has infinitely many idempotents.
Let R(ν)-pModgr be the category of graded, finitely-generated, projective R(ν)-modules and
define
R-pModgr =
⊕
ν∈Z≤0[I]
R(ν)-pModgr.
In Proposition 3.18 in [58], Khovanov and Lauda showed that R-pModgr categorifies the nega-
tive half of U˙(sln) and R(ν)-pModgr categorifies the ν-root space.
We can now recall the definition of the cyclotomic KLR-algebras. The reader can find more
details in [58] or [100], for example.
Definition 3.4.13. Choose a dominant U˙(gln)-weight λ ∈ Λ(n, n)+. Let R(ν;λ) be the quotient
algebra of R(ν)1λ by the ideal generated by all diagrams of the form
   
  
  
  



i1 i2 i3 im
λm
λ .
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Define
Rλ =
⊕
ν∈Z≤0[I]
R(ν;λ).
Recall that λm = λm − λm+1, the m-th entry of the sln-weight corresponding to λ.
Note that we mod out by relations involving dots on the last strand, rather than the first strand as
in [58]. This is to make the definition compatible with the other definitions in Section 3.
It turns out that Rλ is a finite dimensional, unital algebra. Let Rλ-pModgr be its category of
finite dimensional, graded, projective modules and let K⊕0 (Rλ) = K⊕0 (Rλ-pModgr) be the split
Grothendieck group of that category.
There is a graded categorical action (in the sense of Section 4.4) of U(sln) on Rλ-pModgr and
Brundan and Kleshchev [17] (see also [46], [73], [115] and [117]) proved a conjecture by Khovanov
and Lauda, i.e. the following holds.
Theorem 3.4.14. We have
K⊕0 (Rλ) ∼= V
Z
λ
as U˙Z(sln)-modules. Here V Zλ is the irreducible U˙Z(sln)-module with highest weight λ.
Rouquier’s showed that, in a certain sense, Rλ is the universal categorification of Vλ. For a proof
of the following result, see Lemma 5.4, Proposition 5.6 and Corollary 5.7 in [100].
Proposition 3.4.15. Let V be any additive idempotent complete category, which allows an inte-
grable graded categorical action by U(sln) (for the precise definition see [100]). Suppose Vh is a
highest weight object in V , i.e an object that is killed by E+i, for all i ∈ I , and EndV(Vh) ∼= C.
Suppose also that any object in V is a direct summand of XVh, for some object X ∈ U(sln). Then
there exists an equivalence of categorical U(sln)-representations
Φ: Rλ-pModgr → V.
There are some subtle differences between Rouquier’s approach to categorification and Kho-
vanov and Lauda’s, compare to Section 4.4. However, Proposition 3.4.15 holds in both set-ups, as
already remarked by Webster in Section 1.4 in [117].
The proof of Proposition 3.4.15 consists of Rouquier’s remarks in Section 5.1.2 and of the con-
tents of his proofs of Lemma 5.4 and Proposition 5.6 in [100], which only rely on the assumptions
in the statement of our Proposition 3.4.15 and the fact that E+i and E−i are bi-adjoint in U(sln), for
any i ∈ I .
The precise definition of the units and the counits, i.e. the cups and the caps, is not relevant for
the validity of the proof. Note that we have included the hypothesis
EndV(Vh) ∼= C
in Proposition 3.4.15, which is not one of Rouquier’s assumptions. There are categorifications
of Vλ without that property, see Conjecture 7.16 in [79] for example. However, in order to get a
categorification which is really equivalent to Rλ-pModgr, i.e. with hom-spaces of the same graded
dimension, one needs to add that assumption because it holds in the latter category.
We do not need the precise definition of Φ here. In order to contain the length of this thesis
within reasonable boundaries, we will not explain it here.
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3.5. The sl3 web algebra WcS . For the rest of this section, let S be a fixed sign string of length n.
We are going to define the web algebraWcS .
Definition 3.5.1. (Web algebra) For u, v ∈ BS , we define
uW
c
v = F
c(u∗v){n},
where {n} denotes a grading shift upwards in degree by n.
The web algebra WcS is defined by
WcS =
⊕
u,v∈BS
uW
c
v .
The multiplication on WcS is defined by taking
uW
c
v1
⊗ v2W
c
w → uW
c
w
to be zero, if v1 6= v2, and by the map to be defined in Definition 3.5.3, if v1 = v2 = v.
Remark 3.5.2. In Proposition 3.5.6 we prove that the multiplication foam always has degree n, so
the degree shift in the definition above makesW0S into a graded algebra and, for any c 6= 0, it makes
WcS into a filtered algebra.
Definition 3.5.3. (Multiplication of closed webs) The multiplication
uW
c
v ⊗ vW
c
w → uW
c
w
is induced by the multiplication foam
mu,v,w : u
∗vv∗w
Idu∗mvIdw−−−−−−→ u∗w,
where mv : vv∗ → Vertn, with Vertn being the web of n parallel oriented vertical line segments, is
defined by the following inductive algorithm.
(1) Express v using the growth algorithm, label each level of the growth algorithm starting from
zero. Then form vv∗.
(2) At the kth level in the growth algorithm, resolve the corresponding pair of arc, H or Y-rules
in v and v∗ by applying the foams.
(3.5.1)
Note that at the last level in the growth algorithm of v, only pairs of arcs are present.
Example 3.5.4. Let w and v be the following webs.
w v(3.5.2)
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The multiplication foam mw,v,v is given by the following steps.
w∗
v
w∗
v∗
v
v
(3.5.3)
Proposition 3.5.5. The foam mv in Definition 3.5.3 only depends on the isotopy type of v.
Proof. We have to show that mv is independent of the way v is expressed using the growth al-
gorithm (Definition 3.2.1). Let G1 and G2 be two different expressions of v using the growth
algorithm. We have to compare G1 and G2 walking backwards in the growth algorithm. Note that
we only have to worry about two consecutive steps in the same region of v. Reordering steps in
“distant” regions of v corresponds to an isotopy which simply alters the height function on mv .
With these observations, the only possible remaining difference between the last two steps in G1
and G2 is the following.
(3.5.4)
If the last two steps in G1 and G2 are equal, we have to go further back in the growth algorithm. Be-
sides two-step differences of the same sort as above, we can encounter another one of the following
sort.
(3.5.5)
We have to check that the above two-step differences in G1 and G2 correspond to equivalent foams.
In the first case, the foams in the multiplication algorithm are given by
FIGURE 36. A possible local difference between mG1 and mG2 .
In the second case, we get
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.FIGURE 37. The other possible local difference between mG1 and mG2 .
The two foams in Figure 36 are isotopic - one foam can be produced from the other by sliding
the red singular arc over the saddle as illustrated below.
=(3.5.6)
The two foams in Figure 37 are also isotopic - one foam can be produced from the other by moving
the red singular arc to the right or to the left as illustrated below.
=
(3.5.7)
The cases above are the only possible ones, so their verification provides the proof. 
Proposition 3.5.6. The foam mv has q-grading n.
Proof. We proceed by backward induction on the level of the growth algorithm expressing v. At
the final level of the growth algorithm, the only possible rule is the arc rule. Resolving a corre-
sponding pair of arcs in v and v∗ results in two new vertical strands and is obtained by a saddle
point cobordism, which has q-grading 2.
Let nk be the number of vertical strands and mkv be the foam after resolving the last k rules in
the growth algorithm of v. Suppose that nk is equal to the q-degree of mkv . In the next step of the
multiplication we can have three cases.
(1) The resolution of a pair of arc rules. In this case we have nk+1 = nk + 2 and mk+1v is
obtained from mkv by adding a saddle, which adds 2 to the q-grading.
(2) The resolution of a pair of Y rules. In this case we have nk+1 = nk+1 and mk+1v is obtained
from mkv by adding an unzip, which adds 1 to the q-grading.
(3) The resolution of a pair of H rules. In this case we have nk+1 = nk and mk+1v is obtained
from mkv by adding a square foam, which adds 0 to the q-grading.

There is a useful alternative definition of WcS , which we give below. As a service to the reader,
we state it as a lemma and prove that it really is equivalent to our definition above. Both definitions
have their advantages and disadvantages, so it is worthwhile to catalogue both in this thesis.
Lemma 3.5.7. For any c ∈ C and any u, v ∈ BS , we have a grading preserving isomorphism
Foamc3(u, v) ∼= uWcv .
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Using this isomorphism, the multiplication
uW
c
v ⊗ v′W
c
w → uW
c
w
corresponds to the composition
Foamc3(u, v)⊗ Foamc3(v′, w)→ Foamc3(u, w),
if v = v′, and is zero otherwise.
Proof. The isomorphism of the first claim is sketched in the following figure.
v∗
v∗
v
v
The proof of the second claim follows from analysing what the isomorphism does to the resolution
of a pair of arc, Y or H-rules in the multiplication foam. This is done below.
f2
f1f1 f2
f2
f1
f1
f2
f2
f1
f1
f2

Note that Lemma 3.5.7 implies that WcS is associative and unital, something that is not imme-
diately clear from Definition 3.5.1. For any u ∈ BS , the identity 1u ∈ Foamc3(u, u) defines an
idempotent. We have
1 =
∑
u∈BS
1u ∈ W
c
S.
Alternatively, one can see WcS as a category whose objects are the elements in BS such that the
module of morphisms between u ∈ BS and v ∈ BS is given by Foamc3(u, v). In this thesis we will
mostly see WcS as an algebra, but will sometimes refer to the category point of view.
In this thesis, we will studyWcS for two special values of c ∈ C.
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Definition 3.5.8. Let KS and GS be the complex algebras obtained from WcS by setting c = 0 and
c = 1, respectively. We call them Khovanov’s web algebra and Gornik’s web algebra, respectively,
to distinguish them throughout Section 3.
Note that GS is a filtered algebra. Its associated graded algebra is KS. By Lemma 3.5.7, both KS
and GS are finite dimensional, unital, associative algebras. They also have similar decompositions
as shown below.
KS =
⊕
u,v∈BS
uKv , GS =
⊕
u,v∈BS
uGv.
We now recall the definition of complex, graded and filtered Frobenius algebras. Let A be a finite
dimensional, graded, complex algebra and let homC(A,C) be the complex vector space of grading
preserving maps. The dual of A is defined by
A∨ =
⊕
n∈Z
homC(A,C{n}),
where {n} denotes an upward degree shift of size n. Note that A∨ is also a graded module, such
that
(3.5.8) (A∨)i = (A−i)∨,
for any i ∈ Z. Then A is called a graded, symmetric Frobenius algebra of Gorenstein parameter ℓ,
if there exists an isomorphism of graded (A,A)-bimodules
A∨ ∼= A{−ℓ}.
If A is a complex, finite dimensional, filtered algebra, let homC(A,C) be the complex vector space
of filtration preserving maps. The dual of A is defined by
A∨ =
⊕
n∈Z
homC(A,C{n}),
where {n} denotes an upward suspension of size n. Note that A∨ is also a filtered module, such
that
(3.5.9) (A∨)i = (A−i)∨,
for any i ∈ Z. Then A is called a filtered, symmetric Frobenius algebra of Gorenstein parameter ℓ,
if there exists an isomorphism of filtered (A,A)-bimodules
A∨ ∼= A{−ℓ}.
For more information on graded Frobenius algebras, see [114] and the references therein, for ex-
ample. We do not have a good reference for filtered Frobenius algebras, but it is a straightforward
generalisation of the graded case. We explain some basic results on the character theory of filtered
and graded, symmetric Frobenius algebras in Section 4.8.
Theorem 3.5.9. For any sign string S of length n, the algebraKS is a graded, symmetric Frobenius
algebra and GS is a filtered, symmetric Frobenius algebra, both of Gorenstein parameter 2n.
Proof. First, let c = 0. We take, by definition, the trace form
tr : KS → C
to be zero on uKv, when u 6= v ∈ BS . For any v ∈ BS , we define
tr : vKv → C
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by closing any foam fv with 1v, e.g. as pictured below.
1v
fv
v∗
v
Equivalently, in Foam03(v, v), closing fv by 1v,
fv
v∗
v
1v
v∗
v
gives
1v fv
The fact that the trace form is non-degenerate follows immediately from the closure relation in
Section 3.3.
The fact that tr(gf) = tr(fg) holds follows from sliding f around the closure until it appears on
the other side of g, e.g. as shown below.
1u 1v
f
g
= 1v 1u
g
f
Note that a closed foam can only have non-zero evaluation if it has degree zero. Therefore, for any
u ∈ BS and any two homogeneous elements f ∈ F0(u∗v) and g ∈ F0(v∗u), we have tr(fg) 6= 0
unless deg(f) = − deg(g). By the shift in
uKv = F
0(u∗v){n}
and by (3.5.8), this implies that the non-degenerate trace form on KS gives rise to a graded
(KS, KS)-bimodule isomorphism
(3.5.10) K∨S ∼= KS{−2n}.
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Now, let c = 1. Then the construction above also gives a non-degenerate bilinear form on GS .
Moreover, it induces a filtration preserving bijective C-linear map of filtered (GS, GS)-bimodules
(3.5.11) Gs{−2n} → G∨s .
The associated graded map is precisely the isomorphism in (3.5.10). By Proposition 4.8.3, this
implies that the map in (3.5.11) is a strict isomorphism of filtered (GS, GS)-bimodules. 
We now explain some of Gornik’s results, which are relevant for GS . Recall that R1u∗v is the
commutative ring associated to u∗v, generated by the edge variables of u∗v and mod out by the
ideal, which, for each trivalent vertex in u∗v, is generated by the relations
(3.5.12) x1 + x2 + x3 = 0, x1x2 + x1x3 + x2x3 = 0, x1x2x3 = 1,
where x1, x2 and x3 are the edge variables around the vertex. The algebra R1u∗v acts on uGv in such
a way that each edge variable corresponds to adding a dot on the incident facet. See [39], [51]
or [82] for the precise definition and more details.
In what follows, 3-colourings will always be assumed to be admissible and we therefore omit
the adjective. Theorem 3 in [39] proves the following.
Theorem 3.5.10. (Gornik) There is a complete set of orthogonal idempotents eT ∈ R1u∗v, indexed
by the 3-colourings T of u∗v. The number of 3-colourings of u∗v is exactly equal to dimq(uGv).
These idempotents are not filtration preserving, but as an R1u∗v-module (i.e. forgetting the filtra-
tion on uGv and its left uGu and right vGv-module structures) we have
uGv ∼=
⊕
T
CeT .
Let us have a closer look at Gorniks idempotents. First of all, in the proof of Theorem 3 in [39]
Gornik notes that for any edge i and any 3-colouring T of u∗v, we have
(3.5.13) xieT = ζTieT ∈ R1u∗v,
where ζ is a primitive third root of unity, xi is the edge variable and Ti the colour of the edge (see
(4) in [82] for this result in the context of foams).
Furthermore, a 3-colouring of u∗v actually corresponds to a pair of 3-colourings of u and v∗ that
match at the boundary. Of course, there is a bijective correspondence between 3-colourings of v
and v∗, so we see that a 3-colouring of u∗v corresponds to a matching pair of 3-colourings of u and
v. Recall that 3-colourings can be seen as flows.
Recall that uGv is a left uGu-module and a right vGv-module. Let T1 and T2 be a pair of matching
3-colourings of u and v, respectively, which together give a 3-colouring T of u∗v. Then the action
of eT on any f : u→ v can be written as
eT1feT2 .
To show that this notation really makes sense, define Gornik’s symmetric idempotent associated to
T1 as
eu,T1 = eT11ueT1 .
So we let the Gornik idempotent associated to the symmetric 3-colouring of u∗u, given by T1 both
on u and u∗, act on 1u. Then we have
eT1feT2 = eu,T1fev,T2 ,
where on the right-hand side we really mean composition.
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We immediately see that
eT11ueT2 = 0⇔ T1 6= T2
and
eT11ueT1eT21ueT2 = δ1,2eT11ueT1 and
∑
T
eT1ueT = 1u,
where the sum is over all 3-colourings of u. This shows that the eu,T , for all 3-colourings T of a
given u ∈ BS , are orthogonal idempotents in uGu. It also implies that
eT11ueT1 = eT11u = 1ueT1 ,
so it is enough to label just the source or just the target of 1u. For this purpose, we define R1u to be
“half” of R1u∗u, i.e. the subring which is only generated by the edge variables of u. To be precise,
we have
R1u∗u
∼= R1u ⊗S R
1
u,
where ⊗S indicates that we impose the relation x ⊗ 1 = 1 ⊗ x, for any x corresponding to a
boundary edge of u.
If u has no closed cycles, then all the 3-colourings of u∗u are symmetric, because they are
completely determined by the colours on the boundary of u. In that case
eT 7→ eu,T
defines an isomorphism of algebras R1u ∼= uGu. In particular, uGu is commutative. This is not true
in general, but we can prove the following.
Lemma 3.5.11. For any u ∈ BS , the map
x 7→ x1u
defines a strict embedding of filtered R1u-modules
ι : R1u → uGu.
In particular, we see that (R1u)0 ∼= Im(ι)0 ∼= C1u.
Proof. The map is clearly a homomorphism of filtered algebras.
The relations (Dot Migration) correspond precisely to the relations in R1u, because the only sin-
gular edges in 1u are the ones corresponding to the trivalent vertices of u. This shows that it is a
strict embedding. 
For any u ∈ BS, we define the graded ring
R0u = E(R
1
u).
This ring is the one which appears in Khovanov’s original paper [51]. In R0u we have the relations
(3.5.14) x1 + x2 + x3 = 0, x1x2 + x1x3 + x2x3 = 0, x1x2x3 = 0.
The reader should compare them to (3.5.12).
There are no analogues of the Gornik idempotents inR0u, but we do have an analogue of Lemma 3.5.11.
Lemma 3.5.12. For any u ∈ BS , the map
x 7→ x1u
defines an embedding of graded R0u-modules
E(ι) : R0u → uKu.
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In particular, we see that (R0u)0 ∼= Im(E(ι))0 ∼= C1u.
Another interesting consequence of Theorem 3.5.10 is the following.
Proposition 3.5.13. As a complex algebra, i.e. without taking the filtration into account, GS is
semisimple.
Proof. For any u ∈ BS and any 3-colouring T of u, define the projective GS-module
Pu,T = (GS)eu,T ,
where eu,T is Gornik’s symmetric idempotent in GS defined above. Theorem 3.5.10 and our subse-
quent analysis of Gornik’s idempotents show that the Pu,T form a complete set of indecomposable
projective GS-modules. Furthermore, we have
HomGS(Pu,T , Pv,T ′) ∼= eu,T (GS)ev,T ′ ∼=
{
C, if T and T ′ match at S,
{0}, else.
This shows that Pu,T ∼= Pv,T ′ if and only if T and T ′ match at the common boundary. It also shows
that if Pu,T 6∼= Pv,T ′ , then
HomGS(Pu,T , Pv,T ′) = HomGS(Pv,T ′ , Pu,T ) = {0}.
Finally, it shows that each Pu,T has only one composition factor, i.e. Pu,T is irreducible.
It is well-known that this implies that GS is semisimple; see Proposition 1.8.5 in [12] for exam-
ple. 
By Proposition 3.5.13, it is clear that for each u ∈ BS and each colouring T of u, the corre-
sponding block in GS is isomorphic to End(Pu,T ). In Section 3.6, we will determine the central
idempotents of GS .
3.6. The center of the web algebra and the cohomology ring of the Spaltenstein variety. For
the rest of this section (and the following two sections), choose arbitrary but fixed non-negative
integers n ≥ 2 and k ≤ n, such that d = 3k ≥ n. Let
Λ(n, d) =
{
µ ∈ Nn |
n∑
i=1
µi = d
}
be the set of compositions of d of length n. By Λ+(n, d) ⊂ Λ(n, d) we denote the subset of
partitions, i.e. all µ ∈ Λ(n, d) such that
µ1 ≥ µ2 ≥ . . . ≥ µn ≥ 0.
Also for the rest of this section (and the following two sections), choose an arbitrary but fixed sign
string S of length n. We associate to S a unique element µ = µS ∈ Λ(n, d), such that
µi =
{
1, if si = +,
2, if si = −.
Let Λ(n, d)1,2 ⊂ Λ(n, d) be the subset of compositions whose entries are all 1 or 2. For any sign
string S, we have µS ∈ Λ(n, d)1,2.
Let λ = (3k) ∈ Λ(n, d). Let Colλµ be the set of column strict tableaux of shape λ and type µ,
both of length n. It is well-known that there is a bijection between Colλµ and the tensor basis of
Vµ = Vµ1 ⊗ · · · ⊗ Vµn ,
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where V1 = V+ and V2 = V1 ∧ V1 ∼= V− (see Section 3 in [89], for example). However, we are
interested in tensors as summands in the decomposition of elements in BS . Therefore, we prove
Proposition 3.7.2 in Section 3.7. The reader, who is not interested in the details of the proof of
this proposition, can choose to skip Section 3.7 at a first reading and just read the statement of the
proposition.
3.7. Tableaux and flows. Let pS be the number of positive entries and nS the number of negative
entries of S. By definition, we have that d = pS + 2nS . The key idea in this section is to reduce all
proofs to the case where nS = 0.
Definition 3.7.1. Fix any state string J of length n, we define a new state string Jˆ of length d by
the following algorithm.
(1) Let 0Jˆ be the empty string.
(2) For 1 ≤ i ≤ n, let iJˆ be the result of concatenating ji to i−1Jˆ if µi = 1. If µi = 2 then
(a) concatenate (1, 0) to i−1Jˆ if ji = 1.
(b) concatenate (0,−1) to i−1Jˆ if ji = −1.
(c) concatenate (1,−1) to i−1Jˆ if ji = 0.
We set Jˆ = nJˆ . Lastly, for any c ∈ {−1, 0, 1}, we define Jˆc to be the number of entries in Jˆ that is
equal to c.
Proposition 3.7.2. There is a bijection between Colλµ and the set of state strings J such that there
exists a w ∈ BS and a flow f on w which extends J .
The proof of Proposition 3.7.2 follows directly from Lemmas 3.7.3 and 3.7.4.
Lemma 3.7.3. There is a bijection between Colλµ and state strings J of length n such that
(3.7.1) Jˆ−1 = Jˆ0 = Jˆ1.
where the Jˆc are as defined in Definition 3.7.1.
Proof. Given a state string J satisfying (3.7.1), we first give an algorithm to build a 3-column
tableau YJ , filled with integers from 1 to n. Afterwards, we show that YJ has shape λ.
Begin by labelling the three columns with 1, 0 and −1, reading from left to right. We are going
to build up YJ from top to bottom. Start by taking YJ to be the empty tableau. Then, from i = 1 to
i = n, do the following.
(1) If µi = 1, add one box labelled i to column ji in YJ .
(2) If µi = 2, add two boxes labelled i to columns c1 and c2, such that c1 6= c2 and c1+ c2 = ji.
We have to show that YJ belongs to Colλµ. Since the algorithm builds up from top to bottom, YJ
is strictly column increasing. To see that YJ has shape λ, we need to show that every row in YJ
has three entries. Observe that the number of filled boxes in column c of YJ is exactly equal to Jˆc.
Since we have assumed condition (3.7.1), all three columns have the same length, therefore every
row in YJ must have exactly three entries.
Conversely, let T ∈ Colλµ. We define a state string J as follows.
ji =
∑
i appears in column c
c.
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Since µ corresponds to a sign string and T is column strict, we see that, for each 1 ≤ i ≤ n, i can
appear at most twice in T but never twice in the same column. Thus, ji ∈ {−1, 0, 1}, i.e. J is a
state string. It follows from the definition of Jˆ that Jˆc is equal to the length of column c of T . Since
T is of shape λ, the number of boxes in each column is the same. Hence, condition (3.7.1) holds
for J .
It is straightforward to check that the above two constructions are inverse to each other and
therefore determine a bijection. 
Lemma 3.7.4. A state string J corresponds to the boundary state of a flow on a web w ∈ BS if
and only if condition (3.7.1) holds for J .
Proof. Let w ∈ BS be equipped with a flow with boundary state string J . We are going to show
that J satisfies condition (3.7.1) by induction on n. For n = 2, w can only be an arc. In this
case it is simple to check that all flows on w have corresponding boundary state strings satisfying
condition (3.7.1).
For n > 2, we express w using the growth algorithm in an arbitrary, but fixed way, with the
restriction that only one rule is applied per level. Let kJ denote the boundary state string at the be-
ginning of the k-th level in the growth algorithm and kJˆ the associated string as in Definition 3.7.1.
Similarly, let kµ denote the composition corresponding to the sign string at the k-th level. Let us
compare k+1J and kJ . They can only differ in the following ways.
(1) In case an arc-rule is applied at the k-th level, kJ can be obtained from k+1J by inserting
the substring (1,−1), (0, 0) or (−1, 1) between the i-th and i + 1-th entries in k+1J . kµ
can be obtained from k+1µ by inserting the substring (1, 2) or (2, 1) between the i-th and
i+ 1-th entries in k+1µ.
1 -1 0 0 -1 1(3.7.2)
(2) In case a Y-rule is applied, kJ can be obtained from k+1J by replacing the i-th entry in k+1J
with a length two substring whose sum is equal to the i-th entry. kµ can be obtained from
k+1µ by replacing the i-th entry in k+1µ with the substring (3− k+1µi, 3− k+1µi).
1 -1 1 0 0 1 -1 1 -1 0 0 -1
0 1 1 0 -1 -1
(3.7.3)
(3) In case an H-rule is applied, kµ can be obtained from k+1µ by replacing a substring (1, 2)
or (2, 1), at the i-th and (i+1)-th position in k+1µ, with (3− k+1µi, 3− k+1µi+1). kJ can be
obtained from k+1J by replacing a substring of length two in k+1J at the i-th and (i+1)-th
position according to the schema.
1
1
0
0
0
0
1
1
-1
-1
0
0
0
0
-1
-1
(3.7.4)
0
1
0
-1
-1
0
1
0
0
-1
0
1
1
0
-1
0
(3.7.5)
It is straightforward to check that k+1J satisfies condition (3.7.1), with composition k+1µ, if and
only if kJ does, with composition kµ. Take, for example, an instance where a Y-rule is applied;
suppose also that the i-th entry in k+1µ is 2 and the i-th entry in k+1J is 0. Thus, the i-th entry in
k+1J contributes a pair (1,−1) to k+1Jˆ . By (3.7.3), kJ is obtained from k+1J by replacing the i-th
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entry in k+1J with (1,−1) and the i-th entry in k+1µ with (1, 1). We see that kJˆ is in fact exactly
equal to k+1Jˆ . Therefore k+1Jˆ satisfies condition (3.7.1) if and only if kJˆ does. Similar analysis
apply to all cases in (3.7.2), (3.7.3) and (3.7.4).
Let k be the first level in the growth algorithm of w where a Y or an arc-rule is applied. From the
(k + 1)-th level down we have a non-elliptic web w′ with flow, whose boundary state string k+1J
and composition k+1µ both have length less than n. Thus, by our induction hypothesis, k+1J , with
composition k+1µ, satisfies condition (3.7.1).
By the above argument, then iJ also satisfy condition (3.7.1), for any 0 ≤ i ≤ k. In particular,
J = 0J satisfies that condition, which is what we had to prove.
Conversely, let J satisfy condition (3.7.1), with composition µ. We show, by induction on n, that
there is a w ∈ BS with flow whose boundary state string is exactly J . More specifically, we first
construct a w ∈ WS and then show that w is non-elliptic, i.e. w ∈ BS .
For n = 2, then w must be an arc. It is simple to check that if J satisfies condition (3.7.1), J is
the boundary state of a flow on an arc.
For n > 2, suppose it is possible to apply an arc or Y-rule to the pair µ and J , depicted in (3.7.2)
and (3.7.3). Then we obtain a new pair µ′ and J ′ with length less than n. Thus, by induction, there
exist a web w′ ∈ Ws′ and flow extending J ′. Gluing the arc or Y on top of w′ results in a web
w ∈ WS with a flow extending J .
Suppose, then, that it is not possible to apply an arc or Y-rule to µ and J . This means that one of
the following must hold.
(1) µ does not contain a substring of type (1, 2) or (2, 1) and J = (1, ..., 1), J = (−1, ...,−1)
or J = (0, ..., 0).
(2) µ contains at least one substring of the form (1, 2) or (2, 1). For every substring in µ of
the form (1, 2) or (2, 1), the corresponding substring in J is (±1,±1), (0, 1) or (1, 0). For
every substring in µ of the form (1, 1) or (2, 2), the corresponding substring in J is (1, 1),
(−1,−1) or (0, 0).
Case 1 contradicts the assumption that J satisfies condition (3.7.1).
Case 2 contains several subcases, each of which contains details which are slightly different.
However, the general idea is the same for all of them and is very simple, i.e. apply H-moves until
you can apply an arc or a Y-rule and finish the proof by induction.
We first suppose, without loss of generality, that µ contains a substring (µi, µi+1) = (1, 2) and
that the corresponding substring in J is (ji, ji+1) = (1, 1) (the subcase for (ji, ji+1) = (−1,−1)
is analogous). We see that (1, 1) in J contributes a substring (1, 0, 1) to Jˆ . Thus, our assumption
that Jˆ satisfies condition (3.7.1) implies that Jˆ contains at least one more entry equal to −1. This
means that for some r 6= i, i+ 1, 1 ≤ r ≤ n, one of the following is true.
(a) jr = −1, µr = 1, denoted for brevity by
...
11 -1
......(3.7.6)
(b) jr = −1, µr = 2, denoted
...
11 -1
......(3.7.7)
114
(c) jr = 0, µr = 2, denoted
...
11
...
0
...(3.7.8)
Without loss of generality, let us assume i+1 < r. Consider subcases (a) and (b). If jm 6= 0 for all
i+1 < m < r, then it is possible to apply an arc or Y-move to J and µ, contrary to our assumption
in case 2. Thus, in all three scenarios above it suffices to analyse the following two configurations.
...
11
...
0
... ...
11
...
0
...(3.7.9)
Let i + 1 < r ≤ n be smallest integer where jr = 0. We must have that µr−1 = 3 − µr and
jr−1 = ±1. For any other values of µr−1 and jr−1 we would be able to apply an arc or a Y-
move, contradicting our assumptions for case 2. In both situations, we can apply an H-rule to the
substrings (jr−1, jr) and (µr−1, µr) as shown below.
...
11  1 0
...... ...
11  1 0
......(3.7.10)
This results in new sign and state strings, each with length n satisfying condition (3.7.1). The
application of the H-rule in (3.7.10) moves the zero at the r-th position to the r− 1 position. Either
we can now apply an arc or Y-rule to the new strings or by repeatedly applying an H-rule in the
manner of (3.7.10), we obtain one of the following pairs.
...
01
...
0
...
1
...(3.7.11)
To either of the above diagrams we can apply a Y-rule, after which we can use induction.
To complete our analysis of case 2, now suppose, without loss of generality, that µ contains a
substring (µi, µi+1) = (1, 2) and that the corresponding substring in J is (ji, ji+1) = (1, 0) (the
subcases for (0,±1) or (−1, 0) are analogous).
We see that (1, 0) in J contributes a substring (1, 1,−1) to Jˆ . Thus, our assumption that Jˆ
satisfies condition (3.7.1) implies that Jˆ contains at least one more entry equal to −1. This means
that for some r, with 1 ≤ r ≤ n, one of the following is true.
(a) jr = −1, µr = 1, denoted for brevity by
...
1 -1
......(3.7.12)
(b) jr = −1, µr = 2, denoted
...
1 -1
......(3.7.13)
115
(c) jr = 0, µr = 2, denoted
...
1
...
0 0
...(3.7.14)
For subcases (a) and (b), if µi+2 = 1 and ji+2 = −1, we may apply an H-rule to (µi+1, µi+2),
(ji+1, ji+2) to obtain a new pair µ′ and J ′. Subsequently we can apply a Y-rule to the i-th and
(i+ 1)-th entries of µ′ and J ′ as illustrated below.
1 0 -1
......(3.7.15)
After applying the Y-rule, we can use induction.
Otherwise, we can show, just as before, that all three scenarios above reduce to an analysis of
the following two configurations.
...
1
...
0 0
... ...
1
...
0 0
...(3.7.16)
That is, we can assume that µ contains a substring (µi, µi+1) = (1, 2) with the corresponding
substring in J being (ji, ji+1) = (1, 0), and for some 0 < r 6= i + 1 < n we have jr = 0. In
particular, this tells us that there exist a 0 < r 6= i+ 1 < n such that µr = 1 and jr = 0.
...
1
...
0 0
...(3.7.17)
This has to hold because otherwise Jˆ cannot satisfy condition (3.7.1). Let us assume r to be the
smallest integer such that i + 1 < r, µr = 1 and jr = 0. By our assumption that we cannot apply
an arc or Y-rule to J and µ, we see that µr−1 = 2 and jr−1 = ±1. Applying an H-rule to (jr−1, jr)
and (µr−1, µr)
...
01  1 0
......(3.7.18)
results in new sign and state strings, also with length n, satisfying condition (3.7.1). The application
of the H-rule in the above case moves the zero at the r-th position to the r − 1-th position. Either
we can now apply an arc or a Y-rule to the new sign and state strings, or by repeatedly apply an
H-rule in the manner of (3.7.10), we obtain a pair like below.
00
......(3.7.19)
to which we can apply an arc-rule. Finally, apply induction.
It remains to show that the web w (with flow) produced from the above algorithm is an element
of Bs, that is, w does not contain digons or squares. We note that, just as in [57], in the expression
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of w using the arc, Y and H-rules, digons can only appear as the result of applying an arc-rule to
the bottom of an H-rule, i.e. we have
(3.7.20)
A square can only result from the following sequence of arc, Y and H-rules.
(3.7.21)
Note that in the above, we do not consider the case in which we apply an H-rule to the bottom of
another H-rule. This is because such a case cannot arise in our construction of w.
Recall that in our inductive construction ofw, we only apply H-rules equipped with the following
flows.
(3.7.22)
We can immediately see that is it not possible to apply an arc-rule with flow to the bottom of
such an H-rule as shown below.
±10
(3.7.23)
Since we only use the above two H-rules with flow, the induced flows on squares are as follows.
0 0 ±1 ∓1 ±1 ∓1 0 0
(3.7.24)
±1 0 0 ∓1 ±1 0 0∓1
(3.7.25)
±1 0 ∓10 0 ±1 0∓1
(3.7.26)
In each case, one can check that it is possible to apply an arc-rule to the state and sign strings (the
same analysis applies to the cases where the faces above are given the opposite edge orientations).
However, recall that an H-rule is used in our construction only in the case for which it is not
possible to apply any other rules to the boundary. This implies that none of the above faces can
appear during the construction of w. 
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Implicit in the proof of Lemma 3.7.4 is a procedure to construct, from a state string J satisfying
condition (3.7.1), a non-elliptic web w with flow extending J , such that ∂w = µ. Note that this
procedure is not deterministic. That is, it is possible to produce different webs with flows extending
J by making different choices in the construction.
Example 3.7.5. The procedure is exemplified below. If we choose to replace the substrings as
indicated in the right figure, the tableau on the left gives rise to the web with flow next to it.
1 0 -1
2
4
1
3
2
7
4
6 5
0 0 0 0 0 1 -1
++++-+ -
1
st
2
nd
4
th
3
rd
(3.7.27)
However, for other choices the same tableau generates the following web with flow.
0 0 0 0 0 1 -1
++++-+ -
(3.7.28)
As a matter of fact, we could also invert the orientation of the flow in the internal cycle. The
resulting web with flow would still correspond to the same tableau.
However, when we restrict to semi-standard tableaux, the procedure gives a unique web with
flow, the canonical flow. One can check that the procedure implicit in Lemma 3.7.4, restricts to the
same bijection between Stdλµ and non-elliptic webs as defined by Russell in [101].
3.8. Z(GS) and E(Z(GS)). In this section, S continues to be a fixed sign string of length n.
Moreover, we continue to use some of the other notations and conventions from the previous sec-
tions as well, e.g. d = 3k ≥ n etc. Let µ be the composition associated to S and let Sµ be the
corresponding parabolic subgroup of the symmetric group Sd.
Let Z(KS) be the center ofKS and letXλµ be the Spaltenstein variety, with the notation as in [18].
If ns = 0, then Xλµ = Xλ, the latter being the Springer fiber associated to λ.9
In Theorem 3.8.3, we are going to prove that H∗(Xλµ) and Z(KS) are isomorphic as graded
algebras.
Recall the following result by Tanisaki [109]. Let P = C[x1, . . . , xd] and let Iλ be the ideal
generated by
(3.8.1)
{
er(i1, . . . , im)
∣∣∣∣ m ≥ 1, 1 ≤ i1 < · · · < im ≤ dr > m− λd−m+1 − · · · − λn
}
,
where er(i1, . . . , im) ∈ P is the r-th elementary symmetric polynomial. Write
Rλ = P/Iλ.
9When comparing to Khovanov’s result for sl2, the reader should be aware that he labels the Springer fiber by λT ,
the transpose of λ.
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Tanisaki showed that
H∗(Xλ) ∼= Rλ.
Note that Sµ acts on P by permuting the variables, but it maps Iλ to itself. Let P µ = P Sµ ⊂ P
be the subring of polynomials which are invariant under Sµ. For 1 ≤ i1 ≤ · · · ≤ im ≤ n and
r ≥ 1, we let er(µ, i1, . . . , im) denote the r-th elementary symmetric polynomials in the variables
Xi1 ∪ · · · ∪Xim , where
Xp = {xk | µ1 + · · ·+ µp−1 + 1 ≤ k ≤ µ1 + · · ·+ µp} .
So, we have
er(µ, i1, . . . , im) =
∑
r1+···+rm=r
er1(µ; i1) · · · erm(µ; im).
If r = 0, we set er(µ, i1, . . . , im) = 1 and if r < 0, we set er(µ, i1, . . . , im) = 0. Let Iλµ be the ideal
generated by
(3.8.2)
er(µ, i1, . . . , im)
∣∣∣∣∣∣
m ≥ 1, 1 ≤ i1 < · · · < im ≤ d
r > m− µi1 + · · ·+ µim − λl+1 − · · · − λn
where l = #{i | µi > 0, i 6= i1, . . . , im}
 .
Note that Iλµ ⊆ Iλ holds. Write
Rλµ = P
µ/Iλµ .
Brundan and Ostrik [18] proved that
H∗(Xλµ) ∼= R
λ
µ.
First we want to show that Rλµ acts on KS. Clearly, P µ acts on KS, by converting polynomials
into dots on the facets meeting S.
Lemma 3.8.1. The ideal Iλµ annihilates any foam in KS .
Proof. The following argument demonstrates that it suffices to show this for the case when ns = 0.
Let u, v ∈ BS . For each 1 ≤ i ≤ n with si = −, glue a Y onto the i-th boundary edge of u and v,
respectively. Call these new webs uˆ and vˆ, respectively. Note that ∂uˆ = ∂vˆ = Sˆ, where Sˆ = (+d).
Let f ∈ uKv be any foam. For each 1 ≤ i ≤ n with si = −, glue a digon foam on top of the i-th
facet of f meeting S. The new foam fˆ , obtained in this way, belongs to uˆKvˆ. Note that we can
reobtain f by capping off fˆ with dotted digon foams. Any polynomial p ∈ Iλµ ⊆ Iλ acting on f
also acts on fˆ . So, if we know that pfˆ = 0, then it follows that pf = 0.
Thus, without loss of generality, assume that ns = 0. We are now going to show that Iλ annihi-
lates KS .
As follows from Definition in (3.8.1), Iλ is generated by the elementary symmetric polynomials
er(xi1 , . . . , xim), for the following values of m and r.
m = 2n+ 1 ; r > 2n− 2,
m = 2n+ 2 ; r > 2n− 4,
.
.
.
.
.
.
.
.
.
m = 3n− 1 ; r > 2,
m = 3n ; r > 0.
Note that for m = 3n, we simply get all completely symmetric polynomials of positive degree in
the variables x1, . . . , xd. Any such polynomial p annihilates any foam f ∈ uKv, because by the
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complete symmetry of p, the dots can all be moved to the three facets around one singular edge.
The relations (Dot Migration) then show that p kills f .
Now suppose m = 3n − ℓ, for ℓ > 0. So we must have r > 2ℓ. The argument we are going
give does not depend on the particular choice of i1, . . . , im ⊆ {1, 2, . . . , d}, so, without loss of
generality, let us assume that (i1, . . . , im) = (1, . . . , m).
Let f be any foam in uKv.
First assume that ℓ = 1, then we have
er(x1, . . . , xd−1)f
=− er−1(x1, . . . , xd−1)xdf
=er−2(x1, . . . , xd−1)x2df
.
.
.
=(−1)rxrdf.
All these equations follow from the fact that, for any j > 0, we have
ej(x1, . . . , xd) = ej(x1, . . . , xd−1) + ej−1(x1, . . . , xd−1)xd,
and the fact that ej(x1, . . . , xd)f = 0, as we proved above in the previous case for m = 3n. Since
in this case we have r > 2, we see that
(−1)rxrdf = 0,
by Relation (3D). This finishes the proof for this case.
In general, for ℓ ≥ 1, we get that er(x1, . . . , xd−ℓ)f is equal to a linear combination of terms of
the form
xr1d−ℓ+1x
r2
d−ℓ+2 · · ·x
rℓ
d f,
with r1 + · · ·+ rℓ = r. Since r > 2ℓ, there exists a 1 ≤ j ≤ ℓ such that rj > 2, in each term. So
each term kills f , by Relation (3D). This finishes the proof. 
Note that Lemma 3.8.1 shows that there is a well-defined homomorphism of graded algebras
cS : R
λ
µ → Z(KS), defined by
cS(p) = p1.
Similarly, there is a filtration preserving homomorphism
P µ → Z(GS)
defined by p 7→ p1. This homomorphism does not descend to Rλµ, because the relations in GS are
deformations of those in KS , but the associated graded homomorphism maps E(P µ) to E(Z(GS))
and we have
E(P µ1) = Rλµ1.
Before giving our following result, we recall that Brundan and Ostrik [18] showed that
dimH∗(Xλµ) = #Col
λ
µ.
They actually gave a concrete basis, but we do not need it here.
Lemma 3.8.2. We have
dimZ(GS) = #Col
λ
µ.
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Proof. Let J be any state-string satisfying condition (3.7.1). We define
(3.8.3) zJ =
∑
u∈BS
∑
T
eu,T ∈ GS,
where the second sum is over all 3-colourings of u extending J .
First we show that zJ ∈ Z(GS). For any u, v ∈ BS , let f ∈ uGv. Choose two arbitrary
compatible colourings T1 and T2 of u and v, respectively. Assume that eT1feT2 6= 0. Then we have
zJeT1feT2 =
{
eT1feT2 , if T1 extends J,
0, else.
We also have
eT1feT2zJ =
{
eT1feT2 , if T2 extends J,
0, else.
This shows that zJ ∈ Z(GS), because T1 and T2 are compatible, and so T1 extends J if and only if
T2 extends J .
Note that ∑
J
zJ = 1 and zJzJ ′ = δJ,J ′zJ .
In particular, the zJ ’s are linearly independent.
For any state-string J satisfying condition (3.7.1), the central idempotent zJ belongs to P µ1. In
order to see this, first note that, for any u ∈ BS , the element
zJ1u =
∑
T extends J
eu,T ,
belongs to P µ1u. This holds, because only the colours of the boundary edges of u are fixed. We can
sum over all possible 3-colourings of the other edges, which implies that these edges only contribute
a factor 1 to zJ1u. Furthermore, we see that zJ1u = pJ1u, for a fixed polynomial pJ ∈ P µ, i.e. pJ
is independent of u. Therefore, we have
zJ =
∑
u∈BS
pJ1u = pJ1 ∈ P
µ1.
It remains to show that Z(GS)zJ = CzJ . Let z ∈ Z(GS). By the orthogonality of Gornik’s
symmetric idempotents, we have
z =
∑
u,T
eu,Tzeu,T .
By Theorem 3.5.10, we know that
eu,T zeu,T = λu,T (z)eu,T ,
for a certain λu,T (z) ∈ C. Therefore, we have
z =
∑
u,T
λu,T (z)eu,T ∈
⊕
u,T
Ceu,T .
By Lemma 3.7.4, we know that zJ 6= 0. This shows that
{zJ | J satisfying condition (3.7.1)}
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forms a basis of Z(GS). By Proposition 3.7.2, the claim of the lemma follows. 
Theorem 3.8.3. The degree preserving algebra homomorphism
cS : R
λ
µS
→ Z(KS)
is an isomorphism.
Proof. In Corollary 3.11.11 it will be shown that
dimH∗(XλµS) = dimZ(KS),
so it suffices to show that cS is injective.
Lemma 3.8.1 shows that (as graded complex algebras)
Rλµ1 ⊂ Z(KS).
As already mentioned above, Brundan and Ostrik [18] showed that
H∗(Xλµ) ∼= R
λ
µ
as graded complex algebras.
The proof of Lemma 3.8.2 shows that the filtration preserving homomorphism
P µ → Z(GS),
defined by p 7→ p1, is surjective. Note the E(·) is not a map. However, a filtered algebra A and its
associated graded E(A) are isomorphic as vector spaces. In particular, they satisfy
dimA = dimE(A).
Therefore, since p 7→ p1 is a surjection of vector spaces, we have
dimZ(GS) = dimE(Z(GS)) = dimE(P
µ1) = dimP µ1.
Recall that E(P µ1) = Rλµ1 and dimZ(GS) = dimRλµ. This shows
dimRλµ1 = dimP
µ1 = dimZ(GS) = dimR
λ
µ,
which implies that the map cS is injective. 
3.9. Web algebras and the cyclotomic KLR algebras: Howe duality. Our main references for
Howe duality are [41] and [42], where the reader can find the proofs of the results, which we recall
below, and other details.
Let us briefly explain Howe duality.10 The two natural actions of GLm = GL(m,C) and of
GLn = GL(n,C) on Cm ⊗ Cn commute and the two groups are each others commutant. We say
that the actions of GLm and GLn are Howe dual.
More interestingly, their actions on the symmetric powers
Sp (Cm ⊗ Cn)
and on the alternating powers
Λp (Cm ⊗ Cn)
are also Howe dual, for any p ∈ N. These are called the symmetric and the skew Howe duality of
GLm and GLn, respectively. In this thesis, we are only considering the skew Howe duality.
10We follow Kamnitzer’s exposition in “The ubiquity of Howe duality”, which is online available at
https://sbseminar.wordpress.com/2007/08/10/the-ubiquity-of-howe-duality/.
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The skew Howe duality implies that we have the following decomposition into irreducibleGLm×
GLn-modules.
(3.9.1) Λp (Cm ⊗ Cn) ∼=
⊕
λ
Vλ ⊗Wλ′ ,
where λ ranges over all partitions with p boxes and at most m rows and n columns and λ′ is the
transpose of λ.
Here Vλ is the unique irreducible GLm-module of highest weight λ and Wλ′ is the unique irre-
ducible GLn-module of highest weight λ′.
Without giving a full proof of (3.9.1), which can be found in Section 4.1 of [41], we note that it
is easy to write down the highest weight vectors in the decomposition of
Λp (Cm ⊗ Cn) .
Define
ǫij = ǫi ⊗ ǫj ,
for any 1 ≤ i ≤ m and 1 ≤ j ≤ n. Here the ǫi and the ǫj are the canonical basis elements of Cm
and Cn respectively. Let λ be one of the highest GLm weights in (3.9.1). Write λ = (λ1, . . . , λm)
with n ≥ λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0. Then
vλ,λ′ = (ǫ11 ∧ · · · ∧ ǫ1λ1) ∧ (ǫ21 ∧ · · · ∧ ǫ2λ2) ∧ (ǫm1 ∧ · · · ∧ ǫmλm)
= ±
(
ǫ11 ∧ · · · ∧ ǫλ′11
)
∧
(
ǫ12 ∧ · · · ∧ ǫλ′22
)
∧
(
ǫ1n ∧ · · · ∧ ǫλ′nn
)
is a highest GLm×GLn weight. By convention, we exclude factors ǫij for which λi = 0 or λ′j = 0.
Now restrict to SLm and assume that p = mk, for some k ∈ N. By Schur’s lemma, the decom-
position in (3.9.1) implies that
(3.9.2) InvGLm (Λp (Cm ⊗ Cn)) ∼= HomSLm (C,Λp (Cm ⊗ Cn)) ∼= W(km),
where C denotes the trivial representation.
Decompose
Cn ∼= Cǫ1 ⊕ Cǫ2 ⊕ · · · ⊕ Cǫn
into its one-dimensional gln-weight spaces. Then we have
(3.9.3) Λp (Cm ⊗ Cn) ∼=
⊕
(p1,...,pn)∈Λ(n,p)
Λp1 (Cm)⊗ Λp2 (Cm)⊗ · · · ⊗ Λpn (Cm)
as GLm × T -modules, where T is the diagonal torus in GLn.
This decomposition implies that
(3.9.4) InvSLm (Λp1 (Cm)⊗ Λp2 (Cm)⊗ · · · ⊗ Λpn (Cm)) ∼= W (p1, . . . , pn),
where W (p1, . . . , pn) denotes the (p1, . . . , pn)-weight space of W(km).
It is worth noting that Cautis has written down a q-version of skew Howe duality in Section 6.1
in [20] (see also [22]). We do not recall his general explanation here.
Instead, in the next section, we use Kuperberg’s webs to give a q-version of the isomorphism
in (3.9.4), for Uq(sl3) and Uq(gln) with n = 3k and k ∈ N arbitrary but fixed.
We also categorify this instance of q-skew Howe duality, as we will explain after the next section.
123
3.10. Web algebras and the cyclotomic KLR algebras: The uncategorified story.
3.10.1. Enhanced sign sequences. In this section we slightly generalise the notion of a sign se-
quence/string. We call this generalisation enhanced sign sequence or enhanced sign string. Note
that, with a slight abuse of notation, we use Sˆ for sign strings and S for enhanced sign string
throughout the whole section.
Definition 3.10.1. An enhanced sign sequence/string is a sequence S = (s1, . . . , sn) with entries
si ∈ {◦,−1,+1,×}, for all i = 1, . . . n. The corresponding weight µ = µS ∈ Λ(n, d) is given by
the rules
µi =

0, if si = ◦,
1, if si = 1,
2, if si = −1,
3, if si = ×.
Let Λ(n, d)3 ⊂ Λ(n, d) be the subset of weights with entries between 0 and 3. Recall that Λ(n, d)1,2
denotes the subset of weights with only 1 and 2 as entries.
Let n = d = 3k. For any enhanced sign string S such that µS ∈ Λ(n, n)3, we define Sˆ to be the
sign sequence obtained from S by deleting all entries that are equal to ◦ or× and keeping the linear
ordering of the remaining entries. Similarly, for any µ ∈ Λ(n, n)3, let µˆ be the weight obtained
from µ by deleting all entries which are equal to 0 or 3. Thus, if µ = µS, for a certain enhanced sign
string S, then µˆ = µSˆ . Note that µˆ ∈ Λ(m, d)1,2, for a certain 0 ≤ m ≤ n and d = 3(k− (n−m)).
Note that for any semi-standard tableau T ∈ Std(3k)µ , there is a unique semi-standard tableau
Tˆ ∈ Std
(3k−(n−m))
µˆ , obtained by deleting any cell in T whose label appears three times and keeping
the linear ordering of the remaining cells within each column.
Conversely, let µ′ ∈ Λ(m, d)1,2, with m ≤ n and d = 3(k − (n−m)). In general, there is more
than one µ ∈ Λ(n, n)3 such that µˆ = µ′, but at least one. Choose one of them, say µ0. Then, given
any T ′ ∈ Std(3
k−(n−m))
µ′ , there is a unique T ∈ Std
(3k)
µ0
such that Tˆ = T ′.
The construction of T is as follows. Suppose that i is the smallest number such that (µ0)i = 3.
(1) In each column c of T ′, there is a unique vertical position such that all cells above that
position have label smaller than i and all cells below that position have label greater than i.
Insert a new cell labeled i precisely in that position, for each column c.
(2) In this way, we obtain a new tableau of shape (3k−(n−m)+1). It is easy to see that this new
tableau is semi-standard. Now apply this procedure recursively for each i = 1, . . . , n, such
that (µ0)i = 3.
(3) In this way, we obtain a tableau T of shape (3k). Since in each step the new tableau that we
get is semi-standard, we see that T belongs to Std(3k)µ0 .
Note also that Tˆ = T ′. This shows that for a fixed µ ∈ Λ(n, n)3, we have a bijection
Std(3
k)
µ ∋ T ←→ Tˆ ∈ Std
(3k−(n−m))
µˆ .
Given an enhanced sign sequence S, such that µS ∈ Λ(n, n)3, we define
WS =WSˆ.
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In other words, as a vector space WS does not depend on the ◦ and ×-entries of S. However, they
do play an important role below. Similarly, we define
BS = BSˆ and KS = KSˆ.
3.10.2. An instance of q-skew Howe duality. Let V(3k) be the irreducibleUq(gln)-module of highest
weight (3k). By restriction, V(3k) is also a Uq(sln)-module and, since it is a weight representation,
it is a U˙(sln)-module, too. It is well-known (see [37] and [87]) for example) that
dimV(3k) =
∑
µ∈Λ(n,n)3
#Std(3
k)
µ .
Note that a tableau of shape (3k) can only be semi-standard if its filling belongs to Λ(n, n)3, so
strictly speaking we could drop the 3-subscript. More precisely, if
V(3k) =
⊕
µ∈Λ(n,n)3
V(3k)(µ)
is the Uq(gln)-weight space decomposition of V(3k), then
dimV(3k)(µ) = #Std
(3k)
µ .
Note that the action of Uq(gln) on V(3k) descends to Sq(n, n) and recall that there exists a surjective
algebra homomorphism
ψn,n : U˙(sln)→ Sq(n, n).
The action of U˙(sln) on V(3k) is equal to the pull-back of the action of Sq(n, n) via ψn,n.
Define
W(3k) =
⊕
S∈Λ(n,n)3
WS.
Below, we will show that Sq(n, n) acts on W(3k). Pulling back the action via ψn,n, we see that W(3k)
is a U˙(sln)-module. We will also show that
W(3k) ∼= V(3k)
as Sq(n, n)-modules, and therefore also as U˙(sln)-modules, and that WS corresponds to the µS-
weight space of V(3k).
Let us define the aforementioned left action of Sq(n, n) on W(3k). The reader should compare
this action to the categorical action on the objects in Section 4.2 in [79]. Note that our conventions
in this thesis are different from those in [79].
Definition 3.10.2. Let
φ : Sq(n, n)→ EndC(q)
(
W(3k)
)
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be the homomorphism of C(q)-algebras defined by glueing the following webs on top of the ele-
ments in W(3k).
1λ 7→
λ1 λ2 λn
E±i1λ 7→
λ1 λi−1 λi λi+1
λi±1 λi+1∓1
λi+2 λn
We use the convention that vertical edges labeled 1 are oriented upwards, vertical edges labeled 2
are oriented downwards and edges labeled 0 or 3 are erased. The orientation of the horizontal edges
is uniquely determined by the orientation of the vertical edges. With these conventions, one can
check that the horizontal edge is always oriented from right to left for E+i and from left to right for
E−i.
Furthermore, let λ ∈ Λ(n, n) and let S be any sign string such that µS ∈ Λ(n, n)3. For any
w ∈ WS , we define
φ(1λ)w = 0, if µS 6= λ.
By φ(1λ)w we mean the left action of φ(1λ) on w. In particular, for any λ > (3k), we have
φ(1λ) = 0 in EndC(q)
(
W(3k)
)
.
Let us give two examples to show how these conventions work. We only write down the relevant
entries of the weights and only draw the important edges. We have
E+11(22) 7→
2 2
3 1
E−2E+11(121) 7→
1 2 1
2 0 2
Remark 3.10.3. Note that the introduction of enhanced sign strings is necessary for the definition
of φ to make sense. Although as a vector space WS does not depend on the entries of S which are
equal to ◦ or ×, the Sq(n, n)-action on WS does depend on them.
Remark 3.10.4. A more general version of the map φ was studied later in the paper [22] by Cautis,
Kamnitzer and Morrison.
Lemma 3.10.5. The map φ in Definition 3.10.2 is well-defined.
Proof. It follows immediately from its definition that φ preserves the three relations (3.4.3), (3.4.4)
and (3.4.5).
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Checking case by case, one can easily show that φ preserves (3.4.6) by using the relations (3.2.3),
(3.2.4) and (3.2.5). We do just one example and leave the other cases to the reader. The figure below
shows the image of the relation
E1E−11(21) − E−1E11(21) = 1(21)
under φ.
2 1
2 1
−
2 1
2 1
=
2 1
2 1
This relation is exactly the third Kuperberg relation in (3.2.5). 
Lemma 3.10.6. The map φ gives rise to an isomorphism
φ : V(3k) →W(3k)
of Sq(n, n)-modules.
Proof. Note that the empty web wh = w(3k), which generates W(×k,◦2k) ∼= C(q), is a highest weight
vector.
The map φ induces a surjective homomorphism of Sq(n, n)-modules
φ : Sq(n, n)1(3k) →W(3k),
defined by
φ(x1(3k)) = φ(x)wh.
As we already remarked above, we have
dimV(3k) =
∑
µS∈Λ(n,n)3
#Std(3
k)
µS
=
∑
µS∈Λ(n,n)3
dimWS = dimW(3k).
Therefore, we have
V(3k) ∼= φ (Sq(n, n))wh ∼= W(3k),
which finishes the proof.
It is well-known that
V(3k) ∼= Sq(n, n)1(3k)/(µ > (3
k)),
where (µ > (3k)) is the ideal generated by all elements of the form x1µy1(3k), with x, y ∈ Sq(n, n)
and µ is some weight greater than (3k). This quotient of Sq(n, n) is an example of a so called Weyl
module. We see that the kernel of φ is also equal to (µ > (3k)). 
We want to explain two more facts about the isomorphism in Lemma 3.10.6, which we will need
later.
Recall that there is an inner product on V(3k). First of all, there is a C-linear and q-antilinear
involution on C(q) determined by
aqn = aq−n,
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for any a ∈ C. Here a denotes the complex conjugate of a. Recall Lusztig’s q-antilinear (antilinear
means w.r.t. to the involution above) algebra anti-involution τ on Sq(n, n) defined by
τ(1λ) = 1λ, τ(1λ+αiEi1λ) = q
−1−λi1λE−i1λ+αi, τ(1λE−i1λ+αi) = q
1+λi1λ+αiEi1λ.
The q-Shapovalov form 〈 · , · 〉 on V(3k) is the unique q-sesquilinear form such that
(1) 〈vh, vh〉 = 1, for a fixed highest weight vector vh.
(2) 〈xv, v′〉 = 〈v, τ(x)v′〉, for any x ∈ Sq(n, n) and any v, v′ ∈ V(3k).
(3) f〈v, v′〉 = 〈vf, v′〉 = 〈v, v′f〉, for any f ∈ C(q) and any v, v′ ∈ V(3k).
We can also define an inner product on W(3k), using the Kuperberg bracket. Let S be any en-
hanced sign string S, such that µS ∈ Λ(n, n)3. Denote the length of the sign string Sˆ by ℓ(Sˆ).
Definition 3.10.7. Define the q-sesquilinear normalised Kuperberg form by
• 〈wh, wh〉 = 1, for a fixed highest weight vector wh.
• 〈u, v〉 = qℓ(Sˆ)〈u∗v〉Kup, for any u, v ∈ BS .
• 〈f(q)u, g(q)v〉 = f(q)g(q)〈u, v〉, for any u, v ∈ BS and f(q), g(q) ∈ C(q).
The following lemma motivates the normalisation of the Kuperberg form.
Lemma 3.10.8. The isomorphism of Sq(n, n)-modules
φ : V(3k) →W(3k)
is an isometry.
Proof. First note that
〈(E±iu)∗v〉Kup = 〈u∗E∓iv〉Kup,
for any u, v ∈ WS and any i = 1, . . . , n, which is exactly (2) from above. This shows that the result
of the lemma holds up to normalisation.
Our normalisation of the Kuperberg form matches the normalisation of the q-Shapovalov form.
One can easily check this case by case. Let us just do two examples. Let i = 1. Then one has
E11(a,b,...) = 1(a+1,b−1,...)E1. If (a, b, . . .) ∈ Λ(n, n)3 such that a− b = −1, then
ℓ((̂a, b)) = ℓ( ̂(a+ 1, b− 1)),
where ℓ indicates the length of the sign sequence. This matches
τ(E11(a,b)) = 1(a,b)E−1.
If (a, b) = (2, 1), then E11(2,1,...) = 1(3,0,...)E1. Note that
ℓ( ̂(2, 1, . . .)) = ℓ( ̂(3, 0, . . .)) + 2.
This +2 cancels exactly with the −2, which appears as the exponent of q in
τ(E11(2,1,...)) = q
−21(2,1,...)E−1.

We will need one more fact about φ. For any i = 1, . . . , n and any a ∈ N, let
E
(a)
±i =
Ea±i
[a]!
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denote the divided power in Sq(n, n). Recall the following relations for the divided powers.
E
(a)
±i E
(b)
±i 1λ =
[
a+ b
a
]
E
(a+b)
±i 1λ,(3.10.1)
E
(a)
+i E
(b)
−i 1λ =
min(a,b)∑
j=0
[
a− b+ λi − λi+1
j
]
E
(b−j)
−i E
(a−j)
+i 1λ,(3.10.2)
E
(b)
−iE
(a)
+i 1λ =
min(a,b)∑
j=0
[
b− a− (λi − λi+1)
j
]
E
(a−j)
+i E
(b−j)
−i 1λ.(3.10.3)
Here [a]! denotes the quantum factorial and
[
a
b
]
denotes the quantum binomial.
The images of the divided powers under
φ : Sq(n, n)→ End(W(3k))
are easy to compute. For example, we have (for simplicity, we only draw two of the strands and
write E = E+i)
φ(E21(0,2)) =
0 2
1 1
2 0
=
◦−
◦ −
= [2]
◦−
◦ −
.
Therefore, we get
φ(E(2)1(0,2)) =
◦−
◦ −
.
Another interesting example is
φ(E21(0,3)) =
0 3
1 2
2 1
= [2]
+−
◦ ×
,
which shows that
φ(E(2)1(03)) =
+−
◦ ×
.
The final example we will consider is φ(E(3)1(0,3)). We see that
φ(E31(0,3)) =
0 3
1 2
2 1
3 0
=
× ◦
◦ ×
= [3]!
× ◦
◦ ×
.
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Thus, we have
φ(E(3)1(0,3)) =
× ◦
◦ ×
,
which is the unique empty web from (◦,×) to (×, ◦).
Note that (3.10.2) and (3.10.3) imply that, for any a ∈ N, we have
(3.10.4) E(a)−i E(a)+i 1(...,0,a,...) = 1(...,0,a,...) and E(a)+i E(a)−i 1(...,a,0,...) = 1(...,a,0,...)
in Sq(n, n). Similarly, let Sq(n, n)/I , where I denotes the two-sided ideal generated by all 1µ such
that µ > (3k). Again by (3.10.2) and (3.10.3), we have
(3.10.5) E(3−a)−i E(3−a)+i 1(...,a,3,...) = 1(...,a,3,...) and E(3−a)+i E(3−a)−i 1(...,3,a,...) = 1(...,3,a,...)
in Sq(n, n)/I . One can check that φ maps the two sides of the equations in (3.10.4) and (3.10.5) to
isotopic diagrams. For example, φ maps
E
(2)
− E
(2)
+ 1(0,2) = 1(0,2)
to
◦ −
− ◦
◦ −
=
◦ −
◦ −
.
Remark 3.10.9. Let
W Z(3k) =
⊕
µS∈Λ(n,n)3
W ZS
be the integral form. Then the remarks above show that the action in Definition 3.10.2 restricts to
a well-defined action of SZq (n, n) on W Z(3k). Therefore, the isomorphism in Lemma 3.10.6 restricts
to a well-defined isomorphism between the integral forms
V Z(3k)
∼= W Z(3k).
The proof of the following lemma is based on an algorithm, which we call enhanced inverse
growth algorithm. The result is needed later to show surjectivity in Theorem 3.11.8.
Lemma 3.10.10. Let S be any enhanced sign string such that µS ∈ Λ(n, n)3. For any w ∈ BS ,
there exists a product of divided powers x, such that
φ(x1(3k)) = w.
Proof. Choose any w ∈ BS. We consider w ∈ BS(×k ,◦2k), i.e. a non-elliptic web with (empty)
lower boundary determined by (×k, ◦2k) and upper boundary determined by S. Express w using
the growth algorithm, in an arbitary way. Suppose there are m steps in this instance of the growth
algorithm. The element x is built up in m+2 steps, i.e. an initial step, one step for each step in the
growth algorithm, and a last step. During the construction of x, we always keep track of the ◦s and
×s. At each step the strands of w are numbered according to their position in x.
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If the H , Y or arc-move is applied to two non-consecutive strands, we first have to apply some
divided powers, as in (3.10.4) and (3.10.5), to make them consecutive. Let xk ∈ Sq(n, n) be the
element assigned to the k-th step and let µk be the weight after the k-step, i.e. xk = 1µk−1xk1µk .
The element x we are looking for is the product of all xk.
(1) Take x0 = 1µS .
(2) Suppose that the k-th step in the growth algorithm is applied to the strands i and i + r,
for some r ∈ N>0. This means that the entries of µk−1 satisfy µj ∈ {0, 3}, for all
j = i + 1, . . . , i + r − 1. Let x′k be the product of divided powers which “swap” the
(µi+1, . . . , µi+r−1) and µi+r. So, we first swap µi+r−1 and µi+r, then µi+r−2 and µi+r etc.
Now, the rule in the growth algorithm, still corresponding to the k-th step, can be applied
to the strands i and i+ 1.
(3) Suppose that it is an H-rule. If the bottom of the H is a pair (up-arrow down-arrow),
then take xk = x′kE+i. If the bottom of the H is a pair (down-arrow up-arrow), then take
xk = X
′
kE−i.
(4) Suppose that the rule, corresponding to the k-th step in the growth algorithm, is a Y -rule.
If the bottom strand of Y is oriented downward, then take xk = x′kE−i. If it is oriented
upward, take xk = x′kE+i. Note that these two choices are not unique. They depend on
where you put 0 or 3 in µk. The choice we made corresponds to taking (µki , µki+1) = (2, 0)
in the first case and (µki , µki+1) = (1, 3) in the second case. Other choices would be perfectly
fine and would lead to equivalent elements in Sq(n, n)1(3k)/(µ > (3k)).
(5) Suppose that the rule, corresponding to the k-th step in the growth algorithm, is an arc-
rule. If the arc is oriented clockwise, take xk = x′kE
(2)
−i . If the arc is oriented counter-
clockwise, take xk = x′kE−i. Again, these choices are not unique. They correspond to
taking (µki , µki+1) = (3, 0) in both cases.
(6) After the m-th step in the growth algorithm, which is the last one, we obtain µm, which
is a sequence of 3s and 0s. Let xm+1 be the product of divided powers which reorders the
entries of µm, so that µm+1 = (3k).
(7) Take x = 1µSx1x2 · · ·xm+11(3k) ∈ Sq(n, n). Note that x is of the form Ei1(3k).
From the analysis of the images of the divided powers under φ, it is clear that
φ(x) = w.

We do a simple example to illustrate Lemma 3.10.10. Let
w =
1 1 1
Then the algorithm in the proof of Lemma 3.10.10 gives
x = 1(111)E−1E−2E−11(300),
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or as a picture (read from bottom to top)
1 1 1
E−1
2 0 1
E−2
2 1 0
E−1
3 0 0
.
We are now ready to start explaining the categorified story.
3.11. Web algebras and the cyclotomic KLR algebras: And its categorification. Let us denote
withKS-pModgr the category of all finite dimensional, projective, unitary, graded KS-modules and
K⊕0 (KS) = K
⊕
0 (KS-pModgr) its split Grothendieck group. Recall that a unitary module is one on
which the identity of KS acts as the identity operator. In what follows, it will sometimes be useful
to consider homomorphisms of arbitrary degree, so we define
HOMB(M,N) =
⊕
t∈Z
homB(M,N{t}),
for any finite dimensional, associative, unital, graded algebra B and any finite dimensional, unitary,
graded B-modules M and N . Note that for almost all t ∈ Z we have homB(M,N{t}) = {0}, so
HOMB(M,N) is still finite dimensional.
Moreover, we need the following notions throughout the rest of the section.
Suppose that S is an enhanced sign string such that µS ∈ Λ(n, n)3. For any u ∈ BS , let
Pu =
⊕
w∈BS
wKu.
Then we have
KS =
⊕
u∈BS
Pu,
and so Pu is an object in KS-pModgr, for any u ∈ BS . Note that, for any u, v ∈ BS , we have
HOM(Pu, Pv) ∼= uKv,
where an element in u′Kv′ acts on Pu by composition on the left-hand side.
Similarly, we can define
uP =
⊕
w∈BS
uKw,
which is a right graded, projective KS-module.
Remark 3.11.1. Just one warning. The reader should not confuse Pu with Pu,T in Section 3.5.
3.11.1. The definition of W(3k). Recall that S denotes an enhanced sign string. Define
K(3k) =
⊕
µS∈Λ(n,n)3
KS
and
W(3k) = K(3k)-pModgr ∼=
⊕
µS∈Λ(n,n)3
KS-pModgr.
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The main goal of this section is to show that there exists a categorical U(sln)-action on W(3k) and
that
W(3k) ∼= V(3k)
as U(sln)-2-representations as explained in Section 4.4.
This will imply that
K⊕0 (W(3k)) ∼= V
Z
(3k).
Note that
K⊕0 (W(3k)) ∼=
⊕
µS∈Λ(n,n)3
K⊕0 (KS).
We will show that this corresponds exactly to the Uq(gln)-weight space decomposition of V(3k). In
particular, this will show that
(3.11.1) K⊕0 (KS) ∼= WS,
for any enhanced sign sequence S such that µS ∈ Λ(n, n)3.
First, we have to recall the definitions of sweet bimodules.
3.11.2. Sweet bimodules. Note that the following definitions and results are the sl3-analogues of
those in Section 2.7 in [53].
Definition 3.11.2. Given rings R1 and R2, a (R1, R2)-bimodule N is called sweet if it is finitely
generated and projective as a left R1-module and as a right R2-module.
If N is a sweet (R1, R2)-bimodule, then the functor
N ⊗R2 − : R2-Mod → R1-Mod
is exact and sends projective modules to projective modules. Given a sweet (R1, R2)-bimodule M
and a sweet (R2, R3)-bimoduleN , then the tensor product M⊗R2N is a sweet (R1, R3)-bimodule.
Let S and S ′ be two enhanced sign strings. Then B̂S′S denotes the set of all webs whose boundary
is divided into a lower part, determined by S, and an upper part, determined by S ′. Here we mean
one diagram when we say web, not a linear combination of diagrams. Let BS′S ⊂ B̂S
′
S be the subset
of non-elliptic webs.
For any w ∈ B̂S′S , define a finite dimensional, graded (KS′, KS)-bimodule Γ(w) by
Γ(w) =
⊕
u∈BS′ ,v∈BS
uΓ(w)v,
with
uΓ(w)v = F
c(u∗wv){n},
where n is the length of S ′. The left and right actions of KS on Γ(w) are defined by applying the
multiplication foam in 3.5.3 to
rKu ⊗ uΓ(w)v → rΓ(w)v and uΓ(w)v ⊗ vKr → uΓ(w)r.
Let w ∈ B̂S′S . Then w = c1w1 + · · · + cmwm, for certain wi ∈ BS
′
S and ci ∈ N[q, q−1]. Since all
relations which are satisfied by the Kuperberg bracket have categorical analogues for foams, this
shows that
Γ(w) ∼= c1Γ(w1)⊕ · · · ⊕ cmΓ(wm),
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where the multiplication by the ci is interpreted in the usual way using direct sums and grading
shifts.
We have the following analogue of Proposition 3 in [53].
Proposition 3.11.3. For any w ∈ B̂S′S , the graded (KS′, KS)-bimodule Γ(w) is sweet.
Proof. As a left KS-module, we have
Γ(w) ∼=
⊕
v∈BS
Γ(w)v,
where
Γ(w)v =
⊕
u∈BS′
uΓ(w)v.
So, as far as the left action is concerned, it suffices to show that Γ(w)v is a left projective KS′-
module. Note that, as a left KS′-module, we have
Γ(w)v ∼=
⊕
u∈BS′
F0(wv).
Then wv = c1u1 + · · ·+ c1um, for certain ui ∈ BS′ and ci ∈ N[q, q−1]. By the remarks above, this
means that
F0(wv) ∼= c1Pu1 ⊕ · · · ⊕ cmPum,
which proves that Γ(w) is projective as a left KS′-module.
The proof that Γ(w) is projective as a right KS-module is similar. 
It is not hard to see that (see for example [53]), for any w ∈ B̂S′S and w′ ∈ B̂S
′′
S′ , we have
(3.11.2) Γ(ww′) ∼= Γ(w)⊗KS′ Γ(w′).
Lemma 3.11.4. Let w,w′ ∈ B̂S′S . An isotopy between w and w′ induces an isomorphism between
Γ(w) and Γ(w′). Two isotopies between w and w′ induce the same isomorphism if and only if they
induce the same bijection between the connected components of w and w′.
Lemma 3.11.5. Let w,w′ ∈ B̂S′S and let f ∈ Foam03(w,w′) be a foam of degree t. Then f induces
a bimodule map
Γ(f) : Γ(w)→ Γ(w′)
of degree t.
Proof. Note that, for any u ∈ BS′ and v ∈ BS , the foam f induces a linear map
F0(1u∗f1v) : F
0(u∗wv)→ F0(u∗w′v),
by glueing 1u∗f1v on top of any element in F0(u∗wv) = Foam03(∅, u∗wv). This map has degree t,
e.g. the identity has degree 0 because the multiplication in KS is degree preserving. By taking the
direct sum over all u ∈ BS′ and v ∈ BS , we get a linear map
Γ(f) : Γ(w)→ Γ(w′).
The shifts in the definition of Γ(w) and Γ(w′), given by the length n of w and the length m of w′,
imply that deg Γ(f) = t.
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The fact that Γ(f) is a left KS-module map follows from the following observation. For any
u ∈ BS and v ∈ BS′ , the linear map F0(1u∗f1v) corresponds to the linear map
Foam03(u, wv)→ Foam03(u, w′v)
determined by horizontally composing with f1v on the right-hand side. This map clearly commutes
with any composition on the left-hand side.
Analogously, the linear map F0(1u∗f1v) corresponds to the linear map
Foam03(w∗u, v)→ Foam03((w′)∗u, v)
determined by horizontally composing with f ∗1u on the left-hand side. This map clearly commutes
with any composition on the right-hand side.
These two observations show that Γ(f) is a (KS′, KS)-bimodule map. 
It is not hard to see that, for any f ∈ Foam03(w,w′) and g ∈ Foam03(w′, w′′), we have
Γ(fg) = Γ(f)Γ(g).
Similarly, for any given u1, u2 ∈ B̂S
′
S and u′1, u′2 ∈ B̂S
′′
S′ and any given f ∈ Foam03(u1, u2) and
f ′ ∈ Foam03(u′1, u′2), we have a commuting square
Γ(u1u
′
1)
Γ(f◦f ′)
//
∼=

Γ(u2u
′
2)
∼=

Γ(u1)⊗KS′ Γ(u
′
1) Γ(f)⊗Γ(f ′)
// Γ(u2)⊗KS′ Γ(u
′
2)
where the vertical isomorphisms are as in (3.11.2).
3.11.3. The categorical S(n, n)-action on W(3k). We are now going to use sweet bimodules to
define a categorical action of S(n, n) onW(3k) in the sense of Section 4.4. For the definition of this
action, we will consider S(n, n) to be a monoidal category rather than a 2-category. Like always,
everything should be strict. The reader should compare this to Section 4.1.
Definition 3.11.6. On objects: The categorical action of any object Ei1λ in S(n, n) on W(3k) is
defined by tensoring with the sweet bimodule (see Proposition 3.11.3)
Γ
(
φ
(
Ei1λ
))
.
Recall that φ : Sq(n, n)→ EndC(q)(W(3k)) was defined in Definition 3.10.2.
On morphisms: We give a list of the foams associated to the generating morphisms of S(n, n).
Applying Γ to these foams determines the natural transformations associated to the morphisms of
S(n, n).
As before, we only draw the most important part of the foams, omitting partial identity foams.
Note our conventions.
(1) We read the regions of the morphisms in S(n, n) from right to left and the morphisms
themselves from bottom to top.
(2) The corresponding foams we read from bottom to top and from front to back.
(3) Vertical front edges labeled 1 are assumed to be oriented upward and vertical front edges
labeled 2 are assumed to be oriented downward.
(4) The convention for the orientation of the back edges is precisely the opposite.
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(5) A facet is labeled 0 or 3 if and only if its boundary has edges labeled 0 or 3.
In the list below, we always assume that i < j. Finally, all facets labeled 0 or 3 in the images
below have to be erased, in order to get real foams. For any λ > (3k), the image of the elementary
morphisms below is taken to be zero, by convention.
i,λ
7→
λi λi+1
i,λ
7→
λi λi+1
i,i,λ
7→ −
λi λi+1
i,i+1,λ
7→ (−1)λi+1
λi λi+1 λi+2
i+1,i,λ
7→
λi λi+1 λi+2
i,j,λ
7→
λi λi+1 λj λj+1
j,i,λ
7→
λi λi+1 λj λj+1
i,λ
7→
λi λi+1
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i,λ
7→ (−1)⌊
λi
2
⌋+⌈λi+1
2
⌉
λi λi+1
i,λ
7→ (−1)⌈
λi
2
⌉+⌊λi+1
2
⌋
λi λi+1
i,λ
7→
λi λi+1
Proposition 3.11.7. The formulas in Definition 3.11.6 determine a well-defined graded categorical
action of S(n, n) on W(3k) in the sense of Section 4.4.
Proof. A tedious but straightforward case by case check, for each generating morphism and each λ
which give a non-zero foam, shows that each of the foams in Definition 3.11.6 has the same degree
as the elementary morphism in S(n, n) to which it is associated. Note that it is important to erase
the facets labeled 0 or 3, before computing the degree of the foams. We do just one example here.
We have
i,(12)
7→ −
1 2
0 3
= f and deg(
i,(12)
) = 2.
We see that f has one facet labeled 0 and another labeled 3, so those two facets have to be erased.
Therefore, f has 12 vertices, 14 edges and 3 faces, i.e.
χ(f) = 12− 14 + 3 = 1.
The boundary of f has 12 vertices and 12 edges, so
χ(∂f) = 12− 12 = 0.
Note that the two circular edges do not belong to ∂f , because the circular facets have been removed.
In this section we draw the foams horizontally, so b is the number of horizontal edges at the top and
the bottom of f , which go from the front to the back. Thus, for f we have
b = 4.
Altogether, we get
q(f) = 0− 2 + 4 = 2.
In order to show that the categorical action is well-defined, one has to check that it preserves all
the relations in Definition 3.4.9. Modulo 2 this was done in the proof of Theorem 4.2 in [77]. At
the time there was a small issue about the signs in [60], which prevented the author to formulate
and prove Theorem 4.2 in [77] over C. That issue has now been solved (see [79] and [61] for
more information) and in this thesis we use the sign conventions from [79], which are compatible
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with those from [61]. We laboriously checked all these relations again, but now over C and with
the signs above. The arguments are exactly the same, so let us not repeat them one by one here.
Instead, we first explain how we computed the signs for the categorical action above and why they
give the desired result over C. After that, we will do an example. For a complete case by case
check, we refer to the arguments used in the proof of Theorem 4.2 in [77]. The reader should check
that our signs above remove the sign ambiguities in that proof.
One can compute the signs above as follows. First check the relations only involving strands of
one colour, i.e. the sl2-relations. The first thing to notice is that the foams in the categorical action
do not satisfy relation (3.4.20); for all λ, which give a non-zero foam, the sign is wrong. Therefore,
one is forced to multiply the foam associated to
i,i,λ
by −1, for all λ.
After that, compute the foams associated to the degree zero bubbles (real bubbles, not fake
bubbles) and adjust the signs of the images of the left cups and caps accordingly. This way, most
of the signs of the images of the left cups and caps get determined. The remaining ones can be
determined by imposing the zig-zag relations in (3.4.8) and (3.4.9).
Of course, one could also choose to adjust the signs of the images of the right cups and caps.
That would determine a categorical action that is naturally isomorphic to the one in this thesis.
After these signs have been determined, one can check that all sl2-relations are preserved by the
categorical action.
The next and final step consists in determining the signs of
i,j,λ
,
for i 6= j. First one can check that cyclicity is already preserved. The relations in (3.4.11) are
preserved by the corresponding foams, which are all isotopic, with our sign choices for the foams
associated to the left cups and caps. Therefore, cyclicity does not determine any more signs.
The relations in (3.4.21) are preserved on the nose, for i = j and |i − j| > 1. For |i − j| = 1,
they are only preserved up to a sign. Note that, since the corresponding foams are all isotopic, the
signs actually come from the sign choice for the foams associated to the left cups and caps. Thus,
whenever the total sign in the image of (3.4.21) becomes negative, one has to change the sign of
one of the two crossings (not of both of course). Our choice has been to change the sign of the
foam associated to
i,i+1,λ
,
whenever necessary. Any other choice, consistent with all the previous sign choices, leads to a
naturally isomorphic categorical action. It turns out that the sign has to be equal to (−1)λi+1 , after
checking for all λ.
After this, one can check that all relations involving two or three colours are preserved by the cat-
egorical action. Note that we have not specified an image for the fake bubbles. As stressed repeat-
edly in [60], fake bubbles do not exist as separate entities. They are merely formal symbols, used
as computational devices to keep the computations involving real bubbles tidy and short. As we are
using sl3-foams in this thesis, most of the dotted bubbles are mapped to zero. Therefore, under the
categorical action it is very easy to convert the fake bubbles in the relations in Definition 3.4.9 into
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linear combinations of real bubbles, using the infinite Grassmannian relation (3.4.18). Thus, there
is no need to use fake bubbles in this thesis.
Finally, let us do two examples; one involving only one colour and another involving two colours.
The left side of the equation in (3.4.17), for i = 1 and λ = (1, 2) (the other entries are omitted
for simplicity), becomes
1 2
2 1
1 2
= −
1 2
2 1
1 2
3 0
2 1
−
1 2
2 1
1 2
2 1
.
This foam equation is precisely the relation (SqR). Note that the signs match perfectly, because we
have
sign
(
i,(12)
)
= + and sign
(
i,(12)
)
= −.
The equation in (3.4.22), for (i, j) = (1, 2) and λ = (121) (the other entries are omitted for
simplicity), becomes
1 2 1
2 2 0
1
3
3
=
1 2 1
2 2 0
3
•
−
1 2 1
2 2 0
3
•
.
To see that this holds, apply the (RD) relation to the foam on the l.h.s., in order to remove the disc
bounded by the red singular circle on the middle sheet. 
Let Wh ∼= C be the unique indecomposable, projective, graded K(×k ,◦2k)-module of degree zero.
Recall that K(×k,◦2k) is generated by the empty diagram, so Wh is indeed one-dimensional. It is the
categorification of wh, the highest weight vector in W(3k).
Note that we can pull back the categorical action on W(3k) via
Ψn,n : U(sln)→ S(n, n).
We are now able to prove one of our main results. Recall that V is any additive, idempotent
complete category, which allows an integrable, graded categorical action by U(sln) in the sense of
Section 4.4.
Theorem 3.11.8. There exists an equivalence of categorical U(sln)-representations
Φ: V(3k) →W(3k).
Proof. As we already mentioned above, we have
EndW
(3k)
(Wh) ∼= C.
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Let Q be any indecomposable object in W(3k). There exists an enhanced sign string S such that Q
belongs to KS-pModgr. Therefore, there exists a basis web w ∈ BS and a t ∈ Z, such that Q is a
graded direct summand of Pw{t}. Without loss of generality, we may assume that t = 0.
By Lemma 3.10.10 and Proposition 3.11.7, there exists an object of X in S(n, n) such that Q
is a direct summand of XWh. This holds, because in S˙(n, n), the Karoubi envelope of S(n, n),
the divided powers correspond to direct summands of ordinary powers. For more details on the
categorification of the divided powers see [60] and [62].
Proposition 3.4.15 now proves the existence of Φ. 
An easy consequence of Theorem 3.11.8 is the following.
Corollary 3.11.9. By Theorem 3.11.8, the SZq (n, n)-module map
K⊕0 (Φ) : K
⊕
0 (V(3k))→ K
⊕
0 (W(3k))
is an isomorphism.
The following consequence of Theorem 3.11.8 is very important and we thank Ben Webster for
explaining its proof.
Proposition 3.11.10. The graded algebras K(3k) and R(3k) are (graded) Morita equivalent.
Proof. We are going to show that, for each weight µS which shows up in the weight decomposition
of V(3k), the graded algebrasKS andR(µS−λ, λ) are Morita equivalent. This proves the proposition
after taking direct sums.
Let µS be a weight which shows up in the weight decomposition of V(3k). Define
ΘµS =
⊕
i∈Seq(µS−λ)
EiWh ∈ KS-pModgr.
In the proof of Theorem 3.11.8, we already showed that every object in KS-pModgr is a direct
summand of XWh for some object X ∈ S(n, n). By the biadjointness of the Ei and E−i in S(n, n)
and the fact that Wh is a highest weight object, it is not hard to see that XWh itself is a direct
summand of a finite direct sum of degree shifted copies of ΘµS . This shows that every object in
KS-pModgr is a direct summand of a finite direct sum of degree shifted copies of ΘµS . Since KS is
a finite dimensional, complex algebra, every finite dimensional, graded KS-module has a projective
cover and is therefore a quotient of a finite direct sum of degree-shifted copies of ΘµS . This shows
that ΘµS is a projective generator of KS-Modgr.
Theorem 3.11.8 also shows that
EndKS (ΘµS)
∼= R(µS − λ, λ)
holds.
By a general result due to Morita, it follows that the above observations imply that KS and
R(µS − λ, λ) are Morita equivalent. For a proof see Theorem 5.55 in [99], for example. 
We can draw two interesting conclusions from Proposition 3.11.10.
In [17], Brundan and Kleshchev defined an explicit isomorphism between blocks of cyclotomic
Hecke algebras and cyclotomic KLR-algebras. Theorem 3.2 in [14] implies that the center of
the cyclotomic Hecke algebra, which under Brundan and Kleshchev’s isomorphism correponds to
R(µS − λ, λ), has the same dimension as H∗(X(3
k)
µS ).
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Corollary 3.11.11. The center of KS is isomorphic to the center of R(µS−λ, λ). In particular, we
have
dimZ(KS) = dimZ(R(µS − λ, λ)) = dimH
∗(X(3
k)
µS
).
Proof. We only have to prove the first statement, which follows from the well-known fact that
Morita equivalent algebras have isomorphic centers. For a proof see for example Corollary 18.42
in [71]. 
In Theorem 3.8.3 we used Corollary 3.11.11 to give an explicit isomorphism
H∗(X(3
k)
µS
)→ Z(KS).
Remark 3.11.12. Just for completeness, we remark that the aforementioned results in [14] and [17]
together with the results in [15], which we have not explained, imply that
H∗(X(3
k)
µS
) ∼= Z(R(µS − λ, λ)),
so we have not proved anything new about Z(R(µS − λ, λ)).
Another interesting consequence of Proposition 3.11.10 is the following.
Corollary 3.11.13. KS is a graded cellular algebra.
Proof. In Corollary 5.12 in [43], Hu and Mathas proved that R(µS − λ, λ) is a graded cellular
algebra.
In [67], Ko¨nig and Xi showed that “being a cellular algebra” is a Morita invariant property,
provided that the algebra is defined over a field whose characteristic is not equal to two. Moreover,
as we explained in Section 4.7, this is also true in the graded setting.
These results together with Proposition 3.11.10 prove that KS is a graded cellular algebra. 
The precise definition of a graded cellular algebra can be found in [43] or Section 4.7. In a follow-
up paper, we intend to discuss the cellular basis of KS in detail and use it to derive further results
on the representation theory of KS . For an isotopy invariant, homogeneous basis see Section 3.12.
Remark 3.11.14. Corollary 3.11.13 is the sl3 analogue of Corollary 3.3 in [19], which proves that
Khovanov’s arc algebra Hm is a graded cellular algebra. Compare also to the Example 4.7.3.
It is “easy” to give a cellular basis of Hm. The proof of cellularity follows from checking a small
number of cases by hand. For KS , we tried to mimick that approach, but had to give up because
the combinatorics got too complex.
3.11.4. The Grothendieck group of W(3k). Recall that W ZS has an inner product defined by the
normalised Kuperberg form (see Definition 3.10.7). The Euler form
〈[P ], [Q]〉 = dimq HOM(P,Q)
defines a Z[q, q−1]-sesquilinear form on K⊕0 (KS).
Lemma 3.11.15. Let S be an enhanced sign sequence. Take
γS : W
Z
S → K
⊕
0 (KS)
to be the Z[q, q−1]-linear map defined by
γS(u) = [Pu],
for any u ∈ BS . Then γS is an isometric embedding.
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This implies that the Z[q, q−1]-linear map
γW =
⊕
µ(S) : Λ(n,n)3
γS
defines an isometric embedding
γW : W
Z
(3k) → K
⊕
0 (W(3k)).
Proof. Note that the normalised Kuperberg form, because of the relations 3.2.3, 3.2.4 and 3.2.5,
and the Euler form are non-degenerate. For any pair u, v ∈ BS , we have
dimq HOM(Pu, Pv) = dimq uKv = q
ℓ(Sˆ)〈u∗v〉.
The factor qℓ(Sˆ) is a consequence of the grading shift in the definition of uKv.
Thus, γS is an isometry. Since the normalised Kuperberg form is non-degenerate, this implies
that γS is an embedding. 
Remark 3.11.16. It is well-known that K⊕0 (KS) is the free Z[q, q−1]-module generated by the iso-
morphism classes of the indecomposable, projective KS-modules (see Example 4.2.5). In Section
5.5 in [90], Morrison and Nieh showed that Pu is not necessarily indecomposable (see also [97]).
This is closely related to the contents of Remark 3.2.6, as Morrison and Nieh showed. Therefore,
the surjectivity of γW is not immediately clear and we need the results of the previous sections to
establish it below.
The sl2 case is much simpler. The projective modules analogous to the Pu are all indecompos-
able. See Proposition 2 in [53] for the details.
Theorem 3.11.17. The map
γW : W
Z
(3k) → K
⊕
0 (W(3k))
is an isomorphism of SZq (n, n)-modules.
This also implies that, for each sign string S, the map
γS : W
Z
S → K
⊕
0 (KS)
is an isomorphism.
Proof. The proof of the theorem is only a matter of assembling already known pieces.
By Proposition 3.11.7, γW intertwines the SZq (n, n) ∼= K⊕0 (S˙(n, n)) actions.
We already know that γW is an embedding, by Lemma 3.11.15.
Note that, by Theorem 3.4.14, Lemma 3.10.6 and Corollary 3.11.9, we have the following com-
muting square
V Z
(3k)
γV //
φ

K⊕0 (V(3k))
K⊕0 (Φ)

W Z
(3k) γW
// K⊕0 (W(3k))
We already know that γV , φ and K⊕0 (Φ) are isomorphisms. Therefore, γW has to be an isomor-
phism. This shows that KS indeed categorifies the µS-weight space of V(3k).
Recall that we have not explained the definition of γV nor Rouquier’s definition of Φ. However,
for general reasons, γV has to send the highest weight vector vh ∈ V Z(3k) to the class of the highest
weight object in V(3k) and Φ has to send that highest weight object to the highest weight object in
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W(3k). This shows that the images of the highest weight vector vh ∈ V Z(3k) around the two sides of
the square are equal. Since all maps involved are SZq (n, n) intertwiners, it follows that the square
indeed commutes. 
A good question is how to find the graded, indecomposable, projective modules of KS . Before
answering that question, we need a result on the 3-colourings of webs.
Let w ∈ BS . Recall that there is a bijection between the flows on w and the 3-colourings of w,
as already mentioned in Remark 3.2.2. Call the 3-colouring corresponding to the canonical flow of
w, the canonical 3-colouring, denoted Tw.
Lemma 3.11.18. Let u, v ∈ BS . If there is a 3-colouring of v which matches Tu and a 3-colouring
of u which matches Tv on the common boundary S, then u = v.
Proof. This result is a direct consequence of Theorem 3.2.5. Recall that there is a partial order
on flows, and therefore on 3-colourings by Remark 3.2.2. This ordering is induced by the lexico-
graphical order on the state-strings on S, which are induced by the flows. Note that two matching
colourings of u and v have the same order, by definition. On the other hand, Theorem 3.2.5 implies
that any 3-colouring of u, respectively v, has order less than or equal to that of Tu and Tv respec-
tively. Therefore, if there exists a 3-colouring of v matching Tu, the order of Tu must be less or
equal than that of Tv.
Thus, if there exists a 3-colouring of v matching Tu and a 3-colouring of u matching Tv, then
Tu and Tv must have the same order. This implies that u = v, because canonical 3-colourings
are uniquely determined by their order and the corresponding canonical flows determine the corre-
sponding basis webs uniquely by the growth algorithm. 
Proposition 3.11.19. For each u ∈ BS , there exists a unique graded, indecomposable, projective
KS-module Qu, such that
Pu ∼= Qu ⊕
⊕
Jv<Ju
d(S, Ju, Jv) Qv.
Here Ju is the state string associated to the canonical flow on u, the coefficients d(S, Ju, Jv) belong
to N[q, q−1] and indicate direct sums and degree shifts as usual, and the state strings are ordered
lexicographically.
Note that we need a lot of the results from the Sections 3.5, 3.8 and 3.11 to prove the proposition.
Proof. Let u ∈ BS. Then there is a complete decomposition of 1u into orthogonal, primitive
idempotents
1u = e1 + · · ·+ er.
By Theorem 4.8.4 and Corollary 4.8.5, we can lift this decomposition to GS. We do not introduce
any new notation for this lift, trusting that the reader will not get confused by this slight abuse of
notation.
Let zu ∈ Z(GS) be the central idempotent corresponding to Ju, as defined in the proof of
Lemma 3.8.2. We claim that there is a unique 1 ≤ i ≤ r, such that
(3.11.3) zuej = δijzu1u,
for any 1 ≤ j ≤ r.
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Let us prove this claim. Note that
(3.11.4) zu1u = eu,Tu ,
where Tu is the canonical colouring of u, i.e. Ju only allows one compatible colouring of u, which
is Tu. Since eu,Tu 6= 0, courtesy of Lemma 3.5.11, this implies that
(3.11.5) zuuGu = uGuzu = zuuGuzu = eu,TuGSeu,Tu ∼= C,
by Theorem 3.5.10.
We also see that there has to exist at least one 1 ≤ i0 ≤ r such that zuei0 6= 0. Then, by (3.11.5),
there exists a non-zero λi0 ∈ C, such that
zuei0 = λi0zu1u = λi0eu,Tu.
For any 1 ≤ i, j ≤ r, we have
zueizuej = z
2
ueiej = zuδijei.
This implies that i0 is unique and λi0 = 1. In order to see that this is true, suppose there exist
1 ≤ i0 6= j0 ≤ r such that zuei0 6= 0 and zuej0 6= 0. By (3.11.5), there exist non-zero λi0 , λj0 ∈ C
such that
zuei0 = λi0zu1u and zuej0 = λj0zu1u.
However, this is impossible, because we get
zuei0zuej0 = λi0λj0zu1u 6= 0,
which contradicts the orthogonality of zuei0 and zuej0 .
Thus, for each u ∈ BS , there is a unique primitive idempotent eu ∈ EndC(Pu) that is not killed
by zu, when lifted to GS. We define Qu to be the corresponding graded, indecomposable, projective
KS-module
Qu = KSeu,
which is clearly a direct summand of Pu = (KS)1u.
Let us now show that, for any u, v ∈ BS , we have
Qu ∼= Qv ⇔ u = v.
If u = v, we obviously have Qu ∼= Qv. Let us prove the other implication. Suppose Qu ∼= Qv .
From the above, recall that eu and ev can be lifted to GS. By a slight abuse of notation, call these
lifted idempotents eu and ev again. We have
zueu = eu,Tu 6= 0 and zvev = ev,Tv 6= 0.
Since Qu ∼= Qv, we then also have
zuev 6= 0 and zveu 6= 0.
This can only hold if Tu gives a 3-colouring of v and Tv a 3-colouring of u. By Lemma 3.11.18,
this implies that u = v.
Since
rkZ[q,q−1]K
⊕
0 (KS) = rkZ[q,q−1]W
Z
S = #BS,
by Theorem 3.11.17, the above shows that
{[Qu] | u ∈ BS}
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is a basis of the free Z[q, q−1]-module K⊕0 (KS). For any u, v ∈ BS , we have
zu1u = zueu and zv1u = 0, if Jv > Ju.
The second claim follows from the fact that there are no admissible 3-colourings of u greater than
Ju. The proposition now follows. 
Remark 3.11.20. Proposition 3.11.19 proves the conjecture about the decomposition of 1u, which
Morrison and Nieh formulate in their Conjectures 5.14 and 5.15 in [90] and in the text below them.
Before giving the last result of this section, we briefly recall some facts about the dual canonical
basis of W ZS . For more details see [34] and [57]. There exists a q-antilinear involution ψ˜ on V ZS
(in [34] and [57] this involution is denoted ψ′ and Φ, respectively). For any sign string S and any
state string J , there exists a unique element eS♥J ∈ V ZS which is invariant under ψ˜ and such that
(3.11.6) eS♥J = eSJ +
∑
J ′<J
c(S, J, J ′)eSJ ′ ,
with c(S, J, J ′) ∈ qZ[q]. Note that q = v−1 in [34] and [57]. The eSJ are the elementary tensors,
which were defined in 3.2.5. The basis
{
eS♥J
}
is called the dual canonical basis of V ZS . Restriction
to the dominant closed paths (S, J) gives the dual canonical basis of W ZS (see Theorem 3 in [57]
and the comments below it).
We have not given a definition of ψ˜, but we note that ψ˜ is completely determined by Proposition
2 in [57], i.e. we recall the following.
Proposition 3.11.21. (Khovanov-Kuperberg) Each basis web w ∈ BS is invariant under ψ˜.
The above definition is hard to check directly for {[Qu] | u ∈ BS}. Therefore, let us recall
Webster’s [116] very general definition of a canonical basis of a free Z[q, q−1]-module M . Our q
corresponds to q−1 in [116]. A pre-canonical structure on M is a choice of the following.
• A q-antilinear “bar involution” ψ : M →M .
• A sesquilinear inner product 〈−,−〉 : M ×M → Z((q)).
• A “standard basis” {ac}c∈C with partially ordered index set (C,<) such that
(3.11.7) ψ(ac) ∈ ac +
∑
c′<c
Z[q, q−1]ac′.
A basis {bc}c∈C is called canonical if the following is satisfied.
(1) Each vector bc is invariant under ψ.
(2) Each vector bc belongs to ac +
∑
c′<c Z[q, q
−1]ac′ .
(3) The vectors bc are almost orthonormal in the sense that
(3.11.8) 〈bc, bc′〉 ∈ δc,c′ + qZ[q].
If a canonical basis exists, for a given pre-canonical structure, then it is unique by Theorem 26.3.1
in [76]. In particular, the dual canonical basis is “canonical” in the above sense, w.r.t. to a pre-
canonical structure which we will discuss below. We note that the same basis can be canonical
w.r.t. different pre-canonical structures.
Let us show now how Lusztig’s canonical basis on V Z(3k) ∼= K
⊕
0 (V(3k)) is mapped to a basis in
W Z(3k)
∼= K⊕0 (W(3k)), which is also canonical according to Webster’s definition. After doing that,
we will prove that the latter basis is exactly the dual canonical basis defined in [33] and [57].
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First the pre-canonical structures.
• As Brundan and Kleshchev showed in [17] and Webster recalled in 1.2 in [116], the bar
involution on K⊕0 (V(3k)) is induced by Khovanov and Lauda’s [60] contravariant functor
ψ : R(3k) → R(3k),
given by reflecting the diagrams in the x-axis and inverting their orientation. On objects
this functor sends Fi{t} to Fi{−t}.
Using our equivalence
Φ: V(3k) →W(3k)
from Theorem 3.11.8, we get a contravariant functor
ψ : W(3k) →W(3k)
given by reflecting the foams in the vertical yz-plane, i.e. the plane parallel to the front and
the back of the foams in Definition 3.11.6, and inverting the orientation of their edges.
We have
ψ(Pu) ∼= Pu, for any non-elliptic web u.
It might seem confusing that Pu is again a left and not a right K(3k)-module. The reason
is that any f ∈ K(3k) acts on ψ(Pu) by multiplication on the right with ψ(f). Since ψ is
contravariant, this gives a left action again.
Using the isomorphism
ψ : W Z(3k) → K
⊕
0 (W(3k))
to pull back K⊕0 (ψ), we get a bar involution on W Z(3k) which fixes the non-elliptic webs. By
Proposition 3.11.21, we see that this bar involution is equal to ψ˜.
• As remarked by Webster in the introduction of [116], the inner product on K⊕0 (V(3k)) is
given by the Euler form
〈[P ], [Q]〉 = dimq (HOM(P,Q)) .
Pulling back the Euler form via the isomorphism
γ : V Z(3k) → K
⊕
0 (V(3k))
gives the q-Shapovalov form.
Our isomorphism
K⊕0 (Φ) : K
⊕
0 (V(3k))→ K
⊕
0 (W(3k))
from Theorem 3.11.17 is an isometry intertwining the Euler forms. Furthermore, the Euler
form on the latter Grothendieck group corresponds to the normalised Kuperberg form on
W Z
(3k)
, by Lemma 3.10.8.
• For our purpose, we are only interested in a standard basis of K⊕0 (W(3k)). We take {[Pu]},
where the u are the non-elliptic webs in W Z(3k). The partial ordering is given by the lexi-
cographical ordering of the state-strings for each S. By Proposition 3.11.21, we see that
{[Pu]} satisfies (3.11.7).
Now, let us have a look at the canonical bases in K⊕0 (V(3k)) and K⊕0 (W(3k)), which both satisfy
Webster’s definition.
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(1) The canonical basis elements in K⊕0 (V(3k)) are the classes of the indecomposable projective
R(3k)-modules, with their gradings suitably normalized (which is all that we need). These
elements correspond precisely to Lusztig’s canonical basis elements in V Z(3k), as shown by
Brundan and Kleshchev [17]. In particular, they satisfy the three conditions for a canonical
basis in Webster’s list.
Our equivalence in Theorem 3.11.8 maps the indecomposable objects in V(3k) to the
indecomposable objects in W(3k), which we had called Qu. In particular, this shows that
ψ˜([Qu]) = q
a[Qu] for some suitable value a. Since, isomorphisms on Grothendieck groups
intertwine the ψ˜, we see that qa[Qu] is ψ˜ invariant. But since, as a consequence of the
Propositions 3.11.19 and 3.11.21, [Qu] is already ψ˜ invariant, we see that a = 0.
(2) The [Qu] also satisfy the second condition in Webster’s list, as follows from inverting the
change of basis matrix in Proposition 3.11.19.
(3) The third condition in Webster’s list, for the [Qu], follows from the fact that Lusztig’s
canonical basis elements [Pu] satisfy that condition and the fact that the isomorphism
K⊕0 (Φ) : K
⊕
0 (V(3k))→ K
⊕
0 (W(3k)),
with Φ as in Theorem 3.11.17, maps Lusztig’s canonical basis isometrically onto {Qu}.
Theorem 3.11.22. The basis
{[Qu] | u ∈ BS}
corresponds to the dual canonical basis of Inv(V ZS ), under the isomorphisms
Inv(V ZS )
∼= W ZS
∼= K⊕0 (KS).
Proof. The remarks above prove that {[Qu] | u ∈ BS} is a canonical basis in the sense of Webster’s
definition. What remains to be proven, is that it is exactly the dual canonical basis defined by
Frenkel, Khovanov and Kirillov Jr. [34] (and in Theorem 3 in [57]).
As we demonstrated above, the bar involution on K⊕0 (W(3k)) is exactly the bar involution for the
dual canonical basis in [34] and [57].
As we will explain below, the normalised Kuperberg Z[q, q−1]-sesquilinear form on K⊕0 (W(3k)),
given in Definition 3.10.7 and denoted by 〈−,−〉Kup in this proof, is exactly the one corresponding
to the pre-canonical structure used in [34] and [57].
Since there is at most one canonical basis for any given pre-canonical structure on K⊕0 (W(3k)),
this proves that the two bases are equal.
For completeness, let us explain why 〈−,−〉Kup is exactly equal to the Z[q, q−1]-sesquilinear
inner product that is used implicitly in [34] and [57]. The form that is used explicitly in [34]
and [57] is actually Lusztig’s Z[q, q−1]-bilinear form, denoted (−,−)Lusz in this proof and defined
in Section 19.1.1 in [76] for irreducible modules and extended factorwise to tensor products in
Section 27.3 of that same book.
Therefore, we first have to recall how the Z[q, q−1]-bilinear forms from above are related to
Z[q, q−1]-sesquilinear forms. Given a Z[q, q−1]-bilinear form (−,−) on V ZS , we can define a
Z[q, q−1]-sesquilinear form on V ZS which is Z[q, q−1]-antilinear in the first variable, by
(3.11.9) 〈x, y〉 = (ψ˜(x), y),
where ψ˜ is theZ[q, q−1] anti-involution mentioned above. This is exactly how Khovanov and Lauda
defined their Z[q, q−1]-sesquilinear form on U˙(sln) in Definition 2.3 in [60].
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We do not compute the action of ψ˜ on the elementary tensors eSJ explicitly in this thesis. As
we will show below, the eSJ are orthonormal w.r.t. (−,−)Lusz. Therefore, it is easier to show
that (−,−)Lusz is equal to the Z[q, q−1]-bilinear form coming from Kuperberg’s bracket, which we
denote by (−,−)Kup in this proof, than to compare the corresponding Z[q, q−1]-sesquilinear forms
directly. Just for the record, we remark that 〈−,−〉Lusz is not equal to the factorwise q-Shapovalov
form, which is part of the pre-canonical structure for Lusztig’s canonical basis of V ZS (see Theorem
3.10 in [116]).
Let us recall the definition of (−,−)Lusz on an irreducible weight U˙Z(sl3)-module V Z with
highest weight vector vh. We follow Khovanov and Lauda’s normalisation from Proposition 2.2
in [60]. Lusztig’s Z[q, q−1]-bilinear form on V Z is uniquely determined by the properties below.
• (vh, vh)Lusz = 1.
• (ux, y)Lusz = (x, ρ(u)y)Lusz.
• (y, x)Lusz = (x, y)Lusz, for any x, y ∈ V Z and any u ∈ U˙Z(sl3).
Here ρ is the Z[q, q−1]-linear anti-involution on U˙Z(sl3) defined by
ρ(Ei) = q
−1K−1i E−i, ρ(E−i) = q
−1KiEi, ρ(K±1i ) = K
±1
i .
Let (−,−)Lusz also denote the Z[q, q−1]-bilinear inner product on V ZS obtained by taking factorwise
the above form on V Zsi , for i = 1, . . . , ℓ(S).
Before we can compute the inner product of the elementary tensors, we first have to compute
(−,−)Lusz on V
Z
+ and V Z− . Let e+1 be the highest weight vector of V+, of weight (1, 0), and define
e+0 = E−1(e
+
1 ) and e+−1 = E−2(e+0 ).
Note that e+0 and e+−1 are of weight (−1, 1) and (0,−1) respectively. Similarly, let e−1 be the highest
weight vector of V Z− , of weight (0, 1), and define
e−0 = E−2(e
−
1 ) and e−−1 = E−1(e−0 ).
Note that e+0 and e+−1 are of weight (1,−1) and (−1, 1) respectively. Using the rules above, we get
(e±i , e
±
j )Lusz = δij.
On V ZS , we now get
(3.11.10) (eSJ ′ , eSJ ′′)Lusz = δJ ′,J ′′ ,
for any elementary tensors eSJ ′ and eSJ ′′ .
Note that both (−,−)Lusz and (−,−)Kup are Z[q, q−1]-bilinear and symmetric. Therefore, in
order to show that they are equal, it suffices to show that we have
(wSJ , w
S
J )Lusz = (w
S
J , w
S
J )Kup,
for any wSJ ∈ BS .
Let wSJ ∈ BS be arbitrary and write
wSJ = e
S
J +
∑
J ′<J
c(S, J, J ′)eSJ ′ ,
as in Theorem 3.2.5. Then, by (3.11.10), we get
(3.11.11) (wSJ , wSJ )Lusz = 1 +
∑
J ′<J
c(S, J, J ′)2.
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Finally, let us compute (wSJ , wSJ )Kup. By (3.11.9), we see that
(wSJ , w
S
J )Kup = 〈w
S
J , w
S
J 〉 = q
ℓ(S)〈(wSJ )
∗wSJ 〉Kup.
The first equality follows from Proposition 3.11.21. Now consider the way in which the coefficients
c(S, J, J ′) change under the symmetry x 7→ x∗, for x any Y , cup or cap with flow. Comparing the
corresponding weights in (3.2.11) and (3.2.12), we get
weight(x∗) = q−(ℓ(t(x))−ℓ(b(x)))weight(x).
where t(x) and b(x) are the top and bottom boundary of x. Recall also that the canonical flow on
wSJ has weight 0 (see Lemma 3.2.4). It follows that
(wSJ , w
S
J˜
)Kup = q
ℓ(S)〈(wSJ )
∗wS
J˜
〉Kup
= qℓ(S)
(
q−ℓ(S) + q−ℓ(S)
∑
J ′<J
c(S, J, J ′)2
)
= 1 +
∑
J ′<J
c(S, J, J ′)2.
This finishes the proof that (−,−)Lusz = (−,−)Kup. 
3.12. An isotopy invariant basis. In the present section we define a homogeneous, isotopy in-
variant basis of KS . Note that this section is not part of our paper [78] and that it splits into two
subsections.
To be more precise, we give a method for obtaining several different homogeneous bases in the
first subsection and explain how one can define at least one of them (by an algorithm) in an isotopy
invariant way in the second subsection. Note that the method follows a face removing convention,
motivated by the Kuperberg relations [70]. The algorithm makes a particular, isotopy invariant
choice, that we call preferred. But the procedure that we explain works for any fixed choice of how
to remove faces as explained in Theorem 3.12.6.
This isotopy invariant basis is parametrised by flow lines, as we explain later in Theorem 3.12.15
and Corollary 3.12.16. Moreover, the whole discussion in this section also works for the more
general web algebra WcS from Definition 3.5.1. And therefore for Gronik’s filtered algebra GS
defined in Definition 3.5.8.
The question can be explained as follows. Given an algebra A that is only defined by generators
and relation, e.g. KS , then it is not obvious what the dimension of A is, how to find a basis of A
and how to find a basis of A with “good” structure coefficients (for example cellularity as described
in Section 4.7, e.g. Theorem 4.7.6).
In this section we answer the second question for KS and we conjecture that one of the bases
we define is a graded cellular basis related to the basis for the cyclotomic KLR-algebra defined
by Hu and Mathas [43]. Recall that KS and R(µS − λ, λ) are graded Morita equivalent as we
showed in Proposition 3.11.10. This, by Theorem 4.7.7 of Ko¨nig and Xi [67] and the discussion in
Section 4.7, shows that K(3k) is a graded cellular algebra.
In the whole section let S denote a sign string of length n. Recall that if u, v ∈ BS are two
non-elliptic webs with boundary S, then w = u∗v is the closed web obtained by glueing u∗ on top
of the web v. Moreover, recall that uf denotes a web u with a flow f that extents to u. By a slight
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abuse of notation, we use a similar notation for a closed web w with flow f , but in this case the
flow is closed and can be split into two flows fu, fv that extent to u and v respectively and match at
the boundary. Recall that flows have a weight that can be read off locally. In most pictures we use
wt as a short hand notation for the weight.
We need some more terminology before we can start, i.e. in this section it is crucial to distinguish
three types of faces.
• The external face of w, i.e. the unbounded face around the web w.
• The faces of w, i.e. all bounded faces of w.
• The internal faces of w, i.e. all bounded faces of w = u∗v not intersecting the cut line.
For completeness, we note the following Proposition and a Corollary, i.e. the answer of question
one from above. It is important to note that the web algebra has its q-degree shifted by {n}.
Proposition 3.12.1. Given u, v ∈ BS , then the q-graded dimension dimq of uKv is given by the
Kuperberg bracket, i.e. dimq(uKv) = qn · 〈u∗v〉Kup.
Proof. This was already implicit in Section 3.3 and Section 3.5, i.e. combine the notes below
Definition 3.3.2, Remark 3.3.3 and Lemma 3.5.7. 
Corollary 3.12.2. Let uBv be any homogeneous basis of uKv and let w = u∗v. Then there is a
bijection of sets
{wf | weight of f = k} = uF kv ∼= uB−k+nv = {b ∈ uBv | deg(b) = −k + n}.
Proof. This follows directly from Proposition 3.12.1 and the discussion in Section 3.2. 
Face removing algorithm. The definition below gives a procedure how to obtain for a given closed
web w = u∗v and a flow f of weight k on it an element in uKv of degree−k+n. By a slight abuse
of terminology, we call this procedure an algorithm, although we avoid to make some necessary
choices at this point. This inductive algorithm is called the face removing algorithm.
It is worth noting that the order in which we apply our local rules matters, since different orders
give rise to different foams, but can be any fixed order if not otherwise specified.
Definition 3.12.3. (Face removing algorithm) Given a closed basis web w = u∗v with any flow
f , denoted wf , we define a foam fwf : ∅ → w ∈ uKv by a set of inductive, local rules beginning
with the identity foam of w. Each rule corresponds to the removal of a circle, digon or a square
face by glueing an elementary foam to the bottom of the previous foam. This is done in a way that
is consistent with the flow until no more rules can be applied.
The elementary foams, which determine the local rules, called circle, digon and square removals,
are depicted below. The circle removals (for both possible orientations of the web) are
wt=2
7−→ ∅
wt=0 wt=0
7−→ ∅
wt=0 wt=−2
7−→ ∅
wt=0
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and the digon removals are
wt=1
7−→
wt=0
wt=−1
7−→
wt=0
wt=1
7−→
wt=0
wt=−1
7−→
wt=0
wt=1
7−→
wt=0
wt=−1
7−→
wt=0
and the vertical square removals are
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
wt=0
7−→
wt=0
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and the horizontal square removals are
wt=0
7−→
wt=0
wt=1
7−→
wt=1
wt=−1
7−→
wt=−1
wt=0
7−→
wt=0
wt=1
7−→
wt=1
wt=−1
7−→
wt=−1
wt=0
7−→
wt=0
wt=2
7−→
wt=2
wt=−2
7−→
wt=−2
It should be noted that none of the faces pictured above has to intersect the cut line, but we still call
the two different square removals usually vertical and horizontal.
Furthermore, we call any fixed way in which this procedure is applied a removal (of the faces)
of the web w.
Proposition 3.12.4. Let w = u∗v be a closed web. Let f be a flow on w of weight k. Moreover, fix
an order in which to remove the faces of the web w.
(a) The foam fwf : ∅ → w ∈ uKv obtained from the face removing algorithm 3.12.3 has a
q-degree of −k + n.
(b) If u = v and f = c is the canonical flow, then fwf : ∅ → w ∈ uKu is the identity foam.
Proof. (a) The algorithm uses three different elementary foams, i.e. a circle removal, a digon
removal and a square removal. It is easy to check that the q-degree of these foams are −2,−1
and 0 respectively. Note that the change of weight, as indicated in the figures in Definition 3.12.3,
correspond exactly to minus the q-degree of the associated foam. For example, the removal of a
circle with a counterclockwise flow lowers the weight by 2 and the associated foam has q-degree
−2. Hence, the resulting foam fwf will be of the q-degree −k + n.
(b) First we prove that any removal of wc is a combination of dot-free removal of circle and digon
faces and vertical removal of square faces (by which we mean a removal which leaves intact the
two sides of the square that lie perpendicular to the cut line) each of which intersects the cut line.
That is, faces removed in each step of the removal of wc are as follows (the dashed line represents
the cut line in each figure).
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We proceed by induction on the number of steps in the removal of wc, i.e. we show that before
each step all faces with four or less edges lie on the cut line and the removal in each step is either a
dot-free removal of a circle or digon face or a vertical removal of a square face.
Since u is a non-elliptic web with boundary, at the initial step of the removal of wc, all faces
with four sides or less must lie on the cut line. Hence, the face removed in this step is one which
intersects the cut line. In addition, since the flow on w = u∗u is canonical, we see that circle faces
in wc carry the following flow.
(3.12.1)
Moreover, digon faces of wc must carry one of the following three flows.
(3.12.2)
And finally square faces of wc must carry one of the flows shown below.
(3.12.3)
Thus, at the initial step of the procedure, a removal of a circle and digon face is dot-free and a
removal of a square face is vertical (for both orientations of the square).
Assume that in the n-th step in the removal, all faces with four sides or less lie on the cut line and
the removal is either a dot-free removal of a circle face, a dot-free removal of a digon or vertical
removal of a square. In the case that the face removed in the n-th step is a circle or a digon, faces
with four sides or less in the (n + 1)-th step must again be on the cut line, since removal of circles
or digons on the cut line clearly do not affect the internal faces of u and u∗. Otherwise, if the face
removed in the n-th step is a square, we have two possibilities, either the F1 = F2 (i.e. it is the
external face of w = u∗u or connects somewhere by crossing the cut line) or F1 and F2 are different
faces of u and u∗ respectively. The result of removing this square face vertical is pictured below.
F1
F2
7−→
F
In the former situation, removal of the square face has no affect on the internal faces of u and u∗
and thus faces with four sides or less in the (n + 1)-th step must again be on the cut line. In the
latter situation, the removal of the square face results in the creation of a new face on the cut line.
Note that no other internal faces of u and u∗ are affected. Here again, faces with four sides or less
in the (n+ 1)-th step must be on the cut line.
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Furthermore, beginning with a symmetric web with the canonical flow, then any removal of a
circle face, a digon face or the vertical removal of a square face on the cut line results in another
web with the canonical flow, due to locality of the removal conventions above. Thus, we see that in
the (n + 1)-th step, the faces on the cut line are again of the form in 3.12.1, 3.12.2 or 3.12.3. That
is, removal of circle and digon faces are dot-free and removal of square faces are vertical.
In the following, we consider the removal of wc as a foam in uKu and denoted it by fwc . Since in
the removal of wc consists solely of dot-free removal of digon or circle faces or vertical removal of
square faces that intersect the cut line, we have that fwc is composed of the following local foams
(corresponding to one part of circle, digon and square ratemoval respectively). Note that we use
the alternative description of the foam space (see Lemma 3.5.7 for example).
From this we see that fwc must be the identity foam in uKu. 
Example 3.12.5. We illustrate now that the order of removing faces is important, in contrast to
the Kuperberg bracket that is independent of the order of face removals. In particular, if one uses
different orders for different flows, then it can not be guaranteed that the resulting foams are linear
independent.
(a) Consider the theta web w1 and the two flows illustrated below.
Then there are two methods to remove the faces, i.e. from right to left or vice versa. Re-
moving the faces from right to left gives the left (right) foam illustrated below for the left
(right) flow.
In contrast, removing faces from left to right gives the following result.
Note that (b) of Proposition 3.12.4 is therefore not trivial because of the possible existence
of non-trivial idempotents.
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(b) Another example is the following. Consider the web w2 also called “square with digon
ears” and the two flows on w2 pictured below.
Removing faces from right to left and from left to right gives the same foam (up to rotation).
The resulting foams are pictured below.
=
For the following theorem assume that one has a fixed way how to remove faces in a fixed order
for any closed web w independent of flow lines. By a slight abuse of notation, we call this a fixed
way to remove webs. We give one isotopy invariant method to assign to each w such an preferred
face removal later in Definition 3.12.12.
Theorem 3.12.6. The set of flows on a web w parametrises a basis for F(w), via the face removal
algorithm, if one uses the given fixed way to remove webs.
Proof. We proceed by induction on the number of faces of w. In the case that w is a set of circles, it
is easy to see that the flows on w parametrise a basis for F(w) by applying the cups from the circle
removals in Definition 3.12.3. Moreover, one easily shows that the claim is true for the theta web
(see Example 3.12.5 or Example 3.12.17). Note that the theta web has exactly two ways to remove
faces, i.e. from right to left or vice versa.
Suppose the claim is true for all closed webs with at most n faces. Let w be a closed web with
n+ 1 faces. Without loss of generality, we can assume that w contains no circles or theta webs.
Suppose the first step of the face removal algorithm is a digon removal. The web without the
digon is called w′ and has n − 1 faces. Recall that the order of the faces in w′ is the same for all
flows (because we fixed a removal independent of flow lines). As we show in the pictures below,
given a flow f on w′, there are exactly two flows on w which give rise to f . The two possible flows
are pictured in the same column and there are three different cases how f can interact with w′.
w′
w′
τ1 :
τ2 :
w′
w′
w′
w′
By induction, the flows on w′ parametrize a basis of F(w′) via the face removal algorithm. Given a
flow on w′, the two compatible flows on w always give rise to two different digon removals shown
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below, i.e. either without or with a dot.
τ1 =
w
w′
τ2 =
w
w′
From Proposition 8 in [51] we have F(w) ∼=φ F(w′){1} ⊕ F(w′){−1}, where the isomorphism φ
is given by
F(w′){−1}
F(τ1)
−−−→ F(w) and F(w′){1} F(τ2)−−−→ F(w),
where F(τ1) and F(τ2) are glued on the top of F(w′). Hence, we conclude that flows on w
parametrise a basis for F(w) as desired.
Now suppose that the first step of the face removal algorithm is a square removal, resulting in
two new webs wv, wh with possible n − 2 faces (depending on the position of the external face
relatively to the square face).
There are two different square removals, each corresponding to either a vertical or horizontal
square removal in Definition 3.12.3. One checks that every flow on wv corresponds to exactly
one on w that is removed vertical and every flow on wh corresponds to exactly one on w that is
removed horizontal. As can be seen, all eighteen possible flows on w appear exactly once this way.
By induction and Proposition 9 in [51], i.e. given the two removals
τ1 =
w
wv
τ2 =
w
wh
one has an isomorphism F(w) ∼=φ F(wv)⊕F(wh), where the isomorphism φ is given by
F(wv)
F(τ1)
−−−→ F(w) and F(wh) F(τ2)−−−→ F(w),
where F(τ1) and F(τ2) are glued on the top of F(wv) or F(wh). This implies that the flows on w
parametrise a basis for F(w). 
Colouring of webs. We will proceed by giving a particular isotopy invariant method to remove
any closed web. We will call this procedure preferred. We note that “isotopy invariance” is a
rather strong requirement. In order to obtain such a basis we need some technical definitions and
lemmata, but the main idea is rather simple. We shortly explain it here and the reader may skip the
more technical points below on the first reading.
It should be noted that the face removing algorithm 3.12.3, as explained in Example 3.12.5,
depends on the order how to remove faces, but only for neighbouring faces, as explained in
Lemma 3.12.14 below. Therefore, it suffices to give a face colouring of webs such that neigh-
bouring faces get different colours. Moreover, since a web is a special type of a trivalent graph, it
is possible to give a 3-colouring (we call the colours 1, 2, 3) of faces. Hence, we can summarise the
rest of the section in three sentences.
• We give in 3.12.7 an isotopy invariant method how to 2-colour edges of a closed web w.
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• This 2-colouring of the edges can be used to give a 3-colouring of the faces, as explained
in 3.12.12.
• Remove all available faces with the lowest number (colour) in any order using the face
removal convention 3.12.3.
We will use the 2-colouring below to fix a way to remove the faces of webs. It is worth noting
that this colouring has a very special property, i.e. it only depends on the sign string S. There-
fore, it gives rise to a 2-colouring that extends to any possible web with the boundary string S.
It should be noted, as we explain in Remark 3.12.9, that this 2-colouring therefore has some-
how “anti-properties” of the canonical 2-colouring (the one induced by the canonical flow). See
Lemma 3.11.18.
Using Theorem 3.12.6, we note that this implies the existence of an isotopy invariant basis, since
the face removing algorithm 3.12.3 and the procedure 3.12.12 below are both isotopy invariant.
We need some terminology before we can start. Given a web w = u∗v we can split it into its
connected components wcj , i.e. we can split a web with m such components as
w = wc1 ∐ · · · ∐ wcm.
We call the connected components nested of type k ≥ 0 and denote them bywcjk , using the following
inductive definition.
• The 0-nested components are the webs incident to the external face Fext.
• For k > 0, we call a component k-nested, if it is incident to the external face after removing
all k′-nested components for k′ ≤ k − 1, but not after removing all k′-nested components
for k′ < k − 1.
The picture below illustrates the definition.
Fextw
c1
0 w
c4
1
wc52w
c3
1
wc20
Moreover, given a 2-colouring (say with colours red and green) of the edges of a closed web w, we
call a face F of w of type r, if all the edges of the face are red, and of type g if at least one edge is
green. We denote them by Fr or Fg respectively. The following pictures illustrate the notion.
Fg Fg Fr
It should be noted that this technical distinction between nested or non-nested is necessary as we
see later in Lemma 3.12.8. Moreover, the same lemma ensures that the algorithm from Defini-
tion 3.12.7 does not run into ambiguities.
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Definition 3.12.7. (Colouring of closed webs) We give an algorithm to produce a 2-colouring
(say with colours red and green) of the edges of a closed web w, such that at each vertex two red
edges and one green edge meet. We call this colouring preferred. It should be noted that it is not
a priori clear why this procedure does not run into ambiguities. But this will never happen, see
Lemma 3.12.8. The same lemma ensures that the result at the end does not depend on the choices
involved.
The algorithm works as follows. First colour all 0-nested components wcj0 by the following
procedure.
(1) At the initial stage, colour all edges of the external face of wcj0 red.
(2) At the i-th stage we complete the colouring of the edges incident to the vertices of wcj0 with
at least one edge already coloured from the (i− 1)-th stage.
(3) At a given vertex, if only one edge ei−1 had already been coloured and it is green, then we
colour the two remaining edges ei, e′i red (if one is already red, then colour the remaining
one also red). If two edges ei−1, e′i−1 had already been coloured and they are red, then we
colour the remaining edge ei green.
ei−1
ei e
′
i
e′i−1ei−1
ei
(4) At a given vertex, if only one edge ei−1 had already been coloured and it is is red, then we
colour one of the other incident edges in the following fashion.
• Green for ei, if the type of the corresponding face of ei is already green.
• The remaining edges e′i incident to this vertex should be red.
Below we have summarised the convention in a picture.
ei−1
e′iei
ei−2 ei−2
ei−1
e′i ei
Now, if all k-nested components are coloured, then colour exactly one edge of each k + 1-nested
by first choosing a line that cuts though all the components at least once (e.g. the cut line). Then
at least one edge of all k + 1-nested component is neighbouring an already coloured edge. Choose
one such edge for all k + 1-nested component and colour it in the following way and then repeat
the procedure from before.
→ → → →
Or in words, use the same colour, iff the orientation of the line is reversed. The algorithm stops if
every edge is coloured.
Lemma 3.12.8. The 2-colouring of w above is well-defined and it does not depend on the choices
involved.
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Proof. First we prove the second statement, i.e. that the choices do not matter. In fact this can be
easily seen by locally alternating the line that cuts though the components as illustrated below.
Fg Fg Fg
Note that all three choices above give the same result since the corresponding face is of green type.
We leave it to the reader to check the other possible colourings. Hence, since choosing a different
edge can also be seen as rearranging the line, we get the second statement.
To see that the colouring is well-defined, we proceed by induction on the number m of faces of
w. It can be easily checked that it is well-defined for a circle or a theta web.
Moreover, one easily checks that every closed sl3 web w has at least one circle, digon or square
face. Fix one such face F and remove it from the web as explained in the subsection before. The
resulting web w′ is, by induction, colourable without ambiguities. If the face F is a circle, then
one easily sees that the colouring of w′ can be extended without ambiguities to w by applying the
procedure in Definition 3.12.7.
If F is either a digon or a square, then one can extend the colouring in the following way.
7→
← [w w
′
7→
← [w w
′
7→
← [w w
′
in the case that F is a digon and if F is a square, then we use the following.
7→
← [w w
′
7→
← [w w
′
7→
← [w w
′
It should be noted that the only ambiguous seeming case, i.e. the case where the result of the
square removal of w has two alternating coloured edges in w′, does not occur. This is because the
two strings in w′ have a different orientation.
Hence, if they are part of the same connected component, then they have the same colour, be-
cause the colours and the orientations always alternate at vertices. If they are not part of the same
connected component, then we have to use the cut procedure explained before to see that they have
the same colour. This proves the first statement. 
Remark 3.12.9. Note that the Definition 3.12.7 can also be made for half webs, i.e. webs u with a
given sign string S at the boundary. An analogue of Lemma 3.12.8 can be shown as above.
Moreover, it is easy to show that, given a fixed sign string S and two webs u, v such that
S = ∂u = ∂v, then the preferred colourings of u and v match at the boundary and the preferred
colourings of u∗v and v∗u are given by glueing the preferred colourings of u, v together. This is
already implicit in Lemma 3.12.8 because the way how to cut a web does not affect the result, i.e.
we can take the cut line for non-elliptic webs.
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Example 3.12.10. An easy example of how the colouring works is shown below.
Definition 3.12.11. (Preferred flow on closed webs) Consider the subgraph of w given by the red
edges. It is easy to see that this subgraph consists of a disjoint set of closed cycles. By orienting
these edges so that the flows around the parts of the web are oriented counterclockwise and all other
cycles clockwise we obtain a flow on w. We call this flow the preferred flow and write wp for w
with the preferred flow.
Note that, by construction, the preferred flow wp always consists of flows inside faces or flows
around the web. That is, they will never cross through edges, i.e. the case below will never occur.
A good example is the flow pictured in Example 3.12.18.
The following definition of the preferred face removal is given for a connected web w. For an
arbitrary web, the whole process should be repeated for any connected component.
Definition 3.12.12. (The preferred face removing) Given a closed web with a flow denoted as
wf . At each stage of the face removing algorithm let the order of the faces be determined in the
following way.
It should be noted that the preferred flow from Definition 3.12.11 implies that any face F of wp
is of the following type because every face has an even number of edges and the closed circles of
the preferred flow p are always oriented clockwise except the flows around the web. We note that,
by abuse of notation, we denote a face around a connected component of the web as Fext, although
this face is not the external face for nested parts.
• Faces F1, such that the preferred flow has a component of p inside F1.
• Faces F2, such that the preferred flow p has the same orientation as the edges of F2.
• Faces F3, such that the preferred flow p is against the orientation of the edges of F3.
To summarise see the figure below. A face of type k should be labelled k.
F1
F3F2
F1
F3 F2
Fext
F3F2
Fext
F3 F2
At each stage of the algorithm we continue to call the web with flow wf . We remove wf by the
following algorithm.
(1) Remove all circles in wf using the local circle rules of Definition 3.12.12, in any order. If
there are no faces remaining, the algorithm stops. If there are faces remaining and some of
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them are digons, then proceed to step 2. If no remaining faces are digons, then proceed to
step 3.
(2) Remove all digons with the smallest label using the local digon rules of Definition 3.12.12,
in any order. Go back to step 1.
(3) Remove all square faces with the smallest label using the local square rules of Defini-
tion 3.12.12, in any order. Go back to step 1.
We call the above process of obtaining a foam Fwf ∈ F(w) the preferred face removal of wf or
short preferred resolution of wf .
Remark 3.12.13. Notice that it is relatively easy to calculate the order of face removing since the
preferred colouring of the web w′ (and therefore the preferred flow) after removing a particular face
of w can be computed directly as indicated before in the proof of Lemma 3.12.8.
It is straightforward to check that this recursive procedure gives the same answer as if one cal-
culates the preferred colouring of w′ as in Definition 3.12.7.
Lemma 3.12.14. The preferred resolution of wf is well-defined.
Proof. We note that the labelling of the faces is in such a way that neighbouring faces never have
the same label, i.e. they define a colouring of the faces of w with three colours. Hence, we only
need to show that the consecutive resolution of two non-neighbouring faces in two different orders
results in isotopic foams.
A simple illustration shows that the consecutive removing of the two faces in two different orders
yields isotopic foams.
=
The above only illustrates the effect of removing both square faces in one particular way, but similar
arguments demonstrate the claim for different removing of the square faces as well as removing of
digon faces. 
Theorem 3.12.15. Given a webw = u∗v, the face removing algorithm 3.12.3 together with the pre-
ferred face removal 3.12.12 gives an isotopy invariant, homogeneous basis of F(w) parametrised
by flows on w. If w is symmetric, then the basis contains the identity given by the canonical flow.
Proof. This is a direct consequence of Theorem 3.12.6, Proposition 3.12.4 and the fact that the
procedures explained in the Definitions 3.12.3 and 3.12.12 work in an isotopy invariant way. 
From Theorem 3.12.15 we get the following corollary since for any fixed sign string S the algebra
KS was defined as
KS =
⊕
u,v∈BS
uKv.
Corollary 3.12.16. Let S be a fixed sign string. The set of flows on all webs w with S = ∂w
parametrises an isotopy invariant, homogeneous basis for KS , via the preferred face removing
algorithm.
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Example 3.12.17. Consider the theta web w from Example 3.12.5 again. We know that the graded
dimension ofF(w) is given by the Kuperberg bracket and is therefore [2][3] = q−3+2q−1+2q+q3.
The six possible flows (ordered by weight) on w are illustrated below.
wt=3
wt=−1
wt=1
wt=−1
wt=1
wt=−3
Notice that in this case the canonical flow is also the preferred flow. Hence, the order of removal of
the faces is from right to left. This gives the following basis elements (ordered by q-degree) for the
corresponding flows.
q−deg=0
q−deg=4
q−deg=2
q−deg=4
q−deg=2
q−deg=6
Example 3.12.18. The counterexample of Khovanov and Kuperberg [57] for the negative exponent
property (compare to Theorem 3.2.5 and the Remark 3.2.6) gives rise to another interesting exam-
ple, i.e. the corresponding foam will be (up to a scalar factor) a non-trivial idempotent of the web
algebra. The preferred flow p from Definition 3.12.11 on w pictured below (for both orientations
162
of w) has weight wt(p) = 12. Thus, the corresponding foam has q-degree 0.
wt = 12
One easily checks that the canonical flow c on this web also has wt(c) = 12. Thus, F(w) has
two linear independent foams in q-degree zero. Note that (b) of Proposition 3.12.4 ensures that the
foam obtained from the canonical flow is the identity.
3.13. Open issues. Let us mention some open questions that are hopefully answered in future
work. Note that some other open questions were already discussed in Section 3.1. We will focus
here on four questions the author is currently working on, namely the ones listed below.
(a) We conjecture that there is an ordering how to resolve webs as explained in Section 3.12
such that the resulting basis is a graded cellular basis. For a lot of constructions involv-
ing graded cellular bases one needs a particular basis in an explicit form (compare to the
discussion in Section 4.7). Hence, it is a future goal to give such a basis for KS.
(b) A generalisation of the results on Howe duality from Section 3.10. That is a pictorial version
similar to the results in Section 3.10, but for arbitrary representations of Uq(sln). In order
to do so, one would for example consider clasps and clasped web spaces as explained by
Kuperberg in [70]. Note that this is not known at the moment, even for n = 2. This would
correspond to the coloured versions of the sln polynomials instead of the uncoloured case.
(c) Instead of a categorification of the invariant tensors, as we have done, one could also try
to give a categorification of the full tensor product. Note that in the n = 2 case a categori-
fication is known, e.g. see Chen and Khovanov [24]. It is worth noting that this is related
to the question how to construct the quasi-hereditary cover of KS . Such a cover for Kho-
vanov’s arc algebra, i.e. the sl2 case, was studied by Brundan and Stroppel [19], Chen and
Khovanov [24] and Stroppel [107].
(d) The Question 3.1.1 asked by Kamnitzer, i.e. how our work is related to the approach from
algebraic geometry by Fontaine, Kamnitzer and Kuperberg [33].
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4. TECHNICAL POINTS
4.1. Higher categories. In the present section we recall some definitions and theorems from
higher category theory.
Note that we always talk about strict (n, n)-categories if we say n-category. Here we allow
n ∈ {0, 1, 2, . . . , ω}. One can think of a n-category as a n-dimensional category.
We usually drop the “strict”, that is all categories are assumed to be strict unless otherwise
mentioned. Informally, the strict refers to the fact that composition of higher morphism is “on the
nose” associative and satisfies some identity laws.
Moreover, a (n, r)-category (with r ≤ n) is a category with only non-trivial k-cells for k ≤ n of
which all k′-cells for r < k′ ≤ n are invertible. For example a strict (1, 0)-category is a groupoid,
while a strict (1, 1)-category is a usual category.
Note that (n, 1)-categories arise in a lot of examples motivated from topology and are sometimes
called n-categories. But we do not need them in this thesis, so we only refer to Leinster’s [75] book
for a more detailed discussion.
Moreover, to avoid all set-theoretical question, which are interesting for their own sake, but not
for our purposes, all categories should be essentially small, i.e. the skeleton should be small. By a
slight abuse of notation, we always take about sets of objects, morphisms etc.
We start by recalling some “classical” notions that we need in the following.
Definition 4.1.1. Let C be a category. The category is called (strict) monoidal if it is a monoid
in the category Cat1, i.e. the category of categories. That is the category C is equipped with a
bifunctor ⊗ : C × C → C such that the following is satisfied.
(a) There exists a unit 1 ∈ Ob(C) such that for all C ∈ Ob(C)
1⊗ C = 1⊗ C = C.
(b) For all C1, C2, C3 ∈ Ob(C) the associativity holds, that is
(C1 ⊗ C2)⊗ C3 = C1 ⊗ (C2 ⊗ C3).
Note that the functoriality implies
(f ′ ◦ g′)⊗ (f ◦ g) = (f ′ ⊗ f) ◦ (g′ ⊗ g)
for suitable morphisms f, f ′, g, g′.
A weak monoidal category is the same as above, but (a) and (b) hold only up to natural isomor-
phism, denoted rC , ℓC and αC1,C2,C3 , such that the following two diagrams commute.
(C1 ⊗ 1)⊗ C2
αC1,1,C2 //
rC1⊗1 ''PPP
PP
PP
PP
PP
C1 ⊗ (1⊗ C2)
1⊗ℓC2ww♥♥♥♥
♥♥
♥♥
♥♥
♥
C1 ⊗ C2
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and the so-called pentagram identity
(C1 ⊗ C2)⊗ (C3 ⊗ C4)
C1 ⊗ (C2 ⊗ (C3 ⊗ C4))
C1 ⊗ ((C2 ⊗ C3)⊗ C4)(C1 ⊗ (C2 ⊗ C3))⊗ C4
((C1 ⊗ C2)⊗ C3)⊗ C4
αC1,C2,C3⊗C4
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
1⊗αC2,C3,C4
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆αC1,C2⊗C3,C4//
αC1,C2,C3⊗1
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾
αC1⊗C2,C3,C4
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
A (weak or strict) monoidal category (C,⊗) is called symmetric if for all C1, C2 ∈ Ob(C) there
exists natural isomorphisms γC1,C2 : C1 ⊗ C2 → C2 ⊗ C1 and γC2,C1 : C2 ⊗ C1 → C1 ⊗ C2 such
that γC2,C1 ◦ γC1,C2 = idC1⊗C2 and γC1,C2 ◦ γC2,C1 = idC2⊗C1 .
Example 4.1.2. For a given field K the category C =VecK together with the usual tensor product
is a weak, symmetric monoidal category.
In general, since one is mostly interested in more than equivalence classes of objects, strict
monoidal categories are rare. But a well-known fact, also known as Mac Lane’s coherence theorem,
allows us to “ignore” the difference between strict and weak monoidal categories, i.e. by Mac
Lane’s coherence theorem we have the following.
Theorem 4.1.3. Every weak monoidal category is equivalent to a strict monoidal category.
Note that a monoidal category has already a 2-dimensional structure, see Example 4.1.6. We are
going to recall the notion of a “2-dimensional category” now.
Definition 4.1.4. A 2-category C is a 1-category enriched over Cat1.
Informally, a 2-category is a category consisting of the following.
• Objects, also called 0-cells. One can imagine them as 0-dimensional. They are often pic-
tured as •. We denote the class of objects usually by Ob(C).
• 1-morphisms, also called 1-cells. One can imagine them as 1-dimensional and they have
therefore one way of composition. They are often pictured in the following way.
• •
f //
We denote the class of 1-cells between C,D ∈ Ob(C) usually by Mor1(C,D) or without
the subscript 1 if the context is clear. Composition is drawn in the following way.
• • •
f // g //
• 2-morphisms, also called 2-cells. One can imagine them as 2-dimensional and they have
therefore two ways of composition, i.e. a vertical ◦v and a horizontal ◦h. The 2-cells are
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often pictured in the following way.
• •
f

g
DD
α

The two compositions are usually drawn in the following way. Here the left is the vertical.
α ◦v β = • •//
f

g
EE
α

β

α ◦h β = • •
f

g
DD
α

•
f ′

g′
DD
β

• The interchange law, that is
(α ◦h γ) ◦v (β ◦h δ) = (α ◦v β) ◦h (γ ◦v δ)
or in pictures
• •//
f
α •//
f ′
γ
◦v
• •//
g
EEβ

•//
g′
EEδ

= • •//
f

g
EE
α

β

•//
f ′

g′
EE
γ

δ

= • •//
f

g
EE
α

β

◦h • •//
f

g
EE
γ

δ

.
Again, the notion of a weak 2-category, introduced as a so-called bicategory by Be´nabou, is more
common. Informally, this is like a strict 2-category, but some equations should only hold up to
natural 2-isomorphisms. We do not recall the formal definition here and refer e.g. to Leinster [75],
since the formal definition is rather complicated and Theorem 4.1.5 below shows that we can “ig-
nore” the difference again. A proof of the theorem is also well-known (in the sense that Be´nabou
already proved it in the 1960s). For a proof see for example [75]. An interesting fact is that if
2 < n, then there is no corresponding coherence theorem for n-categories!
Theorem 4.1.5. Every weak 2-category is equivalent to a strict 2-category.
Example 4.1.6. There are a lot of examples of (weak and strict) 2-categories.
(a) The category of all categories Cat2 is a strict 2-category with categories as 0-cells, functors
as 1-cells and natural transformations as 2-cells.
(b) The category of topological spaces Top can be seen as a weak 2-category, i.e. the 2-cells are
homotopies of continuous maps. We note that it is a weak (2, 1)-category, e.g. composition
of homotopies is not associative, but all homotopies are invertible. Note that this can be
generalised to a weak (n, 1)-category for n ∈ {1, 2, . . . , ω}.
(c) The category BiMod is a weak 2-category. To be more precise.
– The 0-cells are unital rings R, S, T, . . . .
– The 1-cells are bimodules RMS, SNT and composition of bimodules is defined by
RMS ◦1 SNT = RMS ⊗S SNT .
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– The 2-cells are bimodule homomorphisms. Vertical and horizontal composition are
f ◦v g = f ◦ g and f ◦h g = f ⊗S g,
where ◦ denotes the standard composition of bimodule maps.
Note that the higher morphisms are not invertible, i.e. it is a weak (2, 2)-category.
(d) An example that is related to our constructions in Section 2 and Section 3 is the category
Cob2, i.e. the category of two dimensional cobordisms. This category is a good example
why 2-categories can be seen as two dimensional. To be more precise.
– The 0-cells are disjoint unions of points x, y, . . . in a fixed plane.
– The 1-cells f : x → y are one dimensional manifolds with boundary embedded in the
plane whose boundary is exactly x at one side and y on the other. Composition is given
by glueing along the common boundary.
– The 2-cells α : (f : x → y) ⇒ (g : x → y) are two dimensional manifolds with
boundary whose boundary is exactly f at the top and g at the bottom. Such a 2-cell
could look like
•
x
x
y
yf
g
α
•
•
•
••
•• ................
Composition is given by glueing along the common boundary.
Note that this is a (2, 2)-category, since cobordisms are almost never invertible.
(e) Another important example we need is that a given (weak or strict) monoidal category
(C,⊗) can be seen as a (weak or strict) 2-category C by “pushing up the cells”. To be more
precise.
– We add exactly one 0-cell called ∗.
– We see the 0-cells of the category C as 1-cells of C. Composition is given by the
monoidal product.
– We see the 1-cells of the category C as 2-cells of C. The vertical composition is the
composition in C, while the horizontal composition is given by the monoidal product.
(f) Another example we need is the following. Recall that a ring R is called idempoteted, if
there exists a set E of idempotents E = {ei ∈ R | i ∈ I} such that
R =
⊕
ei,ej∈E
eiRej .
Such rings correspond to categories R whose 0-cells are the idempotents ei and whose 1-
cells between ei, ej are the elements of eiRej . Note that eiRej is an abelian group, i.e.
R is pre-additive. An example of such a ring is Beilinson-Lusztig-MacPherson [11] ring
U˙(sln) from Section 3.4. In the same vein, an idempotented category C can be seen as a
pre-additive 2-category C.
Note that Example 4.1.6 (e) shows that Theorem 4.1.5 includes the Theorem 4.1.3.
4.2. Grothendieck groups of categories. In this section we recall some well-known facts about
the Grothendieck group of an abelian, triangulated or additive category C. Moreover, we explain
how this notion can be categorified such that it makes sense for 2-categories. We closely follow
Mazorchuk [88]. Note that our convention is to write K0(C), K⊕0 (C) or K∆0 (C) for the (usual)
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Grothendieck group, the split Grothendieck group or the triangulated Grothendieck group of a
corresponding suitable (details below) category C respectively.
The origin of the Grothendieck group lies in abstract algebra, i.e. it is the most natural way
to extend a commutative monoid (M,+, 0) to an abelian group (A,+, 0), e.g. the well-known
construction of the integers (Z,+, 0) from the natural numbers (N,+, 0). Let us be more precise.
Definition 4.2.1. The Grothendieck group of a commutative monoid (M,+, 0) is a pair (A, φ) of
an abelian group A and a monoid homomorphism φ : M → A such that the following universal
property is true.
Given a monoid homomorphism ψ : M → A′ to any abelian group A′, there exists a unique
monoid homomorphism Φ: A→ A′ such that the following diagram commutes.
M
φ //
ψ   ❇
❇❇
❇❇
❇❇
❇ A
∃!Φ~~⑦⑦
⑦⑦
⑦⑦
⑦
A′
Alternatively, if there exists a functor [·] : Mon → Abel from the category of monoids Mon to the
category of abelian groups Abel that is a left adjoint to the forgetful functor in the other direction,
then the Grothendieck group of a commutative monoid (M,+, 0) is [M ].
To make sense of the definition we only need to construct the Grothendieck group, since unique-
ness up to isomorphisms follows from standard arguments. That the following definition works can
be easily checked, as in the construction [N] = Z. For a given monoid (M,+, 0) set
A =M ×M/ ∼, (m1, n1) ∼ (m2, n2)⇔ ∃s ∈M such that m1 + n2 + s = n1 +m2 + s
for the abelian group and
φ : M → A, φ(m) = (m, 0)
as the monoid homomorphism.
The definition of the Grothendieck group via a functor [·] suggest that the Definition 4.2.1 can
be generalised to categories with small skeleton and some extra properties. To be more precise, we
recall the following classical definition for abelian categories.
Definition 4.2.2. Let A be an abelian category with a small and fixed skeleton Sk(A). The
Grothendieck group K0(A) of A is defined as the quotient of the free abelian group generated
by all A ∈ Sk(A) modulo the relation
A2 = A1 + A3 ⇔ ∃ an exact sequence 0→ A1 → A2 → A3 → 0.
The elements of K0(A) are denoted by [A] for A ∈ Sk(A).
It is easy to check that for this construction, given an additive function φ : A → A′ for an abelian
group A′, there exists a unique group homomorphism Φ: K0(A) → A′ such that the following
diagram commutes.
A
[·]
//
φ ""❉
❉❉
❉❉
❉❉
❉❉
K0(A)
∃!Φ{{①①①
①①
①①
①①
A′
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Hence, one can say that this construction is the “most natural” way to make the category A into an
abelian group K0(A).
Example 4.2.3. Let K be an arbitrary field.
(a) We explain the example C =FinVecK from Section 1.1 in detail now. Since two finite
dimensional K-vector spaces V,W are isomorphic iff dimV = dimW , we see that
[V ] = [KdimV ] ∈ K0(C) for all V ∈ Ob(C).
For m = m1 + m2 we observe that one can construct an injection ι : Km1 → Km and a
projection p : Km → Km2 with im(ι) = ker(p). Therefore, we see that
0→ Km1
ι
→ Km
p
→ Km2 → 0 ⇒ [Km] = [Km1 ] + [Km2 ] ∈ K0(C).
Hence, the Grothendieck group K0(C) is isomorphic to Z and generated by [K] ∈ K0(C).
(b) Given a finite dimensional K-algebra A, we can consider the category of its finite dimen-
sional (left) A-modules, denoted by A-Mod. Assume that S1, . . . , Sk form a complete set
of pairwise non-isomorphic, simple A-modules. Then K0(A-Mod) is isomorphic to the
free abelian group with the set {[Si] | i = 1, . . . , k} as a basis.
Note that, if we only consider an additive categoryA⊕, then it makes no sense to speak about ex-
act sequences in general. Hence, one considers the notion of the split Grothendieck group K⊕0 (A⊕)
as explained below. Similarly, given a triangulated category T , it is more convenient to use another
notion known as triangulated Grothendieck group K∆0 (T ). Notice that every abelian or triangu-
lated category is additive, but the split Grothendieck group can be bigger than K0 or K∆0 . We recall
the following definition.
Definition 4.2.4. LetA⊕ be an additive category with a small and fixed skeleton Sk(A⊕). The split
Grothendieck group K⊕0 (A⊕) of A⊕ is defined as the quotient of the free abelian group generated
by all A ∈ Sk(A⊕) modulo the relation
A2 = A1 + A3 ⇔ A2 ≃ A1 ⊕ A2.
Let T be a triangulated category with a small and fixed skeleton Sk(T ). Then the triangulated
Grothendieck group K∆0 (T ) of T is defined as the quotient of the free abelian group generated by
all T ∈ Sk(T ) modulo the relation
T2 = T1 + T3 ⇔ ∃ a triangle T1 → T2 → T3 → T1[1].
The split Grothendieck group K⊕0 (A), K⊕0 (T ) is defined as before, since every abelian or triangu-
lated category A or T is additive.
An interesting example is the following.
Example 4.2.5. Given any field K and any finite dimensional K-algebra A, then we can consider
C = A-Mod or the category of finite dimensional, projective (left) A-modules D = A-pMod.
Notice that C is abelian and D is additive. Moreover, assume that P1, . . . , Pn form a complete set
of pairwise non-isomorphic indecomposable, projective A-modules. Hence, we have the following
set of pairwise non-isomorphic simple A-modules.
S = {S1 = P1/rad(P1), . . . , Sn = Pn/rad(Pn)}.
As explained above in Example 4.2.3, K0(A-Mod) is isomorphic to the free abelian group with
the set of all simple A-modules as a basis. In the same vein one can see that K⊕0 (A-pMod) is
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isomorphic to the free abelian group with the set of all indecomposable, projective A-modules as a
basis. Now the obvious embedding functor ι : A-pMod → A-Mod gives rise to an injective group
homomorphism
[ι] : K⊕0 (A-pMod)→ K0(A-Mod), [P ] 7→ [P ].
If A has finite global dimension, i.e. the supremum of all projective dimensions of A-modules
is finite, then [ι] is an isomorphism giving another basis of K0(A-Mod). Note that the converse
does not apply, e.g. the map [ι] is also surjective for the sl2 analogue of the algebra we define in
Section 3.5, but the algebra itself has infinite global dimension (see Brundan and Stroppel [19]).
Remark 4.2.6. The Grothendieck group of an abelian, triangulated or additive and monoidal cate-
gory C is in fact a ring, i.e. the multiplication is induced by the monoidal product. In this case one
calls the corresponding Grothendieck group the (usual, triangulated or split) Grothendieck ring.
It is worth noting that one motivation to introduce and study Grothendieck groups in the mid
1950s was to give a definition of generalised Euler characteristic. To be more precise.
Definition 4.2.7. Let C be an abelian, triangulated or additive category. Denote by Komb(C) the
category of bounded complexes consisting of
• The 0-cells are bounded complexes of the form
0 // C−k
c−k // C−k+1 // · · · // Cl−1
cl−1 // Cl // 0,
for some k, l ∈ N and Ci ∈ Ob(C) and suitable ci ∈ Mor1(Ci, Cj) such that ci+1 ◦ ci = 0.
Note that this makes sense in any abelian, triangulated or additive category.
• The 1-cells are maps of complexes, consisting of 1-cells of C, together with the standard
requirement of commuting squares.
Denote with (C∗, c∗) ∈ Ob(Komb(C)) such a bounded complex. Then the Euler characteristic of
(C∗, c∗) is defined by
χ(C∗) =
∑
i∈Z
(−1)i[Ci],
with [Ci] ∈ K0(C), if C is abelian, [Ci] ∈ K∆0 (C), if C is triangulated, or [Ci] ∈ K⊕0 (C), if C is
additive. This is well-defined, since the complex is bounded.
The question that arise is if the generalised Euler characteristic is an invariant under homotopy.
Or equivalent, given an additive category C, then Komb(C) is triangulated. Therefore, one can ask
is K⊕0 (C) isomorphic to K∆0 (Komb(C)). The answer is yes. We refer to Rose [98] for a proof.
Theorem 4.2.8. Let C be an additive category and denote the category of bounded complexes by
D = Komb(C). Let (C∗, c∗), (D∗, d∗) ∈ Ob(D) be homotopy equivalent.
(1) There exists an isomorphism of groups K⊕0 (C) ≃ K∆0 (D).
(2) We have χ(C∗) = χ(D∗).
Now we are able to “categorify” the definitions above. Let C be an abelian, triangulated or
additive 2-category. Then taking some “Grothendieck group like construction” should lead to a
1-category by identifying structures on the level of 2-cells. By a slight abuse of notation, we write
K∗0 as a short hand notation for the three different cases K0, K∆0 and K⊕0 , since it should be clear
which definition should be used. Moreover, we write simply Grothendieck group instead of usual,
triangulated or split Grothendieck group. We recall the following definition.
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Definition 4.2.9. Let C be an abelian, triangulated or additive 2-category, then the Grothendieck
group (or Grothendieck category) of C, denoted K∗0 (C), is defined as follows.
• The 0-cells of K∗0(C) are exactly the 0-cells of C.
• Note that for fixed C,D ∈ Ob(C) the collection of 1-cells MorC1(C,D) and the corre-
sponding 2-cells forms a category under vertical composition ◦v of 2-cells. We can take the
Grothendieck group of this category!
• The 1-cells between two 0-cells C,D ∈ Ob(C) = Ob(K∗0 (C)) are precisely the elements
of the Grothendieck group mentioned before. For a given 2-cell α : f ⇒ g, we denote the
corresponding 1-cell by [α], where f, g : C → D are 1-cells of C.
• Composition of 1-cells [α], [β] should be given by
[α] ◦ [β] = [α ◦h β].
Note that the Grothendieck group K∗0 (C) of C is enriched over Abel, i.e. it is pre-additive. The
following example illustrates the notion from Definition 4.2.9.
Example 4.2.10. The C-algebra of dual numbers is defined by D = C[X ]/(X2). We note that
Khovanov homology as explained in Section 1.1 uses a vector space V of dimension two which
can be realised as the dual numbers (more about this later in Example 4.3.6). Consider the category
C = D-Mod and denote by M the D-bimodule M = D ⊗C D. Define a 2-category C with the
following data.
• The 2-category has only C as a 0-cell.
• Denote the category of all functors F : C → C by D. The collection of 1-cells and 2-cells
should be the full additive subcategory ofD of functors isomorphic to direct sums of copies
of id : C → C or M ⊗D − : C → C. Since one easily verifies that
M ⊗D M ≃ M ⊕M,
this collection is closed under composition.
Using the isomorphism above, we see that [id] and [M ⊗D−] form a basis of the 1-cells of K⊕0 (C).
Note that, given a monoidal category C, then one can see this as a 2-category C, as explained in
Example 4.1.6, then K∗0(C) can be seen as a ring that is isomorphic to the “classical” Grothendieck
ring of Remark 4.2.6.
4.3. Grothendieck groups and categorification. In this section we define what we mean by a
Grothendieck group categorification or decategorification. We follow Mazorchuk [88]. In the
following, as always, all categories are assumed to have a small skeleton. Note that a Grothendieck
decategorification of a category C is either K0, if the category C is abelian, K∆0 , if the category is
triangulated, or K⊕0 , if C is additive, as defined in Section 4.2. As before, we write K∗0 as a short
hand notation for the three different cases K0, K∆0 and K⊕0 and skip the words usual, triangulated
and split.
If R is a commutative ring with 1 ∈ R, then we would like to speak about a R-decategorification.
The reader may think of a categorification of some algebra over R.
Definition 4.3.1. Let C be an abelian, triangulated or additive category. Then a (Grothendieck)
decategorification of C is the abelian group K∗0 (C) from Definition 4.2.2 or Definition 4.2.4. A
R-decategorification for some commutative, unital ring R, is defined by K∗0 (C)⊗Z R.
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One wants to define a R-categorification of an R-module M . If a R-decategorification is an
abelian group, then a R-categorification should be an abelian, triangulated or additive category. To
be more precise.
Definition 4.3.2. A R-categorification of an R-module M is a pair (C, φ) of an abelian, triangu-
lated, or additive category C together with a isomorphism
φ : M → K∗0 (C)⊗Z R.
We say that the pair (C, φ) is a R-precategorification, if we only assume that φ is a monomorphism.
Example 4.3.3. (a) As always, there is no reason to speak about THE categorification. Only
the decategorification is uniquely defined. For example, take R = Z and set M = Zn. If
A is any K-algebra, for any field K, such that the category A-Mod has exactly n simple
modules, then this category is a categorification of M as explained in Example 4.2.3.
(b) Consider theC-algebra of dual numberD from Example 4.2.10 again and set C = D−Mod
as before. Then the monomorphism
φ : Z→ K0(C), 1 7→ [D]
is not surjective since there is a unique (up to isomorphisms) simple D-module C (the X
annihilates it) and D( 6∼= C) is its projective cover. But tensoring over Z with Q induces an
isomorphism
φ′ : Q→ K0(C)⊗Z Q.
Hence, the pair (C, φ′) is a Q-categorification of Q = Q⊗Z Z.
It is worth noting that in fact in “most interesting” cases the “natural” basis of the
Grothendieck group is given by indecomposable, projective modules, but the example il-
lustrates that the set of indecomposable, projective modules is not a basis in general.
One also wants to speak of a category of categorifications of a module. Hence, what we need is
a 1-cell between R-categorifications. Note that the same also works for precategorifications.
Definition 4.3.4. Let M be an R-module and let (C, φ) and (D, ψ) be two R-categorifications as
in Definition 4.3.2. A morphism of such categorifications is an exact, triangular or additive (for
the three cases abelian, triangular or additive) functor F : C → D such that the following diagram
commutes.
K∗0(C)
[F ]
// K∗0 (D)
M
φ
cc❋❋❋❋❋❋❋❋ ψ
;;✇✇✇✇✇✇✇✇✇
Now we have (almost) enough terminology to categorify R-modules using module categories
of finite dimensional K-algebras. The last technical point we need is to extend the constructions
above to the Z-graded setting, since we need a quantum degree q for our purposes. We give the
needed terminology now. Graded always means Z-graded and the categories in Definition 4.3.5
should be graded (which implies that its Grothendieck group is a Z[q, q−1]-module).
Definition 4.3.5. Let ι : Z[q, q−1] → R a homomorphism with ι(1) = 1, where R is a graded,
commutative, unital ring. Hence, R can be seen as a (right) Z[q, q−1]-module. As before, let C be
an abelian, triangulated or additive category. A ι-decategorification of C is defined by
KRι (C) = K
∗
0 (C)⊗Z[q,q−1] R.
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In the same vein, given a graded R-module M , then a R-categorification is a pair (C, φ) of an
abelian, triangulated or additive category C with a fixed, free Z-action on it and an isomorphism
φ : M → KRι (C).
Note that in most examples the homomorphism ι is the canonical inclusion. In this case we write
for simplicity K∗0 instead of KRι .
Example 4.3.6. An interesting example is the following. The C-algebra of dual numbers from
Example 4.2.10 has a natural (in the sense that the dual numbers can be obtained as a cohomology
ring of certain flag varieties) grading, that is X should be of degree 2. The reader should also
compare this to Khovanov homology explained in Section 1.1, where the vector space V has a
basis v+ and v− of degrees 1 and −1 respectively. Now set C = D−Modgr, i.e. finite dimensional,
graded D-modules. Hence, Z[q, q−1] ≃ K0(C) as Z[q, q−1]-modules. Therefore, we see that the
graded category C is a (Z[q, q−1], id)-categorification of Z[q, q−1].
Given a graded, commutative and unital ring R, one can speak of R-(de)categorifications of a
suitable 2-category as in Definition 4.2.9.
Definition 4.3.7. Let R,C be as before. The R-decategorification KR0 (C) of C is the category
KR0 (C) = K
∗
0(C)⊗Z R or K
R
0 (C) = K
∗
0 (C)⊗Z[q,q−1] R
(ungraded or graded) and, given a category C enriched over R−Mod (or the graded version), also
called R-linear or graded R-linear, a R-categorification of C is a pair (C,Φ), where C denotes a
2-category as before and Φ: C → KR0 (C) is an isomorphism.
4.4. Higher representation theory. In the present section we are going to recall some definitions
from higher representation theory. Here “higher” means 2-representation theory. To be more pre-
cise, after recalling some basic notions from 2-representation theory, we specify from the general
case to the case of a 2-representation of g. Roughly speaking, while a “classical” representation of
g is given by an action on a K-vector space, a “higher” representation of g is given by an action on
a K-linear category. That is, instead of studying linear maps, one studies linear functors and nat-
ural transformations between these functors. The latter are “invisible” in classical representation
theory. We denote by K an arbitrary field in the whole section. Recall that we assume that every
n-category and every n-functor is strict.
We follow Cautis and Lauda [23] in this section. Note that the first systematic study of these
higher representations is due to Chuang and Rouquier [26]. It is worth noting that Rouquier [100]
formalises the notion of a 2-Kac-Moody representation, i.e. he defines 2-categories C associated to
Kac-Moody algebras and then he defines such a 2-representation as a 2-functor F : C → D to an
appropriated 2-category D.
We start by recalling the basic ideas.
Definition 4.4.1. Let C,D be two 2-categories. A 2-representation of C on D is a 2-functorF : C→
D.
The basic question is, given for example a group G, what are the symmetries the group acts on,
i.e. its representation theory. In this spirit, higher representation theory should be the study of
the “higher” symmetries (e.g. natural transformations). Usually one has to refine Definition 4.4.1.
For instance, the following definition is more suitable for our purposes. First recall the notion of a
Cartan datum.
173
Definition 4.4.2. A Cartan datum for an fixed index set I consists of the following.
• A weight latticeX and two subsets α,Λ ⊂ X called the set of simple roots and fundamental
weights respectively. Here α,Λ are indexed by I , i.e. we have α = {αi | i ∈ I} and
Λ = {Λi | i ∈ I}.
• A set X∨ = homZ(X,Z) of simple co-roots. Again, this set is indexed by I , i.e. we have
X∨ = {hi | i ∈ I}.
• A bilinear form (−,−) : X ×X → Z and a canonical pairing 〈−,−〉 : X∨ ×X → Z that
satisfies the following.
– For all i ∈ I and all λ ∈ X we have 0 6= (αi, αi) ∈ 2Z and
〈hi, λ〉 = 2
(αi, λ)
(αi, αi)
.
– For all i, j ∈ I with i 6= j we have (αi, αj) ≤ 0.
– For all i, j ∈ I we have 〈hi,Λj〉 = δij .
We use the two short hand notations αij = (αi, αj) and αλi = 〈λ, αj〉.
Definition 4.4.3. A strong 2-representation of g is a graded, additive, K-linear 2-category D with
the following data.
• The 0-cells are indexed by the weights λ ∈ X .
• The 2-category has identity 1-cells 1λ for all weights. Moreover, for all weights and all
i ∈ I there are 1-cells Ei1λ : λ→ λ+ αi and E−i1λ : λ+ αi → λ such that the following
holds.
– All 1-cells Ei1λ have left and right adjoints. The right adjoints are the E−i1λ.
– We have E−i1λ = Ei1λ{−αii − 12α
λi}.
Other 1-cells are obtained by composition, sums, grading shifts or adding images of idem-
potent 2-cells.
These data should satisfy the conditions (1)-(5) below.
(1) The 0-cells λ + kαi are isomorphic to the zero object for all i ∈ I and k ≪ 0 or k ≫ 0.
This condition is known as integrability.
(2) The space of 2-cells between any two 1-cells is finite dimensional. Moreover, for all weights
we assume that Mor1(1λ,1λ) is one dimensional and Mor1(1λ,1λ{k}) is zero for negative
shifts k < 0.
(3) In D there exists isomorphisms
EiE−i1λ ≃ E−iEi1λ ⊕ 1λ if 〈hi, λ〉 > 0 and E−iEi1λ ≃ EiE−i1λ ⊕ 1λ if 〈hi, λ〉 < 0.
(4) In D there exists isomorphisms for i, j ∈ I and i 6= j
EiE−j1λ ≃ E−jEi1λ.
(5) The E+i’s carry an action of the Khovanov-Lauda-Rouquier algebra (see Section 3.4). Note
that this gives an action on the E−i’s, too. More details can be found in [23].
We are going to recall parts of the definition of the 2-categories U(g) and its Karoubi envelope
U˙(g) also called idempotent completion. We are not going to recall the relations in general since
we do not need them for general g. We are giving the full definition in the cases g = gln and
g = sln in Section 3.4. For the full list of relations we refer to [23]. Note that, for simplicity, we
chose the scalars considered in [23] to be tij = 1 = tji and spqij = 0 for all i, j ∈ I and suppress
this notion in the following.
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Definition 4.4.4. Let us fix a Cartan datum as in Definition 4.4.2. The 2-category U(g) for this
datum is the graded, additive, K-linear 2-category with the following cells.
• The 0-cells are the λ ∈ X .
• The 1-cells (defined for all i ∈ I and λ ∈ X) are formal direct sums of compositions of
1λ, E+i1λ = 1λ+αiE+i = 1λ+αiE+i1λ and E−i1λ = 1λ−αiE−i = 1λ−αiE−i1λ.
• The 2-cells are graded, K-vector spaces generated by compositions of diagrams shown
below. Here {k} denotes a degree shift by k. Moreover, we use the two short hand notations
αij = (αi, αj) and αλi = 〈λ, αj〉 again.
φ1 =
i
λλ+αi φ2 =
i
λλ+αi φ3 =
i j
λ φ4 =
i
λ φ5 =
i
λ
with φ1 = idEi1λ , φ2 : Ei1λ ⇒ Ei1λ{αii}, φ3 : EiEj1λ ⇒ EjEi1λ{αij} and cups and caps
φ4 : EiEi1λ ⇒ 1λ{12α
ii + αλi} and φ5 : EiEi1λ ⇒ 1λ{12α
ii − αλi}. Moreover, we have
diagrams of the form
ψ1 =
i
λλ−αi ψ2 =
i
λλ−αi ψ3 =
i j
λ ψ4 =
i
λ ψ5 =
i
λ
with ψ1 = idE−i1λ , ψ2 : E−i1λ ⇒ E−i1λ{αii}, ψ3 : E−iE−j1λ ⇒ E−jE−i1λ{αij} and cups
and caps ψ4 : E−iEi1λ ⇒ 1λ{12α
ii + αλi} and ψ5 : EiE−i1λ ⇒ 1λ{12α
ii − αλi}.
• The convention for reading these diagrams is from right to left and bottom to top. The
2-cells should satisfy several relation which we will not recall here. Details are either in
Cautis and Lauda’s paper [23] or in the special cases g = gln and g = sln in Section 3.4.
We denote the Karoubi envelope of U(g) by U˙(g) and of a general category C by a slight abuse of
notation by Kar(C).
With these definitions we are able to refine Definition 4.4.1 again. To be more precise.
Definition 4.4.5. A 2-representation of U(g) in a graded, additive 2-category D is a graded, addi-
tive,K-linear 2-functor F : U(g)→ D. A 2-representation of U˙(g) in a graded, additive 2-category
D is a graded, additive, K-linear 2-functor F : U˙(g)→ D.
It is worth noting that, if the Karoubi envelope Kar(D) of D is equivalent to D, then any 2-
representation of U(g) extents uniquely to a 2-representation of U˙(g). Note that Definition 4.4.3
of g is the same as the definition of an integrable 2-Kac-Moody representation by Rouquier [100]
except that Rouquier does not require (2) from Definition 4.4.3. But we need the notions above so
we mention that Rouquier’s universality theorem, which we recall in Section 3.4, is true with or
without (2) as Webster remarks in [117]. For completeness, Cautis and Lauda proved the following.
Theorem 4.4.6. Any strong 2-representation of g on D in the sense of Definition 4.4.3 extents to a
2-representation in the sense of Definition 4.4.5.
4.5. Cones, strong deformation retracts and homotopy equivalence. In this section we have
collected some well-known facts from homological algebra about (mapping) cones, strong defor-
mation retracts and homotopy equivalences. We need these facts in Section 2. In particular, we
need them in the proof of Theorem 2.3.8.
In this section let C denote any pre-additive category. It should be noted that this includes that the
notion “chain complex”, i.e. d ◦ d = 0, makes sense. We denote the category of chain complexes of
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C by Kom(C) (in contrast to the category of bounded chain complexes Komb(C)), i.e. the objects
are chain complexes with chain groups in Ob(C) and differentials in Mor(C) and the morphisms
are chain maps, i.e. sequences of elements of Mor(C) with the standard requirements.
We denote chain complexes by C = (Ci, ci), D = (Di, di) ∈ Kom(C). With a slight abuse of
notation, we call elements of Mor(C) simply “maps”. All appearing indices should be elements of
Z. Moreover, recall the following three definitions.
Definition 4.5.1. Let C,D be two chain complexes with chain groupsCi, Di and differentials ci, di.
Let ϕ, ϕ′ : C → D be two chain maps. Let hi : Ci → Di−1 be a collection of maps as illustrated
below.
. . .
ci−2 // Ci−1
ci−1 //
ϕ′i−1

ϕi−1

hi−1
⑤⑤
⑤⑤
⑤⑤
⑤
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
Ci
ci //
ϕ′i

ϕi

hi
⑤⑤
⑤⑤
⑤⑤
⑤⑤
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Ci+1
ci+1 //
ϕ′i+1

ϕi+1

hi+1
⑤⑤
⑤⑤
⑤⑤
⑤
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
. . .
hi+2
⑤⑤
⑤⑤
⑤⑤
⑤⑤
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
. . .
di−2 // Di−1
di−1 // Di
di // Di+1
di+1 // . . .
The two chain maps ϕ, ϕ′ : C → D are called chain homotopic, denoted by ϕ ∼h ϕ′, if
ϕi − ϕ
′
i = hi+1 ◦ ci + di−1 ◦ hi for all i ∈ Z.
Two chain complexes C,D are called chain homotopic if there exists two chain maps ϕ : C → D
and ψ : D → C such that
ψi ◦ ϕi ∼h idC and ϕi ◦ ψi ∼h idD for all i ∈ Z.
Such chain maps ϕ : C → D and ψ : C → D are called homotopy equivalences. We denote chain
homotopic complexes by C ≃h D.
Definition 4.5.2. Let ψ : D → C be a homotopy equivalence. Assume that ψ has a “homotopy
inverse” ϕ : C → D, that is
ψi ◦ ϕi = idC and ϕi ◦ ψi ∼h idD for all i ∈ Z,
then ψ is called a deformation retraction. Moreover, if there exists a homotopy h with h ◦ ϕ = 0,
then ψ is called a strong deformation retraction and ϕ is called an inclusion into a strong deforma-
tion retract.
A (mapping) cone of two chain complexes is defined below. Be careful: Some authors use a
different sign convention.
Definition 4.5.3. (The cone) Let C,D be two chain complexes with chain groups Ci, Di and dif-
ferentials ci, di. Let ϕ : C → D be a chain map. The cone of C,D along ϕ is the chain complex
Γ(ϕ : C → D) with the chain groups and differentials
Γi = Ci ⊕Di−1 and γi =
(
−ci 0
ϕi di−1
)
,
i.e. if the two chain complexes C,D look like
C,D : · · ·
ci−1,di−1
−−−−−→ Ci, Di
ci,di
−−→ Ci+1, Di+1
ci+1,di+1
−−−−−→ Ci+2, Di+2
ci+2,di+2
−−−−−→ · · ·
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then the cone along ϕ is generated by direct sums over the diagonal as shown below.
. . .
ci−2 // Ci−1
−ci−1 //
ϕi−1

⊕
Ci
−ci //
ϕi

⊕
Ci+1
−ci+1 //
ϕi+1

⊕
. . .
⊕
. . .
di−2 // Di−1
di−1 // Di
di // Di+1
di+1 // . . .
It is easy to check that the cone gives again a chain complex (here one has to use the signs
above). The following well-known proposition concludes this section. We need it in order to prove
Theorem 2.3.8.
Proposition 4.5.4. Let C,D,E, F be four chain complexes and let
C
f

D
g′

E
ϕ
//
f ′
OO
F
g
OO
be a diagram in the category Kom(C). Assume that f is an inclusion into a strong deformation
retract f ′ and g is a strong deformation retraction with inclusion g′. Then
Γ(ϕ ◦ f) ≃h Γ(ϕ) ≃h Γ(g ◦ ϕ).
Proof. In order to maintain readability, we suppress some subscripts in the following.
To show that Γ(ϕ) ≃h Γ(ϕ ◦ f) we denote their differentials by dΓ(ϕ◦f) and dΓ(ϕ) respectively.
Consider the following diagram
Γ(ϕ ◦ f) : . . . // Ci+1 ⊕ Fi
dΓ(ϕ◦f) //
ψf
′

Ci+2 ⊕ Fi+1 //
ψf
′

. . .
Γ(ϕ) : . . . // Ei+1 ⊕ Fi
dΓ(ϕ) //
ψf
OO
Ei+2 ⊕ Fi+1 //
ψf
OO
ψh
oo . . .,
where the three maps ψa, ψb and h are given by
ψf =
(
f 0
0 id
)
and ψf ′ =
(
f ′ 0
ϕ ◦ h′ id
)
and ψh =
(
h 0
0 0
)
.
Here the map hi : Ei → Ei−1 should be the homotopy from the inclusion of f into f ′. One easily
checks that the diagram above is commutative and that this setting gives rise to Γ(ϕ) ≃h Γ(ϕ ◦ f).
The statement Γ(g ◦ ϕ) ≃h Γ(ϕ) can be verified analogously. 
4.6. Cubes and projective complexes. In this section we define/recall some facts from homolog-
ical algebra about cubes and projective complexes. We need them in the Section 2.6, since we can
only ensure that our assignment will be a “projective chain complex”. That means lousily speaking
that face are commutative “up to a sign”.
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Let Cun be a standard unit n-cube. We can consider this cube as a directed graph by labelling
neighbouring vertices γ by words aγ in {0, 1} of length n as follows. Choose one vertex and give
it the label 0 . . . 0 with n-entries. Any of its n neighbours get a different word of length n with
exactly one 1. Continue by changing exactly one entry until every vertex has a label.
For two vertices γa, γb that differ by only one entry k one assigns a label for the edges between
them by replacing k with a ∗. The edges is oriented from γa to γb iff k = 0 for γa. We denote such
an edge by S : γa → γb. Recall that R denotes a commutative, unital ring of arbitrary characteristic.
Definition 4.6.1. (Cube) An n-cube in a R-pre-additive category C is a mapping
CuCn : Cun → C
that associates each vertex γa with an element γCa ∈ Ob(C) and each edge S : γa → γb with an
element SCa,b ∈ Mor(γCa , γCb ).
A morphisms of cubes φ : CuCn → Cu′
C
n is a collection of morphisms for all vertices that is
{SCa,a′ | γa, γa′ vertices of CuCn,Cu′
C
n}.
We denote the category of n-cubes in C by Cbn(C) and the category of all cubes in C by Cb(C).
It should be noted that a morphisms between two n-cubes can be seen as a n+1-cube. Moreover,
from a n+1 cube one can define a morphism of n-cubes by fixing a letter k of the words associated
to the vertices γa and fixing the n-subcubes Cu0Cn and Cu1
C
n of CuCn+1 such that the vertices of Cu0
C
n
have k = 0 and the ones of Cu1Cn have k = 1. The morphism is the given by all edges of CuCn+1
that change k = 0 to k = 1.
Definition 4.6.2. (Cube types) Denote by R∗ all units in R. The category CP = C/R∗ is called the
projectivisation of C, i.e. morphisms are identified iff they differ only by a unit. A projectivisation
of a cube CuCPn is given by the composition with the obvious projection.
A face of a cube, denoted by F , is given by (we hope that the notation is clear)
γa01
S∗1
##●
●●
●●
●●
●
γa00
S∗0 ""❋
❋❋
❋❋
❋❋
❋
S0∗
<<①①①①①①①①
γa11 ,
γa10
S1∗
;;✇✇✇✇✇✇✇✇
or with an extra superscript C for a cube in C. Such a face is said to be of type a, c or p if the
following is satisfied.
(Type a) We have SC1∗ ◦ SC∗0 = −SC∗1 ◦ SC0∗ (anticommutative).
(Type c) We have SC1∗ ◦ SC∗0 = SC∗1 ◦ SC0∗ (commutative).
(Type p) We have SC1∗ ◦ SC∗0 = uSC∗1 ◦ SC0∗ for u ∈ R∗ (projective).
Furthermore, a cube CuCn is called of type a, type c or type p, if all of its faces are of the correspond-
ing types.
A morphisms between n-cubes CuCn,Cu′
C
n is called of type a, type c or type p if the corresponding
n+ 1-cube is type a, type c or type p respectively.
Two cubes CuCn and Cu′
C
n are called p-equal if
CuCPn = Cu
′CP
n .
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We call two morphisms between CuCn and Cu′
C
n p-equal if the corresponding n + 1-cubes are p-
equal.
Note that morphisms of type c and type p are closed under compositions. Hence, the category
Cb(C) has three subcategories, namely the following.
(Type a) The subcategory Cba(C) with cubes of type a and morphisms of type c.
(Type c) The subcategory Cbc(C) with cubes of type c and morphisms of type c.
(Type p) The subcategory Cbp(C) with cubes of type p and morphisms of type p.
It is worth noting that we can see any cube in C as a complex (C∗, c∗) (the reader should be careful
that we do not say chain complex here) by taking direct sums of vertices with the same number
of 1 in their labels and matrices of the morphisms associated to the edges between neighbouring
vertices.
Definition 4.6.3. Let (C∗, c∗) and (D∗, d∗) be two cubes of type p. We call two morphisms
ϕ, ϕ′ : C → D of type p p-homotopic, denoted by ϕ ∼Ph ϕ′, if
ϕi − ϕ
′
i = hi+1 ◦ ci + uidi−1 ◦ hi for all i ∈ Z,
for a backward diagonal h as in Definition 4.5.1 and units ui ∈ R∗.
Two such cube complexes are called p-homotopic if there exists two morphisms of type p
ϕ : C → D and ψ : D → C such that
ψi ◦ ϕi ∼
P
h idC and ϕi ◦ ψi ∼Ph idD for all i ∈ Z.
Such morphisms ϕ : C → D and ψ : C → D are called p-homotopy equivalences. We denote
p-homotopic complexes of type p by C ≃ph D.
Definition 4.6.4. Let Cun denote an n-cube and let us denote the set of edges of Cun by E(Cun).
An edge assignment ǫ of the cube is a map
ǫ : E(Cun)→ {+1,−1}.
Let C be a R-pre-additive category. Then an edge assignment ǫ of the cube Cun is called negative
(or positive), if CuCn is a cube of type a (or of type c) after multiplying the morphism fe of the edge
e ∈ E(Cun) of the cube Cb(C) with ǫ(e).
The following lemma follows immediately from the definition.
Lemma 4.6.5. If CuCn is a cube of type a (or of type c), then there is a negative (or positive) edge
assignment of CuCPn . 
4.7. Graded cellular algebras. We recall the definition of a cellular algebra due to Graham and
Lehrer [40] in the present section. Note that we need the definition of a graded cellular algebra
and some facts about these algebras and their representation theory. We follow the paper of Hu and
Mathas [43]. Moreover, we also need some more facts about cellular algebras, e.g. the notion is
(almost) categorical in the sense that it is Morita invariant iff char(K) 6= 2. We follow Ko¨nig and
Xi in [67] in order to recall these facts.
Note that in the whole section K denotes a field of arbitrary characteristic unless otherwise
specified. Moreover, R denotes a commutative, unital, integral domain and our convention for
the weight poset is that ✄ denotes strictly bigger. Furthermore, graded always means Z-graded11.
11Usually if we stress that something is graded we mean with a non-trivial grading.
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A graded (left) R-module is a module with a direct decomposition M = ⊕d∈ZMd, where the
elements of Md are homogeneous of degree d and M{i} denotes a degree shift by i ∈ Z.
An graded (left) R-algebra is an algebra that is a graded (left) R-module with AdAd′ ⊂ Ad+d′
for all d, d′ ∈ Z. A graded (left) A-module is a module with AdMd′ ⊂ Md+d′ for all d, d′ ∈ Z,
while the rest is defined in the obvious way. We denote the category of (left) A-modules by A-Mod
and the category of graded (left) A-modules by A-Modgr.
Definition 4.7.1. Suppose A is a graded free algebra over R of finite rank. A graded cell datum is
an ordered quintuple (P, T , C, i, deg), where (P,✄) is the weight poset, T (λ) is a finite set for all
λ ∈ P, i is an involution of A and C is an injection
C :
∐
λ∈P
T (λ)× T (λ)→ A, (s, t) 7→ cλst.
Moreover, the degree function deg is given by
deg :
∐
λ∈P
T (λ)→ Z.
The whole data should be such that the cλst form a homogeneous R-basis of A with i(cλst) = cλts and
deg(cλst) = deg(s) + deg(t) for all λ ∈ P and s, t ∈ T (λ). Moreover, for all a ∈ A
acλst =
∑
u∈T (λ)
ra(s, u)c
λ
ut (mod A
✄λ).
Here A✄λ is the R-submodule of A spanned by the set {cµst | µ✄ λ and s, t ∈ T (µ)}.
An algebra A with such a quintuple is called a graded cellular algebra and the cλst are called a
graded cellular basis of A (with respect to the involution i).
Example 4.7.2. Let A = R[x]/(xn) and i = id. And let P = {0, . . . , n − 1} and T (k) = {1}.
Then the standard basis ck11 = xk has a very special property, namely that the coefficients for
multiplication only depend on higher powers of x (modulo xn).
Let A = Mn×n(R), i.e. the set of n× n-matrices over R. Set P = {∗} and T (∗) = {1, . . . , n}.
The standard basis of A, i.e. the eij-matrices, has a very special property, namely that the coeffi-
cients for multiplication with a matrix from the right only depend on the i-th row and vice versa
for multiplication from the left only on the j-th column. Moreover, for the involution defined by
i(M) = M t, we have i(eij) = eji.
For an example of a graded cellular algebra, we can take A = M2×2(R) with the same data as
above. The degree of the two elements in T (∗) = {1, 2} should be deg(1) = 1 and deg(2) = −1.
One can easily check that this a graded cell datum as in Definition 4.7.1.
In the same spirit, one can see (using the Artin-Wedderburn Theorem) that every semisimple
algebra over a algebraically closed field is a cellular algebra. It is worth noting that Gornik’s
deformation GS of our web algebra KS as defined in 3.5 is by Proposition 3.5.13 semisimple.
Hence, we see directly that it is a cellular algebra. Moreover, the example A = M2×2(R) can easily
extended to A = Mn×n(R), showing that it is a graded cellular algebra. This implies that every
semisimple algebra is in fact a graded cellular algebra, although the grading for GS is artificial and
does not have connections to the q-filtration explained in 3.5.
The idea of Graham and Lehrer was to “interpolate” between the two extremes from Exam-
ple 4.7.2. One main example for our purposes is the following.
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Example 4.7.3. As Hu and Mathas [43] point out, the algebras studied by Brundan and Strop-
pel [19], and their quasi-hereditary covers are graded cellular algebras in the sense of Defini-
tion 4.7.1. Note that these algebras are the sl2 analogue of the algebras we defined in Section 3.
Another main example for us is also given by Hu and Mathas in [43], i.e. they showed the
following Theorem.
Theorem 4.7.4. Suppose that O is a commutative integral domain such that e is invertible in O,
e = 0 or e is a non-zero prime number, and let RnΛ be the cyclotomic Khovanov-Lauda-Rouquier
algebra RnΛ overO. Then RnΛ is a graded cellular algebra with respect to the dominance order and
with homogeneous cellular basis explicitly given in [43].
Using Brundan and Kleshchev [16] graded isomorphism, this includes that the corresponding
cyclotomic Hecke algebra is a graded cellular algebra if O is a field.
Let us recall some facts about (graded) cellular algebras.
Definition 4.7.5. LetA be a graded cellular algebra overRwith a given graded cell datum (P, T , C, i, deg).
Moreover, fix a weight λ ∈ P. The graded (left) A-cell module for λ denoted Cλ is
Cλ =
⊕
d∈Z
Cλd ,
where Cλd is the free R-module with basis
{cλs | s ∈ T (λ) and deg s = d}.
The action is given by
acλs =
∑
u∈T (λ)
ra(s, u)c
λ
u.
The coefficients should be the ones from Definition 4.7.1. The action of the involution i is defined
in the obvious way. Note that these modules can be seen as a generalisation of the (graded) Specht
modules for the symmetric group and the Hecke algebras of type A.
For fixed λ ∈ P we can define
Dλ = Cλ/rad(Cλ).
One main point why (graded) cellular algebras are interesting is that they give a lot of information
about the categories A-Modgr and A-Mod, if one knows a particular (graded) cell datum for it, i.e.
although the existence of a (graded) cell datum is not trivial, as we argue below, an explicit (graded)
cell datum is preferable. To be more precise, we recall a theorem of Hu and Mathas. The proof can
be found in their paper [43] in the Section 2.
Theorem 4.7.6. Suppose K is a field and that A is a graded cellular algebra over K with graded
cell datum (P, T , C, i, deg). Let P0 = {λ ∈ P | Dλ 6= 0}. Then we have the following.
(a) The graded A-module Dλ is absolutely irreducible for all λ ∈ P0.
(b) For all λ, µ ∈ P0 we have Dλ ≃ Dµ{i} for some i ∈ Z iff i = 0 and λ = µ.
(c) A complete set of pairwise non-isomorphic, graded, simple A-modules is given by
D = {Dλ{i} | λ ∈ P0 and i ∈ Z}.
(d) Let · : A-Modgr → A-Mod denote the functor that forgets the grading. Then a complete set
of pairwise non-isomorphic simple A-modules is given by
D = {D
λ
| λ ∈ P0}.
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We recall a theorem due to Ko¨nig and Xi [67], i.e. that the property “being cellular” is Morita
invariant over fields of characteristic not 2. To be more precise.
Theorem 4.7.7. Let K be a field with char(K) 6= 2. Moreover, let A be an K-algebra that is
cellular with respect to an involution i. Let B be an K-algebra that is Morita equivalent to A.
Then B is a cellular algebra with respect to a suitable involution i′.
It should be noted that their proof of Theorem 4.7.7 relies on a ring theoretical and basis free
definition of the notion cellular algebra using a cell filtration of cell ideals. It is well-known that
this definition is equivalent to the original one given by Graham and Lehrer, see [68]. To be more
precise, we recall the following.
Definition 4.7.8. Suppose A is a graded, free algebra over R of finite rank and i : A → A is an
involution. A two sided ideal J ⊂ A that is fixed by the involution i is called a cell ideal iff
there exists a left ideal ∆ ⊂ J that is finitely generated and free as an R-module together with an
isomorphism of A-bimodules α : J → ∆⊗R i(∆) such that the following diagram commutes.
J
α //
i

∆⊗R i(∆)
x⊗y 7→i(y)⊗i(x)

J
α
// ∆⊗R i(∆)
The algebra A is called cellular with respect to i if there is a finite chain of two-sided ideals (all
fixed by i), i.e. 0 = J0 ⊂ J1 ⊂ · · · ⊂ Jn−1 ⊂ Jn = A, such that Jk/Jk−1 is a cell ideal of A/Jk−1
with respect to i for all 1 ≤ k ≤ n.
Theorem 4.7.9. An R-algebra A is (ungraded) cellular in the sense of Definition 4.7.1 iff it is
(ungraded) cellular in the sense of Definition 4.7.8.
The Definition 4.7.8 can be copied and applied in the graded setting, too. Moreover, a slight
change of the proof of the equivalence given in [68] shows that one can give an equivalent basis
free definition of Definition 4.7.1 using cell filtration of graded cell ideals. Hence, using a result,
i.e. Theorem 5.4 and Corollary 5.5, of Gordon [38], one obtains that graded Morita equivalence
between two algebras over a field of characteristic not 2, one a cellular algebra with a non-trivial
grading, implies the existence of a non-trivially graded cellular basis for the other in the sense of
Definition 4.7.1, although neither the bases elements nor the involution or grading are explicit.
The assumption that char(K) 6= 2 is necessary as Ko¨nig and Xi showed and the following
example (given in Section 7 in [67]) shows that one has to be careful with the involution.
Example 4.7.10. Let K be field with char(K) 6= 2 and let A be the K-algebra A = Mat2×2(K).
Define two involutions i, i′ by
i :
(
a b
c d
)
7→
(
d b
c a
)
and i′ :
(
a b
c d
)
7→
(
d −b
−c a
)
.
One can check that A is cellular with respect to i if one sets the corresponding cell module to be
∆ =
{(
a b
c d
)
∈ Mat2×2(K) | a = b, c = d
}
.
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But A is not cellular with respect to i′, since A is simple and therefore its own cell ideal which
would imply that there exists a cell module ∆ such that
A ≃ ∆⊗K i
′(∆),
but an easy calculation, using the conditions given in Definition 4.7.8, shows that this is impossible.
4.8. Filtered and graded algebras and modules. In this section (note that this was the appendix
in [78]), we have collected some basic facts about filtered algebras, the associated graded algebras
and the idempotents in both. Our main sources are [102] and [105]. In this section, everything is
defined over an arbitrary commutative, associative, unital ring R.
Let A be a finite dimensional, associative, unital R-algebra together with an increasing filtration
of R-submodules
{0} ⊂ A−p ⊂ A−p+1 ⊂ · · · ⊂ A0 ⊂ · · · ⊂ Am−1 ⊂ Am = A.
Actually, for any t ∈ Z we have a subspace At, where we extend the filtration above by
At =
{
{0}, if t < −p,
A, if p ≥ m.
Note that in the language of [102], such a filtration is discrete, separated, exhaustive and complete.
If 1 ∈ A0 and the multiplication satisfies AiAj ⊆ Ai+j , we say that A is an associative, unital,
filtered algebra. The associated graded algebra is defined by
E(A) =
⊕
i∈Z
Ai/Ai−1,
and is also associative and unital. Although A and E(A) are isomorphic R-modules, they are not
isomorphic as algebras.
A finite dimensional, filtered A-module is a finite dimensional, unitary A-module M with an
increasing filtration of R-submodules
{0} ⊂M−q ⊂M−q+1 ⊂ · · · ⊂ Mt = M,
such that AiMj ⊆ Mi+j , for all i, j ∈ Z, after extending the finite filtration to a Z-filtration as
above.
We define the t-fold suspensionM{t} of M , which has the same underlyingA-module structure,
but a new filtration defined by
M{t}r = Mr+t.
Given a filtered A-module M , the associated graded module is defined by
E(M) =
⊕
i∈Z
Mi/Mi−1.
An A-module map f : M → N is said to preserve the filtrations if f(Mi) ⊆ Ni, for all i ∈ Z. Any
such map f : M → N induces a grading preserving E(A)-module map E(f) : E(M) → E(N) in
the obvious way.
This way, we get a functor
E : A-Modfl → E(A)-Modgr,
where A-Modfl is the category of finite dimensional, filtered A-modules and filtration preserving
A-module maps and E(A)-Modgr is the category of finite dimensional, graded E(A)-modules and
grading preserving E(A)-module maps.
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Recall that A-Modfl is not an abelian category, e.g. the identity map M → M{1} is a filtration
preserving bijective A-module map, but does not have an inverse in A-Modfl. In order to avoid
such complications, one can consider a subcategory with fewer morphisms. An A-module map
f : M → N is called strict if
f(Mi) = f(M) ∩Ni
holds, for all i ∈ Z. Let A-Modst be the subcategory of filtered A-modules and strict A-module
homomorphisms.
Lemma 4.8.1. The restriction of E to A-Modst is exact.
We also need to recall a simple result about bases. A basis {x1, . . . , xn} of a filtered algebra A
is called homogeneous if, for each 1 ≤ j ≤ n, there exists an i ∈ Z such that xj ∈ Ai\Ai−1. In
that case, {x1, . . . , xn} defines a homogeneous basis of E(A), where xj ∈ Ai/Ai−1. In order to
avoid cluttering our notation, we always write xj and then specify in which subquotient we take the
equivalence class by saying that it belongs to Ai/Ai−1.
Given a homogeneous basis {y1, . . . , yn} of the associated graded E(A), we say that a homoge-
neous basis {x1, . . . , xn} of A lifts {y1, . . . , yn} if xj = yj ∈ Ai/Ai−1 holds, for each 1 ≤ j ≤ n
and the corresponding i ∈ Z. The result in the following lemma is well-known. However, we could
not find a reference in the literature, so we provide a short proof here.
Lemma 4.8.2. Let A be a finite dimensional, filtered algebra and {y1, . . . , yn} be a homogeneous
basis of E(A). Then there is a homogeneous basis {x1, . . . , xn} of A which lifts {y1, . . . , yn}.
Proof. We prove the lemma by induction with respect to the filtration degree q. Suppose Aq = 0,
for all q < −p, and Aq = A, for all q ≥ m. Then E(A−p) = A−p. Since {y1, . . . , yn} is a
homogeneous basis of E(A), a subset of this basis forms a basis of A−p.
For each−p+1 ≤ q ≤ m, choose elements inAq which lift the homogeneous subbasis ofE(Aq).
We claim that the union of the sets of these elements, for all −p ≤ q ≤ m, form a homogeneous
basis of A which lifts {y1, . . . , yn}. Call it {x1, . . . , xn}. By definition, the xj lift the yj , for all
1 ≤ j ≤ n. It remains to show that the xj are all linearly independent. This is true for q = −p, as
shown above.
Let q > −p and suppose that the claim holds for {x1, . . . , xmq−1}, the subset of {x1, . . . , xn}
which belongs to Aq−1. Let
{x1, . . . , xmq} = {x1, . . . , xmq−1} ∪ {xmq−1+1, . . . , xmq}
be the subset belonging to Aq. Suppose that
(4.8.1)
mq∑
j=1
λjxj = 0,
with λj ∈ R. Then we have
mq∑
j=1
λjxj =
mq∑
j=mq−1+1
λjxj =
mq∑
j=mq−1+1
λjyj = 0 ∈ Aq/Aq−1.
By the linear independence of the yj , this implies that λj = 0, for all mq−1 + 1 ≤ j ≤ mq. Thus,
the linear combination in (4.8.1) becomes
mq−1∑
j=1
λjxj = 0.
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By induction, this implies that λj = 0, for all 1 ≤ j ≤ mq−1.
This shows that λj = 0, for all 1 ≤ j ≤ n, so the xj are linearly independent. 
For a proof of the following proposition, see for example Proposition 1 in the appendix of [105].
Proposition 4.8.3. Let M and N be filtered A-modules and f : M → N a filtration preserving A-
linear map. If E(f) : E(M)→ E(N) is an isomorphism, then f is an isomorphism (and therefore
strict too).
The most important fact about filtered, projective modules and their associated graded, projective
modules, that we need in Section 3, is Theorem 6 in [102]. Note that these projective modules are
the projective objects in the category A-Modst.
Theorem 4.8.4 (Sjo¨din). Let P be a finite dimensional, graded, projective E(A)-module. Then
there exists a finite dimensional, filtered, projective A-module P ′, such that E(P ′) = P . Moreover,
if M is a finite dimensional, filtered, A-module, then any degree preserving E(A)-module map
P → E(M){t}, for some grading shift t ∈ Z, lifts to a filtration preserving A-module map
P ′ →M{t}.
We also recall the following corollary of Sjo¨din (Corollary in [102] after Lemma 20).
Corollary 4.8.5. Let M be a finite dimensional, filtered, A-module, then any finite or countable set
of orthogonal idempotents in
im(φ) ⊂ homE(A)(E(M), E(M))
can be lifted to homA(M,M), where φ is the natural transformation
φ : E(homA(M,M))→ homE(A)(E(M), E(M)).
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