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1 Introduction
Apre`s la de´monstration de l’irrationalite´ de ζ(3) par Ape´ry [1], plusieurs variantes ont e´te´ pro-
pose´es, parmi lesquelles celles de Beukers [2] et Sorokin [8]. Dans ces deux preuves, les formes
line´aires en 1 et ζ(3) sont e´crites comme des inte´grales triples :
B(N) =
∫
[0,1]3
xN (1 − x)NyN (1− y)NzN (1− z)N
(1− z(1− y(1− x)))N+1
dxdydz
pour Beukers, et
S(N) =
∫
[0,1]3
xN (1− x)NyN(1 − y)NzN(1− z)N
(1− xy)N+1(1− xyz)N+1
dxdydz
pour Sorokin. Or ces formes line´aires co¨ıncident. Si on croit a` la philosophie des pe´riodes [4],
l’e´galite´ de ces inte´grales doit pouvoir se de´montrer par une suite de changements de variables et
d’applications des re`gles d’additivite´ (par rapport a` l’inte´grande ou au domaine) et du the´ore`me
de Stokes. En l’occurrence, un seul changement de variables suffit (voir le the´ore`me 2.1).
Les inte´grales B(N) ont e´te´ ge´ne´ralise´es par Vasilyev [9], qui pose δk(x1, . . . , xn) = 1 −
xkδk−1(x1, . . . , xn) pour n ≥ 2 et k ∈ {1, . . . , n} avec δ0 = 1, et conside`re
∫
[0,1]n
∏n
k=1 x
N
k (1 − xk)
N
δn(x1, . . . , xn)N+1
dx1 . . . dxn. (1)
Il de´montre que pour N = 0 cette inte´grale est un multiple rationnel de ζ(n), et [10] que pour n = 5
(respectivement n = 4) et N quelconque c’est une forme line´aire en 1, ζ(3) et ζ(5) (respectivement
1, ζ(2) et ζ(4)). Il conjecture que pour tous n et N on obtient une forme line´aire en 1 et les valeurs
de ζ aux entiers compris entre 2 et n ayant la meˆme parite´ que n.
D’autre part, les inte´grales S(N) sont a` rapprocher de celles que Sorokin introduit [7] en
relation avec ζ(2, 2, . . . , 2), quand n = 2r est pair :
∫
[0,1]n
(y1y2)
rN+(r−1)(y3y4)
(r−1)N+(r−2) . . . (yn−1yn)
N
∏n
k=1(1− yk)
N∏
k∈{2,... ,n}pair(1− y1y2 . . . yk)
N+1
dy1 . . .dyn. (2)
Dans la section 2 ci-dessous, on de´finit deux familles d’inte´grales, qui ge´ne´ralisent B(N) et
(1) d’une part, S(N) et (2) d’autre part, et on montre que ces deux familles se correspondent
par un changement de variables. On montre en outre qu’un groupe agit sur ces inte´grales, de
manie`re analogue a` ce que Rhin et Viola conside`rent ([5], [6]) pour obtenir les meilleures mesures
d’irrationalite´ connues pour ζ(2) et ζ(3). A` la section 3, on de´finit une autre famille d’inte´grales
n-uples, qui ge´ne´ralise (1) et sur laquelle agit aussi un groupe ; on retrouve alors dans les cas
particuliers n = 2 et n = 3 les groupes obtenus par Rhin et Viola.
On adopte la de´finition suivante :
1
De´finition 1.1 On dit qu’une famille de nombres I(p) ∈ R∗+∪{∞}, parame´tre´s par p ∈ Z
s, admet
pour groupe de Rhin-Viola un sous-groupe G de GLs(Z) si I(gp)/I(p) est un rationnel non nul
pour tous g ∈ G et p ∈ Zs (avec ∞/∞ = 1).
Dans ce texte, on conside`re des familles d’inte´grales n-uples dont les valeurs (lorsqu’elles sont
finies) sont conjecturalement des formes line´aires sur Q en les polyzeˆtas de poids au plus n.
On peut espe´rer que, pour de bons choix des exposants p, ces inte´grales soient assez petites et
qu’on ait un controˆle sur le de´nominateur des coefficients de la forme line´aire. Alors l’e´tude de
la valuation p-adique des nombres I(gp)/I(p), quand g parcourt G et p un certain ensemble de
nombres premiers, peut permettre d’ame´liorer ce controˆle du de´nominateur, donc de raffiner des
mesures d’irrationalite´ ou d’inde´pendance line´aire de certains polyzeˆtas.
Davantage de de´tails, en particulier sur l’action des groupes de Rhin-Viola, seront donne´s dans
[3].
2 Une ge´ne´ralisation commune des inte´grales de Vasilyev
et de Sorokin
Dans tout ce texte, n de´signe un entier supe´rieur ou e´gal a` 2.
Pour k ∈ {0, . . . , n} et x = (x1, . . . , xn) ∈ [0, 1]
n on poseDk(x) =
∑k
j=0(−1)
jxnxn−1 . . . xn−j+1.
On a alors D0(x) = 1, D1(x) = 1 − xn, D2(x) = 1 − xn(1 − xn−1) et Dn(x) = δn(x). A` tout
p = (a1, . . . , an, b1, . . . , bn, c2, . . . , cn) ∈ Z
3n−1 on associe l’inte´grale (e´ventuellement infinie)
J(p) =
∫
[0,1]n
∏n
k=1 x
ak
k (1− xk)
bk∏n
k=2Dk(x)
ck
∏
k∈{2,... ,n−2}pair Dk(x)∏
k∈{3,... ,n−1}impair Dk(x)
dx1 . . . dxn
Dn(x)
.
Par ailleurs, a` tout P = (A1, . . . , An, B1, . . . , Bn, C2, . . . , Cn) ∈ Z
3n−1 on associe
K(P ) =
∫
[0,1]n
∏n
k=1 y
Ak
k (1− yk)
Bk∏n
k=2(1− y1y2 . . . yk)
Ck+1
dy1 . . . dyn.
Cette inte´grale est finie si, et seulement si, on a
∑n
k=2(Ck − Bk)
+ ≤ B1 et Ak ≥ 0, Bk ≥ 0 pour
tout k.
The´ore`me 2.1 Pour tout p ∈ Z3n−1 on a J(p) = K(P ), ou` P est donne´ en fonction de p par :
Ak = an+1−k pour 1 ≤ k ≤ n ,
Bk = bn+1−k pour 2 ≤ k ≤ n et B1 = an−1 + bn − c2 − c3 − . . .− cn,
Ck = an+1−k + bn+1−k − ck − ck+1 − . . .− cn pour tout k ∈ {2, . . . , n} pair,
Ck = ck + ck+1 + . . .+ cn − an−k pour tout k ∈ {3, . . . , n} impair, avec la convention a0 = 0.
Ce re´sultat provient du changement de variables de´fini par xk = yn+1−k pour k ≡ n mod 2
et xk =
(1−y1...yn−k)yn+1−k
1−y1...yn+1−k
pour k 6≡ n mod 2. On peut bien suˆr l’inverser, ce qui correspond a`
exprimer p en fonction de P dans le the´ore`me 2.1.
Corollaire 2.2 Avec les notations de l’introduction, on a B(N) = S(N) pour tout N ≥ 0, et
l’inte´grale (1) est e´gale a`


∫
[0,1]n
∏n
k=1 y
N
k (1−yk)
N∏
k∈{2,... ,n}pair(1−y1...yk)
N+1dy1 . . .dyn si n est pair,∫
[0,1]n
∏n
k=1 y
N
k (1−yk)
N
(1−y1...yn)N+1
∏
k∈{2,... ,n}pair(1−y1...yk)
N+1dy1 . . .dyn si n est impair.
L’inte´reˆt des inte´grales K(P ) (donc du the´ore`me 2.1) est qu’elles se de´veloppent “naturelle-
ment” en se´ries multiples, dont on peut espe´rer de´montrer que ce sont des formes line´aires sur Q
en les polyzeˆtas de poids au plus n. Par exemple, pour N = 0, (1) vaut
∑
l1≥l2≥...≥l(n−1)/2≥l(n+1)/2≥1
1
l21l
2
2 . . . l
2
(n−1)/2l(n+1)/2
2
si n est impair, et ∑
l1≥l2≥...≥ln/2≥1
1
l21l
2
2 . . . l
2
n/2
si n est pair. Le re´sultat de Vasilyev selon lequel cette inte´grale e´gale (−1)n−1Lin((−1)
n−1) se
rame`ne ainsi a` une identite´ line´aire entre polyzeˆtas. Or il existe des outils combinatoires pour
de´montrer de telles identite´s (voir [11]).
Proposition 2.3 Si n ≥ 3, la famille (K(P )) admet un groupe de Rhin-Viola d’ordre 32, isomor-
phe a` (V ×V )⋊Z/2Z, ou` V = Z/2Z×Z/2Z est le groupe de Klein et Z/2Z agit en permutant les
facteurs de V ×V . Cela provient d’analogues des transformations σ et χ de [6], et du changement
de variables de´fini par y′k =
1−y1...yn−k+1
1−y1...yn−k+2
pour tout k ∈ {1, . . . , n} (avec la convention yn+1 = 0).
3 Une ge´ne´ralisation du groupe de Rhin-Viola
On reprend la notation δk utilise´e dans l’introduction. A` tout p = (a1, . . . , an, b1, . . . , bn, c2, . . . , cn) ∈
Z3n−1 on associe
L(p) =
∫
[0,1]n
∏n
k=1 x
ak
k (1− xk)
bk∏n
k=2 δk(x)
ck
dx1 . . .dxn
δn(x)
.
On pose ̺n = cn − bn et ̺n−1 = cn−1 − 1 − bn−1, puis ̺k = ̺
+
k+2 + ck − 1 − bk pour tout
k ∈ {1, . . . , n− 2} en notant α+ = max(α, 0) et avec la convention c1 = 1. Alors l’inte´grale L(p)
est finie si, et seulement si, on a ak ≥ 0, bk ≥ 0 et ̺k ≤ ak−1 pour tout k ∈ {1, . . . , n}, avec la
convention a0 = 0.
Notons σ l’automorphisme de Z3n−1 qui e´change a1 et b2, ainsi que a2 et b1, en fixant les autres
coordonne´es. Notons ψ celui qui a` p associe p′ = (a′1, . . . , a
′
n, b
′
1, . . . , b
′
n, c
′
2, . . . , c
′
n) de´fini par :
a′k = an+1−k pour 1 ≤ k ≤ n , b
′
k = bn+2−k pour 2 ≤ k ≤ n et b
′
1 = an−1 + bn − cn,
c′k = an+2−k + bn+2−k + cn+1−k − bn+1−k − an−k pour 2 ≤ k ≤ n− 1,
c′n = a2 + b2 − b1.
Alors des changements de variables montrent qu’on a L(p) = L(σ(p)) = L((ψ(p)) pour tout p.
En outre, notons χ l’automorphisme de Z3n−1 qui fixe toutes les composantes, sauf an et cn qu’il
e´change et bn qu’il remplace par an+ bn− cn ; il ve´rifie L(p) =
an!bn!
cn!(an+bn−cn)!
L(χ(p)) pour tout p.
Proposition 3.1 Si n ≥ 3, la famille (L(p)) admet un groupe de Rhin-Viola d’ordre 32, isomor-
phe a` (V × V )⋊ Z/2Z, qui est engendre´ par σ, ψ et χ.
Remarque 1 Peut-eˆtre y a-t-il un lien entre les inte´grales L(p) et K(P ) qui permette d’expliquer
le paralle´lisme entre les propositions 2.3 et 3.1 ?
Pour obtenir une structure de groupe plus riche que celle de la proposition 3.1, on peut se
restreindre aux inte´grales L(p) telles que c2 = . . . = cn−1 = 0. Pour conserver l’action de σ et ψ,
on doit imposer en outre a1 + b2 = a3 + b3 si n = 3, et les relations suivantes si n ≥ 4 :
a2 = b1 et bn = cn et ak + bk+1 = ak+2 + bk+2 pour tout k ∈ {1, . . . , n− 2}.
On note E l’ensemble des p ve´rifiant ces relations ; il est stable par σ et ψ. Notons φ l’automorphisme
de E qui stabilise toutes les coordonne´es, sauf an−1 et cn qu’il e´change, bn−1 qu’il remplace par
an−1+bn−1−cn et bn qu’il remplace par an−1+bn−cn. On a alors L(p) =
an−1!bn−1!
cn!(an−1+bn−1−cn)!
L(φ(p)).
3
The´ore`me 3.2 La famille des L(p), pour p ∈ E, admet un groupe de Rhin-Viola G engendre´ par
σ, ψ et φ. Plus pre´cise´ment :
• Pour n ≥ 4, ce groupe est isomorphe a` (S3 ×S3)⋊ Z/2Z, donc d’ordre 72 ; il laisse stable
L(p)
an−1!bn−1!a2!b3!
si n ≥ 5, et
L(p)
a3!b3!a2!
si n = 4.
• Pour n = 3, le groupe G est isomorphe a` H ⋊S5, ou` H est l’hyperplan ε1 + . . .+ ε5 = 0 de
(Z/2Z)5 ; il laisse stable
L(p)
a1!a2!a3!b1!b2!b3!(a2+b3−c3)!(b1+b3−c3)!
.
• Pour n = 2, le groupe G est isomorphe a` S5, et laisse stable
L(p)
a1!a2!b1!b2!(a1+b2−c2)!
.
Pour n ∈ {2, 3}, on retrouve exactement les situations conside´re´es par Rhin et Viola. Pour
n = 2, le groupe die´dral D5 de [5] est exactement celui engendre´ par ψ et σ. Pour n = 3, la
transformation note´e ϑ2 dans [6] est ici ψ ◦ σ. On obtient ϑ en observant qu’il agit sur E comme
φ(σφψφ)2 .
Pour n = 3, un phe´nome`ne myste´rieux se produit dans [6] : lorsqu’on impose la relation
a1 + b2 = a3 + b3, ce qui permet d’avoir une action de groupe, les inte´grales obtenues sont
des formes line´aires en 1 et ζ(3) seulement : ζ(2) n’apparaˆıt plus. On peut se demander si un
phe´nome`ne analogue survient pour n ≥ 4.
Remarque 2 Dans tout ce texte, les proprie´te´s de χ et φ proviennent, comme dans [5] et [6], de la
formule
∫ 1
0
xa(1−x)b
(1+βx)c+1dx =
a!b!
c!(a+b−c)!
∫ 1
0
xc(1−x)a+b−c
(1+βx)a+1 dx. Un analogue de cette formule, dans lequel
le de´nominateur serait de la forme (1 + βx)c+1(1 + β′x)c
′+1, permettrait d’enrichir les structures
de groupe obtenues ici.
Remerciements : Je remercie Pierre Cartier et Tanguy Rivoal, dont les questions sont a` l’origine
de ce travail, ainsi que Jacky Cresson et Michel Waldschmidt.
References
[1] Ape´ry R., Irrationalite´ de ζ(2) et ζ(3), Aste´risque 61 (1979), 11-13.
[2] Beukers F., A note on the irrationality of ζ(2) and ζ(3), Bull. London Math. Soc. 11.3 (1979),
268-272.
[3] Fischler S., Groupes de Rhin-Viola et inte´grales multiples, soumis aux Actes des Rencontres
Arithme´tiques de Caen (juin 2001).
[4] Kontsevich M., Zagier D., Periods, in: Mathematics Unlimited - 2001 and beyond, 771-808,
Springer, 2001.
[5] Rhin G., Viola C., On a permutation group related to ζ(2), Acta Arith. 77.1 (1996), 23-56.
[6] Rhin G., Viola C., The group structure for ζ(3), Acta Arith. 97.3 (2001), 269-293.
[7] Sorokin V.N., A transcendence measure for π2, Sb. Math. 187:12 (1996), 1819-1852.
[8] Sorokin V.N., Ape´ry’s theorem, Moscow Univ. Math. Bull. 53.3 (1998), 48-52.
[9] Vasilyev D.V., Some formulas for Riemann zeta-function at integer points, Moscow Univ.
Math. Bull. 51.1 (1996), 41-43.
[10] Vasilyev D.V., On small linear forms for the values of the Riemann zeta-function at odd
integers, preprint.
[11] Waldschmidt M., Valeurs zeˆta multiples : une introduction, J. The´or. Nombres Bordeaux
12.2 (2000), 581-595.
4
