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by 
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Advisor: Patricia J. Brooks, PhD 
With the growing trend of using multimedia platforms such as YouTube to facilitate 
storytelling, understanding how and when to integrate text with visuals would benefit both the 
creators of these platforms and the young readers viewing them. The current study examined the 
effect of orthography on vocabulary acquisition and narrative comprehension in young readers 
(children in 2nd and 3rd grade, ages 6-9) during a computer-based storytelling task.  We aimed to 
determine if having text available during storytelling benefits readers as predicted by Perfetti’s 
Lexical Quality Hypothesis (Perfetti & Hart, 2002), or hampers learning as predicted by Mayer’s 
Redundancy Effect (Moreno & Mayer, 2002). The dissertation also explored if having access to 
the text would affect children’s eye gaze patterns while viewing the story, which had been found 
during the pilot study. It was hypothesized that the group who had access to their native English 
text would perform better in measures of comprehension and vocabulary knowledge and that 
they would show a different eye gaze pattern during the computer-based storytelling task than 
the group presented with Greek symbols in place of English. 
Children completed a battery of pretests to assess reading level and working memory 
ability and then were randomly assigned to conditions where picture books displayed either the 
story text in English (meaningful condition) or in Greek symbols (meaningless text condition).  




They then watched a PowerPoint presentation featuring Mercer Mayer’s “Frog, where are you?” 
(Mayer, 1969) while having their eye gaze monitored using Tobii 4C eye tracker. After viewing 
the presentation, the children retold the story and answered ten comprehension questions, 
assessing both direct and inferential comprehension.  They then completed a vocabulary 
knowledge scale that used words from the stories to assess vocabulary comprehension, as well as 
a cloze task created by the experimenter using target words from the story.  
Results found that the presence of text did not affect comprehension or vocabulary 
acquisition, as both groups had similar scores across measures.  However, the study found 
significant differences in eye gaze patterns between the groups.  In both conditions participants 
spent significantly more time viewing the text during the beginning of the story and then reduced 
their dwell time during the middle and the end.  Participants in both conditions also spent a 
higher percentage of dwell time on the illustrations during the beginning and middle of the story 
before reducing their focus at the end.  However, when compared to participants exposed to the 
Greek symbols, participants with access to their native text spent significantly less time viewing 
the story pictures overall.   
Results also found that for each page of the story, all participants focused on the text 
more before and during the playing of the recorded audio narration than after the narration was 
completed. An interaction between condition and the time stage of narration on dwell time 
suggested that narration affected participants differently depending on whether they had access 
to the meaningful text. Specifically, the participants with access to their native English text 
showed variation in their dwell times between the three different time stages: before, during, and 
after narration, which was not seen in the group who saw the Greek symbols.  




While the study needs to be replicated to confirm results due to limitations caused by 
sample size and data loss in eye tracking, the present findings could help educators better 
integrate multimedia story telling within their classrooms by designing the activities to better 
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The ability to draw meaning from written text is the most fundamental reason we learn to 
read.  Understanding how we comprehend, and the factors that determine successful 
comprehension, is a continuous goal for those who study reading and learning.  To make 
meaning from text, the reader must be able to decipher the written code as expressed in words, 
by using grapheme-phoneme connections to locate word pronunciations and associated semantic 
and syntactic information from their mental lexicon (Perfetti & Hart, 2002; Ehri, 2014).  The 
speed and efficiency of this information recall is one determinant of the quality of one’s reading 
comprehension (Perfetti & Hart, 2002).  These skills, sometimes referred to as word level or 
bottom-up processing (Ehri, 2005), can be measured by assessing abilities such as decoding, 
semantic and syntactic knowledge, and vocabulary depth and breadth, with previous research 
showing higher skill levels in these abilities predicting higher comprehension ability (Gough & 
Tunmer, 1986; Ouellette, 2006). 
Just as important as word-level skills is the ability to understand the connections and 
structures these words form in the text.  Kintsch’s construction integration model (2004) looks 
not only at the influence of word-level effects, but also the role of prior knowledge and language 
structure.  The construction integration model suggests that readers comprehend text on two 
different levels, the textbase and the situation model.  While the textbase allows the reader to 
understand the meaning of the text as it is written, to gain a deeper understanding requires that 
the reader form a situation model of the text.  The situation model is a mental picture or scene of 
what is occurring in the text.   
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 Another factor in forming a coherent situation model, and therefore impacting the 
development of skilled reading comprehension, is the ability to process causal relationships 
between discrete story events, or causal units, to establish narrative cohesion. Causal 
relationships refer to the interconnectivity of story units, i.e., how a story element affects or 
causes other future events.  In every story a series of these causally connected events forms the 
main idea or gist of the story, and these events are referred to as a causal chain.   Strong narrative 
cohesion allows the reader to understand how important story events influence the narrative 
structure and the how the motives for story characters develop throughout the text.  
The use of online multimedia storytelling has been increasing over the past several years, 
with platforms such as YouTube and Storyline Online producing both professionally and 
amateur made content. This trend may be a boon for early literacy since online videos do not 
require a parent or caregiver to facilitate the storytelling experience.  While the efficacy of 
storytelling to increase literacy among children is well established (Bus, Van Ijzendoorn, & 
Pellegrini, 1995), little research has examined the influence of text exposure on building literacy 
skills during a storytelling multimedia experience.  
While Mayer’s (Mayer & Moreno, 2003) multimedia principle asserts that we learn more 
from pictures and words than just from words alone, which would suggest that having the written 
text would be beneficial, just putting words and pictures together does not guarantee increased 
learning.  The cognitive theory of multimedia learning (CTLM) states that multimedia learning is 
best accomplished when instruction is designed to complement our basic cognitive architecture. 
The CTLM is based on three primary assumptions: we process visual and auditory stimuli 
through different channels (the dual channel assumption), these channels can only process a 
limited amount of information (limited capacity assumption), and that learning is an active 
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process and requires the coordination of several cognitive processes during learning (the active 
learning assumption) (Mayer & Moreno, 2003).  Multimedia learning material that is not guided 
by these assumptions will be less effective and hinder learning.  In the case of verbatim text, 
providing redundant information in both channels would tax working memory capacity, therefore 
hindering learning.  Mayer refers to this as the Redundancy Principle (Mayer & Moreno, 2003).   
This dissertation examines whether exposure to the written text during a multimedia 
storytelling activity will benefit young readers’ story comprehension and developing vocabulary 
knowledge. As the literature review will show, while many of the important factors in 
developing strong comprehension skills have been thoroughly examined, few studies have 
looked at the variables in a multimedia storytelling paradigm. While a pilot study (Ullrich, 2019) 
did not find any benefit of redundant text, the overall size of the study (eight participants) as well 
as a robust ceiling effect limited its usefulness.  However, the pilot did show, using eye tracking, 
that the presence of text did affect the participants’ eye gaze patterns (Ullrich, 2019).  To date, 
most eye tracking studies of young learners in multimedia environments have focused on science 
and math learning (Alemdag & Cagiltay, 2018), so the current study will also aim to add to the 
current literature base concerning gaze patterns and attention during reading while listening 











Several major theories on word learning and vocabulary acquisition, as well as research 
on working memory and the redundancy principle, have influenced the current dissertation and 
were introduced in the previous chapter.  In the current chapter, these theories, including the 
Perfetti’s Lexical Quality Hypothesis and Mayer’s Cognitive Theory of Multimedia Learning, 
will be further discussed and prior studies will be explored. 
Lexical Quality Hypothesis 
The Lexical Quality Hypothesis (Perfetti & Hart, 2002) posits that when comprehending 
language, the speed and efficiency of information recalled from one’s mental lexicon helps to 
determine the quality of one’s comprehension. The key to this theory is that each word provides 
an orthographic, phonological, and semantic representation, each constrained by rules within the 
corresponding level of representation, which the reader uses to gain information from the text, so 
that comprehension can be facilitated through multiple modalities.   In some cases, each of these 
systems only has one or few possible outcomes or forms which allows for easier comprehension. 
Words with such transparent mappings are considered to have high-quality representations and 
are referred to as high-quality words.  High-quality words use less space in working memory and 
are therefore easier to comprehend (Perfetti, 2007).  One such case is the word cat, where each of 
the three systems has only one possible outcome or form (or at least one dominant form). Cat’s 
orthography maps perfectly onto its pronunciation, with a transparent one-to-one correspondence 
between each letter and the associated phoneme, which is then associated with one dominant 
meaning and part of speech. Readers (or listeners) encountering words like cat are likely to get 
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the exact meaning intended, which puts less strain on their working memory.   However, some 
words do not provide transparent mappings or may have multiple common meanings.  Words 
such as dove can be ambiguous and therefore would be considered low-quality words because 
they fail to specify each value of their constituent parts.   Low-quality words place greater 
demand on working memory and therefore impede comprehension (Perfetti, 2007).  In addition 
to the quality of the words themselves, individual differences among readers (i.e., decoding 
ability, text exposure) may also determine the influence of lexical representations on 
comprehension, with proficient readers not only having access to more high-quality words but 
also a greater ability to resolve lexical ambiguity (Tanenhaus et al., 1995).    
Because of the multicomponent nature of words, there exists several threats to 
comprehension related to lexical quality (Perfetti & Hart, 2002).  One is associated with 
polysemy, which occurs when you have a single orthographic and phonographic form but 
competing semantic forms, such as the case with the word bark.  Another is associated with 
homographs, where a single orthographic form maps onto two distinct phonological forms with 
two different meanings, such as the case of bass.  A third is associated with homophones, where 
two separate orthographic forms map on to a single phonological form with two distinct 
meanings, such as grate and great. Resolution to these threats not only depends on context or 
syntactic cues, but also an individual’s levels of vocabulary and grammatical knowledge will 
come into play.  Weakness in one or more domains (lack of vocabulary depth, difficulty with 
orthographic mapping, etc.) can adversely affect the quality of the lexical representations and 
therefore adversely affect comprehension.  Difficulty with orthographic mapping would hinder 
the reader’s ability to properly pronounce a word, which could influence their ability to select the 
intended word meaning.  
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According to the lexical quality hypothesis, both high skilled and low skilled readers face 
threats to comprehension due to lexical quality, yet may experience these threats differently 
(Perfetti, 2007). One such example can be shown using a polysemic word such as fence, which 
has three different meanings (structure that separates properties, selling stolen goods, and 
fighting with swords).  For the skilled reader, the threat comes when upon hearing or seeing the 
word all meanings are temporarily activated in the mental lexicon and persists until additional 
cues allow the reader to select the correct meaning.  This ambiguity taxes working memory, 
limiting processing resources that are available for comprehension when a word is of high 
quality. Poor or weak readers potentially face an even greater threat in this situation, especially if 
they have no knowledge of additional meanings of fence beyond the most frequently used (to 
separate property; Brysbaert, 2017). This threat would hinder comprehension in a completely 
different way than for the skilled reader and be much more difficult to resolve. 
Skilled readers have several other advantages over less skilled readers as well. While 
both high and low skilled readers will have both high- and low-quality word representations, 
skilled readers will often have better foundational resources (basic decoding, spelling, and 
grammar knowledge) which allows them to get more out of low-quality representations and build 
them into high-quality representations.  This can be seen by a child using grammatical 
knowledge to resolve a homonym.  High skilled readers are also more likely to read more and, 
therefore, more likely to be exposed to more words and word forms. Exposure to print is known 
to be one of the best predictors of receptive vocabulary (Verhoeven & Perfetti, 2011).  This 
additional exposure will build the lexicon even faster, therefore growing the gap between the 
good and poor reader via a Matthew effect (Stanovich, 2009).   
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It is important to note that orthography only matters when the message is received via 
text-based language. In situations in which the message is oral, the only available word-level 
constituents would be phonological and semantic representations.  While this does mean that 
reading comprehension is a more complex process than oral language comprehension, it may 
also allow for additional orthographic information to play a role in resolving some of the 
ambiguity associated with low-quality words.  Homophones such as reign and rain would be 
examples where the orthographic representation would benefit comprehension.  Without the 
word’s spelling, a person would need to rely exclusively on syntactic information and the content 
of the sentence to figure out the intended meaning.  So, while the additional processing needed to 
decode the orthography may tax working memory, the information present in the orthography 
may offset the cost by helping to resolve ambiguity.  
To explore these differences between proficient and struggling readers, Perfetti and Hart 
(2002) gave 445 college students a battery of tasks to assess their orthographic, phonological, 
and semantic knowledge.  Students were then divided into three groups based on their scores on 
a reading comprehension measure: above average, average, below average.  A factor analysis 
revealed that two factors, semantic knowledge and phonological knowledge, accounted for 54% 
of the variance in reading comprehension scores for above average and average readers (with no 
additional significant variance explained by orthographic knowledge), whereas all three factors 
were significant in predicting reading comprehension scores for below average readers.  A 
similar pattern was found when speed was assessed (as measured by the number of questions 
answered on the reading comprehension task). Again, the same two factors were predictive of 
scores for the above average readers while all three factors were predictive for below average 
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readers.  These findings suggest that the lack of orthographic knowledge seems to differentially 
impact below average readers. 
Similar work was done with younger participants in Germany (Richter, et al., 2013). 247 
1st to 4th grade children (mean age 8.3 years) were given a battery of tests of their orthographic, 
phonological, and semantic knowledge as well as their text comprehension ability.  All three 
components were highly correlated with text comprehension.  The authors used a series of nested 
regressions models to see if grade level differences could be accounted for by lexical quality and 
found that phonological and orthographic knowledge accounted for the variance associated with 
grade level.  Overall, lexical knowledge accounted for roughly 60% of text comprehension 
scores for the sample of developing readers.  Also, using a path analysis model, the researchers 
found that accuracy of the participant’s orthographic and phonological representations had a 
direct effect on reading comprehension above and beyond the indirect effect of word meaning, 
and identified orthographic representations as the most influential factor. The researchers 
suggested that these findings indicate that while both phonological and orthographic information 
can be used to recognize the written word, that as reading skills develop orthography becomes 
the more relevant form, adding to the importance of having the written text when available when 
trying to understand new material even if you have access to the phonological representation, 
such as in narrated presentation. 
Influence of Vocabulary 
Ouellette’s work (Ouellette, 2006; Ouellette & Beers, 2010) shows us that one of the 
most important factors of children’s literacy is the development of a robust vocabulary, with 
vocabulary ability accounting for unique variance in such critical skills as decoding, word 
identification, and comprehension after controlling for general intelligence.   While infants and 
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toddlers acquire the vast majority of their vocabulary through social interaction (Siegler, 
DeLoache, & Eisenberg, 2003), during the preschool years, children typically learn new 
vocabulary through one of two ways: explicit instruction or incidental exposure. Explicit 
instruction is when a target word and meaning are introduced together, and conscious effort is 
made to form a connection between the two in the child’s mental lexicon.  While this method is 
highly effective when used in schools, because of time constraints schools typically devote very 
little time to explicit vocabulary instruction (Durkin, 1979), so little of the child’s vocabulary is 
learned in this manner (Robbins & Ehri, 1994). Incidental exposure to new vocabulary can 
happen through a variety of means including conversations with others, exposure to media (e.g., 
television, computers, radio), reading and listening to stories.  Unlike explicit instruction, 
learning word meanings through incidental exposure requires the individual to use the context in 
which the word is received to infer meaning. While the majority of vocabulary breadth and depth 
is acquired this way, because of the nature of the learning, it is more challenging to understand 
what is required to boost incidental vocabulary learning.   
Ouellette (2006) examined the role of oral vocabulary in the development of distinct 
reading skills, such as visual word recognition, decoding, and reading comprehension.  
Specifically, the researcher sought to examine the unique influence of both vocabulary breadth, 
the number of lexical representations or number of different words an individual knows, and 
vocabulary depth, or the number of semantic representations or meanings for each word they 
know, in the development of these aforementioned skills.   
Sixty typically developing 4th grade students were recruited for the study.  Each 
participant was given a battery of tests measuring vocabulary knowledge, decoding ability, word 
recognition, passage comprehension, and non-verbal intelligence.  Ouellette then used 
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hierarchical regression analysis to examine how vocabulary breadth and depth influenced each 
reading skill, while controlling for age and non-verbal intelligence.  The study found that both 
vocabulary breadth and depth were important predictors: For word-level skills, breadth of 
receptive vocabulary knowledge accounted for 7.4% of unique variance in decoding ability and 
breadth of both receptive and expressive vocabulary knowledge accounted for unique variance in 
visual word recognition (3.6% and 5.0% respectively). When reading comprehension was 
examined, depth of vocabulary accounted for 12.1% of the variance, while breadth of vocabulary 
accounted for 4.2% of unique variance. 
Ouellette and Beers (2010) conducted a study to examine the role of oral vocabulary in 
reading comprehension among 1st and 6th grade readers.  The researchers posited that oral 
vocabulary would account for variance above and beyond the skills described in the simple view 
of reading, decoding and language comprehension (Gough & Tumner, 1986). According to the 
Simple View of Reading (Gough & Tunmer, 1986), reading comprehension itself can be thought 
of as the product of these two skills, functionally giving us the formula RC = D x LC.  This is to 
say that once an individual deciphers the written code of the text through decoding, they can then 
use the same cognitive strategies to understand the message the texts conveys as they would with 
an oral message (Gough & Tunmer, 1986).  Students were given a battery of reading measures to 
assess decoding, word knowledge, listening comprehension, reading comprehension, vocabulary 
breadth, and vocabulary depth.  The results of the study showed that once all other variables 
were controlled for, oral vocabulary contributed a statistically significant amount of explained 
variance in reading comprehension among 6th graders, however the variance was not significant 
among the 1st grade readers.  The study shows the diminished role decoding plays in reading 
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comprehension as children age and the importance of vocabulary knowledge in skilled reading 
comprehension.   
Explicit and implicit vocabulary acquisition   
The process of acquiring new words to add to our mental lexicon is a lifelong process that 
involves both individual study as well as social interaction.  Early vocabulary development is 
influenced heavily by social interaction and exposure to language, such as talking with parents, 
playing with peers, and shared book reading. Individual differences in experiences, i.e., the 
amount and quality of various daily activities, can account for much of the variance in 
vocabulary knowledge among preschool children (Hoff, 2006; Rowe & Weisleder, 2020).  This 
type of vocabulary learning can be thought of as implicit since the learner is not focusing specific 
mental effort on learning new vocabulary. As children enter school, they not only continue to 
expand their vocabulary through social interaction but also through targeted word development, 
often in the form of learning new vocabulary in subject areas.  This type of learning is more 
explicit since the learner is putting forth mental effort to learn and store new and novel words.  
Several studies have looked at the best practices in increasing vocabulary learning so to best 
inform classroom curricula. 
Orthography and vocabulary acquisition.  Several researchers have examined the role 
of orthography in explicit vocabulary acquisition, specifically in the teaching of new words 
through explicit instruction.  Learning vocabulary is multifaceted, and each new word contains a 
phonological, syntactic, semantic, and orthographic identity.  According to Ehri (2005; 2014), 
for a new word to be stored in the mental lexicon, the spelling of the unfamiliar word must be 
bonded with both the pronunciation and meaning of the word and then this amalgam must be 
stored in memory.  Ehri and Wilce (1979) previously showed that access to spellings increased 
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the ability of young readers to retain the pronunciation of nonwords in memory, and they posited 
that this same process would increase the likelihood of children learning new vocabulary when 
exposed to the spelling of a novel or unfamiliar word.   
Orthography and explicit vocabulary instruction.  Rosenthal and Ehri (2008) did a 
series of experiments to test the importance of orthography in learning new vocabulary through 
explicit instruction.  In the first experiment, 20 2nd grade students from low SES backgrounds 
were taught two sets of six, low frequency CVC nouns.  A picture card was created for each 
word, with the spellings of the words present on half just below the picture (orthography present 
condition), while the other six did not contain any text, only the picture (the orthography absent 
condition).  During the learning phase of the study, participants were shown each card while 
being told the associated word.  They were also read a sentence in which the target word was 
embedded, which also provided the definition for the word. After both the word and sentence 
were spoken, the participant was asked to say the word aloud. The number of exposures was 
calculated to test how long it took to learn the words.  The next day participants went through 
three posttests. During the first posttest, pronunciation recall, experimenters showed the picture 
card to the child and asked them to provide the correct pronunciation of the word.  The second 
task tested for spelling knowledge, where each participant was asked to write the target words 
after hearing their pronunciations.  The final task, the word meaning posttest, a cloze task was 
created with the target words.  The sentences for the cloze task provided the meaning for each 
target word.  Both the words and the cloze sentences were read to the participants, and they were 
asked to select the proper word for each sentence. The study found that new vocabulary 
introduced in the orthography present condition was learned faster (both pronunciation and 
spelling) than those introduced in the orthography absent condition. No significant difference 
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was found during the meaning posttest, however this could have been due to a ceiling effect, 
since words learned in both conditions tested out at over 90% accuracy.  
The second experiment attempted to replicate the findings of the first using an older 
participant group.  Thirty-two 5th grade students were taught two sets of ten words using the 
same protocol as Experiment 1. Along with the two posttests from Experiment 1, two additional 
posttests were created by the researchers: a task that asked participants to recall the meaning of 
the words as well as a transfer task in which participants were shown new pictures to connect to 
the target words.  The study found a significant difference between conditions, with posttest 
scores favoring the orthography present condition across all posttest measures. Moreover, the 
effect was greater among the higher-level readers, consistent with a Matthew effect (Stanovich, 
2009).  Overall Rosenthal and Ehri concluded that exposure to orthography benefited vocabulary 
acquisition.    
Rickets et al. (2009) conducted a similar study in which participants were taught twelve 
nonwords in a paired association learning task.  Fifty-eight children between the ages of eight 
and nine participated in the study.  Each participant was shown 12 cards with images of rare 
items that were each matched with a nonword.  On half the cards the spelling of the nonwords 
was present (orthography present condition), the other set did not have the spellings (orthography 
absent condition).  Training consisted of three sessions of exposure to the pictures followed by 
the experimenters saying the target nonword after which the participant would immediately 
repeat the word (repetition condition).  Afterwards only the picture would be shown to the 
participant who then had to recall the corresponding nonword (production condition).  This 
process was repeated three times.  Immediately after training each participant took two posttests: 
the nonword picture matching test and a spelling test.  The nonword picture matching task 
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exposed each participant to a computer array of four of the test pictures. The experimenter then 
said one of the target words and the participants needed to match the word to the picture.   The 
spelling posttest asked the participants to spell the target words using pen and paper.  The study 
found that nonwords taught in the orthography present condition were learned faster and more 
accurately than those in the orthography absent condition. Also, the orthography present 
condition benefited both the nonword picture matching task and the spelling task.  Like in 
Rosenthal and Ehri (2008), higher achieving readers benefited from the orthography more than 
weaker readers.  Recent work by O’Leary and Ehri (2020) also found the presence of 
orthography benefited even younger emergent readers (four- and five-year-olds), such that these 
young participants recalled proper names better when they had been taught with spellings 
present.   
Storybook reading and implicit vocabulary learning.  As described earlier, an 
effective method of increasing vocabulary acquisition and reading comprehension is listening to 
text through storytelling (Isbell et al., 2004; Robbins & Ehri, 1994). This is especially useful for 
young non-readers who cannot benefit from text and emergent readers as they are still 
developing their word-level skills. Robbins and Ehri’s work (1994) examined the effects of 
repeated story reading on implicit vocabulary acquisition in kindergarten non-readers.  Thirty-
three kindergarteners were read a story twice, with the second reading occurring two to four days 
after the first. Participants were pretested to gauge their vocabulary knowledge using the PPVT-
R (Dunn & Dunn, 1981), and from there were separated into three ability groups: low, average, 
and high.  For each story, 11 target words were embedded for the purpose of later assessment.  
The target words were either presented once or twice within the story, so in total each participant 
was exposed to each target word either two or four times. Target words were not explicitly 
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defined in the story, but independent raters assessed that the stories would provide enough 
contextual information to discover the meanings through exposure. 
Story reading took place individually, with the reader and participant sitting side by side.  
No word meanings were discussed between experimenter and participant, however the story 
itself was briefly discussed.  Vocabulary acquisition was measured using a posttest only design 
in which a multiple-choice measure was created using the 11 target words and 11 control words 
that were similar to target words in word length, type, and complexity but did not appear in the 
story.  The researchers stated they used a posttest only design so that the participants did not 
have any additional exposure to the target words. The study found that the exposure benefited 
vocabulary acquisition, as the participants did significantly better on target words than controls at 
posttest.  Results also showed the effects of exposure, in which words that had four exposures on 
average were learned better.  Finally, they found a Matthew effect (Stanovich, 2009) in which 
the participants in the high ability group learned more than those in the low ability group.   
While during Robbin and Ehri’s (1994) procedure participants were able to see the 
written text, the effect of the exposure was said to have had no influence due to the participants 
being classified as non-readers. Given that incidental exposure to orthography benefited explicit 
vocabulary learning (Rickets et al, 2009; Rosenthal & Ehri, 2008), it would be beneficial to 
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Multimedia Learning  
An opposing view on the benefits of orthography in a multimedia presentation comes 
from Mayer (2001; 2005) and his work on the cognitive theory of multimedia learning (CTML).  
The CTML states that multimedia learning is best accomplished when instruction is designed to 
complement our basic cognitive architecture as constrained by its limited working memory 
capacity. According to Baddeley (2000) working memory consists of four primary components: 
the phonological loop, which processes auditory/verbal stimuli, the visuo-spatial sketchpad, 
which processes visual/geometric stimuli, the episodic buffer, which processes semantic 
information and functions as a link between working and long-term memory, and the central 
executive which is responsible for integrating information across components and suppressing 
attention to non-relevant stimuli (staying on task).  The CTML has three primary assumptions: 
the dual channel assumption, the limited capacity assumption, and the active learning 
assumption.  Multimedia instruction that is not guided by these assumptions will be less effective 
and hinder learning (Mayer, 2001).   
The dual channel assumption posits that humans have separate processing channels for 
visual and auditory information (Mayer & Moreno, 2003; Shah & Miyake, 1996). This idea 
comes from both the work of Paivio’s dual-coding theory, in which we possess both verbal and 
non-verbal sub processing systems (Paivio, 1986), and Baddeley’s model of working memory in 
which we process visual information through our visuo-spatial sketchpad and auditory 
information through our phonological loop (Baddeley, 1992).  Mayer (2005) states there are two 
ways to conceptualize the differences between the channels.  The first is the presentation mode, 
in which the focus is on whether or not the stimulus is verbal (such as spoken or written text). 
Mayer says this is most similar to Paivio’s conception of the dual channels, in which written and 
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narrated text both would be processed in the verbal channel.  The second conceptualization is the 
sensory modality, where the focuses on whether the stimuli is initially presented through the use 
of one’s eyes or ears.  In this conceptualization, written text is first processed through the visual 
channel, which Mayer states is more in line with Baddeley’s model.  However, Mayer (2005) 
also discusses how individual differences may affect the relationship between these two 
channels, specifically mentioning that while the written text may be presented through the eyes 
and the visual channel, an experienced reader would be able to mentally convert the orthography 
to its phonology and process the information through the verbal channel. 
The limited capacity assumption posits that the human mind is limited in how much 
information it can consciously process at any given time. This idea has been posited by many 
theorists including Miller (1956), Baddeley (1992), and Sweller (1994). Miller posited that 
humans could hold roughly seven items in memory before they would reach their capacity. 
Baddeley’s model of working memory further explained that when information needs to be 
processed or integrated, rather than just strictly memorized as in Miller’s case, the overall 
capacity decreases (Baddeley, 1992). Cowan (2010) found that the limit is roughly half of what 
Miller posited, with an estimate of four items.  Sweller (1994) discusses limited capacity through 
his larger work on cognitive load theory (CLT). Like Mayer’s CTML, cognitive load theory 
posits that all learning is better facilitated when instruction is designed to fit within the 
parameters of the human cognitive architecture (Sweller, 1994).   In Sweller’s model, working 
memory demand is determined by amount of cognitive load a learning situation presents.  Every 
learning situation consists of three types of cognitive load: Intrinsic, extrinsic, and germane.  
Intrinsic load is the inherited difficulty of the material to be learned.  This type of cognitive load 
is unchangeable, although difficult material can be worked around if the material can be learned 
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in isolation or schema can be developed for the material.  Extrinsic load is created by the 
instruction and environment itself, and thus can be reduced by the instructor. Germane load is 
load used to develop new schema to better facilitate learning (Sweller, 1994).  The sum of these 
three constituents amounts to the total cognitive load a learning environment presents, and when 
that amount is greater than an individual’s learning capacity, the ability to learn is hindered.   
The final assumption is the active processing assumption.  Active processing posits that 
an individual engages in active cognitive processes to facilitate knowledge acquisition. This 
involves attending to relevant information and integrating new information with prior knowledge 
in long-term memory to create more detailed schemas.   
The presence of redundant text on learning 
While the multimedia principle asserts that we learn more from pictures and words than 
just from words alone (Mayer & Moreno, 2003), just putting words and pictures together does 
not guarantee increased learning. To greater facilitate multimedia learning Mayer and Moreno 
(2003) discussed nine ways to reduce cognitive load in multimedia presentations that should be 
used to shape the design of instruction in any multimedia learning paradigm (online learning, 
classroom visual displays, illustrated textbooks etc.).  One of these methods states that the 
addition of the written word to accompany the spoken text is detrimental to learning due to the 
Redundancy Effect.  The effect takes place when the same information is presented in two or 
more forms, such as audio narration with accompanying verbatim text. In such cases the 
redundancy of the information works only to increase extraneous cognitive load, which increases 
demands on working memory and hence has a negative impact on learning.   Because redundant 
material adds no additional information, it only serves to make the lesson or learning scenario 
busier and therefore increases overall cognitive load. Mayer, Heiser, and Lonn (2001) showed 
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this effect by having college students view a multimedia presentation on the formation of 
lightning in three different conditions: a no text condition, a summary of the task condition, and 
verbatim text condition.  Participants in the no text condition did significantly better in the 
information recall and transfer tasks than those in either of the text present conditions, which did 
not differ significantly from each other. Mayer and Moreno (2003) posit that the solution to this 
problem is to eliminate redundancy by removing the accompanying written text in presentations 
that include audio narration so that the message does not need to be processed twice.   
 Since the redundancy principle states that when the same information is presented 
through multiple channels, the redundancy creates extraneous cognitive load which reduces the 
likelihood of the individual learning the targeted material.  One area where this can be very 
important is understanding when and how to integrate text into narrated multimedia presentations 
or lessons.  Several researchers have examined if the integration of redundant text is beneficial to 
learning.   
Mayer and Johnson (2008) investigated whether adding limited text conveying key terms 
and actions would benefit learning as measured by a retention and transfer test.  They believed 
that highlighting only the main concepts with the text would fit with the active learning 
assumption by making it is easier for learners to select the relevant information.  This differed 
from previous work by Mayer et al. (2001) in which the text was either a summary of the 
narration or it was presented verbatim.  Participants in the study viewed a multimedia 
PowerPoint lesson on lightning formation.  In one condition the visual material had no written 
text (the non-redundant condition) while, in the other, key words were integrated into the visual 
material (the redundant condition).  It is important to note that in the redundant condition the 
experimenters were careful not to violate the spatial contiguity principle which states that 
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separating essential information in space hinders learning via the split attention effect.  The study 
found that the participants in the redundant condition did significantly better on the retention test 
than those in the non-redundant condition and scored the same on the transfer test.  These 
findings were some of the first to show that written text, when properly integrated, can increase 
learning rather than hinder it.  Another important point was that the pace of the lesson was self-
regulated by having participants click on key points to hear or replay a term.  
Ari et al. (2014) used six different outcome measures to gauge the effectiveness of the 
redundant text: a matching task, general comprehension questions, a reconstruction task, a 
labeling task, as well as two study measures, one that looked at the number of clicks from the 
participant, the other measuring overall interaction time.   Results were similar to Mayer and 
Johnson (2008) in which there was a benefit from the presence of the written text.  Participants 
did significantly better in both the reconstruction and labeling tests.     
One final study examined the effects of verbal redundancy on vocabulary learning in 
foreign language instruction.  Samur (2012) used a multimedia computerized presentation to 
teach Turkish action verbs to US college students (slides were presented in the classroom 
setting).  The redundant condition contained verbatim written text while the other contained no 
text. The study found that the redundancy group did significantly better at posttest, showing they 
had better learned the vocabulary.  Samur (2012) theorized that the reason redundancy helped 
rather than hindered learning in this case was that, since these words were foreign to the students, 
seeing the orthography helped them to store the phonological representations in memory. In 
posttest open-ended responses, many participants reported that the words all “sounded” the same, 
so having the orthography made it easier to distinguish between words.   
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One thing to note regarding the studies mentioned and redundancy is that in each case 
undergraduate research participants were used.  An assumption can be made that undergraduate 
students would have a sufficiently high word knowledge so the orthographic form of the written 
text would be less likely to provide any additional information; therefore, they would be more 
likely to experience the redundancy effect.  In the case of younger readers, the presence of the 
orthography may be more likely to provide additional information to the reader and therefore the 
presence of the written text may be valuable, even if the text is verbatim with the narration. 
Working memory and comprehension 
Outside of multimedia learning, several researchers have looked to quantify working 
memory’s influence on reading ability, specifically the different skills that account for proficient 
reading.  A meta-analysis by Follmer (2018) found that working memory explained significant 
variance in reading comprehension (r = .38), regardless of the reader’s age.  Ober et al.’s 2020 
meta-analysis looked specifically at how several executive functions, including working 
memory, predicted decoding ability. The analysis found that working memory accounted for 
significant variance in children’s decoding ability.  However, when examining working 
memory’s influence, it is important to separate the influence of verbal working memory, which 
relies on the phonological loop, and visual-spatial working memory, which processes visual 
information via the visuospatial sketchpad.  Ober et al. (2020) noted that the association between 
nonverbal working memory measurements and decoding decreased as participant age increased, 
while they did not see the same association with verbal measures of working memory.  With 
regard to reading comprehension, Follmer (2018) noted that both verbal and visual spatial 
working memory had significant associations with reading comprehension ability. 
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Seigneuric et al. (2000) examined the influence of both verbal and visual-spatial working 
memory on reading comprehension.  Forty-eight 4th grade students were given a battery of 
assessments, including measures examining reading comprehension, vocabulary knowledge, 
decoding ability, and five separate working memory tasks designed to assess verbal, numerical, 
and visual-spatial working memory.  Hierarchical regression analysis found that overall working 
memory accounted for significant variance on reading comprehension after accounting for the 
contribution of both decoding and vocabulary knowledge.  When the five tests creating the 
working memory score were examined individually, all verbal and numerical tests contributed 
significant variance, however visual-spatial working memory did not. 
Pham et al. (2014) also examined the role of both verbal and visual-spatial working 
memory in various reading processes including fluency and reading comprehension.  Based on 
previous research, the authors predicted that verbal working memory would have a larger effect 
than visual-spatial memory (Seigneuric et al., 2000).  One hundred fifty-seven school aged 
children (mean age 10.9 years) were given a battery of measures including verbal IQ, word 
reading, fluency, reading comprehension, short-term memory, attentional span, and verbal and 
visual-spatial working memory tasks. Hierarchical multiple regression analysis found that verbal 
working memory accounted for unique variance in both reading fluency and reading 
comprehension (5% for each).  While visual-spatial working memory did not account for any 
additional significant variance in fluency, it did account for an additional 4% unique variance in 
reading comprehension above and beyond verbal working memory.   This finding contradicted 
the previous published work on the subject.   
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Reading Comprehension beyond word level: Story structure and causal relationships 
While there are multiple theories that have been proposed to understand the process of 
reading comprehension as related to word-level skills and general cognitive abilities (Ouellette, 
2006; Perfetti, 2007), Kintsch’s construction integration model (2004) looks not only at the 
influence of word-level effects, but also the role of prior knowledge and language structure.  The 
construction integration model suggests that readers comprehend text on different levels, with 
these levels influencing each other.  The textbase level, consisting of the actual written (or 
spoken) words and its organization, is divided into two structures.  The microstructure refers to 
the propositions formed by the words themselves in the textbase.  The microstructure should be 
syntactically correct, with proper local cohesion to allow the reader to gain meaning from the 
words.  In addition, the text should contain some global cohesion and structure, which Kintsch 
refers to as the macrostructure.  The macrostructure typically is organized in familiar patterns 
and may contain signaling devices enabling the reader to maintain cohesion (such as section 
headers or chapter names).   
While the textbase allows the reader to understand the meaning of the text as it is written, 
to gain a deeper understanding requires that the reader form a situation model of the text.  The 
situation model is a mental picture or scene of what is occurring in the text.  The situation model 
is not only influenced by the text, but also by the individual reader’s schema, prior knowledge, 
and reading goals.  Once a reader is able to form a strong situation model, they are more likely to 
get beyond surface comprehension (i.e., the textbase) and make inferences about events and their 
meaning.   
The ability to establish strong narrative coherence is another important aspect of 
successful reading comprehension.  Narrative coherence refers to the temporal and causal 
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structure of a story and has been found to account for significant variance among individuals in 
immediate and delayed comprehension of narratives (Trabasso & van den Broek, 1985). 
Narrative coherence is established through the understanding of two factors, story grammar 
(temporal structure) and causal relationships (causal structure).  Story grammar refers to the 
basic elements that make up a narrative, which are the setting (both physical and temporal), 
central and supporting characters and their internal states and motivations, the initiating event 
that sets a goal or challenge for the story, the attempts to resolve the challenge or goal, the 
attainment of the goal, and the characters’ reactions (Stein & Glenn, 1979).  Increased awareness 
and use of story grammar have been shown to improve comprehension in students, which has led 
to the use of story grammar knowledge as an informal assessment of comprehension (Marshall, 
1983). 
Causal Connections 
Another important factor in establishing strong narrative coherence is the ability to 
understand and recognize the causal relationship between elements of the story (Trabasso & van 
den Broek, 1985).  Causal relationships refer to the interconnectivity of story units, i.e., how a 
story element affects or causes other future events.  Every discrete story item in a narrative, or c-
unit, which contains a clause and all subordinate clauses attached to it, has a certain number of 
causal connections, meaning its occurrence has caused a certain number of other events to 
happen (Diehl et al., 2006; Trabasso & van den Broek, 1985).  In every story, a series of these 
causally connected events form the main idea or gist of the story, and these events are referred to 
as a causal chain.  While the gist or causal chain of a narrative typically contains highly causal c-
units (i.e., c-units causally connected to many other story events in the narrative), it is not 
necessary that the causal chain contains only high causal c-units, or that being a high causal c-
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unit necessarily guarantees inclusion in the causal chain (Trabasso & van den Broek, 1985). 
Previous research has found that while poorer readers often recall similar numbers of story 
events when compared to good readers, they often recall fewer causally connected items (van 
den Broek et al., 2009).  The inability to recognize these causal relationships makes it difficult to 
form global coherence of a narrative or create a strong situation model, therefore limiting the 
individual’s overall understanding of the story. 
Strong Narrative Assessment Procedure.  One method of assessing children’s narrative 
understanding is the Strong Narrative Assessment Procedure (SNAP; Strong et al., 1998).  The 
SNAP uses a series of wordless picture-books (the Frog Stories written by Mercer Mayer) to 
elicit story retells. During the procedure, the child is first told they are going to sit and listen to a 
story while the experimenter goes into another room and that they will be asked to retell the story 
to the experimenter when they return. The child then listens to an audio recording of the story 
while viewing the picture book.  Once the child finishes listening to the story, the experimenter 
returns and asks the child to tell them the story.  The experimenter also records the retell. After 
the retell is complete, the experimenter then asks the child a series of 10 comprehension 
questions, which assess both direct and inferential comprehension.  Once the procedure is 
completed the retell is transcribed and coded to assess retell length, number of c-units, syntactic 
complexity, and story grammar knowledge.  Several previous studies have also used the SNAP 
procedure to assess identification of causal connections and gist (Diehl et al., 2006; Losh & 
Capps, 2003).  The participants in these previous studies varied in age from 8-11 and represented 
both typically developing and developmentally delayed children.  
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Eye Tracking Research in Literacy 
Eye tracking is a study technique that allows researchers to examine the gaze patterns of 
participants to better understand the cognitive effort they are exerting in completing a task 
(Conklin et al, 2020) as well as where their attention is focused while completing the task 
(Raynor, 2009).  While eye tracking has been used in the field of cognitive psychology for quite 
a long time, it has only recently began being used in the field of educational research and 
multimedia learning (Was, Sansosti, & Morris, 2016).  While reading, eye tracking can provide 
information on three key components; the movement of the eyes (saccades), where the eye stops 
and focuses (fixations), and when a previous viewed word is reread (regression) (Was et al, 
2016).  This information can be used to understand what words or areas are focused on during 
reading tasks, and eye tracking research has previously found that processing patterns differ 
between viewing text and pictures (Conklin et al, 2018).  Raynor (2009) also found differences 
in processing when reading silently and reading aloud, as well as differences between adult 
readers and child readers.  While the majority of the multimedia research with eye tracking has 
focused on math and science learning (Alemdag & Cagiltay, 2018), studies have also looked at 
reading and literacy in multimedia presentations using eye tracking techniques. 
 Ozcelik et al. (2009) and Masulli et al. (2018) both used eye tracking to examine 
differences that changes in text format could have in multimedia presentations.  Ozcelik et al. 
(2009) used color coding to examine learners’ retention of information about synaptic 
transmission.  Both the experimental group and the control group received a visual model of the 
synaptic transmission process, but in the experimental condition the key terms were presented in 
a different color than the rest of the text.  The researchers found the group with the color coding 
spent more time fixating on the stimuli and produced higher scores in both retention and transfer 
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tests of synaptic transmission knowledge.  Masulli et al. (2018) used eye tracking to examine 
how spacing and size of text influence reading in both dyslexic and non-dyslexic individuals.  
The study found that as text size and spacing increased, fixation time decreased among dyslexic 
readers, which matched the pattern observed in non-dyslexic readers.   
 Eye tracking has also been used to examine differences between reading alone and 
reading while listening tasks in multimedia presentations among English language learners.  
Conklin et al. (2020) had a group of L1 and L2 college students view two 1500-word passages, 
one in a read only condition and the other in a read while listening condition.  The study found 
that, regardless of language or story condition, all participants understood the stories.  However, 
differences were found in gaze patterns between the groups and conditions. Notably the L1 
readers showed shorter fixations, fewer regressions, and more word skipping in the reading only 
mode while the L2 readers only showed fewer regressions.  Pellicer-Sanchez (2020) examined 
whether L2 readers’ comprehension in multimedia tasks would improve when reading while 
listening as opposed to reading only.  Twenty-eight L2 participants were shown a multimedia 
presentation of a leveled reader in which the text was presented on one side of the screen and the 
picture on the other.  Half of the participants were asked to read the presentation while the other 
half were asked to read while hearing the words read to them.  The results found that having 
access to the narration increased fixation time on the pictures.  The study also found that while 
all participants did well on the comprehension assessment, there was a positive correlation 
between the time spent viewing the pictures and comprehension scores.   
The previous research has informed us that there are multiple factors that determine 
successful reading comprehension.  An individual’s word-level skills play a significant role 
(Perfetti, 2007), as does their vocabulary knowledge (Ouellette, 2006).  We also find that 
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proficient readers (those with good comprehension and word reading ability) outperform poor 
readers in causal connection recall and narrative coherence (van den Broek, et al., 2009), and that 
proficient readers benefited more from the presence of orthography than weaker readers in 
explicit vocabulary learning (Rickets et al., 2009; Rosenthal & Ehri, 2008), although all readers 
benefited to some extent.  What has not been examined is whether the presence of orthography 
benefits the recognition of causal story connections and overall comprehension, as well as 


















PILOT & CURRENT STUDY 
A pilot study was completed in 2019 to examine the effects of orthography on 
comprehension during a computer-based story reading task (Ullrich, 2019). The pilot study was 
modeled on the SNAP protocol (Strong et al., 1998) and guided by four hypotheses:  
1. The number of c-units, the causal connections per c-unit, and the proportion of gist 
recalled will vary as a function of word reading and comprehension ability, with good 
readers performing better than the poor readers. 
2. Proficient readers will outperform poor readers on comprehension questions.  
3. All participants will show more eye fixations at the symbols in the orthography present 
(OP) condition than in the orthography absent (OA) condition. 
4. All participants will perform better in the OP condition, with the benefit being greater for 
the proficient readers.  
 Eight participants, four girls and four boys between the ages of seven and eleven, were 
recruited for the study.   The participants all came from similar SES backgrounds, attending 
small suburban school districts outside of New York City.  Using a within-subjects design, 
participants listened to verbal narrations of two picture books (Mercer Mayer’s A Boy, A Dog, 
and A Frog and Frog, Where Are You?) under varying experimental conditions, with one picture 
book accompanied by verbatim English text and the other with random symbols (squiggles). At 
the beginning of the session, participants were randomly assigned to an ABBA counterbalancing 
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scheme to counter any order effects (i.e., each story–condition pair occurred equally often in 
each possible order).  
Participants completed two short pretests: the Woodcock Reading Mastery Test (WRMT), 
computer adaptation and the Inferential Question Task (IQT).  The WMRT is a word reading 
measure in which participants are shown individual words on a screen and asked to say the word 
aloud.  Participants are allowed as much time as needed on each word; they can use any strategy 
they want to help select the correct pronunciation and are allowed to pass on any words they do 
not know (passes are marked as incorrect).  Participants continue to go through words until they 
hit the ceiling of six consecutive misses.  For the pilot study, scores on the WMRT were used as 
a measure of reading ability. The IQT was used to measure participants’ ability to make 
inferences from short passages presented in a read while listening format.  Two separate series of 
passages and questions were used depending on the participant’s age and grade in school. One 
series was written for students between kindergarten and 2nd grade, while the second was written 
for students from 3rd to 5th grade.   
 After pretesting, participants were asked to view two stories on the computer following 
the SNAP protocol, which was modified to include text.  The stories were converted into 
PowerPoint presentations with audio narration embedded and programed to run automatically, so 
participants would not need to manual control the presentation.  While the child listened to each 
story and viewed the corresponding pictures, the research wore headphones and did not engage 
with the material.  During the procedure, each participant had their eye gaze monitored to assess 
if they attended to the English text (or random symbols) or ignore it.  The pilot used a Tobii 4C 
eye tracker and the Tobii Gaze Viewer software to collect and analysis the eye tracking data. The 
Gaze Viewer software was limited to recording a video of the presentation with the participant’s 
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fixations overlapping the video. Consequently, eye tracking analyses were limited to calculations 
of the percentage of time that the participants looked towards either the English text/random 
symbols or the story pictures.   
After each story, participants were asked to retell the story to the researcher and answer a 
series of comprehension questions. The retells were elicited in two stages. In stage one 
participants were asked to tell the story back to the researcher as best they could because the 
researcher had not heard the whole story due to their wearing headphones.  When the participant 
finished the researcher gave the student a copy of the story in wordless paper book form and 
asked to review it for 30 seconds to see if this helped them remember any additional details 
about the story.  After the 30 second period the researcher took back the book and the participant 
was asked if they recalled any additional information. The retells were transcribed from the 
original recording using a transcription service then coded for several variables including causal 
connections per utterance, sentence complexity, and percentage of story gist recalled.  
Comprehension questions were taken directly from the SNAP manual and tested for both direct 
and inferential comprehension. The questions were open-ended response questions allowing the 
student to answer whatever they thought was appropriate. As examples, one of the direct 
questions was What did the boy carry to put the frog in? and one of the inferential questions was 
Why did the frog leap out of the way when the boy grabbed at him? 
Data analysis examined whether the presence of text had any effect on story 
comprehension as measured by the total number of c-units recalled, the causal connections per c-
unit, the percentage of story gist recalled, and responses to the direct and inferential questions.  
The results of the study did not find any significant differences in comprehension due to the 
presence/absence of English text. Two study design factors may have been critical in explaining 
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the null findings.  First, being a pilot study only eight children participated in study.  This 
extremely small sample size limited the statistical power.  Second, the participants were all 
average-to-above-average readers with an average age of nine years. As a results, the materials 
may have been too simple, resulting in a ceiling effect. 
The data analysis found that some individual pretest differences did influence story 
retells.  Participants’ WRMT scores predicted a significant amount of variation in the number of 
causal connections per c-unit during retells, suggesting that more advanced readers tended to be 
more concise in their retells by including only the most relevant information.  Also, accuracy on 
the inferential questions proved to be a better indicator of comprehension than accuracy on direct 
comprehension questions due to a ceiling effect on the latter measure.  
Analysis of the eye tracking data did show some significant and interesting findings.  As 
expected, participants spent more time looking at the English text (orthography present 
condition) than at the random symbols (orthography absent condition).  Conversely, they spent 
more time focusing on the pictures when paired with the random symbols (orthography absent 
condition). This finding suggests that when meaningful text was available, the participants 
attended to it, and when it was not, they focused more on the pictures. The pilot also found that 
participants were able to maintain attention to the presentation during the procedure, showing a 
very low percentage of time looking away from the screen (9%) (see Figure 1). 




Figure 1 Proportion of dwell time by condition and region pilot study 
 
 
Also interesting was the viewing pattern that emerged over the course of viewing 
individual slides.  Data analysis indicated that the participants spent significantly more time 
focusing on the text over the first six to seven seconds of exposure than during the subsequent 
five to six seconds (each slide was viewed for an average of 13 seconds). This time frame 
extended from the onset of the trial before the participants heard the recorded narration and 
extended through the playing of the narration.  The increased fixations to the text during this 
time frame suggests that the participants may have been pre-reading the text prior to hearing the 
narration. After the audio narration began, participants continued to maintain their focus but 
































Figure 2. Proportion of dwell time on text by condition and time pilot study 
 
 
Unfortunately, due to the limitations listed above (small sample size, limited to average-
to-above-average readers), no analyses could be done to see if the pattern of eye-movements was 
different for strong and weak readers.   
While the findings of the pilot study were limited, several areas of the protocol could be 
improved to better address the research questions.  First, to reduce ceiling effects, a younger age 
group could be recruited, which would provide a better match to the vocabulary level of the frog 
stories.  Second, in line with the literature emphasizing the importance of working memory in 
reading comprehension (Follmer, 2018), working memory measures could be added as pretests 
and used as predictor variables in data analysis.  Another advisable protocol change would be to 
reduce possible carry-over effects by eliminating the within-subject manipulation of condition. In 
the pilot, each participant viewed one story with English text and the other story with the random 
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condition, i.e., manipulating the presence/absence of English text in a between-subjects design.  
Additionally, switching from the random symbol to an actual but unknown language would 
allow the study to examine for the effects of familiar vs. unfamiliar orthography, rather than 
language vs. symbols.  Since recruitment of participants will occur in a population of primarily 
monolingual English speakers, we used Greek as it constitutes an unfamiliar orthography.  Based 
on the protocol changes, increasing the number of participants recruited would also be advised to 
assure enough statistical power to identify factors influencing story comprehension.   
 Finally, following the different patterns that emerged in the eye tracking analysis, any 
new protocol should examine not the amount of time viewing the text overall, but also gaze 
pattern change during each slide and gaze pattern change over the course of the presentation. 
Current Study 
The current dissertation examined the effect of native text on narrative comprehension as 
measured by the number of causally important story units recalled, answers to both direct and 
inferential comprehension questions, and increases in vocabulary knowledge in young readers 
(children in 2nd & 3rd grade, ages 7-9) during a computer-based storytelling task.  The research 
aimed to build on the results of the pilot study to determine if having text available during 
multimedia storytelling benefits readers as predicted by Perfetti’s Lexical Quality Hypothesis 
(Perfetti & Hart, 2002) or hampers learning as predicted by Mayer and Moreno (2003) due to the 
redundancy effect.  The study will also examine if the gaze patterns found in the pilot study will 
be seen among younger readers and readers of different ability levels.  With the growing trend of 
using multimedia platforms such as YouTube and Storyline Online to facilitate storytelling, 
understanding how and when to integrate text would benefit not only the creators of these 
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stimuli, but also the young readers themselves.   Specifically, the following research questions 
and hypotheses will be tested: 
1. Eye-movements recorded during the task will differ depending on condition, 
redundant English text verses meaningless Greek text, with participants in the 
English text condition expected to spend more time viewing the text than those 
exposed to Greek. 
2. Participants with access to the English text are expected to produce more coherent 
story retells as measured by the number of causally important story elements 
produced during a story retell session. 
3. Participants are expected to score higher on a reading comprehension measure 
assessing both direct and inferential comprehension when they have access to the 
English text than to the Greek text. 
4. Participants are expected to show better comprehension of the vocabulary in the 















The initial proposal aimed at recruiting 78 participants for the study.  Due to 
complications related to the COVID-19 pandemic, this goal was no longer attainable, so the 
decision was made to conduct data analysis using just the participants who had already been 
recruited. Twenty-four participants (15 male, mean age 8.1) were recruited under an existing IRB 
protocol (2017-0831) from several sources.  This was done by distributing flyers though a local 
youth hockey league, the Faculty Association of Suffolk Community College, the Sachem 
Teachers Association, and a local martial art studio. Informed consent was obtained from each 
parent/guardian (see Appendix A) and informed assent was obtained from each child verbally via 
the children’s assent form (see Appendix B). All participants were compensated with a 
collectable Lego mini figure and their parents received a $10 amazon gift card at the end of the 
session.   
Measures 
Demographic/Reading survey  
Each parent completed a short survey to obtain demographic information including their 
child’s age, date of birth, grade, gender, race/ethnicity, child’s primary language, and any 
secondary languages the child may know. The survey asked for the child’s special education 
status and any difficulties the parent believed their child has with reading.  Reading survey 
questions included yes or no questions (i.e., does your child struggle in reading, do they receive 
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additional school resources to address reading difficulties) as well as scale questions (do you 
believe your child is a below average, average, or above average reader?).  For full details see 
Appendix C.  
Assessments of individual differences 
Word Reading Task. The Woodcock Reading Mastery Test-Revised (WRMT-R), 3rd 
edition is a comprehensive testing program used to assess reading skills and abilities in children 
and adults.  The test contains nine different subtests and takes 30-45 minutes to complete.  The 
test also has an “A” and “B” version to allow for progress monitoring.  Each participant 
completed the word identification subtest, which assesses sight word knowledge. The word 
identification subtest asks students to read a series of words from a list in isolation.  Subsequent 
words become progressively more difficult.  The test stops when the student gets six consecutive 
incorrect answers. For the pilot study (Ullrich, 2019) this measure was converted to a 
computerized format which was used again in this study.  The computerized format uses the 
same procedure as the traditional format, but each word appears individually on a computer 
screen instead of in a list of words on paper. Additionally, the assessment was audio recorded 
and a clicking noise was heard as each word was presented (the sound of the space bar being 
pressed).  During coding, an indication was made for each correct word whether it was spoken 
within one second of exposure.  Words that take over a second of exposure may indicate that the 
participant is decoding the word rather than using their sight word vocabulary.  The test is 
normed by grade and age equivalence and functioned as an objective measure of reading level 
during the pilot and served the same function for the current study.  The total number of words 
successfully read was used as the participant’s overall score. Split half reliability of the measure 
is .91 according to the test manual.  
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Working Memory Tasks. The dissertation used two measures to assess participant’s 
working memory: the nonword repetition task to assess verbal short-term memory and the one-
shape array memory task to assess visual-spatial working memory. The study used a 
computerized version of the nonword repetition task adapted from Edwards, Beckman, and 
Munson (2004) and Munson, Kurtz, and Windsor (2005).  The task was run on a Surface Pro 3 
laptop using E-Prime 2.0 software (Schneider et al.2002). Thirty 3- and 4-syllable nonwords 
(e.g., /hesɚlәm/, /mæsɚtɑlәn/), recorded by a female native speaker of English, are presented in a 
random order over18 trials. At each syllable length, there were equal numbers of nonwords with 
high versus low phonotactic probability. On each trial, a nonword was presented auditorily over 
speakers, and the child was instructed to repeat it as soon as a blue cross fixation symbol 
appeared on the computer screen (100 ms after the offset of the nonword). All responses were 
audio-recorded and scored as correct or incorrect. To establish coding reliability, the primary 
researcher and a trained research assistant independently scored the data until interrater 
agreement of least 94% was met over a minimum of 20% of the sample. The number of correct 
responses served as the outcome variable. The alpha reliability of the measure was .569, split 
half reliability was .629. 
To assess visual-spatial working memory, the one-shape array memory task (Cowan et 
al., 2011) was given using a Surface Pro 3 laptop running E-Prime 2.0 software (Schneider et al., 
2002).  In this task participants were instructed to attend to a set of two, three, four, or six 
colored circles that appeared in a grid of 12 squares. An example trial can be seen in Figure 3. To 
increase participant engagement the task was presented as a game, in which the grid represents a 
classroom with each colored circle representing an individual student.  Participants were told the 
following before the task began:  




“In this game your job is to make sure everyone is in the right seat.  If the student is in their right 
seat, click on the student.  If they are in the wrong seat, click the right seat so they know where to 
go.  And if they are in the wrong class, click on the door and send them to the principal.”   
 
Figure 3. Screenshot from the one shape array memory task from Cowan et al. (2011) 
 
On each trial, the grid appeared for 500 ms with several circles in it; after 500 ms, it 
reappeared with only a single-colored circle present and a door icon to the right of the grid. If the 
colored circle was in the correct place (no change trial), the child was instructed to click on the 
colored circle (the “student”). If the colored circle was in the wrong place (location change trial), 
the child was instructed to click on the box (the “seat”) in which the colored circle (“student”) 
belonged (i.e., its original location). If the colored circle (“student”) did not belong anywhere in 
the classroom (a new color trial), the child was instructed to click on a door to “send the student 
to the principal.”  
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Participants were given 10 practice trials to familiarize themselves with the task. Next 32 
test trials (16 no change, eight location change, eight new color) were presented in a random 
order. Responses on test trials were scored as correct/incorrect by the E-Prime program. 
Proportions of correct responses were tabulated.  Alpha reliability of the measure was .699.   
Narrative Elicitation Task  
Frog, Where are You? (Mayer, 1969) was used for the narrative elicitation task.  The 
story was originally a wordless picture book, but text was created for both the Strong Narrative 
Assessment Procedure (Strong et al. 1998) and the Systematic Analysis of Language (SALT) 
(Miller, Andriacchi, & Nockerts, 2016) software version to allow for measurement of narrative 
recall and story grammar knowledge. Only minor differences are found between the two scripts, 
none of which changes any of the stories’ structure or meaning (for full text see Appendix D).  
Using the SALT Software text transcripts, Frog, Where are you? scored an average readability 
of 3.4, making it appropriate to use with the target age group. In addition, previous studies have 
also used the Frog Stories with similar aged children (Diehl et al, 2006).  The storybook was 
converted into a PowerPoint presentation for use in the study. Storybook pictures were scanned 
then attached to blank PowerPoint slides, with position of the picture alternating between the 
right and left sides of the slide.  Opposite each picture, the story text was written.  For each slide 
an audio recording of an adult male reading the text was embedded and began playing 
approximately 3.2 seconds after the slide appeared on the screen.  The PowerPoint was set to run 
automatically once it began so each child only needed to sit and watch.  Twenty-eight slides 
were created for Frog, Where are You?   
 






Figure 4. Example page from the picture book (Frog, Where are You?) in the English text and 
Greek symbol conditions. 




For the story two presentations were created.  Version 1 presented the pictures, the 
written text, and a narration track of the story text. For this study, Version 1 is referred to as the 
English text condition and contains English written text.  Since all study participants were either 
monolingual or bilingual English speakers, the English text should provide an additional source 
of information for participants to use.  Version 2 contains the pictures and audio track, but in 
place of the English text Greek symbols were used and is referred to as the Greek symbols 
condition.  None of the students had any prior knowledge of Greek and therefore the Greek 
symbols should have provided no additional information for the participants.  Examples of the 
English text and Greek symbol conditions are shown in Figure 4. 
In addition, for both conditions a no picture (text/symbols only) version was created.  
These versions contained both the audio track as well as the English or Greek text but no 
storybook pictures.  Participants in the English text condition viewed the English version while 
those in the Greek symbol condition viewed the Greek version.  This second exposure was to 
increase the likelihood of the participants viewing the text. This condition was not used in the 
pilot study but was added to increase the time participants in the English Text condition had 
access to the text.  Examples of the two conditions are shown in Figure 5. 





Figure 5. Example page from the picture book (Frog, Where are You?) without pictures in the 
English text and Greek symbols conditions. 
 




Eye tracking data were collected using a Tobii Eye Tracker 4C along with the Tobii Gaze 
Viewer software.  The Tobii Eye Tracker 4C was attached to a Dell 20-inch monitor and 
connected to a Surface Pro 3 via a USB 2.0 cable. This modest configuration allowed for the eye 
tracker to be portable enough to bring to the participant’s home or to be set up in multiple 
offices. The eye tracker can be calibrated for each user using the guest setting, or settings can be 
saved for reoccurring users.  Calibration takes approximately two minutes and consists of 
participants focusing their gaze on a series of dots that appear on a testing screen.  As they focus 
on the individual dots they begin to spin and eventual explode.  Once the participants have made 
all the dots explode the tracker is calibrated to that individual and will remain in that 
configuration until the eye tracker is calibrated again.  
The Gaze Viewer software is designed to give real time eye tracking data from any 
computer application.  The software creates a video of the screen the user is looking at overlaid 
with the position of their eye gaze.  The software also creates heat maps for each video, which 
can be viewed separately from the gaze points or concurrently, although this feature was not used 
in the current study.  The gaze viewer software does not create any direct quantitative data, nor 
does it allow for area of interest (AoA) coding. Therefore, following the protocol established in 
the previous pilot study (Ullrich, 2019) each video was trimmed down using Microsoft Movie 
Maker so that each PowerPoint slide had its own video.  Each slide was viewed one frame at a 
time using the Microsoft Movies and TV program. The program allowed for 100 frames per 
slide.  The location of the participant’s eye gaze was recorded for each frame allowing for 
quantitative analysis of their eye gaze patterns while viewing the slides.  It should be noted that 
the Gaze Viewer software was only used the first time the participants viewed the story (when 
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they had access to both the pictures and text).  No eye tracking was recorded during the second 
viewing when participants had only the text to view.  Percentage of time viewing the text, the 
pictures, and looking off-screen served as the outcome variables. 
Story-level comprehension measures 
Immediately after watching the two PowerPoint presentations, the participant was asked 
to retell the story using the following prompt “Please retell the story as completely as you can. I 
am recording your version of the story to share with my teacher who could not be here today” 
(for full elicitation script see Appendix E) and their recall was audio recorded.  This prompt is 
different than the prompt used in the pilot study, where participants were told tell the story to the 
researcher because they were not able to hear the story due to wearing headphones.  The change 
was made to follow the suggestions for story elicitation provided in the SNAP manual (Strong, 
1998).  To establish coding reliability the researcher and a transcription service transcribed the 
first 10% of participant retells. The difference between raters’ transcriptions was less than 5%, so 
all remaining retells were transcribed by the transcription service only. After transcription, each 
transcript was coded for the number of c-units, the causal connections per c-unit, and percentage 
of gist recalled. To establish coding reliability, the primary researcher and a trained research 
assistant independently scored the data until interrater agreement of least 94% was met over a 
minimum of 10% of the sample. The study also used the SALT 20 Student Software to calculate 
the total number of words, total number of utterances, total number of different words, the 
moving-average type-token ratio, and total retell time of each transcript.  The number of c-units, 
the causal connections per c-unit, and percentage of gist recalled were used as outcome variables. 
Story comprehension questions were taken and adapted from Strong’s (1998) Strong 
Narrative Assessment Procedure (SNAP). For the current study the researcher removed the main 
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character’s name (Tom) from the questions and replaced with “the boy” to align with the SALT 
script version of the study. The ten questions from the story functioned as an additional 
assessment of reading comprehension.  Each question was read to the participant by the primary 
investigator.   Of the ten questions, five were direct questions (e.g., What flew out of the tree 
when the boy stuck his head in to look for his frog?), and five were inferential (e.g., Why did the 
frog leave the boy in the beginning of the story?), see Appendix F. The number of direct 
questions answered correctly, inferential questions answered correctly, and the total number of 
questions correctly answered were used as outcome variables.  The alpha reliability of the total 
scale was .486 and the alpha reliability of the inferential items was .542 (alpha reliability for the 
direct items could not be calculated).   
Post-test assessments of story vocabulary knowledge 
Vocabulary Acquisition Scale. For the dissertation, the researcher created a new test of 
vocabulary knowledge by adapting a procedure of Paribakht and Wesche (1993) to use words 
taken from the Frog, Where are You (Mayer, 1969) SALT script.  The Vocabulary Acquisition 
Scale (VAS) served as a general instrument to tap participant’s knowledge of the story 
vocabulary. Since vocabulary knowledge is not a binary choice between complete knowledge 
and no knowledge, the scale scores both the participant’s perceived knowledge of the target 
word, as well as providing an opportunity for them to demonstrate a working knowledge of the 
word to see where among the knowledge spectrum their answer lies.  The scale scores each 
target word from 1-5 depending on the participant response.  Table 1 provides the scoring rubric. 
 
 




Table 1  
Scoring Rubric for the Vocabulary Acquisition Scale 
Points Criteria 
(1 point)  I don't remember having seen this word before/I do not know this word.  
(2 points) I have seen this word before, but I don't think I know what it means. 
(3-4 points) I have seen this word before, and I think it means __________. (synonym or 
definition) 
If answer is partially correct, 3 points; if fully correct, 4 points. 
(4 points) I know this word. It means __________. (synonym or definition) 
(3-5 points) I can use this word in a sentence: ___________.  
If sentence is correct, 5 points; if incorrect, 3 or 4 points depending on 
definition. 
 
To create the VAS, 10 words from the story were selected from a list of 30 possible 
words that appeared only once in Frog, Where are You (Mayer, 1969).  This was important in 
order to control for the amount of exposure to target words during the study. Next each of these 
words (or their associated root) were rated using age of acquisition (AoA) data from Brysbaert 
and Biemiller (2017) as well as Kuperman et al. (2012) and checked against the Dale-Chall 
Word List (1995).  Age of acquisition research attempts to quantify the average age a word is 
first learned by an individual.  Kuperman et al. obtained ratings of over 31,000 American English 
words by asking adults to retrospectively report when they were first exposed to the target words 
(Kuperman et al., 2012). Kuperman et al. (2012) then reported each word as the mean and 
standard deviation of the age the participants reported.  Brybaert and Biemiller’s (2017) list 
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included over 44,000 words, but rather than use adults retrospective recall, they tested children’s 
knowledge directly.  Words were scored by which grade level best represented age of acquisition 
and scaled every two grades from 2nd grade to college.  The Dale-Chall Word List contains 
approximately three thousand familiar words that are known in reading by at least 80 percent of 
the children in 5th grade. While the list does not presume the importance of the included words, it 
does indicate which words are commonly known by the end of the 4th grade. After rating each 
word in Frog, Where are You (Mayer, 1969), 12 words had an AoA rating above six.  Out of 
these 12 words, two words had an AoA test score of 6th grade, six had a AoA test score of 4th 
grade, three had a AoA of 2nd grade, and one word, crept, did not have an AoA test score. Ten 
target words were chosen from this final list of 12 for the VAS.  These 10 words consisted of the 
10 highest AoA test scores with ties being decided by higher AoA rating scores.  An example of 
the list can be seen in Table 2 below and the full list can be found in Appendix G. 
Table 2  
Word ratings for 10-item Vocabulary Acquisition Scale 
Word AoA test* AoA rating** Dale-Chall Part of Speech 
crept n/a 8.0 yes verb 
familiar 6th grade 7.8 no adjective 
swooped 6th grade 6.8 no verb 
gopher 4th grade 8.8 no noun 
ruining 4th grade 7.5 no verb 
attention 4th grade 6.8 yes noun 
bothering 4th grade 6.5 no verb 
antlers 4th grade 6.4 no noun 
edge 4th grade 6.3 yes noun 
noticed 2nd grade 7.3 yes verb 
* Brysbaert and Biemiller (2017) ** Kuperman et al. (2012) 
 
Each of 10 target words was presented to the participant one at a time on the computer 
screen accompanied by a recording of the pronunciation.  After hearing the word, the researcher 
asked the participant Do you know this word? This is done to assess levels 1, 2, and 3 of the 
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scale.  If they responded “yes”, they were asked to say what the word means and if they can use 
it in a sentence.  Responses were scored according to the rubric.  If they responded “no”, they 
were asked if they have ever seen or heard the word before. Those who responded yes received a 
score of two, those who said no received a score of one. 
Any incorrect response in category 3 yielded a score of 2 points for a word. If the 
participant produced a sentence in which they demonstrated the right meaning of the word, but 
the word was used incorrectly (both in the wrong context and wrong grammatically) they were 
given a score of 3. A score of 4 was given if the wrong grammatical form of the target word was 
used in the correct context. A score of 5 reflected the correct use of the target word in the 
sentence.  Scores on the VAS-S ranged from 10-50 and was calculated by summing the total 
score of the 10 target words. Alpha reliability for this measure was .772 and split half reliability 
was .871. 
Cloze Task. A second vocabulary assessment used an experimenter made cloze task.  A 
cloze task is an activity in which one or several words are removed from a sentence and a student 
is asked to fill in the missing content. That sentence can be referred to as the 'stem', and the 
removed term itself as the 'key' (Taylor, 1953).  The cloze task used the same 10 words that were 
used for the VAS.  For each target vocabulary word, a cloze sentence was created.  In each 
sentence the target word was used in a similar way as the word was in the story.  For example, 
the word swooped was used during the sentence All of a sudden an owl swooped out of the hole 
and knocked the boy to the ground.  The matching cloze sentence was “The hawk swooped down 
to catch the mouse.  For each sentence the first letter of the target word was included and 
highlighted to function as a prompt or clue, e.g., The hawk s_______ down to catch the mouse. 
Each cloze sentence was presented individually on the computer screen.  After three seconds 
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recorded narration of the primary researcher reading the question was played.  The participants 
had unlimited time to answer the question.  After the participant answered the question, they 
were asked if they were ready for the next before trying the next question.  During the task the 
participants did not have access to a word bank of the target words. The number of correct 
responses was used as the outcome measure. The alpha reliability of the measure was .745 and 
split half reliability was .796. The full assessment can be found in Appendix H.  
Procedure 
Participants were tested individually in their homes or in the university office of the 
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Table 3  
Order of tasks  
1. Parent signed consent form, child gave assent 
 
2. Participant was randomly assigned to condition 
 
3. Participant completed the word identification test 
 
4. Participant completed nonword repetition task 
  
5. Participant completed one shape array memory task 
 
6. Participant went through the eye tracker calibration 
 
7. Participant listened to the story and viewed either the English or Greek text of 
Frog, Where are You with pictures included 
 
8. Participant listened to the story and viewed either the English or Greek text of 
Frog, Where are You without pictures 
 
9. Participant completed narrative elicitation task 
 
10. Participant answered comprehension questions 
 
11. Participant completed Vocabulary Acquisition Scale 
 
12. Participant answered cloze questions on target words 
   
13. Participant was thanked and given their toy and gift card 
 
 
At the beginning of the session, parental consent and child assent were obtained. Next 
participants were assigned to one of two conditions: the English text condition or the Greek 
symbol condition.  Since participant recruitment was ongoing over a period of several months, 
each child was assigned to the opposite group that the last participant of the same sex had been 
assigned.  For example, if a participant was male and assigned to English text, the next male 
participant would be assigned to Greek symbols.  Each child then completed the Word 
Identification test.  Next participants completed two working memory assessments, first the 
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nonword repetition task followed by the one shape array task.  Once all pretests were completed 
each child went through the calibration process for the eye tracker.  Once the eye tracker was 
calibrated participants listened to the story and viewed either the English or Greek text of Frog, 
Where are You? on a computer equipped with an eye gaze tracker. After viewing the story with 
the pictures, the participant then listened to the story and viewed the text without the pictures.  
After both versions of the story were heard and viewed, the participant completed the narrative 
elicitation task as well as answered the comprehension questions for the story.  Following the 
completion of the narrative assessment participants completed the Vocabulary Acquisition Scale 
the cloze task as posttest assessments.  Finally, participants were thanked and presented with 
their toy and gift card. 
Statistical Analysis 
The current study examined the effect of text on narrative comprehension and vocabulary 
knowledge in 2nd graders during a computer-based storytelling task. In addition, students’ eye 
gaze patterns on the pictures and text were examined while they listened to the story.  The 
research tested four hypotheses:  (1) the eye gaze pattern of the participants will differ based on 
experimental condition: English text vs. Greek symbols; (2) participants with access to the 
English text are expected to produce more coherent story retells as measured by the amount of 
causally important story elements present during a story retell session; (3) participants exposed 
to the English text are expected to score higher on a reading comprehension measure assessing 
both direct and inferential comprehension; and (4) participants exposed to English text are 
expected to show better comprehension of the vocabulary in the stories as shown by their scores 
on the Vocabulary Acquisition Scale and the cloze task.  
 




For the eye tracking data (Hypothesis 1), analyses were conduct using a mixed methods 
ANOVA design with condition (English text, Greek symbols) as the between subjects factor and 
either story section (beginning, middle, end) or narration section (pre-narration, during narration, 
post-narration) as the within subjects factor. The analyses first examined differences in dwell 
time to either the text or story pictures, as well as time spend dwelling off-screen, followed by an 
examination of gaze pattern changes during narration.  It was expected that the gaze pattern 
would differ as a function of condition and story/narration section.   
 This method of analysis has been used in previous eye tracking research with children in 
studies of text and multimedia processing (Masulli et al., 2018; Ozcelik et al., 2009).  Masulli et. 
al. (2018) examined the effect of varying font size and word spacing on eye movements in 
dyslexic and non-dyslexic children.  The authors used a 3x3 mixed measure ANOVA in which 
reading condition (dyslexic, non-dyslexic reading level matched, non-dyslexic chronological 
aged matched) was a between subject variable and text size was the within subject variable.  This 
statistical model was used to look for differences in fixations, reading task duration, number of 
prosaccades, amplitude of prosaccades, number of backward saccades, and number of errors.  
Ozcelik et al. (2009) examined how color coding influenced learning in a multimedia 
presentation. They used a 2x2 mixed factorial design with material design (color 
coded/conventional) as the between subjects factor, region (text/illustrations) as the within 
subject factor, and total fixation time as the outcome variable.   
Retells, Comprehension and Vocabulary 
For each of the remaining hypotheses, hierarchical multiple regression was used to 
examine differences between conditions (English text, Greek symbols) while controlling for 
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individual differences in age, reading ability, visual-spatial working memory and verbal short-
term memory.  Using SPSS, age, nonword repetition, and one shape array scores were entered as 
block one variables, followed by study condition (English text, Greek symbols) in block two. 
For Hypothesis 2, the first dependent variable was the amount of causally important story 
elements present in the participant’s story retell.  It was expected that readers who had access to 
the English text would score higher in recall of causally important story units and that better 
readers, as determined by their reading level, would score higher than poor readers.    
For Hypothesis 3, the dependent variable was the number of comprehension questions 
correctly answered, separated by type (direct vs. inferential).  It was expected that readers who 
had access to the English text would get more comprehension questions correct, that better 
readers, as determined by their reading level, would score higher than poor readers and that all 
participants would get more direct questions correct than inferential questions.   
For Hypothesis 4, the dependent variable was the total score received on the Vocabulary 
Acquisition Scale.  An additional multiple regression analysis was run with scores on the cloze 
task as the dependent variable.  It was expected that readers who had access to the English text 
would score higher on the vocabulary acquisition scale and that better readers, as determined by 















Characteristics of Participants 
Independent sample t-tests were conducted to verify that the English text and the Greek 
symbols groups did not differ significantly on any individual-level characteristics or any of the 
pretests. Mean performance of the two experimental groups on pretests and test statistics are 
given in Table 4.  Participants of the two groups did not differ significantly in age, grade level, 
reading ability (WRMT-R), visual-spatial working memory (one-shape array memory), or verbal 
short-term memory (nonword repetition). 
Table 4 
Demographic measures and pretest scores  
Measure English Text  Greek Symbols   
 M (SD) M (SD) t 
Age 8.02 (.70) 
 
8.20 (.72) 0.61 
(0.55) 
Gender (N = 24) 5F; 8M 
 
4F; 7M   
Grade 2.43 (1.02) 
 
2.76 (.90) 0.83 
(0.41) 
Reading ability (Raw score 
and grade equivalent) 
(106 max) 
64.69 (18.23) raw score 
4.3 grade equivalent 
61.64 (18.23) raw score 
3.9 grade equivalent 
-0.44 
(0.467 
One-shape Array Memory 
(32 max) 
19.92 (4.71) 19.09 (5.28) -0.41 
(0.69) 
Nonword Repetition   
(18 max) 
12.15 (2.30) 11.45 (3.64) -0.57 
(0.57) 
 
Eye tracking analysis   
The first research question examined whether participant gaze patterns differed 
depending on condition.  The Tobii Eye Tracker 4C along with the Tobii Gaze Viewer software 
was used to capture the participant’s gaze position while viewing the story.  Using the procedure 
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used in the pilot study (Ullrich, 2019) gaze position was divided into three different categories: 
dwell time on text, dwell time on pictures, gaze off-screen.  In the current study, dwell time 
represents the proportion of frames the participant attended during the presentation of each slide.  
Table 5 shows the mean percentage of time participants viewed the different regions.  Due to 
recording issues, three of the 24 participants did not have any eye gaze data and three others 
were missing data in their gaze recordings. Only 18 participants (9 per condition) had complete 
gaze maps.    
Table 5 
Percentage of dwell time by condition and region (n = 21) 
 Region of Interest 
Text Condition Text Picture Offscreen 
English (n=10) 35% 36% 29% 
Greek Symbols (n=11) 25% 58% 17% 
Note: Rows sum to 100% with some variation due to rounding. 
 
Data loss with eye tracking maps 
To examine why 25% of participants’ gaze maps were lost several analyses were run.  
First to check to see if full gaze map completion was due to gender, study condition, or the 
research setting where the participants conducted the study, which could have been either the 
participants home or the home/office of the researcher, Chi Squared analyses were conducted.  
The results found no difference for gender, X2(1, N = 24) = .533, p = .465, study condition,  
X2(1, N = 24) = .503, p = .478, or study location, X2(1, N = 24) = 2.06, p = .151. However, it 
should be noted that out of six participants who did not have a complete gaze map, five of them 
came from the group that held the session at the participants’ home while only one was at the 
researcher’s home/office.  This equates to a 90% probability of having a gaze map recorded 
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when in the researcher’s home/office and a 64% probability when the study was conducted at the 
participant’s home. 
Additional analyses were run to see if the participant’s age or reading ability affected the 
probability of producing a full gaze map.  The results found no difference for age, F(1,22) = .890 
p = .964, or reading ability, F(1,22) = .602 p = .886.  
Overall, the loss of gaze data was found to be randomly occurring across participants. 
However, one of the six participants who lost data can be directly connected to internal computer 
issues.  As the gaze viewer records the video during the session it consumes memory space on 
the computer.  During one session at the participant’s home, the video was mistakenly sent to 
incorrect hard drive and stopped recording in the last minute of the session due to the lack of 
available memory.   
Story Section 
To understand within group differences the story was divided into three sections: 
beginning, middle, and end, and the gaze totals were calculated for each section.  The three 
sections coincided with natural breaks in the story: the beginning took place in the boy’s home, 
the middle followed the boy and frog’s search through the woods, and the end took place at the 
pond where the boy found his pet frog and his family.  Due to missing data in gaze recordings, 
only 18 participants (9 per condition) had a complete gaze map.  Figures 6 and 7 show the 
proportion of dwell time in each region by story section, with Figure 6 showing the results from 
the English text group and Figure 7 showing the Greek symbol group. Table 6 shows the mean 
percentage of gaze time by region. 




Figure 6.  Proportion of dwell time by region and story section - English Text 
 
 





























































Percentage of dwell time by condition, region, and story section (n = 18)a 
  Region of Interest 
Story Section Text Conditiona Text Picture Off-screen 
Story Section 1 
(slides 1-7) 
 
English 38% 37% 24% 
Greek Symbols 37% 49% 14% 
Story Section 2 
(slides 8-17) 
 
English 34% 42% 24% 
Greek Symbols 16% 66% 18% 
Story Section 3 
(slides 18-23) 
 
English 27% 27% 46% 
Greek Symbols 21% 58% 22% 
Note: Rows sum to 100% with some variation due to rounding. 
aThere were 9 students viewing English text and 9 students viewing Greek text. 
 
Looks to text.  To see the effects of experimental condition and story section on the 
amount of dwell time on story text, a 2 (English vs Greek) x 3 (story section: beginning, middle, 
end) mixed-effects ANOVA with repeated measures on the story section variable was conducted. 
The variable of dwell time to text was calculated as the proportion of time spent looking at the 
story text during the SNAP procedure. Mauchly’s sphericity test showed that the main effect of 
story section did not significantly violate the sphericity assumption because the significance 
value was greater than .05, W = .986, X2(2) = .216, p > .05.  Therefore, the F-value for the main 
effect of story section (and its interaction with the between group variable of experimental 
condition) did not need to be corrected for violations of sphericity. 
Results from the ANOVA can be found in Table 7. The ANOVA revealed a significant 
main effect for story section, F(2, 32) = 6.22, p = .005.  This finding indicates that if we ignore 
the experimental condition the participants were in, the looks to the text were still significantly 
different depending on which section of the story the participant was watching.  The pairwise 
comparison for this main effect, corrected using Bonferroni adjustments and shown in Table 8, 
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indicated a significant difference (p < .05) between story section 1 and 2 (beginning and middle) 
and story section 1 and 3 (beginning and end) but not between story section 2 and 3 (middle and 
ending). That is, participants spend a significantly higher percentage of time viewing the text 
during the first section of the story (the beginning) than during the middle or end. 
The ANOVA did not find any main effect of experimental condition, F(1, 16) = 1.685, p 
= .213, or a significant interaction between story section and experimental condition, F(2, 32) = 
2.13, p = .135. 
Table 7 
Mixed ANOVA dwell time on text 
Source SoS df Mean square F  p Partial η2 
 
Story Section .215 2 .108 6.22 .005 .28 
Condition .105 1 .105 1.69 .213 .10 
Story Section*Condition .074 2 .037 2.13 .135 .12 




Pairwise comparison dwell time on text 
Story Section Story Section Mean difference Std. Error p 
1 
1 
2 .128 .029 .029 
3 .139 .012 .012 
2 3 .010 .046 1.000 
 
 
Looks to pictures.  To see the effects of experimental condition and story section on the 
amount of dwell time on story pictures, a 2 (English vs Greek) x 3 (story section: beginning, 
middle, end) mixed ANOVA with repeated measures on the story section variable was 
conducted. The variable of dwell time to picture was calculated as the proportion of time spent 
looking at the story pictures during the SNAP procedure. Mauchly’s sphericity test for the main 
effect of story section did not indicate any violation of the sphericity assumption, W = .804, X2(2) 
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= 3.28, p > .05.  Therefore, the F-value for the main effect of story section (and its interaction 
with the between group variable of experimental condition) did not need to be corrected. 
Results from the ANOVA can be found in Table 9.  The ANOVA revealed a significant 
main effect for story section, F(2, 32) = 3.52, p = .041.  This finding indicates that if we ignore 
the experimental condition the participants were in, the looks to the pictures were still 
significantly different depending on the section of the story the participant was watching.  The 
pairwise comparisons (see Table 10), corrected using Bonferroni adjustments, indicated that a 
significant difference in looks to the pictures (p < .05) between story sections 2 and 3 (middle 
and end) but not between story sections 1 and 2 (beginning and middle) or story sections 1 and 3 
(beginning and ending).  As indicated by the means shown in Table 6, participants spent more 
time viewing the pictures during the middle than the end of the story. 
The ANOVA also found a significant main effect for experimental condition F(1, 16) = 
6.422, p = .022. This finding indicates that if we ignore which story section the participants were 
viewing, looks to the pictures varied as a function of the experimental condition.  Specifically, 
participants in the Greek symbol group looked more at the pictures than those in the English text 
group. The ANOVA did not indicate a significant interaction between story section and 
experimental condition F(2, 32) = 1.90, p = .166. 
Table 9 
Mixed ANOVA dwell time on pictures 
Source SoS df Mean square F  p Partial η2 
 
Story Section .157 2 .078 3.52 .041 .18 
Condition .660 1 .660 6.42 .022 .29 
Story Section*Condition .084 2 .042 1.90 .166 .11 








Pairwise comparison dwell time on pictures 
Story Section Story Section Mean difference Std. Error p 
1 
1 
2 –.110 .047 .101 
3 .008 .059 .101 
2 3 .118 .041 .031 
 
 
Looks off-screen.  To see the effects of experimental condition and story section on the 
amount of time spent looking off-screen, a 2 (English vs Greek) x 3 (story section: beginning, 
middle, end) mixed ANOVA with repeated measures on the story section variable was 
conducted.  The variable of off-screen looks was calculated as the proportion of time spent 
looking away from the screen during the SNAP procedure. Mauchly’s sphericity test for the 
main effect of story section indicated that the test did not violate the sphericity assumption, W = 
.977, X2(2) = .351, p > .05.  Therefore, the F-value for the main effect of story section (and its 
interaction with the between group variable of experimental condition) did not need to be 
corrected. Results from the ANOVA can be found in Table 11.  The ANOVA did not reveal any 
significant effects. 
Table 11 
Mixed ANOVA dwell time off-screen 
Source SoS df Mean square F  p Partial η2 
 
Story Section .230 2 .115 2.71 .082 .15 
Condition .238 1 .238 1.32 .267 .29 
Story Section*Condition .080 2 .040 .946 .397 .06 
error 1.36 32 .042    
 
 
Gaze pattern during narration 
The eye tracking analysis also examined how gaze patterns varied across narration 
sections, as such variation was detected in the pilot study.  Based on the pilot work, three distinct 
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narration sections were defined for each slide: pre-narration, narration, and post-narration.  For 
each slide the narration began at the 3.5 second mark, so the time before that point was the pre-
narration period.  The narration section was defined as the time period during which the narration 
was played to the participant. On average the narration completed at the 8.25 second mark, but 
varied by slide depending on the word count and grammar of the accompanying sentence. The 
post narration period consisted of the time after the narration ended until the slide changed.  As 
was shown in Figure 2, the pilot study had found that when participants had access to the English 
text, they spent significantly more time viewing the text during the pre-narration and narration 
periods and then reduced their time on text during the post-narration period.  Figure 8 below 
shows the gaze pattern change for participants in the current study.  Means and standard 
deviations for each story section can be found in Table 12. 
 
 































Slide progress by second
English Text (n=10) Greek Symbols (n=11)




Proportion of dwell time on text by condition and narration                              
(English Text n = 10 Greek Symbols n = 11 ) 
  Region of Interest 
Narration section Condition M SD n 
Pre-narration 
 
English Text .38 .17 10 
Greek Symbols .28 .21 11 
Narration 
 
English Text .48 .21 10 
Greek Symbols .25 .14 11 
Post-narration 
 
English Text .19 .10 10 
Greek Symbols .28 .14 11 
 
 
To see the effects of text type and narration on the amount of dwell time on story text, a 2 
(English text vs Greek symbols) x 3 (narration section: pre, during, post) mixed ANOVA with 
repeated measures on the narration section variable was conducted. The variable of dwell time to 
text was calculated as the proportion of time spent looking at the story text during the SNAP 
procedure.  Mauchly’s sphericity test for the main effect of narration section showed no evidence 
of violating the sphericity assumption, W = .791, X2(2) = 4.22, p > .05.  Therefore, the F-value 
for the main effect of narration section (and its interaction with the between group variable of 
experimental condition) did not need to be corrected for violations of sphericity. 
Results from the ANOVA can be found in Tables 13 and 14. The ANOVA revealed a 
significant main effect for narration time, F(2, 38) = 13.02, p = .000.  This finding indicates that 
if we ignore the experimental condition the participants were in, the looks to the text varied 
significantly as a function of the narration section of the story.  The pairwise comparison for this 
main effect corrected using Bonferroni adjustments indicated that the significant main effect 
reflects significant differences (p < .01) between story sections 1 and 3 (pre and post narration) 
and between story sections 2 and 3 (during and post narration), but not between story sections 1 
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and 2 (pre and during narration). This tells us that participants spent significantly more time 
viewing the text before and during the narration than after the narration was completed.   
Table 13  
Mixed ANOVA dwell time on text narration 
Source SoS df Mean 
square 
F  p Partial η2 
 
Narration Section .197 2 .098 13.02 < .001 .41 
Condition .096 1 .096 1.43 .246 .07 
Narration Section*Condition .255 2 .127 16.87 < .001 .47 




Pairwise comparison dwell time on text narration 
Narration Section Narration Section Mean difference Std. Error p 
1 
1 
2 –.110 .047 .101 
3 .008 .059 .101 
2 3 .118 .041 .031 
 
 
The ANOVA did not find any main effect for experimental condition F(1, 19) = 1.431, p 
= .246, but did find a significant interaction between narration section and experimental 
condition F(2, 38) = 16.87, p < .001.  Descriptive statistics showed that participants viewing 
English text increased their looks to the text between the pre-narration and playing of the 
narration, followed by a sharp decrease in gaze to the text post-narration. In contrast, participants 
viewing Greek symbols showed very little change in looks to the text across the three narration 
sections (see Table 12 for means).  
 To examine this difference more thoroughly, we ran paired sampled t-tests on each 
condition separately.  These tests indicated significant gaze pattern changes in the English text 
condition at each transition. In contrast, there were no discernible changes in eye-movements as 
the narrative unfolded for participants in the Greek symbol condition (Table 15).   





Paired sample t-test looks to text by slide section  
Section 1 pre-narration, Section 2 during narration, Section 3 post-narration 
Narration Section Narration Section Mean difference Std. Error p 
English Text (n = 10) 
1 
1 
2 –.102 .025 .003 
3 .186 .048 .004 
2 3 .228 .061 .001 
Greek symbols (n = 11)                   
1 
1 
2 .029 .030 .362 
3 .006 .033 .849 
2 3 –.023 .020 .284 
     
 
Story retell and comprehension analysis 
Story Retells  
The second research aim was to find out whether the presence of the English text would 
affect participants’ story retells as assessed using the SNAP procedure.  Independent sample t-
tests were conducted to detect differences between the English text and Greek symbol groups 
during story retell.   Mean performance of the two experimental groups and test statistics are 
given in Table 16.  Participants of the two groups did not differ significantly on any of the 
following measures: total utterances spoken during the retell, total time of retell, total number of 
words spoken, total number of different words spoken, Moving-Average Type-Token Ratio (a 
measure of lexical diversity), total number of causal connections, or total number of causal chain 
items. These findings indicate that the presence of English text did not boost students’ free recall 








Story retell variables 
 English Text Greek Symbols  
 M (SD) M (SD) t (p) 
Total Utterances 36.85 (13.85) 38.00 (8.54) 0.24 (p = .81) 
Retell Time 3:36 (1:30) 3:28 (1.27) –0.28 (p = .83) 
Total # of Words 300.15 (120.77) 308.45 (69.72) 0.20 (p = .84) 
Total # of Different Words 112.23 (38.81) 108.55 (19.14) –0.29 (p =.78) 
MATTR* 0.53 (0.06) 0.50 (0.03) –1.26 (p = .22) 
Total Causal Connections 104.92 (33.78) 109.45 (23.27) 0.38 (p =.71) 
Total Causal Chain 21.23 (5.82) 21.36 (5.18) 0.06 (p = .95) 
* Moving-Average Type-Token Ratio 
Comprehension and Vocabulary measures   
The third research aim was to examine the effects of the English text on both story 
comprehension and the ability to learn story vocabulary.  Independent sample t-tests were 
conducted to detect possible differences between the groups during story retell.   Mean 
performance of the two experimental groups on posttests and test statistics are given in Table 17.  
Participants of the two groups did not differ significantly on any of the following measures: 
accuracy of the cloze task, total score on the Vocabulary Acquisition Scale, direct 
comprehension questions, inferential comprehension questions, or total comprehension 
questions. These findings indicate that the presence of English text did not boost students’ 
comprehension of the story, or their vocabulary knowledge gained from the story. Overall, all 
participants did better on the direct comprehension than the inferential comprehension questions 
(averaging 89.3% vs. 55.1% correct), with the scores on the direct comprehension questions 
showing a ceiling effect (54.2% of participants received a perfect score).  Participants did better 
in demonstrating vocabulary knowledge in isolation than in context, with participants scoring 
INFLUENCE OF TEXT                                                                                                                         69 
 
 





 English Text  Greek Symbols  
 M (SD) M (SD) t (p) 
Cloze (10 max) 5.62 (2.60) 5.73 (2.61) 0.11 (p = .92) 
Vocabulary Acquisition Scale (50 max) 41.15 (5.70) 41.09 (8.62) –0.02 (p = .98) 
Direct Comprehension (5 max) 4.38 (0.65) 4.55 (0.69) 0.59 (p = .56) 
Inferential Comprehension (5 max) 2.69 (1.60) 2.82 (1.08) 0.22 (p = .82) 
Total Comprehension (10 max) 7.08 (1.85) 7.36 (1.36) 0.43 (p = .67) 
 
Correlations and Collinearity 
To extend examination of these research questions statistically, a series of hierarchical 
linear regression analyses was used to examine the impact of condition (English text or Greek 
symbols) on the various dependent variables after controlling for the effects of the following 
predictor variables: age, grade, reading ability, visual-spatial working memory (one-shape array. 
Memory), and verbal working memory (nonword repetition).  Prior to running the analysis, 
correlations between the study variables were examined to check for collinearity, which could 
affect the overall analysis (Table 18).  While several high correlations were found between 
predictors, two reached the threshold of r > .7 which is a recognized index of problematic 
collinearity (Dormann, et al. 2012).  The two relationships in question were between participant 
age and grade level, and between reading ability (WRMT-R) and verbal short-term memory 
(nonword repetition).  
 





Correlations between study variables 
 1 2 3 4 5 6 7 8 9 10 11 12 
1 Age  -            
2 Grade  .71** -           
3 Reading Abi. .51* .47* -          
4 One-shape Arr.  .39 .56** .31 -         
5 Nonword Rep  .53** .39 .79** .28 -        
6 Total CC  .15 .17 .05 .26 .13 -       
7 Causal Chain  -.05 –.04 .02 .16 .14 .90** -      
8 Direct Comp  .00 –.10 .17 -.07 .31 .22 .32 -     
9 Infer Comp  .26 .04 .03 .06 .33 –.17 –.18 .18 -    
10 Total Comp  .21 .00 .09 .02 .40 –.05 –.02 .56* .92** -   
11 VAS  .20 .40 .62** –.01 .50* .26 .24 .05 .03 .04 -  
12 Cloze  .34 .47* .68** .13 .57* .26 .16 –.04 .15 .11 .64** - 
13 Condition –.13 –.18 .09 .09 .12 –.08 –.01 –.12 –.05 –.09 .01 –.02 
* p < .05, ** p < .01 
 
Tolerance and Variable inflation Factor (VIF) scores were also calculated for the 
predictors (Table 19).  While there are several different published guidelines for the threshold of 
VIF (Dormann et al., 2012), it is important to consider sample size which for the current study is 
small (De Johng et al., 2015).  Considering all factors, a VIF score of 2.5 was selected as the 
index of concern (Johnston et al., 2018).   
Table 19 
Collinearity Statistics for pretest predictors 
 Tolerance VIF 
Age .422 2.369 
Grade .383 2.610 
Reading Level .343 2.917 
One-Shape Array Memory .681 1.468 
Nonword Repetition .343 2.915 
 
Based on all indices previously mentioned, grade and reading ability scores were 
removed from the analysis leaving the following set of predictor variables: age, one-shape array 
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memory (visual-spatial working memory), and nonword repetition (verbal short-term memory).  
With only these variables the VIF scores were all at an acceptable level (Table 20). 
Table 20 
Collinearity Statistics for pretest predictors after selection 
 Tolerance VIF 
Age .657 1.522 
One-Shape Array Memory .873 1.195 
Nonword Repetition .716 1.396 
 
Hierarchical Linear Regression Format 
All hierarchical linear regression analyses were conducted with a two-block design. For 
the first block analysis, the predictor variables were age, one-shape array memory task, and 
verbal short-term memory, and nonword repetition task. For the second block analysis, condition 
(English/Greek) was added to the analysis as a predictor variable.  The results of all regressions 
are reported below. 
Story Retell Analysis.  To find out whether participants with access to the English 
written text produced more coherent story retells than participants exposed to the Greek symbols 
by including more causally important story elements in their retells, two hierarchical linear 
regression analyses were conducted using the format protocol listed previously.  Specific beta 
weights of the predictors can be found in Table 21.  The first analysis examined the total number 
of causal connections during the child’s story retell from the four predictors listed above.  The 
result of the first block hierarchical linear regression analysis revealed that the model was not 
statistically significant, F(3,20)=.519, p = .674.  The R2 value of 0.07 indicate that age, visual 
spatial working memory, and verbal short-term memory accounted for 7% of the variation in 
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total causal connections recalled, leaving 93% of the variation in total causal connections that 
cannot be explained by the predictors examined alone.  
For the second block analysis, the predictor variable of experimental condition, English 
text or Greek symbols, was added to the analysis.  The results indicated the model was not 
statistically significant, F(4,19)=.434, p = .783. The R2 change value of 0.01 suggests that the 
addition of experimental condition to the first block variables accounted for only 1% of 
additional variation in total causal connections recalled, F(1,19)=.237, p = .632.  The overall 
regression model predicted approximately 8% of the variance in total causal connections 
recalled.  
A second hierarchical linear regression analysis was conducted on the total causal chain 
items produced in participants’ story retells using the same set of predictor variables as in the 
previous analysis.  The results of the first block indicated the model was not statistically 
significant, F(3,20)=.499, p = .687. The R2 value of 0.07 suggests that age, visual spatial working 
memory, and verbal short-term memory accounted for 7% of the variation in total causal 
connections recalled.   
The second block analysis added the predictor variable of experimental condition to the 
model.  The results again indicated the model was not statistically significant, F(4,19)=.398, p = 
.808. The R2 change value of 0.01 suggests that the addition of experimental condition to the set 
of predictor variables accounted for only 1% of additional variance in total causal chain items 
recalled, F(1,19)=.156, p = .697.  The overall regression model predicted approximately 8% of 
the variance in total causal chain items recalled.   
 
 




Multiple regression coefficients with story retell as the outcome variables. 
 Total Causal Connections Total Causal Chain 
Predictors  t  t 
Model 1:     
Age  .03 .11 –.23 –.86 
One-shape Array Memory .24 1.01 .20 .83 
Nonword Repetition .05 .18 .20 .80 
Model 2:     
Age (months) –.01 –.03 –.26 –.92 
One-shape Array Memory .25 1.05 .21 .85 
Nonword Repetition .07 .28 .23 .85 
Text English/Greek –.11 –.49 –.09 –.40 
 
Comprehension Scores Analysis.  The next set of analyses addressed the research 
hypothesis that participants would score higher on reading comprehension measures assessing 
both direct and inferential comprehension when they had access to the written English text as 
opposed to Greek symbols.  In this series of hierarchical linear regression, the predictor variables 
were the same as in the models described above. The first analysis examined total number of 
direct comprehension questions answered correctly as the dependent variable, see Table 22 for 
predictor beta weights.  The results of the first block indicated that the model was not statistically 
significant, F(3,20)=1.15, p = .355.  The R2 value of 0.15 associated with this regression model 
suggests that age, visual spatial working memory, and verbal short-term memory accounted for 
15% of the variation in direct comprehension questions answered correctly, meaning that 85% of 
the variation could not be explained by these variables alone.   
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For the second block analysis, the predictor variable of experimental condition was added 
to the analysis.  The results again indicated that the model was not statistically significant, 
F(4,19)=1.10, p =.388. The R2 change value of 0.04 associated with this regression model 
suggests that the addition of experimental condition accounted for 4% of the variation in direct 
comprehension questions answered correctly, F(1,19)=.948, p =.343.  The overall regression 
model predicted approximately 19% of the variance in direct comprehension questions.  
A second hierarchical linear regression analysis was used to predict total number of 
inferential comprehension questions answered correctly, using the same set of predictor 
variables. Results of the first block of the analysis revealed that the model was not statistically 
significant, F(3,20)=.914, p = .452.  Additionally, the R2 value of 0.12 associated with this 
regression model suggests that age, visual spatial working memory, and verbal short-term 
memory accounted for 12% of the variation in inferential comprehension questions answered 
correctly.   
For the second block analysis, the predictor variable of experimental condition was added 
to the model.  The results of the second block analysis also revealed a non-significant model, 
F(4,19)=.672, p = .620. There was no additional predictive value (R2 change value < 0.01) 
associated with this regression model, suggesting that the addition of experimental condition to 
the first block variables accounted for less than 1% of additional variance in inferential 
comprehension questions successfully answered, F(1,19)=.073, p = .790. The overall regression 
model predicted approximately 12% of the variance in inferential comprehension questions.   
A third hierarchical linear regression analysis was conducted on total number of 
comprehension questions answered correctly. The results of the first block analysis indicated the 
model was not statistically significant, F(3,20)=1.37, p = .281.  The R2 value of 0.17suggests that 
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age, visual spatial working memory, and verbal short-term memory accounted for 17% of the 
variation in total comprehension questions answered correctly, leaving 83% of the variance 
unexplained by these variables.   
With experimental condition added as a predictor, the model was still not statistically 
significant, F(4,19)=1.10, p = .386.  The R2 change value of 0.02 suggests that adding  
experimental condition to the first block variables accounted for an additional 2% of the variance 
in the total comprehension questions answered correctly, F(1,19)=.400, p = .535.  The overall 
model accounted for 19% of the variation in total comprehension questions answered correctly.   
Table 22 








Predictors  t  t  t 
Model 1:       
Age  –.19  –.77 .14 .60 .04 .16 
One-shape Array 
Memory 
–.12 –.52 –.07 –.31 –.11 –.48 
Nonword Repetition .45 1.82 .27 1.10 .41 1.70 
Model 2:       
Age (months) –.26 –.98 .12 .45 -.00 –.01 
One-shape Array 
Memory 
-.09 –.38 –.06 –.27 –.09 –.39 
Nonword Repetition .50 1.99† .29 1.10 .44 1.77† 
Text English/Greek –.21 –.97 –.06 –.27 –.14 –.63 
†p < .10 
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Vocabulary Analysis.  To evaluate the final hypothesis that participants would show 
better comprehension of the vocabulary in the stories when they had access to the English text 
than the Greek symbols, two hierarchical linear regression analyses were conducted.  The first 
examined the total score on the vocabulary acquisition scale using the same set of predictor 
variables from the previous analyses. Beta weights for the predictors can be found in Table 23. 
The results for the first block analysis indicated the model that was not statistically significant, 
F(3,20)=2.58 p = .080.  However, of the first block variables, verbal short-term memory 
(nonword repetition) was significant in predicting scores on the vocabulary acquisition scale, 
β=.57.  The R2 value of 0.28 suggests that age, visual spatial working memory, and verbal short-
term memory accounted for 28% of the variation in scores on the vocabulary acquisition scale.  
For the second block analysis, experimental condition (English text or Greek symbols) 
was added to the analysis.  The results of the second block analysis again revealed a non-
significant model, F(4,19)=1.87, p = .157. There was no additional predictive value (R2 change 
value < 0.01) associated with this regression model, F(1,19)=.089, p = .769, suggesting that the 
addition of experimental condition to the variables in the first block model did not add any 
predictive value. The overall regression model accounted for approximately 28% of the variance 
on the vocabulary acquisition scale, with verbal short-term memory (nonword repetition) 











Multiple regression coefficients with vocabulary acquisition tasks as the 
outcome variables. 
 Vocabulary Acquisition Scale Cloze Task 
Predictors  t  t 
Model 1:     
Age  –.04  –.16 .07 .33 
One-shape Array Memory –.15 –.73 –.06 –.27 
Nonword Repetition .57 2.53* .54 2.50* 
Model 2:     
Age (months) –.06 –.23 .05 .20 
One-shape Array Memory –.14 –.67 –.04 –.21 
Nonword Repetition .58 2.47* .56 2.48* 
Text English/Greek –.06 –.30 –.08 –.41 
*p < .05 
 
A second hierarchical linear regression analysis was conducted on participants’ total 
scores on the cloze task, using the same set of predictor variables as in previous analyses. The 
results of the first block analysis revealed a model that was statistically significant, F(3,20)=3.21 
p = .045. As was seen with the vocabulary acquisition scale, verbal short-term memory was a 
significant predictor of variance in scores on the cloze task, β=.54. The R2 value of 0.33 
associated with this regression model suggests that the predictors of age, visual spatial working 
memory, and verbal short-term memory accounted for 33% of the variation in cloze scores. 
For the second block analysis, the predictor variable of experimental condition was added 
to the model.  The results of the second block analysis revealed that the model was no longer 
statistically significant, F(4,19)=2.35, p = .091. The R2 change value of 0.01 associated with this 
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regression model suggests that the addition of experimental condition accounted for only 1% of 
variance in scores on the cloze task, F(1,19)=.168 p = .686.  The overall regression model 
predicted approximately 33% of the variance in cloze questions successfully answered.  Of the 
variables in the model, only verbal short-term memory was found to contribute a significant 
amount of unique variance to cloze scores, β=.56, p = .023.   
 In sum, the results of the regression models did not find the presence of English text to 
increase story comprehension or vocabulary knowledge as compared to Greek symbols.  The 
models did demonstrate the importance of verbal short-term memory for both vocabulary 
measures. That is, verbal short-term memory as measured by the nonword repetition task, 
predicted a significant amount of unique variance in participants’ scores on the vocabulary 
acquisition scale and the cloze task. A strong trend was also found where direct comprehension 
scores tended to be positively associated with nonword repetition scores.  These results are in 
line with findings of both Follmer (2018) and Ober et al. (2020) indicating significant 

















 The goal of this dissertation was to examine what, if any, effect the presence of a written 
version of a story would have on comprehension and incidental vocabulary acquisition during a 
multimedia story telling task.  The dissertation also asked whether the presence of meaningful 
text would change participants’ gaze patterns while viewing and listening to a story.  The 
analyses showed that the presence of primary language text (English) did affect participants’ eye 
gaze patterns but did not have any significant effect on story comprehension or vocabulary 
acquisition as compared to viewing symbols of an unfamiliar orthography (Greek).   
Summary of Results 
Eye tracking results 
The first research question examined whether participants’ eye gaze patterns during the 
multimedia story telling would differ depending on condition (English text or Greek symbols).  
A pilot study (Ullrich, 2019) had shown that the gaze pattern differed depending on condition 
(meaningful text present or absent), such that participants spent more time looking at the text 
when it was meaningful (English) as opposed to random symbols. The current study expected the 
same.  The pilot also detected a pattern in which participants viewed the English text more 
before and during the recorded narration, followed by a decrease in looks when the audio 
finished.  While the current analysis found that the text condition did affect eye gaze patterns, so 
as to support the findings of the pilot, differences were also found among the groups that was not 
previously seen.  Unlike the pilot, which only examined overall differences as a function of 
exposure to text and differences as they relate to narration section in the meaningful text group, 
INFLUENCE OF TEXT                                                                                                                         80 
 
 
the current study eye tracking patterns were analyzed as a function on not just exposure to 
meaningful text, but also as a function of story section and narration section. 
Story section analysis.  In the story section analysis, there were several key findings 
both supporting and contradicting the findings from both the pilot study as well as previous 
published studies (Pellicer-Sanchez et al., 2020).  Overall, there was no differences found in 
dwell time on text as a function of group (English/Greek symbols), although there was in dwell 
time on pictures in which participants exposed to the Greek symbols spent more time dwelling 
on the story pictures than participants in the English text group.  The study also found that gaze 
pattern was significantly affected by the story section (beginning, middle, and end) that the 
participants were viewing.  Participants in both conditions dwelled on the text more during the 
beginning of the story than in the middle or end, and both groups dwelled on the pictures more 
during the end than during the middle. 
Story section analysis dwell time on text.   In the story section analysis, there was no 
difference between groups in overall looks to the text.  This finding was in contrast to both the 
pilot study as well as previously published studies.  In the pilot study, participants with access to 
the English text (orthography present condition) spent significantly more dwell time on the text. 
This finding was also quite different from a similar study conducted with English language 
learners (ELL) in which, during a reading while listening task, participants had a significantly 
higher dwell time on the text when compared to the dwell time on the pictures (Pellicer-Sanchez 
et al., 2020).  There are several reasons possible for these differences, first of which being the 
age of the participants in the different studies.  When compared to the current study, the 
participants in the pilot study were significantly older (t=3.43, p=.002) as were the participants in 
the ELL study (average age between 11-12 compared to a mean age of 8.2 for the current study). 
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However, the WRMT-R scores between current participants and pilot participants were not 
significantly different and the English reading level of participants in the ELL study was only at 
the A1.1 level according to the Common European Framework for Reference for Languages 
(CEFR). Given these factors, we might speculate that the choice of strategies used during the 
task may be reflect cognitive maturation in the older participants.  Siegler’s Overlapping Wave 
Theory (2000) proposes that, as children age, they not only develop new strategies on how to 
solve problems, but also when to employ specific strategies based on the current situation.  
Additionally, these older participants likely had both greater selective and sustained attentional 
abilities, allowing them to both execute their chosen strategy and maintain their vigilance over 
time (Siegler et. al., 2017). This may have led to the participants in the pilot study and the 
Pellicer-Sanchez et al. study (2020) to choose the text to focus on, as opposed to the picture, 
when it was available.   
 An additional factor was participants in the current study did not have their head 
restricted in anyway during the procedure, such as using a chin reset to act as a head stabilizer.  
The use of chin rests is fairly common in using eye tracking with children in investigating topics 
such as developmental differences in saccades (Salman et al., 2006) and the effect of font size 
and word spacing between dyslexic and non-dyslexic readers (Masulli et al., 2018), to more 
applied research as in examining children’s empathy (Yan et al., 2004).  Chin rests have also 
been used in reading while listening studies (Conklin et al., 2020) and was used in the Pellicer-
Sanchez et al. (2020).  In each of these studies the percentage of data reported outside the areas 
of interest was small to nil.  The absence of this feature would make it easier for current study 
participants to look away from the screen during the study, whether to better focus on the audio 
input or due to boredom with the task, which would reduce their dwell time on the text.   
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Story section analysis dwell time on pictures. Similar to the pilot findings, the current 
study also found that participants who were exposed to meaningful text (the English condition) 
spent significantly less time viewing the story pictures than those participants viewing text that 
was not informative (Greek condition).  This finding was expected.  According to Perfetti’s LQH 
(2002), while redundant text may add cognitive load, the benefits it may provide by resolving 
lexical ambiguity can offset and even reduce this increase on the reader.  Since the information 
in the Greek symbols condition would have only added additional extrinsic cognitive load 
without the possible benefit of resolving ambiguity (since the participant cannot decode the 
symbols), participants quickly adapted and began to ignore the Greek symbols.   
Story section analysis dwell time off-screen.  While no significant differences were 
found in off-screen looks as a function of group or story section, there are several points that 
should be addressed.   The percentage of time looking away from the screen was considerably 
higher for the current participants as compared to the children in the pilot study or the children in 
the Pellicer-Sanchez et al. (2020) study.  In the current study participants looked off-screen 23% 
of the time while pilot participants looked away only 9% of the time.  This was also much 
greater than that found in the Pellicer-Sanchez et al. (2020) study, where they did not report any 
percentage of dwell time away from the areas of interest.  As mentioned earlier, this finding may 
have been driven by the differences in attention ability due to the younger age of the current 
participants, possible cognitive fatigue, or in the case of comparing results to the Pellicer-
Sanchez et al. (2020) study, the lack of a head stabilizer.  This reduction of time focused on 
screen led to lower rates of looking at both the text and the pictures among the participants in the 
current study when compared to the pilot participants.   
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Story section analysis section differences. The current study found a strong, significant 
effect in which the participants’ eye gaze patterns changed significantly over the course of the 
story telling procedure.  In both experimental conditions, the participants viewed the available 
text (whether English text or Greek symbols) longer during the beginning portion of the story 
than during the middle or the end.  Participants in both conditions also spent significantly more 
time viewing the pictures during the final section of the story than during the middle.  In 
addition, while the strength of the data analysis was severely limited by the sample size (n = 18) 
there was a trend found that indicated that story section also may have played a significant role 
in predicting the amount of time participants looked off screen; specifically, that as the story 
progressed participants were more likely to remove their gaze from the screen (F(2, 32) = 2.71, p 
= .082).  These findings could have several possible causes.  According to Mayer’s theory on 
multimedia learning (2008), the Redundancy Principle states that redundant information serves 
to add cognitive load, so the participants may have adjusted their gaze to lower the external 
cognitive load once they realized that the given text was redundant in the English text condition, 
and useless in the Greek symbol condition.  The gaze pattern change could also have been a sign 
of fatigue, particularly among participants in the English text group, as this group showed an 
overall higher rate of looking away from the screen.   
Narration section analysis.  The pilot study reported a pattern in which participants 
exposed to English text viewed the text more before and during the recorded narration, followed 
by a decrease in looks when the audio finished.  While this pattern was also found in the current 
study, the English text group did dwell on the text significantly more during the pre-narration 
and narration sections compared to post narration, there were some differences between the 
current participants and the those in the pilot.  While participants with access to the English text 
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in the pilot did not show a significant difference between dwell time on text during the pre-
narration compared to narration sections, the participants in the current study showed 
significantly greater dwell on text dwell when the narration was playing.  One possibility for this 
difference may be that the current participants who were younger than those in the pilot were 
trying to match the audio to the text, possibly to resolve any ambiguity brought on by low lexical 
quality as described in Perfetti’s model (2002).  Additionally, as discussed in Follmer (2018), as 
children age their short term and working memories improve which may have allowed the older 
readers in the pilot to process the text faster than the younger readers in the current study, as was 
the case with the vocabulary measures in the current study where short-term memory was a 
significant predictor of vocabulary posttest scores.  
Eye tracking summary.  Overall, theses analyses found significant differences in eye 
gaze patterns among study participants as both a function of story section and narration section. 
When looked at in totality, the findings provided evidence for both the predictions posited in 
Perfetti’s LQH (Perfetti, 2002) as well as Mayer’s theory on multimedia learning (2008).  In the 
narration section analysis, we can clearly see that participant with access to meaningful text 
(English text) attempt to use this information by dwelling on the text at a greater rate both before 
and during the audio narration than those who were in the meaningless text (Greek symbols) 
group.  The increased dwell time among the meaningful text group peaked while the participants 
listen to the verbatim audio, which according to the lexical quality hypothesis (Perfetti, 2002) 
could show that the participants were attempting to use the additional information provided by 
the orthographic form to reduce any ambiguity in the phonographic representation provided by 
recorded audio.  During the story section analysis, the findings show that over the course of the 
story all participants adjusted their gaze pattern and reduced the amount of dwell time towards 
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the provided text and concentrated on more on the pictures as the story progressed.  This change 
in pattern could be in response to an increase in cognitive load brought on by several sources.  
With the provide text in the study being either redundant (English condition) or meaningless 
(Greek symbols), the pattern changes away from viewing the text we see between the early 
section of the story and later sections may be showing an adjust to reduce the amount of 
redundant or useless information to free up more working memory (Sweller, 1994., Mayer, 
2002.).  The pattern change throughout the story also may reflect an adjustment due to the 
increase of cognitive load as participants develop a situation model of the story (Kintsch, 2004), 
particularly since the longer the story is, the more possible connections there are for participants 
to integrate.  Taken together the two analyses show us the change in patterns between the short-
term exposure of the individual slide, in which the meaningful text was valued and used, and the 
long-term exposure where we say a reduction over time in looks towards text regardless of 
condition.    
Story retell results 
The second research question examined whether the presence of text would increase story 
comprehension as seen by more coherent story retells, as measured by the amount of causally 
connected story units, as well as more causal chain story units present (causal chain representing 
the gist of the story).  The study found there were no differences in either causally connected 
story units or causal chain units recalled due to condition. The study found that both groups’ 
story retells contained nearly identical amounts of causally connected story units as well as 
causal chain units.  The analysis also examined whether any within subject variables, including 
age, visual spatial working memory, and verbal working memory, all of which have been shown 
to predict comprehension, explained any of the variance in scores, but none of the three was 
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found to be significant.  These results could have several different causes.  As seen in the eye 
tracking data, participants in the English text condition did not spend a significant portion of 
their time viewing the text, particularly during the middle and end of the story.  If the 
participants in that condition were not viewing the text, then the difference in the conditions is 
moot, so the retell should be quite similar.  Another possible cause is that participants in each 
group experienced a ceiling effect.  The researcher chose the story Frog, Where are you? for use 
in the study.  The story scored an average of 3.4 across several readability calculators, which 
would have made the story appropriate to use with the targeted participants being between 6-8 
years old.  However, participants in both groups scored well above age and grade level on the , 
word identification subtest of the Woodcock Reading Mastery Test-Revised (WRMT-R), i.e., 4.3 
and 3.9 grade equivalent score for the two groups, respectively, which likely led to the story 
being well below their instructional level.  This level of ease would have made any additional 
information provided by the English text moot.  A ceiling effect on causally connected story 
units or causal chain units may also explain why none of the expected predictors (age, visual-
spatial working memory, verbal short-term memory) were found to be significant.  Since the 
study material was effectively on the participants’ independent reading level, individual 
difference variables may have been unable to differentiate the participants’ scores.   
Comprehension results 
The third research question examined if the presence of text would increase story 
comprehension as seen by the score on both a direct comprehension assessment and an 
inferential comprehension assessment.  The analysis did not provide evidence that the presence 
of English text improved comprehension scores.  Likely reasons for these findings are similar to 
those of the causal connection findings: If participants are not using the text, then the two groups 
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are not truly in different conditions. This is shown in that both groups scored significantly higher 
on the direct questions than the inferential questions (direct questions m = 4.46, inferential 
questions m = 2.25) but there was no difference seen between groups.  There was also a ceiling 
effect seen with the direct assessment scores. Direct comprehension scores were only slightly 
lower among the participants with access to the English text (4.38 compared to 4.55), and both 
groups were close to the max score of five.  Additionally, the Cronbach alpha score for the total 
scale was .49, indicating that this measure may not be reliable.   
Analyses were also run to see if any of the individual difference pretest variables were 
associated with comprehension scores.  While the study did not find any significant effects, it did 
identify a trend in which higher verbal working memory (nonword repetition) was related to 
direct comprehension scores (β=.50, p = .061) and total comprehension scores (β=.44, p = .092).  
Similar to the eye tracking data, a small sample size (n =24) may have provided insufficient 
power to identify significance among these variables.   
Vocabulary results  
The fourth research question examined whether the presence of text would increase 
implicit vocabulary acquisition while listening to the story as seen in scores on both the 
Vocabulary Acquisition Scale and the cloze task.  For both assessments, the study found no 
significant difference due to the presence of the English text.  Like the previous research 
questions, this finding maybe due to the participants not using the English text which essentially 
makes the two conditions the same.   
In examining the effects of the individual difference variables, a significant effect was 
found in both the Vocabulary Acquisition Scale and the cloze Task analyses, with verbal 
working memory (nonword repetition) positively associated with both vocabulary outcomes.   
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Implications for Instruction 
 One of the main goals of this dissertation was to examine whether providing verbatim 
text during multimedia story telling (creating a reading while listening scenario) would benefit 
young emergent readers in comprehension and incidental story comprehension based on the 
Lexical Quality Hypothesis (Perfetti, 2007), or hamper them due to the redundancy effect (Mayer 
et al., 2008).  While the study did not find any benefit of providing the text, it also did not find 
any direct evidence of the redundancy effect, with both groups scoring similarly on measures of 
comprehension and vocabulary knowledge, including causing a ceiling effect in both the direct 
comprehension and vocabulary acquisitions scales.  Given the increase in popularity of digital 
storytelling over the last two decades (Robbins, 2016), and with the increase of schools 
providing their students with laptops and Chromebooks, teachers should be encouraged to 
continue using this modality to expand literacy education.  Based on the eye tracking findings, 
educators may also find it beneficial to inform students that they can turn off text (such as closed 
captions) if they find the text distracting, which may help to reduce the amount of time that 
students disengage with the screen.   
Limitations and Future Research 
 While several interesting findings were discovered in the current study, there were 
several limitations that should be addressed.  First, the overall sample size limited the power of 
the dissertation.  Based on the results of a power analysis, the initial goal set by the researchers 
was to recruit 78 participants to complete the study.  Due to the COVID-19 pandemic all 
recruitment and data collection was shut down in March 2020.  This led to the study only having 
24 participants in total.  Replicating the study with a larger number of participants is suggested to 
further strengthen or challenge findings and to further examine trends, particularly the findings 
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seen in the eye tracking data.  Additionally follow up studies would be better served if conducted 
in a researcher-controlled laboratory rather than in offices or homes with portable equipment. In 
the current study the option of working in the participant’s home was utilized to increase 
participant turnout but based on the percentage of eye tracking data loss, the advantages of the 
controlled setting likely may supersede the convenience to participants of going to their homes. 
 Another limitation was the level of reading proficiency among the study participants 
compared to the reading level of the dissertation study stimuli.  The study aimed to have the 
participants engaging with material that would have been on their instructional level whereas in 
actuality the material was on most of the participants’ independent reading levels.  This 
incongruence likely led to the ceiling effects seen in the comprehension scores. While the current 
study attempted to address this concern through pilot testing, which led to the focusing on 
younger emergent readers, future work could address this issue by creating multiple target stories 
tailored to participants’ reading levels once determined by pretests. 
 The lack of instructional level story material may have also caused the ceiling effect seen 
in vocabulary scores.  Target vocabulary words for this dissertation were selected by examining 
average Age of Acquisition (AoA) scores for each story word.  While all target words were 
appropriate for the study (being either at or above the reading level of target participants), the 
higher reading level of the study participants effectively made these words too easy.  Future 
work could employee changes to rectify this limitation.  One would be to integrate more 
challenging vocabulary into the story by replacing simpler words with words that are 
semantically and syntactically similar but less familiar.  This would be similar to Robbins and 
Ehri’s work (1994) in which they embedded target vocabulary words in a teacher-led story 
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telling task.  Future work could use this along with a pre-posttest design to better ascertain if the 
presence of the text increased vocabulary knowledge.   
 Finally, the eye tracking apparatus itself may have limited the study results.  The Tobii 
4C eye tracker is designed as a gaming controller to give gamers a more interactive experience 
while the Gaze Viewer software is designed to give educators and speech language pathologists 
qualitative data by creating a video of where their students are viewing during computer tasks. 
Because of this, there is no area of interest of fixation data automatically created for the 
recording.  More accurate software would allow for finer grained analysis of the eye tracking 
results and may have helped with some of the data loss issues.  Additionally, it would be highly 
suggested to incorporate some sort of head stabilizer, such as a chin rest, into the research 
procedure.  The use of a stabilizer should help increase the number of participants creating full 
gaze maps.  Also, more definitive instructions to focus on the screen during the procedure may 
have increased the overall dwell times on both the text and the pictures during the procedure.  As 
mentioned before, the ability to remove their gaze from the screen may have been a way for 
participants who were in the English text group to reduce cognitive load created by the 
redundancy effect, limiting the studies ability to accurately test its assumptions.   
 The current study added to a small but growing research literature examining the use of 
reading while listening to increase comprehension.  Future work should aim to continue to look 
at whether or not redundant text can be beneficial during reading while listening tasks among 
younger readers, and if so, should students 1) be explicitly directed to view the text 2) have the 
text available but not explicitly directed to view it, or 3) use visual prompts to draw attention to 
the text (i.e., words light up, bouncing ball above words).  Also, research should address the best 
way to integrate reading while listening tasks into classroom reading instruction. 





Parent/Guardian Informed Consent Agreement 
Please read this consent agreement carefully before you decide to participate in the study. Your 
child will also receive an assent form; please review the assent form with your child.   
 
Purpose of the research study: The purpose of the study is to examine the role orthography 
(spelling) plays in the acquisition of vocabulary and of reading comprehension while listening to 
a story. 
 
What your child will do in the study: The primary task involves storytelling: Your child will 
watch a narrated PowerPoint presentation of a story, both with and without pictures, and will be 
asked to retell the stories to an experimenter. They will also be asked to answer a series of ten 
questions for each story to assess their understanding and complete two vocabulary tasks to 
assess vocabulary growth.  Prior to watching the story, each child will also be given a word 
identification task, as well as two memory assessments.  I will audio record all stages of the 
procedure so that responses can be transcribed for study coding. Your child's recording will be 
given a code number so that their name does not need to be contained in the recording, and the 
audio will be erased after the retell is transcribed. 
 
Time required: The study will require approximately 1 hour of your child’s time and will be 
completed in a single session.    
 
Risks: There are no anticipated risks in this study.  
 
Benefits:   There are no direct benefits to your child for participating in this research study.  The 
study may help us understand the ways children use orthography during story listening tasks and 
help in informing decisions about interventions targeted at improving their reading 
comprehension and vocabulary acquisition.    
 
Confidentiality: The information that your child gives during this study will be handled 
confidentially.  Your child’s information will be assigned a code number for study purposes.  
Your child’s name will not be used in any report.   
 
Voluntary participation: Your child’s participation in the study is completely voluntary.  
 
Right to withdraw from the study: You have the right to withdraw your child from the study at 
any time without penalty.   
 
How to withdraw from the study:  If you want to withdraw your child from the study, or if 
your child decides he/she does not want to participate, please tell the researcher.  There is no 
penalty for withdrawing.  Your child will still receive their prize for participating in the study.  
 
Payment: Your child will receive a collectable Lego mini figure as a thank you for participating 
in the study along with a $10 Amazon gift card.  
You will receive a copy of this form for your records 




If you have questions about the study, contact: 
Principle Investigator - Nicholas J Ullrich III 
Department of Educational Psychology  
City University of New York Graduate Center, New York, NY 10016.     
Telephone: (631) 338-2183 
Email: nullrich@gradcenter.cuny.edu 
 
Faculty Advisor’s Name Dr. Patricia Brooks 
Department of Psychology   




If you have questions about your rights in the study, contact: 
Susan Brown 
Human and Animal Research Protection Program Office (HARPPO)  
City University of New York College of Staten Island 
2800 Victory Blvd Staten Island, NY 10314. Building 6S, #134 
Telephone: 718-982-3867 
Email:  susan.brown@csi.cuny.edu 
 
Agreement: 
I agree to allow my child to participate in the research study described above. 
 
 
Signature: __________________________________________ Date:  ___________________ 
 
I agree to allow my child to be audio recorded in the research study described above. 
 
 
Signature: __________________________________________ Date:  ___________________ 
 
Name (printed) of parent providing consent _______________________________________ 
 
Name of your child ____________________    Child’s date of birth ____________________ 
       
  




Minor Informed Assent Agreement 7-12 
Please read this paper with your Mom or Dad.   
 
Hi, my name is Nick Ullrich, and I am a student just like you.  As a student, I am very interested 
in how people learn to read and how they understand stories.  To try to find out more about 
reading I have designed an experiment and would like you to participate.  
 
You will be asked to watch a story that will be shown to you on a computer.  You will see the 
story twice, once with pictures and once without, and will be narrated, or read to you.  After 
watching the story, you will be asked to tell me about it and answer some questions. I will use an 
audio recorder to record your answers.  Your responses will not be graded and will in no way 
affect your grades at school.  Before you watch the stories, you will also be asked to read some 
random words as well as answer some comprehension questions and play some memory games.  
Overall, it should take about one hour to complete the study. 
 
Taking part in this study will bring you no harm. It also won’t help you in any way.  We hope 
that the study will help us know more about how children become good readers.  Our goal is to 
use the information we gain from this study to help children improve their reading.   
 
Your answers to our questions and anything else you may say or do during this study will be kept 
private.  Your name will not be used, and no one who reads about our study will know you 
participated.  We keep things locked up so only me and my teacher will see them.  
 
You don’t have to participate in this study if you do not want to and if you choose to you can 
stop at any time. If you want to stop doing the study, tell me.  If you choose to stop before we are 
finished, any answers you already gave will be thrown out.  There is no penalty for stopping. For 
participating you will be given a collectable Lego min figure.  If you choose to stop during the 
study, you will still receive the Lego mini figure.  
 
 
If you have questions about the study, contact: 
Principle Investigator - Nicholas J Ullrich III 
Department of Educational Psychology  
City University of New York Graduate Center, New York, NY 10016.     
Telephone: (631) 338-2183 
Email: nullrich@gradcenter.cuny.edu 
 
Faculty Advisor - Dr. Patricia Brooks 
Department of Psychology   




If you have questions about your rights in the study, contact: 
Susan Brown 
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Human and Animal Research Protection Program Office (HARPPO)  
City University of New York College of Staten Island 
2800 Victory Blvd Staten Island, NY 10314. Building 6S, #134 
Telephone: 718-982-3867 
Email:  susan.brown@csi.cuny.edu 
 
Agreement: 
I agree to participate in the research study described above. 
 
 
Signature: _____________________________________________ Date:  ________________ 
 
You will receive a copy of this form for your records 
  




Parental child demographic form 
Demographic Information 
1. Child’s age ____ 
2. Child’s date of birth _____ 
3. Sex _____ 
4. Race/Ethnicity 
a. White (non-Hispanic) 
b. Hispanic 
c. African American 
d. Asian 
e. Other 
5. Grade ____ 
Special needs information 
1. Does your child receive special education services – Y N 
2. If yes, which category do they receive services ______________________ 
Reading & language information 
Reading information 
1. In your opinion does your child struggle with reading – Y N 
2. Which of the following best describes your child’s reading level? 
a. Above grade level 
b. At or around grade level 
c. Below grade level 
3. Has your child ever been recommended for additional reading services at school – Y N 
Language information 
1. Is your child’s first language English – Y N 
2. If no, what is their primary language(s) _____________________________ 
  




Frog, where are you? 
Mercer Mayer 
1. There once was a boy who had a dog and a pet frog. 
2.  He kept the frog in a large jar in his bedroom.  
3. One night while he and his dog were sleeping 
4. the frog climbed out of the jar.  
5. He jumped out of an open window.  
6. When the boy and the dog woke up the next morning,  
7. they saw that the jar was empty. 
8. The boy looked everywhere for the frog.  
9. The dog looked for the frog too.  
10. When the dog tried to look in the jar,  
11. he got his head stuck 
12. The boy called out the open window, “Frog, where are you?”  
13. The dog leaned out the window with the jar still stuck on his head. 
14. The jar was so heavy that the dog fell out of the window headfirst! 
15. The boy picked up the dog to make sure he was ok.  
16. The dog wasn’t hurt  
17. but the jar was smashed 
18. The boy and the dog looked outside for the frog.  
19. The boy called for the frog. 
20. He called down a hole in the ground  
21. while the dog barked at some bees in a beehive 
22. A gopher popped out of the hole  
23. and bit the boy right on his nose.  
24. Meanwhile, the dog was still bothering the bees,  
25. jumping up on the tree and barking at them.  
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26. The beehive fell down  
27. and all of the bees flew out.  
28. The bees were angry at the dog  
29. for ruining their home 
30. The boy wasn’t paying any attention to the dog.  
31. He had noticed a large hole in a tree.  
32. So he climbed up the tree and called down the hole. 
33. All of a sudden an owl swooped out of the hole 
34.  and knocked the boy to the ground.  
35. The dog ran past the boy as fast as he could because the bees were chasing him. 
36. The owl chased the boy all the way to a large rock. 
37. The boy climbed up on the rock and called again for his frog.  
38. He held onto some branches so he wouldn’t fall. 
39. But the branches weren’t really branches!  
40. They were deer antlers.  
41. The deer picked up the boy on his head. 
42. The deer started running with the boy still on his head.  
43. The dog ran along too.  
44. They were getting close to a cliff. 
45. The deer stopped suddenly  
46. and the boy and the dog fell over the edge of the cliff. 
47. There was a pond below the cliff.  
48. They landed with a splash right on top of one another. 
49. They heard a familiar sound 
50. The boy told the dog to be very quiet 
51. They crept up and looked behind a big log. 
52. There they found the boy’s pet frog.  
53. He had a mother frog with him. 
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54. They had some baby frogs  
55. and one of them jumped toward the boy. 
56. The baby frog liked the boy and wanted to be his new pet.  
57. The boy and the dog were happy to have a new pet frog to take home.  





























SNAP Retell Script 
Instructions for conducting eliciting narrative retells is adapted from the Strong Narrative 
Assessment Procedure (Strong, 1998) and uses the naïve condition suggested by Naremore 
(1997). 
Step I. Begin by having the student sit comfortably in front of the computer, then say: 
Please watch and listen to the following story as it is played on the computer. You will see the 
story twice, the first time there will be pictures, the second time the pictures will not be shown. 
After viewing the story for the second time I would like you to retell the story into a tape 
recorder as best you can without watching the video.  Any questions? Ok, let’s begin. 
Step II. Start the PowerPoint slideshow and the eye tracker.  After the video runs twice say: 
Please retell the story as completely as you can. I am recording your version of the story to 
share with my teacher who could not be here today. 
Step III. Listen and record the child responses and retell.  When the child finishes make sure to 
praise them for telling such a good story. 
Step IV. Once the recall is complete, say the following: 
Now I have ten questions for you to answer. The questions are about the story you just saw.  
Here is the first one. 
Ask the child the questions one at a time until all questions are complete.   
  








Question Correct Response(s) Incorrect Response(s) 
Direct 1  Where did the boy keep 
his pet frog? 
1. In a Jar. 
2. In a bottle. 
1. By his bed. 
Direct 2 What happened when the 
dog leaned out the 
window with the jar on his 
head? 
1. He fell and broke the 
jar. 
2. He fell. 
1. The jar broke. 
2. The boy picked up 
the dog. 
 
Direct 3 Why did the bees chase 
the boy? 
1. Because he broke 
their hive. 
2. He knocked their 
beehive down. 
1. He was barking at 
them. 
2. Bees do not like 
dogs going by their 
beehives. 
Direct 4 What happened when the 
deer stopped quickly at 
the edge of the cliff? 
1. They fell in the 
pond. 
2. The boy fell in the 
pond. 
1. The boy ran and fell 
off the cliff. 
2. The deer fell off. 
 
Direct 5 What did the boy and the 
dog hear when they 
landed in the pond? 
1. A frog sound. 
2. A croaking sound. 
1. A sound. 
2. a quiet sound. 
Inference 1 Why did the frog escape 
from the jar? 
1. He wanted to go see 
his family. 
2. He wanted to go 
back where the mother 
and babies were.  
1. Because he wanted 
to live outside. 
2. He wanted to get a 
girlfriend. 
Inference 2 Why did the deer run with 
the boy on his head? 
1. The deer did not like 
Tom leaning on his 
antlers. 
2. The deer did not 
want the boy on his 
head. 
1. Because he wanted 
to. 
2. Because the boy 
bent the deer’s horns. 
3. There were bushed 
like deer horns.  
Inference 3 Why did the dog run 
alongside the deer, 
barking at him? 
1. So the deer would 
stop and let the boy 
down. 
2. He was trying to get 
the boy off. 
1. Dogs don’t like 
deer. 
2. The dog was 
barking. 
Inference 4 Why did the boy and the 
dog smile when they 
heard the croaking sound? 
1. They knew it was 
his frog. 
2. They thought they’d 
found his frog.  
1. Because he found 
his frog by his mother. 
2. They were happy. 
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Inference 5 Why was the boy’s frog 
sitting proudly with a 
mother frog? 
1. He wanted to show 
Tom his family. 
2. He found his family 
and was happy. 
1. The frog wanted to 
stay with her. 
































Vocabulary ratings for words in Frog, Where are You (Mayer, 1969) 
Word AoA test AoA rating DC Part of speech 
crept n/a 8 y v 
familiar 6 7.8 n adj 
swooped 6 6.8 n v 
gopher 4 8.7 n n 
ruining 4 7.5 n v 
attention 4 6.8 y n 
bothering 4 6.5 n v 
antlers 4 6.4 n n 
edge 4 6.3 y n 
woke 4 5.4 y v 
noticed 2 7.3 y v 
leaned 2 7.1 y v 
bit 2 6.5 y v 
log 2 5.9 y n 
chased 2 5.3 y v 
heavy 2 5.2 y adj 
everywhere 2 5.1 y adv 
picked 2 5.1 y v 
empty 2 5.1 y adj 
barked 2 4.9 y v 
sound 2 4.9 y n 
kept 2 4.8 y v 
hole 2 4.5 y n 
hurt 2 4.4 y v 
knocked 2 4.3 y v 
quiet 2 4 y adj 
morning 2 3.8 y n 
smiled 2 3.8 y v 
bedroom 2 3.6 y n 
sleeping 2 3.1 y v 
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Appendix H Cloze Task 
https://www.webfx.com/tools/read-able/check.php (grade equivalence in parenthesis) 
1. While a g_______ and a beaver look alike, only beavers build dams (5th) 
2. Do not stand too close to the e____ of the platform. (3rd) 
3. The hawk s_______ down to catch the mouse (3rd) 
4. Dad spilled his grape juice r_____ his white shirt (5th) 
5. Tommy kept b______ his mom for a candy bar (6th) 
6. A deer's a______ can vary in size (3rd)  
7. The girl paid a_______ to her teacher at school.  (6th)  
8. The boy heard the f________ sound of his dog's barking when he came home from camp.  
(7th) 
9. The thief c_______ quietly into the house and stole the bike. (6th) 
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