We investigate the complete convergence of partial sums of randomly weighted extended negatively dependent (END) random variables. Some results of complete moment convergence, complete convergence and the strong law of large numbers for this dependent structure are obtained. As an application, we study the convergence of the state observers of linear-time-invariant systems. Our results extend the corresponding earlier ones.
Introduction
Let us recall the concept of extended negatively dependent (END) random variables which was introduced by Liu [] . Obviously, for all  ≤ i ≤ n, let x i = -∞ or x i = +∞ in Definition ., it is easy to see that the dominating coefficient M ≥ . If the dominating coefficient M is , then END random variables reduce to NOD random variables which contain NA random variables and NSD random variables (see Joag 
Some lemmas
Lemma . (Liu [] ) Let the random variables {X n , n ≥ } be a sequence of END random variables. If {f n , n ≥ } is a sequence of all nondecreasing (or nonincreasing) functions, then {f n (X n ), n ≥ } is also a sequence of END random variables.
Remark . Let {X n , n ≥ } be an END sequence and {Y n , n ≥ } be a sequence of nonnegative and independent random variables, which is independent of {X n , n ≥ }. Let Z n = X n Y n , n ≥ . Combining the definition of END with nonnegative and independent of {Y n }, we establish, for all real numbers z  , . . . , z n ,
by using the fact that u  X  , u  X  , . . . , u n X n are END random variables following from Lemma .. Similarly, for all real numbers z  , . . . , z n , one has
Therefore, it can be found that {Z n , n ≥ } is also an END sequence with the same dominating coefficient M. 
Lemma . (Adler and Rosalsky [] and Adler et al. [])
Let {X n , n ≥ } be a sequence of random variables which is stochastically dominated by a random variable X, i.e. sup n≥ P(|X n | > t) ≤ C  P(|X| > t) for some positive constant C  and all t ≥ . Then, for all n ≥ , α >  and β > , the following two statements hold:
Consequently, one has E[|X n
constants not depending on n.
The complete convergence for partial sums of randomly weighted END sequences
In the following, we list two assumptions: (A.) Let {X n , n ≥ } be a mean zero sequence of END random variables stochastically dominated by a random variables X.
Then, for every ε > ,
So one has
for some q > (αp -)/(α -). Then we also obtain the results of (.) and (.).
For some β ≥  and / < α < ( + β)/, we take αp =  + β in Theorem . and establish the following result.
Thus, by the Borel-Cantelli lemma and (.), the strong law of large numbers is as follows:
Let log x = ln max(x, e). In addition, for the case p = , we have the following result.
Remark . If β =  in (.) and (.), then the randomly weighted conditions are 
The application to linear-time-invariant systems
As an application of Theorem ., we study the convergence of the state observers of linear-time-invariant systems in this section.
For t ≥ , we consider a multi-input-single-output (MISO) linear time invariant system as follows:
is the state and y(t) ∈ R is the system output. The initial state x()
is unknown. For some limited observations on y(t), it is interesting to estimate x(t). In the setup, the output y(t) is only measured at a sequence of sampling time instants {t i } with measured values γ (t i ) and noised d i such that
We would like to estimate the state x(t) from information on u(t), {t i } and {γ (t i )}. Let G denote the transpose of G. In order to proceed, we need the following assumption. The solution to system (.) can be checked:
From {t i ,  ≤ i ≤ n}, it follows that
So this leads to the observation
. . .
Then we rewrite (.) as follows:
Suppose that n is full rank, which will be established later. Then the least-squares estimator of x(t n ) is given bŷ
Combining (.) with (.), the estimation error for x(t n ) at t n is presented as
In order to obtain the convergence, one must consider a typical entry in 
and W o is the observability matrix. Denote
As a result, one has for any r >  e(t n ) =  n r n n
By Assumption ., it can be found that W We focus on the convergence of partial sums of randomly weighted END random variables such that
for some / < r < . Since a typical entry of
the convergence analysis for e(t n ) is a special case of (.). Note that when the sampling time sequence is a random process, so are α j (t i -t n ) in (.), rendering a randomly weighted noise driven by END random variables. As an application of Theorem ., we obtain the following theorem. 
Conclusions
In this paper, we investigate the complete convergence of partial sums of randomly weighted END random variables. Some results of complete moment convergence, complete convergence and strong law of large numbers for this dependent structure are presented (see our Theorems .-.). As an application of Theorem ., we study the convergence of the state observers of linear-time-invariant systems and obtain the result of the strong law of large numbers for the systems (see our Theorem .). Therefore, we extend some results of Thanh et al.
[
], Wang et al. [] and Yang et al.
[] to the case of randomly weighted END sequences. Furthermore, END random variables contain NA random variables, NOD random variables and NSD random variables, so the results obtained in this paper hold true for these negatively dependent random variables.
The proofs of main results
In the proofs, C, C  , C  , . . . denote some positive constants not depending on n.
Proof of Theorem
, without loss of generality, we assume A ni ≥  in the proof. For n ≥  and  ≤ i ≤ n, let
It can be found that
Therefore, by Lemma . with a = n α and q = , we obtain
Combining (.) with Hölder's inequality, one has
by using the fact β ≥ . Since, for every n ≥ , {A ni ,  ≤ i ≤ n} is independent of the sequence {X n , n ≥ }, one has by Markov's inequality, Lemma ., (.) and E|X| p < ∞ (p > )
In addition, it can be seen that E(A ni X i ) = EA ni EX i = ,  ≤ i ≤ n, n ≥ . So, by the proof of (.), we have
In view of Lemma ., one sees that {X ni ,  ≤ i ≤ n} are END random variables. Combining the assumption of {A ni } with Remark ., we establish that {[A ni X ni -E(A ni X ni )],  ≤ i ≤ n} are mean zero END random variables with the same dominating coefficient. So, by Markov's inequality, (.), Lemma . with p =  and Lemma ., we get
Since p <  and EX p < ∞, it can be checked that
By the proof of (.), it follows that 
which implies (.). Together with (.), (.), (.) and (.), we obtain H  < ∞ and H  < ∞. Therefore, we have to prove that H  < ∞. Since q > , similar to the proof of (.), by Lemma ., it follows that
Obviously, for  ≤ i ≤ n, by Lemma ., it follows that
By p ≥  and E|X| p < ∞, one concludes that EX  < ∞. Thus, we take (.) with r =  and (.), and establish
by the fact q > (αp -)/(α -). In addition, by the C r inequality, Lemma . and (.),
By p ≥  and α > /, one has (αp -)/(α -) -p ≥ , which implies q > p. So, by E|X| p < ∞, it can be argued that
By the proof of (.), one has
Consequently, by (.) and (.)-(.), we obtain H  < ∞. So, we obtain the result (.).
Finally, by the proof of (.), (.) also holds true. with the Borel-Cantelli lemma, we establish the result of (.).
Proof of Theorem . Similar to the proof of Theorem ., by Lemma ., we can check
By the proof of (.), it follows that Similarly, by the proof of (.), one has
Moreover, by the proof of (.), we obtain 
