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This paper is concerned with the development of upper bounds on the energy harvesting
performance of a general multi-degree-of-freedom nonlinear electromechanical system
that is subjected to random base motion and secondary applied periodic forces. The
secondary forces are applied with the aim of enhancing the energy harvested from the
terms in the equations of motion. It is shown that when the base motion has white noise
acceleration then the power input by the base is always πS0M=2 where S0 is the single
sided spectral density of the acceleration, and M is the mass of the system. This implies
that although the secondary forces may enhance the energy harvested by causing a larger
fraction of the power input from the base to be harvested rather than dissipated, there is
an upper limit on the power that can be harvested. Attention is then turned to narrow
band excitation, and it is found that in the absence of secondary forces a bound can be
derived for a single degree of freedom systemwith linear damping and arbitrary nonlinear
stiffness. The upper bound on the power input by the base is πM max ½SðωÞ=2, where SðωÞ
is the single sided base acceleration spectrum. The validity of this result for more general
systems is found to be related to the properties of the first Wiener kernel, and this issue is
explored analytically and by numerical simulation.
& 2014 The Author. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/3.0/).1. Introduction
The subject of harvesting energy from ambient vibration has been a topic of much research interest over recent years, as
evidenced by the reviews presented in [1–2]. The main concept behind the approach is to attach an electromechanical device
to a vibrating surface in order to extract energy that might be used, for example, to power condition monitoring sensors or
other autonomous devices [3]. If the motion of the vibrating surface has a single harmonic frequency component then it is
clear that a linear resonant harvesting device will provide good performance, and design issues for this case have been
discussed in [4]. The use of nonlinearity to enhance the energy harvested under resonant and non-resonant harmonic motion
has also been considered (for example [5]). If the surface motion is random then the situation is less clear, and a range of ideas
have been put forward regarding the development of an effective design for this case (for example [1–2,6–10]). A common
theme is the use of nonlinearity to enhance the performance of the device, and typically this involves the use of a nonlinear
stiffness with either a single potential well [7,8] or multiple potential wells [1,6], and the possible use of a secondary excitation
to exploit stochastic resonance [9,10]. Given the large range of possible designs that might be explored in any givenr Ltd. This is an open access article under the CC BY license
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attention to any fundamental physics that might bound the performance of the device regardless of the detailed design. This
topic was addressed in [11], where a bound was derived for the power that can be harvested from any multi-degree-of-
freedom nonlinear electromechanical system under white noise base acceleration. It was shown that the energy harvested
cannot exceed πS0M=2, where S0 is the single sided spectral density of the white noise base acceleration, andM is the mass of
the device. This result is an extension of results obtained earlier by Clough and Penzien [12] for a linear single-degree-of-
freedom-system, by Daqaq [7] and Halvorsen [8] for a nonlinear single-degree-of-freedom-system, and by Scruggs [13] for a
linear multi-degree-of-freedom beam. The aim of the present work is to further extend the performance bound to systems
that have: (i) secondary excitation, possibly used to excite stochastic resonance as in [9,10], and (ii) non-white random base
acceleration.
The first issue considered here is the performance of a multi-degree-of-freedom nonlinear electromechanical system
under white noise base acceleration when additional forces are applied to the system with the aim of increasing the
harvested energy. The additional forces are taken to be periodic, and they can appear as direct excitation to the system or as
parametric terms in the equations of motion. The power input to the system from the base motion is investigated using the
Fokker Planck equation [14], noting that the probability density function of the response is non-stationary due to the
presence of the additional applied forces. It is shown that the average power input by the base motion (with the average
being taken both across the ensemble and over time) is equal to πS0M=2 regardless of the presence of the additional forces.
The power harvested may exceed this result, but any excess power must be supplied by the secondary forces and thus the
net useful power harvested is bounded by πMS0=2. This does not necessarily imply that the secondary forces have no
beneficial effect, since they may lead a larger fraction of the power input from the base being harvested rather than
dissipated, but the result does imply that there is an upper bound on the effectiveness of the secondary forces. The potential
benefits of secondary forces are demonstrated in [9,10].
The second issue considered here is that of non-white base acceleration, and an attempt is made to derive a bound for
the power harvested in this case. For a linear passive system it is straight forward to demonstrate that the previous bound
can be generalised to πM max ½SðωÞ=2, where SðωÞ is the single sided spectral density of the base motion. The conditions
under which this condition will apply more generally are investigated, and it is found that the Wiener series [15] provides
an effective way of exploring this issue. It is found that the generalised bound will apply if the Fourier transform of the first
Wiener kernel has a positive real part. It is not obvious that this condition will be met in general, and in fact if secondary
forces are present then it is relatively straight forward to find example systems where the result does not hold. When there
are no secondary forces, it has been found that the condition always holds for a single-degree-of-freedom systemwith linear
damping and any form of nonlinear stiffness; this type of system has been studied extensively in the energy harvesting
literature (for example [7,8]) and so the result has application to existing design concepts. The proof of the result for the
linearly damped single-degree-of-freedom system rests on the concept of detailed balance [16,17], but it has not been
possible to prove that the result holds for more general systems, whether or not detailed balance is satisfied. Numerical
simulations have been performed for both one- and two-degree-of freedom-systems and the findings of the theoretical
analysis have been confirmed, with the additional observation that it has not been possible to find a passive system for
which the bound πM max ½SðωÞ=2 is exceeded.
In what follows, the system equations of motion are derived in Section 2.1, and the response to white noise base
excitation is then considered in Section 2.2. Various aspects of the response to non-white base motion are considered in
Sections 2.3–2.5, and numerical simulations are presented in Section 3, followed by concluding comments in Section 4.
Throughout the analysis it is assumed that the random base motion is not affected by the presence of the system, and hence
the analysis is directed solely at energy harvesting devices under prescribed base motions, rather than more general systems
such as vibration absorbers which are designed to significantly modify the base motion.2. An upper bound for energy harvesting
2.1. System equations of motion
The present concern is with an N-degree-of-freedom nonlinear mechanical system that is mounted on a vibrating base.
The motion of the base is b(t) in the Cartesian direction n, and the system displacements relative to the base are described
by a set of N generalised coordinates y. If the mass of the system is considered to be composed of a set of discrete particles,
with the jth particle having mass mj, then the kinetic energy of the system can be written in the form
T ¼ ð1=2Þ∑
j
mj _ujðyÞþ _bn
h i
 _ujðyÞþ _bn
h i
; (1)
where ujðyÞ is the Cartesian displacement of the mass mj relative to the base. If the mass of the system is distributed
continuously then the summation in the above equation can readily be replaced by an integral over the system volume; the
discrete particle approach is employed here for ease of notation. The equations of motion that govern the generalised
coordinates can be derived by using Lagrange's equation [18]. With this approach, the kinetic energy leads to the presence of
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 
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The summation convention has been employed in this equation for those terms involving the generalised coordinates, so
that a repeated index, as in the term ð∂uj=∂ysÞ€ys, implies summation over that index. The rth Lagrange equation, Eq. (2), is
completed by the addition of a term ∂V=∂yr arising from the potential energy V of the system, and a generalised force Qr
arising from damping and any secondary forces applied to the system. With the inclusion of these terms, the complete set of
equations of motion can be written in the form
MðyÞ €yþgðy; _y; tÞ ¼ fðyÞ €b; (3)
where
Mrs yð Þ ¼∑
j
mj
∂uj
∂yr
 ∂uj
∂ys
 
; (4)
f r ¼∑
j
mj
∂uj
∂yr
 n
 
; (5)
gðy; _y; tÞ ¼ g1ðy; _yÞþg2ðy; _y; tÞ; (6)
g1r y; _yð Þ ¼∑
j
mj
∂uj
∂yr
 ∂
2uj
∂ys∂yk
 !
_ys _yk; (7)
and g2ðy; _y; tÞ is the set of terms arising from potential energy, damping, and additional generalised forces. Thus any
parametric and deterministic excitation terms are included in g2ðy; _y; tÞ so that the function may depend explicitly on the
time t; it will be assumed in what follows that any such terms are periodic with period T so that the function has the
property
g2ðyðtÞ; _yðtÞ; tþTÞ ¼ g2ðyðtÞ; _yðtÞ; tÞ: (8)
It can be noted that Eq. (8) does not imply that the system response or the time history of the function g2ðy; _y; tÞ is periodic;
the notation implies only that the form of the function can include periodic terms, such as cos ð2πt=TÞ for example. If the
mechanical system is coupled to an electrical system to effect energy harvesting, then the combined set of governing
equations can be written as
M €yþgðy; _y; tÞþθv¼ f €b; (9)
Cv _vþR1v vþL1v
Z
v dt  θT _y¼ 0; (10)
where v is a set of voltages, Cv, Rv and Lv are respectively capacitance, resistance and inductance matrices, and θ is an
electromechanical coupling matrix. Eq. (10) models the harvesting system as a current source feeding into a parallel
arrangement of capacitors, resistors, and inductors [13]. The details of the equation would differ for other circuit
arrangements, but the general structure of the equations would be similar, and the following analysis would apply with
changes only to the notation. By introducing a set of electrical variables w such that
_w¼ v; (11)
then Eqs. (9) and (10) can be re-expressed in the form
M 0
0 Cv
 !
€y
€w
 !
þ
gðy; _y; tÞþθ _w
R1v _wþL1v wθT _y
 !
¼  f
0
 
€b (12)
or alternatively
Mem €yemþgemðyem; _yem; tÞ ¼ fem €b; (13)
where the definitions of Mem, yem and fem follow immediately from Eq. (12), and
gemðyem; _yem; tÞ ¼
g1ðy; _yÞ
0
 
þ
g2ðy; _y; tÞþθ _w
R1v _wþL1v wθT _y
 !
: (14)
The power input by the base motion can be written in the form (omitting terms associated with zero mean kinetic energy
fluctuations)
P ¼ _yTemg2emðyem; _yem; tÞ ¼ _yTg2ðy; _y; tÞþvTR1v v; (15)
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omitted on the basis that it has a zero time average. In what follows the power arising from wideband excitation is
considered, and a generalisation to narrow band excitation is then explored.
2.2. Wideband excitation
In this section the base acceleration is taken to be white noise, so that
E €bðtÞ €bðtþτÞ
h i
¼ πS0δðτÞ; (16)
where E[] represents the ensemble average, δðτÞ is the Dirac delta function, and S0 is the level of the single-sided white noise
acceleration spectrum (i.e. following the normal mechanical engineering convention, the spectrum is defined for positive
frequencies only and the area under the spectrum is equal to the mean squared value of the random process – other
conventions are discussed in [11]). To facilitate the analysis of the system response it is helpful to cast the equation of
motion into first-order form by introducing the state vector
x¼
yem
_yem
 !
; (17)
so that Eq. (13) becomes
_x¼
_yem
M1em gemðx; tÞ
 !
þ
0
M1em fem €b
 !
¼ Fðx; tÞþGζðtÞ; (18)
where ζðtÞ is a vector of uncorrelated white noise processes, each of which has unit spectral density, and
GðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
πS0
p
02Qð2Q 1Þ ð0T1Q fTemM1em ÞT
 
: (19)
Here Q is the length of the vector yem, representing the total number of electromechanical degrees of freedom of the system,
and it can be noted that €bðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
πS0
p
ζ2Q ðtÞ. The state vector governed by Eq. (18) is a Markov vector process, and the
probability density function pðxÞsatisfies the Fokker–Planck–Kolmogorov equation [14]
∂p
∂t
¼ LðpÞ; (20)
where, employing the summation convention, the operator LðpÞ is given by
LðpÞ ¼ ð∂=∂xiÞ Hiðx; tÞpðx; tÞð1=2Þð∂=∂xjÞ DijðxÞpðx; tÞ
	 
 
; (21)
Hi ¼ Fiþð1=2Þð∂Gij=∂xkÞGkj; (22)
Dij ¼ GikGjk; (23)
Eqs. (8) and (14) imply that the function gemðx; tÞ is periodic in the argument t, and this property will also apply to each
function Hiðx; tÞ in Eq. (21). It then follows that (once any initial transients have decayed) the solution to Eq. (20) will be
periodic in t so that
pðx; tþTÞ ¼ pðx; tÞ: (24)
In what follows, a weighted integral of Eq. (20) will be considered in the formZ T
0
Z
V
sðxÞ∂p
∂t
dx dt ¼ 
Z T
0
Z
V
sðxÞLðpÞdx dt; (25)
where V is the infinite state space domain and the weighting function s(x) is the kinetic plus capacitive energy of the system
sðxÞ ¼ ð1=2ÞMem;rs _yem;r _yem;s: (26)
It follows from Eq. (24) that the left hand side of Eq. (25) is zero, sinceZ T
0
Z
V
s xð Þ∂p
∂t
dx¼ E sðxÞ tþTj E sðxÞ tj  ¼ 0:½½ (27)
The right hand side of Eq. (25) can be simplified by considering initially the integration over V. By integrating by parts over
the variables x it can readily be demonstrated that all terms involving the function g1 cancel; this is to be expected, since g1
arises from non-dissipative kinetic energy terms which should not contribute to the power input-output balance equation
which is derived in what follows. Noting further that all boundary terms generated by the integration process vanish, since p
(x) and its derivatives tend to zero as any argument tends to infinity, it follows thatZ
V
sðxÞLðpÞdx¼
Z
V
Mem;ri _yem;rðM1em Þijg2em;jðx; tÞð1=2ÞMem;ijDiþQ ;jþQ
n o
pðx; tÞdx: (28)
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V
sðxÞLðpÞdx¼ E _yTemg2emðyem; _yem; tÞ
h i
ðπS0=2ÞE fTemM1em fem
h i
; (29)
and it then follows from Eqs. (15), (25), (27) and (29), together with the definition fem ¼ ðfT 0TÞT, that
〈E P½ 〉¼ ð1=TÞ
Z T
0
E _yTemg2emðyem; _yem; tÞ
h i
dt ¼ ðπS0=2Þ〈E fTM1f
h i
〉; (30)
where 〈E P½ 〉 represents the temporal average of the ensemble averaged power (i.e. E PðtÞ½  is the ensemble average of the
power at some time t, and 〈E P½ 〉 is the average of this result over the time period T).
In considering the implications of Eq. (30), it can be noted initially that the power input by the random base motion is
balanced by three components, so that
E½P ¼ PdissþPharvPin: (31)
Here Pdiss is the power dissipated, Pharv is the power harvested, and Pin is the power input to the system via any periodic
parametric or direct forcing terms that appear in the function g2. Such periodic terms might be applied to the system with
the aim of increasing the power harvested, as discussed in Ref. [9]. Taken together, the three terms in Eq. (31) represent the
sum of the net power harvested, PharvPin, and the power dissipated. This implies that the right hand side of Eq. (30) is an
upper bound on the net power that can be harvested (achieved if no power is lost through dissipation), although the triple
product that appears in this expression does not have an immediate physical interpretation. The properties of this term are
investigated in what follows.
In the absence of base motion the system kinetic energy given by Eq. (1) can be re-expressed in the form
T ¼ ð1=2Þ∑
j
mj _ujðyÞU _ujðyÞ ¼ ð1=2Þ _d
T
0M0
_d0; (32)
were the vector d0 has length 3N, where N is the number of mass particles considered in the summation: the vector contains
the Cartesian x, y and z displacements of each mass. The matrix M0 is a diagonal matrix, with each particle mass mj
appearing in three diagonal entries, each corresponding to one of the three motion components of the particle. The vector
d0 is related to the generalised coordinates via
_d0 ¼ C _y; (33)
Cij ¼
∂d0i
∂yj
; (34)
and it is readily shown that with this notation the terms M and f that appear in Eq. (3) have the form
M¼ CTM0C; (35)
f ¼ CTM0n0; (36)
where the vector n0 is defined as the displacement vector corresponding to a unit rigid body displacement of the system in
the direction of the base motion n. It is now helpful to define a vector q such that
q¼M1=20 n0; (37)
and to note that
qTq¼ nT0M0n0 ¼Mtot; (38)
where Mtot is the total mass of the system. From Eq. (36), the vector f can be expressed in terms of q in the form
f ¼ CTM1=20 q (39)
where it can be noted that potentially q will be of much higher dimension than f. A vector q^ is now defined in terms of f by
taking the pseudo-inverse of the matrix that appears in Eq. (39) to give
q^¼M1=20 CðCTM0CÞ1f: (40)
From the properties of the pseudo-inverse, it is known that q^ is the vector of minimum norm that satisfies Eq. (39) when f is
specified. It therefore follows that
q^Tq^rqTq: (41)
Furthermore, it can be shown from Eqs. (35), (36), and (40) that
q^Tq^¼ fTM1f: (42)
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fTM1frMtot; (43)
and it then follows from Eq. (30) that
〈E P½ 〉rπS0Mtot=2: (44)
Eq. (43) can be illustrated by considering a number of example systems. The first system consists of a planar inverted
pendulum, consisting of a lumped mass m mounted on a massless rod of length L. The rotation of the pendulum from the
vertical is θ and the elastic extension of the rod is r. The elastic stiffness of the rod is k2 and a rotational spring of stiffness k1
is attached to the base of the rod; dampers of rate c2 and c1 are attached in parallel with the springs. It is readily shown that
the equations of motion under base motion in the vertical direction have the form
mðLþrÞ2 0
0 m
 !
€θ
€r
 !
þ
2mðLþrÞ_r _θþc1 _θþk1θmgðLþrÞ sin θ
mðLþrÞ _θ2þc2 _rþk2rþmg cos θ
0
@
1
A¼ mðLþrÞ sin θm cos θ
 !
€b; (45)
where g is the acceleration due to gravity. In this case it follows from the mass matrix on the left hand side of Eq. (45) and
the force vector on the right hand side that
fTM1f ¼m: (46)
The triple product yields the full mass of the system in this case because the generalised coordinates allow full and
independent motion of the mass in the horizontal and vertical Cartesian directions. In contrast, consider the case in which
the rod is considered to be so stiff that the extension r can be neglected. The system then has a single degree of freedom, and
the equation of motion has the form
mL2 €θþc1 _θþk1θmgL sin θ¼ ðmL sin θÞ €b; (47)
from which it follows that
fTM1f ¼m sin 2θrm: (48)
In this case the triple product yields a result that is less than the total mass because the use of a single generalised
coordinate constrains the motion of the system: independent motion in the two Cartesian directions is not possible. It might
initially be thought that Eqs. (45) and (47) should yield the same response to white noise excitation in all practical cases
when the rod is very stiff. However, it should be recalled that white noise covers all frequencies, and no matter how stiff the
rod might be, the white noise excitation extends beyond the axial resonance of the system, so that Eq. (47) cannot be a good
approximation over the full frequency range. The use of Eq. (47) is equivalent to the assumption that the excitation does not
extend to the second linear resonance, so that the system is essentially excited by band limited noise, leading to a lower
result for the power input by the base excitation.
As a second example, a disc which is mounted on a vertical screw thread is considered. The lower end of the screw
thread is embedded in a vertically vibrating base. The disc has a vertical displacement u relative to the base, and a spring of
stiffness k and a damper of rate c provide vertical forces on the disc in proportion to u and _u. The motion u of the disc
relative to the base causes a rotation λu due to the constraint imposed by the screw thread, and it is assumed that any
rotation of the spring and damper system causes no additional forces. The mass of the disc is m and the moment of inertia
about the vertical axis is I. It is readily shown that the equation of motion of this system has the form
ðmþλ2IÞ €uþc _uþku¼ m €b; (49)
and it follows that
fTM1f ¼m2=ðmþλ2IÞrm: (50)
As in the previous example, the constraint imposed on the system (expressing the rotation in terms of the displacement)
leads to a result that is less than the total mass. If compliance is introduced between the rotation and displacement then the
constraint will be removed and the systemwill have two degrees of freedom; in this case Eq. (50) will yield the total mass of
the system. As in the previous example, the use of the Eq. (49) is equivalent to the assumption that the excitation is band
limited and does not extend to the second linear resonance of the two degree of freedom system. In this case it is of interest
to note that the addition of a rotational mechanism into the device potentially reduces the maximum energy that can be
harvested: the largest value of the triple product in Eq. (50) occurs when λ¼0 and there is no rotation.
In summary, the two foregoing examples illustrate how the product fTM1f that appears in Eq. (30) can be less than the
total mass of the system if an approximate model of the system is employed. Such models constrain certain motions of the
system, and the assumed constraints have a range of applicability that is exceeded by the infinite frequency range of the
white noise excitation. A more refined model that relaxes the constraints will always give fTM1f ¼Mtot, in which case the
inequality in Eq. (44) is replaced by an equality (the number of generalised coordinates y in the refined model will equal the
number of entries in the vector d0, so that the matrix on the right hand side of Eq. (39) is square and invertible). The result
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〈E P½ 〉¼ πS0Mtot=2: (51)
This result was derived previously in [11] for a system with no secondary forces and no modelling constraints. The use of a
constrained model is equivalent to the assumption that the excitation is band limited, and the power input to the system is
reduced accordingly to Eq. (30). The issue of non-white excitation is considered more generally in the following section.
2.3. Narrow band excitation: general considerations
If the electromechanical system governed by Eq. (13) is linear, then from linear random vibration theory the power
harvested can always be written in the form
〈E P½ 〉¼
Z 1
0
ZðωÞSðωÞdω; (52)
where SðωÞ is the spectrum of the base acceleration and ZðωÞ is a real positive function if the system is passive. For a non-
passive system, for example when the function gðy; _y; tÞ in Eq. (9) depends explicitly on t, then ZðωÞmay not be positive at all
frequencies. Leaving this issue aside for the moment, it follows from Eq. (52) that for a passive system
〈E P½ 〉r
Z 1
0
ZðωÞS0 dω¼ πS0Mtot=2; (53)
where
S0 ¼maxω SðωÞ½ ; (54)
so that an upper bound can be placed on the net harvested energy by considering the system response to white noise base
motion at an appropriate level. It would be extremely useful if the same reasoning could be applied to a nonlinear system,
but unfortunately the power input to a nonlinear system does not have the simple form of Eq. (52), and it is not certain that
white noise at the level of Eq. (54) will provide an upper bound on the power input. It is also unclear to what extent Eq. (53)
might be applied to (linear or nonlinear) non-passive systems. These issues are addressed in what follows by considering
initially the problem of determining the spectrum of base motion that will, subject to constraints, maximise the power input
to a nonlinear system.
For any system the power input by random base motion is a functional of the base acceleration spectrum, and hence the
variation of the power input under a variation δSðωÞ in the spectrum will always have the form
δ〈E P½ 〉¼
Z 1
0
f ðω; SÞδSðωÞdω; (55)
where the notation f ðω; SÞ is used to denote a functional that depends on both frequency and the input spectrum. In order
to consider maximising 〈E P½ 〉 it is first necessary to impose one or more constraints on the permissible form of the
input spectrum. For the purposes of the present work it is convenient to consider the Hp norm of the spectrum, which is
defined as
‖S‖p ¼
Z 1
0
SðωÞ
 p dω 1=p: (56)
A special case which will be considered in due course is the H1 norm, which is equal to the maximum value of the spectrum
‖S‖1 ¼max
ω
SðωÞ
 	 
: (57)
Initially the problem of maximising the power input under the constraint that the Hp norm has a specified value S0 will be
considered. This problem consists of finding the function SðωÞ that maximises the functional
U ¼ 〈E P½ 〉λ ‖S‖pS0
 
; (58)
where λ is a Lagrange multiplier. It follows from Eqs. (55) and (56) that
δU ¼
Z 1
0
f ðω; SÞδSðωÞdωλ
Z 1
0
SðωÞ
S0


p1
sgn SðωÞ½ δSðωÞdω; (59)
which yields
SðωÞ
S0

p1sgn SðωÞ½  ¼ ð1=λÞf ðω; SÞ; (60)
Now for p-1 this equation yields the result SðωÞ ¼ S0 providing f ðω; SÞ is positive for all values of ω when the system is
subjected to white noise excitation. In this case Eqs. (53) and (54) are applicable to a nonlinear system, and a bound has
been established for the net energy harvested under narrow band base motion. However, this result depends upon f ðω; SÞ
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considering a Wiener series [15] expansion of the system response.
2.4. Narrow band excitation: Wiener series expansion
It is well known that the response of a nonlinear system to a single input can in principle (subject to convergence) be
expressed as a Volterra series [15]. If the input is white noise and the system is time invariant, then the Volterra series can be
rearranged as a sum of statistically uncorrelated terms in a form known as the Wiener series [15]. For a response variable
z(t) this series is written as
zðtÞ ¼ ∑
1
n ¼ 0
Gn kn; ξðtÞ
	 

; (61)
where the functions kn are the Wiener kernels, ξðtÞ is the white noise input, and Gn is known as the nth G-functional.
To illustrate the notation employed in Eq. (61), when written out explicitly the first three terms in the series have the form
G0 k0; ξðtÞ
	 
¼ k0; (62)
G1 k1; ξðtÞ
	 
¼ Z 1
1
k1ðτ1Þξðtτ1Þdτ1; (63)
G2 k2; ξðtÞ
	 
¼ Z 1
1
Z 1
1
k2ðτ1; τ2Þξðtτ1Þξðtτ2Þdτ1 dτ2πS0
Z 1
1
k2ðτ1; τ1Þdτ1; (64)
where S0 is the single sided spectral density of the white noise input. Two key features of the Wiener series are: (i) the
kernals kn do not depend on the system properties alone – they also depend on the level of the excitation S0; (ii) the nth
term in the series is statistically uncorrelated from any functional of ξðtÞ of order less than n. To consider the application of
the Wiener series to the present case, the response variable z(t) is identified as
zðtÞ ¼ _yTfðyÞ; (65)
and the white noise ξðtÞ is identified as the base acceleration  €bðtÞ. A difficulty arises with this approach if the function
gðy; _y; tÞ that appears in Eq. (3) depends explicitly on t, so that the system is not time invariant; in this case the Wiener series
is not immediately applicable, since the underlying theory requires the system to be time invariant and of non-infinite
memory [15]. However, in the present analysis the ultimate interest is with the quantity 〈E P½ 〉, which involves both time and
frequency averaging. It is therefore possible circumvent the difficulties associated with a non-invariant system by
identifying the kernels that appear in Eq. (61) as time averages of non-stationary kernels, so that, for example k2ðτ1; τ2Þ
is the time average of a more general kernel k2ðt; τ1; τ2Þ. Formally, z(t) could be expanded initially in terms of non-invariant
Volterra kernels [19]; these kernels could then be replaced by their time averaged versions, and the resulting kernels used to
construct the Wiener series – fortunately it is sufficient for present purposes to note that this procedure is possible in
principle, it does not need to be applied explicitly. The time averaged kernels are time invariant, meeting the standard
requirements, and when used in the following analysis a statistical average will yield a quantity that is automatically both
ensemble and time averaged. With this approach the power input to the system from the base acceleration is given by
〈E P½ 〉¼ E zðtÞξðtÞ½ ; (66)
where z(t) is expanded as a Wiener series, using time averaged kernels if the system is not invariant.
If the base acceleration is now perturbed by the addition of an acceleration a(t) which is statistically independent of ξðtÞ
and has single sided spectral density δSðωÞ, then the change in the power input is given by
δ〈E P½ 〉¼ E zðtÞaðtÞ½ þE δzðtÞξðtÞ½ þE δzðtÞaðtÞ½ ; (67)
where
zðtÞþδzðtÞ ¼ ∑
1
n ¼ 0
Gn kn; ξðtÞþaðtÞ
	 

: (68)
It can be noted that although Eq. (68) is a valid series representation of the new response, the series is not a Wiener series:
the excitation is no longer white noise, and the various terms in the series are not statistically uncorrelated. Returning to
Eq. (67), the first term on the right hand side is zero, since the original response does not depend on the additional base
motion. Less obviously, the second term on the right hand side is also zero: by taking a(t) to the left hand side of the
equation of motion and considering this term to be part of the function g, it is readily shown by analogy with the analysis of
Section 2.2 that
E zðtÞξðtÞ½  ¼ E zðtÞþδzðtÞ ξðtÞ	 
¼ πS0Mtot=2; (69)
i.e. the presence of the additional base motion does not affect the power input by the white noise base acceleration. The
change in the power input is then given by the final term in Eq. (67). In order to identify the functional f ðω; SÞ that appears in
Eq. (55), the change in the power must be considered up to first order in δSðωÞ, which means that δzðtÞ must be considered
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excitation terms:
E aðtÞ∏
n
½ξðtτnÞþaðtτnÞaðtÞ∏
n
ξðtτnÞg 
1
πS0
 
E
Z 1
1
RaaðτÞξðtτÞdτ∏
n
ξðtτnÞg;

(70)
where RaaðτÞ is the autocorrelation function of a(t). It then follows from Eq. (68) that
E δzðtÞaðtÞ½  ¼ 1
πS0
 
E ∑
1
n ¼ 0
Gn kn; ξðtÞ
	 
 Z 1
1
RaaðτÞξðtτÞdτ
 
: (71)
It was noted below Eq. (64) that the Wiener functional Gn is orthogonal to all functionals of order less than n, and this
implies that only G1 contributes to Eq. (71). Thus
δ〈E P½ 〉¼ E δzðtÞaðtÞ½  ¼
Z 1
1
k1ðτÞRaaðτÞdτ¼
Z 1
0
Re K1ðωÞ½ δSðωÞdω; (72)
K1ðωÞ ¼
Z 1
1
k1ðτÞe iωτ dτ: (73)
It follows from Eqs. (55) and (72) that the functionalf ðω; SÞ can be identified as the real part of the Fourier transform of the
first Wiener kernel, so that
f ðω; SÞ ¼ Re½K1ðωÞ: (74)
With the same notation, the power into the original system under white noise excitation is given by
〈E P½ 〉¼ S0
Z 1
0
Re K1ðωÞ½ dω: (75)
The first Wiener kernel has several known properties [15]: (i) the kernel is causal, meaning that k1ðτÞ ¼ 0 for τo0;
(ii) causality implies that K1ðωÞ is analytic in the lower half-plane, so that the function is invariant under the Hilbert
transform (or equivalently, the real part of the function is the Hilbert transform of the imaginary part); (iii) the kernel
completely determines the power input to the system, and it represents the cross-spectrum between the response and the
excitation; (iv) the area under the real part of K1ðωÞ must be positive for a passive system to ensure a positive power input.
However, the key concern of the present analysis is whether the functional f ðω; SÞ is positive, which requires the real part of
K1ðωÞ to be positive at all frequencies. Although this is definitely the case for a passive linear system, there does not seem to
be any general compelling reason why this should always be true for a nonlinear system, and the properties (i)–(iv) listed
above do not imply this result.
To summarise the position, it has been shown that the result
〈E P½ 〉r ðπMtot=2Þmax
ω
SðωÞ½ ; (76)
holds for a passive linear system, and also for a general system if the real part of K1ðωÞ is positive for all frequencies.
As described in the following section, further progress in exploring the properties of K1ðωÞ is restricted to a limited class of
system that satisfies the detailed balance condition [16,17].
2.5. Narrow band excitation: detailed balance
One case in which something definite can be said regarding the nature of the first Wiener kernel is that of a single-
degree-of-freedom system with linear damping and arbitrary nonlinear stiffness. The equation of motion has the form
m€yþc _yþgðyÞ ¼ m €b; (77)
and the response variable z(t) in Eq. (65) can be identified as
zðtÞ ¼m_yðtÞ ¼ ∑
1
n ¼ 0
Gn kn; ξðtÞ
	 
¼  Z 1
1
k1ðτ1Þ€bðtτ1Þdτ1þ⋯ (78)
If Eq. (77) is multiplied by _yðtþτÞ and then the expectation of the resulting equation is taken, then it can be shown that
mR0_y_yðτÞþcR_y_yðτÞþRg _yðτÞ ¼ πS0k1ðτÞ; (79)
where R_y_yðτÞ is the autocorrelation function of the system velocity, and
Rg _yðτÞ ¼ E g yðtÞ
 
_yðtþτÞ	 
; (80)
is the cross-correlation function of the nonlinear stiffness and the velocity. Now it is known that the system governed by
Eq. (77) satisfies a condition known as detailed balance [16], which relates to the behaviour of the system under a time
reversal. Under this condition the stationary joint probability density function of the response at two times t1 and t2 has the
property
pðy1; _y1; t1; y2; _y2; t2Þ ¼ pðy2;  _y2; t1; y1;  _y1; t2Þ: (81)
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Rg _yðτÞ ¼ Rg _yðτÞ: (82)
This result implies that the cross-spectrum Sg _yðωÞ is purely imaginary, and taking the real part of the Fourier transform of
Eq. (79) then yields
S0 Re½K1ðωÞ ¼ cS_y_yðωÞZ0; (83)
where it has been noted that the velocity spectrum is real and positive. It follows from the arguments of the previous section
that the power input to the system by narrow band excitation is bounded by Eq. (76), and this is also an upper bound on the
energy that can be harvested from the system.
It is interesting to note that Eq. (82), and the resulting fact that the cross spectrum Sg _yðωÞ has a zero real component,
implies that under white noise excitation the nonlinear stiffness does not (on average) transfer energy between different
frequencies. This is in contrast to the known situation for narrow band excitation [20], where the nonlinearity can feed
energy into frequencies that are not directly excited by the applied forcing. More generally for any system, if Re½K1ðωÞ is
negative at a particular frequency then this implies that energy is being transferred to this frequency by nonlinearities, to
the extent that excess energy (beyond that which is dissipated or harvested) is absorbed by the base. Clearly this cannot
happen for Eq. (77), but it is not obvious that this can never be the case. It is shown in Ref. [17] that the most general single
degree of freedom system that satisfies detailed balance has an equation of motion of the form
€yþαðyÞrðHÞ_yþα
0ðyÞ_y2=2þβ0ðyÞ
αðyÞ ¼ 
€bðtÞ; (84)
H¼ αðyÞ_y2=2þβðyÞ (85)
where αðyÞ, βðyÞ and rðHÞ are arbitrary functions, and a dash represents differentiation of the function. It is readily shown
from detailed balance that in this case Re½K1ðωÞ is equal to the real part of the cross-spectrum between αðyÞrðHÞ_y and _y.
It can readily be shown that this cross spectrum is real, but there is no obvious proof that it is positive at all frequencies,
even if αðyÞ and rðHÞ are always positive.
In summary, it is possible to prove that Re½K1ðωÞ is positive at all frequencies for a linearly damped passive single-
degree-of-freedom system under white noise excitation, for any form of nonlinear stiffness. In this case Eq. (76) provides a
bound on the power input by narrow band excitation. In other cases it is possible that Re½K1ðωÞ might be negative over
some frequency range, and this issue is explored numerically in the following section.
3. Numerical examples
3.1. Single degree of freedom system
Numerical simulations have been performed for a single degree of freedom system with the equation of motion
m€yþc1 _yþc3 _y3þk1ð1þε cos ω0tÞyþk3y3a cos ðω1tþϕÞ ¼ m €b; (86)
where m is the mass, c1 and c3 are respectively linear and nonlinear damping coefficients, k1 and k3 are respectively linear
and cubic stiffness coefficients, ε and ω0 are respectively the amplitude (relative to k1) and frequency of a linear parametric
stiffness term, and a, ω1 and ϕ are the amplitude, frequency, and phase of a harmonic driving force. Eq. (86) is a special case
of Eq. (12) in which the mechanical system has a single degree of freedom and the electrical system is considered to be
purely resistive, so that _wp _y. The electronic circuit then simply adds a linear damping term to the mechanical system via
the term θ _w, and this is taken to be included in c1 in Eq. (86). Unless otherwise stated, the base acceleration €b is taken to be
white noise with single sided spectral density S0. The simulations have been performed by using the MATLAB time domain
integration subroutine ODE45, and the random input has been computed as a sum of sine waves with random phase. For
each case considered, an ensemble of 100 simulations has been computed by using different sets of random phase angles,
with each simulation being of a duration 200π
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m=k1
p
which corresponds to 100 cycles of the linear system (i.e. the system
when c3 ¼ k3 ¼ ε¼ 0).
Initially the concern is with a linearly damped system (c3 ¼ 0) with nonlinear stiffness, driven by combined harmonic
and white noise excitation, with no parametric stiffness (ε¼ 0). Two different values of the parameter a have been
investigated, and the other system parameters are (SI units throughout): m¼ 1, c1 ¼ 0:15, k1 ¼ 1, k3 ¼ 0:08, ω1 ¼ 2:5, ϕ¼ 0,
and S0 ¼ 10. In the case of purely random excitation (a¼ 0), the standard deviation of the system displacement is found to
be σy ¼ 4:54; a measure of the nonlinearity of the system can be obtained by noting that the corresponding result for the
linear system (k3 ¼ 0) is σy ¼ 10:23, so that the nonlinear stiffness produces a significant reduction in the response. The first
Wiener kernel of the system velocity can be computed from the simulated response using the relation
πS0k1 τð Þ ¼ 〈E _y tþτð Þ €b tð Þ〉 ) K1 ωð Þ ¼ 
4π
S0T
 
E _YðωÞ €BnðωÞ
h i
;

(87)
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€bðtÞ, which can be evaluated from the computed response time histories by using the fast Fourier transform algorithm. The
function Re½K1ðωÞ obtained in this way for the two cases a¼ 0 and a¼ 10:0 is shown in Fig. 1. It is predicted by Eq. (51) that
the power input to the system by the random excitation should be equal to πS0m=2¼ 15:71 in both cases, and this has been
confirmed by the numerical simulations: values of 15.66 and 15.80 have been obtained respectively, the difference from the
theoretical value (o1 per cent) arising from the limited size of the ensemble considered in the simulations. In the case
a¼ 10:0 it was found that the total power dissipated by the system was 48.14, meaning that a power of 48.14–15.80¼32.34
was input to the system by the harmonic force. It can be seen from Fig. 1 that Re½K1ðωÞ is positive for all frequencies when
a¼ 0, as predicted in Section 2.5, given that the system satisfies detailed balance for this case. When aa0 the system does
not satisfy detailed balance, and it can be seen from Fig. 1 that Re½K1ðωÞ is negative over part of the frequency range for
a¼ 10:0. This implies that Eq. (76) does not hold for this case, and this has been confirmed by setting the base acceleration
spectrum to zero over the range 1:8rωr2:2: the power input by the resulting non-white base acceleration was found to
be 16.38, representing a 3.7 per cent increase over the white noise case, with the total power dissipated being 48.33.
Attention is now turned to the case of a linear system (c3 ¼ k3 ¼ 0) driven by random forcing alone (a¼ 0), but having a
parametric linear stiffness. Unless otherwise stated the system parameters are as stated previously, with the addition of a
parametric stiffness of frequency ω0 ¼ 2:3 and amplitude ε¼ 0 or 0.5 (in the first case the system is a standard linear
oscillator, and in the second case the system is a stable Mathieu oscillator). The computed Wiener kernels associated with
the two values of the parameter ε are shown in Fig. 2. The power input by the base acceleration to the two systems was
found to be 15.52 (ε¼ 0) and 15.68 (ε¼ 0:5) which in each case is close (o1.5 per cent error) to the theoretical prediction
πS0m=2¼ 15:71. In the case ε¼ 0:5 the total power dissipated was found to be 32.01, meaning that a power input of 32.01–
15.86¼16.33 arises from the parametric stiffness term. It can be seen from Fig. 2 that for ε¼ 0:5 the result for Re½K1ðωÞ is
negative over part of the frequency range, which indicates that Eq. (76) does not apply to this case. This has been confirmed
by setting the base acceleration spectrum to zero over the range 1:2rωr1:35, in which case the power input by the base
motion was found to rise to 15.84; this represents a small increase over the result for white noise excitation, but nonetheless
it demonstrates that white noise is not an upper bound for this case.
Finally for the present example, the Wiener kernels associated with a system having both nonlinear damping and
nonlinear stiffness are shown in Fig. 3. The system has no parametric stiffness (ε¼ 0) or harmonic forcing (a¼ 0), and the
system parameters are as stated previously, with the exception that c1 ¼ 0 and c3 ¼ 0:05, and k3 is given the value 0, 1.0, or
2.0. In all three cases it can be seen from Fig. 3 that Re½K1ðωÞ is positive at all frequencies, despite the fact that the system
does not satisfy detailed balance in this case. Clearly detailed balance is not a necessary condition for Eq. (76) to apply; the
condition Re½K1ðωÞ40 is however a necessary condition, and if this condition cannot be confirmed analytically for a
particular system then it can be investigated numerically, as for the present example.3.2. Two degree of freedom system
The system considered in the previous section is extended in what follows by coupling a second mass to the original
mass via a linear damper of rate cc, a linear spring of stiffness kc, and a cubic spring with stiffness coefficient kc3. TheFig. 1. Real part of the first Wiener kernel Re½K1ðωÞ for a single degree of freedom system with linear damping, nonlinear stiffness, and a secondary
harmonic force of amplitude a: (a) a¼ 0 and (b) a¼ 10:0.
Fig. 2. Real part of the first Wiener kernel Re½K1ðωÞ for a single degree of freedom system with linear damping, linear stiffness, and a linear parametric
stiffness of relative amplitude ε: (a) ε¼ 0 and (b) ε¼ 0:5.
Fig. 3. Real part of the first Wiener kernel Re½K1ðωÞ for a single degree of freedom system with nonlinear damping and nonlinear stiffness parameter k3:
(a) k3 ¼ 0, (b) k3 ¼ 1:0, and (c) k3 ¼ 2:0.
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m1 €y1þc1 _y1þk1ð1þε cos ω0tÞy1þk3y31þccð_y1 _y2Þþkcðy1y2Þ…
þkc3ðy1y2Þ3a cos ðω1tþϕÞ ¼ m1 €b;
(88)
m2 €y2ccð_y1 _y2Þkcðy1y2Þkc3ðy1y2Þ3 ¼ m2 €b; (89)
where m1 and m2 are the two masses, and the two degrees of freedom y1 and y2 are taken to be perpendicular to the base
motion. In this example a harmonic force is applied to the first mass only, and the nonlinear damping has been removed.
The response variable zðtÞ that appears in Eq. (65) in this case takes the form
zðtÞ ¼m1 _y1ðtÞþm2 _y2ðtÞ; (90)
and the Wiener kernel of interest, K1ðωÞ, relates this variable to the base acceleration.
Initially, the parameters that appear in Eqs. (88) and (89) are taken to have the values (SI units): m1 ¼m2 ¼ 1, c1 ¼ 0:15,
cc ¼ 0:05, k1 ¼ kc ¼ 1, k3 ¼ kc3 ¼ 0:08, ε¼ 0, ω1 ¼ 2:0, ϕ¼ 0, and S0 ¼ 10. The Wiener kernel Re½K1ðωÞ is shown in Fig. 4 for
the two cases of harmonic input a¼0 and a¼10.0. In each case the power input by the random base motion has been found
to agree closely with the theoretical prediction πS0ðm1þm2Þ=2¼ 31:42: values of 31.25 and 30.95 were obtained
Fig. 4. Real part of the first Wiener kernel Re½K1ðωÞ for a two degree of freedom system with linear damping, nonlinear stiffness, and a secondary
harmonic force of amplitude a: (a) a¼ 0 and (b) a¼ 10:0.
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system was 30.95þ15.00¼45.95. The functions Re½K1ðωÞ shown in Fig. 4 are positive at all frequencies, which implies that
Eq. (76) applies and any deviation from white noise excitation will lead to a reduction in the power input by the random
base motion.
The case of a linear system (kc3 ¼ 0) with parametric stiffness (ε¼ 0:5, ω0 ¼ 1:4) and purely random forcing (a¼ 0) is now
considered. The other system parameters are as specified in the previous paragraph. The Wiener kernel Re½K1ðωÞ obtained
for this case is shown in Fig. 5, where a comparison is made with the result for a non-parametric system (ε¼ 0). The power
input by the base motion in the two cases is 31.09 and 31.13 respectively, which agrees well with the theoretical value of
31.42. When the parametric stiffness term is present, the total power dissipated is found to be 56.51, meaning that a power
input of 56.51–31.09¼25.42 arises from this term. It can be seen from Fig. 5 that Re½K1ðωÞ is negative over a small part of
the frequency range when the parametric stiffness is present, as was previously found for the single-degree-of-freedom
system. A reduction of the input spectrum over this region will lead to an increase in the power input from the base motion,
meaning that white noise is not an upper bound for this case.
Taken together, the numerical simulations for the example systems confirm the results of the previous analysis: namely,
the power input by white noise base motion is always given by Eq. (51), regardless of the presence of additional harmonic
forcing or parametric stiffness terms. Whether or not Eq. (76) provides an upper bound for non-white excitation depends on
the nature of the system; the one case where this result has been proved analytically in the present work (a single-degree-
of-freedom system with nonlinear stiffness and purely random forcing) has been exemplified by the simulations.4. Conclusions
The main conclusions that can be drawn from the present work are as follows:(1) The power input by white noise base acceleration to a nonlinear multi-degree-of-freedom system of the very general
type represented by Eq. (12), is given by Eq. (51) and depends only on the total mass of the system and the spectral
density of the white noise. This result was demonstrated previously in Ref. [11] for the case in which the equations of
motion do not depend explicitly on time t; the present work has extended this result to systems with parametric and
direct secondary excitations. Eq. (51) represents an upper bound on the energy that can be harvested from the base
motion.(2) The explicit dependency of the equations of motion on time was taken to be periodic with period T in Eq. (12). By letting
T-1 the results of the present analysis can also be seen to be valid for parametric and direct secondary excitations that
are random. Nonlinear electrical terms could also be added to Eq. (12) without changing the results of the analysis.(3) Eq. (51) implies that the upper bound on the net power harvested under white noise base excitation cannot be enhanced
by the addition of a secondary excitation; any increase in the harvested energy above the result given by Eq. (51) arises
from power input by the secondary force.(4) If an approximate model of a system is employed, then it is possible that the predicted power input arising from white
noise base motion is less than Eq. (51), and is given by Eq. (30). The discrepancy arises from constraints associated with
the approximate model, which become invalid over the infinite frequency range covered by the white noise excitation.
Fig. 5. Real part of the first Wiener kernel Re½K1ðωÞ for a two degree of freedom system with linear damping, linear stiffness, and a linear parametric
stiffness of relative amplitude ε: (a) ε¼ 0 and (b) ε¼ 0:5.
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corresponding to the range of validity of the approximate model.(5) An attempt has been made to derive an upper bound for the power input by general non-white excitation. By employing
the principle of detailed balance, the bound given by Eq. (76) has been shown to apply for any single-degree-of-freedom
system with linear damping and nonlinear stiffness. It has not been possible to prove this result for a wider class of
system, although it has been shown that the result will apply if the real part of the Fourier transform of the first Wiener
kernel is positive for all frequencies.(6) Numerical simulations have demonstrated that for systems with parametric and/or secondary direct excitation, the first
Wiener kernel may not meet the condition stated above, and the power given by Eq. (76) can be exceeded by reducing
the spectrum of the base motion in certain frequency bands.(7) For a passive system, in which there is no parametric or secondary direct excitation, all of the considered examples have
produced a first Wiener kernel which meets the condition stated in point (5). It is an open question whether a passive
system can be devised which does not meet this condition. The condition is certainly met for a passive linear multi-
degree-of-freedom system.The present work suggests that it would be extremely difficult to design a device to extract power from random base
motion that has a performance significantly beyond that predicted by Eq. (76). Of course, if the ambient base motion is
harmonic then the spectral peak in Eq. (76) tends to infinity, and in principle there is no bound on the harvested power
other than practical constraints on the motion of the device. If the ambient base motion has a harmonic and a random
component, then the present analysis can be applied to bound the power input by the random component alone: the
harmonic component can be considered to be a secondary force in the sense considered here. In this case of course the
power input by the harmonic component can in principle be harvested, and (as in the case of pure harmonic base motion),
this input could be large. A useful extension to the present work would be to consider ambient base excitation which
contains random motion together with harmonic components of uncertain amplitude and frequency. The uncertainty in the
loading could be considered either probabilistically, or using non-probabilistic methods as in [21].
For random base motion a huge number of system designs have already been proposed, and the performance of these
devices against Eq. (76) might provide a useful metric for comparing competing concepts.Acknowledgements
This work was funded in part through the EPSRC Programme Grant “Engineering Nonlinearity” EP/K003836/1.
References
[1] D. Zhu, M.J. Tudor, S.P. Beeby, Strategies for increasing the operating frequency range of vibration energy harvesters: a review, Measurement Science
and Technology 21 (2010) 022001.
[2] J. Twiefel, H. Westermann, Survey on broadband techniques for vibration energy harvesting, Journal of Intelligent Material Systems and Structures 24
(2013) 1291–1302.
[3] S.P. Beeby, N.M. White, Energy Harvesting for Autonomous Systems, Smart Materials, Structures and Systems, Artech House, Norwood, MA, 2010.
R.S. Langley / Journal of Sound and Vibration 339 (2015) 247–261 261[4] N.G. Stephen, On energy harvesting from ambient vibration, Journal of Sound and Vibration 293 (2006) 409–425.
[5] M. Ghandchi, S.J. Elliott, Extending the dynamic range of an energy harvester using nonlinear damping, Journal of Sound and Vibration 333 (2014)
623–629.
[6] L. Tang, Y. Yang, C.K. Soh, Towards broadband vibration-based energy harvesting, Journal of Intelligent Material Systems and Structures 21 (2010)
1867–1897.
[7] M.F. Daqaq, Response of uni-modal duffing-type harvesters to random forced excitations, Journal of sound and Vibration 329 (2010) 3621–3631.
[8] E. Halvorsen, Energy harvesters driven by broadband random vibrations, Journal of Microelectromechanical Systems 17 (2008) 1061–1071.
[9] C.R. McInnes, D.G. Gorman, M.P. Cartmell, Enhanced vibrational energy harvesting using nonlinear stochastic resonance, Journal of Sound and Vibration
318 (2008) 655–662.
[10] R. Zheng, K. Nakano, H. Hu, D. Su, M.P. Cartmell, An application of stochastic resonance for energy harvesting in a bistable vibrating system, Journal of
Sound and Vibration 333 (2014) 2568–2587.
[11] R.S. Langley, A general mass law for broadband energy harvesting, Journal of Sound and Vibration 333 (2014) 927–936.
[12] R.W. Clough, J. Penzien, Dynamics of Structures, McGraw-Hill, 1975.
[13] J.T. Scruggs, An optimal stochastic control theory for distributed energy harvesting networks, Journal of Sound and Vibration 320 (2009) 707–725.
[14] Y.K. Lin, Probabilistic Theory of Structural Dynamics, McGraw-Hill, New York, 1967.
[15] M. Schetzen, The Volterra and Wiener Theories of Nonlinear Systems, Krieger Publishing Company, Florida, 2006.
[16] Y.K. Lin, G.Q. Cai, Probabilistic Structural Dynamics, Advanced Theory and Applications, McGraw-Hill, New York, 1995.
[17] R.S. Langley, Application of the principle of detailed balance to the random vibration of non-linear oscillators, Journal of Sound and Vibration 125 (1988)
85–92.
[18] L. Meirovitch, Elements of Vibration Analysis, McGraw-Hill, New York, 1986.
[19] T. Helie, B. Laroche, On the convergence of Volterra series of finite dimensional quadratic MIMO systems, International Journal of Control 81 (2008)
356–368.
[20] Z.Q. Lang, S.A. Billings, Energy transfer properties of non-linear systems in the frequency domain, International Journal of Control 78 (2005) 345–362.
[21] Y. Ben-Haim, G. Chen, T.T. Soong, Maximum structural response using convex models, Journal of Engineering Mechanics – ASCE 122 (1996) 325–333.
