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Abstract. Considering the non-stationary operating conditions of wind
turbines, electrical signals measured at the stator of their generators will
also present variations around their fundamental frequency. This paper
presents a method able to efficiently analyse electric quantities measured
at the generator stator. The obtained outputs consist in electrical fea-
tures that fully describe the electrical information contained in the mea-
sured three-phase quantities. These features can be directly used or fur-
ther analysed to obtain efficient fault indicators. The proposed method
relies on using the instantaneous symmetrical components to describe
the quantities and complex-valued filtering to select the content around
the fundamental frequency. The obtained sample per sample algorithm
can be implemented on-line, and is able to process stationary or non-
stationary quantities in order to extract the useful information around
the fundamental frequency. The performance of the proposed method,
as well as its capability to detect mechanical faults, is illustrated using
experimental data.
Keywords: condition monitoring · wind turbine · tree-phase electrical
signals · non-stationary signals · electrical signature analysis
1 Introduction
In terms of renewable energy, wind farms provide a promising mean to extract
energy from the wind. Wind turbines, whether they are onshore or offshore, are
still a developing technology [1]. Though their reliability has improved in time,
it can be further increased by implementing efficient condition monitoring sys-
tems and predictive maintenance strategies. Currently, vibration analysis seems
to be the most popular condition monitoring technique [2] for such systems.
Nonetheless, while vibration analysis focuses on mechanical faults, it has been
shown [1] that the electrical sub-assemblies (generator, converter, etc.) are also
critical components in wind turbines. In terms of monitoring the electrical sub-
assemblies, using the signals measured at the output of the generator represents
the obvious solution. The main challenge in monitoring wind turbines is that
they often run under non-stationary operating conditions because of wind speed
fluctuations. This drastically limits the amount of stationary data generally used
by classical condition monitoring systems. An efficient CMS must then be able to
manage and analyse such non-stationary data in order to generate efficient fault
indicators. Electrical signals measured at the stator of a wind turbine generator
contain most information around the electrical fundamental frequency. Consider-
ing the non-stationary operating conditions of the turbine, electrical signals will
also present variations around their fundamental frequency. Nonetheless, these
variations are smaller than, for example, variations in the vibrations signals.
In this paper, the proposed method relies on using the instantaneous symmet-
rical components [3] to describe the quantities and complex-valued filtering [4]
to select the content around the fundamental frequency. The method of symmet-
rical components decompositions is a widely used method in the fields of power
network calculations [3] (network modelling and control, power quality monitor-
ing, fault detection, etc) and monitoring of three-phase electrical machines [5].
More recently, an increased interest is shown towards monitoring mechanical
faults in the drive trains using electrical quantities measured at the stator of
three-phase electrical motors [6] [7] and generators [8] [9].
Section 2 presents the considered signals model and the method for estimating
the electrical quantities. A brief overview of the whole algorithm is then provided
in Section 2.2. The performance of the proposed method and its ability to be
used in mechanical fault detection applications is presented in Section 3 using
experimental signals obtained from a test-bench for a wind turbine.
2 Method for Electrical Signature Analysis
2.1 Model and Features of Three-Phase Signals
The three-phase electrical signals (currents and voltages) are generically denoted
by x in what follows. Such signals mainly consist in a fundamental component
of frequency f0, with possible amplitude and frequency modulations, some har-
monics and additive noise. Therefore they are usually analysed around their
fundamental frequency. Equation (1) gives a simple analytical signal model of
three-phase signals around f0. The relation between the real signal and the an-
alytical one is given by x(t) = <{x(t)}.x1(t)x2(t)
x3(t)
 =
 X1(t)X2(t)e−j( 2pi3 +ρ1(t))
X3(t)e
−j( 4pi3 +ρ2(t))
 ej2pi ∫ t0 f0(u) du +
n1(t)n2(t)
n3(t)
 (1)
In equation (1) the signal on phase 1 is considered the reference signal and the
quantities described around f0 are:
• x1(t), x2(t) and x3(t) representing the three-phase signals;
• X1(t), X2(t) and X3(t) representing the instantaneous magnitudes of the
signals and containing possible amplitude modulations;
• ρ1(t) and ρ2(t) representing the small errors in phase shifts between phases;
• f0(t) representing the instantaneous frequency of the components and con-
taining eventual frequency modulations;
• n1(t), n2(t) and n3(t) representing additive noise.
The magnitude and frequency modulations may be due to changes in the operat-
ing point of the system or to fault occurrence (i.e. mechanical faults in rotating
machines [7], broken rotor bar [10], bearing faults [5], etc.).
Perfectly balanced three-phase quantities would have the same amplitude on
all phases and a phase shift of 2pi3 between each of the phases. This corresponds
to X1(t) = X2(t) = X3(t) and ρi(t) = 0. However, real systems are never
perfectly balanced. The electrical unbalance is generally due to faults in the
three-phase systems (i.e. winding stator faults in rotating machines [11]). One
way to separate any three-phase unbalanced system into balanced components
is to apply the Lyon transform [12], [3], [13].x+(t)x−(t)
x0(t)
 = 2
3
1 a a21 a2 a
1 1 1
x1(t)x2(t)
x3(t)
 (2)
Where:
• a = ej 2pi3 , called the Fortescue [14] operator, represents a phase shift of 2pi3 ;• x+(t), x−(t) and x0(t) are generically called instantaneous symmetrical com-
ponents and are the positive-, negative- and zero-sequence components re-
spectively.
Considering equation (1), which describes the content of the measured sig-
nal around f0, and applying the transformation from equation (2) to split the
signal into its balanced and unbalanced parts, the instantaneous symmetrical
components of the system around +f0 are obtained. At each frequency, the in-
stantaneous positive-sequence component describes the balanced quantities in
the system, whereas the instantaneous negative- and zero-sequence ones quan-
tify the amount of unbalance in the system for the respective frequencies [6].
While depending on the system configuration x0(t) may not always be related
to a fault (i.e. in four wire connections i0(t) is related to the neutral current),
in what follows the more generic scenario in which the zero-sequence component
quantifies faults to ground is considered.
The linear transformation of equation (2) applied to the mono-component
signals of equation (1) leads to the mono-component signals of x+(t), x−(t) and
x0(t), neglecting the noise. Using the instantaneous symmetrical components
one can demodulate the amplitude and frequency [15] [13] as:
X+(t) = |x+(t)| X−(t) = |x−(t)| X0(t) = |x0(t)| (3)
fx+(t) =
1
2pi
dθ+(t)
dt
, with: θ+(t) = x+(t) (4)
In order to quantify the amount of electrical unbalance in a system, one
can use the advantage provided by the use of symmetrical components, that is
the separation into balanced and unbalanced quantities. Using the magnitudes
of such components, an electrical unbalance indicator can be defined as in (5).
Regarding the indicator presented in equation (5), it should be further empha-
sised that it only characterises the electrical unbalance around the fundamental
frequency f0 [13].
ux(t) =
√
|x−(t)|2 + |x0(t)|2
|x+(t)|2 + |x−(t)|2 + |x0(t)|2
(5)
If both currents and voltages are available, instantaneous three-phase elec-
trical powers can also be estimated using the instantaneous positive-sequence
components of the voltages and currents as:
Complex power : p
+
(t) =
3
2
v+(t)i
∗
+(t) (6)
Active power : P+(t) = <
{
p
+
(t)
}
(7)
Reactive power : Q
+
(t) = =
{
p
+
(t)
}
(8)
Apparent power : S+(t) =
∣∣∣p
+
(t)
∣∣∣ (9)
Power factor : cos(ϕ0) , where ϕ0 = p+(t) (10)
2.2 Estimation Algorithm
In order to summarize the steps needed to implement this method, the estimation
algorithm has been graphically represented in Figure 1a for the computed quan-
tities for the voltages and currents independently and in Figure 1b for computing
the electrical power related quantities using the positive sequence components.
In this section the algorithm is briefly described, while more details are provided
in [13].
In Figure 1a, at the input of the algorithm there are the electrical three-phase
quantities. The first step of the algorithm is a down-sampling step. Considering
that the fundamental frequency of electrical signals is not a high frequency and
in order to save computation time this step may be implemented if needed, de-
pending on the sampling frequency used by the acquisition system. In order to
select the frequency content around the fundamental, a complex-valued band-
pass filter [4] is used. The filter is implemented as a finite impulse response filter
with complex-valued coefficients. Because of the linear time-invariant charac-
teristic of the filter and of the symmetrical components transformation, these
operations can and have been switched in the implementation of the algorithm.
In the end, the instantaneous symmetrical components are used to compute the
electrical unbalance indicator. The positive sequence component is also used for
the amplitude and frequency demodulation step, thus obtaining the instanta-
neous magnitude and frequency of the positive sequence component around the
fundamental frequency.
Figure 1b graphically depicts the algorithm for the estimation of the electrical
powers related features computed using the positive sequence components of
the voltages and currents. As emphasised by the figure, the operations used for
these estimations are simple and thus low time-consuming making this algorithm
appropriate for embedded implementations.
(a) Algorithm estimating the electrical three-phase quantities
(b) Algorithm estimating the electrical powers features
Fig. 1: Estimation algorithm
Considering that a filter is used to select the bandwidth around the fun-
damental frequency of the electrical signals, if the frequency varies too much
it may get out of the assigned bandwidth. In most real wind turbine systems
however, the generator output would be connected to the main grid, which will
impose a constant fundamental frequency. The output signals frequency would
not be allowed to vary too much, if at all. Another possible way to overcome this
limitation could also be to use an adaptive filtering approach for the complex
bandpass filter.
3 Experimental Results
An experimental test-bench has been developed in the CETIM laboratory in Sen-
lis, France. This bench emulates the structure and behaviour of a wind turbine.
The structure is presented in Figure 2a. The operating conditions are determined
by controlling the speed of the low speed shaft, which is considered to be the
system input. For this paper, the electrical signals are acquired at the output
of the generator. An experiment was conducted for ≈ 200 hours during which
an accelerated deterioration of the main bearing was induced by applying axial
and radial forces on the main bearing. Throughout the experiment several oper-
ating conditions were alternated. In this paper, two of the operating states are
considered. Presented in Figure 2b, State A denotes the stationary conditions
while State B uses non-stationary input signals. All other operating parameters
for the system are the same for both states. At the end of the experiment, an
inner race fault was observed in the main bearing.
(a) Experimental test bench
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Fig. 2: Experimental set-up
3.1 Electrical Indicators Behaviour
In what follows, the signals used have been recorded at ≈ 19 hours into the
experiment for a duration of ≈ 145s for state A and state B, consequently. The
goal of this section is to present the capability of the computed indicators to
estimate and track the evolution of the electrical quantities and to compare
their behaviour in stationary and non-stationary conditions. For this purpose,
the chosen measurements are the voltages. Nonetheless, similar results have been
obtained also by using the currents and the estimated electrical powers.
For the non-stationary signal the time-frequency representation (spectro-
gram) of the voltage positive sequence component is presented in Figure 3. The
evolution of the fundamental frequency of the voltages can be observed in the
figure. The profile of the fundamental frequency of this estimated quantity bears
a close resemblance to the speed profile of the low speed shaft presented in
Figure 2b. The variations of the instantaneous amplitude and frequency of the
fundamental component contain information related to changes in the operating
conditions as well as to mechanical phenomena occurring in the system, hence
the need for demodulations.
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Fig. 3: Time-frequency representation around the fundamental frequency of the
voltage positive sequence component for non-stationary conditions
Figure 4a depicts the estimation of the instantaneous fundamental frequency
of the electrical signals, computed using the voltage positive sequence compo-
nent. While for state A the value of the estimation is almost constant, for state
B the time evolution of the frequency bears a close resemblance to the speed
variations of the low speed shaft (see Figure 2b), as expected. Figure 4b depicts
the instantaneous magnitude estimated for the voltage positive sequence compo-
nents computed around the fundamental frequency f0. While for the stationary
case in state A this magnitude remains almost constant, for the non-stationary
case of state B the magnitude is obviously influenced by the variation of the
rotating speed imposed at the input of the system.
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(a) Estimation of the fundamental frequency of v+(t)
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Fig. 4: Frequency and amplitude modulations of the positive sequence component
of the voltages
Figure 5 depicts the results obtained for the unbalance indicator computed
for the voltages. While there was no electrical unbalance present in the system
throughout the whole experiment, the goal of presenting this result is to show
that this indicator is not influenced by the non-stationary conditions in state
B. While theoretically the value of this indicator should be 0 in case of electri-
cally balanced systems, in practice real systems are not perfectly balanced. This
explains the small value greater than null that this indicator presents.
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Fig. 5: Voltage unbalance indicator computed around f0
In this section, the performance of the proposed indicators was illustrated
using the experimental results obtained using the voltages measurements. The
presented results show good performance in terms of estimating and tracking
electrical feature. Moreover, it has been shown that the unbalance indicator is
not affected by the non-stationary operating conditions. Similar results have
been obtained also for the currents and electrical power estimations.
3.2 Mechanical Fault Detection Capabilities
The goal of the performed experiment was to induce accelerated deterioration of
the main bearing and to study the fault signature on various measured signals. At
the end of the test, an inner race bearing fault occurred in the main bearing. This
fault was confirmed by physical inspection after the experiment was finished.
The fault frequency is known to be ff = 3.4506Hz and the start of its evolution
was determined by using vibration signals acquired by accelerometers placed on
the respective bearing. For this section, three sets of signals will be considered
before the fault and three sets after the fault occurred, for both stationary and
non-stationary conditions.
Figures 6a and 6b present the power spectral densities (PSDs) (using Welch’s
method [16]) computed for the magnitude of the positive sequence component
of the voltages. Figure 6a depicts these PSDs computed under the stationary
conditions in state A. The blue curves show the results of the sets before the
fault occurred while the red profiles show the resulting PSDs after the inner race
bearing fault occurred. As it can be seen in the figure, after the fault a new peak
appears at the fault frequency ff . This fault frequency is also modulated by the
rotating frequency of the low speed shaft, thus two smaller peaks can be observed
at ff + frot and ff − frot. The other peaks present in the PSD of the magnitude
of the voltage positive sequence component in Figure 6a are accounted for by
mechanical phenomena. For example, the peak located at 2.33Hz corresponds
to the epicyclic gear train frequency computed for a rotating speed of the low
speed shaft of 20rpm.
Figure 6b presents the same results computed for state B. By comparing to
Figure 6a, one can observe that mainly the same peaks are present. However, in
the non-stationary case the peaks in the PSD are not as high and they are wider.
It is worth emphasising that this approach of analysing the spectral content of
the signals may not be the optimum in terms of estimation performance, but
it can be observed that for small variations in the signals, it can be used as
a rough estimator. Due to the fact that the rotating frequency is varying, the
modulations induced by the fault are not as clear as in the stationary case, but
they are visible nonetheless.
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(a) PSD of |v+(t)| for state A
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(b) PSD of |v+(t)| for state B
Fig. 6: PSD of |v+(t)| for stationary and non-stationary operating conditions
Figures 7a and 7b depict the PSDs computed for the estimated fundamental
frequency of the positive sequence component of the voltages. As for the magni-
tude indicator, the frequency indicator also shows a peak at the fault frequency
after the fault has occurred in both stationary and non-stationary scenarios.
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(a) PSD of f0(t) for state A
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Fig. 7: PSD of the instantaneous fundamental frequency for stationary and non-
stationary operating conditions
4 Conclusions
In the first part of the paper, the theoretical tools used to describe electrical
three-phase quantities have been presented, as well a proposed set of electrical
features that are to be computed. The proposed approach can easily be im-
plemented as a sample-per-sample algorithm, thus making it suitable also for
non-stationary signals and on-line monitoring of systems. In the second half of
the paper, it has been shown that the proposed method of analysing electri-
cal three-phase signals presents good performance in terms of estimation and
tracking of the evolution of the quantities in both stationary and non-stationary
conditions. This was achieved by applying the method on electrical three-phase
signals measured at the output of the generator, in a complete system simulating
a wind turbine. The proposed electrical unbalance indicator has also been shown
not to be affected by the non-stationary operating conditions. Moreover, it has
been shown that using these estimated features, at least one type of mechanical
fault (inner race bearing fault) can be detected.
As future work, this method could be extended to automatically detect more
electrical and mechanical faults by further developing the definitions of specific
fault indicators. Moreover, by using an adaptive filtering approach for the com-
plex valued filter, the method can be extended for use in an even wider area
of applications on electrical three-phase systems operating under non-stationary
conditions.
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