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INTRODUÇAO 
O objetivo desse trabalho é apresentar alguns resultados sobre os princípios de máximo 
forte para super-soluções de equações elípticas quase lineares de segunda ordem. Os operadores 
com os quais lidaremos são da forma: 
Ln ~ div(l'([ \ln [)\lu). (0.1) 
Seja 
f :IR_,. IR uma função contínua, não-decrescente com f(O) =O. (0.2) 
Em alguns casos, substituiremos o domínio de f por [0, +oo) ou [0, E] para uma constante E > O 
arbitrária. 
Suponhamos que u E W 1·P(O), onde 1 < p < oo, satisfaz 
{ 
-L(u) + f(u) O> O 
u , o 
de maneira fraca, isto é, em D'(fl), isto significa que 
em 
em 
i, {I'([ \lu [)\lu· \!v+ f(u)v}dx O> O, 
(0.3) 
(04) 
para toda função v E D(S1) := C,?"(O) e v _;::: O. Por enquanto, suporemos que O c IRN, 
N ~ 1, é um domínio limitado. Nos capítulos vindouros, ficará claro que f! pode ser ilimitado. 
A expressão (0.4) explica o porquê de chamarmos u de super-solução, analogamente a noç.ão 
de função super-harmônica. Para que a integral (0.4) esteja bem definida, deveremos impor 
algumas condições em L e f. As hipóteses sobre 'P estarão embutidas nas condições sobre L. 
Definamos as funções 
(0.5) 
para j = 1, · · ·, N e todo r1 E JR:IIl. Assumiremos que 
1 
a;(O) ~ O {0.6) 
(0. 7) 
(0.8) 
f, I ôa,(~) I ~ 72{K+ I ~ IJ'-' 
i,j==l élf)~ (0.9) 
para algum K E [O, 1], constantes /l >O e 12 >O, para todo'!] E IRN \{O} e todo Ç E IR"'. 
A elipticidade do operador L é dada por (0.8) e a condição (0.9) é uma restrição de 
crescimento. Estas hipóteses foram introduzidas em [DB], [Lil], [Tol] e [To2J, com o intuito 
de se obterem resultados de regularidade para L. Elas englobam as condições estudadas em 
[LaUr], permitindo-se resultados de regularidade C1 para operadores mais gerais. Um exemplo 
é o p-laplaciano, 
L'.,u ~ div(l Vu 1'-2 Vu). 
Definamos 
para j = 1, ... , N e todo ·11 E JRN. Vamos verificar adiante que 
N ~ ( ) oa· · 
min(1, p- 1) I ry 1'-'1 Ç 1 2 ~ L ; ry ç,çj ~ max(1,p- 1) I ry 1'-'1 Ç 12 
i,j=l T/i 
para todo~ E JRN \{O} e todo Ç E IRN 
(0.10) 
(0.11) 
{0.12) 
Portanto, as condições (0.6)-(0.9) sã-o satisfeitas pelo p-laplaciano. Assim, o nosso oper-
ador L pode ser visto como sendo uma perturbação de .Ó.p. 
Definamos 
g(t) ~I'(! t l)t (0.13) 
para t E IR. Fazendo g ~ (t, O,···, O) e Ç ~ {1, O,···, O), em (0.6)-(0.9) obtemos 
2 
(0.14) 
para ti- O. Logo a aplicação de Niemytskii de LP(f!) em LP'(O) dada por u 1----t g(u) está bem 
definida, é contínua e limitada. 
Se supuséssemos apenas que 
(0.15) 
então a integral em (0.4) estaria bem definida. Suponhamos, por um momento, que existam 
constantes a, b > O tais que 
I f(s) i<: a +bIs JP-l. (0.16) 
para todo s E JR.. Isto também faz com que a integral (0.4) esteja bem definida. Podemos 
enunciar o seguinte resultado de regularidade provado em [DB], [Lil], [Tol] e [To2]. 
TEOREMA 0.1. Suponhamos (0.2) e (0.6)-(0.9). Seu E wg·P(O) n L00 (0) satisfaz 
i, {<p(j \lu I) \lu· \!v+ f(u)u)dx ~O, (0.17) 
para toda v E D(O), entao u E C1~"(0). E mais, segundo [Li!], u E C1·"(0) eu~ O em 80. 
Um fato pode parecer estranho ao leitor atento. Geralmente, quando encontramos uma 
função satisfazendo (0.17), só sabemos que u E W~·P(O). Mais precisamente, um problema de 
Dirichlet com condição homogênea na fronteira de n, envolvendo L e as condições estruturais 
(0.6)-(0.9), nos induz a trabalharmos em wJ•P(O). Como poderíamos encontrar estimativas de 
modo que u E L00 (0) ? Tal questão é respondida em [Se], e se segue das condições (0.6)-(0.9). 
Um fato importante é que toda u E W 1·P(O), u t: O em O, satisfazendo (0.3), é não-
negativa, isto é, u 2: O q.t.p. em n. Com efeito, tomando-se v= u- em (0.4) e usando (0.2) e 
(0.6)-(0.9), obtemos 
o<; r '1'(1 \lu j)'Vu. \ludx <; - r f(u)udx <;o 
J{u<O} }{u<O} 
(0.18) 
Como u- E wl·P(ft) e \lu-= o q.t.p. em n, obtemos u- =o q.t.p. em n, logo u 2:' o q.t.p. 
emn. 
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O nosso resultado afirma que, na realidade, u > O q.t.p. em n. Estamos prontos para 
enunciá-lo. Vejamos primeiramente algumas hipóteses adicionais sobre f: 
f(so)=O (0.19) 
para algum s0 E (O, e] ou, no caso em que 
f(s) >O (0.20' 
para todos E (0, E], suporemos 
(0.21) 
onde as funções 
F(t) = J:.f(s)ds, (0.22) 
G(t) = lg(s)ds. (0.23) 
x(t) = f(t)- G(t) (0.24) 
e 
f(t) = g(t)t (0.25) 
são definidas para t :2: O. Observemos que X é estritamente crescente para t > O por (0.14). 
TEOREMA 0.2. Suponhamos que (0.2), (0.6)-(0.9) e (0.19)-(0.21) sejam válidas com f 
[0, oc) ~ IR em (0.2). Seja u E W1~%(fl),u 2: 0 q.t.p. em fl,u oj 0 em S1 satisfazendo 
f(u) E Lf~(O), onde~+_!..= 1, e -Ln + f(u) :2: O em 'D'(D). Dado um conjunto compacto 
p p' 
X C O, existe uma constante c= c(X) >O tal que u :2: c q.t..p. em X. Em particular, seu se 
anula em um subconjunto de medida de LebeBgue positiva de O, então u =O q.t.p. em O. Se 
u E H/1~(0) n l 00 (0), a hipótese (0.2) pode se:r formulada com .f : [0, E] -l-IR e E= llui]Le<.'(f1)• 
dessa maneira. f(u) E L00 (0). Sob as mesmas CDndições acima, suponhamos que ôO satisfaz a 
condição de esfera interior, que xo E 00 e que v é o vetor unitário normal interior, então existe 
uma constante a > O tal que 
u(x) 
oss lim inf ( > et. 
z-•o:o I -
zi'.B .T - Xo 1 ·V 
(0.26) 
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Quando v. E C 1 (!1) e v.~ O em 8!1, então 
para todo x E 80. 
Bu(x) 
-->a 8v - (0.27) 
A condição (0.21) é necessária e suficiente para termos o princípio de máximo forte acima. 
Se supusermos que 
(0.28) 
para algum 8 > O) ao invés de (0.21), então temos o seguinte princípio de continuação não-
única. 
TEOREMA 0.3. Suponhamo' que (0.2), (0.6)-(0.9) e (0.28) 'ejam válid.,, então para todo 
X o E iJ(JR.N \ !1) C 8!1 e todo R> O existe uma função u E C 1(!1) tal que u 2' O em !1, u ;tO 
em !1 e Lu E L00 (!1) sati,fazendo -Lu+ f(u) ~O q.t.p. em !1 eu~ O em !1 \ BR(x0). 
Um outro tipo de condições introduzidas em [Li2] permite-nos abordar operadores mais 
gerais do que com (0.6)-(0.9). Vejamos primeiro as novas condições estruturais e, a seguir, 
alguns exemplos: 
'P(t) >o (0.29) 
para t > O, 
(0.30) 
e 
N 18 I ,j.;:, 8~:(ry) c:; r2'P(I ry ll (0.31) 
para constantes r 1 > 0 e r2 >O, para todo 1) E IRN \ {0} e todo Ç E JRN_ 
Um exemplo interessante é o seguinte; 
(0.32) 
se p i= q, então M se comporta assintoticamente como um p-laplaciano se I \lu I está perto 
de ex; e como um q-laplaciano se I \lu I está perto de O. Se p = q, então M é o p-laplaciano. 
Entretanto, se q = 2, então M satisfaz (0.6)-(0.9). De fato, verifiquemos essas asserções a 
respeito de M: 
(i) comportamento assintótico: 
Suponhamos que p f=- q. Como 
para t > O temos 
logo 
e 
No outro caso, 
temos 
e 
se p < q 
p > q. 
lim cp(t) ~ 1 
t-H-<Xl tp--2 
lim cp(t) ~ { O 
t-.. o..L tP--'2 +oo se 
se p < q 
p > q. 
Se p = q, então 
lim p(t.~ = lim ;p(t.~ = 1 D 
t-~o-,. fP-- t~+= fP--
(ii) as condições (0.30)-(0.31)' 
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(0.33) 
(0.34) 
(0.35) 
(0.36) 
(0.37) 
(0.38) 
(0.39) 
(ü.40) 
Neste caso, 
(041) 
para j = 1, .. , N e todo 11 E IR.N. Logo 
(0.42) 
onde 
(0.43) 
(0.44) 
e 
n (· ) -1 ·q-' (1 I 1"""6 L>ij 1J - 1] I + Tf ) q ij (0.45) 
Como 
(0.46) 
para t > O, mncluímos que 
N 
min(1, q -1)1'(1 r; i) I Ç I':S L (A;;(ry) + C;;(ry))Ç;Ç; :S max(1, q- 1)1'(1 ry j) I Ç I' (0.47) 
i,j=l 
para todo ry E IRN \{O} e todo Ç E IRN 
Falta estimarmos o termo envolvendo Bij(Tf). Notemos inicialmente que dado q E IRN, o 
espectro da matriz simétrica 
é 
logo 
{ o, I ry I' l, 
N 
o :S LM;Ç;Ç; :SI ry !'I ç 1'. 
i.j=l 
7 
(0.48) 
(0.49) 
(0.50) 
para todo''), Ç E JRN. Se p 2: q, temos 
N 
o<; L B,j(ry)t;;(j <; (0.51) 
i,j=l 
<; (p- q) I ry 1''-' (I+ I" 1')7! t; I'<; (0.52) 
<; (p- q) 1'7 I'-' (I+ I ·ry 1')'7 I t; I'~ (0.53) 
~ (p- q)<p(l" lll ç I' (0.54) 
Se p < q1 temos 
(p- ql?(! q ll I t; I'~ (0.5.5) 
~ (p- q) I" 1'-' (I+ I" 1')'7 I t; I'<; (0.56) 
<; (p - q) I ·q 1''-' (I+ ! " I')'~'' I t; I'<; (0 .. 57) 
(0.58) 
N 
~ L B,j(q )ç,çj <; O. (0.59) 
i,;=l 
Em amhos os casos temos 
0 ~ Ôaj(1J) " lmin(p-q,O)+min(l,q-1)11"(! q I) I Ç 1-<: L-. -M; <; lmax(p-q,O)+max(l.q-l)];o(l q I) I Ç 1-
• • 1 81Ji 
>,]=· 
(0.60) 
para todo tj E IR/"'\ {O} e todo Ç E JRN. Portanto, M satisfaz (0.30)-(0.31). O 
(iii) os casosp = q e q = 2: 
Se p = q, então (0.41) é igual a (0.11), e (0.60} se reduz a (0.12). Se q = 2, temos 
\D(I17 [) = (1+ 1171 2 1"~'. (0.61) 
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Como 
(0.62) 
para todo ry E IRN, temos 
min(1,p- 1)(1+ I ry I)P-2 1 f 12<: t 8a;(ry) Ç;f; <: max(1,p -1)(1+ I ry I)P-2 1 f 12 (0.63) 
. -1 éJryi 1-,J-
logo, M satisfaz (0.6)-(0.9). O 
Definamos 
g(t) ~ '1'(1 t l)t (0.64) 
para t E IR e a sua primitiva 
r' G(t) ~lo g(s)ds. (0.65"! 
O ambiente natural para lidarmos com o operador L sujeito às condições (0.6)-(0.7) e 
(0.29)-(0.31), é o espaço de Orlicz-Sobolev 
(0.66) 
onde 
G { • . r (I u(z-) I) } L (O) = u : D -+ IR mensuravel : existe À > O tal que Jo G À dx < oc (0.67) 
é o chamado espaço de Orlicz. Analogamente aos tradicionais espaços de Sobolev também 
definimos o espaço 
(0.68) 
R.eformulando-se as hipóteses (0.21) e (0.28), com g e G acima, podemos enunciar o 
seguinte princípio de máximo forte: 
TEOREMA 0.4. Suponhamos que (0.2), (0.6)-(0.7), (0.19)-(0.21) e (0.29)-(0 31) sejam 
satisfeitas com f : [O, oo) __,. IR em (0.2). Seja u E 1V1~;'(r2), u 2:: O q.t.p. em D, u =/=. O em 
O satisfazendo j(u) E L~(O), onde G(t) ~ fo'g- 1 (s)ds, e -Lu+ f(u) 2: O em V'(O). Dado 
um conjunto compacto X C 0., existe uma constante c = c(X) > O tal que u ?: c q.t.p. em 
9 
X. Em particular, seu se anula num subconjunto de medida de Lebesgue positiva de O, então 
u =O q.t.p. em O. Claramente, seu E W1~0(0) n L 00 (0), a hipótese (0.2) pode ser formulada 
com f : [O, E] -IR e E= lluiiL""(O), assim f(u) E U'0(0). Em particular, seu se anula em um 
subconjunto de medida de Lebesgue positiva de O, então u:::::::: O em O. Além disso, suponhamos 
que 80 satisfaz a condição de esfera interior, que Xo E 80 e que v é o vetor unitário normal 
interior então existe uma constante a > O tal que 
. . u(x) 
esshmmf ( ) 2: a. 
"'-::"'o X - Xo • IJ 
x""B 
Quando u E C 1(0) eu= O em 80, então 
para todo .J; E éiD. 
8u(x) 
-->a âv · 
(0.69) 
(0.70) 
?\[o resultado seguinte estabelecemos a existência de uma solução anulando-se em um con-
junto de medida de Lebesgue positiva. Se a condição (0.21) não for satisfeita temos a seguinte 
propriedade de continiação não-única. 
TEOREMA 0.5. Suponhamos que (0.2), (0.6)-(0.7), (0.28)-(0.31) sejam verificadas. Então 
para todo x 0 E 8(JRN \O) C 80 e todo R> O existe uma funçào u E C 1 (i1) tal que u ::=:O em 
n, u"' o em n e Lu E L00 (íl) satisfazendo -Lu+ /(n) =o q.t.p. em n eu= o em 0\ BR(xa). 
Os TE'Oremas 0.2, 0.3, 0.4 e 0 . .5 serão demonstrados com o auxílio da teoria dos operadores 
monótonos, como esr.á apresentada em [Bro] e [Lio]. A seguir, faremos um resumo dos resulta-
dos principais qne utilizaremos. 
Seja V um espaç.o de Banach e V* o seu dual topológico. Denotemos por (. , . ) a aplicação 
de dualidade entre V e v~. Dado um operador A: V--+ V*, dizemos que 
(i) A é monótono se, e somente se, 
(Au- Av, u- v);> O (0.71) 
para todo u, v E V. 
(i i) A é estritamente monótono se .4 for monótono e 
10 
(Au- Av, u- v) ~O (0.72) 
se, e somente se, u = v = O. 
(iii) A é fortemente monótono se, e somente se, existe uma função estritamente crescente p 
tal que p(O) ~ O e 
(Au- Av, u- v) 2 p(jju- vil v) (0.73) 
para todo u, v E V. 
(i v) A é limitado se, e somente se, A leva subconjuntos limitados de V em subconjuntos 
limitados de v~. Assim, existe uma constante M > O tal que j (Au, v) !~ M quando 
j[uj[v::; c e jjvjjv::; 1, para alguma constante c> O. 
(v) A é hemicontínuo se, e somente se, dados u, v, w E V a função f: IR----+ IR definida por 
f(t) = (u + tv, w), é contínua. 
(vi) A é coercivo se, e somente se, fixado v E V temos 
(Au- Av, u- v) 
.'..:.:.::,.,_:_:.:.c.::,.,-"-'- ~ +oc quando llullv ~ +oo. llu- vi! v (0.74) 
TEOREMA 0.6. Se A : V ---;. v• é um operador monótono, limitado, hemicontínuo e coer-
civo, então A é sobrejetivo, isto é, dado f E \'* existe u E V tal que (Au, v) = (f, v) para todo 
v E V, ou seja, Au = f. Se .4 é estritamente monótono, entã.o u é único. 
Vamos resolver o seguinte problema com a técnica exposta acima. 
EXEMPLO 1. Dada f E w-l,::](O, 1). existe uma única solução u E W~'2 (0, 1) verificando 
{ 
-u
11 + u =f em 
u(O) ~ u(l) ~O. 
De fato, definamos A: Wl'2(0, 1)-----+ w- 1•2(0, 1) por 
(0, 1) 
(.4u, v) = lo1 (u'v' + uv )dt 
para toda v E W~'2 (0, 1). É claro que A. está bem definido e que 
11 
(0.75) 
(0.76) 
(0.77) 
logo A é fortemente monótono. A limitação de A também é clara. Seja Un uma seqüência em 
Wl'2 (0, 1) tal que Un- nem Wo1'2 (0, 1). Dado v E wJ·::!(O, 1) temos (Aun, v} - (Au, v), logo 
A é hemicontínuo. Como 
(.4u- Av, u- v) 
li _ li :0: c I lu- vl!w~·'(o,r)• 
u v wJ·2(0,l) 
(0.78) 
obtemos a coercividade de A. Portanto, o problema acima possui uma única solução. 
Se modificássemos as condições de contorno do problema (0.75), poderíamos adotar um 
outro procedimento para solucioná-lo. 
EXEMPLO 2. Dada f E W 1•2 (0, 1)*, existe uma única solução u E W 1•2(0, 1) verificando 
{ 
-u" + u ~f em (0, 1) 
u(O) ~a, u(1) ~ b (0.79) 
O resultado seguinte nos permitirá solucionar o problema acima de maneira um pouco 
diferente. 
TEOREMA 0.7. Seja K # 0 um subconjunto fechado e convexo de V. Se A: K C V- V' 
é um operador monótono, limitado, hemicontínuo e coercivo, entÃo dado f E V* existe u E K 
tal que (Au, v- n) _::::: (f, v- u.) para todo v E V. Ressaltamos que neste caso as definições 
(i)- (vi) devem ser reformuladas levando-se em conta que agora o domínio de A. é o conjunto 
K. 
Podemos resolver (0.79). Seja K ~ W~'2 (0, 1) +h, onde h(t) ~a+ t(b- a). Definamos 
A: K.......,. W 1•2(0, 1)* por 
(Au, v) ~lo' (v' v'+ uv )dt (0.80) 
para toda v E W 1•2(0, 1). Claramente, K é fechado devido a inclusão W 1•2(0, 1) ._ C 0[0, 1] ser 
compacta. Com efeito, se UnE K e 1111 __,. u em W 1•2 (0, 1), então u E K. Pois u E W 1•2(0, 1) e 
como Un __,. u uniformemente, temos un(O) __,. u(O) e un(1) ........ u(l). É facil ver que [{é convexo. 
Analogamente a (0.76), temos A bem definido, fortemente monótono, limitado e hemicont.ínuo. 
Fixado v E TV 1·2(0, 1), temos 
(.4u-Av,u-v) 
llu- vllwuco.t) ~ +oo quando (0.81) 
12 
Logo .4 é coercivo. Portanto, existe uma única u E W 1·8 (0, 1) tal que {Au, v- u) 2_ (f, v- u) 
para toda v E l-V 1•2(0, 1). Tomemos v = u ±w com w E WJ•2 (0, 1). Logo (.4u, w) = {f, w) para 
toda w E W~·2 (0, 1). Portanto u satisfaz -u11 + u =f fracamente eu E K. Logo ué de fato 
solução de (0.79). 
Ao invés de utilizarmos o Teorema 0.7 para resolver (0.79), poderíamos ter considerado o 
problema transladado por h(t) =a.+ t(b- a), isto é, fazendo u = z +h em (0.79) obtemos 
{ 
-z11 + z =f+ h 11 - h em (0, 1) 
z(O) ~ z(l) ~O. (0.82) 
Utilizando o Teorema 0.6, é possível encontrar ;.: E wJ•2(0, 1) satisfazendo (0.82), isto é, 
u =:::+h E W 1•2(0, 1) satisfazendo (0.79). Os dois tipos de procedimentos utilizados parare-
solver (0. 79) nos servirão de inspiração para resolvermos outros problemas elípticos em situações 
mais gerais posteriormente. 
Os resultados 0.2. 0.3, 0.4 e 0.5 foram provados em [Va] para para o caso em que L é 
o laplaciano. Em particular, a versão do nosso Teorema B em [Va] é bastante geral, pois 
u E Lloc(O.), lá. Aqui, exigimos u E W1~·:(n) ou u E W1~~G(O), porque L é um operador mais 
geraL Ainda em [V a], é mencionado sem demonstração que os resultados 0.2 e 0.3 são válidos 
para o p-laplaciano. A observação de que f pode ter qualquer comportamento no oo no segundo 
caso do Teorema 0.2, só é levada em consideração no caso do laplaciano. 
Uma versão elo nosso Teorema 0.2 foi provada em [DiSaTh] somente para o caso em 
que u E C 1(0) e para um operador um pouco mais geral que o p-laplaciano, mas que não 
inclui o nosso. Precisamente, o operador estudado em [DiSaTh] tem a forma (0.1) e satisfaz 
uma condição local, isto é, para todo subconjunto compacto K C IRN existe uma constante 
c~ c(K) > O tal que 
N 
2)aJC'I)- a;(ry'))(t/;- ·q;) 2: c I 17- q' IP (0.83) 
j=l 
para todo "1], 11' E K e algum 1 < p < oo. Isto dá origem a um operador localmente fortemente 
monótono entre um espaço de Sobolev e o seu duaL isto é, dadas u1, u2 E W 1'P(B), onde 
B C IRN é uma bola, temos a seguinte estimatiYa 
(0.84) 
se y(l 'V ui I)'Vui E Lp·-l(f.!), i= 1, 2 ou se assumirmos (0.9). Em geral, o nosso operador L não 
é localmente fortemente monótono. Das condições (0.6)-(0.9), deduzimos que 
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LN( () ( '))( ')> { [q-ry'['(,+[ry[+[ry'[)P-
2 para l<p:S2 a-ry -a· ry ry·-1]· c 
j=l J J J J - I '17 -r/ IP para 2 .:; p < oo. (0.85) 
para algum ' E [0.1] e todo ·ry, ·ry' E IRN Usando ainda (0.6)-(0.9), dadas Uj, u, E W 1·P(fl). 
temos 
> c { I[Vur- Vu,[[fl"l(" + [[Vur[[Le(n) + [[Vu,[[Le(n))P-2 para 
- I[Vu1- Vu2[ir_, 101 para 
l<p:S2 
2 :::; p < 00. 
(0.861 
(0.87) 
Por exemplo, o p-laplaciano é localmente fortemente monótono se p 2: 2, mas nao é local-
mente fortemente monótono se 1 < p < 2, como pode ser constatado em (0.87). Além disso. 
quando estamos trabalhando nos espaços de Orlicz-Sobolev, nosso operador L não é localmente 
fortemente monótono, basta observar nas demonstrações dos lemas e teoremas referentes às 
condições (0.29)-(0.31). Uma propriedade de L que nos auxiliará é a sua coercividade, expressa 
por (0.87), quando assumimos (0.6)-(0.9). Sob (0.6)-(0.7) e (0.29)-(0.31), a coercividade de 
L se segue de uma propriedade relacionada com a J'vr -funçiio G que define o espaço de Orlicz-
Sobolev W 1·G(íl). 
Um resultado parecido com o do Teorema 0.3 não é mencionado em [DiSaTh]. É fácil 
verificar que um raciocínio análogo ao das demonstraçôes dos Teoremas 0.2 e 0.3 se aplica às 
condições estudadas em [DiSaTh], entre elas (0.83). 
Os resultados apresentados até agora generalizam aqueles obtidos em [V a] e [DiSaTh], pois 
consideramos uma classe maior operadores e porque as funções u satisfazendo (0.4) são menos 
regulares e pertencem a espaços de funções mais gerais. Isto faz com que as demonstrações dos 
nossos resultados não sejam meras aplicações diretas das técnicas usadas em [Va] e [DiSaTh]. 
Além disso, os Teoremas 0.4 e 0.5 não decorrem dos Teoremas 0.2 e 0.3~ pois a abordage:n 
através dos espacos de Orlicz-Sobole;: traz dificuldades diferentes e inerentes à teoria desses 
espaços. Sendo assim, a ;:erificação dos Teoremas 0.4 e 0.5 exige uma abrangência e uma gama 
de resultados muito maior do que para se provar os Teoremas 0.2 e 0.3. Nos capítulos 1 e 2 
abordaremos detalhadamente tudo o que foi mencionado até agora. No início do capítulo 1, 
faremos uma breve introdução à teoria dos espaços de Orlicz-Sobolev. 
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No Capítulo 3, apresentaremos uma aplicação dos princípios de máximo forte. Dada uma 
função f : n X [0, 00) ___.. IR suponhamos que 
e 
f(x, r·) 
g(r) 
f(x, ,) E C 0 [0. oc) para q.t.p. x E fl, (0.88! 
J(.,r) E L00 (D) para todo r 2' O, (0.89! 
é estritamente decrescente em (0, 00) para q.t.p. X E fl (0.901 
f(x,r):::;; Blg(1·) -f-{)'2 para q.t.p. X E n, todo r?: o e constantes fh,fJ'2 >O. (0.91 1 
Consideremos o problema de Dirichlet quase linear 
{ -Lu~ f(x,u) em D u 2:: o and n :t o em n 
u=O em 8!1 
(0.921 
onde n c IRN, N ;::: 1, é um domínio limitado com fronteira 80, de classe C2. 
TEOREMA 0.8. Se L satisfaz (0.6)-(0.9), então (0.92) tem unicidade de soluc;ão em VF~'P(í!) 
Se substituirmos (0.8)-(0.9) por (0.29)-(0.31), a unicidade de solução é em wt·G(D). 
Este resultado foi provado em [Brüs] para o caso em que L é o laplaciano. Em [DiSaj o 
mesmo problema é estudado para o p-laplaciano, e um resultado semelhante é obtido atra,·és 
-Ll. u 
de uma desigualdade advinda da monotonicidade de __ P_l , a chamada Desigualdade de Diaz-
uJ'-
Saa. As técnicas apresentadas em [BrüsJ e [DiSa] nào se aplicam ao nosso caso. No intuito de 
provarmos o Teorema 0.8, utilizaremos algumas t.écnicas do Cálculo das Variações, presentes 
em [Dal] e [Da2]. Definimos o funcional 
i!>(w) ~ Jna([17G- 1 (w) l)dx (0.93) 
em L 1(0). O ponto crucial é mostrar a convexidade de <P. Em [DiSa], temos G(t) = tP e 
' c-1 (t) = tv. Isto facilita a utilização da desigualdade de Hõlder numérica no integrando de<!>. 
Dessa maneira, prova-se que ~ é convexo. No nosso caso~ G e c-I podem não ser potêr::.cias. 
Ademais, a Desigualdade de Hõlder não funciona bem para funções convexas quaisquer. Isto 
motiva a adoção de outros procedimentos para se provar a convexidade de~. Primeiramente, 
mostramos que <P é sequencialmente semicontínuo inferiormente na topologia fraca de L1(.0). 
Assim, dada uma seqüência em L 1 (0) tal que un ____,._ u em L 1(0), então 
(0.94) 
Em segundo lugar, utilizamos a semicontinuidade para provar a convexidade de <P. Dadas 
a, b E L 1(0), satisfazendo algumas propriedades adequadas que introduziremos depois, e um 
número O < À < 1, construímos uma seqüência Un tal que 
Un ~ u = Àa + (1- .X)b (0.95) 
il>(un) ~.\i!>( a)+ (1- .\)il>(b). (0.96) 
Dessa maneira, 
il>(u) :S liminf il>(un) ~.\i!>( a)+ (1- .\)i!>(b). 
n~-r-oo 
(0.97) 
A unicidade de solução do problema (0.92) se segue da positividade da expressão envolvendo a 
derivada de Gâteaux de <P em dois pontos. Assim, como conseqüência da convexidade de <P e 
das hipóteses (0.89)-(0.91) sobre j, dadas u 1 e u2 soluções de (0.92), temos 
O::; (ii>'(G(ul))- ii>'(G(n,)), G(ul)- G(u2 )) ~ (0.98) 
(0.99) 
~ f (f(x, u,) - f(x. n,)) (G(uJ- G(u2))dx < O, Jn g(u1 ) g(u2) (0.100) 
resultando num absurdo. 
A utilização dos princípios de máximo forte fica embutida nos passos intermediários da 
demonstraçã.o dos resultados citados acima. Dada'l u1 e u2 soluções de (0.92), temos u 1 > O e 
Ot:.i Ou· 
U'} > o em n e ~v· > o e - 1 > o em ao. Isto permite concluirmos que existem constantes 
u ôv u, 
m 1, m 2 > O tais que O < m 1 :::; :::; m 2 em O. Esta limitação é um aspecto importante na 
Uo 
demonstraçào do Teorema 0.8. 
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CAPITULO 1 
-SUPER-SOLUÇOES EM ESPAÇOS 
DE SOBOLEV 
1.1 OS PRINCÍPIOS DE MÁXIMO 
Neste capítulo estudaremos alguns princípios de máximo forte para super-soluções fracas 
de uma classe de equações elípticas quase lineares. Provaremos também uma propriedade de 
continuação não-única relacionada com tais equações, que impede a existência de princípios de 
máximo forte. Com isso, generalizaremos alguns resultados presentes em [DiSaTh] e [V a], para 
uma classe mais ampla de operadores e para funções u com menos regularidade. O operador 
com o qual iremos trabalhar tem a seguinte forma: 
Lu~ div(l'(l \lu I) \lu) 
e a função u satisfaz à desigualdade 
-Lu+ f(u) 2: O 
de maneira fraca (ou em D'(O)), isto significa que 
lo {1'(1 \lu I) \lu· \/v+ .f(u)v)d"· 2: O, 
para toda funçào v E D(D) := Cgc'(O) e v_;:::: O. 
Quando 1.p(t) = I t IP-2 , com 1 < p <co, o nosso operador L se torna o p-laplaciano 
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(Ll) 
(1.2) 
( 1.3) 
(1.4) 
As funções 
são definidas para j = l, · · ·, N e todo TJ E If~N. Impomos ao operador L as condições rela-
cionadas com a teoria de regularidade de [DB], [Li!], [To1] and [To2]: 
a;(O) ~O (1.6) 
t li3a;(ry)l :S '12('+ I ry l)p-2 (1.9) 
i,j=l àry, 
para algum K E [0, 1], constantes ')'1 >O e "/'2 >O, para todo 1J E JRN \{O} e todo Ç E IRN. 
A elipticidade do operador L é dada por (1.8) e a condição (1.9) é uma restrição de 
crescimento. As condições estruturais (1.6)-(1.9) são sar.isfeitas pelo p-laplaciano e pelo seguinte 
operador 
(110) 
onde 1 < p < oo, veja (0.63). Notemos queM se comporta assintoticamente como o laplac1ano 
se I \lu I está perto de O e como o p-laplaciano se I V'u I está perto de oo, veja (0.33)-(0.40). As 
condições (1.6)-(1.9) são motivadas pelo comportamento do p-laplaciano, (0.12). Desse modo, L 
e M podem ser considerados como sendo uma perturbação do p-laplaciano. 
Definamos 
g(t) ~ ';?([ t l)t (UI) 
para tE IR. Notemos que se ry ~ (t, O,···, O) e E,~ (1, O,···, 0), então (1.6)-(1.9) implicam na 
seguinte estimativa unidimensional 
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(1.12) 
para t i- O, 
g(O) ~ O (1.13) 
e 
g E C1(1R\ {O}) nC0 (1R). (1.14) 
Logo cp(t) >O para t >O, g é estritamente crescente para t 2: O e sua primitiva 
G(t) ~ lg(s)s ds (1.15) 
é estritamente convexa para t 2: O. Observemos também que g está definida para todo t E IR, 
é ímpar e bijetiva. 
Em muitas ocasiões utilizaremos a teoria dos operadores monótonos como aparece em 
[Bro] e [Lio], esboc;ada nos Teoremas 0.6 e 0.7, portanto assumiremos que existe um 
f E (O, +oc) tal que 
.f: [0, €]----+ IR é uma função contínua, não-decrescente com f(O) =O. (1.16) 
A definição local de f será subatituída, às vezes, por extensões adequadas a [0, +oo) ou 
IR. Também suporemos que 
f(so) ~O (1.17) 
para algum so E (O,~:'! ou, no caso em que 
f(s) >O (1.18) 
para t.odo 8 E (0. P], .suporemos 
(1.19) 
onde 
,, 
F(t) ~ }
0 
f(s)ds (1.20) 
x(t) ~ r(t)- G(t) (1.21) 
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e 
r(t) = g(t)t (1.22) 
para t 2: O. Observemos que x é estritamente crescente para t >O por (1.12). 
Se supusermos que 
(1.23) 
para algum 8 > O, ao invés de (1.19), provaremos um princípio de continuação não-única. Por-
tanto, (1.19) é uma condiçào necessária e suficiente para termos princípio de má.ximo forte. 
Seja 0 C IRN, N ~ 1, um domínio qualquer. Nossos principais resultados são os seguintes. 
TEOREMA 1.1. Suponhamos que (1.6)-(1.9) e (1.16)-(1.19) sejam satisfeitas e seja 
u E C 1 (!1) tal que -Lu+ f(u) 2: O em V'(r!o,"), onde r!o,, = {x E r! : O < u(x) < z} 
Se u 2::: O em n, entfio ou u _ O em D ou para todo conjunto compacto X c n exi:ste uma 
constante c= c( X)> O tal que u. 2: c em X. Em particular, se 1.t se anula em um subconjur.to 
de medida positiva de n, então u = o em n. 
O resultado acima pode ser generalizado para super-soluções menos regulares. 
TEOREMA 1.2. Suponhamos que (1.6)-(1.9) e (1.16)-(1.19) sejam válidas com [0, x) em 
' (1.10). Seja u E W1;·:(0),u :2: O q.t.p. em O,u ~O em D satisfazendo f(u.) E Lfoc(.0) e 
-Lu+ f(u) 2:: O em 1Y(O). Dado um conjunto compacto X C O, existe uma constante 
c= c(X) >O tal que u ~c q.t.p. em X. Em particular, seu se anula em um subconjunto 
de medida de Lebesgue positiva de D, então n =O q.t.p. em D. Seu E VV1~(0) n L 00 (0): a 
hipótese (1.16) pode ser formulada com € = Jl~~-liL=(D), dessa maneira, f(u) E L00 (f2). 
OBSERVAÇÃO. Se nos teoremas acima u E L'Xl(fl),u+ 9É O eu- ;fõ. O, então ou u = infu ou 
" u > infu em .0. Notemos que no Teorema 1.1 e no segundo caso do Teorema 1.2, a função f 
" pode ter qualquer comportamento no oo. 
TEOREMA 1.3. Suponhamos que exista um ponto xo E 30 satisfazendo à condição de 
esfera interior e seja B uma tal esfera e v o vetor unitário normal interior em xo. Se u satisfaz 
às hipóteses do Teorema 1.1 e, além disso, u E C 1 (D U {x0}) e u(x0 ) =O, então existe uma 
constante a > O tal que 
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ou.(xo) 
ôv ~ a. (1.24) 
Se u satisfaz às hipoteses do Teorema 1.2, então existe uma constante a > O tal que 
u(x) 
ess lim inf ( ) 2:: a. 
"',,"~';,o X - Xo • V 
(1.25) 
OBSERVAÇÃO. Os teoremas acima são válidos em nma situação mais geral. Se trocarmos 
-Lu+ f(u) 2: O por -Lu+ d(x)f(u) 2: O com 
dE LJ:(O) e d :2 O q. t.p. em 0, então uma simple'l adaptação dos argumentos da demonstração 
desses teoremas fornece as mesmas conclusões. 
Construiremos <L seguir uma soluç.ão anulando-se em um conjunto de medida de Lebesgue 
positiva. Quando a condição (1.19) não é satisfeita, então temos a seguinte versão de um 
princípio de continuação não-única para pontos da fronteira do domínio, ao invés do principio 
de máximo forte. 
TEOREMA 1.4. Suponhamos que (1.6)-(1.9), (1.16) e (1.23) sejam válidas, então para todo 
XQ E &(IRN \ D) c an e todo R> o existe uma função u E C'1(0) tal que u 2:: o em o, ui= o 
em O e Lu E L 00 (0) satisfazendo -Lu+ f(u) =O q.t.p. em Q eu= O em .Q \ BR(xo). 
Para pontos no interior do domínio temos a seguinte versão. 
TEOREMA L5. Suponhamos que (1.6)-(1.9), (1.16) e (1.23) sejam satisfeitas e que N 2: 2. 
Seja AR = B R(O) \{O} C IRN. Se existe w E C1 (AR), w > O em AR, w é radialmente simétrica, 
satisfazendo -Lu+ f(u) = O em D'(AR) e w(x) ......-. +oo quando I x j-+ O, então para todo 
xo E O existe u E C 1 (0), u;::: O em 0 eu o;j. O em O tal que Lu E L00 (0) (ou Lu E LI:,( O) com 
[0, +oo) em (1.15)), -Lu+ f(u) ~O q.t.p. em !1 eu~ O em !1 \ BR(x0 ). 
Nas demonstrações dos Teoremas 1.1, 1.2 e 1.3 usaremos a teoria dos operadores monótonos 
e uma construção semelhante àquela empregada no Princípio do Máximo de Hopf. Em síntese, 
seu se anula em algum ponto de n, construímos uma subsolução 'V, isto é, -Lv + f(v) ;::: O 
em D'(O), que se anula em algum ponto x E n e possui gradiente não-nulo em x. Nossa argu-
mentação se segue por contradição através da utilização de um princípio de comparação fraco. 
A construçào da funçào nos Teoremas 1.4 e 1.5 é felta invertendo-se (1.13). 
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Os problemas não-lineares aqui tratados têm como origem a Geometria Diferencial, reações 
químicas, fluídos não-newtonianos e fluxo através de meios porosos, veja [Di] e as referências 
nele contidas. A condição (1.23) está relacionada com um balanço entre a difusão dada por :p 
e o termo de absorção f. 
1.2 RESULTADOS PRELIMINARES 
Consideremos a função 
(1.26) 
onde 1 < p < oo, definida para t ~O. ~1ultiplicando-se (1.12) por t 2: O, uma integração por 
partes fornece 
para t 2: O. Logo 
f [x~ 1 (F(s))( 1 ds ~ oo lo+ 
é equivalente a (1.19). Quando;;.= O, (1.26) se torna 
(1.27) 
(1.28) 
(1.29) 
Se f(t) ta e L é o p-laplaciano, a função X é dada por x(t) 
= (1- ~)tP, logo (1.19) se torna (1.28). Assim, se p < a+ 1 temos (1.28), e se p 2: o:+ 1 
temos 
(130) 
A condição 
(1.31) 
para algum 6 >O, é usada para se ohter um princípio de continuação não-lÍnica em [V a]. 
Observemos que se 
f'[x;'(F(s)Jr 1ds < oo lo · (132) 
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para algum 8 > O, então (1.23) e (1.32) se tornam equivalentes por (1.27). As expressões en-
volvendo x"' são mais simples de serem verificadas na prática , mas é mais fácil de se trabalhar 
nas demonstrações dos resultados com X· 
Antes de provarmos os teoremas, precisaremos de algum; resultados preliminares. Seja 
D C JRN, N :2: 1, um domínio qualquer. 
É fácil ver que L é um operador monótono, mas de fato ele possui uma propriedade mais 
forte. 
LEMA 1.1. Suponhamos que (1.6)-(1.9) sejam válidas e que O seja limitado. O operador L é 
coercivo, no sentido de que dadas u1, u2 E W 1,P(D) a seguinte relação é satisfeita para alguma 
constante c= c(p, 11) > 0: 
2: c { IIVu,- Vudl~'(n)(K + IIVu,llv(O) + IIVuoiiL'(OJ)'-' 
IIVu,- Vu,IIL,(O) 
Demonstração. Por (1.6)-(1.8) e seguindo-se [Tol] temos 
N 
~(a;(~)- a;(~'))(~;- ~j) ~ 
j=l 
para 
para 
N 1 N 8 
"lo" a, ) ']( ') ( " ~ L, L,-. -[t~ + (1- t ·~ ~i- ~i dt ~j- ~j) ~ 
j=l o i=l arli 
Sem perda de generalidade podemos supor que I 'f} 1::;1 'f/ 1 1. Assim, 
~I ry- ry' 15 n I try + (1- t)ry' 1<: "+I ry I+ I~, I 
para t E [O. 1/4], então 
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(1.33) 
1 < p ~ 2 
2 5 p 5 oc. 
(1.35) 
(1.36) 
(1.37) 
(1.38) 
(139) 
(1.40) 
(1.41 I 
(H2) 
>c { 
(K+ ] 'I ] + ] ry' IJP-2 pam 1 < p S 2 
I 17- '1] 1 jP-2 para 2 ::; p < oc. (U3) 
Logo, 
Agora procederemos como em [GIMa]. Suponhamos que 1 < p < 2. Pela desigualdade 
vetorial anterior, temos 
c] V'u1- Vu, !2S [V"(] V'u1 I)Vul- 'f(] Vu, IJV'uo] · (Vu, - V'uo)(K+ I V'u1 I+ I Vu, !) 2-p 
(145) 
Como 
(1.46) 
(1.47) 
por (1.9). Observemos que a condição advinda da integração de (1.12) faz com que a aplicação 
de Niemytskii u. ~--+ 'f(lul)u de LP(O) em LP'(O) esteja bem definida, seja contínua e limitada. 
A seguinte expessão está bem definida 
Aplicando-se a desigualdade de HO!der obtemos 
(1.50) 
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' :; u~ [I"( I \7 u, ll ""' -1"(1 'Ju, [)\7 u,]· ('Ju,- 'Ju,)dx }' 11 K+ I 'Ju, I + I \7 u, IIIY(~')). (1.51) 
Portanto, 
O caso 2 ::::; p < oo não oferece difict1ldade alguma e se segue diretamente de (1.44). O 
~o presente trabalho assumiremos por definição que u ::::; O em 80 se, e somente se. 
u 7 E W0
1
'P(O) . .:\fecessitaremos do seguinte princípio de comparação fraco. 
LEMA 1.2. Suponhamos que (1.6)-(1.9) e (1.16) sejam satisfeitas com f estendida a IR de 
maneira contínua, não-decrescente e limitada. Seja u1, u2 E W 1·P(O) com O limitado. Se 
(1.54) 
e u 1 ::; u2 em 80, então u1 ::; u2 q.t.p. em n. 
Demonstração. A função (u.l- u2)+ pertence a w~·P(O) porque U}::; u2 em an. Logo 
(1.55) 
(1.56) 
Usando a estimativa (1.34) obtemos V'(u1 - u2)-.- = O q.t.p. em {u 1 > u2}. Então 
IIV'(ul- u2)-r-llw~·P(n) = ll(nt- u2)'!1LP(Ol =O, logo Ut ::S 11.2 q.t.p. em O. O 
O seguinte problema de E.D.O. nos permitirá construir a subsolução desejada. 
LEMA 1.3. Suponhamos que (1.6)-(1.9) sejam satisfeitas em dimensão 1. Suponhamos 
também (1.16)-(1.19) e que f está estendida a IR de maneira contínua e não-decrescente. Para 
quaisquer constantes reais positivas k1, k2, Te a. existe uma solução única u = u(r, k1 , k2, T, a) E 
C 2(0, T] n C 1 [0, T] do problema 
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{ 
-(<p(] u'(r) ])u'(r))' + k,<p(] u'(r) ])u.'(r) + kzf(u(r)) =O em (0, T) 
u(O) =O, u(T) =a (L57) 
Além disso u, u1 2: O in [0, T], u 11 2: O em (0, T], u'(O) >O e O< u(r) <a para O< r< T. 
Demonstração. O problema (1.57) é equivalente ao problema 
{ 
-(e-h'l"(] u'(r) ])u.'(r))' + k2e-k"f(u(r)) =O em (0, T) 
u(O) = O, u(T) =a (L58) 
Iremos solneioná-lo atraveS da desigualdade variacional como em [Bro] ou [Lio], veja os Teoremas 
0.6 e 0.7. Assim definimos o operador A_ : K -----> W 1·P(O, T)* no subespaço afim K = lFJ-·P(O, T)-;-
h C Mll,P(O, T), onde+ denota a soma vetorial, h(r) = 
de W 1·P(Q, T). Para cada u E K definimos 
a 
Tr e W 1·P(O, T)* e o dual topológico 
para todo 11 E W'·P(O, T), onde c·) denota o par de dualidade entre W1·P(O, T) e H,j·P(O, T)', 
A fórmula de A está bem definida e A é limitado devido a (1.12) e pela inclusão Hl1·P(Q, T)--. 
C 0 [0, T]. É fácil ver que K =1- 0 é convexo e fechado pela compacidade da inclusão anterior. O 
operador .4 é estritamente monótono e coercivo. De fato, pela monotonia de g(t) = ;ç(l t l)t, j 
e e-k1r e o Lema 1 temos 
(Au.- Av, u- v) ~ (L60) 
= loT e-k,r {li'(] u.' ])u.'- \I' (i v' ])v'](u'- v')+ k,[f(u)- f(v)](u- v) }ar 2: (1.61) 
(1.62) 
> -k,T { ]]u'- v']]l,(O,TJ(' + ]]u']]v(O,T) + ]]v']!v(o,TJIP-' para 1 < p <: 2 
- c e I] ' ']]P ? 
, 1..1 -v LP(O,T) para ~ ..:; p < oc. (L63) 
Logo, (An-Av.u-v) 2 Oparatodou,v E K, e (Au-Av,u-v) =O se. e somente se, 
u = v'"" O, porque (1.63) implica qt1e u.(r) -v(r) é constante. Como u(r)- v( r) é contínua 
e u(O) = v(O) = O, temos u(r) = ·v(r) = O em [0. T]. Logo A é estritamente monótono. 
Mantendo-se v= h fixado e observando que llullwl.P(O,T) e l!u'IILP(O,T) são equivalentes em K, 
temos 
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(Au - Ah, u -h) , 
11 
, li ~ +oo quando llu IID>(O,T) ~ +co, u E K, 
U - h' LP(O,T) 
(1.64) 
porque llu'IIL>(O,TJ 'S llu' - h'IIL>(o,T) + llh'IIL>(o,r), para 1 < p < oo e llu' - v'IID>(O,TJ 'S 
::; c j]u' -v'IIL2(0,T) pois 1 < p::; 2 para alguma constante c> O. A coercividade está provada. O 
operador A é hemicontínuo. De fato, se Un é uma seqüência em K e un --+ u em W 1.P(O, T), então 
u E I< e podemos assumir que a convergência é uniforme, pela inclusão W 1·P(O, T) <--T C 0 [Q, T]. 
Assim, para todo v E K temos 
(Aun- Au,v) ~ foTe-k"{['P(I u~ l)u~- 'f'( I u' l)u']v' + k,[f(un)- f(u)]v)dr ~O, (1.65) 
porque a primeira parte da integral tende a O pela continuidade da aplicação de Niemytskii 
u ~ :p(j u j)u de LP(O, T) em LP' (0, T) e o segundo termo tende a O pela convergência uniforme. 
Concluímos que exist.e uma ünica u. E K que verifica 
(Au, v - u) ~ !oT e-hT { 'P' (I,/ l)u' (v' - u') + kof ( u) (v - u) }dr ~ O 
para todo v E K. Tomando-se v = u ± w com w E W~'P(Q. T) obtemos 
(1.66) 
(L67) 
para todo w E wJ·P(O, T). Portanto (1.58), e conseqüentemente (1.57), possui uma única 
solução u E K. A regularidade deu se segue através de um argumento do tipo bootstrap. L' ma 
idéia similar à da demonstração do Lema 1.2 e usando a desigualdade (1.55)-(1.56), vemos que 
u _:::O em [O, T]. Integrando-se e aplicando-se a inversa de g(t) = ~P(] t l)t em (1.58) obtemos 
(1.68) 
para O ::; r ::; T. Levando-se em conta (1.7) concluímos que u E C 1[0, T]. E, a fortiori, 
u E C 2(0, T] por (L68), Se 'P(I u'(O) l)u'(O) < O, então u'(O) < O, implica em u < O numa 
vizinhança (0, 8), o que é uma contradição. Logo (1.68) implica que u' _::: O em [0. T]. Como 
(v/(u')u' + :p(u'))u" = (tp(u')u')'?: O em [O, T] por (1.12), temos u11 _:::O em (0, T]. 
Resta provar que u'(O) > O. Primeiramente, assumiremos (1.18)-(1.19). Suponhamos 
por contradição que u'(O) = O. Seja To E [O, T] o maior valor no qual u se anula. Claramente, 
O:=; To < T, u(r) > O em (To, T], u'(To) = O eu é uma bijeção de [To, T] em [0, a]. Multiplicando-
se (1..58) por u' e reescrevendo temos 
(r(u'(r)))'- k 1r(u'(r)) ~ k2(F(u(r)))' + (G(u'(r)))' (1.69) 
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para T0 :::; r:::; T. Integrando-se (1.58) obtemos 
e-klr t.p(u')u' = k2 r e-kltf(u)dt lr, 
para T0 :$r:$ T. Usando a monotonia de e-k1r e f obtemos 
(1.70) 
(1.71) 
para T0 :$ r :$ T. Multiplicando-se a expressão acima por u' obtemos a seguite estimaÜ\'a 
f(u'(r)) ~ c:
1
2 (F(u(r)))' (1.72) 
para T0 :::; r:::; Te alguma constante c= c(T) >O. Juntando-se (1.72) e (1.73) obtemos 
(r(u'(r)))'- (G(u'(r)))' <õ c(F(u(r)))' (1.73) 
para To:$ r:$ Te alguma constante c= c(k1 , k2, T) >O. Integrando-se temos 
x(u'(r)) <õ cF(u(r)) (1.74) 
Conseqüentemente, 
(1.75) 
uma contradição. 
Suponhamos agora que f satisfaz (1.17), então f(s) =O para O:$ s :$ s 1 onde .s-0 :$ s1 ::; € 
e s0 é o maior número tal que f se anula. Pelos cálculos anteriores (1.58) tem uma única solução 
u E C 2 (0, T] n C 1[0, T] tal que u, u' 2 O em [0, T] eu" 2 O em (0, T]. Então 
e-k,r\"(u'(r))u'(r) ~ sv(u'(O))u'(O) (1.76) 
para O .::; r :::; T' e algum T 1 ::; T. Existe uma constante M > O tal que O ::; u(r) ::; M para 
O :$ r :::; T. Se M :$ s1, então f(tt) = O em [O, T] e fazemos T = T', logo existe r* E [0, T] 
tal que u'(r*) > O, então u'(O) > O por (1.76). Se Af > s1 , então J(u) =O em [O, T'], onde 
u(rt) = s1 e T' < T. Como u'(T1) > O, por (1.76) temos u'(O) > O. A demonstração está 
completa. O 
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-1.3 DEMONSTRAÇAO DOS TEOREMAS 
Demonstração do Teorema 1.1. Se Oo,.:: = 0, então u 2: ~:: > O em O, logo o teorema 
é válido. Se .Oo,e f= 0, suponhamos por contradição que existe X E 0 tal que u(X) = O. 
Então é possível encontrar dois pontos x 1, x2 E O e uma bola B = Bn(x2) CC O tal que 
x 1 E 8B, u(xt) = O e O < u(x) < E em B. Observemos que V'u(xl) = O. Considere o anel 
Y = { x E .O : R/2 <I x - x2 I< R} com R > O suficientemente pequeno de maneira que 
O< a ~ inf{ u(x) E IR 'I x- x 2 1~ R/2} <E. Seja r ~1 x- x, I para x E Y. Usando o Lema 
2(N- 1) N- 1 
1.3 e a expressão radialmente simétrica de L, se escolhermos k1 ;::: R ~ -r-, a funçào 
v(x) = v(r) = D.(R- r, k1, 1, R/2, a.) é uma subsolução C 2 em Y. Logo, -L v+ f(v) s; O q.t.p. 
em Y. De fato, 
Lv(.x) ~ ('P(I v'(r) j)v'(r))' + (N; 1)'P(I v'(r) j)v'(r) 2: (1.77) 
(178) 
~ f(v(r)) ~ f(v(x)) (1.79) 
paraxEY. 
Como ·u _:; u. em 8Y, aplicando-se o Lema 1.2 obtemos v :::; u em Y. Logo 
. . u(x1 + t(x,- xi))- u(x1 ) hmmf > 
t--->0+ t -
(1.80) 
. ii(xi + t(x,- xi))- u(xi) 
> lrm = 
- t--40-t- t 
(1.81) 
l. v(R- tR)- v(R) _-R i(O' _ ''(O) O lffi - 1, 1-U > 
t..--.0+ t 
(1.82) 
então \7u(xt) f= O, uma contradição. O 
Demonstração do Teorema 1.2. Pelo teorema de Fubini podemos selecionar uma bola 
B CC 0 tal que n 't O em 8B. Restringindo-se a funçào f a um intervalo [0, b]. Seu E L""'(D), 
podemos tomar b = G = llu!lvx:>(O} E'm (1.16). Estendamos f de maneira não-decrescente e 
limitada a IR. A função h = min(u, b) pertence a W 1,P(B) n L 00 (B). Consideremos o problema 
{ 
-Lw + f(w) ~ O in 
u.·=hon 
B 
8B 
o qual é equivalente ao problema transladado por w = ;:; +h 
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(1.8.3) 
{ 
-L(z+h)+f(z+h) ~ O 
z = O on 
m B 
àB (1.84) 
Raciocinaremos como no Lema 1.3 para solucionar (1.84). Definamos o operador A. 
Wti·P(B) ~ Wti'P(B)' por 
(Az, v)= J, {<P(I Vz +V h I)(Vz +V h)· V v+ f(z + h)v)dx, (1.85) 
para todo v E w~·P(B). As aplicações de Niemytskii 1J, 1-+ f(u) eu 1---> .:p(l u l)u de LP(B) em 
LP'(B) e (1.12) fazem com que A esteja bem definido e limitado. Seja z1 ,z2 E Hr~·P(B). Logo 
pela monotonia de f e o Lema 1. L obtemos 
li V z1 - V' zo IIJ.,(B) (• + I IV' zliiL>(B) + li V du(B) + 211V'hli L>(B))>-Z 
![\7zl- V'z2llir(B) 
Mantendo-se z2 fixo e fazendo llz1llwJ·r(B)--+ +oo obtemos 
(,.A"'"'-'" 1~-__.:_A:._z.;,' ':...z_.1_-___cz z"-) 
- -+ +oo. 
llz1- Z2llwt·P(B) 
para 
para 
(1.86) 
l<pS2 
2::s;p<oc. 
(1.88) 
(1.89) 
Entào A é est1itamente monótono e coercivo. Afirmamos que A é hemicontínuo. De fato, se Zn 
é uma seqüência em H'J•P(B) e Zn--+ zoem WJ•P(B), então para todo v E VVJ·P(B) obtemos 
(Azn- Azo, v} = (1.90) 
~ J, {['P(I V' Zn +V h I)(V' Zn +V h)- 'P(I V zo +V' h I)(V zo + '\7 h)l· V v+ [f(zn +h)- f(zo +h )jv )dx - O 
(1.91) 
em vista da continuidade das aplicações de Niemytskii u r----t ~P(I u l)u eu r----t f(u) de LP(B) em 
LP'(B), respectivamente por (1.12) integrada e a extensão acima de f. Os resultados em [Bro], 
[Lio], veja os Teoremas 0.6 e 0.7, mostram que (1.84) possui uma única solução em W~'P(B~. 
Assim, existe uma única w pertencente ao conjunto convexo e fechado K = W~'P(B) +h tal 
que 
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k{<P(I \i'w 1)\i'w\i'v+f(w)v}dx ~O (1.92' 
para todo v E wJ·P(B), isto é, w é a solução fraca de (1.83). Notemos que f(u) E U(B) e 
-Lu+ f(u) ~o em 1Y(B). Como w- h e {h- u)-t- =o pertencem a wci-·P(B), temos w::; u 
em &B. O Lema 1.2 fomece O :S w :S b q. t.p. em B, entã.o 10 E W 1·P(B) n L 00 (B). O resultado 
de regularidade de [DB], [Lil], [Tal] ou o Teorema 0.1, implica que w E C1~(B) para algum 
O < o: < 1. O Teorema 1.1 implica que w > O em B. I\ovamente, usando o Lema 1.2 obtemos 
w::; u q.t.p. em B. Logo, existe uma. constante c= c(B) >O tal que u?: c q.t.p. em B. 
Vale ressaltar que não as.<>umimos previamente que f está estendida a IR como nos lemas 
anteriores, porque w é a solução fraca de (1.83) com f definida apenas em [0, b]. 
Todo conjunto compacto X C S1 pode ser coberto com uma união finita Bx = B U Bl :....: 
· · · U Bm de bolas que se interceptam uma. a uma. Como u o:fo O na fronteira de toda bola B, 
para 1 .s; i _s; m, repetimos as idéias acima, solucionando (1.83) em cada bola Bi· Portanto. 
existe uma constante c= c( X) >O tal que u ~c q.t.p. em Bx. D 
Demonstração do Teorema 1.3. Se segue do Lema 1.2, Lema 1.3 e como no raciocínio em 
[Va]. Seja Y o anel como no Teorema 1.1, correspondente à bola da hipótese. Como antes 
-Lv + f(v) .s; o .s; -Lu+ .f(u) em y e v .s; u em 8Y. Como y toca em ao no ponto Io e 
v- u E Vll1~(0), transladamos Y ao longo de v trocando o centro x~ de Y por X:!+ óv para 
6 suficientemente pequeno e mantendo-se R fixo. O novo anel Yo é tal que Yo C c D. E como 
acima u(x) 2: v(x- óv) = ii.(R- I x- x1 - óv I, k1 , L Rj2, a.) q.t.p. em Y e k1 e a não dependem 
de 8. Fazendo 8 ___.. 0', usamos U'(O) > O para obter (1.2.5) como no final da demonstraçào do 
Teorema 1.1. O ítem (1.24) se segue como conseqüência. D 
Demonstração do Teorema 1.4. Primeiramente ahorda1·emos o caso N = L A função 
M(r) = fo"!x- 1(F(s))r 1ds definida em [O, 8] é invertível, então v(r-) = Af- 1 (r) é uma soluçào 
C1 Je 
{ 
-(<P(I v'(r) l)v'(r))' + f(v(r)) ~O 
v(O) ~ v'(O) ~O (1.93) 
definida em [0, I], onde I = fo5 !x- 1(F(s))r 1cls. Além disso v, v1 > O em (0: I]. Tomemos 
a E (0, I) e definamos a função wa(t) = v(-t +a) pam tE [o:- I,a] e wa(t) =O para t 2: a. 
Logo wa satisfaz à equação em (1.93) em [0, oo), é uma função C 1. Também é C 2 exceto pos-
sivelmente em t = a. Além disso Wa é estritamente crescente para O < t < a. Dado x 0 E 80 
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para todo O< a < I tal que a :::; R a. função u{x) = wa(l x- x0 I) é uma solução da equação 
em (1.93) em IR\ {xo} que se anula se, e somente se, I x- x 0 I~ a. 
Lidaremos agora com o caso N 2:: 2. Se x 0 E 8(IRN \ D) c 80 e R > O, existe x 1 f$ n tal 
que O < p = dist(:z: 1, O) < R/2. O problema estará solucionado se construirmos uma função 
u ~O satisfazendo Lu= f(u) em fRN\Bp(x 1) e tal queu(x) =O se, e somente se, I x-x 1 12:: b 
para algum b E (p, R/2). Consideremos o problema 
{ 
-(1'(1 z'(r) j)z'(r))'- N; 1 (<'(I z'(r) l)z'(r)) + /(z(r)) ~O em (p, a) 
z(p) ~ w.(p), z(a) ~O 
onde a = min(p +I /2, R/2). Seja A : K --+ W 1·P(p, a)* definida por 
(Az, v)~ {rN-1{>p(j z'(r) j)z'(r)v'(r) + f(z(r))v(r)}dr 
(L941 
(L95) 
para todo v E WLP(p, a) em K ~ wt·P(p, a) +h, onde h(r) ~ w.(p) (r - u) e K c 
a-p 
W 1·P(p, u). Pelo mesmo raciocínio do Lema 1.3, esse problema possui uma única soluçao 
z E C'[p, a) n C 1 [p, a] e z 2: O em [p, u], Seja z(T) ~ w0(T), Como -(l'(z'(,))z'(r))'-
N -1 
- 9(z'(r))z'(r) + f(z(r)) 2: O para p <r < u, Y(p) ~ z(p) e z(a) ~ z(u) se segue de 
r 
maneira parecida com o Lema 1.2 que Z(r) ~ z(r) para p < r < a. Como Z-'(u) = O temos 
z'(a_) = O e::: pode ser estendida por O para 1· 2:: a a uma solução em (p, oo). Definimos 
u(x) ~ z(l X- x1 I) para ,X E n e b ~ sup{r E [p, +ao) z(r) > O}(:S a) para obtermos o 
resultado desejado. D 
Demonstração do Teorema 1.5. Escrevendo-se r = I x I e integrando a equaçao 
(rN-11'([ w'(r) l)w'(r))' rN- 1f(w(r)) obtemos rli'-11'(1 w'(r,) j)w'(rc) > 
2:: r~·-l'P(I w'(rl) l)w'(ri) para O < r1 :::; r~. Suponhamos que w'(r) 2: O em algum intervalo 
(0, r'L então w (r) ::; w (r') para todo r E (O, r']. Isso contradiz a hipótese de que w (r) --+ +x 
para r--+ O. Portanto existe um R' E (O, T1] tal que w(R') <O. Podemos assumir que R= R'. 
então I'([ w'(r) i)w'(r) < O in (0, R]. Logo w'(r) < O em (0, R], Seja z a solução de (1.93) como 
z(a) =O < w(a) e -z'(a) = O < -w'(a) obtemos z(r) ::; w(r) enquanto ambas as funções 
estiverem definidas se r.:::; a. Estendendo z a (O, oo), a função u(x) = z(l x-x0 I) é exatamente 
a que precisamos. D 
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CAPITULO 2 
-SUPER-SOLUÇOES EM ESPAÇOS 
DE ORLICZ-SOBOLEV 
2.1 ESPAÇOS DE FUNÇOES 
O propósito desta seção é fazer uma breve introdução aos espaços de Orlicz e Orlicz-
Sobolev. Eles são generalizações dos espaços LP(D) e de Sobolev W 1,P(O), respectivamente. As 
referimcias básicas são os livros [KrRu] e [FuJhKu]. Há ainda as notas [Go2] e os artigos [DoTr], 
[Gol], [Coa] e [Go4]. Esses espaços surgem de maneira natural quando tratamos de problemas 
elípticos quase lineares cujo crescimento das funções envolvendo a parte principal do operador 
possuem crescimento não-polinomial, conforme [Gol]. Agora, nos concentraremos apenas nas 
definições e propriedades principais desses espaços. 
Os espaços LP(0,), onde 1 :::; p < oo, são formados por funções mensuráveis u : O ----+ IR 
tais que 
In I u(x) I' dx < oo. (2.1) 
A expressão 
llullmoJ ~ (Jn I u(x) i' dx); (2.2) 
define uma norma no espaço LP(n) . Nesta seção O será limitado. Se substituirmos a função tP 
das expressões acima, por uma funçiio <P(t) 2':_ O para t 2':_ O, denotaremos por L.'P(O) o conjunto 
das funções mensuráveis n : O ___,. IR t.ais que 
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1, <l>(lu(x)!)dx < oo. (2.3) 
Chamaremos .Cq,(n) de classe de Orlicz. Infelizmente a expressão 
<1>- 1 (1, <!>(lu(x) l)dx) (2.4) 
não define uma norma, em geral, mesmo que 1> seja convexa, exceto quando <l:l(t) = tP. Existe 
uma maneira de generalizarmos os espaços LP(O) através do caminho que delineamos. 
Dizemos que 
<!>(t) ~ la'cp(s)ds (2.5) 
definida para t ~ O é uma N -função quando :p : [0, +oo) ---+ IR é uma função satisfazendo às 
seguintes propriedades: 
cp(O) ~ O. (2.6) 
r.p(s) >O paras> O, (2
"' . ' I 
:.p é contínua à direita de qualquer ponto s ~ O, (2.8) 
r.p é não-decrescente em (0. +oc) (2. 9) 
e 
lim cp(s) ~ +oo 
s~+oo 
(2.10) 
Toda N -funçào W possui as seglmtes propriedades: 
<I> é convexa, (2 .11) 
<!>(o) ~o. (2.12) 
<I> (f)__,. +oo quando t--+ +x, (2.13) 
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e 
<!>(t) 
-- ----+ +oo quando t _____,. +oo 
t 
<!>(t) 
-- - +0 quando t ----+ +0. 
t 
Provaremos apenas (2.14) e (2.15). Como 
<!>(t) 1!o' lim -· ~ lim- <P(s)ds ~ <P(O) ~O 
t-o+ t t-o+ t o 
temos (2.14) e devido a 
<!>(t) 11' 11' 1 t (t) 1 (t) 
- ~- cp(s)ds?- , <p(s)ds? - 0.p ? = -<p - . t to t 2 t_ ~ 2 2 
(2.14) 
(2.1.S) 
(2.16) 
(2.17) 
temos (2.15). As funções dadas por ,!P com 1 < p < oo, rt- t- 1, (1 +t)log(l + t)- t, et2 - 1 e 
t log+t definidas para t 2': O, são alguns exemplos de N -funções. Por exemplo, se <I>(t) = et2 - 1 
e O = (O, 1), então u(t) = (logt-1)! pertence à classe de Orlicz .C<P(D), enquanto que 2!u(:r) 
não pertence. 
Estamos prontos para defini:: o espaço de Orlicz correspondente à N -função <P: 
• { r (lu(c)l) } L (O) = u : O -t IR mensurável: existe À > O tal que la~ À dx < oc (2.18) 
que normado por 
. { r (lu(x)!) ) l!u!IL•(n) ~ mf .\ > O' .In<!> À dx <; 1 J (2.19) 
é um espaço de Banach. Assim, 11-liLT(O) é o funcional de Minkowski correspondente ao conjunto 
Seja 
{ u E L ~(11) ' k <!>(I u(.,) l)dx <; 1} 
tP 1 
Por exemplo, se <!>(t) =-,então llui!L•(n) ~ P-'l!ullu(nJ· 
p 
(2.20) 
Motivados pelos espaç:os LP'(O) com~+~= 1 definimos a N-função conjugada de <P. 
p p' 
w(t) ~ sup(s o ;o(s) <; t. t? 0). (2.21) 
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Então W(t) = ia\/J(s)ds, definida para t 2: O, é a N-função conjugada de 1!>. 
Uma norma equivalente à dada por (2.19) é 
!lu li~ sup{ r iu(x)u(x)!dx: v E L:"(rl) e r >l'(lv(x)l)dx <:: 1} Jn Jn (2.22) 
Uma propriedade importante envolvendo o par <I> e W é a desigualdade de Young: 
ts <:: <P(t) + >l'(s) (2.23) 
para t, s ~O. Como conseqüência, seu E L'i>(D) e v E Lw(O) temos 
1,1u(x)v(x)ldx <:: 1, <l>(lv(.x)l)dx + 1, >l'(lv(x)l)dx. (2.24) 
e a Desigualdade de Hólder 
(2.25) 
tp 
Por exemplo. se <l>(t) =e'- t-I, então >l'(t) = (1 + t)log(1 + t)- t. E se <l>(t) =-,para 
p 
. tP' } 1 
1 < p < oc, então W(t) =-,,onde-+-= 1. 
p p p' 
Outra propriedade importante é a seguinte: 
>j)(<l>(t)) < >!i(t) 
\ t -
para t ~O. De fato, quando t-+ o-:- temos (2.26) devido a (2.15). Para t > O, temos 
<!>(o.) 11" () ( .) 
--=- cptdt=cpo 
a a o 
para algum O< a~ < n, logo 
<J>( ) <(o) <J>( ) 
w (---!!-) = f:c-w ( t )dt = ---!!-w (a) 
<!>(a) • para algum O< a< -- = so(a ) < :p(a). Como r.p(a*) < so(a), temos 
a 
<!>(o) <!>(o) <!>(o) 
--V' (a)<:: --w(cp(o)) =--a= <!>(a). 
a a a 
Observemos que 
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(2.26) 
(2.27) 
(2.28) 
(2.29) 
(2 30) 
quando r.p é contínua e estritamente crescente para t 2: O. 
Dizemos que uma N -função ~ satisfaz à condição .6..2 quando existem constantes k > O e 
T 2: O tais que 
<!>(2t) õ: k<!>(t) (2.31) 
para todo t 2: T. Isto implica que para todos> 1 existe uma constante ks tal que 
<!>(2t) õ: k,<!>(t) (2.32) 
para todo t 2: T. De fato, se s < 2, entito 
<I>(st) õ: <!>(2t) õ: k<I>(t) (2.33) 
para todo t 2: T. Se .s > 2 e, digamos. 8 :=:; 211 • 
<I>(st) õ: <1>(2"1) õ: k<!>(2"-1t) õ: .. õ: k"<!>(t) (2.34) 
para t 2: T. Do mesmo modo, prova-se que a verificação de 
<!>(2t) õ: k,<!>(t) (2.35) 
para todo t 2: T, para algum valor de s > 1, é equivalente à condiç:io .6.2. 
A condição .6.. 2 implica que <P não cresce mais rápido que algum polinômio, isto é. existem 
constantes a, o: > O tais que 
<!>(t) õ: at" (2.36) 
para t suficientemente grande. Com efeito, 
<!>(2t) õ: k<!>(t) (2.37) 
para todo t 2: T, logo 
<!>(2"T) ô: k"<l>(T). (2.38) 
Assim, se 211 :::; t :::; 211- 1 T, temos 
(2.39) 
A eondiçào L.\ 2 é equivalente a 
:l7 
. tcp(t) 
hmsup-(-) < oo. 
t-->+00 <I> t 
Além disso, W satisfaz .ó..2 se, e somente se, 
para alguma constante a. 
. tcp(t) 
hmsup-(- >o:> 1. 
t->+OO <I> t) 
A convexidade de <I> implica que 
<!>(at) :o; a<!>(t) 
para O::; a::; 1 e todo t 2:: O. Logo, seu E L.P(n), então 
(2.40) 
(2.41) 
(2.42) 
1, <!>cu~) l)d . .,; ~o (2.43) 
quando À __,. +ao. Ademais, l:.'i€ llu[[L4'(f!) = O implica u = O. De fato, suponhamos que 
I u(x) 12: 5 >O em algum subconjunto !1o C !1 tal que I !1o I> O. Contudo, 
i, <!>cu~) l)ax::: i,,<~>C u\x) l)ax::: <~>(f) 1 !1o 1~ +oc (2.44) 
quando À --+ O, o que impossível, pois [[ui[L4>(rl) = O implica que 
( ? 4') ~· •J 
para qualquer À > O. 
Quando u j O, o ínfimo na expressão de [[u[[L"'(í1) é assumido. Com efeito, seja Àn uma 
seqüência tal que 
j <t>(l u(x) l)dx <ó 1 
O Àn 
(2.46) 
e Àn- lluiiL<~>(O)· Mas, pelo Lema de Fatou, obtemos 
f<~>( I u(x) I )ax < 1, 
Jn llu·IIL'>(n) - (2.47) 
uma contradição. Portanto. se j[uiiL"'(O) ::; k, então 
(2.48) 
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Outras duas propriedades importantes da norma são as seguintes: 
llu!IL•(cl :0: r <i>(lu(x)l)dx + r w(lv(x)l)dx :0: [ <t>(!u(x)l)dx + 1 (2.49'• Jn ln Jn 
e 
(2.501 
onde 0 0 C n, O <I 0 0 I< oo e ln0 é a função característica. É fácil ver que (2.49) se segue de 
(2.20) ou (2.22). A relação (2.50) é de verificação mais laboriosa. A desigualdade de Jensen 
fornece 
(2.51) 
para v E ..C'l'(O). Logo 
(o -2' ~.O 1 
Tomemos v tal que 
Logo 
(2.54) 
A função 
-1( 1 ) ( \ v0 (x) ~>V !'lol lo, x 1 (2.55) 
é tal que 
(2 .. 56) 
e 
~ lv(x)!dx ~ lrlo!W-l(-1 ~ .). Jr..~ ~lol (2 .. 57) 
Pela norma equivalente (2.22), concluímos (2 . .SO). 
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Uma propriedade importante é que .C''P(O) C L1(0). Observemos que L<±>(n) é um espaço 
vetorial gerado por .t:<±>(O). Na realidade, L<P(O) é o menor espaço vetorial que contém L<P(n). 
isto é, L0 (il) é a envoltória convexa de L:•(il). Se<!> satisfaz !;2 , então L:•(il) ~ L•(il) como 
conjuntos. O espaço L <P(O) é reflexivo se, e somente se, ~ e W satisfazem Ll2 . 
Dizemos que uma seqüência un E L<P(O) converge em norma para u E L<l>(D) se 
llun- uiiLP(n) _,. O. E dizemos que a convergência é em média <I> quando 
k <1>(1 un(x)- u(x) l)dx ~O. (2.58' 
Esses dois tipos de convergência coincidem se, e somente se, <I> satisfaz .6.2. 
Analogamente aos espaços clássicos de Sobolev, definimos os espaços de Orlicz-Sobolev 
(2.59! 
munido da norma 
N 
llullwc.•coJ ~ I]D,uiiL•(O) (2.601 
i= O 
qne o faz um espaço de Banach. 
O espaço W 1•cp(O) é reflexivo se, e somente se, ti> e a sua N -função conjugada W satisfazem 
à condição .6.2. 
Analogamente aos tradicionais espaços de Sobolev também definimos o espaço 
(2.61) 
É possível demonstrar propriedades análogas à Desigualdade de Poincaré, ao Teorema de 
Densidade de Meyers-Serrin e teoremas de inclusão compacta, conforme [DoTr], [Gol], [Go3] e 
[Go4]. Sendo assim temos 
lluiiL•(o) <:c ll'i7uiiL•(o) (2.62) 
para toda u. E wJ·<I>(O). Além disso, se 4 satisfaz à condição Ll2 , temos 
(2.63) 
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E vale a inclusão compacta 
(2.64) 
para qualquer N -função <P. 
' ' 2.2 OS PRINCIPIOS DE MAXIMO 
~este capítulo estenderemos os resultados do capítulo 1 para operadores mais gerais. 
Agora as condições que imporemos nos conduzirão a trabalhar com super-soluções fracas em 
espaços de Orlicz-Sobolev. 
Os operadores com os quais iremos trabalhar têm a forma 
Lu~ div(\1'([ V'u.I)V'u.) (2.65) 
e a funçà.o u. satisfaz 
-Lu+f(u)2:0. (2.66) 
fracamente. 
Sejam 
(2.67) 
funções definidas para todo j = 1, · · ·, N e todo 11 E JR111 satisfazendo 
l'(t) > o (2 68) 
para t > O. Assumiremos as seguintes condições relacionadas com os resultados de regularidade 
de [Li2] 
a;(O) ~O (2.69) 
(2.70) 
N • 't~aj('ll,:.c. > rlp([·n i) I",:~ L_; (} J-...t-,) - 'I • • ..._ 
i,j=l 1); 
(2.71) 
41 
,tJ:~; (~)I :S r,l"(l ~ ll (2.72) 
para constantes r1 > 0 e r2 > 0, para todo fJ E !RN \ {0} e todo Ç E !RN. 
Definamos 
g(t) = cp(l t llt (2.731 
para tE !R.. Notemos que (2.68)-(2.72) implicam na seguinte estimativa unidimensional 
r,cp(! t ll :S g'(t) :S r,l'(l t ll (2.74) 
para t f- O. Também 
g(O) =O, (2.75) 
g' E L1(1R) (2 76) 
e 
g E C1 (1R \{O}) n C0 (IR). (2.77) 
Logo g é estritamente crescente para t ~ O. Claramente, g é ímpar e bijetiva em IR. Sua 
primitiva 
G(t) = f'g(s)ds lo 
é estritamente convexa para t '2:: O. Logo, G é de fato uma N-função. 
O ambiente natural para lidarmos com o operador L é o espaço de Orlicz-Sobolev 
onde 
G { { (lu(x)l) } L (n) = u : D ------ IR mensurável : existe À > O tal <1ue Jr.. C À dx < oc 
(2.78) 
(2.79) 
(2.80) 
é o chamado espaço de Orlicz, e o domínio n c IRN, N 2:'. 1, é arbitrário. Eles sào espaços de 
Banach nas normas respectivas 
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e 
N 
llullw•.ccnJ ~ I;IID,uiiLc(n) 
i=O 
lluiiLc(n) ~in!{ À> 0' k Gc u~) l)dx ~I} 
Analogamente aos tradicionais espaços de Sobolev também definimos o espaço 
(2.81) 
(2.82) 
(2.83) 
Veremos que as hipóteses (2.68)-(2.72) implicam na condição ~2 para G, isto é, existem 
constantes k > O e T 2:: O tais que G(2t) _:::; kG(t) para todo t ~ T. Também, é fácil ver que a 
mesma condição é válida para a N-função conjugada 
(2.84) 
Portanto, os espaços acima são reflexivos. 
O leitor pode verificar facilmente que o p-laplaciano está incluído nas condições (2.68)-
(2.72). A saber, se ~.p(t) =I t IP-2 , com 1 < p < oc. Entretanto, o aparato de Orlicz-Sobole\· 
nos permite considerar uma classe mais geral de operadores do que no capítulo L Por exemplo, 
os operadores abaixo estão incluídos: 
lu~ div(cp(l Vu !)Vu), 
onde 'P(t) = ~ ~ (t 0 + to:log(tr3 + 1)), a> 1 e t3 ~O, e 
Mu ~di v( I Vu 1'-' (1+ I Vu I') i-'Vu) 
(2.85) 
(2.86) 
onde p,q E (Loc). Notemos que L se comporta assintoticamente como um a-laplaciano, 
quando I V'u I e~t.á perto de O, porque :.p(t)c(o:-:2) tende a o: quando t - 0..,.._ Mas, se I V'u I 
é suficient.ement.e grande, não temos um comportamento semelhante, porque ip(t)t-P tende a O 
quando t - +oc, se p > o:- 2. E, se p ~ a- 2, o limite é +::x:::. No segundo exemplo, se p f= q, 
então M se comporta assintoticamente como um p-laplaciano se I V'u i está perto de oo e como 
um q-laplaciano se [\lu I está perto de O. Se p = q, então M é o p-laplaciano. As respectivas 
N -funções associadas aos operadore:; acima são 
G(t) ~ t" + t"log(t'1 +I) e G(t) ~ fo',o-l(l -1- s0 )i-1ds 
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--~--~~-~--~···-·---·-., 
\; :; ' -:: '· ,._, ~: ' ~\>'_:CJ·,- :c·;. ~-- .,-;·;,;_ ! 
(2.87) 
para t ?:: O. 
Em algumas etapas utilizaremos a teoria dos operadores monótonos como em [Bro] e [Lio]. 
veja os Teoremas 0.6 e 0.7, portanto faremos uma hipótese de monotonia em f. Suporemos que 
existe um E E (0, oo) tal que 
f: [0, ê]---+ IR é uma função contínua e nã.o-decrescente com f(O) =O. (2.88) 
Esta definição local será, às vezes, substituída por apropriadas extensões de f a [O, oo) ou 
IR. Também suporemos que ou 
f(so)~o (2.89) 
para algum so E (O, c] ou 
f(s) >O (2.90) 
paras E (0, E]. No caso anterior assumimos que 
(2.91) 
onde 
F(t) ~ J,'.t(s)ds. (2.92) 
x(t) ~ r(t)- G(t) (2.93) 
e 
f(t) ~ g(t)t (2.94) 
para t ?:: O. Notemos que x é eshitamente crescente para t 2: O, por (2.74). A condição 
(2.91) é necessária e suficiente para termos um princípio do máximo forte. Estabeleceremos 
uma propriedade de continuaçã.o não-única como no capítuo anterior se assumirmos a seguinte 
convergência da integral 
fo'rx-'(F(s)Jr'ds < oc, 
para algum 8 >O, ao invés de (2.91). 
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(2.95) 
Seja O C m.N, N 2: 1, um domínio arbitrário. Nossos resultados principais são os seguintes. 
TEOREMA 2.1. Suponhamos que (2.68)-(2.72) e (2.88)-(2.91) sejam satisfeitas e seja 
u E C'(D) tal que -Lu+ f(u) :2: O em 'D'(rlo,,) onde rl0,, = {x E (J: O < u(x) < õ}. Se 
u 2: O em n, então ou u = O em O ou para todo conjunto compacto X c O existe uma con-
stante c= c( X) > O tal que u ~c em X. Em particular, seu se anula em um subconjunto de 
medida de Lebesgue positiva de O, então u =O em O. 
TEOREMA 2.2. Suponhamos que (2.68)-(2.72) e (2.88)-(2.91) sejam satisfeitas com [0, oc) 
ao invés de [O, e] em (2.88). Seja u E Wz~0(0), u ~O q.t.p. em O, u t= O em O satisfazendo 
f(u) E L~(O) e -Lu+ f(u) ~ O em 'D'(D). Dado um conjunto compacto X C O, existe 
uma constante c= c(X) > O tal que u ~c q.t.p. em X. Em particular, seu se anula num 
subconjunto de medida de Lebesgue positiva de O, então u = O q.t.p. em O. Claramente. 
se u E Wl~0 (0) n L 00 (0), a hipótese (2.88) pode ser formulada com ç = lluiiL=(n), assim 
f(u) E L=(iJ). 
TEOREMA 2.3. Suponhamos que exista um ponto xo E 80 satifazendo a condição de esfera 
interior e seja B uma tal esfera e 11 o vetor normal unitário em x 0• Se u satisfaz a hipótese cl.o 
Teorema 2.L e se u E C 1(0 U { x0}) e '!.l(:r:o) = O, então existe uma constante a > O tal que 
8u(xo) 
av 2: a. (2.96) 
Se u satisfaz a hipótese do Teorema 2.2: então existe uma constante a > O tal que 
. . u(x) 
esshmmf( ) >u. 
"::"'B·O X- X o ·V -
•c 
(2.97) 
No resultado seguinte construiremos uma solução anulando-se em um conjunto de medida 
de Lebesgue positiva. Se a condição (2.91) não é satisfeita temos a seguinte propriedade de 
continuação não-única. 
TEOREMA 2.4. Suponhamos que (2.68)-(2.72), (2.88) e (2.95) sejam veüficadas. Então 
para todo X o E 8(IRN \ n) c 80 e todo R> o existe uma função u E C 1(0) tal que 11.;:: o em 
rl, u 't O em rl e Lu E Loc.(rl) satisfazendo -Lu+ f(u) = O q. t.p. em (J eu = O em (J \ BR(xo). 
Para pontos no interior de O t.emos o seguinte resultado. 
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TEOREMA 2.5. Suponhamos que (2.68)-(2.72), (2.88) e (2.95) sejam verificadas e que 
N 2 2. Seja AR~ BR(O) \{O) C IRN Se existe w E C1 (AR), w >O em AR, w é radialmente 
simétrica, satisfazendo -Lu+ f(u) =O em V'(AR) ew(x)--+ +oo quando I x [-.O, então para 
todo xo E D existe u E C 1(0), u 2: O em 0 eu~ O em O tal que Lu E L00 (0) (ou Lu E Li:(O) 
com [O, +oo) em (2.88)), -Lu+ f(u) ~o q.t.p. em n eu~ o em n \ BR(xo). 
As demonstrações desses teoremas são inspiradas por aquelas do capítulo anterior. :\ 
novidade aqui é a maneira como superamos os passos delineados lá. A abordagem através dos 
espaços de Orlicz-Sobolev naturalmente adiciona dificuldades intrínsecas. Primeiramente, de-
senvolveremos alguns resutados gerais sobre os espaços de Orlicz-Sobolev. Em segundo lugar. 
estudaremos especificamente a função G e o operador L com a ajuda das condições (2.68)-(2.72). 
Uma vez que os resultados preliminares estejam concluídos procederemos às demonstrações dos 
teoremas. 
2.3 ALGUNS RESULTADOS GERAIS 
Nesta seção desenvolveremos algumas ferramentas preliminares de caráter geral. 
Nos lemas seguintes D C IRN, N 2: 1, é um domínio limitado, M é uma N-função e _\1 
é sua N -função conjugada, veja as definições gerais e propriedades em [FuJhKu], [KrRu] e na 
seção 2.1. Definamos LM (0), LM (il), W 1·M (0), wc(·-" (0). 
O conjunto 
L'lof(il) ~(v: n ~IR mensurável: foM(I u(x) j)dx < oo} (2.98) 
é parcialmente relevante para os nossos propósitos. Temos a seguinte inclusão LM (O) C L"'"1 (O) 
Além disso, no caso em que O é limitado, a igualdade LM (O) = LM (O) é válida como conjunto 
se, e somente se, M satisfaz a condição 6.2 . Por esta razão não faremos distinção entre as 
classes de Orlicz e os espaços de Orlicz. No caso em que D possui medida de Lebesgue infinita. 
requeremos a condição 6.2 em todo o intervalo [0, oo). O domínio O pode ser ilimitado nos 
enunciados dos teoremas. Contudo nossos argumentos nas demonstrações serão apenas locais. 
Logo poderemos aplicar os lemas onde a hipótese de limitação de O é feita. 
O seguinte resultado será útil para provarmos a coercividade de alguns operadores, a 
demonstraçào encontra-se em [Gol] e [Go2]. 
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LEMA 2.1. A função M satisfaz a condição .6.2 se~ e somente se, 
li I f M(ln(x)l)dx ~ oo quando llu!ILM(O) ~ oo. 
u!lvw(n) Jn (2 99) 
Demonstração. Vamos verificar apenas a condição suficiente. Primeiramente vamos supor 
que AI satisfaz à condição .6.2 para todo t E IR. Logo existe uma constante k > O tal que 
M(2t) <: kM(t) 
para todo t ~O. Definamos a função f: [1, +oo)----+ [k, +oo) por 
f(r) ~r[(!- !.)kn~l + Àkn·c'J 
se r E [2n, zn+I] e r= (1- >.)2n. + .\2n+l. Logo 
M(rt) <: f(r)M(t) 
para todo t '2: O e r 2:_ 1. Aplicando M, obtemos 
M(f(r)r- 1t) 2' f(r)M(t) 
(2.100) 
(2.10!) 
(2.102) 
(2.103) 
para todo t 2:: O e r 2:: 1. Como j(r)1·-1 é estritamente crescente, quando r varia no domínio 
[L +oo) a imagem varia em [k, +x), logo a sua função inversa g(s) é bem definida paras E 
[k, +c::c), é e;:;tritamente crescente e sua imagem é [1, +oo). Assim, 
(2.104) 
para todo t 2:: O e s ;?_ k. Seja u E L'\f(O) tal que lluiiLM(f1) > k. Se E> O satisfaz l!uliL.w(o)-2 > 
k, então por (2.104) temos 
(2.105) 
(2.106) 
(2.107) 
pela definição de lluiiLM(OJ· Fazendo r:----+ O, obtemos 
(2.108) 
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O lema está provado com a condição (2.100). 
Para completarmos a demonstração, prec:isaremos de alguns resultados sobre N -funções. Dize--
mos que duas N -funções M e N são equivalentes se, e somente se, existem constantes t\ a1 e 
a2 > O tais que 
(2.109) 
para todo t 2:': t*. Dois espaços de Orlicz LM(D) e LN(D) são iguais, e com normas equivalentes, 
se, e somente se, M e N são N-funções equivalentes. Além disso, toda N -função M satisfazendo 
à condição 6.2 (para t suficientemente grande), possui uma N-função N satisfazendo à condiçào 
6.2 para todo t E IR. 
Voltando ao nosso caso, tomemos N correspondente à nossa M, como acima. Pelo que já 
provamos, 
I' 11
1 r N(ln(x)l)d'E ~ 00 quando lluiiLM(n) ~ 00. 
1u. LM(o) Jn 
(observe que usamos LM(O) ~ LN(O)). Por (2.109). temos 
1 l 
llniiL.w(n) o M(lu(x)l)dx 2: 
> ~.:::_1-j N(a,ju(x)l)dx ~ llullv\.f(D) iu(x)l;;::t• 
~ 11 I~ r N(a,ju(x)l)dx- I 11 1 1 N(arlu(x)l)dx ~ 00 
a.1u LM(íl) Jn lu LM(n) lu(x)l<t" 
quando lluliLM(n) ~ oo, devido a (2.110). D 
(2.110) 
(2.1ll) 
(2.112) 
(2.113) 
Funções teste adequadas desempenham um papel essencial em nossas argumentações, por 
isso formularemos alguns resultados análogos a [St]. Para u E W 1·M(D) entendemos que u ~O 
em 80 se, e somente se, u+ E W~'M(O). 
Uma demonstração mais elaborada em [Go41 mostra que o seguinte resultado é válido sem 
a condição .ó. 2 . Daremos aqui uma demonstração mais simples assumindo .6.2 . 
LEMA 2.2. Suponhamos queM satisfaz à condição 6.2. Seu E WI,M(f.!) e A E C 1·1(JR), 
entiio A(u) E W 1.M(O). Seu E WZ'M(O) e A E C 1-'(JR) com A(O) ~O, então A(u) E WZ""(O). 
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' '. 
Os mesmos resultados são válidos se substituirmos A por uma função contínua e linear por 
partes cuja derivada é descontínua em um número finito de pontos, logo u+ E W!,M (O) se 
u E WL" (ll). 
Demonstração. Existe uma constante c> O tal que I A(s)- A(O) I~ c ls I para todos E IR. 
então A(u) E LM(ll). Como A' E L=(JR) temos A'(u) I \lu IE LM(lJ). Seja UnE c=(lJ) tal 
que Un- u em W 1·M (0), veja (2.63). Então 'L'n = A(un) E C 1(0) e 
(2.114! 
quando n----> +oo. A sequência 'Vvn = A'(u.,.)'Vun é limitada, porque 
lim sup I I 'V Vn li L"(O) <: c lim sup li 'Vun IILM(o) <: c II'VuiiLM(O)• (2.115) 
n--+--r-:;:.o n_,-!-·'Xl 
e converge q.t.p. em O para N(u)Vu. Então 
kM(I 'Vcn(x)- 'VA(u(x)) !)dx- O, (2.116) 
pelo Teorema da Convergência Dominada e porque M satisfaz à condiçào .6.~. Logo 
I 'Vcn 1-1 \1 Au I em LM(ll), pela equvalência (2 .. 58). Portanto Un - A(u) em w'-M(ll). e 
obtemos A(u) E JVl,.'\1 (0). Além disso, fazendo n----> +oo na expressão 
obtemos 
(2.117) 
( ., ]18 
-· - ) 
pitra toda ( E C;:'(O) e \lA( v) = N( u )'V n. A seg-unda parte se segue diretamente do raciocínio 
acima se tomarmos Un E C:'(O), como em (2.61), e v 71 = A(un) E C~(,Q). O terceiro ítem se 
segue nos mesmos moldes. D 
O resultado seguinte é bem conhecido para os espaços LP(f1), veja [Br]. 
LEMA 2.3. Suponhamos que 1'vf satisfaz à condição .6.:::- Se uma seqüência UnE u·w (O) con-
verge para n E LM (O) em média Af, então ela poRsui um subseqüência Unk e existe h E Uvf (D) 
tal que Un"-----" u q.t.p. em De lun,. ~~h q.t.p. em f!. 
Demonstração. Como a convergência em média M e a conve1·g·ência em norma sào equiva-
lentes no espaço de Banach LM(S1), U.n é uma seqüência de Cauchy. Existe uma subseqüência 
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1 S 
2
, para todo k E IN. Reindexando Un,_ por Uk. afirmamos 
n 
que u, ~ u q.t.p. em !1. De fato, zn(x) ~L: I u,+l(x)- uk(x) 1. então llzniiLM(n) S 1, Zn ~ z 
k=l 
q.t.p. em O pelo Teorema da Convergência Monótona e z E LM(O) pelo Lema de Fatou. Para 
rn :2 n :2 2, temos que I um(x)- U.n(x) j.::; z(x)- Zn-1(x). Então un(x) é uma seqüência 
de Cauchy q.t.p. x E f.1 e Un --+ u* q.t.p. em O. Logo I u*(x) - un(x) js; .:(:r) q.t.p. 
em O para n 2: 2, implicando u* E LM(O). Como M(j Un- u* I) __.,. O q.t.p. em D e 
M(l Un- u" j)::; M(j z j), o Teorema da Convergência Dominada assegura que un- u* em 
média M. Conseqüentemente, u = u* q.t.p. em O. Para finalizar, tomamos h= u* + .::. O 
Analogamente aos espaços de Sobolev tradicionais temos propriedades mais fortes e in-
clusões em dimensão 1. 
LEMA 2.4. Seja I c IR um intervalo aberto. Para toda função n E W 1·M (I) exist.e uma 
função ii E C0 (7) tal que 1l = u q.t.p. em I e U(x)- U(y) = lxu1(t)dt para todo x,y E T 
y 
isto é, a função ii é absolutamente contínua. E se I é limitado, a inclusão W 1•M (I) <.......;. C 0 (Y) é 
contínua e compacta. 
Demonstração. A afirmação com respeito ao representante contínuo é verdadeira, porque 
W l .. 'f (I) C W 1•1(!). A desigualdade de Holder (2.25) implica que lluiiL'(I) :": lluiiL·"(J) lllJ IIL·"(I), 
logo lluiiL""'(J)::; clii'U.IIwt,l(J)::; c::dlullwl,M(I), onde c1 e C<J são constantes positivas dependendo 
apenas de I I I c M. Logo a inclusão H' 1·M (I) <.......;. C0 (T) é contínua. Seja u a bola unitária de 
W 1N(I). Dada u EU, devido a (2.50), temos 
~ l!u'llv"(IJ I x- y I Ar'(l 1 .) <; 
.7:- y! 
lr'(-1~) Slx-yiAr'Cx~vl)~ M.(M ~t~)) 
(2.119) 
(2.120) 
(2.121) 
M(t) 
para todo :r,y E i. Como uma N-funç.ão satisfaz-,-- +x quando t- +oo, por (2.1.5), 
concluímos que U é uniformemente eqüicontínua, e, pelo Teorema de Asc.oli, U é relativamente 
compacta em C 0(I). o 
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OBSERVAÇÃO. Os lemas acima são válidos se a N-função M for substituída por G sob as 
hipóteses (2.68)-(2.72). Como veremos na próxima seção, as .lV-funções G e G satisfazem à 
condição .6..2. 
2.4 DEMONSTRAÇAO DOS TEOREMAS 
Primeiramente, iremos estabelecer algumas propriedades específicas a respeito da função 
G e do operador L. Em segundo lugar, procederemos às demonstrações dos nosssos resultados 
mais importantes. 
Notemos que (2.74) implica 
o< r,g(t) s tg'(t) s r,g(t) (2.122) 
para t > O, cuja integração por partes dá 
r,G(t) S tg(t)- G(t) S r,G(t) (2.1231 
para t ;:::: O. Então 
tg(t) tg(t) 
1 + r 1 < liminf-() :S limsup-(-) :SI+ r,, 
t-->+oo G i t->+oo G t 
(2.124) 
o que implica na condição .6..2 para ambas G and G, veja (2.40)-(2.41). Em virtude da relaçào 
G(t) S tg(t) para t :2: O obtemos 
(I+ r,)- 1tg(t) :S G(t) :S tg(t) 
para t;:::: O. Aplicando G(t) = foto- 1 (s)d.s em (2.125) obtemos uma desigualdade 
G((l + r,)-1g(t)) S G(G(t)t-1) S G(t) (2.!26) 
para t :2: O, veja (2.26). 
OBSERVAÇÃO. Há condições equivalentes a (2.91) e (2.95). Por (2.123) e pela definição de 
X obtemos 
(2.127) 
para t ;:::: O. Logo 
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(2.128) 
e {2.91) são equivalentes. Além disso, (2.74) afirma que 
(2.129) 
para t :2: O. Assim 
(2.130'> 
e (2.91) são equivalentes. Not.emos que (2.74) implica que tp E L1(0,cx:;), e integrando (2.74) 
duas vezes obtemos 
para t :2: O onde 
l 'J,' H(t) ~ :p(s)dsdT. 
' 
Logo 
é equivalente a (2.91). 
Claramente (2.95) é equivalente a 
e 
f'[fr1(F(s)Jr 1ds < cc 
.lo 
para algum 8 >O, por (2.127), (2.129) e (2.131) respectivamente. 
Nos lemas seguintes n c IRN, N 2:: 1, é um domínio limitado. 
(2.131) 
(2.132) 
(2.133\ 
(2.134) 
(2.135) 
(2.136) 
O operador L é estritamente monótono no seguinte sentido. 
LEMA 2.5. Suponhamos que (2.68)-(2.72) sejam satisfeitas. SejaS' W01'G(O) ~ W5'G(0)' 
definido por 
(Su, v)= lo <P(I \lu I) \lu· \lvdx 
para todo v E Wri'G(.Q). Então S está bem definido e 
(2.137) 
(Su- Sv, u- v) 2 O (2.!38) 
para todo u, v E Wc},c (0). A igualdade é válida se, e somente se, u = v q.t.p. em O. Também. 
S satisfaz (2.1.18) se substituirmos W~'G(il) acima por Hd.G(O). 
Demonstração. Por (2.126), ~P(I \lu I) \lu E L0(D). Logo S está bem definida pela desigual-
dade de Hõlder (2.25) .. >\sseguramos que L é estritamente monótono. De fato, sem perda de 
generalidade, tomemos ry, r/ E JRN tal que lfJ 1::;1 'f/ 1 1. Então 
I 4 I n - n' I :S I try + (I - t) •i I :S ! ·ry I + I ry' I (2.!391 
para tE [0. 1/4]. Usmrdo (2.68)-(2.72) ohtemos 
N 
l:(a;(q)- a1(q'))(r/j- ryj) = 
j=l 
= fJ' ,J_{n,[try +(I- t)ry'J}dt(rJi- nj) = 
J=1lo dt 
N il N 8a· 
= 2: 2: T'itn +(I- t)q'](ry,- ry;)dt(n,- nj) = 
j=1 O i=l Cf]i 
1 N :::. r " uaj ' ( ' ') =lo L.-. -[try +(I- t)ry! ry,- ry.J('li- '~i dt 2 
o i,j=l éh]i 
2 r, 1 n- ry' i' !o'-r(l try + (1- t)n' l)dt 2 
I '1 I lo
l/4 
2 r, I '7- '7 1- <P(I tn + (1- t)ry J)dt 2 
(2.140) 
(2.141 I 
(2.142) 
(2.143) 
(2.144) 
(2 14.51 
(2146) 
Portanto, para quaisquer w 1 , w 2 E Wó-.C(O), temos 
(2 147) 
(2.148) 
fr[ 2 r(1 1) 2: 4 lo I Y'wr- V'wzl (I V'wr I+ I Y'wz 1)- g 4 I V'wr- \7wz dx 2: O (2.149) 
e (Sw1 - Sw2, w1 - w2) = O se, e somente se, w 1 = w2 q.t.p. em O. A desigualdade acima 
também é válida para w 1, w2 E W1•0 (0). O 
Usualmente uma aplicação de Kiemytskii entre espaços de Orlicz não é contínua ou mesmo 
definida em todo o espaço. A forma peculiar de g e os lemas anteriores permitem-nos formular 
o seguinte resultado de maneira similar a [DF]. 
LEMA 2.6. Suponhamos que (2.68)-(2.72) sejam satisfeitas. A aplicação de :\iemytskii 
uH g(u) de L0 (0) em L0(D) é contínua e limitada. 
Demonstração. Seja un uma seqüência em L0 (0) tal que Un -Jo u em L0 (0). Pelo Lema 
2.3, podemos supor que g(u .. ,..) -Jo g(u) q.t.p. em n e g(un) ::; g(h) q.t.p. em n para alguma 
h E LG(O.). Por (2.126) concluímos que g(h) E { 0 (0.), então g(un) E LG(O.) e g(un) ~ g(u) 
em L0 (0) pelo Teorema da Convêrgencia Dominada. A limitação é de fácil conclusão. D 
Precisaremos do seguinte princípio de comparação. 
LEMA 2.7. Suponhamos que (2.68)-(2.72) e (2.88) sejam verificadas e que f esteja estendida 
a IR de maneira não-decrescente e limitada. Se u1 , u2 E H' 1.C(f2) satisfazem 
(2.150) 
Demonstração. Se I {u1 > u2} !>O, então por (2.146) e (2.150) temos 
(2.151) 
(2.1.52) 
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(2.153) 
Portanto \i'(ul-u2)+ =O q.t.p. em {u1 > u2}, implicando (u1-u2)+ =O q.t.p. em {u1 > u~ú-
0 
O seguinte problema de contorno será crucial para construirmos uma subsolução, isto é, 
uma função v satisfazendo -L v +f (v) 2: O fracamente. 
LEMA 2.8. Suponhamos que (2.68)-(2.72) sejam válidas em dimensão L Suponhamos ainda 
que (2.88)-(2.91) e que f está estendida continuamente e não-decrescente a IR. Para quaisquer 
números reais k1 , k2 , T, a existem uma única solução u = u(r, k1, k2, T, a) E C 2(0, T] n C1[0. T] 
do problema 
{ 
-(g(u'(r)))' + k1g(u'(r)) + k,f(u(r)) ~O em (0, T) 
u(O) ~ O, u(T) ~ a. (2.1.54) 
Além disso u., u' 2: O em [0, T], U 11 2: O em (O; T], u'(O) >O e O< u(r) <a para O<?'< T. 
Demonstração. Utilizaremos a teoria das desigualdades variacionais, exposta em [Bro], [Lio] 
e no Teorema 0.7. Para isso introduziremos o conjunto K = W01'G(O, T) +h, onde h(r) = ; r, 
e o operador .4 : K __,. W1·a(O, T)'" definido por 
(Au,v) = J,Te-k'"{g(u'(r))v'(r) + k,f(u(r))v(r)}dr 
para todo v E W 1·G(0, T). 
(2.155) 
A aplicação A está bem definida em vista do Lema 2.5 e da inclusão W 1 P(O, T) <---+ C 0 [0. T], 
veja o Lema 2.4. É fácil ver que K f. 0 é convexo. A inclusão anterior é compacta, logo K é 
fracamente fechado. A topologia fraca que estamos considerando é u(W 1,G(O, T), ti-rl,G(O, T)~). 
Logo K é fechado. 
O operador A é estritamente monótono. De fato, a monotonia de g(t) = rp(] t l)t, f e e-k1r 
implica 
(Au- Av, u- v)~ ],T e-'"{[g(u')- g(v')J(u'- v')+ k,[.f(u)- f(v)](u- v))dr 2' O. (2.156) 
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Assim, {Au- Av, u- v) ,2 O para todo u, v E K e se anula se, e somente se, u = u =O. 
porque u e v são continuas em [0. T] e se anulam em O, veja os Lemas 2.4 e 2.5. 
o operador A é hemicontínuo. De fato, seja Un uma seqüência em W 1•0 (0, T) tal que 
Un- u em w·l,G(o, T), logo Un - u uniformemente em G0[0, T], veja o Lema 2.4. Temos 
(2.157) 
para todo v E K, porque a aplicação de Niemytskii n ,__..,. ;o(j u j)u é contínua de L0 (0, T) em 
L0 (0, T), veja o Lema 2.6. O segundo termo da integral tende a O pela convergência uniforme. 
O operador A é limitado. De fato, se llullun.G(O,T)::; c, então existe uma constante lvl > O 
tal que 
I (Av, v) [S: f !i g(u') 11 v' f+ I f(u) 11 v [}dr S: M 
para todo v E K tal que llvllwt,o(O,T)::; 1, por (2.126) ou Lema 2.6, pela desigualdade de Hõlder 
(2.25) e pelo Lema 2.4. 
Falta mostrar a coercividade de .4. Como g(t)t 2: G(t) e g(t)t 2: G(g(t)) para t 2: O, pela 
desigualdade de Young (2.23), g(t)s ~ G(g(t)) + G(s) para todo t, s 2: O, temos 
2g(t)(t- s) 2: G(t)- G(2s) (2.159) 
para todo t, s E JR., porque g é ímpar em IR. Escolhendo U E W 1,G(O, T) concluímos 
T 
(Av- Av, u- v) ~ 1 e-k" {[g(u')- g(v')](u'- v')+ k,[f(u)- f(v)](u- v)}dr 2: (2.160) 
:;::: e-ktT lar g(v')(n'- v')- g(v')u'dr 2: (2.161) 
2: e-k,T t H G([ u' I) - G(2 I v' [) }dr- [fg(v') IIL"(O.TJ llu'[JLaco,T} (2.162) 
Agora dividimos a expressão acima por jju-vllwt.o(o,T) e levamos em consideração a equivalência 
com llu'- v'IILc(o,T)• pela desigualdade de Poincaré (2.62) unidimensional. Pelo Lema 2.1 
obtemos 
1 
li .1 (Av.- Av, n- v) - +co quando llul!wt.oco.n -+ +oo, u E K. U- VJ Wl.G(O,T/ 
(2.163 1 
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Portanto, concluímos que existe uma única solução u E K tal que (.4u, v - u) 2:: O para 
todo v E K. Tomando v = u ± w, com w E W~·c(O, T), concluímos que ué de fato uma solução 
do problema (2.154). 
De maneira similar ao Lema 2.7 concluímos que u;:::: O em [0, T]. A regularidade deu se 
segue de um argumento de bootstrap. Integramos a equação em (2.154) e aplicamos g-1 . Pelos 
argumentos de monotonia obtemos a não-negatividade de u 1 e u 11• A positividade de u'(O) é 
verificada nos mesmos moldes do Lema 1.3. D 
O trabalho principal para se provar os teoremas está conclui do. Agora O C JRN, 1\' ;:::: 1. 
é um domínio arbitrário. Até aqui provamos nossos resultados preliminares em domínios lim-
itados. Nós utilizamos a condição Ã 2 e outras propriedades satisfeitas por G. É importan!e 
ressaltar que o domínio n pode ser ilimitado nos enunciados dos teoremas. Mas as argu-
mentações das demonstrações são apenas locais. Iremos trabalhar em bolas, e os espaços serão 
modelados em tais bolas. Como G satisfaz a condição Ã 2 , os lemas acima se aplicam com 
sucesso. 
As demonstrações seguintes senio baseadas naquelas do capítulo 1, portanto elas serào 
apresentadas de maneira resumida, ressaltando-se apenas os pontos diferentes. 
Demonstração do Teorema 2.1. Se Oo,e = 0, então o teorema é verdadeiro. Se Oo,e I 0~ 
argumentamos por contradição. Suponhamos que u se anula em algum ponto em O. Então é 
possível achar dois pontos x1 , x~ E n e uma bola B = BR(x 2) CC O tal que x 1 E 8B, u(x 1 ) =O 
e O < u(x) < ê em B. Tomemos o anel Y = {x E n R/2 <I x- x2 I< R} com R > O 
suficientemente pequeno tal que O< a= inf{u(x) E IR :I x- x2 I= R/2} < e. Escolhamos 
2(N- 1) N- 1 -
k1 ~ R ;:::: r , para r = lx- x2l com x E Y. Usando o Lema 2.8, a funçào 
v(x) = v(r) = U(R- r, k1, 1, R j2, a) é C'2, satisfaz -L v +f (v) ::;; O q. t.p. em Y e v ::;; u em ôY. 
Pelo Lema 2.7 nós obtemos 'V::;; u in Y. Como 
liminf u(xl + t(xo- XJ))- u(xJ) ~ -Rv'(O) = ii'(O) > O, 
t-->07 t 
(2.164) 
entào \?u(:rl) i- O, uma contradiçào. D 
Demonstração do Teorema 2.2. Pelo Teorema de Fnbini podemos selecionar uma bola 
B CC f? r.al que u ~O em OB. Tomando I)> O, restringimos a função f ao intervalo [O,b] 
e definimos h = min(u, b) E Í'V 1.C(B) n L 00 (B). Claramente, se u E L00 (0) podemos fazer 
b =;;; = ltuiiL=(O) em (2.88). Consideremos o problema 
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{ -L(w) + f(w2 ::: ~ em B 
em ôB 
o qual é equivalente ao problema 
= O em B 
= O em 8B. 
Definimos o operador A: lVJ.G(B) -----+ wJ-,c(B)* por 
(Az. v)= h {cp(l V z +V' h I)(Vz + Vh)Vv + f(z + h)v }dx, 
(2.165) 
(2.166) 
(2.16í) 
para todo v E wJ-•0 (B), onde f é estendida de maneira não-decrescente e limitada a IR. 
Repetiremos um procedimento análogo ao do Lema 2.8. Novamente apelamos para a teoria 
dos operadores monótonos. Notemos que a aplicação de Niemytskii u H f(u) de LG(B) em 
L 0 (B) é contínua e limitada. Em virtude do Lema 2.5, A é bem definido e limitado. Novamente 
o Lema 2.5 e a monotonia de f implicam que A é estritamente monótono. A aplicação de 
Niemytskii definida por f e o Lema 2.6 asseguram que A é hemicontínuo. Falta most.rar a 
coercividade de A. Seja w = :::+h e W = Z +h para::, :F E wJ-•G(B). Pela desigualdade de 
Cauchy-Schwartz, (2.159) e a monotonia de f obtemos 
(Az, =- :õ) = h'I'(IVwi)Vw.(Vw- Vw) + f(w)(w- w)dx 2: (2.168) 
2: fn[g(IVwi)IVwl- g(IVwi)IVwl]- f(w)wdx 2: (2.169) 
2: ~h[G(IVwl)- G(2IV'wl)]- f(w)wdx. (2.170) 
Como IIV'wiiLo(Bl cresce quando llz!lwJ·a(B) cresce, temos que 
(2.171) 
pelo Lema 2.1. 
Portanto (2.166) tem nma única soluçao :é E wci",G(B). A comparação com (2.165) usando 
os Lemas 2.2 e 2.7 fornecem O:; w :; b q.t.p. em B. A regularidade de [Li2] implica que 
w E G1~(D) para algum O< a< 1. Em virtude do Teorema 2.1, w >O em B. Como w::; u 
q.t.p. em B, obtemos uma constante c= c(B) >O tal que u 2: c q.t.p. em B. Concluímos a 
demonstração solucionando o problema (2.165) em cada bola de uma união finita de bolas que 
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não se interceptam Bx = B U B 1 U · · · U Bm e cobrem X. O 
Demonstração do Teorema 2.3. Segue o mesmo raciocínio usado na demonstração do Teo-
rema 2.1. Movemos o anel Y correspondente a B ao longo de v, trocando o centro x 2 por 
x2 + 8v para um ó suficientemente pequeno e mantemos R fixado. Usamos o Lema 2.8 para 
construir v(x- óv) no novo anel Yo5 CC D. Pelo Lema 2.7, u(x) _;:=:: v(x- óv) q.t.p. em}'. 
Fazendo 8 - o+, terminamos a demonstração com o: = U/(0) > O. o 
Demonstração do Teorema 2.4. Suponhamos inicialmente que N = 1. A função M(T) = 
= j,Tix-'(F(s))(1ds definida em [0, 6] é invertível e v(r) = M-1(r) é uma solução C1 de 
{ 
-(g(v'(•·)))' + f(v(l')) =O 
v(O) = v'(O) =O (2.172) 
definida em [0, J], onde I = ia\'K_-1(F(s))r1ds. Tomemos a E (0, I) e definamos a função 
wOe(t) = v(-t +o:) para tE [o- I. a] e wa(t) =O para t ,2: a. Dado Xo E 80 para t.odo 
O< a< I tal que as; R a funçã.o u(x) = wo:([ x- :1;0 I) é uma solução da equação em (2.172) 
em IR\ { xo} que se anula se, e somente se, j x- x0 [2:: a. 
Consideraremos agora o caso N 2:: 2. Sexo E â(JRN \O) c an e R > o, existe Xl ~ 0. tal 
que O < p = dist(x1 • .O) < R/2. O problema estará solucionado se construirmos uma função 
u ~ O satisfazendo -Lu+ f(u) = O em JRN \ Bp(x1) e tal que u(x) = O se, e somente se. 
[ x- x 1 1:2:: b para algum b E (p. R/2). Resolveremos o seguinte problema 
{ 
-(g(z'(r)))'- N; 1 g(='(r))-!- f(z(r)) ~O em (p, u) 
o(p) = w 0 (p), =(o-)= O 
onde,-= min(p + I/2, R/2), Seja A, K ~ (1V 1P(p, o-))' definido por 
(Az,v) = [,-N-l{g(o'(r))v'(r) + f(z(r))v(r)}dr 
(2,173) 
(2,174) 
para todo v E IV 1P(p, o-) em K = JV,(.G(p, o-)+ h, onde h(r) = wu(P) (r- o-) e K C 1V 1P(p, o-), (J-p 
Repetindo-se o mesmo programa do Lema 2.8 , provamos que esse problema tem solução única 
z E C2[p,O") n C1[p,o-] e z 2:: O em [p,u]. Pelo Lema 2.7 a função z pode ser estendida 
por O para r 2:: O" a uma solução (p, oo). Definamos u(x) = z(l x- x 1 I) para ;z; E De 
b = sup{r E [p, +oo): ;:;(r)> 0}(:::; a) para obter o resultado desejado. D 
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Demonstração do Teorema 2.5. Integrando a equação e usando a hipótese do limite ve-
mos que existe um intervalo (0 1 R'] no qual w'(r) < O. Podemos assumir que R= R'. Seja::: 
a solução de (2.172). Obtemos .:(r) ::;: w(r) enquanto ambas as funções estejam definidas se 
r s; a. Estendendo-se z por (0, oo), a função u(x) = z(lx- xol) é a que precisamos. D 
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• CAPITULO 3 
UNICIDADE DE SOLUÇOES 
-NAO-NEGATIVAS 
O propósito deste capítulo é apresentar um resultado de unicidade para as soluções do 
problema de Dirichlet quase linea~· 
{ 
-Lu= f(x, u) 
u2::0eu?=O 
u=O 
em Q 
em !l 
em 8!1 
(3 1) 
onde o c IRN' N 2:: 1' é um domínio limitado com fronteira ao de classe G2 e L é dado por 
(.3.2) 
"Uma solução de (3.1) é uma função u pertencente a 1V5'P(n) ou a W~·0(Q) e satisfazendo 
(3.1) no sentido fraco. 
e 
A função f' !l x [0, oo) ~IR é tal que 
f(x, ,) E 0°[0, oo) para q,t,p, X E !1, 
JC, r) E L00 (!l) para todo r 2: O, 
f(x,r) ( é estritamente decrescente em (0, oo) para q.t.p. X E Q 
g r) 
(33) 
(3.4) 
(3,5) 
f(x,r) ~ ()lg(r) + fh. para q.t.p . . 1: E n, todo T :2: o e constantes 01, B'2 >O. (3.6) 
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Estamos prontos para formular o nosso primeiro resultado. 
TEOREMA 3.1. Se (1.6)-(1.9) e (3.3)-(3.6) são satisfeitas, então o problema (3.1) tem uni-
cidade de solução em W~·P(f!). 
Analogamente, formulamos o seguinte resultado. 
TEOREMA 3.2. Se (2.68)-(2.72) e (3.3)-(3.6) são satisfeitas, então o problema (3.1) tem 
unicidade de solução em W0
1
,G(O). 
Os resultados acima foram estabelecidos em [Brüs] para o laplaciano. Em [DiSa] é consid-
erado o p-laplaciano, e o um resultado similar é provado por intermédio de uma desigualdade 
-L!. u 
advinda da monotonia de P , a chamada Desigualdade de Diaz-Saa. No intuito de provar 
uP r 
nossos teoremas, ge;Jeralizamos essa desigualdade inspirados por algumas idéias do Cálculo 
das Variações presentes em [Dal] e [Da2]. Mais precisamente, os resultados de convexidade 
empregados em [ErOs] e [DiSa] não se aplicam aqui, pois não temos nenhuma propriedade de 
homogeneidade envolvendo G. Para contornarmos o problema, definimos um funcional rela-
cionado com L, provamos a sua semicontinuidade inferior e usamos este fato para provar a 
sua convexidade. A. expressão da derivada de Cateaux desse funcional é a desigualdade men-
cionada acima. Conseqüentemente, alguns resultados de [BrOs] e [DiSa] serão estendidos para 
uma classe maior de operadores quase lineares. 
Inicialmente vamos resumir algumas estimativas extensamente utilizadas nos capitulas 
anteriores. Fazendo Tf = (t, O,···, O) e Ç = (1, O,···, O) observamos que (1.6)-(1.9) e (2.68)-
(2.72) nos dão as seguintes estimativas em dimensão 1: 
(3. 7) 
e 
r,;o(i tI) s g'(t) s r,;o(l t !) (3.8) 
para tE IR, t f O. Integrando (3.7) obtemos 
~ I t lp-' t s g(t) s 'to I t lp-2 t 
p-1 p-1 
(3.9) 
para t E IR, logo 
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"1 ! t IPS G(t) s "'I t lp (3.10! 
' para tE IR e ai= ( • . Invertendo-se as funções em (3.10) obtemos p p- 1) 
(3.11 I 
para t E IR. Logo 
1 c-'(t) IS c 1 t 1'/' (3.!2i 
para tE IR e constantes c= c(p, a 1, a 2) >O. Portanto, a aplicação de Niemytskii u ~----r c-1 (v) 
de L 1 (0) em LP(f!) eu ~----r G(u) de LP(O.) em L1 (0) são contínuas e limitadas. É fácil ver que 
as expressões acima definem aplicações de Niemytskii contínuas e limitadas de L 1(0) em L0 (D) 
e de L 0 (0) em L 1(0), respectivamente. 
Multiplicando (3.8) por t ~ O e integrando, observamos que 
(1 + r,)G(t) s tg(t) s (1 + r,)G(t) (3.13) 
para t 2: O, isso implica na condiç.ão 6.2 para G ( isto significa que existe k > O e T 2:: O tal que 
G(2t) _::::; kG(t) para todo t ~ T) e para a sua :V-funçiio conjugada G(t) = lt g-1(s)ds. Dessa 
maneira, o espaço W~,c(O) é reflexivo e uma seqüência UnE LG(O) converge em norma para 
uma função n E LG(O) se, e somente se, In G(lun -u l)dx---+ O, ou seja, em média G. Notemos 
que (3.7) implica que G é uma N-função, mas neste caso LG(rt) = LP(O). 
Aplicando-se G em (3.13) obtemos 
(.1.14) 
para t 2:: O. Por causa disso, g define uma aplicação de Niemytskii entre L0 (Q) e L0 (0). Por 
(3.9), também é verdade que g define uma apiicação de Niemytskii entre LP(O) e LP' (O.). E-ssas 
duas aplicações são contínuas e limitadas. Um cálculo simples mostra que (3.13) fornece 
(3.15) 
para O ::; t ::; 1. Assim, existem constantes c11 c3 , k > O tais que 
(3.16) 
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para t > O suficientemente pequeno. Isto significa que o contato entre as curvas definidas para 
t ::?: O por (t, O) e (t, G(t)) é de ordem finita k em O. A mesma observação se aplica para as 
curvas (0, t) e (G-1(t), t). 
O seguinte resultado de convergência será útil posteriormente, sua demonstração pode ser 
encontrada em [Da2]. 
N 
LEMA 3.1. Tornemos um cubo D = (ai, bi) c IR e uma função h E LP(D), 1 :S p .:::;_ II N x. 
i=l 
Estendamos h por periodicidade de D em [RN. Então 
- 1 r h(nx) -'h~ jlJ[Jvh(x)dx em L'(D) quando n ~ +oo for 1 :S p < oo. (3.17) 
e 
h(nx)-" h em L=(D) quando n ~ +oc (3.!8) 
( _,_ e ~ significam respectivamente convergência fraca e fraca *, e I . I é a medida de Lebesgue). 
Em particular, se h(.T) = lo0 ('t) = { ~ ~: : : ~\Do para algum subconjunto Do de D, 
então 
I Do I r I v (nx) ~ --em L (D) quando n ~ +oo 
o I DI . (3.19) 
O seguinte resultado de semicontinuidade inferior fraca é bem estudado na teoria do 
Cálculo das Variações para funcionais dependendo explicitamente do gradiente de uma função. 
Aqui a situaç-ão é um pouco diferente, nosso funcional é composto. Para mais detalhes sobre 
semicontinuidade sugerimos [Dal], [Da2] e [DF]. 
LEMA 3.2. Suponhamos que (1.6)-(1.9) sejam satisfeitas. Definamos o funcional i!>: L 1 (0)........;. 
m pela expressão 
<!>(w) ~ { k G(l V'G-1 (w) l)dx se w E D'(<I>) (3_20) 
+oo caso contrário 
onde D'(<!>) ~ {w E L1(0), w?: O q.t.p. em ll e G-1 (w) E W~''(O)}. Então<!> é "fi +x e 
fracamente semicontínuo inferiormente. 
Demonstração. É claro que <I> t +oc, pois podemos avaliá-lo em Cz:'(O) n DP(i!>). Vamos 
provar a sua semicontinuidade fraca. Seja un uma seqüência em L 1 (0) tal que 11 . ., _,_ u em 
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L1(0). Se unE DP(4:>) apenas para um número finito de índices n, então temos trivialmente 
<I>(u) ::; liminf<I>(un)· Se u.n E DP(<I>) para um número infinito de índices n, supomos, sem 
n-->-r-oo 
perda de generalidade, que <I>(un) :::; k para alguma constante k > O e todo n E Jlll. Ire-
mos provar que <l>(u) s k. Por (3.10), I vc-1 (u.) I é limitada em LP(iJ), então a seqüência 
c- 1 (un) é limitada em W~'p(O). A refieXi\ridade de w~·P(O) implica que uma subseqüência de 
c- 1(un), novamente denotada por G- 1(un) 1 converge fracamente em W~'P(O) para uma função 
w E wJ·P(D). A inclusão compacta w~·P(.O) '-..;. LP(Q) permite-nos concluir que c-1(un) __, U' 
em LP(il), logo Un ~ G(w) em L1(il), por (3.10). Portanto, w ~ c-1(u) e c-1(u) E wJ·P(iJ). 
Como c- 1(un), c-1(u) E Hfl.l(iJ) e c-1(un) ~ c-1(u) em L'(íl), um resultado devido a Ser-
riu, que pode ser encontrado em [1-Io], implica que <I>(u):::; liminf<I>(un) :S k. D 
n-+--t-oo 
LEMA 3.3. O resultado acima permanece válido se (3.68)-(3.72) forem satisfeitas e se DP(<l>) 
for substituído por D 0 (<1>) = {w E L'(il): w 2: O q.t..p. em (l e c-1(w) E Wl'0 (il)}. 
Demonstração. l.Jsamos (3.16) para concluir que <I> ~ +oo, pois podemos avaliá-lo em 
C;:"(il) n D 0 (<1>). Neste caso I vc-1(un) I é limitado em 1°(()), porque [[VG-1(un)I!L"(O) s 
1 + <I>(un) S 1 + k,veja (2.49), e pela desigualdade de Poincaré,veja (2.62). A refl.exividade de 
WJ'G(Q) implica que uma subseqüência de G-1(u,.,), ainda denotada por Q-1(un), converge fra-
camente em wJ,G(O) para uma função w E W~'G(O). A indusão compacta wJ.G(n) <........)- LG(D), 
veja [DoTr] e (2.64), pei·mite-nos concluir que c-1(un) ---;. w em LG(D.), portanto Un---;. G(w) 
em L1 (0), porque G satisfaz a condição .12. Logo, w = c-1(u) e a- 1(u) E W~'0(Q). Como 
c- 1 (un), c-1(u) E W 1•1 (D.) e c-1 (u,.,) _,. c- 1 (u.) em L1 (0.), o racíocinio do lema anterior im-
plica que <l>(u) ::; k. D 
Os seguintes lemas de convexidade podem ser verificados através da aplicação da desigual-
dade de Hõlder no integrando de <P, quando L é o p-laplaciano. Mas no presente trabalho 
uma idéia similar não é aplicável porque a desigualdade de Hõlder não funciona bem para uma 
função como G, veja [Co] e [HaLiPo]. Portanto damos uma abordagem alternativa usando a 
semicontinuidade fraca inferior de <I>, que é equivalente à sua semi continuidade fraca inferior 
sequencial, veja [DF]. 
LEMA 3.4. Suponhamos que as hipóteses do Lema 3.2 ou do Lema 3.3 sejam válidas. Em 
ambos os casos, <P é convexo. 
Demonstração. Seja D c JR·ro.,r o menor CllbO que contém n e tem lados paralelos ou per-
pendiculares aos eixos coordenados de IRN. Tomemos um subconjunto Do de D tal que 
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O :::; 1
1 
~o 
1
1 = ,\ :::; 1 e estendamos ln0 por periodicidade de D em IRN. Pelo Lema 1. 
lv,(nx) ~ >.lv(x) em L1(D), em particular lv,(nx)lc(x) ~ ,\ln(x) em Ll(fl). Tomemos 
a, b E DP(ci>) (ou a, b E DG(ci>) no segundo caso) e definamos 
u(x) ~ .\a(x) + (1- .\)b(x) (3.21' 
e 
un(x) ~ [1v0 (nx)a.(x) + (1-lv,(nx))b(x)]ln(x) (3.221 
em fl. Claramente, u, UnE Ll(fl) em Un ~ u em L1(fl), porque a, b E L'(fl) e lv0(nx)lc(x) _.. 
.\ln(x) em L=(fl). Observemos que G([ V'G- 1(a) [), G(J V'G- 1 (b) lJ E L1(fl). Portanto 
(3.23) 
~ k {lv,(nx) G([ V'G- 1 (a) [) + (1- lv,(nx)) G(J V'G-1 (b) ])}dx, (3.241 
implca que 
<!>(u) S liminf <l>(un) =.\<I>( a)+ (1- .\)<l>(b). D 
l'l-+o'>C 
OBSERVAÇÃO. Baseado em [Dal] é possível estabelecer um resultado recíproco. A conv·ex-
idade de <'P implica na sua semicontinuidade inferior fraca em U(O). De fato, seja 'ttn E L 1(0) 
uma seqüéncia tal que f = liminf1>(u71 ), quando u.,., ~ nem L 1 (Q). Podemos assumir que 
n-•-oc 
R = lim c:f>(u,.,). Pelo Teorema de ::\lazur existe uma combinação convexa de U. 71 , dada por 
n--->+oo 
k k 
O e I>j = 1, tal que u na norma de L1(0). Podemos 
j=n j=n 
supor que vn ...... u q.t.p. em O. Dado r; > O, existe um índice suficientemente grande 
j tal que <I>(u.) :::; <IJ(-u,.,) +E. A convexidade de <I> implica que <P(u) :::; C+ c, e, portanto 
<l>(u) S liminf <l>(un). 
n->-C:O 
No resultado seguinte calculamos a derivada de Gât.eaux de <P. Usamos a convexidade de 
-Lu 
<I> para obtermos a monotonia de -(-. 
g u.) 
LEMA 3.5. Suponhamos que ( 1.6)-(1.9) sejam satisfeitas e seja P definido como acima. Dado 
Wi E DP( P) assumamos que 
(3.26í 
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e 
para a, f3 ;:: O com a + f3 = L (3 27) 
Então 
, r -L(G-1(w,)) 
q, (w;)(w1 - w2) = Jn g(G l(w,)) (w1 - w,)dx. (3.28) 
Além disso, 
r (-L(G- 1 (wt)) -L(G-1 (w2))) 
.In g(G l(wt)) - g(G l(w,)) (wr- w,)dx 2: O. (3.29) 
Admitamos as condições (3.68)-(3.72). Tomemos wi E DG(<P) de rnaneua que 
G(l'i7G- 1(awr + ;Jw,)l) <; h(x) para a, ,6 :>O com a+ 19 = 1 e alguma função h E U(flí. 
independentemente de a e /3. Se substituirmos LP' (O) e W~'P(.Q) acima, respectivamente, por 
L 0 (0.) e W01•G(O), então temos os mesmos resultados. 
Demonstração. Seja ·v = w 1 - w:;, então 
Vamos justificar o cálculo heurístico delineado acima. Definamos u(x, t) 
= G(l V'G-1(w 1 - tv)) I) para O_:; t :S: L A conve.xidade de <fl impica que Wt- tv E DP(<I>) e 
o-(x, t) E L 1(0). Um cálculo simples dá 
ÔIY(x, t) ( -v ) 
Bt = g([ 'i7G- 1(w 1 - tv) I) I 'i7G-1(w,- tv) 1-l \IG-1(wr- tv) · 'i7 g(G l(wr _te)) · 
(3.31) 
ôa(x, t) . . 
Logo concluímos que o produto interno Dt E L1(0) pela est1matrva (3.9), porque 
v(g(G 1(:: -tv))) E LP(O) por (3.27) e pela desigualdade de Hólder. Um cálculo fácil 
usando (3.10)-(3.12), mostra que 
G(l \IG-'(wr- tv) I)<; G {c[(!- t)! \IG- 1(wr) I +tI \IG-1 (w,) IJl (3.32) 
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para uma constante c = c(p, 11 , 12) > O. Logo a-(x, t) ::; h(x) para alguma h E L 1(0), inde-
pendentemente de O ::; t ::; L Portanto, (3.30) está correta por diferenciação sob o sinal de 
integração. 
Na abordagem de Orlicz-Sobolev repetimos a mesma rotina acima. A hipótese de limitação 
em L1 (0) substitui (3.31). Logo a conclusão é mais direta. 
Aplicando a fórmula de Green obtemos o resultado desejado (3.28). A desigualdade (3.29) 
é uma conseqüência da convexidade de <I>. D 
OBSERVAÇÃO. Se a constante c em (3.32) é::; 1, então o integrando do funcional~ definido 
no Lema 2 é convexo. E mais, quando L é o p-laplaciano, é possivel mostrar que c = 1. 
Demonstração do Teorema 3.1. Sejam u1 f= u2 soluções em W~'P(O) de (3.1). Um resultado 
de [Se] mostra que elas pertencem a L00 (0). Então f(x, ui(x)) E L00 (0:) para i= 1, 2. De fato, 
(3.33) 
De [Li1] concuímos que u.i E C 1,a(O) para algum O< a< L Como U.i::; [[uiiiL=(n) temos 
f( ·) > f(x, llu;IIL~(n)) ( ·) X, u, - (11 11 ) g u., . 9 Ui L""(íl) 
Portanto f(x,ui) > ciuf-1 para alguma constante c; 2:: O, por (3.9). 
(3.34) 
Aplicando prmcíp10 
do máximo forte do capítulo 1, a -Lui + ciuf-1 2:: O em n, obtemos u; > O em D e 
&ui 
ôv > O em 80, onde v denota o vetor unitário normal interior a 80. u1 O quociente -u, 
é limitado em 0, como podemos ver se defininnos m = sup{p E m ; UJ - f.lU'] > Ü 
em 0}. Então m > O e u1 :2: m u.2 em O. De fato, se existisse x 1 E Q tal que 
1 
u1(x') < mu2(x'), então ul(x11 )- -u:l"L"n)::; O para alguma seqüência Xn E O. Existe urna 
n -
subseqüência Xnlo I ainda denotada por Xn, que converge para um ponto X E n. Como 
Ui(Xn)--" ui(X) concluímos que u 1(X) ::; O, e, claramente u 1(X) =O, implicando que X E 80. 
Assim 
--X=Im <1m- = ilu1(_) 1. u1(xn)- u1(x) 1. 1 ("'(xn)- u,(x)) 0 
Ôv n--+=- i Xn - X J - n--+<XJn I Xn- X i' (3.35) 
dá uma contradiçi:o. ,.f'rocando-se u1 e u2 nrr..a pela outra, concluímos que O < m 1 ,:; u
1 
s;_ m2 u., 
em n. para constantes m 1, m2 > O. Esta limitação foi utilizada em [Sa] em circllns't.âncias 
diferentes. Seja Wi = G(ui), então Ut = c-1(w.), wi E DP(<I>), wi E C 1•00 (0) e o< kl < wl < k'2 w, 
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em n, para constantes k1 , ks > O. A limitação anterior pode ser deduzida de (3.10). Seja 
v = w 1 - ws. Logo, 
g(G 1(;1- tu)) E C1(!!) n co(!!) 
e se anula em an para O :.::; t :.::; L De fato 1 temos em O 
'Wl- tv < c-1(wl- tu) 0 :S -g (70G""'17( w-,-_-tc-u,-;-) ) - ' 
por causa da desigualdade 
G(s) :S sg(s) 
para s .2: o. Tomando-se o limite em (3.37) quando X se aproxima de an, obtemos 
W1- tv = Ü 
g(G l(w1 - tu)) 
em an para o:::; t :::; 1, porque WI- tv = o em an. Como 
1 W1 - tv 1 O<min{l,~}:S :Smax{l,~} 
~ 'W1 k1 
em n para o :::; t :::; 1, temos 
g(G l(w 1 - tv)) 
W1 "Ult-tU =Ü 
w1 - tu g(G l(w1 - tv)) 
em óf! para O -::; t -::; 1. Usamos O < k1 ::; w1 -::; ks in O para concluir que 
W2 
U'~ 
g(G 1(w 1 - tu)) 
em ao pela argumentação anterior. 
Wj g(G 
Portanto, 
l (-Lu! -Luo) O :S -(~) - -( ,- (G(u1)- G(u 2))dx ~ n g 11.1 g u~) 
~ f (f(x, u!) - f(x, u,)) (G(u1)- G(u,))dx <O Jn g(u1 ) g(u,) 
fornece uma contradição. D 
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(3.36) 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
Demonstração do Teorema 3.2. No ambiente de Wl· 0 (S1) repetimos o mesmo programa 
acima com o auxt1io dos resultados de limitação e de regularidade presentes em [Li2] e o princípio 
do máximo forte do capítulo 2. Notemos que, em concordância com as hipóteses do Lema 3.5. 
temos a(.'t, t) limitado em O, independentemente de t. A única diferença é a maneira como 
obtemos a limitação para w1 . A estimativa (3.16) soluciona a questão, quando ambas u1(x) e w, 
u::?(x) tendem a O quando x se aproxima de 80. Assim temos de fato O < k1 ::; w 1 ::; k2 em O 
W2 
para constantes k11 k2 > O. D 
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