Abstract: In this paper, we find the conditions on parameters a, b, c and q such that the basic hypergeometric function zφ(a, b; c; q, z) and its q-Alexander transform are close-to-convex (and hence univalent) in the unit disc D := {z : |z| < 1} .
Introduction and Notation
Most of the mathematical functions which are encounted in numerous contexts are of hypergeometric type. The ordinary or Gaussian hypergeometric function 2 F 1 (a, b; c; z) is defined by the series 2 F 1 (a, b; c; z) = ∞ n=0 (a, n)(b, n) (c, n)n! z n , |z| < 1, where a, b, c are complex numbers such that c = 0, −1, −2, −3, ..., (a, 0) = 1 for a = 0 and (a, n + 1) = (a + n)(a, n), n = 0, 1, 2, · · · .
In the exceptional case c = −p, p = 0, 1, 2, · · · , F (a, b; c; z) is defined if a = −m or b = −m, where m = 0, 1, 2, · · · and m ≤ p. Heine (see [1, 5] ) defined 'q-analogue' or 'basic analogue' of Gaussian hypergeometric function in the following way 2Φ1(a, b; c; q; z) = 1 +
where |q| < 1. For the base q, 0 < q < 1, define (a; q) = 1 − q a 1 − q , (0; q) = 1.
Clearly, by L'-Hospitals' rule, we have (a; q) → a as q → 1, and the basic factorial notation is (a; q)! = (1; q)(2; q) · · · (n; q).
Now we write
(1 − q a )(1 − q a+1 ) · · · (1 − q a+n−1 ) = (a; q)(a + 1; q) · · · (a + n − 1; q)(1 − q) n = (a; q) n (1 − q) n , say, and thus in the limiting case q → 1, we have lim q→1 (a; q) n = lim (1 − q) n = (a, n).
With this observation, the Heine's series or the q-analogue of Gauss function defined above takes the following form [17] :
We remark that in the limiting case q → 1, the function 2 Φ 1 (a, b; c; q; z) reduces to 2 F 1 (a, b; c; z). The geometric properties of 2 F 1 (a, b; c; z) for various values of a, b and c are well known. For details, we refer to [7, 9, 10, 13, 14] and references therein. Similar study about 2 φ 1 (a, b; c; q; z) is not available in the literature, except [6, 15, 16] . Hence the main objective of this work is to find the geometric properties of 2 φ 1 (a, b; c; q; z) from the parameters a, b and c for 0 < q < 1. For this purpose the q-Gamma function Γ q (x) [2] , which is the q-generalization of the Gamma function and defined by
is used. Throughout the sequel, we always asuume that z ∈ D where D is the unit disc given by {z : |z| < 1}. The class of normalized analytic functions
has been studied extensively, together with its subclass of univalent (schlicht) functions S = {f ∈ A | f is one-to-one in D}.
(1.2)
For f ∈ A, the q-difference operator of the basic differentiation is given by
and f ∈ A is called close-to-convex (f ∈ K) if there exists g ∈ S * such that
Using q-difference operator the authors in [6] generalize the family S * as follows:
Clearly PS q reduces to S * as q → 1 − . Not much is known about the class PS q , except what is discussed in [6] for the inclusion of the functions 2 Φ 1 (a, b; c; q; z) and for the study of certain continued fraction expansions given by [11] . Recently the second author, among other results, studied [15, 16] certain continued fraction expansion for 2 Φ 1 (a, b; c; q; z) and used it to improve the results given in [6] . We now generalize the class K in the spirit as the Definition 1.1 generalizes S * .
Definition 1.2.
A function f ∈ A is said to belong to the class PK q if there exists g ∈ S * such that
together with the identity function. It is easy to see that each of these functions maps the disc D onto a starlike domain and the last fact is easy to see from the analytic characterization given by (1.3). We remark that each of these functions plays an important role in function theory since these together with its rotation are extremal for interesting subfamilies of S. We first state few useful criteria for a normalized power series (A 0 = 0, A 1 = 1,) defined by 8) to belong to PK q .
Then we have the following:
The power series converges for |z| < 1. Since
and
we have
Thus, by applying Root test, the radius of convergence of f (z) is seen to be unity and so f is analytic in D. Next we show that f belongs to PK q with respect to the starlike function g(z) = z/(1 − z). For this we need to show that f satisfies the condition
(1.10)
By (1.8) and the defintion of q-difference operator, the above inequality can be rewritten in the equivalent form
Applying triangle inequality, we find that
Thus (1.10) holds for all z ∈ D. Hence f ∈ PK q with g(z) = z/(1 − z). Next we prove (2) and the rest follows similarly. Assume that
This implies that the power series converges for |z| < 1. Since
which is less than or equal to a finite quantity and hence the radius of convergence, by Root test, is unity. Taking g(z) = z/(1 − z + z 2 ), to prove f ∈ PK q with respect to g(z), we need to show that f satisfies the condition
which after some computation is seen to be equivalent to
As in the first case, we use triangle inequality and obtain that for |z| < 1, S q ≥ 0. Hence f ∈ PK q with g(z) = z/(1 − z + z 2 ). This completes the proof.
The following lemma is immediate from the proof of Lemma 1.1.
Lemma 1.2. Let B n be as in Lemma 1.1 and
Note that as q → 1, Lemma 1.1 and Lemma 1.2 give criteria for close-to-convexity with reference to the eight different starlike functions defined by (1.7). In the special case when q → 1, Lemma 1.1 gives results of Ozaki [12] (see also [8] ) and for which applications have been obtained related to the univalency question of the Gaussian and the confluent hypergeometric functions by various authors. For example, we refer to [13, 14] and references therein. 
Then the function zφ(a, b; a + b; q, z) belongs to PK q with respect to
. We further write
where
If we take S := n≥1 B n+1 − B n , then from Lemma (1.1), it is sufficient to show that
We assume that the first hypothesis of the theorem is true. Now writing
to show that f (q, n) > 0, it is enough to show that
we can easily see that the first term is positive from the given hypothesis 1(a), and the term q a+b+2n−2 (1 − q), which is positive for n ≥ 1, hence f (q, n) is positive. Now,
from the hypothesis 1(b). Now considering the second hypothesis and observing that f (q, n) is q n multiple of
and considering
we see that the first two terms of the above expression are positive for all a, b > 0 and n ≥ 1. Hence to show that f (q, n) is negative it is enough to show that
which is clearly true from hypothesis 2(a) by taking a + b > 2 and using the inequality q a+b+n−2 < q a+b−2 . Now it is easy to see that
is true from hypothesis 2(b) and the proof is complete.
The following corollary is immediate.
then f ∈ PK q with g(z) = z/(1 − z).
Before proceeding for the next result, we give a list of functions.
Theorem 1.2. If a and b are related by any one of the following conditions
, and
, which gives
Now we take
from Lemma 1.1 it is sufficient to show that S ≤ 1. For the first part, writing
(1.14)
This gives B n−1 − B n positive, since A < 0 from 1(a) and B > 0 from 1(b) of the hypotheses of the theorem. Similarly
.
which is positive from the hypothesis, since A < 0 from 1(a), B > 0 from 1(b). Combining these we have B n−1 − B n+1 is positive. Further
from 1(c) of the hypothesis. Proceeding similar to the first part, we can easily see that g(q, n) is negative from the hypothesis 2(a) and 2(b). Hence
from 2(c) of the hypothesis and the proof is complete. Theorem 1.3. The function zφ(a, b; a + b; q, z) belongs to PK q with respect to the starlike function z (1 − z) 2 , whenever
from Lemma 1.1, it is sufficient to show that S ≤ 1. Infact, we show that |S| = 1. Now
where A and B are respectively, as in (1.13) and (1.14). Thus, taking
satisfies the hypothesis (1.15) of the theorem, which means we get B n−1 −2B n +B n+1 is positive. On the other hand, if we take
we again see that the hypothesis (1.15) of the theorem is satisfied to yield B n−1 − 2B n + B n+1 negative. This means B n−1 − 2B n + B n+1 = 0.
(a; q) n−2 (b; q) n−2 (a + b; q) n (q; q) n−1 q n−2 + ∞ n=1 (a; q) n−2 (b; q) n−2 (a + b; q) n (q; q) n−1 q a+b+3n−5
Then, in both the cases, viz., a, b ∈ (1, ∞) and a ∈ (0, 1) , b ∈ (1 − a, 1), 
