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1. INTRODUCTION 
The study of negation in logic programming has been the topic of sub- 
stantial research activity during the past several years, starting with the 
negation as failure semantics in Clark (1978), and Apt and van Emden 
(1982). More recently, a major direction of research has focused on the 
class of stratified logic programs, in which no predicate is defined recur- 
sively in terms of its own negation and which can be given natural seman- 
tics in terms of iterated fixpoints. Stratified logic programs were introduced 
and studied first by Chandra and Hare1 (1985), but soon attracted the 
interest of researchers from both database theory and artificial intelligence. 
Recent research work on stratified logic programs and their generalizations 
includes the papers by Apt, Blair, and Walker (1988), Van Gelder (1986) 
Lifschitz (1988), Przymusinski (1988), Apt and Pugin (1987) and others. 
At the same time, stratified logic programs became the choice for the treat- 
ment of negation in the NAIL ! system developed at Stanford University by 
Ullman and his co-workers (cf. Morris et al., 1986, 1987). 
A fundamental question about any query language is to determine its 
exact expressive power. Issues of expressiveness have been the driving force 
behind the introduction of progressively more powerful logical query 
languages. Aho and Ullman (1979), for example, pointed out the poverty 
of first-order query languages on finite structures and suggested augment- 
ing first-order logic with operators capable of capturing natural properties, 
such as connectivity, that are not first-order definable. DATALOG (the 
language of Horn-clause programs without function symbols and without 
negation) can be viewed as a natural development of this suggestion. 
It is well known that stratified logic programs have strictly higher 
expressive power than DATALOG programs. Indeed, stratified logic 
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programs have the property that they can be divided into layers, so that at 
any given layer all predicates occurring negatively have been defined at a 
lower layer (the first layer, in particular, is negation-free). It follows that 
every DATALOG program can be viewed as a stratified program with a 
single layer. Moreover, the queries computable by stratified logic programs 
contain properly those computable by DATALOG programs, since the 
former are closed under negation, while the latter are not. As a typical 
example of this situation, consider the following stratified program 7c in 
which the predicate P computes the complement of the transitive closure of 
a given binary database relation E: 
P(-& Y) + 1 Sk y), 
S(x, .Y) + m Y), 
Sk Y) + m 21, w, y). 
What is the exact expressive power of stratified logic programs? 
Chandra and Hare1 (1985) addressed this question and stated a theorem 
(their Theorem 5.4) to the effect that on finite structures stratified logic 
programs have the same expressive power as fixpoint logic, which is 
obtained from first-order logic by adding the least fixed point operator for 
positive first-order formulas. Fixpoint logic is one of the most well studied 
and understood extensions of first-order logic on both infinite structures 
(Moschovakis, 1974) and finite structures (Chandra and Harel, 1982; 
Vardi, 1982; Immerman, 1983, 1986; Gurevich and Shelah, 1986; and 
others). Thus, it appeared for awhile that the question concerning the 
expressive power of stratified logic programs was settled. Later on, however, 
P. Kanellakis (1987, personal communication) pointed out certain 
difficulties in carrying out the sketch of proof of Theorem 5.4 given in 
(Chandra and Harel, 1985) and raised the problem of producing a com- 
plete proof of the claimed result. It turns out that this result is not correct. 
In a recent paper Dahlhaus (1987) obtained results about normal forms 
in fixpoint logic. In particular, he proved that tixpoint logic on finite struc- 
tures is strictly more expressive than its existential fragment EFP, in which 
only existential formulas are iterated. It is not hard to show that the 
queries computable by stratified logic programs are also expressible by for- 
mulas in the existential fragment EFP of fixpoint logic. As a result, fixpoint 
logic on finite structures has strictly higher expressive power than stratified 
logic programs. 
Dahlhaus’ (1987) key idea was to study EFP and fixpoint logic on cer- 
tain “game tree” structures and to exhibit a natural game theoretic query 
that turns out to be expressible in fixpoint logic, but not definable by any 
EFP formula (and, a fortiori, not definable by any stratified logic program) 
52 PHOKION G. KOLAITIS 
on finite “game trees.” These “game trees” were first introduced in an 
earlier paper by Chandra and Hare1 (1982) in order to establish that on 
finite structures first-order formulas of distinct quantifier nesting possess 
distinct expressive power. 
In (Dahlhaus, 1987) there is no mention of stratified logic programs and 
the proof for the separation between EFP and fixpoint logic is rather terse. 
We present here the relation between stratified logic programs and EFP, 
and give a detailed proof of this separation result, which we hope will be 
of interest and use to researchers in database theory or artificial 
intelligence. We include also some additional properties of fixpoint logic on 
finite structures (cf. Lemma 4 and Remark 1 in Section 3), which we had to 
establish in order to produce a complete proof of the separation. These in 
turn required use of more sophisticated machinery from fixpoint logic, 
namely the induction completeness theorem from Moschovakis (1974) and 
Immerman’s (1986) theorem about the collapse of the fixpoint hierarchy at 
the first level. 
The above result establishes that fixpoint logic has strictly higher 
expressive power than stratified logic programs on finite structures over a 
vocabulary o with at least one binary and one unary relational symbol. 
With minor modifications in the definition of the “game trees” we can also 
separate stratified logic programs from lixpoint logic on finite structures 
over a vocabulary consisting of a single binary relation symbol. This result 
turns out to be optimal, because, in terms of expressive power both lixpoint 
logic and stratified logic programs reduce to first-order logic over 
vocabularies consisting of unary relational symbols only. 
Since the techniques used to separate stratified logic programs from 
lixpoint logic are special to finite structures, it is natural to ask if this 
separation still holds when we consider infinite structures. Using standard 
results from hyperarithmetic theory, we observe first that on the structure 
N = (N, +, .) of the integers lixpoint logic has strictly higher expressive 
power than stratified logic programs. We then show, using more advanced 
methods from lixpoint logic, that this separation holds on any infinite 
structure with a “long” lixpoint program. We can conclude, therefore, that 
fixpoint logic is more expressive than stratified logic programs on many 
infinite structures of mathematical interest. 
2. STRATIFIED LOGIC PROGRAMS AND FIXPOINT LOGIC 
This section contains the definitions of the main concepts and a mini- 
mum amount of necessary background material. We assume that we have 
a fixed underlying vocabulary d consisting of relational symbols RI, . . . . R,r 
and we consider relational structures over this vocabulary. 
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2.1. Stratified Logic Programs 
A general logic program is a set of rules of the form 
to+- t,, t2, . . . . tk, 
where the tls are literals. The literal t,, is the head of the rule, while the 
others constitute the body of the rule. Each literal in the body is an atomic 
formula Q(x,, . . . . x,) or a negated atomic formula 1 Q(x,, . . . . x,J, where Q 
is one of the relational symbols R, in the vocabulary e or some other rela- 
tional variable S which is not in 0. The head of the rule is an atomic for- 
mula Q(x,, . . . . x,,), where Q is a relational variable. One of the relational 
variables of the program is a distinguished goal predicate. 
A DATALOG program is a general logic program such that no literal 
in the body is a negated atomic formula involving a relational variable. The 
following is a typical example of a DATALOG program: 
ax, Y) + E(x, Yh 
S(x, Y) + St-? z), m, Y) 
(here E is a relational symbol in the vocabulary a), 
Let D= (A, R,, . . . . R,) be a relational structure over the vocabulary cr 
and let 71 be a DATALOG program with S,, . . . . S, as its relational 
variables; moreover, let us assume that S,, . . . . S, have arities n,, . . . . n,, 
respectively. The program rt gives rise to an operator O,, or simply 0, 
assigning values O(S) to every sequence S= (S,, . . . . S,) of relations on the 
universe A of D whose arities are n,, . . . . n,. O(S) is itself a sequence of rela- 
tions on A of arities n, , . . . . n, ; these relations are obtained by applying all 
the rules of ‘II to the relations R,, . . . . R, of D and the relations S,, . . . . S,. 
If the relational variable S, is the designated goal predicate, then the 
semantics of the program z on D is the coordinate So? of the least fixed 
point 0” = (S;“, .,,, Sz) of the operator 0 on D. The semantics of the 
program z on D can alternatively be obtained by iterating the operator 0 
until its least fixed point is reached (where the iteration starts by assigning 
the empty set to the relational variables of 0). More formally, if 
0’ = O(B) and @“+ ’ = O(W), 
then the least fixed point of 0 is 
where the union is taken coordinatewise. 
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In the case of the previous example, on any structure of the form 
D = (A, E) the program gives rise to the operator 
O(S) = {(x, y): E(x, y) v 3z(S(x, z) A S(z, y),) 
In this case for each n b 1 we have that 0” is the binary relation on A con- 
sisting of all pairs (a, b) connected by a path along E of length at most 
2”- ‘. Thus, the least fixed point 0” = UIp= , 0” is the transitive closure of 
the relation E. 
A general logic program is strat$ed if, intuitively, recursion is not 
allowed “through” negation. More formally, a general logic program YI 
having S, , . . . . S, as its relational variables is stratified if there is a partition 
P= U,,, Pi of the clauses of rr such that: 
l If a relational variable S, occurs positively in the body of a rule in 
some Pi, then every rule having S, in its head is contained in U,,i P,. 
l If a relational variable S, occurs negatively in the body of a rule in 
some Pi, then every rule having S, in its head is contained in lJjci P, (in 
particular no relational variable occurs negatively in the body of a rule in 
the first stratum P,). 
Stratified logic programs can be given natural semantics, using the least 
fixed point semantics for DATALOG programs repeatedly (iterated fixed 
point semantics; Chandra and Harel, 1985; Van Gelder, 1986; Apt et al., 
1988). Given a structure D, we start by computing the least fixed point of 
the first stratum (which is itself a DATALOG program over D) and then 
proceed inductively through the other strata, viewing each stratum Pi as a 
DATALOG program over the expansion of D obtained by augmenting it 
with the values of the relational variables computed in lower strata. It is 
known (Apt et al., 1988) that the semantics of stratified logic programs is 
independent of the stratification used. The program rt given in the intro- 
duction is an example of a stratified program with two strata; it computes 
the complement of the transitive closure of E. On the other hand, the 
program 
T(x) + 0, x), 1 T(Y) 
is clearly not stratified. 
2.2. Fixpoint Logic 
The syntax offixpoint logic FP is obtained by augmenting the syntax of 
first-order logic with the 
l Least Fixpoint Formation Rule: If q(xi, . . . . x,, S) is a formula over 
the vocabulary c u {S} in which S is a n-ary relational variable symbol 
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with positive occurrences only (i.e., within an even numbers of negations), 
then qpm(xl, . . . . x,) is also a formula, called the least fixpoint of cp. 
If D is a structure over the vocabulary 0, then (pm(xl, . . . . x,) on D is 
interpreted to be the smallest n-ary relation S on the universe of D such 
that 
where x = (xi, . . . . x,). In other words, ~p’~ is the least fixed point of the 
operator 
O(S) = (2: D k cp(X, S)}. 
Note that this least fixed point always exists, because the positivity condi- 
tion on cp guarantees that 0 is monotone. The least lixpoint (pm can also 
be defined “from below” by induction on the ordinals as 
where the stages cpr are given by 
On any structure D (finite or infinite) there is a least ordinal kj,, such that 
cpou = @’ = cpr for every 5 z <,,. This is called the closure ordinal of 40 on D 
and is denoted by cl(cp, D), or 1~1 when D is understood. If D is a finite 
structure with r elements, then the closure ordinal of cp is a number 6r” 
(where n is the number of free variables in cp). On infinite structures, 
however, 1~1 may be a finite or an infinite ordinal 2 o. 
Some examples are in order. Let cp(x, y, S) be the first-order formula 
EC% Y) ” Fz)(S(x, 2) A S(z, Y)), 
where E is a binary relation symbol in the vocabular 6. We have that 
(poo(x, y) o there is a path from x to y; 
i.e., the least fixpoint of rp defines the transitive closure query. We also have 
that 1~1 < o on any structure and that 1~1 = o on exactly the structures of 
infinite diameter. For a different example, let t,Qx, S) be the first-order 
formula 
W~‘y)(E(yt x)--t S(Y)). 
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It is easy to verify that 
$“(x) 0 (there is no infinite sequence x, , . . . . _ x such that ,, 
x, =x and E(x ,~+,,~~,,~fo~alln31). 
On finite structures $ ’^ consists of all vertices for which there is no path 
to them from a cycle. On the other hand, if E is an infinite well-founded 
relation of rank an ordinal 5, then I$1 = { and thus on infinite structures 
the closure ordinal of $ may be an arbitrarily large ordinal. 
Note that Iixpoint logic allows for the interleaving of the least fixed 
operator with the propositional connectives and the first-order quantifiers. 
On infinite structures this gives rise in general to a hierarchy, where 
different levels of the syntax may have different expressive power. Let FP, 
be the fragment of FP obtained by applying the first-order quantifiers, 
conjunction, and disjunction (but no negation) to the least fixpoints of all 
positive first-order formulas. It is well known (cf. Moschovakis, 1974) that 
on the structure N = (N, +, .) of the integers the relations definable by for- 
mulas in FP, coincide with the n: predicates, i.e., the relations definable 
by universal second-order formulas. Since the ZI: relations on the integers 
are not closed under complement, it follows that FP, has strictly lower 
expressive power than the full fixpoint logic FP on N. The situation, 
however, changes dramatically when we consider fixpoint logic uniformly 
on finite structures. Indeed, Immerman (1986) proved that on finite struc- 
tures the fixpoint hierarchy collapses down to FP, ; i.e., every query in FP 
is expressible by a formula of FP, . In other words, on the class of all finite 
structures a single application of the least Iixpoint operator to positive first- 
order formulas suffices to generate all queries in fixpoint logic. 
2.3. Strat$ed Logic Programs us Fixpoint Logic 
What is the relation between stratified logic programs and fixpoint logic? 
It is not hard to verify that the queries computable by stratified logic 
programs are also expressible in fixpoint logic. Actually they are expressible 
in the existential fragment EFP of fixpoint logic, which is obtained by 
interleaving the least fixpoint operator with the propositional connectives 
and existential quantification. More formally, let E be the collection of all - - 
formulas of the form ($)X(X, .i, R, S), where x is quantifier-free, R are the 
relations in the vocabulary 0, and S are relational variables which may or 
may not occur positively in x. We define by induction on 1 a sequence E, 
of classes of formulas; the existential fragment EFP will be the union of 
these classes. 
l To define the first level EFP, of EFP, we start by taking least 
Iixpoints of formulas (3jj)x(x,, . . . . x,, .V, i?, S) in E such that S is an n-ary 
relational variable occurring only positively in x. We define EFP, to be the 
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smallest class of formulas obtained from these least lixpoints by applying 
disjunction, conjunction, and existential quantification. 
l We define EFP,+I from the class EFP, as follows: form first least 
fixpoints (with respect to S) of formulas (@)x(x,, . . . . x,, jj, R, S, S1, . . . . Sk), 
where x is quantifier-free, S is a n-ary relational variable occurring only 
positively in x, and for the relational variables S,, . . . . Sk (which need not 
occur positively in x) we have substituted formulas from U;,, EFP,. Now 
let EFP[+, be the smallest class of formulas obtained from these fixpoints 
by applying disjunction, conjunctions, and existential quantification. 
l Finally, set 
EFP= (j EFP,. 
I= I 
The following theorem provides the connection between stratified logic 
programs and EFP. It can be proved in a straightforward manner along 
the lines of Theorems 4.1 and 5.1 in Chandra and Hare1 (1985). 
THEOREM 1. Zf a query is computable by a strat$ed program having a 
strat@ation P = uiSl Pi, then it is expressible by a formula in EFP,. As a 
result, fixpoint logic FP contains all queries expressible by strat$ed logic 
programs. 
Theorem 5.4 in (Chandra and Harel, 1985) states that tixpoint logic and 
stratified logic programs have identical expressive power. The suggested 
method of proof in (Chandra and Harel, 1985) is to use induction on the 
construction of fixpoint formulas to show they can be simulated by 
stratified logic programs. It turns out, however, that this is not possible. In 
the next section we prove that on the class of all finite structures over a 
vocabulary with one binary and one unary relational symbol fixpoint logic 
has strictly higher expressive power than stratified programs. 
3. STRATIFIED LOGIC PROGRAMS ON FINITE STRUCTURES 
We define here the “game tree” structures that were introduced in 
Chandra and Hare1 (1982) and compare the expressive power of stratified 
logic programs vs lixpoint logic on these structures. Let 0 be the vocabulary 
consisting of a binary symbol Move and a unary symbol Black. For every 
k 3 1 we define by induction on i3 0 simultaneously two sequences of 
structures Bi,k and B:.k over (r as follows: 
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l B,,, and Bb.k have a singleton as their universe and the predicate 
Moue is empty in both. The predicate Black is non-empty in B,,, and 
empty in Bb,k. Thus, they are of the form: 
Bo,,= (WI> 0, b&J) and S./c= C(G), 0, 0). 
l Bi+ 1.k consists of a copy of B: li, k disjoint copies of Bi,kr and a 
separate root di + , . The predicate Moue is the union of the Moue predicates 
in the Bi,k’~ and B:,k together with new “moves” from the root di+ l to the 
roots of the copy of B:,k and to the copies of B,,. The predicate Black is 
the union of the Black predicates in the Bi,k’~ and B:,k. 
l B:+ 1.k consists of k + 1 disjoint copies of Bi.k and a separate root 
d:+,. The predicate Move is the union of the Move predicates in the Bi,k’~ 
together with new “moves” from the root dj,, to the roots of the B,,k’~. 
The predicate Black is the union of the Black predicates in the B+‘s. 
In the sequel we use the term game tree to refer to one of the structures 
Bi,k or B:,+. With each game tree and each interior node x of it, we 
associate a Game G(x) played between Player I and Player II as follows: a 
round of the game starts with Player I picking a node y such that 
Moue(x, y) holds. After this, the two players take turns picking every time 
a node z that is a “next move” of the node y (i.e., Moue( y, z)) played in 
the previous step, until they reach the “leaves” of the tree. Player I wins the 
round if the last node played by Player II is in Black. We say that Player 
I wins the game G(x) if he has a winning strategy that allows him to win 
every round of the game. The game trees B,,, and BI,, are illustrated in 
Fig. 1. 
LEMMA 2. There is a first-order formula cp(x, S) over the vocabulary o 
such that S has positive occurrences only and 
q”(x)* Player I wins the game G(x) 
on every game tree. 
Proof. Let go(x, S) be the formula 
(3y)[Mooe(x, y) A (Vz)(Moue( y, z) -+ Black(z))] 
v (3y)[Moue(x, y) A (Vz)(MWy, z) -+ S(z))l. 
An induction on the stages rp’ of cp establishes that it defines the query 
“Player I wins the game G(x)” on game tress. 1 
Note that the root of each game tree is definable on every game tree 
of height at least 2 by the first-order formula p(x) asserting that 
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r00r 
Player I wins lhe game G(roor) 
FIGURE 1 
(3~) Moue(x, y) A (Vz)( 1 Moue(z, x)). It follows from Lemma 2 that the 
sentence * 
WNP(X) * CPYX)) 
is in lixpoint logic and defines exactly those game trees for which Player I 
wins the game G(root) (i.e., Player I starts at the root). It is now easy to 
verify that for any i 2 1 and any k > 1 
Indeed, the strategy of Player I on the game trees B2i,k is to always move 
along the leftmost branch of the tree (compare also the game trees B,,, and 
Bk,, in Fig. 1). 
We now show that the property “Player I wins the game G(root)” is not 
expressible by any stratified program on game trees. We actually prove that 
no sentence in the existential fragment EFP of fixpoint logic is equivalent 
to the sentence + above and then appeal to Theorem 1 to derive the 
separation between stratified logic programs and fixpoint logic. The proof 
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is carried out in a sequence of lemmas to the effect that every sentence in 
some level EFP, of EFP is equivalent to a fixed first-order sentence with 1 
alternations of quantifiers on all game trees B,, Z,k and B;+Z.k for any k 2 1. 
DEFINITION. For any k > 1 and any I > 1, let C,, be the collection of all 
first-order formulas over 0 in prenex form with I alternations of quantifiers 
starting with an existential quantifier and having at most k quantifiers in 
every quantifier block of the same type. Thus, every formula in Z,,, is of 
the form 
(3x,)(Vx,)...(Qxr)e(xl,x,, . . . . X,), 
where 8 is quantifier-free and each Xi, 1 6 i 6 I, is a sequence of variables 
of length at most k. 
Recall from Section 2 that the closure ordinal cl(cp, D) of a formula 
4$x1 3 . . . . x,, S) of lixpoint logic on some structure D is the smallest ordinal 
&, such that D k cp’c1 cp 5o for all 5 > to. If, in addition, the structure D is 
finite, then cl(cp, D) is a finite number. The next two lemmas reveal some 
crucial properties of formulas in EFP and their closure ordinals on 
arbitrary finite structures. 
LEMMA 3. Zf D is a finite structure and x is a formula of EFP, for some 
12 1, then there is a number k > 1 and a first-order formula I* in C,,, such 
that 
Proof (Outline). If cp(x,, . . . . x,, S, S,, . . . . S,) is an existential formula in 
which S is an n-ary relational variable symbol occurring only positively 
and Si, . . . . S, are additional predicates, then on any structure the finite 
stages h, 1 6 m < CD, of cp are definable by existential formulas over the 
vocabulary (T u { Si, . . . . S,}. Thus, on any finite structure D the least 
fixpoint (pm of cp is definable by an existential formula over r~ u { S1 , . . . . S,}. 
The lemma now follows from this observation and the definition of EFP, 
using induction on the levels EFP,, I> 1, of EFP. 1 
LEMMA 4. Let cp(x,, . . . . x,, S) be a formula of fixpoint logic in which S 
is a nary relational variable symbol with positive occurrences only. There is 
a first-order formula 
X(Y 1, ...> Ym, Xl, . . . . x,, T)  
such that T is a (n + m)-ary relational variable symbol occurring only 
positively and such that on any finite structure D 
- - 
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and 
Proof (Outline). This lemma is a refinement of Theorem 2 in Immer- 
man (1986), asserting that on finite structures tixpoint logic FP collapses 
to its first level FP, (obtained by applying first-order operations other than 
negation to least fixpoints of positive first-order formulas). Immerman 
(1986) shows how to replace negations of least fixed points by predicates 
in FP, uniformly on finite structures. The lemma follows then by combin- 
ing that proof with Theorem 6B.4 (Positive Induction Completeness 
Theorem) in Moschovakis (1974), which states that if cp(x,, . . . . x,, 
s, s 1, ***, S,) is a first-order formula in which we substitute predicates from 
FP, for S,, . . . . S,, then the least fixpoint cpz of cp can be obtained by 
existential quantification from the least lixpoint x”c of a first-order formula 
x such that on any finite structure D and any additional predicates 
S I, . . . . S, in FP, we have cZ(cp, D’) < cl(x, D), where D’ is D expanded with 
S I > . . . . St. I 
The next two lemmas (Lemmas 5 and 6) give special properties of the 
game trees. The crucial fact behind these properties is that the number of 
n-types on the game trees Bi,k and B:.k is bounded by a function that 
depends only on i (and not on k). 
LEMMA 5. Let cp(x,, . . . . x,, S) be a first-order formula in which S is a 
n-ary relational variable symbol with positive occurrences only. There are 
functions f(cp, i) andf’(cp, ‘) 1 such that for any i 3 1 and any k > 1 
c4cp, B+) Gf(cp, i) and 4cp, &I Gf ‘(cp, i). 
Proof (Outline). We say that two sequences (a,, . . . . a,) and (b,, . . . . b,) 
of elements from the universe of a structure D have the same n-type if they 
satisfy the same first-order formulas on D. If two sequences have the same 
n-type, then either they enter the least fixpoint cpm of cp(x,, . . . . x,, S) of cp 
at the same stage or they are not in cpoo. It follows that cl(cp, D) is bounded 
by the number of distinct n-types on D. Thus, to establish the lemma 
suffices to prove that the number of n-types on Bi,k and Bi.k is given by 
functions f,,(i) and f:(i) that depend only on i. This in turn is proved by 
induction on n and i using the recursive construction of the game trees. 
We illustrate here the argument for n = 1 and n = 2. 
For n = 1 it is clear that the required functions satisfy the equations: 
fi(l)=3, f;(l)=2, fi(i+l)=f;(i)+fi(i)+l, f;(i+l)=fi(i)+l. For 
n = 2 and for k > 2 we have first that fi( 1) = 4, f ;( 1) = 2. The number of 
unordered distinct 2-types on B,, ,,k is bounded by the expression 
f,(i)+f;(i) +fi(i)f;(i)+f:(i)+fAi)+f;(i). 
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The first term accounts for the 2-types between the root and nodes in the 
copies of Bi,k. the second for the 2-types between the root and nodes in the 
copy of Bi,k, the third for the 2-types between a node from a copy of B,, 
and a node from the copy of B:,k, the third for the 2-types between a node 
from a copy of Bi,k and a node from the copy of B:,k, the fourth for the 
2-types between nodes from two different copies of B+, and finally the last 
two terms account for the 2-types between two nodes from the copy of Bi,k 
or from the same copy of B:,k. A similar reasoning shows that the number 
of unordered distinct 2-types on B:,k is bounded by the expression 
f*(i) +f:G) +f2(0 I 
LEMMA 6. Let x be a formula of EFP, for some 12 1. For every i> 1 
there is a number k,, and a formula x* of Zl,ko such that x is equivalent to 
x* on the game trees Bi,k and B:,k for any k 2 1. 
Proof (Outline). If x is in EFP,, then for any finite structure D there is 
a k and a formula x* in C,,, equivalent to x on D. The formula x* depends 
only on x and the closure ordinals on D of the EFP formulas whose least 
fixpoints are subformulas of x. We can now apply Lemma 4 repeatedly to 
show that there is a first-order formula cp whose closure ordinal dominates 
the closure ordinals of the subformulas of x. But, by Lemma 5, for any 
fixed i the closure ordinal of this cp on Bi,k and B;.k is independent of k, and 
therefore we have a k, and a fixed formula x* in Cl,ko equivalent to x on 
Bi,k and B:,k for any k> 1. 1 
We now have all the machinery needed to state and prove the following 
results: 
THEOREM 7. The property “Player I wins the game G(root)” is not 
expressible by any EFP formula. 
Proof. Let II/ be the sentence of fixpoint logic that expresses the 
property “Player I wins the game G(root)” (cf. Lemma 2). Assume that 
there is an integer 12 1 and a sentence x of EFP, that is equivalent to tj 
on games trees. Without loss of generality, we may assume that E is an even 
number. Now apply Lemma 6 to x and to i = I + 2 to obtain a number k, 
and a fixed first-order sentence x* in C,,ko such that x is equivalent to x* 
on the game trees Bl+Z,k and B;+2,k for any k 2 1. Since I + 2 is even, the 
comments following Lemma 2 imply in particular that 
B /+2.k0 k X* while B;+2,ko k 1 X*. 
This, however, is a contradiction, because x* is a first-order sentence in 
c l,k,, and, by Lemma 3.9 in Chandra and Hare1 (1982), the game trees 
B I+2,ko and Bi+2,k,, satisfy the same sentences in Cl,kO. 1 
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THEOREM 8. The property “Player I wins the game G(root)” is not com- 
putable by any stratified logic program. As a result, fixpoint logic has strictly 
higher expressive power than stratified logic programs on finite structures 
over a vocabulary consisting of one binary and one unary relational symbols. 
Proof: Immediate from Theorem 1 and Theorem 7. 1 
Remark 1. As mentioned in the Introduction, Theorem 7 was obtained 
in Dahlhaus (1987) where a brief proof of it is given. In particular, the cru- 
cial Lemma 5 is derived there and then it is stated that Lemma 6 follows. 
We did not see how to prove Lemma 6 from Lemma 5 directly, without 
first establishing the properties of lixpoint logic in Lemma 4. The difficulty 
arises from the fact that, since EFPI formulas are built using predicates 
definable at “lower” levels EFP,,, I’< 1, of EFP, one has to obtain an 
analog of Lemma 5 for structures that are game trees expanded with 
predicates expressible in EFP. Lemma 4 allows us to circumvent this 
difficulty. 
Remark 2. With a little extra work we can show that fixpoint logic has 
strictly higher expressive power than stratified logic programs on finite 
structures over a vocabulary consisting of a binary relational symbol only. 
This is done by dropping the unary predicate Black and allowing the Move 
predicate to contain self-loops Move (x, x) for the nodes in Black (in par- 
ticular BO,k is modified so that its Move predicate is ((d,, d,)}). Observe 
that the root is again uniformly first-order definable on game trees, since 
it is the only node x not having some node y fx such that Move(y, x). 
Also, the leaves of the game tress are distinguished from the interior nodes 
by a formula L(x) saying that there is no node y #x such that Moue(x, y). 
This in turn allows for the simulation of the Black predicate. The rest of the 
argument remains essentially unchanged. Since binary relational symbols 
can be simulated by relational symbols of higher arity, we have established 
the following 
THEOREM 9. Fixpoint logic has higher expressive power than stratified 
logic programs on finite structures over any vocabulary that has a relational 
symbol of arity at least two. 
This separation of lixpoint logic from stratified logic programs is tight, 
because of the following well known 
THEOREM 10. Let o be a vocabulary having unary relational symbols 
only. Then every formula of fixpoint logic is equivalent to a first-order for- 
mula umformly on finite structures. As a result, fixpoint logic and stratified 
logic programs have the same expressive power over the vocabulary cr. 
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Proof (Outline). If 0 consists of m distinct unary relation symbols, then 
for every n > 1 there are at most 2”” distinct n-ary types on every structure. 
It follows that every least fixpoint cp” of a first-order formula 
40, 3 ...> x,, S) is equivalent to the stage (p’““, which is in turn definable by 
a first-order formula. 1 
An Open Problem. The techniques presented here for separating 
fixpoint logic from stratified logic programs apply to queries that require 
essentially an “unbounded” alternation of quantifiers. 
Consider now the distance query D(x, y, x’, y’) on finite graphs 
D = (A, E): 
D(x, y, x’, y’) holds if and only if the distance ( = the length of the shortest 
path) from x to y is less than the distance from x’ to y’ (this also includes 
the case where TC(x, y) A 1 TC(?c’, ~1’) holds; i.e., there is a path from x 
to y, but no path from x’ to y’). Using the stage comparison theorem (cf. 
Moschovakis, 1974) it is easy to see that this query is expressible in 
lixpoint logic; indeed, note that the distance query is the stage comparison 
relation of the logic program that computes the transitive closure query. 
We conjecture that the distance query D is not expressible by any 
stratified logic programs on finite structures. It should be pointed out, 
however, that the methods used here do not seem powerful enough to settle 
this conjecture. The reason for this is that on every finite structure the 
distance query can be expressed by a first-order formula in CZ.k for some 
k > 1 that depends on the structure, and thus this query does not require 
an “unbounded” alternation of quantifiers. 
4. STRATIFIED LOGIC PROGRAMS ON INFINITE STRUCTURES 
In view of the results in the previous section, it is natural to ask how 
stratified logic programs and fixpoint logic compare on infinite structures. 
Note that if fixpoint logic collapses to first-order logic on an infinite struc- 
ture, then stratified logic programs and fixpoint logic have identical 
expressive power. This is, for example, the case on any infinite structure D 
whose first-order theory is o-categorical; i.e., it has a unique countable 
model up to isomorphism (cf. Gurevich, 1984). 
We show here that if fixpoint logic is “non-trivial” on an infinite struc- 
ture, then it has strictly higher expressive power than stratified logic 
programs. We begin by discussing the situation on the structure 
N = (N, + , . ) of the integers. 
The nt relations on the integers are the relations definable by universal 
second-order formulas, while the E;t relations are those definable by 
existential second-order formulas. A relation is d: if it is both .Z; and ni. 
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A classical theorem of Kleene and Spector (cf. Moschovakis, 1974) states 
that a relation is fl: on N if and only if it is at the first level FP, of lixpoint 
logic (cf. Section 2). Moreover, L’: # fl: and, as a result, d: is a proper 
subset of ,?Yi n l7:. 
It is not hard to show that if cp(x,, . . . . x,, S, S,, . . . . S,) is an existential 
formula in which S occurs only positively and S, , . . . . S, are replaced by A i 
predicates, then the least fixpoint 40” of cp is also A:. Combining this fact 
repeatedly with Proposition 1 we obtain 
THEOREM 11. Every stratgied program computes a Ai relation on 
N = (N, +, . ). As a result, fixpoint logic has strictly higher expressive power 
than stratified logic programs on the integers. 
If D is an infinite structure, then the closure ordinal xD of D is defined 
to be the supremum of the closure ordinals cZ(D, cp) of first-order formulas 
cp(x, 3 ..*, x,, S) on D. For the integers, for example, it is well known that 
#p=mCk the smallest non-recursive ordinal. We say that an infinite struc- 
ture D ii leachable if KD > w  and there is a first-order formula ~(x,, ,.., -xi?, S) 
such that ICY = cZ(cp, D). More intuitively, a structure is reachable if there is 
a “long” tixpoint formula. There are many reachable structures of mathemati- 
cal interest in addition to the integers, including the reals (viewed as 
infinite sequences of integers), the field of rational numbers, every infinite 
ordinal (2, E), initial segments ( Vk, E) of the universe of sets, etc. 
THEOREM 12. Fixpoint logic has higher expressive power than stratfied 
logic programs on every reachable structure. 
Proof (Hint). Combine the stage comparison theorem and the positive 
induction completeness theorem in (Moschovakis, 1974) to show that 
the class of relations computable by stratified logic programs is properly 
contained in the first level FP, of fixpoint logic on every reachable 
structure. l 
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