Abstract. A basic result of B. Maurey and G. Pisier states that Gaussian and Rademacher averages in a Banach space X are equivalent if and only if X has finite cotype. We complement this for linear bounded operators between Banach spaces. For T ∈ L(X, Y ), let (T |Gn, Rn) be the least c such that
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Abstract. A basic result of B. Maurey and G. Pisier states that Gaussian and Rademacher averages in a Banach space X are equivalent if and only if X has finite cotype. We complement this for linear bounded operators between Banach spaces. For T ∈ L(X, Y ), let (T |Gn, Rn) be the least c such that
where Gn = (g 1 , . . . , gn) and Rn = (r 1 , . . . , rn) are systems of n independent standard Gaussian and Rademacher variables, respectively. Let (T |In, Rn) be the Rademacher cotype 2 norm of T computed with n vectors. We prove inequalities showing that the asymptotic behaviour of the sequence (T |Gn, Rn) is almost determined by the asymptotic behaviour of the sequence (T |In, Rn).
In particular, we get (T |Gn, Rn) = o( 1 + log n) if and only if (T |In, Rn) = o( √ n).
Introduction
This paper is motivated by a classical result of B. Maurey and G. Pisier [4] stating the equivalence of Gaussian and Rademacher averages in Banach spaces of finite cotype. We investigate in which sense and to what extent this remains true in the case of linear and bounded operators between Banach spaces.
We use standard Banach space notation. Throughout this paper, X and Y are Banach spaces. By operator we always mean a linear and bounded operator between Banach spaces. L(X, Y ) denotes the Banach space of all operators from X into Y . T will always be an operator from X into Y . Since we will need a couple of ideal norms arising from averages with respect to different orthonormal systems, let us introduce some convenient general notation adopted from the monograph [5] . Given two orthonormal systems of n functions A n = (a 1 , . . . , a n ) and
(1.1) whenever x 1 , . . . , x n ∈ X. We write (X|B n , A n ) for (I X |B n , A n ), where I X is the identity of X. Let I n be the unit vector basis in l n 2 . Let G n = (g 1 , . . . , g n ) and R n = (r 1 , . . . , r n ) be systems of n i.i.d. Rademacher and standard Gaussian random variables, respectively. Then (T |I n , R n ) is the Rademacher cotype 2 norm of T computed with n vectors. We use the notation (q) 2 (T |I n , R n ) for the Rademacher cotype q norm of T computed with n vectors, that is, the least c such that
It is well-known that the sequence (X|R n , G n ) is bounded for any Banach space X by a universal constant; see [4] . The mentioned result of B. Maurey and G. Pisier [4] is the following dichotomy. For a Banach space X, either (X|G n , R n ) is bounded or (X|G n , R n ) √ 1 + log n. The first case occurs iff X has finite cotype, which means that the sequence (q) 2 (T |I n , R n ) is bounded for some q ≥ 2. In the second case X has to contain the spaces l n ∞ uniformly, or, equivalently, (T |I n , R n ) = √ n for all n. Such a dichotomy is not true for operators. There are examples of diagonal operators in l ∞ for which (T |G n , R n )
(1 + log n) α for given 0 < α < 1/2; see also the examples given in section 4. Nevertheless, the gap between Gaussian and Rademacher averages in terms of the sequence (T |G n , R n ) is closely related to the behaviour of the Rademacher cotype norms of T . In section 3, we show that the behaviour of the sequence (T |G n , R n ) for n → ∞ is almost determined by the Rademacher cotype 2 norms.
Basic facts on ideal norms
An ideal norm α assigns to any operator T a nonnegative number α(T ) such that α is a norm on each component L(X, Y ) and satisfies the ideal norm property
We will simply write α(X) for α(I X ). For a systematic treatment of ideal norms and, in particular, for the facts quoted in this section, we refer the reader to [5] . The maps
with orthonormal systems A n and B n defined in the introduction are examples of ideal norms. The index n on an orthonormal system always denotes the cardinality of the system. To write (1.1) in a more comprehensive way, we use the abbreviation
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for an orthonormal system A n = (a 1 , . . . , a n ) ⊂ L 2 (M, µ) and x 1 , . . . , x n ∈ X. Then (1.1) reads as follows:
Given ideal norms α, β and γ, we write α
. Let (α n ) and (β n ) be sequences of ideal norms. Then α n ≺ β n means that there exists a constant c > 0 such that α n (T ) ≤ cβ n (T ) for all operators T and n = 1, 2, . . . . Moreover, α n β n is written for α n ≺ β n and β n ≺ α n . Similar notation is used for sequences of real numbers.
Given three orthonormal systems A n , B n and C n , the triangle inequality
is an immediate consequence of the definition. Furthermore, we have the general estimate
We say that the orthonormal systems
Here K is the scalar field of either real or complex numbers. In this case 
for all x 1 , . . . , x n in a Banach space. Hence, for any third orthonormal system C n ,
Let (X k ) be a sequence of Banach spaces. We denote the l 2 -sum of these spaces
Gaussian and Rademacher averages
Let γ n be the canonical Gaussian measure on R n defined by
for Borel sets B ⊂ R n . We simply write γ for γ 1 . We consider the Gaussian system G n = (g 1 , . . . , g n ) as the system of coordinate functionals on (
First of all, we provide some elementary facts about the distribution function
D is decreasing and D(0) = 1. It follows from
Moreover, it follows with the substitution
Integration by parts yields
Consequently, we arrive at the classical estimate
we conclude that 
for m large enough to ensure u m ≥ 3. This proves that
The next two lemmas lead to the inequalities between the ideal norms (G n , R n ) and (I n , R n ) in Theorem 3.3. The idea of the proof goes back to Kwapień; see [3] , pp. 251-252.
Let A be a measurable subset of R such that The system C A n ⊗R n = (c 
Lemma 3.1. With the above introduced notation, we have
Proof. We choose mutually disjoint subsets
. . , m. Since the systems C
A h n ⊗ R n have identical distributions, we conclude that
We observe that
. . , A m are mutually disjoint. Then the contraction principle tells us that
AICKE HINRICHS
Finally,
So we get
A look at the definition of (T |C A n ⊗ R n , R n ) finishes the proof.
Proof. We let A u = {σ ∈ R : |σ| ≥ u} for u ≥ 0 and note that D(u) = γ(A u ). Now we observe that
Letting |G n | ⊗ R n = (|g 1 | ⊗ r 1 , . . . , |g n | ⊗ r n ), it follows from Lemma 3.1 that
The observation that the systems |G n | ⊗ R n and G n have identical distributions finishes the proof.
We now come to the announced inequalities.
Moreover, there exists a constant c ≥ 1 such that for 2 ≤ q < ∞
Proof. Let M be an n-dimensional subspace of X and denote the inclusion map of M in X by J X M . John's theorem (see [6] , p. 54) tells us that
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for m = 1, 2, . . . . Then it follows from Lemma 3.2 and (3.3) that
Then the upper estimate in the first part of the assertion is a consequence of inequality (3.5). The second assertion can be seen as follows. For q ≥ 2, we conclude from Hölder's inequality that
By (3.2) and (3.6),
Finally, we make use of the estimate
which we state without proof. This well-known fact can be found in [5] . Then the triangle inequality implies
(1 + log m) 1/2 (G n , R n ) which proves the lower estimate.
Remark 3.4. The factor √ q in the second inequality of the preceding theorem gives the right order of magnitude for q → ∞. In fact, using the identity of l n ∞ for some n satisfying e q−1 ≤ n ≤ e q , we conclude from Example 4.4 that
The lower and upper estimates in the first assertion of the theorem are quite close as will be also indicated in the next section. However, in all checked examples actually the lower estimate is attained up to a constant. So the question arises whether the Rademacher cotype ideal norms exactly determine the behaviour of the sequence (G n , R n ). More precisely, do we even have
Applications
It is well-known that
This also follows from Theorem 3.3. Indeed, we conclude from the right hand inequality in this theorem that
For a convenient formulation of the main result of this paper let us introduce the following operator ideals. For 2 ≤ q < ∞, let RC q denote the ideal of Rademacher cotype q operators, that is, T ∈ RC q if the sequence (q) 2 (T |I n , R n ) is bounded. We say that T has Rademacher subcotype if (T |I n , R n ) = o( √ n). The ideal of Rademacher subcotype operators is denoted by RC. Finally, let GR and QGR be the ideals of all operators T satisfying (T |G n , R n ) = O(1) and (T |G n , R n ) = o( 1 + log n), respectively. Then we get for n ≥ n 0 that
Remark 4.2. Note that Theorem 4.1 implies the dichotomy due to Maurey and Pisier mentioned in the introduction. Indeed, it is well-known from [4] that, for a Banach space X, Id X ∈ RC implies Id X ∈ RC q for some q < ∞. We also refer to [1] for an elementary proof of this fact. Hence we get from Theorem 4.1
Id X ∈ RC ⇐⇒ Id X ∈ QGR ⇐⇒ Id X ∈ GR ⇐⇒ Id X ∈ RC q for some q < ∞.
Moreover, these conditions are equivalent to the condition that X does not contain the spaces l n ∞ uniformly.
We now prepare examples of diagonal operators in l 2 , l
showing that the inclusions in Theorem 4.1 are strict. The following examples should be well-known. For a proof of the first one, we refer the reader to [5] .
Proof. Let M = min{N, n}. It follows from Theorem 3.3 and Example 4.3 that 
RC q and D α ∈ QGR \ GR for 0 < α < 1/2.
Proof. It follows from the l 2 -stability of (G n , R n ) and Example 4.4 that (D α |G n , R n ) = sup Furthermore, the l 2 -stability of (I n , R n ) and Example 4.3 imply that
Then we conclude from Hölder's inequality that
This shows that D α / ∈ RC q for any q < ∞.
