In this paper, a spectral method based on conformal mappings is proposed to solve Steklov eigenvalue problems and their related shape optimization problems in two dimensions. To apply spectral methods, we first reformulate the Steklov eigenvalue problem in the complex domain via conformal mappings. The eigenfunctions are expanded in Fourier series so the discretization leads to an eigenvalue problem for coefficients of Fourier series. For shape optimization problem, we use the gradient ascent approach to find the optimal domain which maximizes k−th Steklov eigenvalue with a fixed area for a given k. The coefficients of Fourier series of mapping functions from a unit circle to optimal domains are obtained for several different k.
Introduction
The second order Steklov eigenvalue problem satisfies u(x) = 0 in Ω, ∂ n u = λu on ∂Ω,
where is the Laplace operator acting on the function u(x) defined on Ω ⊂ R N , λ is the corresponding eigenvalue, and ∂ n is the outward normal derivative along the boundary ∂Ω. This problem is a simplified version of the mixed Steklov problem which was used to obtain the sloshing modes and 5 frequencies. The spectral geometry of the Steklov problem has been studied for a long time. See a recent review article on American Mathematical Society (AMS) notice [1] and the references therein. In 2012, Krechetnikov and Mayer were awarded the Ig Noble prize for fluid dynamics for their work on the dynamic of liquid sloshing. In [2] , they studied the conditions under which coffee spills for various walking speeds based on sloshing modes [3] . 10 The Steklov problem (1) has a countable infinite set of eigenvalues which are greater than or equal to zero. We arrange them as 0 = λ 0 (Ω) < λ 1 (Ω) ≤ λ 2 (Ω) ≤ · · · ≤ λ k (Ω) ≤ · · · → ∞ and denote u k ∈ H 1 (Ω) as the corresponding eigenfunction. The Weyl's law for Steklov eigenvalues states that 
In 1954, Weinstock proved that the disk maximizes the first non-trivial Steklov eigenvalue λ 1 among simply-connected planar domains with a fixed perimeter [4, 5] . Furthermore, the k-th eigenvalue λ k for a simply-connected domain with a fixed perimeter is maximized in the limit by a sequence of simply-connected domains degenerating to the disjoint union of k identical disks for any k ≥ 1 [6] .
It remains an open question for non-simply-connected bounded planar domains [7] . Furthermore, the existence of the optimal shapes that maximized the Steklov eigenvalues was proved in [8] recently.
Several different numerical approaches were proposed to solve Steklov eigenvalue problem [9, 10] and Wentzell eigenvalue problem [9] which has slightly different boundary conditions. The methods of fundamental solutions were used in [9] to compute Steklov spectrum and a theoretical error bound were derived. In [10] , the authors used a boundary integral method with a single layer potential rep-20 resentation of eigenfunction. Both methods can possibly achieve spectral convergence. Furthermore, they both studied maximization of λ k among star-shaped domains with a fixed area [10, 9] .
Mixed boundary problems were solved in [11] and [12] via isoparametric finite element method and the virtual element method, respectively. The error estimates for eigenvalues and eigenfunctions were derived. Another type of Steklov problem which is formulated as − u(x) + u(x) = 0 in Ω, ∂ n u = λu on ∂Ω, was studied numerically in [13, 14, 15, 16] . In [17] , the authors look for a subset A ⊂ Ω that minimizes the first Steklov-like problem    − u(x) + u(x) = 0 in Ω\Ā, ∂ n u = λu on ∂Ω, u = 0 on ∂A, by using an algorithm based on finite element methods and shape derivatives. Furthermore, finite element methods have been also applied to the nonlinear Steklov eigenvalue problems [18] and methods of fundamental solutions were proposed lately to find a convex shape that has the least biharmonic 25 Steklov eigenvalue [19] . The aim of this paper is two-fold. First, we develop numerical approaches to solve the forward problem of Steklov eigenvalue problem by using spectral methods for complex formulations via conformal mapping approaches [20, 21] for any given simply-connected planar domain. Second, we aim to find the maximum value of λ k with a fixed area among simply-connected domains via the gradient 30 ascent approach. To find optimal domains, we start with a chosen initial domain of any shape and deform the domain with the velocity which is obtained by calculating the shape derivative of λ k |Ω| and choose the ascent direction. In the complex formulation, the deforming domain is mapped to a fixed unit circle which allows spectral methods to solve the problem efficiently.
In Section 2, we briefly review the derivation of Steklov eigenvalue problem. The formulations
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of Steklov eigenvalue problem in R 2 and C are described in Sections 3 and 4, respectively. Some known analytical solutions are provided and optimization of k−th Steklov eigenvalue λ k is formulated. In Section 5, computational methods are described and numerical experiments are presented. The summary and discussion are given in Section 6.
The derivation of Steklov problem
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Let us briefly review the derivation of Steklov eigenvalue problem coming from the sloshing model which neglects the surface tension [3] . Consider the sloshing problem in a three-dimensional simply-connected container filled with inviscid, irrotational, and incompressible fluid. Choose Cartesian coordinates (x, y, z) so that the mean free surface lies in the (x, y)-plane and the z-axis is directed upwards. DenoteF as the free fluid surface and B as the rigid bottom of the container. The governing equations inΩ of the sloshing model are Navier-Stokes equation:
where V (x, y, z, t) is the fluid velocity, ρ is the density, p is the pressure, g is the gravity, andΦ(x, y, z, t) is the velocity potential. The last two equations lead to Laplace's equation
The no penetration boundary condition at the rigid bottom of the container is
wheren B is the outward unit normal to the boundary B and the dynamic boundary condition at the free surface z =γ(x, y, t) isγ
Rewriting the Navier-Stokes equation in terms ofΦ and using
we obtain the Bernoulli's equation
where A(t) is an arbitrary function of t. By using the condition that the pressure p at the free surface equals to the ambient pressure p atm and choosing A(t) = patm ρ , we then havẽ
Therefore, we obtain the following partial differential equations
Assuming the liquid motion is of small amplitude z =γ(x, y, t) from the undisturbed free surface z = 0, we consider the following asymptotic expansion:
where Φ 0 is a constant velocity potential, γ 0 = 0,Φ(x, y, z, t) andγ(x, y, t) represent perturbations, and > 0 is a small parameter. Substituting these expansions in (7) gives
It is well known that the time harmonic solutions of (8) with angular frequency α and phase shift σ are given byΦ (x, y, z, t) = U (x, y, z)cos(αt + σ), γ(x, y, t) = µ(x, y)sin(αt + σ).
where U (x, y, z) is the sloshing velocity potential and µ(x, y) is the sloshing height. Substitute these expansions into (8) , transform the boundary conditions onF to F and the domainΩ to Ω by using Taylor expansion about z = 0, and ignore high order terms. We then obtain
Thus, we obtain the mixed Steklov eigenvalue problem
where λ = α 2 /g. When B is an empty set, the mixed Steklov eigenvalue problem is reduced to the classical Steklov eigenvalue problem (1) . The Steklov spectrum satisfying (1) is also of fundamental interest as it 50 coincides with the spectrum of the Dirichlet-to-Neumann operator Γ : H 
Steklov Eigenvalue Problems on
In this section, we discuss some known analytical solutions of Steklov eigenvalue problems on simple geometric shapes and formulate the maximization of Steklov eigenvalue with a fixed area constraint. 
. On a Circular Domain
By using the method of separation of variables, it is well known that the Steklov eigenvalues of a unit circle Ω are given by 0, 1, 1, 2, 2, · · · , k, k, · · · where λ 2k = λ 2k−1 = k has multiplicity 2 and their corresponding eigenfunctions are
The first nine eigenfunctions are shown in Figure 1 . 
On an Annulus
When Ω = B(0, 1) \ B(0, ), the Steklov eigenvalues can be found via the method of separation of variables [7] . The only eigenfunction which is radial independent satisfies
and the corresponding eigenvalue is
The rest of the eigenfunctions are of the form
where A and B are constants and H(kθ) = cos(kθ) or H(kθ) = sin(kθ). The boundary conditions
which can be simplified to the following system
To obtain nontrivial solutions, the determinant of the matrix needs to be zero. Thus Steklov eigenvalues are determined by the roots of the following polynomial
Note that every root corresponds to a double eigenvalue. If > 0 is smaller enough, for k = 1, we get the smallest eigenvalue
Shape Optimization
It follows from (2) that the Steklov eigenvalues satisfy the homothety property λ k (tΩ) = t −1 λ k (Ω). Instead of fixing the perimeter or the area, one can consider the following shape optimization problems
and λ
As mentioned in the Introduction section, the perimeter eigenvalue problem (12) is known analytically for simply-connected domains. Thus, we focus only on normalized eigenvalue with respect to the area as described in (13).
On an Annulus
In Section 3.2 we get λ 1 (Ω) on an annulus
is the normalized first eigenvalue with respect to the perimeter of the domain Ω. The perimeter normalized eigenvalue is not a monotone function in and it reaches the maximum value 6.8064 when
as shown in Figure 2 . On the other hand λ
] is the normalized first eigenvalue with respect to the area of the domain Ω which turns out to be a monotone decreasing function in and it reaches the maximum value √ π when = 0 as shown in Figure 2 . 
Shape derivative
Here we review the concept of the shape derivative. For more details, we refer the readers to [22] . Definition: Let Ω ⊂ R N and J be a functional on Ω → J(Ω). Consider the perturbation x ∈ Ω → x + tV ∈ Ω t where V is a vector field. Then the shape derivative of the functional J at Ω in the direction of a vector field V is given by
In [10] , the shape derivative of Steklov eigenvalue is given by the following proposition. Proposition: Consider the perturbation x → x + tV and denote c = V ·n wheren is the outward unit normal vector. Then a simple (unit-normalized) Steklov eigenpair (λ, u) satisfies the perturbation formula
where κ is the mean curvature.
Proof. By using the variational formulation (2) of eigenvalue and normalizing the eigenfunction byˆ∂
we have λ(Ω) =ˆΩ |∇u| dx.
Now denote the shape derivative by the prime, thus
Now applying the shape derivative to (16), we get
Therefore, we get (15) where κ is the mean curvature. Now consider the optimization problem (13) and use the shape derivative of λ, we get
Thus the normalized velocity for the ascent direction can be chosen as
Later we will show how to use this velocity V n to find the optimal domain which maximizes normalized k−th Steklov eigenvalue with respect to the area for a given k. Riemann Mapping Theorem that guarantees the existence of a unique conformal mapping between any two simply-connected domains, we denote f = f (ω) as the mapping function that maps the interior of a unit circle |ω| = 1 where w = re iθ = ξ + iη to the interior of Ω. Furthermore, every harmonic function is the real part of an analytic function, u = {Ψ} where Ψ is the complex potential and {Ψ} denotes the real part of the argument Ψ. The advantage of this formulation is that we no longer need to solve the equation on Ω as u satisfies the Laplace's equation automatically. We only need to 95 find the solution satisfies the boundary condition.
Parametrizing the boundary of the original domain Ω with z(θ) = x(θ) + iy(θ) = f (ω), | ω |= 1 as shown in Figure 3 . The outward unit normal iŝ
Thus the derivative in the normal direction is given bŷ
where (·) denotes the imaginary part of the argument. Since, z = f (w), we haveż = f ωω = if ω ω and
The boundary condition ∂u ∂n = λu in (1) thus becomes
Note that λ = 0 is an eigenvalue and its corresponding eigenfunction u = {Ψ} is a constant function. In this formulation, it is not necessary to solve the harmonic equation as the real part of an analytic function is always harmonic. However, it is required to know the mapping function f (ω) and solve the equation (20) on the unit circle. In some cases, it is not easy to find a conformal mapping between an arbitrary simply-connected domain and the unit circle. When this happens, the Schwarz-Christoffel transformation [23] can be used to estimate the mapping.
Steklov Eigenvalues of an Annulus
In Section 3.2, we find Steklov eigenvalues on an annulus Ω = B(0, 1) \ B(0, ) in R 2 . Here we reformulate the same problem in C and show that the same equation is obtained for determining the 105 eigenvalues. The boundary conditions (10) in the complex formula are
where
which implies that
As shown in Section 3.2, the Steklov eigenvalues are determined by the roots of the polynomial (11).
Shape Optimization Problem
Here we formulate the velocity (18) in the complex plane C. By using the fact that |ω|
Since the mapping function is z = f (ω, t), we have
The normal component of the velocity is given by
Therefore, the velocity (18) becomes
where u is the normalized eigenfunction satisfyinĝ
Thus
where the right hand side function R(f, Ψ) is
|Ω| is the area of the given domain and the curvature is
Now, since f is analytic in | ω |< 1 ,
By using the Poisson integral formula, the value of an analytic function in the domain | ω |< 1 can be obtained in term of its real part evaluated on the unit circle. The equation (23) implies that
is the Hilbert transform. Thus we have
which provides the deformation of the domain via the changes of the conformal mapping.
Numerical Approaches for Solving Steklov Eigenvalue Problems
In this section, we discuss the details of numerical discretization. Assume f and ψ are represented as series expansions, i.e.
respectively. In Section 5.1, we discuss how to find Steklov eigenvalues and eigenfunctions on a given domain which is represented by z = f (ω), |ω| ≤ 1. This requires to find eigenvalues λ and analytic
115
functions Ψ whose real part are eigenfunctions in Equation (20) for a given f. In Section 5.2, we discuss how to discretize Equation (23) on a unit circle to obtain a system of ordinary differential equations (ODEs) of the coefficients a k (t) of f (ω, t) with a given initial guess of a k (0) of f (ω, 0). The stationary state of this system of ODEs gives the optimal area-normalized Steklov eigenvalue.
Forward Solvers
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Given f (w) = ∞ −∞ a k w k , we solve (20) numerically on |ω| = 1 by parametrizing the unit circle by using the angle θ ω = e iθ , θ = [0, 2π).
Note that a k = 0 for k < 0 as the domain is mapping to the interior of the unit circle, i.e. |ω| ≤ 1.
The derivative of f can be obtained as
and the magnitude of |f ω | = f ω f ω 1 2 can be obtained in a series expansion again. Assume that the series expansion of |f ω | is
Since |f ω | is real, we must have
Denote the expansion of Ψ as
where c k = 0 for k < 0 too. Plugging these series expansions into (20), we have
We can then use the identity
By matching the coefficients of ω k , we have
Denote the real and complex part of c n , d n by c The system of infinite equations (27) is approximated by the system of finite equations for 0:N 2 -modes which gives λAC = BC
where . . .
By solving the linear system (28) we could find the coefficient vector C and its corresponding eigenvalue λ. We assign zero values for c −N2 c k ω k }. Now, if we assume that the coefficients d n are real we will be able to reduce the matrix size and solve the problem even more efficiently. In this case, we have
The 0:N 2 -modes approximation gives
, and . . .
. . .
Optimization Solvers
In this section, we discuss how to solve the dynamic equation (25) by method of lines and spectral method in the variable ω. Given a conformal mapping f (ω, t) = N2 −N2 a k (t)ω k , we use the method discussed in 5.1 to obtain kth eigenvalue λ k , its corresponding eigenfunction u k = {Ψ} where Ψ(w, t) = N2 −N2 c k (t)ω k . Notice that this eigenfunction is not normalized. To find the normalization constant, we compute the Fourier coefficient representation of
via a pseudo-spectral method and then the normalization condition (22) is approximated bŷ
The normalized eigenfunction u = Ψ wherẽ
The curvature term can be computed via the formula (24) by using the following expansions
The area term is obtained by
Plugging
the eigenvalue, the curvature, and the area into the right hand side of (23), we obtain R(f,Ψ) in terms of Fourier series. All the nonlinear term is obtained by using pseudo-spectral method. We then use discrete Hilbert transform to find the complex conjugate of R(f,Ψ) and then compute the right hand side of (25) . Denote the series expansion of the right hand side as
Note that r k depends on time and
equation (25) becomes a system of N + 1 nonlinear ODEs in Fourier Coefficients
6. Numerical Results
Forward Solvers
Here we first test our forward solvers on various domains to demonstrate the spectral convergence of the numerical approaches described in Section 5.1. We verify the accuracy of the code by testing 135 the first 12 eigenvalues on smooth shapes.
Steklov Eigenvalues on a Unit Disk
When we consider the unit circle, the mapping function is f (ω) = ω which gives |f ω | = 1. Thus d 0 = 1 and d l = 0 for all l = 0. The system of equations (29) Table 1 : The first 12 eigenvalues λ k , k = 0, . . . , 11 for different numbers of grid points N = 2 n , n = 4, 5, 12 on a unit circle.
Steklov Eigenvalues on a Shape with 2-Fold Rotational Symmetry
We use the mapping f (w) = w + 0.05w 3 to generate a shape with 2-fold rotational symmetry as shown in Figure 4 (a). In Table 2 we summarize the numerical results of Steklov eigenvalues. We use the eigenvalues computed by using 2 12 grids as true eigenvalues and show the log-log plot of errors of the first 12 eigenvalues, i.e. error=|λ Table 2 : The first 12 eigenvalues λ k , k = 0, . . . , 11 for different numbers of grid points N = 2 n , n = 4, . . . , 10, 12 on f (w) = w + 0.05w 3 , |ω| ≤ 1.
Steklov Eigenvalues on a Shape with 5-Fold Rotational Symmetry
We use the mapping f (w) = 8 + 5w + 0.5w 6 to generate a shape with 5-fold rotational symmetry as shown in Figure 5(a) . In Table 3 , we use the eigenvalues computed by using 2 12 grids as true eigenvalues and show the log-log plot of errors of the first 12 eigenvalues, i.e. Figure 5 (b). It is clear that the spectral accuracy is achieved. Table 3 : The first 12 eigenvalues λ k , k = 0, . . . , 11 for different numbers of grid points N = 2 n , n = 4, . . . , 10, 12.
Steklov Eigenvalues on a Cassini Oval.
All of aforementioned examples have finite terms expansion in ω. Here we show an example with infinite terms expansion in ω. The mapping f (w) = αw(
, where α = 0.4 is used to generate a Cassini Oval shape which is shown in Figure 6 (a). In Table 4 we use the eigenvalues computed by using 2 12 grids as true eigenvalues and show the log-log plot of errors of the first 12 eigenvalues, i.e. error=|λ Table 4 : The first 12 eigenvalues λ k , k = 0, . . . , 11 for different numbers of grid points N = 2 n , n = 4, . . . , 10, 12.
Optimization Solvers
We solve the nonlinear system of ODEs (30) in Section 5.2 by using the forward Euler method with the time step h to obtain the solution at t + h. We can then repeat this procedure iteratively until it finds the optimal shape. To prevent the spurious growth of the high-frequency modes generated by 155 round-off error, we use 25th-order Fourier filtering and also filter out the coefficients which is below 10 −14 as used in [24] after each iteration. In Figure 7 (a), we show the evolution of optimization of λ A 2 with number of grid points N = 256. We start with a shape with a two-fold symmetry f (w) = w +0.5w 3 whose λ A 2 = 1.7791. The algorithm was able to deform the shape and increase the eigenvalue λ A 2 up to 2.1503. After that, the shape starts 160 to generate kinks. Due to so-called crowding phenomenon [25] , the accuracy of the conformal mapping will be effected and the shape will lose its smoothness. Thus, we avoid this problem by smoothing the curvature term κ in the z−plane based on the moving average method with span 5. Using this smoothing technique at each iteration helps us to achieve better results as shown in Figure 7(b) . In addition to smoothing, we also refine our time steps. We start with an initial time step h = 0.1 and 165 halve the time step for every time period T = 100 and compute up to 5T. The optimal eigenvalues λ A k , k = 1, · · · , 7 are summarized in Table 5 and the optimal shapes which have k-fold symmetry are shown in Figure 8 . As observed in [10] , the domain maximizing the k−th Steklov eigenvalue has k-fold symmetry, and has at least one axis of symmetry. The k−th Steklov eigenvalue has multiplicity 2 if k is even and multiplicity 3 if k ≥ 3 is odd. The first few nonzero coefficients of the mapping function f (w) of the optimal shapes are summarized in Table 6 for λ 
Summary and Discussion
We have developed a spectral method based on conformal mappings to a unit circle to solve Steklov eigenvalue problem on general simply-connected domains efficiently. Unlike techniques based on finite 175 difference methods or finite elements methods which requires discretization on the general domains with boundary treatments, the method that we proposed only requires discretization of the boundary of a unit circle. We use a series expansion to represent eigenfunctions so that the discretization leads to an eigenvalue problem for Fourier coefficients. In addition, we study the maximization of areanormalized Steklov eigenvalue λ A k based on shape derivatives and formulate this shape evolution in 180 the complex plane via the gradient ascent approach. With smoothing technique and choices of time steps, we were able to find the optimal area-normalized eigenvalues λ A k for a given k. As aforementioned, the optimization of Steklov eigenvalue problems on general non-simply-connected domains is a challenge open question. This will require robust and efficient forward solvers of Steklov eigenvalues and numerical techniques to perform shape optimizations which may involve topological 185 changes. In the near future, we plan to explore the possibility in this direction by using Level Set approaches. Table 5 : The optimization of λ A n , n = 2, . . . , 7 for the first 12 eigenvalues. Table 6 : The first few nonzero coefficients of the mapping function f (w) of the optimal shapes for λ A 2 − λ A 7 .
