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I. INTRODUCTION
Dimensional reduction is a widely used method in mul-
tivariate statistical analysis. The spatio-temporal pat-
terns in large complex systems with high dimensional
data become more transparent once they are reduced to
the lower dimensional space where their important inter-
actions take place. The general idea of Principal Compo-
nent Analysis (PCA) is to reduce a multivariate system
of dimension N to a set of K axes which represent as
much variance of the original system as possible. Co-
varying directions within the original data are exploited
in order to build a smaller set of new, independent vari-
ables, the so-called Principal Components. This method
is useful for high dimensional systems, such as those of-
ten found in meteorology that have a fine spatial and
temporal resolution. The European power system repre-
sents another example, where the high number of nodes,
transmission lines and time-steps represents a challenge
for spatio-temporal analysis.
There have been several applications of PCA to power
systems in the literature. In [1] a dimensional reduc-
tion of Irish wind power generation data to its Principal
Components is investigated. An operational application
is given in [2], where line congestions in a small power
system are located using PCA. Another operational ap-
plication can be found in [3], where PCA is combined
with machine learning in order to predict load data. A
more general approach is taken in [4], where the leading
principal components of the residual load at nodes in a
highly renewable European system are associated to typ-
ical recurring weather patterns. This study was realised
using a coarse network representation with one node per
country, which is known to be not sufficient to resolve the
correlation length of wind systems (around 250-600 km
[5–7]).
In the present article we apply PCA to a spatially de-
tailed model of a highly renewable future European elec-
tricity system. The influence of the spatial resolution
of the model for the dynamical injection and flow pat-
terns is investigated by applying a clustering algorithm
to the detailed original data. The PCA is applied to the
injection patterns representing the nodal imports and ex-
ports, and to the power flow patterns taking place on the
network model representing the transmission grid. Argu-
ments from matrix theory and complex networks physics
are used to explain the surprisingly low number of prin-
cipal flow patterns found in this system.
The article is structured as follows. After the intro-
duction, the network model of a highly renewable Euro-
pean electricity system, the power flow equations, and
some fundamentals on principal component analysis are
presented. Subsequently we first apply PCA to the in-
jection and then to the power flow patterns occurring in
the system. The following theoretical section explains the
connection between injection patterns, network topology,
and power flow patterns. A conclusion and outlook is
given in the last section.
II. MODELING
The European electricity system model used in this
study was initially presented by Ho¨rsch and Brown in [8],
where transmission and generation optimisation for dif-
ferent spatial scales were studied. Using a k-means clus-
tering methodology, the network with 4653 nodes is grad-
ually reduced to the sizes N ∈ {1024, 724, 502, 362, 256,
181, 128, 90, 64, 45, 37}. The model is implemented
in the free software ‘Python for Power System Analysis
(PyPSA)’ Version 0.12.0 [9], which was developed at the
Frankfurt Institute for Advanced Studies (FIAS). The
set of buses and lines with corresponding capacities is
derived from the online ENTSO-E Interactive Transmis-
sion Map [10] using the GridKit extraction [11]. In the
ENTSO-E area, all transmission lines with voltage at or
above 220 kV and all HVDC lines are included within the
model. For simplicity’s sake, we convert all lines (AC and
DC) to 380 kV AC lines.
Using the Aarhus Renewable Energy Atlas [12],
weather-dependent solar and wind power potential time-
series are derived from historical weather data (time span
2011-2014, with hourly resolution and a spatial resolu-
tion of 40 × 40 km2). The hourly electricity demand
profiles for each country for 2011-2014 are taken from
the European Network of Transmission System Opera-
tors for Electricity (ENTSO-E) website [13]. The spatial
distribution of load within each country is obtained using
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2a regionalisation procedure based on the GDP and the
population statistics for the NUTS3 regions, which are
an EU geocode standard for referencing the subdivision
of countries for statistical purposes.
The renewable power generation gRn (t) at each node n
is composed of wind and solar power generation, that is
gRn (t) = g
W
n (t)+g
S
n (t). For each country c we define αc as
the proportion of the load that is on average covered from
wind power generation. Assuming an average renewable
penetration of 100%, the remaining proportion (1 − αc)
is the solar share of the country c, that is
αc =
∑
n∈c
〈
gWn
〉∑
n∈c 〈ln〉
, (1− αc) =
∑
n∈c
〈
gSn
〉∑
n∈c 〈ln〉
, (1)
where ln(t) is the nodal electricity demand (load) and
〈·〉 the average over time t. The wind and solar power
generators are distributed proportionally to the product
of capacity factor and installable capacity at the node n,
with protected sites and offshore regions with more than
50 m water depth not taken into account. The set of wind
and solar shares {αc} is chosen such that the total sum
of the nodal renewable generation variances is minimised,
which reduces weather-driven fluctuations over the whole
system. This minimisation approach leads to a hetero-
geneous composition of renewable generation capacities,
with more wind power generation in North Europe and
more solar power generation in southern countries.
The nodal mismatch ∆n(t) is defined as the difference
of renewable generation and load, gRn (t)− ln(t). In order
to assure nodal balance, the mismatch has to be compen-
sated by power generation management or power trans-
fers,
∆n(t) = g
R
n (t)− ln(t) = bn(t) + pn(t) . (2)
The right hand side consists of the nodal power gener-
ation balancing bn, combining curtailment and backup
power at node n, and the net power injection pn into
the network. Note that these terms can be expanded
by other technologies, for instance storage or coupling to
other sectors [14, 15]. We apply a balancing scheme bn
which sets the curtailment of the renewable generation
proportional to the actual nodal energy excess, and the
backup energy proportional to the mean load [16]:
bn(t) =
∆+n (t)∑
m ∆
+
m(t)
∆+(t)− 〈ln〉∑
m 〈lm〉
∆−(t) (3)
Here we use the definitions ∆±n (t) = max (0,±∆n(t)) and
∆±(t) =
∑
n ∆
±
n (t). The power flow is calculated using
the unconstrained linear power flow approximation [17],
which maps the injection pattern vector p(t) linearly to
the flow vector f(t),
f(t) = H p(t) . (4)
Here H = Ω KT B+ is the power transmission distribu-
tion factor (PTDF) matrix of size L×N , with Ω : L×L
containing the inverse of the line reactants x−1l on its di-
agonal, K : N×L being the incidence matrix, and B+ the
Moore-Penrose pseudo inverse of the nodal susceptance
matrix.
III. POWER INJECTION PCA
For a time-dependent variable x(t), the Principal Axes
{ρk} are given by the eigenvectors of the covariance ma-
trix Σx = Σ(x) = cov(x,x). Through normalisation of
the covariance matrix Σ/tr(Σ) the sum of the eigenvalues
λk is set to one,
λ˜k =
λk∑
k′ λk′
=
λk
tr(Σ)
. (5)
The set {ρk} defines a new basis where λk indicates the
proportion of variance occurring on the axis ρk [18].We
assume all eigenvectors to be ordered according to the
size of their eigenvalue, λ1 being the largest eigenvalue.
The amplitude βk(t) is defined as the projection of the
mean-free data onto the axis, i.e. βk(t) = (x(t)−〈x〉)ρk.
The Principal Components (PC) are given by the product
λ˜k ρk. We set K as the number of axes needed to explain
95% of the total variance, that is
∑K
k=1 λ˜k ≥ 0.95. For
convenience, in the following we refer to both the Princi-
pal Components and the Principal Axes as the Principal
Components (PCs) or patterns of the system.
Figure 1 shows the mean injection 〈p〉 and the mean
flow 〈f〉 for the model of the renewable European elec-
tricity system. Cities like Paris and London with strong
power imports are highlighted in contrast to coastal ar-
eas in north Europe which accumulate the feed-ins of the
offshore regions. In Germany and the United Kingdom,
a power injection gradient from north to south is appar-
ent. Figure 2 shows the spatial distribution of the first
three PCs, with fig. 3 illustrating their time-dependent
behavior. The latter shows the Power Spectra Densities
(PSD), which is the Fourier-transform of the amplitude
βk, and the daytime profiles, giving the average value of
βk at daytime h. Similar to the mean, the first compo-
nent ρ1 shows a strong (co-)variation of the coastal ar-
eas along the North Sea with an anti-aligned behavior of
South Europe. This component is strongly negative dur-
ing daytime, as power is fed-in in south Europe due to
solar power excess. The North supplies wind power dur-
ing evening and night. Similar to the findings of [4] this
PC indicates a bipole between north and south, which
occurs on a daily basis. For the second component, most
of middle and South Europe have slightly positive injec-
tion, the North and especially Paris, London and Oslo
reveal negative power injection. The third PC reflects
a bipole between east and west Europe, which occurs in
morning and evening time. This injection behaviour can
be associated with the effect of sunrise and sunset, as so-
lar power is generated during morning in east where the
sun is already risen up, or during evening in west where it
3FIG. 1: Average injection 〈p〉 and average power flow 〈f〉.
In contrast to densely populated areas which show significant
power imports, coastal areas serve as feed-in sources. For
clearer visualisation, only the upper 30% quantile of the power
flows is displayed. Unless stated otherwise, all figures in the
article show results for network size N = 1024.
has not set down yet. This time shifted solar power pro-
duction is aligned with strong injections along the coast
in the North. The PSD in fig. 3 reflects the strong rela-
tion of the weather-driven energy supply to the climatic
rhythms: The most prominent periodic sequence of the
first three PCs is the diurnal cycle followed by half-day
and seasonal cycles.
Figure 4 shows the number of relevant injection pat-
terns K with ∑Kk λ˜pk ≥ 0.95 as a function of the net-
work size N . With increasing spatial resolution, K at
first almost scales linearly with log(N). However, at
N = 512 the number of relevant injection patterns sat-
urates with K≈ 76. With N = 512 the average next-
neighbour-distance is ξ = (A/N)−1 u 138 km, where A
indicates the total network area of 9.834·106 km2 (includ-
ing offshore regions). When further increasing N , that is
decreasing ξ, additional nodes rather interpolate between
their next neighbours, as co-varying regions (cohesive re-
gions of one color in fig. 2) of the most relevant PCs do
not exceed an area of ξ2. According to the typical scale of
weather patterns, one would expect K to saturate earlier
(for ξ = ξW = 273 km, where ξW denotes the wind corre-
lation length for the northern hemisphere stated in [7]).
However, localised effects of load and backup generation
bring the relevant spatial scale down to ξ u 138 km.
IV. POWER FLOW PCA
PCA can also be applied to the ensemble of power flow
patterns f(t) resulting from the injection patterns p(t)
studied in the previous section. Given that these flow
patterns f(t) = H p(t) follow from the injection pat-
terns linearly through matrix multiplication, one would
naively expect a similiar number of PCs. Surprisingly,
fig. 4 shows that almost independently from the network
size N about K = 8 components are sufficient to approx-
imate the dynamics of the total network flow.
Through eq. (4) the mean flow is mapped to the mean
injection, 〈f〉 = H〈p〉, which along with the average in-
jection pattern 〈p〉 is displayed in fig. 1. One observes
that the average power flows are directed from the main
power sources along the North Sea coast to the load cen-
ters with dense population. In fig. 5 we display the first
three principal flow patterns which already are associ-
ated with 79% of the flow’s total variance. The two first
flow principal components ρf1 and ρ
f
2 correspond to long-
distance flows mainly oriented along the North-South and
East-West axis, respectively. The third PC ρf3 displays
main currents from the North-West and South-East to
the South-West and North-East. The Power Spectra
Densities of the principal flow components in fig. 6 show
some similarity to the ones observed for the principal in-
jection patterns in fig. 3, with the main periodicity given
by the diurnal and the half-day cycle.
V. THEORETICAL RELATION OF POWER
INJECTION PCA TO FLOW PCA
In this section, we provide a theoretical explanation
for the strong concentration of principal flow components
shown in fig. 4. As a first step, it is crucial to recognise
that the flow data f(t) contains only N − 1 relevant PCs
with a non-zero eigenvalue. Applying the covariance op-
erator to eq. (4) leads to
Σf = Σ(H p(t)) = H Σp HT , (6)
from which after normalisation the principal flow compo-
nents ρfk are extracted via matrix diagonalisation. The
flow covariance matrix Σf is of size L × L, however
through the mapping (6) its rank is
rank
(
Σf
)
= min (rank (H) , rank (Σp)) = N − 1 . (7)
The nullspace of Σf with dimension nul(Σf) = L−N + 1
is spanned by eigenvectors with zero eigenvalue corre-
sponding to non-physical flow patterns in the network,
which result from the C cycles in the system [19].
The remaining relevant N − 1 PCs with non-zero
eigenvalue span the image of the flow covariance ma-
trix im(Σf). In the following we will show that these
L-dimensional eigenvectors are related to N -dimensional
eigenvectors of a N ×N matrix determined by the injec-
tion pattern and the network structure. For this purpose
we define the N × N ‘topological matrix’ T = HT H,
which as a product of the PTDF matrix H with itself
only depends on the network representation of the power
grid. Multiplication with the injection covariance matrix
Σp yields the N ×N matrix M = Σp T. Both matrices
T and M have rank N − 1. It can be shown that the
4FIG. 2: First three injection principal components ρpk and normalised eigenvalues λ˜
p
k. These principal injection patterns reveal
a bipole behavior north-south and east-west with an emphasis on the power generation centers along the North Sea coast.
FIG. 3: Power Spectra Densities (PSD) and daytime profiles
of the first three injection PCs. The PCs have strong diurnal
cycles which are shown in the daytime profiles, but addition-
ally reveal seasonal cycles.
FIG. 4: Number of relevant components K as a function of
the network size N . Whereas the number of relevant injection
patterns increases with increasing number of nodes, the total
flow can be accurately decomposed to a small set of K≈ 8
principal components even for large networks.
eigenvectors of M determine the principal flow compo-
nents: Let vk be the normalised eigenvectors and ηk the
corresponding eigenvalues of M. By multiplying both
sides of eq. (6) with H vk, we obtain
Σf H vk = H Σ
p HT H vk = H M vk = ηk H vk . (8)
Thus, the flow PCs with non-vanishing eigenvalue
{ρfk|λfk > 0} are given by {H vk|ηk > 0}. The image of
Σf and the complete set of relevant principal flow com-
ponents is given by the linear mapping of eigenvectors of
M,
ρfk =
H vk
‖H vk‖ , λ˜
f
k =
ηk∑
k ηk
=
ηk
tr(M)
. (9)
This reduces the calculation of the principal flow compo-
nents to the eigen-decomposition of M. Figure 5 shows
the first three eigenvectors vk of M along with the re-
sulting flow PCs ρfk ∝ H vk. One observes a similarity
between v1 and the first injection PC ρ1, and between v2
and the third injection PC ρ3. This finding explains the
resemblance of the time evolution of the corresponding
amplitudes as displayed in fig. 3 and 6.
Despite M consists of a simple multiplication of two
symmetric matrices, Σp and T, in general it is non-trivial
to connect its eigenvalues to the eigenvalues of its factors.
Nevertheless, using majorisation it is possible to define
lower and upper bounds for partial sums over the ordered
sequence of λ˜fk [20]. We denote Λ
↓(X) as the vector of
non-zero eigenvalues of X in decreasing order, and Λ↑(X)
likewise but in increasing order. From Prob.III.6.14 (cor-
rected) in [20] it follows
K∑
k=1
λfk ≥
K∑
k=1
(
Λ↓(Σp) ◦Λ↑(T)
)↓
k
, (10)
K∑
k=1
λfk ≤
K∑
k=1
(
Λ↓(Σp) ◦Λ↓(T)
)↓
k
, (11)
where (◦) denotes the elementwise product. Here we have
assumed that the eigenvalues λfk of M are sorted in in-
creasing order. Although eqs. (10) and (11) do not ap-
ply to the normalised eigenvalues of M and Σp, these
relations help to provide an understanding of the small
number of relevant flow PCs. Both the lower bound in
5FIG. 5: First three principal flow patterns of a highly renewable European electricity network. For clearer visualisation only
the upper 20%-quantile of the flows is displayed. The first two principal components ρf1 and ρ
f
2 show an overall orientation
along the North-South and East-West axis, respectively. These long distance flow PCs cover already 70% of the flows total
variance. The third component shows flows from the North-West and South-East to the South-West and North-East. The
colouring of the map represents the normalised eigenvectors vk of the matrix M corresponding to these principal flow patterns,
see eqs. (8) and (9).
FIG. 6: Power Spectra Densities (PSD) and daytime profiles
of the first three power flow PCs. As for the injection patterns,
one observes predominantly diurnal, but also seasonal cycles.
eq. (10) and the upper bound in eq. (11) correspond to
the case that T and Σp have common eigenvectors, such
that the eigenvalues of M are just the products of the re-
spective eigenvalues of these matrices. The lower bound
is obtained if the eigenvalues occur in opposite order -
that is, the eigenvector with the largest eigenvalue for Σp
is an eigenvector of T associated with its smallest eigen-
value etc. In contrast, for the upper bound the common
eigenvectors are associated with eigenvalues sorted in the
same order.
These results relate to the finding of a small number of
relevant principal flow components as follows. By defini-
tion a small number of principal flow components corre-
sponds to the situation that the sum over the K largest
eigenvalues λfk at first strongly grows with K and then
quickly saturates. Such a behaviour is shown by the up-
per bound in eq. (11) if both the distribution of the eigen-
values of Σp and of T are heterogeneous, such that the
distribution of the product of their ordered sequences dis-
FIG. 7: The black line shows the partial sum
∑K
k=1 λ
f
k of the
flow eigenvalues λfk = Λk(Σ
f ) dependent on the upper limit
K = 1, . . . , N . The shaded area visualises the upper and lower
bound of this sum as given by eqs. (10) and (11). All terms
in the figure are expressed relative to
∑N
k=1 λ
f
k = tr(Σ
f ).
plays an even higher degree of heterogeneity. This con-
dition of a heterogeneous distribution of the eigenvalues
of Σp is expressed by the comparatively small number of
principal injection components, whereas for the eigenval-
ues of T it follows from the network topology which can
to first order be approximated as a two-dimensional lat-
tice [21]. Figure 7 shows for the detailed network repre-
sentation with N = 1024 nodes the partial sums over the
eigenvalues
∑K
k=1 λ
f
k depending on K, and the upper and
lower bound derived from the majorisation in eqs. (10)
and (11). As expected, the upper limit increases sharply
with a high slope and already saturates at low numbers of
K. The sum
∑K
k=1 λ
f
k follows this behaviour close to the
upper limit, which is in agreement with the small num-
ber of principal flow components displayed in fig. 4. It
should be emphasised that both the upper and lower limit
in eqs. (10) and (11) are expressed in terms of the eigen-
values of the matrices Σp and T. The behaviour of the
6sum
∑K
k=1 λ
f
k in these bounds is thus entirely determined
by the relations between the corresponding eigenvectors,
which we quantify using the following overlap matrix:
Okm = λ
p
k µm (ρ
p
k · sm)2 . (12)
Here sm denotes the (normalised) eigenvector of T asso-
ciated with the eigenvalue µm. It holds∑
k,m
Okm = tr(Σ
pT) = tr(M) = tr(Σf) , (13)
which already suggests that a heterogeneous distribution
of Okm can be associated with a heterogeneous distri-
bution of the eigenvalues λfk of Σ
f. Figure 8 shows the
15 largest entries of the overlap matrix Okm normalised
by
∑
kmOkm = tr(Σ
f) in comparison to the products of
the respective eigenvalues λpk µm. One observes a sharp
decrease of these values mirroring the heterogeneous dis-
tribution of λfk . The large values of Okm correspond to
an aligment of eigenvectors corresponding to large eigen-
values of Σp and T. This holds in particular for the two
largest values O3,1 and O1,2, which together already ac-
count for 42% of the total sum equal to tr(Σf). Although
for instance the product of the eigenvalues λp1µ3 indicate
a potential large contribution to the sum in eq. (13), the
non-alignment of the corresponding eigenvectors is asso-
ciated with a small value of (ρp1 · s3)2. Figure 9 shows
the eigenvectors associated with the two first eigenvec-
tors of T = HTH. The similarity of these patterns with
the third and first principal injection component shown
in fig. 2, respectively, explains the high values of the cor-
responding entries of the overlap matrix. Whereas for
the injection patterns Σp the eigenvectors are connected
to specific properties of the system (weather and load
patterns as well as the balancing mechanism), for the
topological matrix T the eigenvalues can be understood
from the network structure as follows. For unit line sus-
ceptances, Ω is the identity matrix, the nodal suscep-
tance matrix B is equal to the network Laplacian L, and
the topological matrix T can be written as the Pseudo-
Inverse of the Laplacian, T = HTH = L+ [21, 22]. In
this approximation the eigenvectors of T correspond to
the eigenvectors of the network Laplacian. If we consider
the network structure of the power grid to first order
as a two-dimensional lattice, these topological eigenvec-
tors sm can be approximated as superpositions of sine-
waves along the north-south and the east-west direction
with increasing frequency [23]. In particular, this struc-
ture is visible in fig. 9 as the two first non-homogeneous
modes of the network structure.
VI. CONCLUSION
In this work the principal power injection and flow pat-
terns for a model of a highly renewable European electric-
ity network are presented. By applying PCA and investi-
gating the spatio-temporal behavior of the injection com-
ponents, it is shown that the most important recurring
FIG. 8: The green bars show the 15 largest entries of the
overlap matrix Okm = λ
p
k µm (ρ
p
k · sm)2, normalised by the
total sum
∑
kmOkm = tr(Σ
f). The red bars show the nor-
malised pure products λpk µm(
∑
kmOkm)
−1 corresponding to
ρpk = sm.
FIG. 9: The eigenvectors sm associated with the two first
eigenvalues µm of the topological matrix T = H
TH.
patterns are strongly weather-driven. The first principal
injection patterns are roughly shaped as gradients along
geographical axes (north-south, east-west), as the energy
supply is subject to strong wind power fluctuations in
North Europe and solar power variance in the south.
At high network resolution, wind power generation areas
along the North Sea coast as well as load centers with
densely populated areas are highlighted. The number of
relevant injection components K at first scales roughly
with the logarithm of the spatial scale of the network,
but then saturates at N = 512 nodes. In contrast, turn-
ing from the nodal power injections to the transmission
line flows, the power flow data in the whole range from
low (N = 37) to high network resolutions (N = 1024)
can accurately be reproduced by around eight compo-
nents. The corresponding long-distance flow patterns,
which cross the network with homogeneous orientation,
result from an alignment of the power injection patterns
and the network topology. By defining an overlap ma-
trix, we observe that the injection covariance matrix and
the newly introduced topological matrix match in a very
small subspace which includes the most important eigen-
7vectors. This leads to a boost of fluctuations on a small
set of principal flow patterns and lifts their eigenvalues.
These observations suggest that transmission studies
might be greatly simplified. Instead of analysing large
ensembles of possible flow situations, for most purposes
network planners can focus on the few patterns that de-
termine the majority of flows in the majority of situa-
tions. Furthermore, these patterns are robust against
changes in the network resolution.
The results of this work however lead to further re-
search questions. The presented model assumes uncon-
strained transmission capacities as well as a simplified
balancing scheme. It would be interesting to investigate
the extent to which the findings hold for an optimised
dispatch with transmission constraints. For this case one
could expect an increase in the number of relevant flow
components as the long-distance patterns might be sup-
pressed.
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