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Abstract. Cloud services have grown rapidly in recent years, which
provide high flexibility for cloud users to fulfill their computing require-
ments on demand. To wisely allocate computing resources in the cloud,
it is inevitably important for cloud service providers to be aware of the
potential utilization of various resources in the future. This paper focuses
on predicting CPU utilization of virtual machines (VMs) in the cloud.
We conduct empirical analysis on Microsoft Azure’s VM workloads and
identify important conceptual characteristics of CPU utilization among
VMs, including locality, periodicity and tendency. We propose a neural
network method, named Time-aware Residual Networks (T-ResNet), to
model the observed conceptual characteristics with expanded network
depth for CPU utilization prediction. We conduct extensive experiments
to evaluate the effectiveness of our proposed method and the results show
that T-ResNet consistently outperforms baseline approaches in various
metrics including RMSE, MAE and MAPE.
Keywords: Cloud Computing, CPU Utilization, Residual Network
1 Introduction
Recent years have witnessed the rapid growth of cloud computing technology.
Many companies have migrated their workloads to cloud service platforms such
as Microsoft Azure, Alibaba Cloud Compute Services, and Amazon Web Ser-
vices. Under the pressure of market competition, cloud service suppliers have to
provide attractive features to the customers while saving their platform costs,
which, however, can be extremely hard to achieve without effective resource
management. From the perspective of cloud resource management, understand-
ing future demands of VM resources can help system administrators reallocate
resources wisely in a dynamic manner. When it is foreseen that the demands
for resources will increase, cloud providers could prepare more physical hosts
to meet the growth of future demands in time. Similarly, when the demands
of VM resources are predicted to experience a declining trend, cloud managers
could stop allocating new resources and migrate the underloaded VMs properly
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so that the idle physical hosts can be shut down to avoid waste of resources and
improve the lifetime of equipments. Among various resources for VM workloads,
CPU utilization is one of the most important indicators since it has a great im-
pact on the total cost of the cloud service [1]. And it is more useful to understand
the behaviors of maximum CPU utilization than average one, since the former
keeps performance at high percentiles of the response time [2, 3].
In this paper, we focus on predicting maximum CPU utilization for long-
running VMs based on historical utilization series. The key challenge of this
problem lies in the instability of utilization series for each VM. Specifically, the
series itself involves nonlinear short-term trends which increase the prediction
difficulty. Furthermore, the volatility of the series varies with time, and it is hard
to capture long-term temporal dependencies without delicately designed predic-
tion methods. Most existing works on CPU utilization prediction leverage the
conventional machine learning methods such as ARIMA [4], linear regression [5],
hidden Markov model (HMM) [6,7], and multilayer perceptron model (MLP) [8].
However, the performances of these methods are far from satisfactory. In par-
ticular, linear regression and ARIMA can only capture linear relationships for
time series due to the restricted model complexity, and HMM-based methods
can only predict the change of patterns according to pre-defined finite states.
MLP can forecast nonlinear relationships but the model itself is too simple to
catch long-term temporal dependencies.
To provide an effective method for CPU utilization prediction, we first con-
duct empirical analysis on real CPU utilization dataset from Microsoft Azure [9],
from which we obtain two important observations and extract key concepts as
follows. First, CPU utilizations for VMs within one deployment often fluctuate
together over time due to the fact that multiple VMs in the same deployment are
typically created to execute tasks collaboratively. Second, VM CPU utilization
as a time series presents three conceptual characteristics: (1) locality: VM CPU
utilization at present will impact the value in the near future; (2) periodicity:
utilization series shows cyclical changes over time; (3) tendency: utilization will
continue to increase or decrease in the long run with the change of work inten-
sity. These refined characteristics as part of CPU utilization reflect the user’s
real-time requirements from different aspects.
Based on the above key observations, we develop a neural network method
to solve the maximum VM CPU utilization prediction problem in consideration
of VM behaviors. Given a target VM, we first use the Pearson correlation coeffi-
cient to select the most relevant VMs’ utilization from a deployment, which are
used as additional inputs to expand the target utilization series. We then divide
the expanded utilization series into three parts at different time frequencies to
represent locality, periodicity, tendency properties, respectively. Finally, we pro-
pose Time-aware Residual Networks (T-ResNet) based on residual networks [10].
Our T-ResNet takes three divided utilization series as inputs, and models each
component by using an individual residual networks. The residual structure is
able to capture both nonlinear short-term volatility and the long-term temporal
dependencies simultaneously. The outputs of sub-networks are concatenated and
fed to a fully-connected layer to re-weight the importance of latent features from
different residual networks for final maximum CPU utilization prediction. The
experimental results on Microsoft Azure data show that our model outperforms
five benchmark methods in various metrics.
The contributions of this paper can be summarized as follows:
– We analyze the real Microsoft Azure dataset to disclose important conceptual
characteristics of VM CPU utilization. We exploit both stochastic behaviors
of VM CPU utilization as well as CPU utilization similarity among VMs.
– We propose Time-aware Residual Networks (T-ResNet) for CPU utilization
prediction. T-ResNet dynamically aggregates the outputs of residual net-
works which model locality, periodicity, and tendency respectively, assigning
different weights to different frequency patterns. The aggregation is further
activated to generate utilization prediction.
– We conduct extensive experiments to evaluate the performance of our pro-
posed method. The results show that our model outperforms five baseline
approaches by reducing 19%-64% in RMSE, 38%-106% in MAE, 43%-132%
in MAPE.
Organization. Section 2 provides definitions and problem statement. Sec-
tion 3 presents the data set and empirical analysis for VM CPU utilization.
Section 4 introduces the proposed model. Section 5 gives experimental results.
We review related works in Section 6 and conclude this paper in Section 7.
2 Preliminaries
Definition 1 (VM CPU Utilization). The virtual machine is the smallest
executable unit hosted on physical servers. Let V = {vt|t = 1, · · · , T} be a series
of CPU utilization for one VM, where vt is a 3-dimensional vector containing
minimum, average, and maximum CPU utilization of the VM at time period
t, denoted by vmin,t, vavg,t and vmax,t, where the time interval is fixed, e.g., 5
minutes.
Definition 2 (Deployment). A deployment contains a set of VMs that are
managed together and allocated in the same cluster of servers. Let D = {Vi|i =
1, 2, · · · , N} be a deployment with N VMs, where the CPU utilization of the i-th
VM is represented by Vi. Note that the VMs in the same deployment typically
collaborate with each other for executing the same task.
Since users prefer to execute tasks in batches by increasing (or shrinking) the
number of VMs in a deployment, we focus on the deployments which contain
VMs with long-running workloads in this paper. The prediction of CPU utiliza-
tion of any newly created VMs is beyond the scope of this paper. Then we give
the problem definition we would like to solve.
Problem statement. Given a deployment D = {vit|i ∈ [1, N ]∧t ∈ [1, T ]} where
vit denotes the CPU utilization of the i-th VM during the t-th time interval, we
aim to predict the maximum CPU utilization of all the VMs in D at time period
T + 1, i.e., vimax,T+1 for all i ∈ [1, N ].
3 Empirical Analysis
We start with the description of the Microsoft Azure dataset1 offered by Cortez et
al. [9]. We then perform an empirical analysis on the dataset and present several
key observations on CPU utilization behaviors of the VMs within a deployment.
3.1 Microsoft Azure Dataset
Data description. Microsoft Azure is one of the largest and most influential
cloud providers in the world, and contains both first-party and third-party VM
workloads. The dataset from [9] only includes first-party workloads of more than
two million VMs running on Azure spanning cross 30 consecutive days from
November 16 to December 15, 2016. The first-party workloads mainly combine
Microsoft development, test, and internal services.
Data preprocessing. As we aim at predicting CPU utilization of long-running
VMs, we first filter VMs with short lifetime from the original dataset. In this
paper, we consider deployments where all VMs run throughout the entire life
cycle of the dataset, i.e., 30 consecutive days. After filtering deployments that do
not satisfy our requirement, we obtain 3,005 deployments with 16,065 VMs. And
the following presented observations are based on these remaining deployments.
3.2 Stochastic Behaviors of VM CPU Utilization
Since VM may execute tasks for a long time, it is meaningful to analyze the
CPU utilization patterns belonging to each VM itself. Seasonal decomposition
is a statistical method used for time series decomposition, which decomposes a
time series into several components: trend, seasonality, and residual [11]. The
trend is defined as the increasing or decreasing value in the series; seasonality is
defined as the repeating short-term period in the series; residual is defined as the
random variation in the series. Based on seasonal decomposition, we are able to
transform the CPU utilization series into several components as follows:
vmax,t = vtt + vst + vrt (1)
where vmax,t is the maximum CPU utilization during the t-th time interval, and
vtt, vss, vrt are the respective decomposed components. Seasonal decomposition
adopts smoothing technique to calculate the trend. Next, we estimate seasonality
by averaging the de-trended values for a specific season. Finally, we get residual
component by removing the trend and seasonality from the original series.
Fig. 1 illustrates the original CPU utilization series and its decompositions
for a sampled VM. From the figure, we observe the following conceptual charac-
teristics in terms of behaviors inside VM:
– Locality : CPU utilization is continuously changing over time and hence we
should consider continuous utilization data in 5-minutes granularity, which
reflects the short-term dependencies that tend to be similar.
1 https://github.com/Azure/AzurePublicDataset
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Fig. 1. Decomposed maximum CPU utilization by seasonal decomposition
– Periodicity : The de-trended utilization series shows stable periodicity every
day, and this reveals some workloads consume CPU resource in a diurnal
cycle.
– Tendency : There exists an increasing trend in CPU utilization after a sudden
drop.
Inspired by the above observations, we explicitly derive three key fragments from
the original 5-minutes CPU utilization series, to capture locality, periodicity and
tendency behaviors, respectively. This is achieved by sampling data at 5-minutes,
one-hour and one-day granularities.
3.3 CPU Utilization Similarity among VMs
As we mentioned above, some VMs deployed in the same deployment tend to
execute the same type of tasks and exhibit some common patterns. To better
visualize the relationships between different VMs in the same deployment, we
downsample the origin time series from five minutes granularity into one hour
granularity by selecting a maximum point at one-hour interval. Fig. 2 shows the
sample maximum CPU utilization time series of 4 VMs collected in the same
deployment covering a consecutive month. From Fig. 2, we can see that: VM1 and
VM2 appear to fluctuate around an average line (marked in pink) and there is a
trigger that makes the average CPU utilization smaller; VM3 and VM4 fluctuate
steadily before an abrupt decline, followed by a continuous upward trend (marked
in purple). These facts suggest that some VMs in the same deployment should
be relevant, i.e., they work in a parallel and collaborative manner.
To measure the correlation between different VMs, we first randomly sample
320 VM CPU utilization series from the filtered deployments, and then calcu-
late the Pearson correlation coefficient between different VMs. Fig. 3 shows the
Gaussian Kernel Density Estimate (KDE) [12] plot of pairwise VM correlation
with setting bins as 100. The x−axis is the Pearson correlation, and the y−axis
is the Gaussian weighted sum of nearby densities. We can see that there exists a
positive correlation for pairwise VMs. To leverage this observation for improving
prediction accuracy, we pick the maximum CPU utilization series of the K VMs
that are most relevant to the target VM as external inputs. Note that these CPU
Fig. 2. Maximum CPU utilization on four VMs in the same deployment
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Fig. 3. Kernel density estimate of Pearson correlation
utilization series are aligned over the timeline. Formally, we define the new CPU
utilization series of target VM, as follows:
Definition 3 (Expanded VM CPU utilization). Let T = {xt|t = 1, 2, · · · , T}
be a series of expanded CPU utilization for one VM, where xt is a (3+K)-
dimensional vector containing minimum, average and maximum CPU utilization
of the target VM and maximum CPU utilization of other K most relevant VMs.
In what follows, we introduce our neural method that incorporates all the
above observations for predicting CPU utilization in next time period.
4 Time-aware Residual Networks for CPU Utilization
Prediction
Inspired by the model in [13], we propose our Time-aware Residual Networks
(T-ResNet) model. Fig. 4 depicts the structure of our T-ResNet, which contains
three major components modeling temporal locality, periodicity, and tendency,
respectively. As shown in top part of Fig. 4, we first choose K VMs that are
most relevant to the target VM based on Pearson correlation coefficient and
expand the target VM CPU utilization according to Definition 3. We then split
the expanded utilization series from time axis into three fragments by sampling
at 5-minutes, one-hour, and one-day frequencies. After that, the sampled 2D
tensors of each fragment are fed into three residual networks accordingly to model
locality, periodicity, and tendency, respectively. Finally, the flattened outputs of
three residual networks are concatenated and further put into the fully-connected
neural network to generate the predicted maximum CPU utilization value for
Fig. 4. Time-aware Residual Networks
the target VM in the next time period. Since the CPU utilization ranges from 0
to 1 after Min-Max normalization, we use the sigmoid function to activate final
output and try to minimize the loss between true and predicted values through
backward propagation [14] during model training.
The structure of each residual network in Fig. 4 is composed of convolution
and the residual block. Convolutional neural network (CNN) is first proposed to
handle image recognition problem by Yann et al. [15], and it can also be used for
applications other than image recognition such as signal processing [16] and time
series classification [17]. From Section 3.2, we observe repeatable local patterns
in utilization series which could be detected via the convolutional operation.
As single convolution captures local patterns, stacking multiple convolutions to-
gether can identify much more complex patterns and capture global temporal
dependencies of VM utilization. However, deeper networks were difficult to train
due to the notorious problem of gradient vanishing/exploding which blocks con-
vergence [18]. Fortunately, the residual network solves this problem by adding
shortcut connection to residual block (stacking of two layers of CNN, as shown
in Fig. 5). Formally, the connection is defined as: y = Wx + F (x), where x, y
are inputs and outputs, respectively. W represents linear transformation and F
is residual function [10]. The key idea of the residual network is to learn resid-
ual function F . Therefore, we employ residual networks with deep structures to
capture global temporal dependencies.
We develop T-ResNet to predict CPU utilization for all the VMs in a de-
ployment. For illustration purpose, we describe the procedure of predicting one
BN ReLU Conv1D BN ReLU Conv1D
𝑋𝑙 Conv1D Addition 𝑋𝑙+1
Fig. 5. Residual block. BN: Batch Normalization; Conv1D: 1-D Convolution
VM CPU utilization called target series. The prediction of other VMs in the
same deployment is performed in the same way. Assume we select K most rele-
vant VMs, and the extended target CPU utilization series can be expressed as
T = {xt|t = 1, 2, · · · , T}, according to Definition 3. For the residual network of
locality in Fig. 4, we have the input fragment to be [xT−ll+1, xT−ll+2, · · · , xT ],
where ll is the length of intervals of locality component to look back. Then we con-
catenate them along time axis to be a two-dimensional tensor Xl0 ∈ Rll×(3+K).
We use 1-D convolution to extract shallow characters (see Fig. 4):
Xl1 = W
l
1 ∗Xl0 (2)
where ∗ denotes the convolution operation, W l1 denotes the filters of the first
layer, and biases are omitted for simplifying notations. After that, we use multi-
ple stacking residual blocks to model global temporal relationship. Fig. 5 shows
the residual blocks used in this paper, which can handle the dimension inequality
problem in shortcut [19]. Each residual block (i.e., the upper branch in Fig. 5) in-
volves two sets of “Batch Normalization + ReLU + Convolution”. Batch Normal-
ization accelerates deep network training by reducing internal covariate shift [20]
and ReLU is a nonlinear activation function which helps network capture more
complex patterns [21]. In order to extract features as much as possible and re-
duce information loss, we convolve to halve the dimension of time step while
doubling the dimension of features by adding filters. To add the origin inputs
of the residual network to transformed outputs, we perform a linear projection
on the shortcut connection to match the dimension. In short, the layer k of the
residual block can be formulated as:
Xlk = F
(
Xlk−1, {W lk,1,W lk,2}
)
+W lk,3 ∗Xlk−1 (3)
where F represents the residual mapping, i.e., F = W lk,2 ∗σ
(
W lk,1 ∗ σ
(
Xlk−1
))
;
σ denotes ReLU; W lk,1 and W
l
k,2 denote filters; W
l
k,3 are filters used for dimen-
sion transform. We omit batch normalization for simplicity. Noticeably, these
time steps of inputs of our three residual networks may be different and will
shrink as the depth deepen, hence the depth of networks required to reduce the
dimension of time steps varies. For the residual network of locality, we stack L
residual blocks upon the first layer to reduce the length of time steps to 2, and
then get outputs XlL+1. In addition, we use average pooling which can detect
more background information and reduce noise followed by flattening to further
transform features into one-dimensional vector denoted by xl.
Similarly, based on above operation, we can construct the residual networks
of periodicity and tendency in Fig. 4. We represent the periodicity fragment as
Algorithm 1 Time-aware Residual Networks Training Algorithm
Input:
VM CPU utilizations in a deployment: {V1, · · · ,VN}, where Vi = {vi1, · · · , viT };
Lengths of Locality, Periodicity, Tendency fragments: ll, lp, lt ;
Periodicity span: Tp; Tendency frequency: Tt; Number of relevant VM: K;
Output:
Learned Time-aware Residual Networks model
//generate new CPU utilization series
1: Select K most relevant VMs in the deployment and expand the origin series for
each VM to get: {T 1, · · · , T N}, where T i = {xi1, · · · , xiT }
2: U ← ∅
3: for all expanded VM CPU utilization T i (i ∈ [1, N ]) do
4: for all available training timestamps ts (ts ∈ [1, T ]) do
5: Fl =
[
xits−ll+1, x
i
ts−ll+2, · · · , xits
]
6: Fp =
[
xi
ts−(lp−1)∗Tp , x
i
ts−(lp−2)∗Tp , · · · , x
i
ts
]
7: Ft =
[
xits−(lt−1)∗Tt , x
i
ts−(lt−2)∗Tt , · · · , xits
]
8: ximax,ts+1 is the true maximum CPU utilization at next duration ts+ 1
9: add an training sample
({Fl,Fp,Ft}, ximax,ts+1) into U
10: end for
11: end for
12: Initialize all the network parameters θ in T-ResNet,
13: while θ not converged do
14: Select a batch of samples Ub randomly from U
15: Find parameters θ by minimizing the loss defined in Eq. 5 with Ub
16: end while
[
xT−(lp−1)∗Tp , xT−(lp−2)∗Tp , · · · , xT
]
, where lp denotes the length of intervals of
period, and Tp is the period span. After stacking P residual blocks, the output
of periodicity is xp. Meanwhile, the output of tendency is xt, given the inputs[
xT−(lt−1)∗Tt , xT−(lt−2)∗Tt , · · · , xT
]
. lt is the length of tendency fragment and Tt
denotes trend frequency, by stacking T residual blocks.
Finally, we concatenate xl, xp and xt together as a new vector xres, and feed
it into a fully-connected layer to dynamically adjust weights of different features
extracted from residual networks. Formally, we have:
x̂m0max,T+1 = δ (Wresxres) (4)
where m0 denotes target VM, Wres is weights of the fully-connected neural
network, and δ denotes the sigmoid activation function. We train our model by
minimizing the mean square error (MSE), between true and predicted maximum
utilization values, as described below:
L =
1
N
N∑
t=1
(
x̂m0max,t − xm0max,t
)2
(5)
where N is the number of training samples.
Algorithm 1 describes the preprocessing and training process of our T-ResNet
method. We first pick K most relevant VMs for each target VM to expand the
origin series (line 1). We then construct the training samples via the whole
deployment (lines 2-11). Finally, we train the T-ResNet based on Adam opti-
mizer [22], a variant of Stochastic Gradient Descent(SGD) (lines 12-16). Due
to the fact that objective function is non-convex, the gradient-based optimiza-
tion methods are usually trapped into the local optimum. Fortunately, Adam
fuses the advantages of Momentum method [23] and RMSprop method [24]
to overcome this problem. Specifically, Momentum considers the direction of
last gradients, while RMSprop adopts the exponential moving average method
to filter historical gradients. Such a combination effectively speeds up network
learning process and helps the training process escape from local optimum.
5 Experiments
5.1 Experimental Setup
Datasets. We use the Microsoft Azure dataset for performance evaluation. As
discussed in Section 3.1, we filter many deployments that do not sustain the
entire lifetime of our dataset and leave 3005 deployments. After considering
the rationality of experiments and the limitations of resources, we prepare two
training sets, Dep1 and Dep2, each of which includes 32 VMs in a deployment.
Baselines. To demonstrate the effectiveness of T-ResNet, we compare it against
5 baseline methods.
– NAI¨VE: We predict the maximum VM CPU utilization by the maximum
CPU utilization of that VM at last time interval.
– ARIMA [25]: Autoregressive Integrated Moving Average (ARIMA) model is
a generalization of an autoregressive moving average (ARMA) model, which
is widely used in time series analysis.
– SARIMA: Seasonal ARIMA which incorporates both non-seasonal and sea-
sonal factors in ARIMA.
– XGBoost [26]: XGBoost is a scalable machine learning system for tree
boosting.
– LSTM [27]: Long Short-Term Memory (LSTM) network are a special kind
of recurrent neural network (RNN), which can learn long-term dependencies.
Experimental Settings. We train each model using the whole training set, i.e.,
one deployment. Since the value of maximum CPU utilization varies greatly, we
first transform origin series into log-scale to balance the order of magnitude.
We then use Min-Max normalization to further scale data into the range [0, 1].
For all residual blocks after the first convolutional layer, we halve the length of
time step by setting filter stride as 2 while doubling the feature dimension by
doubling the filter numbers. All the filter size in convolution is set to 3. In our
T-ResNet, Tp and Tt are empirically fixed to one-hour and one-day. Based on
our observations, we set ll, lp, and lt to 12, 24, and 7, respectively. Once the
hyperparameter K is determined, all the VMs in a deployment will select the
same number of relevant VMs as additional inputs and we set K ∈ {0, 2, 4}.
For each deployment, we select the first two-weeks data as the training set, the
Table 1. Comparison results over the Dep1 and Dep2 dataset (best performance dis-
played in blodface). Our original model does not consider relevant VMs, and kREL
means adding extra most relevant k VMs into the model.
Models
Dep1 Dataset Dep2 Dataset
RMSE MAE MAPE RMSE MAE MAPE(×10−2) (×10−2) (×10−2) (×10−2) (×10−2) (×10−2)
NAI¨VE 11.87 6.95 16.75 11.96 7.03 18.10
ARIMA 9.43 6.89 19.97 10.34 8.81 25.99
SARIMA 10.16 6.63 16.08 10.77 7.05 18.06
XGBoost 8.99 7.21 21.07 9.50 7.70 24.83
LSTM 8.78 5.68 14.20 8.83 6.43 17.60
T-ResNet 7.68 4.66 11.37 7.81 4.78 12.32
T-ResNet-2REL 7.35 4.11 9.95 7.28 4.27 11.19
T-ResNet-4REL 7.62 4.71 12.41 7.68 4.47 11.76
following week’s data as the validation set, and the last week’s data as the test
set. The validation set is used for early stopping and selection of best network
parameters.
Metrics. To measure the effectiveness of various methods, we introduce three
different evaluation measures. Among them, root mean square error (RMSE)
and mean absolute error (MAE) are scale-dependent metrics, while mean ab-
solute percentage error (MAPE) is scale-independent metrics. Specifically, the
RMSE is defined as RMSE =
√
1
N
∑N
t=1 (yˆt − yt)2, MAE is defined as MAE =
1
N
∑N
t=1 |yˆt − yt|, and MAPE is defined as MAPE = 1N
∑N
t=1 | yˆt−ytyt | , where yˆ
is the predicted value and y is the true value.
5.2 Main Results
The maximum CPU utilization prediction results of T-ResNet and other baseline
methods over the two selected deployments are shown in Table 1.
Results of Compared Methods In Table 1, we observe that the RMSE of
NAI¨VE method is generally worse than other methods. This result shows that
not all VMs tend to be stable in short term. ARIMA and SARIMA are all linear
regression with differential operation in nature [25]. Both of them have slightly
better performance compared with NAI¨VE method, however, the ability of them
is limited which fails to capture nonlinear relationship. XGBoost is a tree-based
model which combines classification and regression tree (CART) algorithm with
gradient boosting method [26], hence it can capture more complicated relation-
ship and perform better than ARIMA in RMSE. As shown, XGBoost achieves
little improvement since it can only consider a few steps of inputs. LSTM is par-
ticularly designed to remember information for long periods of time due to the
existence of memory cell, but it does not show significant performance improve-
ment according to the results. The reason may be that the above-mentioned key
drivers of our dataset may not be captured by LSTM.
Effect of Number of Related VMs. With the integration of extra inputs
and multiple frequencies feature extraction, our T-ResNet models achieve the
best RMSE, MAE, and MAPE across two datasets. Specifically, we attempt
three variants of our model with setting different numbers of the relevant VMs.
The results show that introducing extra inputs indeed help the model improve
prediction accuracy, which confirms our observations. However, this effect is not
continuously increasing. When the extra input dimension reaches the threshold,
the earnings of improvement will decrease. The reason is that introducing more
extraneous inputs will also introduce noise.
6 Related Work
VM Workload Prediction. With the development of cloud technology, many
researchers have focused on predicting the workloads of VMs. Calheiros et al. [4]
paid attention to predicting the requests from web servers, but the data does
not really reflect the consumption of workload. Farahnakian et al. [5] used lin-
ear regression method to predict the CPU utilization based on past one-hour
data. Such a method can only approximate short-term CPU utilization. Khan
et al. [7] discovered repeatable workload patterns within groups of VMs that
belong to a cloud customer and further designed an HMM-based method to
predict the changes of these patterns. However, the method has restricted the
states of workload levels and cannot model new states. Some works [8, 28] fo-
cused on using neural network based model to predict the VM workload. Islam
et al. [8] employed the extra sliding window technique to evaluate the impact of
different windows on the prediction accuracy. Xue et al. [28] trained a group of
networks models and further generate the prediction based on ensemble of these
pre-trained networks. These works are different from ours where the proposed
methods cannot consider both characteristics of VMs and effective algorithms
that can capture specified temporal relations.
Time Series Prediction. Time series forecasting is the most common problem
and we have many general methods to handle it. ARIMA is popular and widely
used statistical method for time series forecasting, and it combines autoregres-
sion and differencing together to model linear relationship [25]. Hidden Markov
model describes the process that the observations are produced by correspond-
ing hidden states which randomly generated by hidden Markov chain before [7].
The Markov process is based on finite pre-defined states and can capture limited
nonlinear patterns. Recurrent neural network (RNN) [29] is well designed neural
network for sequence tasks, but vanilla RNNs suffer from gradient vanish prob-
lem [30]. Long short-term memory units (LSTM) [27] and gated recurrent units
(GRU) [31] are proposed to handle this problem and keep long-term dependen-
cies by memory cell. Moreover, convolutional neural network (CNN) has exhib-
ited strong ability in image recognition which benefits from recent AlexNet [32].
Prior works [16,17] also showed the effectiveness of one-dimensional convolution
in solving sequence problems. Neural networks with stacked convolutions can
learn more complex patterns, and residual networks [10] make the learning of
deep models possible. While RNN and CNN have the ability to capture nonlinear
relations, our proposed model and experiments validate the view that networks
are still hard to learn rules without specified structures.
7 Conclusion
In this paper, we studied the problem of VM CPU utilization prediction, which is
an important task for cloud resource managers. We conduct an empirical analysis
over real-world VM CPU utilization data, showing that deployment-based VMs
have internal and external CPU utilization features. The internal features imply
that the CPU utilization series has periodicity, tendency, and locality, while
the external features reflect that VMs in a deployment tend to work in parallel
and their CPU utilization behaviors are similar. Based on the observations, we
propose Time-aware Residual Networks model named T-ResNet for prediction.
T-ResNet consists of three residual networks to capture features at different
frequencies and uses fully-connected layers to model deep feature interactions.
The experimental results verify the effectiveness of our proposed method in terms
of prediction accuracy, compared with various baseline approaches.
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