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Combustion Irreversibility Analysis And Reduction
Abstract
The massive global use of combustion and the large exergy destruction in fuel combustion which is
typically 20% to 30% of the useful energy highlight the importance of seeking for more exergy-efficient
combustion. This dissertation pursued quantitative understanding of the reasons for the irreversibilities,
i.e., their cause, location and magnitude, and recommended approaches for reducing them. This was
studied by two different approaches: 1) the conventional and most frequently numerical way, the intrinsic
analytical method (IAM) based on the solution of the system differential equations, which requires
complex computation, and 2) the novel heuristic finite increment method (HFIM) that solves a system of
algebraic equations, which is an orders-of-magnitude computationally easier approximation. The results
demonstrated that the overall exergy destruction ratio computed by the IAM (22.58%) and the HFIM
(19.6% to 22.3% for the 14 paths) agreed well for the studied adiabatic isobaric hydrogen/air combustion.
The fractions of the individual contributors (chemical reaction, heat transfer, mass transfer and viscous
dissipation) to the overall exergy destruction in the two approaches, however, were quite different. The
IAM predicted that the chemical reaction was the dominant contributor (at 80.56%), while the HFIM
predicted that the heat transfer was the dominant one (at 47.4 % to 72.1%). The difference was explained,
for the first time, and it was because the HFIM assumed the combustion occurring in a prescribed path
that made the chemical reaction rate at low temperature higher than reality. This established the
connection of the two different approaches. Ways to reduce irreversibilities, by the sensitivity analysis in
the IAM, comprised of reducing the excess air coefficient, increasing the inlet temperature, making the
combustor walls as close as possible to adiabatic and optimizing the inlet velocity. Methods to decrease
irreversibilities, by analyzing 14 hypothetical paths in the HFIM, were applying stoichiometric oxygen
combustion and heat recirculation from high-temperature to low-temperature chambers. This dissertation
also compared the exergy destruction results for similar combustion conditions computed by the HFIM
and the IAM for the first time. The comparison enabled the identification of the hypothetical paths in the
HFIM which were the closest to reality.
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ABSTRACT

COMBUSTION IRREVERSIBILITY ANALYSIS AND REDUCTION
Yuejun Yan
Dr. Noam Lior

The massive global use of combustion and the large exergy destruction in fuel combustion
which is typically 20% to 30% of the useful energy highlight the importance of seeking for more
exergy-efficient combustion. This dissertation pursued quantitative understanding of the reasons
for the irreversibilities, i.e., their cause, location and magnitude, and recommended approaches for
reducing them. This was studied by two different approaches: 1) the conventional and most
frequently numerical way, the intrinsic analytical method (IAM) based on the solution of the system
differential equations, which requires complex computation, and 2) the novel heuristic finite
increment method (HFIM) that solves a system of algebraic equations, which is an orders-ofmagnitude computationally easier approximation. The results demonstrated that the overall exergy
destruction ratio computed by the IAM (22.58%) and the HFIM (19.6% to 22.3% for the 14 paths)
agreed well for the studied adiabatic isobaric hydrogen/air combustion. The fractions of the
individual contributors (chemical reaction, heat transfer, mass transfer and viscous dissipation) to
the overall exergy destruction in the two approaches, however, were quite different. The IAM
predicted that the chemical reaction was the dominant contributor (at 80.56%), while the HFIM
predicted that the heat transfer was the dominant one (at 47.4 % to 72.1%). The difference was
explained, for the first time, and it was because the HFIM assumed the combustion occurring in a
prescribed path that made the chemical reaction rate at low temperature higher than reality. This
established the connection of the two different approaches. Ways to reduce irreversibilities, by the
sensitivity analysis in the IAM, comprised of reducing the excess air coefficient, increasing the
vi

inlet temperature, making the combustor walls as close as possible to adiabatic and optimizing the
inlet velocity. Methods to decrease irreversibilities, by analyzing 14 hypothetical paths in the
HFIM, were applying stoichiometric oxygen combustion and heat recirculation from hightemperature to low-temperature chambers. This dissertation also compared the exergy destruction
results for similar combustion conditions computed by the HFIM and the IAM for the first time.
The comparison enabled the identification of the hypothetical paths in the HFIM which were the
closest to reality.
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Chapter 1 Introduction
Combustion is widely used in energy supply, as well as in application such as materials
processing, incineration, and military purposes, and approximately at least 20%-30% of the
potentially useful energy (exergy) destruction takes place in it due to irreversibilities [1]. One of
the most sought objectives of combustion research is to pursue quantitative understanding of the
reasons for the irreversibilities, i.e., the cause, location and magnitude of them, and based on this,
to discover ways to reduce them.
This chapter describes the background of the dissertation. Section 1.1 describes the important
role that combustion plays in the energy field, and in Section 1.2 introduces the type of combustion
selected for investigation in this dissertation. The efficiency definition for combustion assessment
is introduced in Section 1.3. The status of current development of methods for combustion
irreversibility analysis, and associated problems are reviewed in Section 1.4. The detailed
objectives of the dissertation are introduced in Section 1.5.
1.1 The necessity for investigating and improving energetically effective combustion
Humankind relies heavily on fossil fuel and biomass for modern societal energy needs in
conventional systems [2] such as (1) electrical power generation plants (2) industrial and chemical
process heat systems (3) transportation vehicles (4) residential and commercial heating and airconditioning systems, due to their high-power density, cost effectiveness, and easy availability.
About 85.2% of the global energy use in 2017 was from fossil and biomass (including municipal
waste) fuels shown in Fig. 1-1 [3] and the use is forecast to keep increasing until 2040 by at least
1% per year as shown in Fig. 1-2 [2].
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Fig. 1-1. World primary energy consumption by fuel type in 2017 [3].
(‘Renewables’ represents geothermal, solar, wind, biomass, and ocean energy. ‘Hydro electric’
is also renewable energy but listed separately due to its more significant environmental impact).

Fig. 1-2. World energy consumption by fuel type, 1990-2040 [2].

Conversion of the chemical energy stored in these fuels mostly requires a combustion process
to release the chemical energy of the fuels as heat except when they are used directly as in
manufacturing of n materials, chemical feedstocks, lubricants, solvents, waxes, and other products,
or used for energy without their combustion, such as by fuel cells [4]. Taking the U.S. fossil fuel
consumption as an example, the U.S. Energy Information Administration (EIA) estimates that the
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combustion consumption of fossil fuels has typically accounted for about 72% of the total fossil
fuel consumption as shown in Fig. 1-3 [2].
Combustion of fossil fuel and biomass may generate products which are agents of global
warming and currently attracting great attention in research due to their associated harmful effects
[5-7]. The necessity for efficient combustion to reduce emissions has become a very powerful drive
for scientific and technological development [8].
The emphasis on efﬁciency and resources conservation has become crucially important because
of their high demand and limited supply [8,9-14] and their direct association with environmental
impacts. The world total proved reserves of oil, natural gas and coal are 239.3 thousand million
tonnes, 6,831.7 trillion cubic feet and 1,035,012 million tonnes, respectively at the end of the year
2017 [3]. The reserves-to-production (R/P) ratio is defined as the reserves remaining at the end of
any year divided by their production in that year, representing the length of time that those
remaining reserves would last if production were to continue at that rate. The R/P ratios indicates
that the world total proved reserves of oil, natural gas and coal are only sufficient to meet 50.2
years, 52.6 years and 134 years of current production, respectively [3]. It is noteworthy, however,
that these values haven’t changed for many decades due to increasing access to new fuel resources,
but their quantity is globally limited and will come to an end sooner or later.
Besides, geopolitical and military conflicts and of late, continued and significant fuel price
fluctuations with large rises also challenge the continuation of the use of fossil fuel [15]. The
variation of crude oil prices from 1861 to 2016 is shown in Fig. 1-4 with major world events listed.
The price increases significantly in the year period 2000 to 2016 compared with the year period
1880 to 1970.
It is also noteworthy that countries like China and India, having a third of the world
population, depend on coal to the extent of 60-70%, with no significant substitute for the time
being [3,9-10].
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In conclusion, it is of great importance to seek for the efficient fossil fuel use to control
combustion emissions (including greenhouse gases), to ease fuel depletion, and to reduce consumer
prices.

Fig. 1-3 U.S. fossil fuel consumption (1975-2017) [4].

Fig. 1-4. Crude oil prices 1861-2017 (US dollar per barrel with world event shown above) [3].
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1.2 Gaseous fuel combustion
1.2.1 Advantage of gaseous combustion
Gaseous fuels are either extracted from naturally occurring resources or manufactured. They
may consist of hydrogen, carbon monoxide and hydrocarbons (methane, propane, butane [6]), and
manufactured synthetic fuels (‘synfuels’) containing mostly methane, CO and hydrogen. It has
distinct advantage over solid and liquid fuels since (1) they generally are free (after filtration) of
any mineral impurities and therefore the need of fuel preparation is minimal; (2) they can more
homogeneously mix with the oxidizer for burning so that the combustion reaction proceeds rapidly
and efficiently; and (3) their combustors are relatively simple and require relatively low
maintenance [16].
Furthermore, combustion of solid and liquid fuel also relates to gaseous combustion since solid
fuels can be gasified to obtain synthetic gas, and liquid fuels can be pre-vaporized for burning [16].
Exergy analysis of liquid and solid fuel combustion can be found in a very large number of
publications, e.g., for liquids in [17-21] and for solids (coal) in refs. [22-23], and solid carbon in
[24].
Investigation of combustion of gaseous fuel is hence an important cornerstone of combustion
research in general.
1.2.2 Selection of hydrogen as the fuel in this study
Hydrogen is selected as an example for gaseous fuel combustion irreversibility investigation in
this dissertation since firstly, the chemical reaction kinetics of hydrogen has minimum of species
and element reactions compared to the combustion of hydrocarbons, which have much more
complicated reactions and many more additional products. In numerical simulation of hydrogen
combustion, the large chemical reaction rate of hydrogen is always a challenge to convergence of
numerical simulations. Hydrogen as a fuel has the following characteristics: (1) best energy-toweight ratio among fuels (121 MJ/kg in comparison to about 50 MJ/kg of hydrocarbons [25]), (2)
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wide range of flammability, (3) low ignition energy, (4) high autoignition temperature, (5) high
flame speed at stoichiometric ratios, (6) high diffusivity [26].
Energy conversion devices using hydrogen have been used in space programs in the upper stage
of launching vehicle on many space missions including the Apollo missions to the moon, Skylab,
the Viking missions to Mars and the Voyager mission to the Saturn or as the choice of Rocket
engines [27]. It can also be used as a fuel directly in internal combustion engines and can be used
to power a vehicle by fuel cells. In addition, it is also used more recently in microcombustion [28].
Hydrogen is produced from diverse resources including fossil fuels, biomass, and water (by
electrolysis). The overall energy efficiency and environmental impact of hydrogen depends on how
it is produced [29].
Besides, the growing concern for global warming and air pollution to reduce the dependency on
fossil fuel have rekindled the interest in hydrogen as a fuel [30-31]. The combustion of pure
hydrogen with pure oxygen generates just H2O without any pollutants and thus is a clean energy
source [6], when ignoring any emissions associated with its production..
Moreover, hydrocarbon combustion usually contains the hydrogen combustion mechanism as a
basic part and hence investigation of hydrogen combustion irreversibility also provides information
about combustion of other fuels. For instance, the reaction mechanism of natural gas-air in ref. [32]
contains element reactions for hydrogen-air combustion in ref. [33]. The CHEMKIN files for the
two mechanisms clearly show this fact [34].
1.3 Combustion efficiency evaluation
Energy and exergy analysis are two appropriate ways to evaluate thermal efficiency and guide
the analysis and improvement of the combustion process. Their definitions are introduced in
Section 1.3.1 and the two analyses are defined and compared in Section 1.3.2.
1.3.1 Basic definitions related to efficiency analysis
(1) System: whatever we wish to study, with defined content and boundaries; it may assume various
conditions at various times [35];
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(2) Surroundings: everything external to the system [36];
(3) Boundary: it indicates the interface between the system and its surroundings and it can be real
or imaginary (assumed) [37];
(4) Control volume: a fixed volume region in space through which mass can flow [38];
(5) Isolated system: a closed system that doesn’t interact with its surroundings in any way [36];
(6) Equilibrium: a system is said to be in equilibrium if when isolated from its surroundings it
exhibits no change in its properties. Thermodynamics equilibrium requires a balance of all
influences, mechanical, electrical, magnetic, thermal, phase, chemical, nuclear and so on [36];
(7) Environment: environment is regarded to be a simple compressible system that is large in extent
and constant in temperature, T0 , and pressure, p0 . The environment represents a portion of the
physical world, the values for both T0 and p0 used throughout a particular analysis are
normally taken as typical ambient conditions, such as 1 atm and 298.15 K. Additionally, the
intensive properties of the environment do not change significantly as a result of any process
under consideration, and the environment is free of irreversibilities [36];
(8) Dead state: when a system of interest is at the same temperature, pressure and at rest relative to
the environment, the system is at the dead state. At the dead state there can be no interaction
between the system and the environment, and thus no potential for developing work and the
exergy is thus zero [36];
(9) Entropy generation: entropy generated in systems with irreversibilities [35-36];
(10) Exergy: often called ‘availability’ in the past, the maximal theoretical work obtainable from
an overall system consisting of a system and the environment as the system comes into
equilibrium with the environment (passes to the dead state from a given state); Alternatively,
exergy can be regarded as the magnitude of the minimal theoretical work input required to
bring the system from the dead state to the given state [35-38];
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(11) Exergy destruction: lost available work due to irreversibility. Exergy destruction relates to
entropy generation through the Gouy-Stodola theorem [ 39-41], which states that exergy
destruction is directly proportional to the entropy generation;
(12) Reversibility, Irreversibility: a process between two given states called reversible is
synonymous with one that has the highest potential for producing useful work, or for
demanding the minimal amount of work for its completion. A reversible process is ideal since
no real processes are fully reversible. Irreversibility reflects the degree of actual process
deviation from such idealized process and causes inefficiency of the system. It is the physical
phenomena responsible for any loss of useful work [42] and is synonymous with the term
exergy destruction, which is the amount of the useful work that is lost in a process. Irreversible
processes typically include one or more of irreversibilities [36] such as: 1) heat transfer across
a finite temperature difference; 2) unrestrained expansion of a gas or liquid to a lower pressure;
3) chemical reaction; 4) spontaneous mixing of matter at different compositions or states; 5)
friction; 6) electric current flow through a resistance; 7) magnetization or polarization with
hysteresis; 8) inelastic deformation;
(13) Ideal processes [36]: processes that are reversible and do not incur any destruction of exergy.
1.3.2 Efficiency analysis by thermodynamic laws
1.3.2.1 Energy analysis
Energy analysis is based on the First Law of Thermodynamics and provides an additional
equation for solving thermodynamic problems related to energy conversion [43-46]. The energy
efficiency I (i.e., the first law efficiency) of a device, whose primary purpose is the conversion of
energy, is given by the ratio of the energy in the converted form to that before conversion [36,43,4749], i.e.

I 

Energy in the converted form
Energy before conversion

(1.1)

For example, in a combustor shown in Fig. 1-5, if the fuel with total energy Ei is burned for
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thermal energy Q , the energy efficiency of the combustor is

I 

Q
Ei

(1.2)

It indicates how much thermal energy is available for use from the total energy of the fuel. The
energy efficiency I can never be greater than unity (100%), i.e.  I <1 , which means not all the
chemical energy can be converted to thermal energy in combustion.

Fig. 1-5. Schematic of exergy (energy) transfer in a control volume in combustion.
(subscript ‘i’ is for inlet parameters and ‘e’ is for exit parameters, ‘E’ is for exergy and ‘E’ for
energy).

With current technology, combustion energy efficiency values above 90% is readily achieved,
by proper stoichiometry, good mixing of oxygen and fuel, facilitation of high oxidation completion,
and good thermal insulation [44].
1.3.2.2 Exergy analysis
Exergy analysis is based on the Second Law of Thermodynamics and yields efficiencies that
provide a true measure of how nearly actual performance approaches the ideal (reversible) process,
and thus identifies more clearly the causes and location of thermodynamic losses [36,50]. It
acknowledges that although energy cannot be destroyed or created, it can be degraded in quality,
eventually reach a state in which it is in complete equilibrium with the surroundings and hence of
no further usage [36].
Exergy efficiency (i.e., the second E d law efficiency), can be defined by the different ways as
indicated in [43,51-52]. For the system in Fig. 1-5, if the reactants with exergy Ei is converted to
product with exergy Ee while releasing heat at temperature T with amount Q , the exergy efficiency
9

is
 II 

Ee

Ei

Ee
E e  E d +Q(1-

T0
)
T

(1.3)

Where, Ei, Q, T0, T represent the exit exergy, inlet exergy, exergy destruction, heat loss to the
surrounding, temperature of the environment and temperature at which heat transfer occurs,
respectively.
From eq. (1.3), exergetic analysis [43,53-55] identifies the following as inefficiencies:
(1) the exergy destruction, e.g, term ‘Ed’ in eq. (1.3), caused by the irreversibilities occurring within
the system being considered, also called internal exergy loss;
(2) the exergy loss, e.g., term ‘Q(1-𝑇0 /𝑇)’ in eq. (1.3), which represents the transport of exergy to
the environment, also called external exergy loss. This part is significantly lower than the
internal exergy destruction (in most cases less than 1% of the internal combustion
irreversibility) [56].
1.3.2.3 Comparison of energy and exergy analysis
The energy and exergy analysis of thermal systems were investigated and reviewed in many
publications [43,52,57-63]. Petit and Gaggioli [62] showed the difference of energy and exergy
analysis by performing an analysis of a 300 MW coal-burning steam power plant. The energy
analysis implied that the boiler was very efficient, losing only 10% of the input energy, virtually
all of it associated with stack gas thermal loss. It indicated that the largest energy loss took place in
the heat exchanger, i.e., the condenser in power system, which accounts for 50% of total energy.
Exergy analysis, however, indicated that the largest exergy dissipation occurs in the boiler, due,
as it turns out, to the combustion (30% of total exergy input, such as unburned fuel and incomplete
combustion), heat transfer between the flame and the working fluid (15% of total exergy input,
heat loss to the surrounding across the combustor wall), and the stack loss (5% of total exergy
input). Exergy dissipation in the heat exchangers was quite small (only 1% of total exergy input)
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and the real loss was in the boiler.
A clearer explanation was given by Lior [64] by conducting energy and exergy analysis on the
simple Rankine cycle described in Fig. 1-6. The fuel, methane, was undergoing combustion with
20% excess air in the boiler. The fuel energy and exergy distribution among the different system
components/processes, are shown in Fig. 1-7. Energy analysis shows that the major energy loss,
about 70%, is due to the heat rejected in the condenser. The exergy analysis, however, indicates
that this largest energy loss amounts to only 3% of the fuel exergy since the heat rejected in the
condenser is at a low temperature, only slightly elevated above that of the ambient and hence has
little potential to perform work. The exergy analysis identifies the major loss, 69%, to be in the
boiler, due to the combustion and gas-to-steam/water heat transfer processes, whereas the energy
analysis associates no loss to these processes. The exergy analysis also attributes much less loss to
the stack gas than the energy analysis does. The turbine output has almost the same percentage in
both analyses, which is because the output is shaft power (i.e., pure exergy) and the HHV and
exergy of the fuel are nearly identical.

Fig. 1-6. The Rankine cycle example: (a) the Rankine power cycle; (b) temperature-entropy
diagram of the Rankine cycle [64].
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Fig. 1-7. Energy and exergy breakdown for the Rankine power cycle example [64].

An evaluation using only energy analysis can therefore be very misleading since it identifies the
inefficiency associated with a system only the transport of energy from the system to the
environment, without considering the quality of the energy rejected to the environment or the
irreversibilities within the system. It does not, however, express the potential of the combustion
process to generate work (power) because, for example, it does not include evaluation of the
temperature of the combustion process product, which dominates the work generation potential of
that product.
As well known by now, the proper thermodynamic parameter for evaluating the work potential
is exergy since it provides a proper direct insight for inefficiency in conversion process [57-63].
Exergy analysis is thus selected to explore fundamental understanding of exergy destruction caused
by combustion irreversibility in this dissertation. Efforts will be made to reveal the cause, location
and magnitude of combustion exergy destruction and to achieve efficient combustion.
1.4 Current development of two approaches for exergy destruction investigation
In this dissertation, two approaches, the ‘intrinsic analytical method (IAM)’ and the ‘heuristic
finite increment method (HFIM)’, are applied to reveal the mechanism, i.e., the cause, location and
magnitude, of exergy destruction in combustion. ‘Intrinsic’ and ‘heuristic’ are terms proposed by
12

Lior et al. [65]. Comprehensive studies of combustion irreversibilities are available in the review
papers by Som and Datta [16] and Sciacovelli et al. [8].They summarized the application and main
conclusion of the exergy destruction analysis and also pointed out the direction or potential to
reduce the exergy destruction.
1.4.1 The intrinsic analytical method (IAM)
1.4.1.1 Introduction to the IAM
The IAM is the conventional comprehensive analytical method, using only moderate
simplifications, which is mostly conducted by numerical methods. The method includes adequate
consideration of all transport processes and chemical reactions, and it can be used here for
providing comparable results for future research using the HFIM and for bringing the analysis
closer to reality.
The IAM consists of the formulation and solution of the general transient rigorous partial
differential equations for computing the intrinsic irreversibilities and exergy destruction in
general, developed by Dunbar, Lior, and Gaggioli [66], based on earlier work by Hirschfelder et
al. [67], Obert [68], and Gaggioli [69,70], and used in many studies.
The IAM first relies on the governing equations (continuity, momentum, energy and species)
to get the mass, concentration, velocity and temperature field profiles and then evaluates the local
entropy generation rate due to different effects based on the local entropy generation rate.
The local equilibrium hypothesis, which states that each inﬁnitesimal volume of a system is in
a state of thermodynamic equilibrium and the equilibrium thermodynamic relations remain valid
in this volume, is critically important in non-equilibrium thermodynamics and allows for the
derivation of the local entropy generation rate [67,71-73]. This hypothesis is reasonable because
the non-equilibrium thermodynamics is typically associated within the framework of continuum
theory, i.e. the state variables are considered as continuous function of space coordinate and time
[8,74]. The derivation of the entropy generation rate also requires the reformulation of the
fundamental laws of thermodynamics in terms of ﬁeld theory [8].
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To make the non-equilibrium thermodynamics aspects clear, the foundation of non-equilibrium
thermodynamics was laid by Onsager [75,76] and further extended in subsequent contributions
by Prigogine [77], Gyarmati [74], Kreuzer [78], Hafskjold [79], Bejan [80], Truesdell [81], De
Groot [82] and others [83]. A very clear and rigorous critical description of the different nonequilibrium theories is provided by Lebon et al. [84,85].
The IAM is used at the expense of rather complex mathematical modelling and high
computational requirements, as well as some inadequacies of the needed simulation equations,
especially as related to chemical reactions and complex fluid flow.
An explicit example of using the IAM for exergy destruction evaluation is described in Chapter
2.
1.4.1.2 Current development of the IAM
Previous publications on exergy destruction analysis by the IAM first solve the governing
equations of combustion (mass, momentum and energy) for field profiles given the necessary
boundary conditions. The governing equations are different for various fuel types (hydrogen [8689], methane [87,90-91] or hydrogen enriched methane [92]), flame types (laminar [86-88] or
turbulent flow [89,91,93], premixed [86-88], diffusion flow [87,90,94] or both premixed and
nonpremixed flow [95], steady-state [86-88] or unsteady-state), reaction models (constant pressure
[86,87,88,90] or constant volume), different geometry types (1-dimensional [87], 2-dimensional
[86,87,88,90] or 3 dimensional; rectangular [88] or cylindrical [86,87] coordinates), different
chemical kinetic mechanisms (1-step [86] or multi-step (Konnov’s 21 step 9 species [96] for
hydrogen, 8 species and 16 reactions for hydrogen, 32 species and 186 reaction for methane [87]))
and different boundary conditions (wall condition (adiabatic or uninsulated), inlet temperature,
pressure or species concentration) affect the combustion field distribution. The calculable
temperature, mass and pressure gradient and the heat, mass flux driven by the gradient in the
combustion field allow the evaluation of entropy generation rate and its field distribution.
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The combustion field of combustion temperature, pressure, mass fraction as well as the entropy
generation rate enables the determination of:
(1) the location of the largest overall local entropy generation or the location of the largest
contributor (mass, heat, chemical reaction or viscous dissipation) to it. for instance, the largest
exergy destruction in different flame zone I and II was determined and shown in [88].
(2) the magnitude of the overall entropy generation rate and the contributors of it. It is therefore
easy to identify the dominant and negligible contributors to entropy generation rate in the
combustor.
1) The magnitude of the contributors depends on the fuel type and flame type.
For instance, Nishida et al. [87] showed that for laminar premixed flow the hydrogen-air
combustion entropy generation rate is due to the four irreversible processes of chemical
reaction (72.6%), heat conduction (21.6%), mass diffusion, viscous dissipation
(negligible) of the total entropy generation, which agrees with the results in [86] showing
that chemical reaction was the major source of exergy destruction, followed by heat
conduction, mass diffusion, and viscous dissipation.
For different fuel type methane, the chemical reaction accounts for 55.3% of the total
entropy generation, heat conduction accounts for 37.9%. If for the diffusion flame, the
major contribution to entropy generation would be due to the heat conduction and
contribution of chemical reaction becomes relatively low for laminar diffusion flow. Datta
[90] and Stanciu et al. [94] also proved that the exergy destruction is due to heat transfer,
chemical reaction and mass transfer, in the decreasing order. The fluid friction is
negligible for laminar diffusion combustion. Compare to the laminar flow, Farran and
Chakraborty [93] concluded that the entropy generation increases under turbulent
conditions, the entropy generation in turbulent flames due to viscous dissipation in
comparison to the laminar flames is stronger in the thin reaction zones regime than in the
corrugated flamelets regime but it still remains negligible in comparison to the entropy
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generations due to chemical reaction, thermal conduction and mass diffusion for both
laminar and turbulent conditions.
2) The magnified also depends on the geometry of the combustor, for a combustion confined
by planar opposing jets, Chen [88] presented that fluid friction cannot be neglected but the
contribution due to mixing can be neglected. The total entropy generation rates change
significantly depending on the inlet Reynolds number. As Re < 60, entropy generation due
to chemical reaction is predominant while the largest share of entropy generation comes
from fluid friction when Re >100. This is different from results observed in the cylindrical
coordinates [86,87].
3) In addition to the four widely used contributors, some publications also investigated other
contributors, which were proved negligible such as the coupled heat and mass transfer
[97] [98] (vanishes when the Soret and Dufour effects negligible) and gas radiation [99].
(3) the overall exergy destruction ratio with respect to the inlet exergy (20% of the exergy of the
hydrogen and 27.5% for methane [87])
To find effective ways for exergy destruction reduction, the sensitivity analysis on the following
factors related to combustion were conducted. These factors include inlet temperature, inlet fuel
velocity, wall conditions, fuel-air equivalence ratio  , combustor geometry and gravity.
The results show that:
(1) Increasing the inlet temperature reduced the entropy generation rate [86][87][90]. The inlet
temperature affects the conversion ratio of the fuel as well as the temperature at which heat
transfer takes place and therefore, affects the entropy generation rate.
(2) Increasing the fuel inlet velocity reduced the entropy generation rate but the positive effect
diminished once the inlet velocity is higher than a specific value, e.g., 15 m/s in [86]. On one
hand, the inlet velocity affects the total inlet fuel exergy rate and on the other hand, the different
velocity field due to different inlet velocity will also affect the heat transfer process since the
species are at specific velocity in the reactant flow.
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(3) Increasing wall thermal conductivities decreased the combustion exergy destruction [99]. The
recommended wall thermal conductivity was provided in [100] as 1 to 1.75 W/m K in the
annular combustor. The wall condition affects the heat loss from the flame to surroundings and
therefore has an effect on the combustion irreversibility.
(4) The effect of the fuel-air equivalence ratio  were analyzed and the conclusions depend on the
flame type. Konnov [101] found that the largest exergy destruction takes place at fuel lean
flames (   0.75 ), which was validated by Nishida’ s results showing that decreasing  from
1.0 to 0.7 increases the exergy loss due to both heat conduction and chemical reaction for
laminar premixed combustion [87]. Chen [88] showed that have no obvious effect on the
relative ratio of each process to the total entropy generation, which is different because Chen
analyzed the confined planar laminar flame.
(5) Varying the combustor geometry inserting a hollow tube in the combustion zone contributed to
the heat reflux and flame stabilization but the exergy destruction only improved marginally,
which is investigated by Jejurkar in ref. [102].
(6) Increasing the gravity level increased the rate of entropy generation due to heat dissipation but
had no influence on the rate of entropy generation due to chemical reaction. The total rate of
entropy generation in the confined domain also increases significantly with the gravity in a
confined laminar diffusion flame by Datta [103]. That is because the buoyant motion at normal
gravity stratifies the high temperature gas and causes high gradient of temperature in the field.
All the aforementioned geometries, the conditions and main results in past publications are
summarized in detail in Table 1-1 with respect to:
(1) The solution of the governing equations with consideration of:
i) the flame configuration (laminar/turbulent, premixed/diffusion, steady-state or unsteadystate);
ii) combustor geometry (one dimensional, two dimensional symmetric or others);
iii) assumptions for simplification;
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iv) boundary conditions
v) chemical kinetics (global one-step kinetics, several-step kinetics and detailed kinetics);
vi) solution method (e.g., numerical simulation or Lattice Boltzmann method);
vii) results validation.
(2) Entropy generation rate evaluation, which includes
i) Entropy generation rate due to different component process;
ii) Sensitivity analysis on variables related to the combustion such as inlet temperature,
equivalent ratio, reaction flow velocity (Reynolds number), combustor geometry, gravity,
flame configuration, fuel type, oxidizer type (ratio of oxygen in air) and reactor model
(constant pressure/temperature or temperature combustion).
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Table 1-1 Summary of studies by the intrinsic analytical method.
#

Jejurkar
and
Mishra
[96]

Jejurkar
and
Mishra
[25,99,
106]

Step I：Solution to combustion field profile
Fuel, Flame
Model /
Boundary conditions
configuration,
Assumption
Combustor
geometry
Hydrogen with
Laminar
Inlet temperature:
stoichiometric
premixed 2-D
300 to 700 K;
air premixed
axi-symmetric
Inlet velocity 15 m/s;
flame;
incompressible
non-adiabatic wall
combustion
with heat transfer
2-D aximodel with noncoefficient
symmetric,
adiabatic wall;
hw=35 W/(m2K);
annular
thermal conductivity
microcombustor
Dufour effects,
kwall=1.75 W/(mK)
shown in Fig.1
gas and solid
in
phase radiation
considered
Hydrogen with
Laminar
1) Inlet flow: uniform
stoichiometric
premixed 2-D
velocity and inlet
air premixed
axi-symmetric
temperature 300 K,
flame;
incompressible
inlet velocity 15 m/s;
combustion
2) Outflow:
2-D aximodel with nonatmospheric pressure.
symmetric,
adiabatic wall;
3) External wall
annular
natural convection
microcombustor
Soret effects, gas
heat transfer
and solid phase
coefficient,
radiation
hw=35 W/(m2K) and
considered
emissivity
(ϵ=1.0), thermal
conductivity kwall=
1.75 W/(m·K)
4) outer tube wall
preheated the cold
reactant in combustor
mixture by transverse

Step II：local entropy generation
Results &
Parametric study
validation

Chemical
kinetics
mechanism
/ignition
H2-air one-step
[104]

Solution process/
Performance
metrics/
Main results
Solution:
finite volume
method
by FLUENT 6.3
Metrics：
Combustion/
thermal/overall
efficiency

Model
validation

validated
against the
average and
experimental
maximum wall
temperature
data [105];

---

---

Kinetic：
H2-air one-step
[104]

Solution:
finite volume
method
by FLUENT 6.3

validated by
experimental
results in [105]

---

for kwall= 0.1-325
W/(m·K),

Ignition:
specifying a
small high
temperature
zone within the
annular reaction
zone. The size
and position of
the zone did not
affect the
final solution.
.

Metrics：
Combustion/
thermal/overall
efficiency

flame structure
and entropy
generation are
independent on
high
kwall> 50
W/(m·K)

Results:
Low to
moderate thermal
conductivity is
thermally more
efficient.
Overall
efficiencies first
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wall to fluid
convective
heat transfer

Jejurkar
and
Mishra

Nishida
[87]

same with [96]

one-dimensional
atmospheric
pressure
hydrogen-air,
methane-air
combustion;
1-D geometry
2-D
axisymmetric jet
hydrogen/
methane air flow
atmospheric
pressure
a fuel jet from a
nozzle of 4.2
mm

same with [96]

Laminar
premixed/diffusio
n steady-state
hydrogen/methan
e combustion

same with [96]

Premixed flame:
fuel-air equivalence
ratio 1;
Inlet temperature
298.15 K;
Diffusion flame:
thickness of inner
nozzle 0.9 mm; the
outer nozzle diameter
50 mm. The average
velocity at the fuel
nozzle exit and the
surrounding average
air velocity is 3.5 and
1.7 m/s.

increase with
mass.
but the advantage
diminished
beyond the inlet
velocity of 15
m/s.
Konnov’s 21
step mechanism
[96]

Detailed
chemical
kinetics,
hydrogen： 8
species and 16
elementary
reactions [107],
Methane：
GRI mechanism
[108]
32 species and
186 elementary
reactions

same with [96]

Premixed flame:
CHEMKIN
program, using
Finite Difference
Approximations
[109]
Diffusion flame:
Calculation
procedure same
as
[108]

Validated by
experimental
results from Li
et al [105] with
respect to
average wall
temperatures

two largest
contributing
reactions
H +O2+M =
HO2 +M and
H+HO2 =OH +
OH.

Laminar flame
no validation,
diffusion flame
by
experimental
validation in
[108].

1) 20% of the
total fuel exergy
destroyed for
hydrogen,
27.5% for
methane;
2) hydrogen
premixed flame:
chemical
reaction
(55.3%), Heat
conduction
(37.9%);

1) Lean (  =
0.5, 0.75),
stoichiometric
(  = 1.0), and
rich (  =
1.2,1.4)
hydrogen-air
combustion by
single step
kinetics model
and full chemistry
calculations were
compared
1)Fuel types
(hydrogen or
methane);
2) Laminar flame:
:
decreasing from 1
to 0.7 increases
heat conduction
and chemical
reaction exergy
loss;
The inlet
temperature
increasing from
25 to 500 ℃
reduced heat
conduction loss
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inner diameter
surrounded by
an air flow.

Datta
[110]

Datta
[90]

and total exergy
loss；
3) diffusion
flame:
Heat conduction
heat loss >
chemical reaction
loss

Methane-air
flame;
confined
physical
environment
with 2-D axisymmetric,
coflowing
fuel and air
streams

Radiative energy
exchange within
the gas phase
neglected;
Lewis number as
unity.

Same as [110]
except flame at
normal
gravity as well
as at various
reduced gravity
level (from
the normal value
gradually up to
zero)

Same as [110]

1) isothermal or
adiabatic wall
2) Inlet
For r<R1, only axial
velocity, only fuel at
inlet concentration;
For r>R1
Only air at inlet
concentration;
3) Outlet
Only axial velocity, no
velocity, temperature,
concentration gradient
4) No-slip wall
adiabatic wall: no
temperature gradient,
isothermal wall: wall
temperature 298 K
1) plug flow with
the fuel jet velocity
4.5 cm/s and the air jet
velocity as 9.88 cm/s;
The temperatures for
both the streams are
298 K.
2) outlet:
fully developed, no
reverse flow;
3) Wall:

Initiated by
simulating a
spark near the
inlet and close
to the axis.
single-step,
irreversible,
global methane
air chemical
reaction

1) 2-step, 5
species (CH4,
O2, CO2, CO
and H2O) global
reaction
chemistry，
values for
parameter in
reaction rate are
from [114];

numerically
solving the gas
phase
conservation
equations, full
scale Navierstokes, energy
and species
conservation
equations by an
explicit finite
difference
computing
technique
developed in
[111].

Temperature
isotherm is
validated by
numerical
solution in
[112] (though
using detailed
15 species, 42
reaction
mechanism for
calculation)
and
experimental
values in [113].

The exergy
destruction due
to heat transfer
is larger than
that due to
chemical
reaction, fluid
friction is
negligible effect
is negligible.

Same as [110]

Same as [110]

1) at gravity
level 1, heat
transfer (23%30%), chemical
reaction (10%11.5%), fluid
friction
insignificant;

varying inlet air
temperature, airfuel ratio on the
rate of entropy
generation was
studied. Entropy
generation rate
can be reduced
by:
1) an increase in
the inlet air
temperature
(through airpreheating);
2) increase airfuel ratio;
3) the wall is kept
adiabatic
Increased gravity
rises the overall
entropy
generation rate,
the heat
dissipation;

2) the flame
becomes wider
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2-D
axisymmetric
system

Briones
[95]

Yapici
[89,91]

no-slip, adiabatic and
impermeable
boundary condition

unsteady
propagating
triple flames in
100% CH4–0%
H2 and 50%
CH4–50% H2
nonpremixed
jets, and its
subsequent
transition to a
double flame
and then to a
nonpremixed
flame structure.
2-D symmetric
flow

1) Fourier law
and Fick’s Law；
2) Newtonian
fluids;
3) thermal
radiation
accounted;

Steady-state
turbulent and
compressible
methane-air,
hydrogen-air
mixture

thickness of the
burner wall is
neglected.

Wall temperature 300
K. The inner and outer
jets are assumed to
have uniform
velocity profiles, with
velocities of 10 cm/s
and 30 cm/s,
respectively. The inner
jet issues a H2–CH4
mixture, while the
outer jet issues air.

Inlet temperature
Tin = Tamb =300 K,
wall heat transfer
coefficient 20
W/(m2K)

2) ignition:
increasing the
temperature
of a few cells a
little above the
burner tip and at
the
interface of the
two jets.
Withdraw it
once the flame
has been
established.
1) methane–air
chemistry
using the GRIMech. 1.2 with
31 species
and 346
elementary
reactions [115]
2)
providing a
hightemperature
zone of 2000 K
in a small
rectangular
cross-sectional
area (2 mm2),
containing small
amounts of H
and OH radicals.
two-step
reaction
mechanism with
5 species

in shape at
reduced gravity;
3) Correlation of
the flame
width against
Froude number
over a wide
gravity range is
obtained.

The numerical
algorithm
employs a timeaccurate
approach.
The finitedifference forms
of the momentum
equations are
obtained using
QUICKEST
scheme [116],
while those of the
species and
energy are
obtained using a
hybrid scheme of
upwind and
central
differencing.

algorithm as
well as the
reaction
mechanism
validated
previously for
the
computation in
[117-120]

1) the maximum
volumetric
entropy
generation rate
occurs at the
triple point;
2) flame
configuration
affects entropy
generation.

Addition of
hydrogen to
methane increase
total entropy
generation but
does not change
the contribution
of each effect
much.

Numerical
solution by the
Fluent
1) For turbulent
flow, the RNG k–
ε model [121]

RNG k–ε
model
validated by
[122-124]

The
resulting local
entropy
generation rate
due to the heat

The total entropy
generation rates
decrease
exponentially
with both
increases of the

22

2-D
axisymmetric
combustor

Stanciu
et
al.[94]

methane-air
laminar and
turbulent
diffusion flames

the diffusion
phenomena and
the absence of
radiation,
Fick’s law,
Fourier’s law and
the Newtonian
mixture
hypothesis,
Le=1；

Farran
[93]

compressible
turbulent flames
freely
propagating
premixed flames

Direct Numerical
Simulation
(DNS)

Section 3.3 in the
article

1-step
irreversible
reaction

single step
chemistry

2) for chemical
species transport
and reacting
flow, the eddydissipation model
turbulence
models use both
RNG K-ε and
Realizable K-ε
formulation

validated by
[125]

transfer and
fluid friction
contributions
was computed.

equivalence ratio
 and oxygen
percentage 

Thermal,
chemical and
mass diffusive
irreversibilities
represent, in
order of
enumeration

Geometrical, inlet
or boundary
conditions

viscous
dissipation
(negligible),
heat conduction,
mass diffusion
and chemical
reaction

1) entropy
generation
increases under
turbulent
conditions;
2) regime of
combustion not
affect
augmentation of
each contributor
much compared
to laminar flow;
3) Le affects
irreversibility
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Chen
[88]

laminar steadystate counterflow premixed
hydrogen–air
combustion
confined by
planar opposing
jets
Twodimensional
rectangular
Coordinate

Chen
[92]

laminar steadystate premixed
hydrogen
addition to ultralean counterflow methane-air
combustion
geometry same
as [88]

Same as [88]

1) v0 = 0.1 is the mean
dimensionless inlet
velocity. p0= 1/3 and
T0 =1 are the
dimensionless
reference pressure and
temperature
respectively.
The dimensionless
characteristic length L
=1.

detailed
hydrogen-air
chemical
reaction
mechanisms
[126]

Same as [88]

the detailed
hydrogen–
methane–air
chemical
reaction
mechanisms
[127,128]

lattice Boltzmann
model instead of
traditional
numerical
methods;

Same as [88]

validated by
spectral
methods,
artificial
compressibility
methods, finite
volume
methods, finite
difference
methods,
projection
methods and
multigrid
method.
Same as [88]

1)equivalence
ratio and the inlet
Reynolds number
2) fluid friction
cannot be
neglected while
mixing can;
3) The relative
ratio insensitive
to equivalence
ratio;

Same as [88]

1) total entropy
generation
increases almost
linearly with
volume
percentage of
hydrogen in fuel
blends Xh;
2) relative total
entropy
generation rates
insensitive to the
change of
effective
equivalence ratio.
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Yamam
oto
[128,
129]

laminar nonpremixed steady
state hydrogenenriched ultralean
counter-flow
methane-air
combustion.
Twodimensional
rectangular

Same as [88]

Same as [88]

Same as [88]

Same as [88]

Same as [88]

Same as [88]

1) total exergy
destruction
increases almost
linearly with Xh
and  , and 
plays
a more important
role than Xh to
influence the total
exergy
destruction.
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1.4.2 The heuristic finite analysis method (HFIM)
1.4.2.1 Introduction to the HFIM
To avoid the complex modelling and high computational requirement and to allow further and
deeper understanding of the combustion exergy destruction, the HFIM was first proposed by
Dunbar and Lior (“DL” for short in this dissertation) [130].
The HFIM is an approximation interpreting complex real combustion by prescribed hypothetical
paths (see Section 3.4 in Chapter 3). The hypothetical paths are chosen heuristically but rationally
and based on combustion thermodynamics principles. The heuristic finite increment method uses
gradual small steps of fuel oxidation taking place in ‘black-box’ increments to represent gradual
fuel consumption in real combustion. These increments are proposed in a hypothetical path, which
is made similar to the real combustion by selection of component process strategies. The ‘blackbox’ increments consist of chambers representing the different component processes of mass
transfer, heat transfer and chemical reaction. Each chamber consists of different compartments to
separate species involved in one component process with species not participated in the process.
For instance, species that participated in the gradual oxidation are in one compartment and species
not involved in the reaction are transferred to other compartments.
To quantify the exergy destruction of the path, thermodynamic equilibrium is assumed to be
achieved in each element (increment, chamber or compartment) of the hypothetical path. It is
assumed that the transport process and the chemical reaction are infinitely fast, i.e., time and space
independent. Instead of taking transport and kinetic rates into consideration, it uses the laws of
thermochemistry. Composition, pressure and temperature of the mixture are calculated from
thermal/chemical equilibrium. The magnitude of the exergy destruction is obtained by summing up
the exergy destructions in all the path elements.
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Exergy analysis by the HFIM is described and used in detail in Chapter 3. The models using the
HFIM typically use a relatively small number of linked algebraic equations that do not require large
computational resources and thus simplify the analysis by orders of magnitude.
1.4.2.2 Current developments of exergy analysis by the HFIM
Much effort was spent on efficient combustion in many industrial combustion systems such as
gas turbine and internal combustion engines and fired steam generators. Review papers
summarizing such research [131-136] have revealed that most of the previous work used the first
thermodynamic law or the second law of thermodynamics without emphasis on combustion
irreversibility analysis. They provided a framework that leads to a more thorough understanding of
the energy conversion process based on the computational results, provided a quantitative measure
of the capability to produce useful work, and identified those processes that are destructive to the
goals of high performance and high efficiency engines. Sensitivity analysis were conducted to
determine the variation of exergy destruction during the combustion process as functions of design
parameters of the combustor (e.g., combustor shape and dimensions), combustion regime (e.g.,
flame type) and operating conditions (e.g., rich, lean, mild or staged combustion) on fuel efficiency
and emissions. The crucial factors affect exergy destruction are better understood [137-142] during
sensitivity analysis. Recommendations for more efficient and cleaner combustion in previous
publications were provided, mostly by optimizing these crucial factors.
The research in this dissertation, however, took a deep look into the combustion irreversibility
mechanism by focusing on the conceptual combustion process in a control volume and
investigating the breakdown of combustion irreversibility into component processes of combustion
(chemical reaction, heat transfer, mass transfer, viscous dissipation). This helps reveal the
mechanism of exergy destruction and reduce it based on clear thermodynamic understanding of the
generation of the irreversibilities.
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Publications regarding the breakdown of the combustion irreversibility into the combustion
component processes, mass transfer, heat transfer and chemical reaction using the HFIM are
reviewed in this Section.
The HFIM was originally proposed by Dunbar and Lior [130,143] to simplify the combustion
irreversibilities estimation for creating a reasonably quantitative understanding of the reasons for
the combustion irreversibilities. The method was applied to the analysis of four plausible paths in
adiabatic constant-pressure combustion processes with hydrogen and methane as fuels [130,143].
They used quasi-global reactions to express the combustion chemistry instead of solving full
conservation equations. Their results revealed that approximately one-third of the fuel exergy was
destroyed during combustion, and its irreversibility was primarily due to the process heat transfer,
amounting to 66%-88% of the total exergy destruction, while chemical reaction was responsible
for 12%-25%, and the rest is due to the mixing process.
It was the first approximation of the primary causes for irreversibility in the hydrogen/air and
methane/air combustion flame and the first use of the HFIM to identify the irreversibility
distribution in the combustion component processes. This method avoids the rather complex
models and computation in intrinsic analysis of exergy destruction.
The HFIM developed by Dunbar and Lior [130,143] using a conceptual isobaric combustor was
used to analyze industrial combustion device such as an open gas turbine system by Tsatsaronis et
al. [144] and typical combustion process, e.g., the gasification of carbon, by Prins et al. [24] in
later publications. Their analysis revealed the overall exergy destruction for the investigated
processes is about 19.6% of total fuel exergy [144] and replacing combustion of carbon by
gasification of carbon can reduce internal thermal exergy destruction from 14-16% to 5-7% of
expended exergy.
The DL work also included research to investigate the effect of process variables on the overall
exergy destruction. They revealed the effect of pre-mixing (no perceptible difference) and internal
pre-heating (reducing 7%-8% of the total combustion irreversibilities) on the overall exergy
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destruction by comparing path with and without these component process. As a good complement,
Caton and Chavannavar [136,141] explicitly conducted sensitivity analysis on the temperature,
pressure and equivalence ratio to reveal the effect of combustion-related variables on the overall
exergy destruction. Their results validated the conclusion in the DL work on the effect of preheating and can also provide guidance by their conclusion on the effect of pressure and equivalence
ratio. Enlightened by the conclusion in the DL work that internal pre-heating reduced 7%-8% of
the total combustion irreversibilities, Daw et al. [ 145 ] investigated a conceptual isobaric
combustion process that utilizes carefully controlled preheating to promote near-equilibrium
combustion of hydrogen in air and demonstrated that this type of combustion could theoretically
have higher retained thermodynamic availability than conventional combustion. Though this
specific combustion approach may not be practical, it may lead to new approaches for making
hydrogen combustion a more efficient motive power source.
Details of these investigations related to the HFIM are summarized in Table 1-2.
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Table 1-2 Summary of studies on combustion exergy analysis related to the HFIM.
Reference

Application

Tsatsaronis
[144], 2013

An open gas 1) Overall exergy destruction is due to irreversible
turbine system
compression, mixing process, stoichiometric combustion
(19.6% of the exergy of the supplied fuel), additional excess
air (5.5% of the exergy of fuel), friction (except
turbomachine), and irreversible expansion;
2) The overall exergetic efficiency of the steam generator in
the case associated with unavoidable exergy destructions
amounts to 47.4%;
3) Only 1/4 of the exergy destruction in the combustion
chamber of the GT system is avoidable;
4) Endogenous exergy destruction is four times higher than
exogenous avoidable exergy destruction
Constant V , p Investigation into the effect of decomposition of the reactant
species for high reactant temperature is conducted
and T

Caton
[136,137,
141], 2000,
2006

Remarks

Guidance for gaseous combustion
(factors affecting exergy destruction)
1) exergy destruction due to chemical reactions
decreases (1.5 percentage points of the fuel
exergy) as  decreases from 1.06 to 1.0;
2) Internal heat transfer exergy destruction
increases by approximately 0.3 percentage
points due to the increase in the adiabatic
combustion temperature.

1) Exergy losses decrease as the combustion
temperature increases (preheating inflowing
reactants);
2) Pressure does not affect much;
3) the lowest exergy destruction is for mixture
near stoichiometric but depends on the operating
condition.
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Dunbar and
Lior
[130,143] ,
1991, 1994

Adiabatic
isobaric
atmospheric
hydrogen-air,
methane-air
combustion

Prins
[24],2005

Gasification and
combustion of
carbon

Daw et al. Isobaric
[145], 2006 combustion

1) evaluated the primary causes of exergy loss for hydrogenand methane-fueled adiabatic constant-pressure combustion;
2) approximately one-third of the fuel exergy was destroyed,
mostly due to the heat transfer (66%-88% of the total exergy
destruction), while chemical reaction is responsible for 12%25% and the rest is due to the mixing process;
3) divided the entire combustion into a number of
hypothetical subprocesses;
1) Gasification is more efficient than combustion, internal
thermal energy exchange is reduced from 14–16 to 5–7% of
expended exergy;
2) Losses due to internal thermal energy exchange reduced
by replacing air with oxygen;
3) Moderating the temperature by introduction of steam
increases in chemical efficiency 56.9–75.0%.

1) allowing the oxidation to occur more progressively and at
elevated temperatures reduced combustion irreversibility,
though not completely eliminated;
2) A completely reversible combustion process can never be
achieved since there is always some unavoidable
irreversibility associated with the mixing of the fuel and air
streams.

1) Premixing does not affect combustion
irreversibility much;
2) preheating reactants to ignition temperature
increases combustion irreversibility by 2%-7%
depending on combustion conditions.

1) Lean combustion instead of stoichiometric
combustion should be investigated;
2) Oxygen instead of air as oxidizer has smaller
gas volume needs to be heated;
3) Addition of steam reduces the system
temperature and has effect on overall efficiency
especially for endothermic and exothermic
coupled reactions;
4) Isothermal and adiabatic oxidation
considered provides instruction to further
study.
The effect of preheating the reactants and
equivalence ratio on reducing the irreversibility
losses
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1.4.3 Recommended improvements of previous studies
1.4.3.1 Recommended improvements of the HFIM
As described in Section 1.4.1.2, analyses of local entropy generation in combustion included
methane or hydrogen as fuel, both non-premixed and premixed flames, as well as laminar and
turbulent jet flames. All these were done by numerical models and their numerical solutions (by
CFD software) of the conservation equations considering the chemical kinetics to predict the
combustion process and to calculate the volumetric entropy generation on a local basis from the
field values.
(1) It is difficult to draw generally valid conclusions about the overall entropy generation rate and
the contributors of it even for the same fuel and oxidizer. That is because the entropy generation
predictions depend not only on type of combustion system (geometry, reactor model) or flame
configuration but also on fuel types, chemical kinetic model and the boundary condition.
Some controversy was observed, however, about which is the dominant contributor to the
overall entropy generation rate even when all the above -mentioned variables were the same.
It is, therefore, necessary to analyze exergy destruction by the IAM under specific
conditions since previous results may differ by the assumed conditions and therefore cannot be
applied for a current case. A steady-state isobaric laminar premixed hydrogen/air combustion
exergy destruction will be analyzed in Section 2.4 in Chapter 2. Although there are previous
publications on isobaric laminar premixed hydrogen/air combustion exergy destruction, their
conclusions do not apply to the specific conditions we used.
(2) For steady state hydrogen-air laminar premixed flame, Jejurkar and Mishra [99] simulated and
concluded that the chemical reaction generated the maximal rate of entropy, followed by heat
conduction and mass diffusion. The same results were observed in the simulation work by
Nishida [87] for the same type of flame, the contributions of each component process to the
overall entropy generation were chemical reaction (72.6%), heat conduction (21.6%), mass
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diffusion, viscous dissipation (negligible). Dunbar and Lior [130] reported, however, that heat
transfer accounted for the largest entropy generation.
It is therefore necessary to analyze exergy destruction by both the IAM and the HFIM to
compare and validate the results by explaining their difference.
(3) Sensitivity analysis is also necessary to provide guidance for exergy destruction reduction since
previous conclusions may not be applicable for our case if any critical conditions differ.
1.4.3.2 Recommended improvements of the HFIM
Although the HFIM originally proposed in the DL work [130] provided a clear picture for the
exergy destruction analysis, only 4 plausible (hypothetical) process paths were proposed in the
HFIM in the DL work. Since the exergy destruction depends on the paths, it is necessary to propose
more paths to validate the previous conclusion on the exergy analysis.
There is not a standard way to propose paths in the DL work [130] and each path needs a specific
simulation program for combustion irreversibility analysis. It consumes time and increases
simulation burden to the user. To relax the heuristics in the definition of the proposed paths, it is,
therefore, necessary to design standard practical paths for the exergy analysis, based on which the
simulation can be achieved by a standard program. Comparison of the overall exergy destruction
of different paths enables the analysis of exergy destruction reduction.
1.5 The objectives of this dissertation
The massive global use of combustion and the large exergy destruction in gaseous fuel
combustion, of typically 20% to 35%, highlights the importance of seeking for more exergyefficient combustion. As a critical step, this dissertation focuses on the investigation of the exergy
destruction mechanism, i.e, identifying the cause, location and magnitude of the exergy destruction,
using hydrogen as example. Two analysis approaches, the IAM and the HFIM, are applied to reveal
the exergy destruction mechanism and to explore creative ways for exergy destruction reduction.
Compared to previous publications on gaseous combustion entropy generation analysis, this
dissertation innovatively achieves the following goals:
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(1) Revealing the mechanisms of exergy destruction
In the IAM by:
•

deriving the local entropy generation rate from the basic governing equations and
developing thereby a clearer understanding of the contributors to the exergy destruction
and of ways to reduce exergy destruction. This should also eliminate or at least reduce
the possible conflicts between past studies about the role and relative magnitudes of the
irreversibilities contributors in combustion. Exergy destruction in the steady-state
laminar premixed hydrogen/air combustion is analyzed;

•

computing the magnitudes of the contributors to the exergy destruction after
obtaining the combustion field of temperature, mass/mole fraction and velocity by the
numerical analysis. Since this evaluation is based on the detailed derivation of exergy
destruction, the results are clear and validated by previous publications. This gives good
exergy destruction evaluation using the IAM.

In the HFIM by:
•

systematically describing the reasons to develop the HFIM for combustion
irreversibility evaluation;

•

developing standard mathematical and numerical models for heuristic exergy
destruction analysis, which consist of standard interpretation of real combustion by
HFIM paths and evaluation of path exergy destruction. This standard model not only
reduces the computational burden but also allows easy proposal of more relevant paths.
With more paths proposed, the HFIM will predict the exergy destruction more accurate
by covering more component process strategies;

•

analyze the overall and component process exergy destruction in hydrogen- air
combustion;

(2) Propose systematic guidelines for reduction of exergy destruction
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In the IAM by:
•

sensitivity analysis of the effects of boundary conditions (the wall insulation, excess
air coefficient α , inlet velocity u0 , the inlet temperature T0 ) and combustor geometry
to reveal selection of boundary conditions and geometry towards overall exergy
destruction reduction.

In the HFIM by:
•

proposing and analyzing the overall and component process exergy destruction in 14
hydrogen-air combustion paths with different component subprocess strategies.

(3) Creative comparison between the HFIM and the IAM in terms of the overall exergy
destruction
The two methods, the HFIM and the IAM, are compared with respect to a few available exergy
destruction results for similar combustion conditions in this dissertation. This helps validate the
results from both methods and more importantly, it helps determine the HFIM hypothetical path
that is closest to reality.
The accomplished contributions of this dissertation to the state of knowledge are summarized in
Chapter 5.
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Chapter 2 Combustion irreversibility by the Intrinsic Analysis Method (IAM)
As mentioned in Chapter 1, the Intrinsic Analysis Method (IAM) is an important approach to
reveal the cause, location and magnitude of combustion irreversibility and to explore ways for its
reduction. In this Chapter, this approach will be introduced elaborately with application to a steadystate hydrogen-air combustion.
2.1 Introduction to the IAM
The IAM is the comprehensive analytical method, using only moderate simplifications, which
is mostly conducted by numerical methods. The method includes adequate consideration of all
transport processes and chemical reactions, and it is used here for providing comparable results for
future research in the Chapter 3 using the HFIM and for bringing the analysis closer to reality.
Thermodynamic modelling using the IAM here is to relate the entropy sources explicitly to the
various irreversible component processes that occur in the combustion. The explicit expression [6567,78,85,146-148] is a sum of terms each being a product of a flux characterizing an irreversible
process, and a quantity, the ‘thermodynamic force’, which is related to the nonuniformity of the
system (e.g., temperature gradient) or the deviations of some internal state variables from their
equilibrium values (e.g. chemical affinity):
Previous publications on combustion exergy analysis by the IAM used local form of entropy
generation [86-95], a detailed derivation of the local entropy generation rate is first displayed here
to clearly show the component process effect that should be considered when using the IAM.
Besides, results of the dominant component process of entropy generation are different in
previous publications. Jejurkar and Mishra [99], Nishida et al. [87] and Jiang [149] used the IAM
to show chemical reaction is the dominant component process, at about 75% of the overall entropy
generation in laminar premixed hydrogen-air combustion while Dunbar and Lior [130,143] applied
the HFIM indicated that heat transfer accounts for the largest entropy generation fraction in
hydrogen- air combustion.
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It is necessary to solve the controversy on the dominant contributor of the exergy destruction
and to have a detailed analysis of entropy generation in laminar premixed hydrogen combustion as
a check to previous inconsistent results.
2.2 Objectives of this Chapter
The main goal of this Chapter is to show, evaluate and discuss the contributors of the entropy
generation in laminar premixed hydrogen combustion using the IAM, which includes:
(1) a detailed derivation of entropy generation rate equations consisting of all the effects
contributing to the entropy generation;
(2) an elaborate entropy generation rate analysis using the IAM;
(3) sensitivity analysis to reveal the effect of geometric and boundary condition variables on
entropy generation rate. The variables are selected through an approximate analytical expression
of the entropy generation.
2.3 Derivation of the equations for the local entropy generation rate in the combustion
This part deals with the first objective of this Chapter, to derive the fundamental equations of
the entropy generation rate consisting of all contributors, i.e., heat transfer, mass transfer, chemical
reaction and viscous dissipation. The derivation can be found in previous refs. [66-67,146-147],
but to make sure a clear understanding of the entropy generation contributors can be established,
here we present a more explicit derivation. The detailed derivation is provided in ‘Appendix I of
Chapter 2’ at the end of this Chapter.
The explicit expression is derived using:
(1) The differential equation form of conservation laws of mass, momentum, energy and entropy
contain a few quantities such as the heat flows, the diffusion flows and the pressure tensor and
are related to the transport of mass, momentum and energy [147-148]. The following equations
are from ‘Appendix I of Chapter 2’, the equation numbers are those used in that Appendix.
n

eq. (2.150)   i
i 1

n
l
Dwi
  i    ji    Aj J r , j with Aj   M i i vij
Dt
j 1
i 1
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(2) The thermodynamic Gibbs relation that connects the rate of change of entropy to the rate of
change of energy and the rates of change in composition [85,147];
eq.(2.147), ds 
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combining with eqs. (2.150), (2.149), (2.143) and (2.146), eq. (2.148) can be written as:
eq. (2.155),
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compare eq. (2.155) with eq. (2.146) to obtain eq. (2.162)

 1

1 l

1 1 n
g v  J u       ji   i  i T   Fi    : (v )   Aj J r , j
T
T j 1
 T  T i 1


 T
 F  i T
1 n
 J q''       ji   i 
T
 T  i 1
T
 g v , heat  g v , mass  g v ,vis  g v ,chem

l
 1
1
   : (v )   J r , j Aj ( )
T
j 1
 T

(3) The additional set of phenomenological equations [85]. It relates the thermodynamic force and
the irreversible fluxes in the entropy source. In approximation, the fluxes are linear functions
of the thermodynamic forces, e.g., Fick’s law of diffusion, Fourier’s law of heat. There may be
cross-effects between various phenomena, since each flux may be a linear function of all the
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thermodynamic forces in principle [78,85,147-148,]. For instance, the Dufour effect, which
represents energy flux due to a mass concentration gradient.
3-1) If the heat flux and mass flux are evaluated by the Fourier law and the Fick’s Law,
respectively

J q''  kT

(2.1)

ji    Di  mix yi

(2.2)

3-2) The chemical potential for an ideal gas, is defined as

i  i0  RiT ln(

pi
)
p0

(2.3)

The isothermal gradient of chemical potential

 i T



RiT
p
p
x
pi  tot RiT  i  RiT i
pi
pi
ptot
xi

(2.4)

ptot , the total pressure of all species;
xi , yi , the mole fraction and mass fraction of species ‘i’, respectively.

3-3) For case where gravity is the only body force,
n

n

n

 j F   j  g  g  j
i 1

i

i

i 1

i

3-4) In the third term on the right hand side of eq. (2.162),

i 1

i

0

(2.5)

 is the dissipative contribution

arising from viscosity
3-5) In the fourth term on the right hand side of eq. (2.162),


1 l
1 l n
Aj J r , j    M i i vij J r , j

T j 1
T j 1 i 1

(2.6)

The total local entropy generation rate in eq. (2.162) can thus be expressed as
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In the cylindrical coordinate system, the gradient of the scalar properties A is
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The overall local entropy generation rate gv consists of four contributors of it g v ,heat , g v , mass ,
g v ,vis and g v ,chem in eq. (2.7) can be evaluated as long as the parameters in each term is known.

The two steps to apply the IAM for entropy analysis are:
(1) To obtain the temperature gradient, mass and mole fraction gradient, the velocity gradient
and the chemical potential of each species by numerical simulation.
(2) To evaluate the local entropy generation rate using eq. (2.7).
Application of the two steps for entropy generation rate is shown in Section 2.4.
The overall entropy generation rate is the volume integral of the overall local entropy generation
rate.
2.4 Exergy destruction analysis using the IAM for hydrogen-air combustion
2.4.1 Physical model
The equations and analytical model described in the previous section 3.3 are now used to solve
a simple physical combustor that is a cylinder as shown in Fig. 2-1. The objective is to perform an
exergy destruction analysis of a steady state laminar premixed hydrogen/air combustion using the
IAM. Premixed hydrogen and air flow into the combustor of length L through the inner tube of
radius R at inlet temperature T0, velocity U0 and mass fraction Yi ,0 (for species ‘i’). In most of our
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analysis, the combustor is assumed as adiabatic with no heat transfer from the gas phase to the
surroundings. The wall width d can be simplified to be zero and the wall is simplified to be
represented by lines (in the color blue ) in the geometry as shown in Fig. 2-4 (a). The combustor
with wall width d is only considered in the Section 2.6.1 when investigating the wall insulation.
The heat loss rate from the wall’s exterior to the surroundings is qw .
An exothermic chemical reaction heats the mixture as it flows along the combustor and the
temperature of the gas mixture increases in the flow direction. The mass fraction of the reactants
hydrogen and oxygen decreases, while that of the reaction product, water, decreases and that of
the inert nitrogen is assumed to remain constant. The environment temperature is T0  298.15K ,
p0  1atm .

(a) simplified adiabatic wall model

(b) uninsulated wall model with heat loss rate qw

Fig. 2-1. The schematic diagram of a cylindrical combustor with inner radius R, length L, and
wall thickness d only in the uninsulated wall model (not scaled).
The combustion field profile is first obtained based on the numerical solution of the conservation
equations for this reacting flow. Sections 2.4.2 to Section 2.4.5 deal with this. After that, the entropy
generation is analyzed in Section 2.4.6.
2.4.2 Assumptions for the numerical model
The numerical model of the flame is developed based on the following assumptions:
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(1) The flow is isobaric (at 1 atm), laminar, steady state and 2-dimensional axisymmetric. The swirl
velocity component is zero, which means the flow is symmetric with respect to the centerline
and therefore, only half of the combustor volume is considered to save time;
(2) Radiative energy exchange within the gas phase is neglected since it produced negligible
amounts of amounts of entropy in compared to other effects (only about 0.05% of the overall
entropy generation rate in hydrogen/air premix flame [99,150]);
(3) All species ( H 2 , O 2 , N 2 , H 2 O ) of the working fluids are modelled as ideal gas;
(4) The Dufour effect (heat flux produced by a concentration gradient) or Soret effect (mass flux
produced by a temperature gradient) [25,151-155]. Diffusion caused by pressure gradient is
negligible in isobaric combustion;
(5) No work done by pressure or viscous force [152,153];
(6) Kinetic and potential energy associated with the flowing fluids are negligible [152,153];
2.4.3 Governing equations and thermo-transport properties
2.4.3.1 Conservation equations
In cylindrical coordinates (r, ɵ, z) , the time-dependent governing equations for mass,
momentum, species or the energy can all be expressed as eq. (2.8) [156] for a axisymmetric

reacting flow. Different variables  , transport coefficient  and source terms S  for the mass,

momentum, species or the energy conservation equations are provided in Table 2-1.
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(2.8)
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Table 2-1 Transport coefficients and source terms appearing in governing equations [156].
Equations
Continuity
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Species mass fraction

Yi

 Di  mix

Energy
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 Ns
1
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1
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Y
 i  i i     h fi 0 wi 
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The Lewis number for species ‘i’ Lei 


 Di -mix c p

 , the density;
u , v , the axial and radial velocity components, respectively;
,
g

 , c p , the viscosity, thermal conductivity, and specific heat of the mixture, respectively;

, the gravitational acceleration;

 0 , the density of air;
mi , the mass production rate of the ith species;
Di  mix , the mass diffusion coefficient of species ‘i’ in the mixture;

H, enthalpy, defined as H 

T

Ns

Ns

T0

1

1

0
0
 c p dT   Yi H i   Yi (hi  h fi ) with h and hf as the enthalpy and

the heat of formation at standard state (temperature T0 ), respectively[156].
For steady state flow assumed in Section 2.4.2, the mass, momentum, species and the energy
conservation equations for the gas phase can be written as [147]:
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Axial momentum:
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mi , the species mass generation rate per unit volume, kg/(m3s);
Yi , the mass fraction of species ‘i’, ‘i’ can be H 2 , O 2 , N 2 , H 2 O ;

The energy equation
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(2.13)

qv , the volumetric heat generation rate;

The energy source term due to chemical reaction qv is equal to

qv  M f wi H R

(2.14)

H R , enthalpy of reaction of the fuel, J/kg;

M f , the molar mass of the fuel, kg/mol;
wi , the molar chemical reaction rate, mol/(m3s);
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The energy balance in the solid wall (non-insulated) is given by
  Ts
ks
z  z

 1   Ts
  r r  ks r




r 0


(2.15)

ks , the thermal conductivity of the wall;
Ts , the wall temperature;

The solid wall is considered as adiabatic for simplification unless indicated.
The state equation is also used
Ns

p  TR 
1

p,

Yi
Mi

(2.16)

pressure;

R, the universal gas constant 8.3145 J/(mol K) .
2.4.3.2 Chemical kinetic mechanism
The reaction between the fuel and oxidizer proceeds through a single-step, irreversible, global
chemical reaction shown by eq. (2.17) [157] with 4 species, H 2 , O 2 , N 2 , H 2 O in the reaction.

wi  k f cH2 1.1cO2 1.1
k f  A f T /Tref  e
nf

T



Ef
RT

,

(2.17)

Tref  1K

(2.18)

, the temperature of the mixture in the combustor, K;

cH 2 , cO2 , the molar concentration of H 2 and O 2 in the combustion, respectively, mol/m3 ;
Af, the pre-exponential factor;
nf, the temperature exponent;
Ef, the activation energy;
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The values of Af, nf and Ef are shown in Table 2-2 for different equivalence ratio  . To allow
selection of Af and Ef for more  , curve fits of Af and Ef versus  is conducted. Polynomial at
order 3 is used to show the relationship of Af and Ef with  .
Table 2-2 Af and Ef in rate constants for different  [157].



Af
( mol-1.2cm3.6s-1 )
3.53 1012
3.16 1012
1.3 1012
1.11 1012
0.787 1012

0.5
1
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5
3

nf
0
0
0
0
0

Ef
(J/mol)
30,514.22
24,527.78
20,370.53
24,527.78
27,437.85
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Af = (-0.0361  + 0.5451  - 2.6635  + 5.0092) 1012 with coefficient of determination
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E f  1,095.6 x3  10,199 x2  26,407 x  41,459 with R2 2 

i 1
n
i 1

f ,i

2

2

= 0.9956

The superscript ‘^’ is the estimated value of a variable and superscript ‘-’indicates the average
value of a variable.
This mechanism had been validated [157] previously for the computation of steady-state
premixed temperature profiles by [158,159] and H 2 mass fraction profiles by [158,160-161].
2.4.3.3 Evaluation of thermo-transport properties
The thermodynamic and transport properties appearing in the preceding equations are
temperature and species dependent [156]. For instance, viscosity µ and thermal conductivity λ of
the species can be obtained by Chapman-Enskog collision theory following which those of the
mixture are determined using the Wilke semiempirical formulae as described in [156]. The binary46

diffusion coefficient between each species and the mixture can be estimated by the ChapmanEnskog theory and the Lennard-Jones potentials [162,163].The evaluation of thermo-transport
properties can be validated by using the CHEMKIN subroutines [156,164].
A mass-faction-weighted average method is utilized to compute the thermo-transport properties
of the mixture such as heat capacity cp , thermal conductivity k and dynamic viscosity µ .
The mixture heat capacity cp is evaluated as:
c p   Yi

c p ,i
Mi

with Yi 

ci M i
 ci M i

(2.19)

Yi , the mass fraction of species ‘i’;

cp,i, heat capacity of species ‘i’;
M i , molar mass of species ‘i’;
ci , moles of species ‘i’;

The mixture thermal conductivity k is obtained through
1
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(2.20)

i

xi , the mole fraction of species ‘i’;
ki , thermal conductivity of species ‘i’;

Dynamic viscosity  is calculated as:
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j

i , the dynamic viscosity of species ‘i’;
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The thermo-transport properties for each individual species can be obtained by importing the
CHEMKIN files in [165].
2.4.4 Geometry and boundary conditions
2.4.4.1 Geometry parameters
Combustor with adiabatic wall with R = 0.2 mm, L = 3.1 mm as shown in Fig. 2-1 is first
simulated. Combustor with this size is considered as micro-combustor, because the
microcombustor exergy destruction analysis was the most available related investigation. This
geometry is first selected to allow our model validation by previous related publications. The result
for macro-combustor can be analyzed by a sensitivity analysis of the geometry as shown in Section
2.6.5.
2.4.4.2 Boundary conditions
(1) Inlet (z=0):
the radial velocity: v=0, uniform axial velocity: u =6 m/s,
inlet temperature: Tin=300 K,
inlet species: stoichiometric hydrogen and air (21% mole fraction of O 2 and 79% mole
fraction of N 2 ). The species mass fractions are YH 2 = 0.0283, YO2 = 0.2265 , YN2 = 0.7559.
(2) Outlet(z=L):

v

u T Yi


0
z z z

(3) Axis (r=0): no diffusion or convective flux across the symmetric plane

v

 u T Yi
 

0
r r r r

(4) Wall:
no-slip wall condition u  v  0 , no diffusive flux normal to the gas-solid interface

Yi
 0.
r
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If for adiabatic combustor as shown in Fig. 2-1 (a), the wall can be simplified as the heat flux
from the wall to the surrounding qw =0 at r=R ;
If for uninsulated combustor as shown in Fig. 2-1 (b) with convection and radiation from the
wall’s exterior to its surroundings at r=R+b;

qw  hw,out Tw,out  T0   em,out Tw,out 4  T0 4  (2.23)
qw , heat flux through the wall;
hw ,out , the convective heat transfer coefficient, W/(m 2  K) ;
Tw ,out , the temperature of the outer wall, K;

T0 , the surrounding temperature, K;
em , out , the surface emission of the outer wall；

 , the Stefan–Boltzmann constant,  = 5.67×10−8 W/(m2⋅K4).
(5) isobaric combustion at pressure p  1atm .
2.4.5 Numerical solution of combustion
Based on the governing equations in Section 2.4.3, the 2-D axisymmetric model is established
considering the chemical reaction, heat transfer, mass transfer and fluid flow characteristics and
solved numerically in the COMSOL Multiphysics Version 5.3 (Short as COMSOL in the
following).
Both direct and iterative COMSOL solvers were used to solve the governing equations in the
simulation [166]. The fully coupled algorithm is used to solve the multiphysics problem. All of the
couplings between the physics are considered at the same time [167].
The minimum damping factor 1 106 is selected. The damping factor ranges between 0 and 1.
A constant damping factor equal to 0.1 is a very low value and should be robust but slow to
converge. For low values of the damping factor, it is thus usually needed to increase the number of
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nonlinear iterations [168]. The relative tolerance is 0.001. The iterations are terminated either when
the estimated error is less than the relative tolerance used by the current solver (convergence) [168].
2.4.5.1 Mesh independence
To ensure a mesh independent solution, four different mesh designs are compared with respect
to the centerline temperature and they are the default ‘coarse’, ‘normal’, ‘fine’ and ‘finer’ meshes
for fluid dynamics in COMSOL. The element size of the meshes can be found in the COMSOL.
The centerline temperature using the four different mesh designs are shown in Fig. 2-2. Part of the
Fig. 2-2 (a) is magnified in Fig. 2-2 (b) for domain with 0.001  z  0.016 m.

(a)

(b)

Fig. 2-2. Variation of centerline temperature along the z-axis with different mesh size.
(domain with 0.001  z  0.016 m in (a) is magnified in (b)).
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As can be seen from Fig. 2-2, the fine mesh differs about 1.25% to 0.75% in terms of centerline
temperature with a finer mesh in the axial distance range z  0.001 to 0.0015 m. The normal mesh
performs almost the same with fine mesh. A deviation of 19.8% is observed when using the coarse
mesh compared to the results using fine mesh. To achieve better accuracy and less computational
time, the normal mesh is therefore, selected for investigation.
Fig. 2-3 illustrates the mesh size in the computational domain. It consists of 3.1 mm  0.2 mm
in the axial (z) and radial (r) directions, respectively as shown in Fig. 2-3 (a). Mesh element size
(unit: m) in the domain with 0  z  0.24mm and 1  z  1.23mm in the two red circles in Fig. 2-3
(a) is enlarged and shown in Fig. 2-3 (b) and (c). The color legend on the right side of Fig. 2-3 (b)
and (c) are the element size.

Fig. 2-3. Schematic of the mesh element size in the computational domain.
2.4.5.2 Model validation
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Before it is used for entropy analysis, the numerical model is validated for the values of the
adiabatic flame temperature Tad , species mole fraction xi and wall temperature Tw after reaction,
by comparing with the following experimental and simulation results in previous publications:
(1) the experimental measurement of Tad and xi in Model I by Glassman in macro-scale (Table
1.5 in [169]);
(2) the simulation results of Tad and xi in Model II [170] using 19 reversible elementary
reactions and 9 species chemical kinetics mechanism from ref. [171] in micro-scale;
(3) the simulation results for Tad by using Dixon-Lewis kinetics [158] in Model III [157] in
macro-scale.
These reference models for validation are selected since they have the same fuel and flame type,
combustor geometry and boundary conditions.
xi is the average mole fraction at the outlet of the combustor (shown in Fig. 2-1) for current

model as defined by eq. (2.24).
rR

xi 



r 0

xi  2 rdr

 R2

(2.24)

The comparisons of Tad and xi in current and reference models are listed in Table 2-3.
From Table 2-3, it is seen that the numerical results obtained here is in reasonable agreement
with both experimental and numerical data of Model I, II and III from references [157-158, 169171]. Tad obtained here is between the values of Tad in Model III, which is 2,130 K (current Tad is
1.29% higher than this temperature), and Tad in Model I, which is 2,382 K (current Tad is 1.00%
lower than this temperature). The xN2 is the same with that in Model I and II, which is 0.644. The

xH 2O , 0.313, is between the values of xH 2O in Model I, which is 0.323, and Model II, which is 0.311.
Since 1-step kinetics is used, there is no species such as H, O, OH, NO. The production of these
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species in model I and II lowers the mole fraction of H 2 and O 2 in the two models and explains
the difference of the H 2 and O 2 mole fraction in them with current model.
In addition to validation in this section, conclusions obtained in the following Section, such as
wall temperature, centerline temperature and others are also compared to reference results.
Although the combustor scale of Model I and III are macro-scale, the results is still valid at
microscale according to the assumption that the chemical reaction is based upon the interactions of
reactant molecules [170]. A scale analysis will be conducted to show the connection of combustion
in macro-scale and micro-scale in Section 2.6.5.
Now, the model can be used to obtain the profile of the combustion field after validation.

Table 2-3 Comparison of adiabatic flame temperature Tad and mole fraction xi of stoichiometric
hydrogen-air combustion in current model and refs. [157,158, 169-171].
Variables
Tad (K)

xH 2

Current
Model I:
model
Experimental [169]
2,158
2,382
0.029
0.015

Reference Models
Model II:
Numerical [170]
2,397
0.02

Model III:
Numerical [157]
2,130
---

xO2

0.014

0.005

0.009

---

xN 2

0.644

0.644

0.644

---

xH 2 O

0.313

0.323

0.311

---

xH

--------micro

0.002
0.001
0.007
0.003
macro

0.004
0.0014
0.01
--micro

--------macro

xO
xOH
xNO
Combustor scale

2.4.5.3 Combustion field profiles
For steady-state combustion in combustor with geometry and boundary conditions described in
Section 2.4.4, profiles of temperature, mass fraction, velocity are simulated. Fig. 2-4 displays the
cross-section surface along the center axis of the combustor. Geometry with equal scale is shown
in Fig. 2-4 (a). This indicates the length of the combustor is 15.5 times of the radius of the
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combustor. In the following Sections, to display the results clearly, unequal scale is used in the r
and z directions and the geometry will be similar to that shown in Fig. 2-4 (b). The two geometry
is the same when the radius and the length are compared. The only difference is the scale they used,
equal or unequal scale.
The flow direction indicated by the black arrow from the bottom z  0 to the top z=L of the
cylinder combustor is shown in the Fig. 2-4. The volume of the combustor is
 R 2 L  3.89  1010 m3 .

(a) equal scale in r and z direction
(b) unequal scale in r and z direction
Fig. 2-4. Combustor geometry and its coordinate system for the cross-section surface of the
combustor in simulation (a) equal scale and (b) unequal scale in the r and z direction.
The field related to the entropy generation rate evaluation in the next section, 2.4.6. are that of
the temperature, the mass/mole fraction and the velocity field in the combustion.
The mass fraction Yi for the species ‘i’ is defined as [36]

Yi 

i


(2.25)

i , the density of the species ‘i’;

 , the total density, i.e., the summed mass of all particles per volume;
The mole fraction X i for the species ‘i’ is defined as [36]

Xi 

ci
c

(2.26)
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ci , the molar concentration of the species ‘i’;

c , the total concentrations of all species, i.e., the summed concentration of all particles per
volume;
Fig. 2-5 and Fig. 2-6 show the temperature field of the combustor. They both show that the
temperature increases from the inlet Tin =300 K as the reaction flow enters the combustor from the
bottom to Tout =2160 K at the outlet because of the exothermic hydrogen/air combustion. Fig. 2-5
uses equal scale in r- and z- direction (as shown in Fig. 2-4 (a)) while Fig. 2-6 uses unequal scale
in r and z direction (as shown in Fig. 2-4 (b), only half of the geometry, the right half, of Fig. 2-4
(b) is shown since the left half is axisymmetric to the right half). For the following field of mass
fraction, mole fraction and velocity, the two different scales, the equal and unequal one will also
be used. The centerline temperature is shown in Fig. 2-7. It can be seen that as z goes up from 1
to 1.5 mm, the temperature increased with z from 400 K to about 1800 K, which means the
combustion is triggered in this range of z .

Fig. 2-5. The temperature field in the combustor.
(color scale of the temperature is shown on the right. The maximum temperature 2160 K and
minimum temperature 300 K are shown on the top and bottom of the color scale as triangles,
respectively. The three zeros are the origin of the x, y, z coordinate system corresponding to the
axis orientation. Equal scale in the r and z direction).
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Fig. 2-6. The temperature field in half of the combustor.
(unequal scale in the r and z direction, color scale of the temperature is shown on the right).
In addition to the axial variation, the temperature shown in Fig. 2-5 and Fig. 2-6 also change
radially. Fig. 2-6 clearly shows that at axial coordinate z=1 mm, the temperature with larger rcoordinate is higher than that with smaller r- coordinate. At z=1 mm, the largest temperature is
about 950 K at the wall boundary while the smallest temperature can be found at the centerline with
r = 0, at about 550 K. That is because the heat released in the chemical reaction shown by eq.(2.14)
is proportional to the chemical reaction rate shown by eq. (2.17). The chemical reaction rate field
in half of the combustor shown later in Fig. 2-18 indicates that at z=1 mm, the chemical reaction
rate at the wall at r = R is larger than that at r = 0. More heat is released at the wall than the centerline
and therefore, the temperature at r = R is higher than that at r = 0. As z is increased to be larger
than 1 mm, the chemical reaction rate near the centerline becomes larger than the chemical reaction
rate at larger axial position. More heat is released in the centerline than the wall, which is opposite
to the case when z  1 mm, and therefore a radial uniform temperature field is achieved as shown
in Fig. 2-5 and Fig. 2-6.
This explanation for the axially and radially temperature variation is also valid for all the similar
temperature variation in the studied cases in Section 2.6. The similar field of other parameter such
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as mass/mole fraction of the reactants can also be explained in similar way since mass/mole fraction
is related to the consumption of the species with chemical reaction rate field shown in Fig. 2-18.
The centerline temperature shown in Fig. 2-7 indicates that the temperature increases fast from
about 400 K when z =0.001 m to 1800 K when z =0.0015 m. It indicates the combustion starts at
about z =0.001 m, which is consistent with the chemical reaction rate field shown later in Fig.
2-18. The temperature variation trend agrees well with that obtained in Model II [170] with the
same combustor inner radius R =0.2 mm.

Fig. 2-7. The centerline temperature of the combustor.
The mass fraction YH 2 and mole fraction X H 2 field for H 2 is shown in Fig. 2-8 and Fig. 2-9,
respectively. YH 2 in the centerline of the cylinder decreases significantly from about 0.027 at z = 1
mm to 0.012 at z = 1.5 mm, and X H 2 in the centerline of the cylinder decreases from about 0.29 to
about 0.14 in this range 1  z  1.5 mm.
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Fig. 2-8. The H 2 mass fraction, YH 2 , field in the combustor.
(equal scale in the r and z direction, color scale of YH 2 is shown on the right).

Fig. 2-9. The H 2 mole fraction, X H 2 , field in half of the combustor.
(unequal scale in the r and z direction, color scale of X H 2 is shown on the right).
The mass fraction YO2 and mole fraction X O2 field for O 2 are shown in Fig. 2-10 and Fig. 2-11,
respectively. YO2 in the centerline of the cylinder decreases significantly from about 0.22 at z = 1
mm to about 0.10 at z = 1.5 mm, and X O2 in the centerline of the cylinder decreases from about
0.14 to about 0.06 in this range 1<z<1.5 mm.
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Fig. 2-10. The O 2 mass fraction,

YO2 , field in the combustor.

(equal scale in the r and z direction, color scale of YO2 is shown on the right).

Fig. 2-11. The O 2 mole fraction,

X O2 , field in half of the combustor.

(unequal scale in the r and z direction, color scale of X O2 is shown on the right).
The mass fraction YN2 and mole fraction X N 2 field for N 2 is shown in Fig. 2-12 and Fig. 2-13,
respectively. YN2 in the centerline of the cylinder does not change much from the inlet to the
outlet but there is a little variation of at the wall surface of the combustor from about 0.753 at z=1
mm to about 0.751 at z=1.5 mm. That is reasonable since the inert species N 2 is not consumed
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during the combustion. The different concentration in the radial direction is due to the velocity
field in the combustor, which will be shown in Fig. 2-16. X N 2 in the centerline of the cylinder
changes from 0.56 to 0.64 from the inlet to the outlet. It also changes radially. For instance, at
z=1.8 mm, as the radius changes from r=0 mm to r=0.2 mm, the mole fraction changes from
about 0.62 to be about 0.64. The velocity field in Fig. 2-16 shown the difference in radial velocity
at this z=1.8 mm and it affects the radial distribution of the X N 2 .

Fig. 2-12. The N 2 mass fraction,

YN2 , field in the combustor

(equal scale in the r and z direction, color scale of YN2 is shown on the right).

Fig. 2-13. The N 2 mole fraction, X N 2 , field in half of the combustor
(unequal scale in the r and z direction, color scale of X N 2 is shown on the right).
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The mass fraction YH 2O and mole fraction X H 2O field for H 2 O is shown in Fig. 2-14 and Fig.
2-15, respectively. YH 2O in the centerline of the cylinder increases from 0.01 at z=1 mm to 0.15 at
z=1.5 mm. The mole fraction X H 2O increases from 0.01 at z=1 mm to 0.2 at z=1.5 mm. That is
reasonable because H 2 O is product in the chemical reaction and as the chemical reaction takes
place, the amount of H 2 O goes up. Reasons for the difference of YH 2O and X H 2O in the radial
direction can be explained by the velocity field in the Fig. 2-16.

Fig. 2-14. The H 2 O mass fraction, YH 2O , field in the combustor.
(equal scale in the r and z direction, color scale of YH 2O is shown on the right).

Fig. 2-15. The H 2 O mole fraction, X H 2O , field in half of the combustor.
(unequal scale in the r and z direction, color scale of X H 2O is shown on the right).

The maximum and minimum mass/mole fraction of each species is shown in Table 2-4.
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Table 2-4 Maximum and minimum species mass ( Yi ) and mole fraction ( X i ) in reaction.
Species
H2
O2
N2
H2O

Yi ,max

Yi ,min

X i ,max

X i ,min

0.028521
0.22636
0.75361
0.23629

0.0018627
0.01309
0.74214
0

0.29586
0.14793
0.64910
0.31852

0.02244
0.0099347
0.55621
0

Fig. 3-17 and Fig. 2-17 displays the velocity field of the combustor. They both show that the
maximum velocity is 11.937 m/s at the center of for z  1 mm while the minimum is 0 m/s at the
no-slip wall. This agrees with the velocity distribution in the well-developed laminar pipe flow
[172].

Fig. 2-16. Velocity field in the combustor.
(equal scale in the r and z direction, color scale of velocity shown on the right side).

Fig. 2-17. The velocity field in half of the combustor.
(unequal scale in the r and z direction, color scale of velocity shown on the right side).
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The field of the chemical reaction rate defined by eq. (2.17) is shown in Fig. 2-18. It clearly
shows the chemical reaction rate in 1  z  1.6 mm is larger than that in other area, which indicates
chemical reaction starts in this range of z .
From the temperature field shown in Fig. 2-5 and Fig. 2-6 and the mole fraction of hydrogen and
oxygen in Fig. 2-9 and Fig. 2-11, it is straightforward to obtain the chemical reaction rate field in
Fig. 2-18 according to eq. (2.17).

Fig. 2-18. The chemical reaction rate wi field profile in half of the combustor.
( wi defined by eq. (2.17) ), unequal scale in the r and z direction, color scale of wi shown on the
right side).

2.4.6 Entropy generation analysis in the combustor
2.4.6.1 The equations for entropy generation
The volumetric entropy generation rate is expressed in eq. (2.7) as
g v  g v ,heat  gv ,mass  gv ,chem  gv ,vis


n
 Di  mix yi
1
1 l n
1
(
k

T
)


T

R


x

M i i vij J r , j   : (v ),


i
i
2
T
xi
T j 1 i 1
T
i 1

where for 2-dimensional axisymmetric model in cylindrical coordinates  r , , z  :
(1)
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1
( k T )   T 
T2
2
2
k  T   T  
 2 

 
 
T  r   z  

g v , heat 

(2.27)

(2)
n
  i T 
g v , mass   ji   

T 
i 1

n
x
  ji    Ri  i 
xi
i 1
n

 Di  mix yi

i 1

xi

  Ri
n

   Ri
i 1

(2.28)

 xi 

Di  mix  yi xi yi xi 

xi  r r z z 

The mole fraction of H2O, x H 2O , is zero at the inlet of the combustor since only reactants H 2
and O 2 is into the combustor. To avoid the zero in denominator in simulation, the statement
‘(z!=0)*(tcs.rho*R_const/tcs.M_wH2O*tcs.Dm_wH2O/tcs.x_wH2O*(d(wH2O,r)*d(tcs.x_wH
2O,r)+d(wH2O,z)*d(tcs.x_wH2O,z))’
is used for volumetric entropy generation rate due to H2O mass transfer. It means the entropy
generation due to H2O mass transfer is not considered at z=0.
(3) g v ,chem for chemical reaction H 2 +0.5O2  H 2 O
g v ,chem  

1 l n
 M i i vij J r , j 
T j 1 i 1



1 l n
 i wi 
T j 1 i 1



wH2
T



H2

(1)  O2 (0.5)  H2O (1)

(2.29)



i , the molar chemical potential, J/mol, the upper bar indicates a property per unit mole;

wH 2 is the molar chemical reaction rate for H 2 ,

mol/(m3  s) .
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 xi p 
 pref  , pref = 1 atm



i  hi T  Tsi T , p  hi T  Tsi0 T  RT ln 

(2.30)

In the simulation, the thermodynamic properties such as enthalpy hi and molar entropy si T , p
can be evaluated by importing CHEMKIN files [165] into COMSOL and COMSOL is used to
perform the calculation.
A problem existing in the thermodynamic properties evaluation is that the entropy values for
species ‘i’, calculated by COMSOL is actually the entropy of that species ‘i’ at its local temperature
T

0

and standard pressure 1 atm, i.e., si T in eq. (3.75) in the Chapter 3. The correct local entropy

values of ‘ si T , p ’ was calculated using


si T , p = si0 T  R ln  pi  with Pref = 1atm


 pref 

(2.31)

pi , the species pressure in combustion.

(4) For Newtonian fluids,

1
g v ,vis   : (v )
T
2
2
2
2
2
   vr   vr   vz    vr vz  2  1   r  vr  vz  
  2 


 
   
 
  
T   r   r   z    z r  3  r r
z  



(2.32)

The unit for gv ,vis are W/(m3·K).
(5) The entropy generation rate of the combustor due to a specific effect j , g j , can be obtained
using the following equation with R and L as the inner radius and the length of the cylinder
combustor show in Fig. 2-1.
LR

g j    2 rg v , j drdz

(2.33)

0 0
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From eq. (2.33), the entropy generation rate for the combustor due to the mass transfer g mass , due
to the heat transfer g heat , due to the chemical reaction g chem and due to the viscous dissipation gvis
are defined by eqs. (2.34) to (2.37), respectively.
LR

g mass   2 rg v ,mass drdz

(2.34)

0 0

LR

g heat    2 rg v ,heat drdz

(2.35)

0 0

LR

g chem   2 rg v ,chem drdz

(2.36)

0 0
LR

g vis   2 rg v ,vis drdz

(2.37)

0 0

The total entropy generation rate of the combustion gtot (W/K) is the total entropy generation
rate of the combustor due to all the effects, mass transfer, heat transfer, chemical reaction and
viscous dissipation.
gtot = g mass + g heat + g chem + g vis

(2.38)

The ratio of the entropy generation rate  g , j due to a specific effect ‘j’ (j = mass, heat, chem or
vis) in the overall entropy generation rate gtot is defined as

 g,j 

gj
gtot

(2.39)

 g ,mass 

g mass
gtot

(2.40)

 g ,heat 

g heat
gtot

(2.41)

 g ,chem 

g chem
gtot

(2.42)
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g vis
gtot

(2.43)

 d  T0 gtot

(2.44)

 g ,vis 
(6) The total exergy destruction rate  d (W)

(7) The overall exergy destruction ratio  tot ,IAM in the IAM
 tot ,IAM is the ratio of the total exergy destruction  d to the equivalent total inlet exergy

E equ

as shown by eq.(2.45). Correspondingly, that ratio obtained by the HFIM, i.e. the  tot in Chapter 3,
is denoted as  tot ,HFIM here to distinguish with  tot ,IAM .
 tot ,IAM 

d
Tg
 0 tot
E equ
E equ

(2.45)

The equivalent inlet exergy

Eequ  Eii

(2.46)

E i , the total inlet exergy flow rate;

i , the conversion ratio of species ‘i’. For instance, if species ‘i’ is the H 2

H 

YH 2 ,i  YH 2 ,out

2

YH 2 ,i

(2.47)

2.4.6.2 The volumetric entropy generation rate
The field of volumetric entropy generation rate due to mass transfer g v , mass is shown in Fig.
2-19. Results show that there is large g v , mass in the domain with 0.8 103  z  1.2 103 m and

1.2 104  r  1.8  104 m. That is because:
g v , mass , defined by eq. (2.28), is related to the variation of the mass/mole fraction both radially

and axially as well as the magnitude of the mass fraction. The largest variation of the mass/mole
fraction is in the range 0.8 103  z  1.2 103 m and 1.2 104  r  1.8  104 m as shown in Fig.
2-8 to Fig. 2-15.
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Fig. 2-19. The volumetric entropy generation rate due to mass transfer g v , mass in half of the

combustor.
(unequal scale in the r and z direction, color scale of g v , mass is shown on the right).
The field of volumetric entropy generation rate due to heat transfer, g v ,heat , is shown in Fig.
2-20. Results show that there is large g v ,heat in the domain with 1103  z  1.2 103 m and

0  r  1.5 104 m.
That is because:
g v , heat , defined by eq. (2.27), relates to the variation of temperature both radially and axially and

the magnitude of the temperature. The largest variation of temperature can be found in the same
domain with 1103  z  1.2 103 m and 0  r  1.5 104 m as shown in Fig. 2-6.
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Fig. 2-20. The volumetric entropy generation rate due to heat transfer g v ,heat in half of the
combustor.
(unequal scale in the r and z direction, color scale of g v ,heat is shown on the right).
The field of volumetric entropy generation rate due to chemical reaction g v ,chem is shown in Fig.
2-21. Results show that there is large g v ,chem in the domain with 0.8 103  z  1.4 103 m and

0  r  1.5 104 m. That is because:
g v ,chem , defined by eq. (2.29), relates to the chemical reaction rate and the chemical potential.

The large chemical reaction rate can be found in the domain with 0.8 103  z  1.4 103 m and

0  z  1.5 104 m as shown in Fig. 2-18 , and the chemical potential for all the species H 2 , O 2 and
3
3
H 2 O related to g v ,chem is also large in the domain with 0.8 10  z  1.4 10 m and

0  z  1.5 104 m (example chemical potential of H 2 is shown in Fig. 2-22).
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Fig. 2-21. The volumetric entropy generation rate due to chemical reaction g v ,chem in half of
the combustor.
(unequal scale in the r and z direction, color scale of g v ,chem is shown on the right).

Fig. 2-22. H 2 chemical potential
(color scale of

 H field in half of the combustor.
2

 H is shown on the right).
2

The field of volumetric entropy generation rate due to viscous dissipation gv ,vis is shown in Fig.
2-23. Since gv ,vis is mostly generated at the wall on the inlet surface, it is magnified in for the lower
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wall corner in Fig. 2-23 (b) to make the results clearer. Results show that there is large gv ,vis in the
domain with 1.98 104  r  2 104 m and 0  z  1.5 105 m. That is because:
g v ,vis , defined by eq.(2.32), relates to the variation of velocity both axially and radially. g v ,vis

also relates to the temperature field. As the temperature increases, gv ,vis lowers since the
temperature is in the denominator of the eq.(2.32). According to the velocity field shown in Fig.
2-17, a large variation of velocity both radially and axially can be found in the domain with

1.98 104  r  2 104 m and 0  z  1.5 105 m. The temperature field shown in Fig. 2-6
indicates the temperature for this domain is very low at about 400 K, which makes gv ,vis , defined
by eq.(2.32) large.

(a)

(b)

Fig. 2-23. The volumetric entropy generation rate due to viscous dissipation gv ,vis in half of the
combustor.
(unequal scale in the r and z direction, color scale of gv ,vis on the right side) (right lower corner in
(a) marked with the red circle is magnified in (b)).
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The volumetric entropy generation rate g v ,chem , g v ,heat , g v , mass , gv ,vis on the line r  R 3 (which
is parallel to the centerline of the combustor as shown in Fig. 2-24. It indicates the circular surface
with r  R 3 ), is shown in Fig. 2-25. It can be seen gv ,vis is negligibly small compared to the other
three entropy generation rate g v ,chem , g v ,heat , g v , mass at the same axial position.

Fig. 2-24. The annual surface with r  R 3 in the combustion field.

Fig. 2-25. The volumetric entropy generation rate rate g v ,chem , g v ,heat , g v , mass and gv ,vis on the line
r  R 3.

2.4.6.3 Entropy generation rate of the combustor
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(1) The entropy generation rate of the combustor due to mass transfer g mass , heat transfer g heat ,
chemical reaction g chem and viscous dissipation g vis can be obtained by integrating the volumetric
rate g v , mass , g v ,heat , g v ,chem and gv ,vis , respectively, over the entire combustor using eqs. (2.34) to
(2.37). The overall entropy generation rate of the combustor g defined by eq. (2.38) can be
obtained once g mass , g heat , g chem and g vis are known. The values of g mass , g heat , g chem , g vis and

g are shown in Table 2-6.
(2) It can be seen for the investigated combustor (volume V   R 2 L  3.89  1010 m3 ), the
entropy generation rate due to the chemical reaction g chem is the largest, at about 80.56% of the
overall entropy generation. The entropy generation rate due to the heat transfer g heat is the second
largest, at about 14.52% of the overall entropy generation, followed by that due to the mass transfer
g mass at about 4.80%. The entropy generation rate due to viscous dissipation g vis is too small to be

considered in this case, at only 0.12% of the overall entropy generation rate.
(3) The overall exergy destruction ratio  tot ,IAM in current model is obtained through eq.(2.45)
For investigated case, the conversion ratio of H 2 can be obtained by the maximum and minimum
mass fraction data in Table 2-4.

H 

YH 2 ,i  YH 2 ,out

2

 tot ,IAM 

YH 2 ,i



0.02852  0.0027317
 90.42% .
0.02852

T0 g T0 g

 22.58% is obtained from the simulation with T0 =298.15 K.
E equ E ii

(4) To validate the fractions of g chem , g heat , g mass and g vis of the overall entropy generation
rate, values of these fractions in current model is compared to the same types of fractions in ref.
[100]. Fractions in ref. [100] are also listed in Table 2-6. The results show that for both the current
model and the reference model, entropy generation rate due to chemical reaction is the dominant
part. In current model  g ,chem =80.56% while  g ,chem =67.70% in the reference model [100].  g ,vis
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is negligible in ref. [100] and  g ,vis =0.12% in current model, which also indicates the viscous
dissipation entropy generation rate is negligible. The entropy generation rate due to heat transfer is
the second largest in both the two models,  g ,heat  14.52% in current model and  g ,heat  31.2% in
ref. [100]. Results indicate that the chemical reaction exergy destruction ratio is dominant for the
laminar, premixed hydrogen/air combustion followed by the heat transfer exergy destruction. This
is different from the dominant exergy destruction evaluated by the HFIM in the DL work [130,143],
in which heat transfer accounts for 66-88%, followed by chemical reaction 12-25% of the overall
exergy destruction. The results in the DL work indicated that the chemical reaction exergy
destruction is the second largest and is smaller than that of the heat transfer exergy destruction.
These differences are reasonable because the HFIM assumes that the combustion occurring in a
prescribed path in which equal fuel amounts are admitted inlet into each increment regardless the
temperature of this increment. In the IAM, which is closer to reality, fuel reaction rate depends on
both species concentration and temperature, and at the beginning of the reaction the temperature is
low, leading to a quite a low reaction rate and a higher chemical reaction rate is reached as the
temperature increased. The equal fuel inlet increments assumption in the HFIM makes the
hypothetical path differ from reality by 1) increasing the fuel consumed at the low temperature and
2) reducing the fuel consumed at high temperature.
An example of exergy destruction analysis using the IAM model with increased chemical
reaction rate at the low temperature and thus reduced chemical reaction rate at the high temperature
(because more fuel consumed at lower temperature will reduce the fraction of fuel consumed at
high temperature) was used in the following to support this explanation.
The chemical reaction rate (eqs. (2.17) and (2.18)) in the numerical simulation is changed by
multiplying the reaction rate expression by a rate variation coefficient  of 0.1, 0.5, 1, 2, 4, 6 and
10. The new molar chemical reaction rate wi used in the numerical simulation is
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wi    3.16  1012  e



24527.78
RT

cH 2 1.1cO2 1.1

(2.48)

The fractions of the contributors to the overall exergy destruction,  g ,mass ,  g ,heat ,  g ,chem and

 g ,vis in eqs. (2.40) to (2.43) are evaluated and summarized in Table 2-5. The chemical reaction
fraction  g ,chem (eq. (2.42)) and heat transfer fraction  g ,heat (eq. (2.41)) of the overall exergy
destruction as a function of the chemical reaction rate coefficient  is shown in Fig. 2-26. The
results in Fig. 2-26 show that raising  from 0.1 to 10 lowers  g ,chem from 97.84% to 43.62%, and
at the same time raises  g ,heat from 0.14% to 50.55%. For  =10, the dominant contributor is the
heat transfer, which agrees well with the results in the HFIM. This explains the reason why the
dominant contributor calculated by the HFIM and the IAM is different because the real reaction
rate in the HFIM at low temperature is made higher and that at high temperature is made lower than
those rates in real combustion.
Table 2-5 Fractions of contributors to the overall exergy destruction g,i for different chemical
reaction rate variation coefficient  .
chemical
reaction rate
variation
coefficient 
0.1
0.5
1
2
4
6
10

Mass transfer
fraction g,mass
(eq. (2.40) )

Chemical reaction
fraction g,chem
(eq. (2.42))

Heat transfer
fraction g,heat
(eq. (2.41))

Viscous dissipation
g,vis
(eq. (2.43))

1.58%
4.37%
4.84%
4.90%
4.64%
5.01%
5.83%

97.84%
88.47%
80.83%
68.33%
52.28%
47.34%
43.62%

0.14%
7.13%
14.31%
26.76%
43.07%
47.63%
50.55%

0.44%
0.02%
0.02%
0.02%
0.01%
0.01%
0.01%
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100.00%

Chemical reaction

Heat transfer

80.00%
60.00%
40.00%
20.00%
0.00%

0

2

4

6

8

10

Chemical reaction rate variation coefficient τ
Fig. 2-26 The chemical reaction fraction g,chem (eq. (2.42)) and heat transfer fraction g,heat (eq.
(2.41)) of the overall exergy destruction as a function of the chemical reaction rate variation
coefficient  .

(5) Although the model in ref. [100] is a suitable reference model, it differs from the current
model since it applied a non-insulated wall with a conductivity kw  20 W/(m  K) and using a
different geometry with annular combustor 1 mm wide and 20 mm long. These factors contribute
to the difference of the absolute values of the ratios, g,chem, g,heat, g,mass, g,vis. The effect of the wall
insulation and the geometry on the entropy generation rate will be introduced in sensitivity analysis
in Section 3.6.
(6) To validate the overall exergy destruction ratio tot,IAM (defined by eq. (2.45)), it is compared
to the overall exergy destruction ratios obtained by the HFIM, tot,HFIM, in the Chapter 3 of this
dissertation. Results in Fig. 3-51 in Chapter 3 indicates that for   1 and Tin  300 K , 19.6%<
tot,HFIM <22.3%. The largest value of this range, 22.3%, agrees with the tot,IAM obtained in current
model well.
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Table 2-6 Entropy generation rate in the entire combustor.
Mass
transfer
g mass =
3.475415
105

Heat
transfer
g heat =
1.0396
104

Chemical
reaction
g chem =
5.7696
104

 g , j and  tot ,IAM

 g ,mass =

 g ,heat =

 g ,chem =

 g ,vis =

[eqs. (2.40)(2.43),
eq. (2.45)]

4.80%

14.52%

80.56%

0.12%

 g ,mass =

 g ,heat =

 g ,chem =

 g ,vis

1.1%
in ref. [100]

31.2% in
ref. [100]

67.7% in
ref. [100]

neglected in
ref. [100]

gi and g (W/K)
[eqs. (2.34) (2.37), eq.(2.38)]
,

 g , j and
 tot ,HFIM used as
validation

Viscous
dissipation
g vis =
1.3359 10

Total
gtot =
7.1582

7

104
 tot ,IAM =
22.58 %

19.6%<  tot ,HFIM
<22.3% in
Section 3.8.6 in
Chapter 3

2.5 Analytical study of local entropy generation
In Section 2.4, a steady-state combustion process is solved by numerical methods for exergy
destruction analysis. In this section, we give an example of entropy generation analytical study that
doesn’t required numerical simulation. It helps understand the entropy generation more directly
and contributes to the determination of parameters for sensitivity analysis of the entropy generation.
This section has much similarity to the analysis in [173].
2.5.1 The combustion model
Instead of solving the conservation equations (mass, momentum, energy and species) as shown
in Section 2.4.3, the analysis in this Section is for a simplified 1-D model is of the entropy balance
equations for a control volume with mass and heat flow as shown by eq. (2.53).
An element control volume between axial distance z and z+dz from the bottom of the
cylindrical combustor is selected for investigation shown in Fig. 3-2. Combustion in this element
control volume is one-dimensional (1-D) with parameters varying only axially. The combustor has
a constant cross-sectional area A . The internal radius is ri and the wall thickness is b. The reactants
flow enters the combustor from the bottom line at velocity U 0 , density  0 , specific entropy per
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unit mass s0 , temperature T0 (e.g., 300 K) and pressure p0 (e.g., 1 atm). The combustion takes
place in the control volume and the uniform flame temperature in the field at axial distance z from
the bottom is Tz and the uniform wall temperature at the same z distance is Twz in the 1-D model.
The heat generation rate in the flame zone is Qc and the entropy generation rate per unit volume
is gv ,tot . The axial heat conduction rate at distance z from the bottom is Qz and the radial
convective heat transfer rate at distance z from the bottom is Lz .

Fig. 2-27. A schematic element control volume with diameter 2ri and height  in a cylindrical
combustor used for analytical study.
(1-D model, blue arrows indicate the axial heat conduction rate; the green arrows indicate the
entropy transfer by axial heat conduction; the purple arrow indicates the radial convective heat
transfer rate at axial position z, the grey arrow indicates the radial entropy transfer by convective
heat transfer. The profiles only vary axially in z-coordinate direction but the radial direction is still
shown in the figure).
A steady-state flame is established inside the combustor and has a thickness of  .  is defined
as

  k / 0U 0 c p

(2.49)

k, the thermal conductivity of the gas mixture in combustion;
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c p , the heat capacity of the gas mixture;
Twi ( ) , internal wall temperature at

z  ;

Two ( ) , external wall temperature at

z  .

2.5.2 Assumptions for analysis
To create the model that can be solved analytically, several simplified assumptions must be
made, and they are:
(1) At axial distance z from the bottom, the flame zone has a uniform temperature Tz and the inner
wall temperature is Twz [174] and both Tz and Tz  Twz [175] are varying linearly with y within
the flame zone since the length

 is small (at the scale of 1mm [175-176]), i.e.,

Tz  T0  (T  T0 )

z

(2.50)



Tz  Twz  (Tz  Twi ( ))

z



(2.51)

It is concluded in ref. [175] that
Tz  Twi ( ) 

2
(T  T0 )
Nu

(2.52)

with Nusselt number Nu  2h0 r0 with
k

k , the average thermal conductivity of the gas mixture,

h0 , the heat transfer coefficient for convective heat transfer from the gas mixture to the wall.

It can be selected as Nu  4.36 for fully developed laminar flow in circular tube [172].
(2) Gas radiation effect [99,150] neglected.
(3) Dufour and Soret effect is neglected [25, 151-155];
(4) Work done by pressure and viscous force in the control volume is neglected [152-153];
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(5) Potential energy change g is neglected since the flame thickness is of the order of 1 mm
generally [176-177]. It is reasonable since the specific heat capacity of gas c p is
approximately 1 kJ/(kg  k) . For a flame with a temperature of 1000 K, the value of c p T  T0 
is approximately 7  105 J / kg, while the value of g is approximately 0.01 J / kg.
(6) kinetic energy change negligible since the laminar flame speed of the hydrogen-air flame is
approximately 8.5 m/s [177].

2.5.3 Analytical expressions for the volumetric entropy generation rate
Though the conclusion is based on 1-D model, it still contributes to the understanding of entropy
generation rate in 2-D combustion model. The factors affecting the volumetric entropy generation
rate in 1-D combustion model help the determination of parameters for sensitivity analysis in 2-D
combustion model.
The detailed derivation of similar equations can be found in ref. [173-174].
The basic entropy balance equation for the element control volume in the flame zone from
distance z to z  dz at steady state is

0U 0 As0  UAs  



0

dLz Qz Qz
   A g v ,tot  0
Twz T0 T

(2.53)

with the radial convective heat transfer rate given by [173,174] as

dLz  2 r0 h0 Tz  Twz  dz

(2.54)

Tz  Twz provided in eqs.(2.51) and (2.52).

the axial heat transfer rate Qz expressed as
Qz  Ak

T  T0
dTz
 Ak
dz


(2.55)

mass balance

0U 0  U

(2.56)
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molar entropy difference for the inlet and outlet species,
s  s0  c p ln

T
T0

(2.57)

with

c p  k /0U 0

(2.58)

after derivation and some rearrangements (see ref. [173] for details), it is obtained that:
(1) the entropy heat transfer rate in radial direction due to convective heat transfer





0

dLz
k 1
 2  A 
Twz
ri 1  2
Nu


2 

T0  (T  T0 ) 1 


T
Nu  

1 

ln
T0
 (T  T ) 1  2 

0 



Nu 


(2.59)

(2) the entropy heat transfer rate in axial direction due to heat conduction
T  T0  1 1 
Q Q
k T  T0 
 z  z   Ak
      A  2
T0 T
  T0 T 

TT0

2

(2.60)

with
Qz  Ak

T  T0


Qy
k

2

A T  T0 

(2.61)

(2.62)

(3) the entropy transfer rate by mass

T 
k T 
0U 0 As0  UAs   0U 0 Ac p ln      A  2 ln  

 T0 
 T0 

(2.63)

Substituting eqs. (2.59), (2.60) and (2.63) in to eq. (2.53), and defining the non-dimensional
radius R̂ as the ratio of tube radius ri to the flame thickness  defined by eq.(2.49),
r
Rˆ  i


(2.64)

the volumetric entropy generation rate gv ,tot is therefore expressed as
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g v ,tot


k  2
1
 2 2
  R 1 2
Nu


Normalized gv ,tot by


2  

T0  (T  T0 ) 1 
2
 

T
 Nu     k T  T0   k ln  T  (2.65)
1 
ln

 
2
T0
TT0
 2  T0 
 (T  T ) 1  2 
 
0 


 
 Nu 


k
to get the non-dimensional volumetric entropy generation rate
2


g v ,tot  2
1
Gs 
 2
ˆ
k
R
 1 2
 2 
Nu


2  

T0  (T  T0 ) 1 
2
 

T
 Nu     T  T0   ln  T 
1 
ln

 
T0
TT0
 (T  T ) 1  2 

 T0 
0 



 Nu 
 

(2.66)

From eq. (2.66), it is seen that the flame temperature T and the non-dimensional radius R̂ affect
the non-dimensional entropy generation.
To relate the flame temperature T with other variables in the combustion, energy balance
equation for the steady state flame zone in eq. (2.67)is introduced.



U 2  U 02
Qc  L f  0U 0 A c p T  T0  
 g 
2



(2.67)

Qc , heat generation rate in the flame zone control volume;

L f , heat loss rate from the flame zone to its surroundings;
Using assumptions in Section 2.5.2, the energy balance eq. (2.67) is simplified to

Qc  0U 0 Ac p T  T0   L f

(2.68)

for adiabatic wall with L f  0 , Tad is defined as the adiabatic temperature and it depends on the
fuel type.

Qc  0U 0 Ac p Tad  T0 

(2.69)

Comparing eqs. (2.68) and (2.69), L f can be expressed as

L f  0U 0 Ac p Tad  T 

(2.70)

and the volumetric heat loss rate from the flame zone to the wall can be expressed as
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lav 

Lf
A



k

2

Tad  T 

(2.71)

which is the same as the expression for the volumetric heat loss rate from the flame zone to the
wall in [175]
lav 

k
T  T0 
ri 2

(2.72)

from eqs.(2.71) and (2.72), it is obtained that
T  Tad 

Tad  T0
R2  1

(2.73)

It is concluded that for Rˆ  10 , T  0.99Tad , which means the heat loss is negligible since the
heat loss rate from the flame zone to the wall L f in eq. (2.70) is very small.
2.5.4 Factors affecting entropy generation
Combining eqs. (2.66) and (2.73), the following factors affecting the non-dimensional
volumetric entropy generation rate Gs are revealed
(1) Fuel type.

The non-dimensional volumetric entropy generation rate Gs and flame

temperature T increase with the adiabatic temperature Tad of the fuel combustion since both

T
Tad

and Gs derived from eqs. (2.66) and (2.73) are larger than zero, which is affected by the heating
Tad

value (LHV or HHV) of the fuel [36].
The two partial derivatives

Gs
T
and
are
Tad
Tad
T
Rˆ 2

0
Tad 1  Rˆ 2

(2.74)

which is obtained from eq.(2.73) keeping R̂ constant and
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1
ln y   1


2
2
Gs  2
T0
T  T0  TT0  T
y
 2


2
 Tad
Tad  Rˆ (T  T0 ) 2 
T 2T0
2 


1 

 Nu 




1
ln y   1


2
2
T0
T  T0  TT0  Rˆ 2
2
y
 2

0
2
 Rˆ (T  T0 ) 2 
 1  Rˆ 2
T 2T0
2 


1 

 Nu 



(2.75)

which is obtained from eq. (2.66) keeping R̂ constant.
Therefore, it is concluded that Gs and T increases with increasing heat value of the fuel, which
related to the fuel type.
(2) Fuel-air equivalent ratio

 . The adiabatic temperature Tad is affected by the fuel-air ratio

[178] since the air has effect on both the fuel conversion ratio and the heat transfer characteristics
in the combustion. The variation of Gs as a function of

 is shown by eq.(2.76). For hydrogen-air

combustion with T0  300K , it indicates that the variation of Gs with
variation of the flame temperature T with

 follows the trend of the

 since



1
ln y   1


2
2
Gs  2
T0
T  T0  TT0  T
y


2
 
  Rˆ 2 (T  T0 ) 2 
T 2T0
2 
1





 Nu 



(2.76)

(3) Inlet temperature of the reactants flow, T0 . For a premixed hydrogen-air combustion with

 = 1,

Gs varies with T0 as shown by eq. (2.77)

ln y 

1
1
y

Gs
T0  T 2  T0 2  TT0 
T 

 2
T


T  20 0



2
2
2 2
ˆ
ˆ
T0
Z 1
T T0
R 1

R
2  

(T  T0 ) 2 1 

2
Nu 


(2.77)

It means that Gs decreases with increasing T0 . This is reasonable since heat recirculation
increase the efficiency and therefore preheating is recommended for use in many cases.
(4) Non-dimensional combustor tube radius R̂
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From the partial derivatives of Gs with respect to R̂

2 

T0  (T  T0 ) 1 


dGs
T0
4
1
 Nu   
1 
 3
ln
2
T0
dRˆ
Rˆ 1  2 

T  T0  1  

Nu 
 Nu 
2 

T0  (T  T0 ) 1 

T0
4
1
 Nu  dT 
ln
2
2
T0
Rˆ 2 
dRˆ
2  T  T0 
1 

 Nu 

(2.78)



1 T
 dT
T0
1 2
1
  02   2

2 
2   dRˆ
T Rˆ


 T0 T
T0  (T  T0 ) 1 
 (T  T0 ) 1 


 Nu 
 Nu  

we can concluded that when Rˆ  1 , dGs / dRˆ increases with increasing R̂ ; when Rˆ  1 , dGs /dRˆ
increases with decreasing R̂ ; when Rˆ  10 , dGs / dRˆ  0 . The effect of R̂ on the entropy generation
should be considered and investigated.
Although it is a simplified analysis for 1-D combustion model in cylindrical combustor, it
provides guidance for determination of the factors affecting the volumetric entropy generation rate.
2.6 Sensitivity analysis of the entropy generation rate
In Section 2.4, a steady-state combustion process is solved by numerical methods for exergy
destruction analysis. To enhance understanding of the entropy generation more directly and to
determine parameters for sensitivity analysis of the entropy generation, analytical study of
combustion exergy destruction is conducted on an element control volume in Section 2.5.
Equations (2.74) to (2.78) in Section 2.5 showed that effects of the fuel type, the fuel-air
equivalent ratio

 , the inlet temperature T0 and the non-dimensional combustor tube radius R̂ on

the volumetric entropy generation rate. In this Section, back to the the 2-D hydrogen/air combustion
model described in Section 2.4, sensitivity study is conducted to reveal the effects of the wall
insulation, excess air coefficient α (i.e., 1/  ), the inlet temperature T0 , inlet velocity u0 as well
as the combustor radius R on the entropy generation and exergy destruction rate. The effect of the
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fuel type is reveal in the 1-D model in Section 2.5 but not investigated here since the fuel type
obviously affect the adiabatic temperature and further affect the entropy generation. Only
hydrogen/air combustion is investigated as example in the dissertation. The variation of these
parameters affected the temperature profile (the maximal temperature in the field Tmax , the
minimum axial position Tmin where Tmax is reached and consequently the axial and radial
temperature gradient), the mass, mole fraction profile (its axial and radial gradient) and the velocity
profiles (its axial and radial gradient). The effect of these parameters on the temperature profile
was analyzed as example, however, the variation of velocity and mass, mole fraction profiles were
not shown in detail, but their effect also lead to the exergy destruction variation. The exergy
destruction variation was analyzed.
The results from sensitivity analysis in Section 2.6 are analyzed to find the trends that can guide
the exergy destruction reduction.
2.6.1 The effects of the combustor wall insulation
An adiabatic wall with radius R and simplified as a line in the geometry shown in Fig. 2-4 was
assumed in the simulation in Section 2.4. To be closer to practical combustors, the effect of an
uninsulated wall is investigated below, assuming the presence of convective and radiative heat loss
from the wall’s exterior to its surroundings at the heat transfer rate qw defined by eq. (2.23) as

qw  hw,out Tw,out  T0   em,out Tw,out 4  T0 4  .
The wall thermal conductivity kw =1 W/(m·K), different convective heat transfer coefficient
hw , out =1, 5 and 10 W/(m 2  K) and outer wall emissivity em , out =0.1, 0.3 and 0.5 is selected to

show their effect on combustor temperature and entropy generation rate. These values are selected
based on the values of these parameters in [179] and to enable comparison between them.
2.6.1.1 The temperature field in the combustor
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To show the effects of hw ,out and em ,out on the temperature profile, the temperature field in half
of the combustor is shown in Fig. 2-28 for hw ,out =1 W/(m 2  K) and em ,out =0.1. The temperature
field shown in Fig. 2-29 is for hw ,out =10 W/(m 2  K) and em ,out = 0.5 . The wall is between the
two vertical lines from the right. Compared to the temperature distribution shown in Fig. 2-6 for an
adiabatic wall (with maximum T  2,160 K at the outlet of the combustor), the maximal
temperature in the combustor with uninsulated wall decreases to 1605 K for hw ,out =1 W/(m 2  K)
and em ,out =0.1 and 1472 K for hw ,out =10 W/(m 2  K) and em ,out =0.5, respectively, due to
different heat loss rate from the wall exterior to the surroundings. The temperatures at the same
location in the combustion field in the case of Fig. 2-28 is higher than that of Fig. 2-29, but lower
than that for Fig. 2-6 (adiabatic). That is because the heat loss at the wall reduces the energy used
to heat the species inside the combustor.
Results also show that the large variation of the temperature takes place at

0.4 103  z  0.7 103 m at the centerline of the combustor for hw ,out =1 W/(m 2  K) and
em ,out  0.1 as shown in Fig. 2-28, which has a lower

z position in the centerline than the

combustor with adiabatic wall as shown in Fig. 2-6, which has large temperature variation in

1.1103  z  1.8  103 on its centerline. That is because the radial heat transfer increases in
uninsulated wall compared to the adiabatic wall. The temperature of the outer wall is cold at the
bottom and hot at the top. There is heat transfer both axially and radially.
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Fig. 2-28. Temperature field in half of the combustor for hw ,out =1 W/(m 2  K) and em ,out =0.1
( color scale of temperature on the right side).

Fig. 2-29. Temperature field in half of the combustor for hw ,out =10 W/(m 2  K) and em ,out =0.5.
(color scale of temperature on the right side).
2.6.1.2 Wall outer surface temperature Tw ,out
The outer surface temperature of the wall, Tw ,out , for different emissivities em ,out and the
convective heat transfer coefficient hw ,out =10 W/(m 2  K) is shown in Fig. 2-30. Tw ,out with
different convective heat transfer coefficients hw ,out for em ,out  0.5 is shown in Fig. 2-31.
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Fig. 2-30. The variation of the outer wall temperaure Tw ,out for its emissivities of em ,out = 0.1, 0.3,
and 0.5 and fixed convective heat transfer coefficient hw ,out =10 W/(m 2  K) .
Fig. 2-30 shows that increasing em ,out lowers, obviously, the Tw ,out for the same hw ,out . That is
because the radiation heat loss from the wall exterior, i.e., em,out Tw,out 4  T0 4  in eq. (2.23) increases
largely when em ,out changes from 0.1, 0.3, and 0.5. Assume a wall average temperature
Tw,out  1350 K (based on the temperature field in Fig. 2-28 and Fig. 2-29), the magnitude of the

term ‘  Tw,out 4  T0 4  ’ is about 1.88 105 and the magnitude of the term ‘ Tw,out  T0 ’ is about 1000.
The term ‘ em,out Tw,out 4  T0 4  ’ calculated with em ,out = 0.1, 0.3, and 0.5 is about 1.88 104 to 9.4

104 while the magnitude of the term ‘ hw,out Tw,out  T0  ’ is about with 1  103 to 1 104 for hw,out
=1, 5 or 10 W/(m 2  K) . The magnitude of the term ‘ em,out Tw,out 4  T0 4  ’ is about 1.88 to 100 times
the magnitude of ‘ hw,out Tw,out  T0  ’ and therefore, it can be predicted that the effect of varying
em , out = 0.1, 0.3, and 0.5 on the Tw ,out is more obvious than the effect of varying hw ,out =1, 5 or 10
W/(m 2  K) .

It is seen from Fig. 2-30 , for z smaller than a specific value, Tw ,out increases with increasing

z and then decreases with increasing z once it is large than the specific value. For instance, for
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em , out = 0.1 and fixed convective heat transfer coefficient hw ,out =10 W/(m 2  K) , this specific value

z=0.0013 m.
That can be explained by the energy balance equation expressed by eq.(2.13). The heat released
by the chemical reaction qv (in eq.(2.13)) first increase in the flow direction, and then decrease. qv
expressed in eq. (2.14) is proportional to the chemical reaction rate, and will have the same
variation trend with the chemical reaction rate shown in Fig. 2-18.
In addtion to heat generation by chemical reaction, there is also convective and radiation heat
loss rate qw (expressed in eq. (2.23).) from the combustor wall exterior to its surroundings. qw first
increases then decreases in the flow direction since Tw ,out first increases and then decreases with

z as shown in Fig. 2-28 and Fig. 2-29.
With both chemical reaction heat generation rate qv (in eq.(2.13)) and heat loss rate from the
wall exterior to the surroundings, qw , first increases and then decreases with z , the wall
temperature will first increase and then decrease as shown in Fig. 2-30.

Fig. 2-31. The variation of the outer wall temperaure Tw ,out for its heat transfer coefficient hw ,out
=1, 5 or 10 W/(m 2  K) and fixed emissivity em ,out = 0.5.

Fig. 2-31 shows that as hw ,out increases from 1 to 10 W/(m 2  K) , Tw ,out decreases due to more
convective heat loss from the wall exterior to the surroundings. The variation trend of Tw ,out along
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the axial direction is the same as that shown in Fig. 2-30. The explanation is the same as that for
Fig. 2-30.
The variation trend of Tw ,out for hw ,out = 10 W/(m 2  K) and em ,out = 0.5 shown in Fig. 2-30 and
Fig. 2-31 can be validated by the experimental results in ref. [149]. The two models differ in the
thermal conductivity of the wall ( kw  20 W/(m  K) for the reference model [149] while
kw  1 W/(m  K) in our current model).
out

Comparison of the outer wall temperature at the outlet Tw ,out , the maximal outer wall
max

max

temperature Tw ,out and their axial positions of Tw ,out , z ' defined as z '  z L , are shown in Table
2-7.
out

max

Table 2-7 shows that Tw ,out and Tw ,out in ref. [149] are lower than those calculated by the present
model by 5.0% and 5.7%, respectively. That is because the higher kw will increase the heat loss to
the atmosphere by convection and radiation and lead to a lower wall temperature and therefore lead
out

max

to lower Tw ,out and Tw ,out .
The axial position, z ' , where the highest temperature occurs, agree well in both models.

Table 2-7 Comparison of model prediction and experimental data [149].
Model

Twout
, out , K

Twmax
, out ,

Axial position of Tw ,out , z/L

Present simulation
Experimental results [149]

1050
1000

K
1250
1182

0.32
0.2-0.35

max

2.6.1.3 Entropy generation and exergy destruction
The entropy generation rate g mass , g heat , g chem and g vis defined by eqs. (2.34) to (2.37) and

 mass ,  heat ,  chem and  vis defined by eqs. (2.40) to (2.43) are calculated and shown in Table 2-8
for different convective heat transfer coefficient hw ,out =1, 5, 10 W/(m 2  K) and the outer wall
emissivity em ,out = 0.1, 0.3, and 0.5.
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Results show that  chem is the largest part in all the investigated cases, at about 72% to 76%. The
large molar chemical reaction rate w in eq. (2.29) contributes to the large  chem and their
relationship is clearly shown by eqs. (2.29), (2.36) and (2.41).  heat is the second largest part, at
about 20% to 23%.  vis is negligible since it is too small.
The overall exergy destruction ratio  tot ,IAM defined by eq. (2.45) is also evaluated and compared
for different hw ,out and em ,out . Results show that the increase of hw ,out and em ,out both lead to
increased  tot ,IAM .
For hw ,out =1, 5, 10 W/(m 2  K) and fixed em ,out = 0.3,  tot ,IAM decreases from 23.39% to 23.1%
and then increases to 23.70% as shown in Fig. 2-32. That is because as hw ,out increases, the
convective heat transfer from the wall exterior to the surroundings increases and lowers the wall
temperature. As the wall temperature decreases, the radiative heat loss is reduced. The increased
convective heat transfer and the decreased radiative heat transfer from the wall exterior to the
surrounds explains the variation trend of  tot ,IAM .
For em ,out =0.1,0.3 and 0.5 and fixed hw ,out =10 W/(m 2  K) ,  tot ,IAM keeps increasing from
22.85% to 24.14%. That is because as em ,out increases, the radiative heat transfer increases and
lowers the wall exterior temperature and also reduced the convective heat loss. The increased
radiative heat transfer affects the temperature wall more than the reduced convective heat transfer
as analyzed in Section 2.6.1.2, which indicates that the magnitude of the term ‘ em,out Tw,out 4  T0 4  ’
is about 1.88 to 100 times the magnitude of ‘ hw,out Tw,out  T0  ’.
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Table 2-8 The entropy generation rates, ratios with different heat transfer coefficient hw ,out and emissivity em ,out for the outer wall.
hw , out

em , out

(W/m K)
#
1
2
3
4
5
6
7
8
9

1
1
1
5
5
5
10
10
10

g mass
5

2

( 10 W/K)
(eq. (2.34))
0.1
0.3
0.5
0.1
0.3
0.5
0.1
0.3
0.5

4.19
4.26
4.30
4.21
4.27
4.30
4.22
4.28
4.30

 mass
(eq.
(2.40)
)
5.92%
5.81%
5.71%
5.91%
5.80%
5.69%
5.89%
5.78%
5.67%

( 10 W/K)
(eq. (2.35))

 heat
(eq.
(2.41))

( 10 W/K)
(eq. (2.36))

1.64
1.59
1.56
1.62
1.58
1.56
1.60
1.56
1.55

23.14%
21.63%
20.77%
22.80%
21.39%
20.58%
22.39%
21.11%
20.36%

5.15
5.45
5.67
5.19
5.49
5.70
5.25
5.54
5.75

g heat
4

g chem
4

 chem
(eq.
(2.42))

72.61%
74.29%
75.27%
72.96%
74.54%
75.47%
73.40%
74.85%
75.72%

 tot ,IAM

( 10 W/K)
(eq. (2.37))

 vis
(eq.
(2.43))

( 10 W/K)
(eq. (2.38))

1.47
1.50
1.53
1.47
1.51
1.53
1.48
1.51
1.54

0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%

7.209
7.466
7.66
7.231
7.497
7.69
7.272
7.528
7.73

g vis
7

gtot
4

defined
by eq.
(2.45)
22.67%
23.39%
23.91%
22.75%
23.1%
23.50%
22.85%
23.70%
24.14%

Fig. 2-32. The overall exergy destruction ratio  tot ,IAM (represented by

Fig. 2-33. The overall exergy destruction ratio  tot ,IAM (represented by  tot in

 tot in y- ordinate) with different hw ,out for em ,out  0.3 .

y- ordinate) with different em ,out for hw ,out =10 W/(m 2  K) .
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In conclusion, sensitivity analysis is conducted on the uninsulated wall with convective and
radiative heat transfer in this section 2.6.1. The effect of convective heat transfer coefficient hw ,out
=1, 5 or 10 W/(m 2  K) and outer surface emissivity em ,out = 0.1, 0.3, and 0.5 on the temperature
profile, wall outer surface temperature and the entropy generation rate are analyzed. Results show
that the uninsulated wall has heat loss from the wall exterior to its surrounds and thus has a lower
temperature in the same position of the field compared to the adiabatic wall. Increasing hw ,out will
lead to higher convective heat loss and increasing em ,out will lead to higher radiative heat loss from the





wall to the surroundings. The magnitude of the radiative heat loss rate ‘ em,out Tw,out 4  T0 4 ’ is about

1.88 to 100 times the magnitude of the convective heat loss rate ‘ hw,out Tw,out  T0  ’ and therefore,
it can be predicted that the effect of varying em ,out = 0.1, 0.3, and 0.5 on the Tw ,out is more obvious
than the effect of varying hw ,out =1, 5 or 10 W/(m 2  K) .
For hw ,out =1, 5 and 10 W/(m 2  K) and fixed em ,out  0.3 ,  tot ,IAM decreases from 23.39% to
23.1% and then increases to 23.70%.
For em ,out =0.1,0.3 and 0.5 and fixed hw ,out =10 W/(m 2  K) ,  tot ,IAM keeps increasing from
22.85% to 24.14%. That is because as em ,out increases, the radiative heat transfer increases and
lowers the wall exterior temperature and also reduced the convective heat loss. The increased
radiative heat transfer affects the temperature wall more than the reduced convective heat transfer.
2.6.2 Excess air coefficient 
The excess air coefficient  is used in this section to be consistent with Chapter 2, though more
often than  the equivalence ratio  is in use. The relationship between them is



1


(2.79)
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In this Section, the effects of   0.5, 0.8,1, and 1.7 on the exergy destruction ratio are
investigated since  affects both the combustion temperature field (too high  will reduce the
combustion temperature) and concentration field (too small  will lower the conversion ratio of
the species).
2.6.2.1 Temperature field in the combustor
The temperature profile as a function of  is shown in Fig. 2-34 to Fig. 2-37. The variation
trend of the temperature both axially and radially are similar to that in Fig. 2-5 in Section 2.4.5.3
and will not be explain in detail here. The maximal temperature Tmax for   0.5, 0.8,1, 1.7 are
about 325 K, 2130 K, 2170 K and 1710 K, respectively. That is because increasing  from 0.5 to
1, more fuel will react and the temperature in the field increases due to more heat released while
raising  from 1 to 1.7 decreases the temperature since further addition of air lowers the mixture
temperature. This can be seen from the centerline temperature behavior in Fig. 2-38. For  = 0.5,
there is insufficient oxygen to trigger the chemical reaction.

Fig. 2-34. The temperature field for =0.5.

Fig. 2-35. The temperature field for =0.8.
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Fig. 2-36. The temperature field for =1.

Fig. 2-37. The temperature field for =1.7.

Fig. 2-38. The centerline temperature variation with z for different excess air coefficient 
(represented by alpha in the figure).
2.6.2.2 Entropy generation and exergy destruction
The variation of computed entropy generation rate g mass , g heat , g chem and gvis defined by eqs.
(2.34) to (2.37) and  mass ,  heat ,  chem and  vis defined by eqs. (2.40) to (2.43) as well as the overall
exergy destruction ratio  tot , IAM defined in eq. (2.45) with  are shown in Table 2-9. The overall
entropy generation rate gtot for  =1 is 7.23 104 W/K as shown in Table 2-9. gtot for  =1 in Table
2-9 should be the same as that listed in Table 2-6 since they are simulating the same combustion
model with same boundary conditions. In Table 2-6, gtot for  =1 is 7.1582 104 W/K. The
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relative difference for gtot in Table 2-6 and Table 2-9 is about 1.0% , which is quite small and
indicates the calculation here is accurate. The difference is due to the numerical solution in the
software.
For  =0.5, the combustion does not start and therefore,  =0.5 is not considered in the
following analysis. Results in Table 2-9 show that:
(1)  chem is larger than the other three ratios,  mass ,  heat , and  vis , at about 78.71% to 88.26% for

 =0.5 to 1.7;  heat and  mass follows in the decreasing order while  vis is negligible since it is too
small.
(2) The overall entropy generation rate g tot first rises from 7.21 104 W/K to 7.23 104 W/K by
0.28% when  is raised from 0.8 to 1 and then decreases to 7.03 104 W/K by 2.8% when  is
further raised from 1 to 1.7. This agrees with the analytical expression of eq. (2.76), which shows
that the variation of g tot with  follows the trend of the flame temperature T variation with  .
Considering eq. (2.79), the variation of g tot with  follows the trend of the flame temperature T
variation with  . The variation of T with  is explained in Section 2.6.2.1.
(3) The overall exergy destruction ratio  tot , IAM (defined in eq. (2.45)) first increases from
20.01% to 23.25% when  is increased from 0.8 to 1. That is because the increase in  lead to
higher g tot since more fuel is consumed. When  is increased from 1 to 1.7,  tot kept increasing
from 23.25% to 34.58% though g decreases. That is because as  increases, the inlet molar flow
rate of hydrogen decreases, leading to a decreased inlet flow exergy.
(4) The volumetric entropy generation rate fields, gv ,chem , gv,heat and g v ,mass for =1.7 are shown
in Fig. 2-39 to Fig. 2-41 to give the reader some ideas of g v ,mass , gv ,chem and gv,heat at higher  .
The fields of gv ,chem , gv,heat and g v ,mass will not be introduced in great detail and similar
description can be found in Section 2.4.6.2.
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In conclusion, the temperature field, entropy generation and exergy destruction rate as a function
of different   0.5, 0.8,1, 1.7 is analyzed. Results show that as  is increased, the maximal
temperature Tmax in the combustion field is first increased with  and then decreases. That is
because increasing  from 0.5 to 1, more fuel will react and the temperature in the field increases
due to more heat released while raising  from 1 to 1.7 decreases the temperature since further
addition of air lowers the mixture temperature.
The total entropy generation rate gtot (defined by eq. (2.38)) has the same variation trend with
Tmax with respect to  . The total exergy destruction ratio  tot ,IAM defined by eq. (2.45), is increased

48.7% as  is increased from 1 to 1.7. The variation trend of  tot ,IAM with  are validated by the
eq. (2.76) in analytical study. To reduced  tot ,IAM ,  should be selected as small as they can. But
selection of  should also consider the application of the combustion. Higher temperature may be
required in practical combustion, if  is too small, only part of the fuel is depleted, and the hightemperature may not be guaranteed. There should be a compromise between the higher temperature
and higher exergy destruction when selecting  .

Fig. 2-39. Volumetric entropy generation rate due to mass transfer gv ,chem on the cross section
along center axis of the combustion chamber.
( = 1.7, color scale of gv ,chem on the right side).
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Table 2-9 The entropy generation rates as function of the excess air coefficients  .
Excess air
coefficient

g mass
5



( 10 W/K)
(eq. (2.34))

0.5
0.8
1
1.7

0.11
3.23
3.50
3.44

 mass
(eq. (2.40))

1.68%
4.49%
4.84%
4.90%

g heat
4

( 10 W/K)
(eq. (2.35))
0.0012
1.21
1.03
0.48

 heat
(eq. (2.41))

0.19%
16.78%
14.31%
6.82%

( 10 W/K)
(eq. (2.36))

 chem
(eq.
(2.42))

0.62
5.68
5.84
6.20

97.84%
78.71%
80.83%
88.26%

g chem
4

 tot ,IAM

( 10 W/K)
(eq. (2.37))

 vis
(eq.
(2.43))

( 10 W/K)
(eq. (2.38))

1.88
1.37
1.41
1.46

0.30%
0.02%
0.02%
0.02%

0.63
7.21
7.23
7.03

g vis
7

gtot
4

defined
by eq.
(2.45)
No
reaction
20.01%
23.25%
34.58%
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Fig. 2-40. Volumetric entropy generation rate due to mass transfer gv,heat on the cross section
along center axis of the combustion chamber.
( = 1.7, color scale of gv,heat on the right side).

Fig. 2-41. Volumetric entropy generation rate due to mass transfer g v , mass on the cross section
along center axis of the combustion chamber.
( = 1.7, color scale of g v , mass on the right side).
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2.6.3 Inlet velocity u0
The effect of different inlet velocity u0  2, 4,6, and 8m/s on the entropy generation and exergy
destruction rate is investigated in this section.
2.6.3.1 The temperature field
The effect of different inlet velocity u0  2, 4,6, and 8m/s on the temperature field is
investigated before revealing its effect on the entropy generation and exergy destruction.
The temperature profiles are shown in Fig. 2-42 to Fig. 2-45, respectively. Results show that:
(1) as u0 is increased, the mass flow rate into the combustor is increased. The temperature of the
mixture will be increased slower since more species are needed to be heated. Results show that as
u0 increases, the combustion starts at a longer axial distance

z from entrance.

(2) as u0 is increased, a larger mass flow rate of species will react in the combustor and more
heat is released by the reaction. This explains why the highest temperature for u0 =2 m/s is 1750K,
which is much lower than that of 2110 K for u0 =4 m/s, 2160 K for u0 =6 m/s and 2110 K for u0 =8
m/s.

Fig. 2-42. Temperature field for u0  2 m/s .

Fig. 2-43. Temperature field for u0  4 m/s .
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Fig. 2-44. Temperature field for u0  6 m/s .

Fig. 2-45. Temperature field for u0  8m/s .

The centerline temperature of the combustor for u0  2, 4,6, and 8 m/s are shown in Fig. 2-46.
It can be seen for u0 =2 m/s, the centerline temperature begins to increase fast once the species
enters the combustor. For higher inlet velocity u0  4,6,8 m/s, the temperature begins to increase
after a distance from the entrance. That is because the mass flow rate of reactant flow into the
combustor is smaller when u0 is lower and the temperature of the reactants flow rises quickly when
heated by the exothermic chemical reaction.

Fig. 2-46. Centerline temperature for different inlet velocity u0  2, 4,6,8 m/s.

2.6.3.2 Entropy generation and exergy destruction
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The variation of computed entropy generation rate g mass , g heat , g chem and gvis defined by eqs.
(2.34) to (2.37) and  mass ,  heat ,  chem and  vis defined by eqs. (2.40) to (2.43) as well as the overall
exergy destruction ratio  tot , IAM defined in eq. (2.45) for inlet velocities u0  2, 4,6,8 m/s is shown
in Table 2-10.
(1) As seen from Table 2-10, as u0 is increased, the overall entropy generation rate gtot increases.
The overall exergy destruction ratio  tot ,IAM defined by eq. (2.45), however, first decreases from
36.59% to 22.97% when u0 is increased from 2 to 4 m/s and then increases to 23.39% when u0
increases from 4 to 8 m/s as shown in Fig. 2-48. It is reasonable because the increase of u0 affects
both gtot due to its effect on velocity, temperature and concentration field because the velocity of
the reactant flow affects the disctance the species can be heated in the combustor. u0 also affects
the inlet exergy E i (since E i is proportional to the mass flow rate, which is proportional to u0 ) in
eqs. (2.46) and lead to variation of  tot as shown in Table 2-10.
(2) The variation of the entropy generation rate ratios  mass ,  heat ,  chem and  vis with the inlet velocity u0
is shown in Fig. 2-48 for the four discrete values for u0  2, 4,6,8 m/s. It indicates that when u0 < 2.2 m/s,

 heat is the largest at about 53.5% of the total entropy generation rate. When u0 > 2.2 m/s, however,  chem
becomes larger than  heat ,  mass and  vis . That is because at small u0 , both the temperature and chemical
reaction rate is low in the combustion field. The axial and radial temperature gradient is high when
combustion starts. According to eqs. (2.27) and (2.29). The magnitude of  heat could be higher than  chem .
As u0 is increased, the temperature and reaction increases rapidly, leading to the result  chem is larger than

 heat .
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Table 2-10 The entropy generation rate and its ratios in the combustor for u0  2, 4,6,8 m/s.

g mass (

u0

(m/s)

2
4
6
8

5

10
W/K)
(eq.
(2.34)
)
2.57
2.69
3.50
4.45

 mass
(eq.
(2.40))

6.63%
5.60%
4.84%
4.62%

g heat

 heat

4

( 10
W/K)
(eq.
(2.35)
)
1.91
1.33
1.03
1.00

g chem

 chem

4

49.36%
27.78%
14.31%
10.38%

( 10
W/K)
(eq.
(2.36)
)
1.70
3.19
5.84
8.19

g vis

 vis

7

44.00%
66.61%
80.83%
84.97%

( 10
W/K)
(eq.
(2.37)
)
0.13
0.55
1.41
2.74

 tot ,IAM

gtot (
4

10
W/K)
(eq.
(2.38))

defined
by eq.
(2.45)

3.87
4.79
7.23
9.63

36.59%
22.97%
23.25%
23.39%

0.00%
0.01%
0.02%
0.03%

Fig. 2-47. The overall exergy destruction ratio  tot ,IAM for inlet velocities u0  2, 4,6,8 m/s.

Fig. 2-48. The entropy generation rate ratios for inlet velocities u0  2, 4,6,8 m/s.
(  mass and  vis overlaps since they are both much smaller than  chem and  heat as shown in Table
2-10.
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2.6.3.3 Results validation
Instead of the insulated wall model used in the Sections 2.6.3.1 and 2.6.3.2 , a model with an
uninsulated wall shown in Fig. 2-1 (b) is developed in this section to validate our analysis by
comparing with experimental temperature obtained from an uninsulated model. The insulation
assumption in the Sections 2.6.3.1 and 2.6.3.2 is replaced by the the wall exterior surface with hw,out
= 10 W/(m2·K) and ew,out = 0.5 on the z- coordinates. The thermal conductivity of the solid wall can
be of any value, obvious if it is assumed infinitely high, the temperature will be uniform in the wall.
avg

The outer surface average temperature of the wall, Tw ,out , is computed and compared to the
experimental results used in ref. [105] (originally from Ref. [180]).

Fig. 2-49. The outer surface temperature of the wall for inlet velocities u0  2,3, 4,5,6 m/s
(represented by vz,in in the figure).
avg

The average wall temperature Tw ,out for u0  2,3, 4,5, and 6 m/s are shown in Table 2-11. The
avg

table shows that Tw ,out increases with u0 when it is less than 4 m/s in both our model and the
reference model [178,180].
avg

The absolute value of Tw ,out in the two models is, however, different. It is reasonable since:
firstly, the infinite large thermal conductivity of the wall is assumed for the simulation;
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and secondly, the geometry of the two models is different. The ratio of the length to the radius
is different and this effect will be investigated further in Section 2.6.5.
Although these slight difference exit, it is the most similar and closest one to our model with
experimental results provided.
The effect of u0 on gtot can also be validated by analytical expression shown by eq. (2.65).
Table 2-11 Comparison of the current model prediction and experimental data [178,180] for the
avg

average wall temperature Tw ,out at different inlet velocities u0 .

Twavg
, out (K)
u0 =2

Present model
Experiment [149]

u0 =3

u0 =4

u0 =5

u0 =6

925.16 1033.2 1041.2 1025.1 999.23
840
880
925
-----

In conclusion, the temperature profile, entropy generation and exergy destruction for different
u0  2, 4,6,8 m/s is analyzed. The results of combustion fields in Fig. 2-42 to Fig. 2-45 show that

as u0 is increased, the maximum temperature Tmax first rises and then drops. The total entropy
generation rate gtot keeps increasing. The total exergy destruction ratio  tot first rises as u0 is
increases and then decreases. The results are validated by the eq. (2.65) in the analytical study and
experimental results from Refs. [178,180]. u0  4 m/s should be selected to reduce  tot in the
investigated example since the results show it leads to smallest  tot ,IAM defined by eq. (2.45) at
22.97% among  tot ,IAM for u0  2, 4,6,8 . In practical combustion, u0 should be optimized based on
the model and boundary conditions to get the least  tot .

2.6.4 The inlet temperature Tin
2.6.4.1 Temperature filed
The temperature fields with different inlet temperatures Tin  300,500,800, and 1,000 K is
simulated and are shown in Fig. 2-50 to Fig. 2-53. The centerline temperature is shown in Fig. 2-54.
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From Fig. 2-50 to Fig. 2-54, it is seen that the combustion starts, represented by a quick
temperature increase in the centerline, immediately after the reactants enters the combustor for Tin
= 500, 800 and 1,000 K while it takes longer axial distance from the entrance for Tin  300 K. The
minimum axial position where Tmax is first reached becomes lower as Tin is increased, z  0.0014
m for Tin  300 K, z  0.0007 m for Tin  500 K, z  0.0006 m for Tin  800 K, z  0.0005 m for
Tin  1,000 K . That is reasonable since the chemical reaction rate is a function of temperature as

shown by eqs. (2.17) and (2.18). As Tin is increased, the chemical reaction rate rises and the heat
of reaction becomes a as shown by eq. (2.14).

Fig. 2-50. The temperature profile for Tin  300 K.

Fig. 2-51. The temperature profile for Tin =500 K.

Fig. 2-52. The temperature profile for Tin =800 K.

Fig. 2-53. The temperature profile for Tin =1,000 K.
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Fig. 2-54. The centerline temperature for Tin  300,500,800, and 1,000 K.
Table 2-12 The entropy generation rate and its ratios in the combustor for Tin =300, 500, 800 and
1000 K.

g mass

 mass

5

Tin
(K)

(eq.
( 10
W/K) (2.40))
(eq.
(2.34)
)

g heat

 heat

4

g chem

 chem

4

( 10
W/K)
(eq.
(2.35)
)

gvis

 vis

7

( 10
W/K)
(eq.
(2.36)
)

( 10
W/K)
(eq.
(2.37)
)

 tot ,IAM

gtot (
104
W/K)
(eq.
(2.38))

defined
by eq.
(2.45)

300

3.50

4.84%

1.04

14.35%

5.84

80.79%

1.42

0.02%

7.23

23.25%

500

2.39

5.68%

0.876

20.81%

3.09

73.49%

1.15

0.03%

4.21

22.57%

800

2.70

8.94%

0.603

20.00%

2.14

71.02%

1.08

0.04%

3.01

18.61%

1000

2.86

11.93%

0.428

17.84%

1.68

70.18%

1.07

0.04%

2.40

18.22%

2.6.4.2 Entropy generation and exergy destruction
The variation of computed entropy generation rate g mass , g heat , g chem and gvis defined by eqs. (2.34) to
(2.37) and  mass ,  heat ,  chem and  vis defined by eqs. (2.40) to (2.43) as well as the overall exergy
destruction ratio  tot , IAM defined in eq. (2.45) for Tin  300,500,800, and 1,000 K are shown in Table

2-12. gtot decreases with the increasing inlet temperature Tin . That is because increased Tin will lead to
increased temperature in the combustion field as shown in Fig. 2-50 to Fig. 2-53. The g heat evaluated

by eq. (2.27) and g chem evaluated by eq. (2.29) both decrease as the combustion temperature goes up.
This agrees with the analytical expression eq. (2.76).
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In conclusion, the temperature fields, entropy generation and exergy destruction for
Tin  300,500,800, and 1,000 K are simulated and discussed. The results show that as Tin is

increased, the maximum temperature Tmax rises and it takes short axial distance z from the
entrance for the combustion starts. z  0.0014 m for Tin  300 K, z  0.0007 m for Tin  500 K,

z  0.0006 m for Tin  800 K, z  0.0005 m for Tin  1,000 K The overall exergy destruction ratio
 tot decreases since the two largest contributors, g heat (eq. (2.35)) and g chem (eq. (2.36)) decreases.

The results are validated by the analytical expression in eq. (2.76) . To reduce  tot in practical
combustion, Tin should be increased. This can be achieved by heat recirculation from the exit of
the combustor to the inlet and will be discussed in Chapter 3.
Exergy destruction of the paths with heat recirculation, H-4 and H-6, is analyzed in Section 3.7.5
of Chapter 3 by the HFIM.

2.6.5 Geometric parameters
The effect of the geometry on the entropy generation is investigated by introducing the
length/radius ratio  , defined by eq. (2.80).



L
R

(2.80)

where
L: combustor length,
R: combustor radius.
In addition to investigating the effect of  on entropy generation, scale analysis is also applied
to the governing equations of the steady state combustion to show the similarity and difference of
field profile in micro-scale and macro-scale combustors. As shown below, it has proved that the
method and procedures used for the simulated micro-scale combustor are also applicable to macroscale combustors.
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2.6.5.1 The effect of  on entropy generation and exergy destruction
Combustor geometry of length L = 3.1 mm and  = 15.5, 3.1, 1.55, and 0.031, correspond to
R = 0.0002, 0.001, 0.002, and 0.1 m, are investigated and the centerline temperature is shown in
Fig. 2-55.

Fig. 2-55. The centerline temperature for Ψ = L/R =15.5, 3.1, 1.55 and 0.031.
Fig. 2-55 shows that the centerline temperature does not change much when changing  from
0.031 to 15.5. The temperature fields in half of the combustor are shown in Fig. 2-56 to Fig. 2-59.
To distinguish the different geometry, we use equal scales in r and z direction.

Fig. 2-56. The temperature field in half of the combustor with L=3.1 mm and Ψ = L/R =15.5.
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Fig. 2-57. The temperature field in half of the combustor with L=3.1 mm and Ψ = L/R = 3.1.

Fig. 2-58. The temperature field in half of the combustor with L=3.1 mm and Ψ = L/R =1.55.

(a)
(b)
Fig. 2-59. The temperature field in half of the combustor with L=3.1 mm and Ψ = L/R = 0.031.
(Figure (b) is the magnified figure of the left part of figure (a)).
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Fig. 2-56 to Fig. 2-59 show that increasing R decreases  and the outlet temperature remain
almost the same, at 2,170 K. It is reasonable since increasing R increases both the mass flow rate
of the reactant flow and the heat released in the combustor. As R increases, the temperature profile
becomes flatter near the centerline. The temperature varies both axially and radially in the field.
The temperature increases in the flow direction. This is obviously shown in the centerline
temperature and the wall temperature in Fig. 2-56 to Fig. 2-59. The reason has been explained in
the Section 2.4.5.3 and it is due to the exothermic chemical reaction flow in the axial direction.
The radial variation of the temperature for different radius R is different. For large combustor
with R=0.1 m, the temperature remains almost the same for the same axial distance z and they
almost do not change radially. That is because the heat released in the chemical reaction shown by
eq.(2.14) is proportional to the chemical reaction rate shown by eq. (2.17). The chemical reaction
rate field in half of the combustor is shown in Fig. 2-60 for R=0.1 m. The results in Fig. 2-60 show
that the chemical reaction rate remains almost the same for the same axial distance z and they
almost do not change radially. This explains the variation of the temperature for R=0.1 m.
For smaller R = 0.001, 0.002 m, the temperature of the insulated wall is higher than that of the
centerline of the same axial coordinate when z is lower than a specific value, which is about 1.5
mm for R = 0.001, 0.002 m. That is because the lower velocity near the wall lead to a high
concentration of reactants near the inlet. The reaction rate is high since it is a function of
concentration shown by eq. (2.17) and is validated by results of chemical reaction rate shown in
Fig. 2-61 and Fig. 2-62. When z is lower than about 1.5 mm, the chemical reaction rate near the
wall expressed by eq.(2.14) is larger than that at the centerline. The heat released by the exothermic
chemical reaction, which is proportional to the chemical reaction rate, has similar field distribution
as the chemical reaction rate and therefore leads to the temperature field shown in Fig. 2-57 and
Fig. 2-58.
As the axial distance from the entrance z becomes higher than 1.5 mm for R = 0.001, 0.002 m,
the centerline temperature becomes higher than the wall temperature, contrary to that for z  1.5
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mm. That is because as z is increased, the reactants concentration becomes quite low since most
of them are consumed at about z =1.5 mm. The low concentration species is transferred with the
reaction flow. An example velocity field for R = 0.0002 m is shown in Fig. 2-16 and with mass
fraction field shown in Fig. 2-8 and Fig. 2-10, the chemical reaction rate in eq.(2.14) and the heat
release rate in eq. (2.17) at the centerline will be higher than that at the wall of the same axial
coordinate z . This explains when entrance z becomes higher than 1.5 mm for R = 0.001, 0.002
m, the centerline temperature is higher than the wall temperature of the same z .

Fig. 2-60. The reaction rate field wi in half of the combustor with 6  r  18 mm , L=3.1 mm and
Ψ = L/R = 0.031.
( wi by eq. (2.17), color scale of wi shown on the right side).

Fig. 2-61. The reaction rate field wi in half of the combustor with L=3.1 mm and Ψ = L/R =1.55
( wi by eq. (2.17), color scale of wi shown on the right side).
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Fig. 2-62. The reaction rate field wi in half of the combustor with L=3.1 mm and Ψ = L/R =3.1.
( wi by eq. (2.17), color scale of wi shown on the right side).
The same observation for the temperature field for different radius R is found for the velocity
and species mass and mole fraction and will not be shown one by one. The reason for the
observation is explained by the scale analysis on the governing equations in the following section
2.6.5.2.
2.6.5.2 Scale analysis
Since typical combustor is much larger in radius than the microcombustion with radius at the
scale of 1 mm, for instance, when the radius is increased from 0.0002 m to 0.1m, the combustor
type changes from the microcombustor to the microcombustor. It is necessary to investigate the
similarity and difference in exergy destruction characteristics of microcombustion and
microcombustor. The effect of the geometric parameters on the profiles of velocity, temperature,
mass fraction is examined by applying scale analysis to the governing equations of combustion
[181-182].
For a stable flame with flame thickness  , burning velocity, i.e., the flame speed, S L with
reactants (fuel/air) flowing into the combustor at the velocity U , temperature T0 , gas specific heat
capacity c p 0 . The scales selected for the analysis are [181-182]:
(1) Length scale:
radial: the combustor inner radius R ，
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Axial: the flame thickness  . In analytical study in the Section 2.5,  is defined in eq.
(2.49).
(2) Velocity scale for axial velocity u : the burning velocity S L , S L   ,  is the thermal


diffusivity;
(3) Density scale for mixture density  : the unburned gas density  0 ;
(4) Pressure scale: the inlet pressure p0 ;
(5) Temperature scale: the temperature difference T  T  T0 ;
(6) The mass fraction scale: the average mass faction of species ‘i’, Yi ,0 ;
(7) The mass diffusivity scale: the average mass diffusivity D ;
Given these scales, in the scale domain R  , we have r ~ R , z ~  , u ~ S L ,  ~  0 , p ~ p0
First, for velocity profile:
The continuity eq. (2.9)

1 

(r  vr )  (  u )  0 can be written as
r r
z
vr u
 0
R 

(2.81)

The radial momentum in eq.(2.10) can be written as

0 vr 2

0 S L vr
p S
v 2 v
  0  L + r2 + 2 r

R R

R

(2.82)

 2 p0  2
S 
 0 vr 0 S L


 2 1 L
R 

 Rvr R
vr R

(2.83)

R
divide



v
to obtain
2

To investigate the difference between macro and micro-scale, the non-dimensional radius is
defined as

R

R


(2.84)
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If the combustor is of macro-scale, i.e. R

1 , the term

2
R2

in eq. (2.83), corresponding to

1  2

  vr  in eq.(2.10) can thus be neglected. Therefore, velocity vr can be considered as
r r  3


constant in radial direction[181,182]. According to the no-slip boundary conditions, vr =0 at the
wall, therefore in the combustion field, vr is close to 0.
Therefore, the macro-scale combustor with R

1 ,can be regarded as one-dimensional while

the micro-scale combustor with R ~ 1 should be treated as 2-dimensional when

1  2

  vr 
r r  3


cannot be neglected [181,182].
In the same way, axial momentum equation in (2.11), it can be written as [181-182]

0 S L vr

0 S L 2 p0  S L  vr  vr

 2 + 2 +



R
R

(2.85)

 0 S L  0 vr   p0  vr
2


+
1 2

 R u R SL
R

(2.86)



R
Divided by

 SL
, it is given that
2

For macro-combustor, when R

(2.11) is negligible. Since

1 ,the term

2
R

2

, corresponding to the term

1   u 
 r   in
r r 
r 

u
=0 at the centerline and u  0 at the wall for no-slip wall boundary
r

condition. The axial velocity u in the near wall region develops from zero to u and becomes
uniform in the central region [181-182].
For micro-combustor, since

1   u 
 r   in eq. (2.11) cannot be neglected and there is no flat
r r 
r 

part on the velocity profile [181-182].
Second, temperature profile [181-182]，
Applying scale analysis to eq. (2.13) and obtain that
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qv
vr T S L T T T

 2  2 
R


R
0 c p 0

Divided by

(2.87)

T 
k
and it is obtained that
2 with thermal diffusivity  

0 c p 0
vr S L qv 2
 


1  
SL R 
k T
R

2

(2.88)

 
1 , the term   in eq. (2.88), which is corresponding to the
R
2

For macro-combustor with R

term ‘

1  


 r  D  c p dT  ’ in eq. (2.13), can be neglected. The temperature profile is flat near
r r 
r


the centerline as shown in Fig. 2-58 and Fig. 2-59. It means the volumetric heat loss is small for
macro-combustor [181-182].

 
For micro-combustors, the term   in eq. (2.88), which corresponds to the term
R
2

‘

1  


 r  D  c p dT  ’ in eq. (2.13) cannot be neglected, there will not be a flat part of the
r r 
r


temperature profile near the centerline. It means the volumetric heat loss should be considered in
analysis[181-182].
Third, the species mass fraction profile[181-182];
Applying scale analysis to eq. (2.12) and obtain non-dimensional equation as

vrYi ,0
R
Dividing by

DYi ,0

2



S LYi ,0





DYi ,0
R

2



DYi ,0

2

 m 'i

(2.89)

and obtain

m'  2   
vr S L

1 i
 
SL R
D
DYi ,0  R 

2

(2.90)
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1 , the term   in eq. (2.90), which is corresponding to the term
R
2

For macro-combustor R

Yi
Y 
1  
 0 , there will be flat part for the mass
r  D i  in eq. (2.12), can be neglected. Since

r
r r 
r 
fraction profile[181-182].

 
 cannot be neglected and therefore there is not any flat part
R
2

For micro-combustor, the term 

for the mass fraction profile [181-182].
These flat part for the velocity, temperature, and the species mass fraction profile can also be
validated by eq. (2.77).
2.6.5.3 The entropy generation rate
The entropy generation rate for R = 0.0002, 0.001, 0.002, and 0.1m for the combustor is shown
in Table 2-13. Results show that  tot decreases as the Radius R increases. As R increases to 50
times from the micro-scale R =0.0002 to R =0.1 m,  tot decreases only 4%. This indicates that the
analysis method for exergy destruction and conclusions obtained from the micro-scale combustor
model can also guide the macro-scale combustion.
The ratio of each generation rate is shown in Fig. 2-63. It can be seen that for different radius R,
the entropy generation rate due to chemical reaction is the largest, at about 80-90% of total entropy
generation rate, followed by that due to heat transfer, at about 15-20% with negligible ratio of
mixing and viscous process.
In conclusion, the temperature profile, entropy generation and exergy destruction for different
dimension of the combustor with  =15.5, 3.1,1.55,0.031, which are corresponding to R = 0.0002,
0.001, 0.002, 0.1m and L =3.1 mm is analyzed. The combustor changes from micro-scale to
macro-scale as R increases from 0.0002 to 0.1m. The maximum temperature is almost the same at
2170 K. But there is flat part on the profile near the centerline for the macro-scale combustor with
large R =0.002 and 0.1 m. The reason for the flat part is explained in Section 2.6.5.2 by the scale
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analysis on governing equations.  tot for different scale of R does not change much, which
indicates the micro-scale combustor model can be used for macro-scale combustor analysis.

Table 2-13 The entropy generation rate and its fractions with different radius R = 0.0002, 0.001, 0.002 and
0.1m.

g mass
5

( 10
W/K)

 mass
(eq.
(2.40)
)

Radius
(m)

g heat

 heat

(
W/K)
(eq.
(2.35)
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g chem

 chem

g vis

 vis

7

(W/K)
(eq.
(2.36)
)

4

( 10
W/K)
(eq.
(2.37)
)

10
W/K)
(eq.
(2.38)
)

2.00
104

3.50

4.84%

1.04
104

14.34%

5.84
104

80.77%

1.42

0.0195%

0.001

37.4

2.14%

0.0034

19.16%

0.0137

78.55%

2.84

0.0016%

0.002

97.6

1.40%

0.0110

15.85%

0.0576

82.79%

4.5

0.0006%

0.1

102622

0.59%

20.096

11.56%

152.7303

87.85%

194

gtot (

0.00001%

7.23
104
0.0175
0.0696
174

 tot ,IAM

defined
by eq.
(2.45)

23.25%
22.53%
22.41%
22.32%

Fig. 2-63. The entropy generation ratio for R=0.0002, 0.001, 0.002, and 0.1m.
2.7 Conclusion of Chapter 2
In this section, the IAM is applied for the combustion irreversibility analysis to evaluate the
overall exergy destruction and the contributors to it.
(1) An explicit derivation of local entropy generation rate in is provided to help understand the
evaluation the volumetric entropy generation rate. Results show that the friction can be considered
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but is proved to be negligible small in Section 2.4.6 and 2.6. Since the Soret and Dufour effect is
neglected in analysis here, there is no combined heat and transfer term in the entropy generation
rate.
(2) The entropy generation analysis of a steady state laminar premixed hydrogen-air combustion
using the IAM is shown elaborately in Section 2.4. This is an example of the application of IAM
for entropy generation rate analysis.
The results show that the entropy generation rate due to chemical reaction is the largest, at about
80.56% of the overall entropy generation. The heat transfer exergy destruction is the second largest,
at about 14.52% of the overall entropy generation, followed by the mass transfer at about 4.80%.
The entropy generation rate due to viscous dissipation is too small to be considered in this case, at
only 0.12% of the overall entropy generation rate. These ratios are validated by the entropy
generation ratio in ref. [100]. The overall exergy destruction ratio  tot for   1 and Tin  300 K is
in the range 19.6-22.3%. It agrees with the range of  tot obtained in Chapter 2 well.
Although  tot calculated with the IAM model agrees well with that evaluated by the HFIM, the
results indicate that the chemical reaction exergy destruction is dominant for the laminar, premixed
hydrogen/air combustion followed by the heat transfer exergy destruction. This is different from
the dominant exergy destruction evaluated by the HFIM in the DL work [130,143]. The results in
the DL work indicated that the chemical reaction exergy destruction is the second largest and is
smaller than that of the heat transfer exergy destruction. This can be explained by the assumption
applied in the HFIM that the chemical reaction is assumed as gradual oxidation with incremental
amount fuel consumption in each element and the real reaction rate is, therefore, lowered in the
HFIM analysis compared to that in reality.
(3) An approximate analytical study for volumetric entropy generation for a simplified 1-D
combustion model is conducted in Section 2.5 [173,174] to help understand the entropy generation
analytically and also help the selection of variables for sensitivity analysis. The variables are: i)
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fuel type, ii) fuel-air equivalent ratio  , iii) inlet temperature of reactant flow T0 and iv) Nondimensional combustor tube radius Z . It provides instruction for variable selection and result
validation for the parametric study in Section 2.6. The effect of  , T0 and Z was studied in Section
2.6.
(4) Parametric studies are conducted on the wall condition, excess air coefficient α , inlet
velocity u0 , the inlet temperature T0 , as well as combustor geometry radius in Section 2.6 to find
trend to reduce overall exergy destruction.
1) The effect of convective heat transfer coefficient hw ,out and outer wall emissivity em ,out
on the temperature profile, outer wall, entropy generation rate is analyzed.
The effect of convective heat transfer coefficient hw ,out =1, 5 or 10 W/(m 2  K) and outer
surface emissivity em ,out = 0.1, 0.3, and 0.5 on the temperature profile, wall outer surface
temperature and the entropy generation rate are analyzed. Results show that the uninsulated
wall has heat loss from the wall exterior to its surrounds and thus has a lower temperature in
the same position of the field compared to the adiabatic wall. Increasing hw ,out will lead to
higher convective heat loss and increasing em ,out will lead to higher radiative heat loss from the





wall to the surroundings. The magnitude of the radiative heat loss rate ‘ em,out Tw,out 4  T0 4 ’ is

about 1.88 to 100 times the magnitude of the convective heat loss rate ‘ hw,out Tw,out  T0  ’ and
therefore, it can be predicted that the effect of varying em ,out = 0.1, 0.3, and 0.5 on the Tw ,out
is more obvious than the effect of varying hw ,out =1, 5 or 10 W/(m 2  K) .
For hw ,out =1, 5 or 10 W/(m 2  K) and fixed em ,out  0.3 ,  tot ,IAM decreases from 23.39%
to 23.1% and then increases to 23.70%.
For em ,out =0.1,0.3 and 0.5 and fixed hw ,out = 10 W/(m 2  K) ,  tot ,IAM keeps increasing
from 22.85% to 24.14%. That is because as em ,out increases, the radiative heat transfer
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increases and lowers the wall exterior temperature and also reduced the convective heat loss.
The increased radiative heat transfer affects the temperature wall more than the reduced
convective heat transfer.
To reduce the overall exergy destruction ratio  tot , hw ,out and em ,out should be made
smaller.
2) The effect of different   0.5, 0.8,1, 1.7 on the temperature profile, entropy generation
and exergy destruction for is analyzed.
Results show that as  is increased, the maximal temperature Tmax in the combustion field
is first increased with  and then decreases. That is because increasing  from 0.5 to 1, more
fuel will react and the temperature in the field increases due to more heat released while raising

 from 1 to 1.7 decreases the temperature since further addition of air lowers the mixture
temperature.
The total entropy generation rate gtot (defined by eq. (2.38)) has the same variation trend
with respect to  as does Tmax . The total exergy destruction ratio  tot ,IAM defined by eq.
(2.45), is increased 48.7% as  is increased from 1 to 1.7. The variation trend of  tot ,IAM with

 are validated by eq. (2.76) in analytical study. To reduced  tot ,IAM ,  should be selected as
small as they can. But selection of  should also consider the application of the combustion.
Higher temperature may be required in practical combustion, if  is too small, only part of
the fuel is depleted, and the high-temperature may not be guaranteed. There should be a
compromise between the higher temperature and higher exergy destruction when selecting 
.
3) The effect of u0 , here for 2, 4,6, and 8 m/s, on the temperature profile, entropy
generation and exergy destruction for different is analyzed.
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The computed combustion fields ( Fig. 2-42 to Fig. 2-45) show that as u0 is increased, the
maximal temperature Tmax first rises and then drops. The total entropy generation rate gtot
keeps increasing. The total exergy destruction ratio  tot first rises as u0 is increases and then
decreases. It is reasonable because the increase of u0 affects both gtot (due to its effect on
velocity, temperature and concentration field) and the inlet exergy E i (since E i is
proportional to u0 ) in eqs. (2.46) and lead to variation of  tot as shown in Table 2-10. The
results are validated by the eq. (2.65) in the analytical study and experimental results from
refs. [178,180]. u0  4 m/s should be selected to reduce  tot in the investigated example since
the results show it leads to smallest  tot ,IAM defined by eq. (2.45) at 22.97% among  tot ,IAM for
u0  2, 4,6,8 . In practical combustion, an optimal u0 should be selected to ensure the least  tot

by controlling the mass flow rate of the species.
4) The effect of t Tin  300,500,800,1000 K on the temperature field, entropy generation,
exergy destruction rate and their fractions are analyzed.
The results show that as Tin is increased, the maximal temperature Tmax rises. The
minimum axial position where Tmax is first reached becomes lower as Tin is increased, z 
0.0014 m for Tin  300 K, z  0.0007 m for Tin  500 K, z  0.0006 m for Tin  800 K, z 
0.0005 m for Tin  1,000 K . The overall exergy destruction ratio  tot decreases since the two
largest contributors, g heat (eq. (2.35)) and g chem (eq. (2.36)) decreases. The results are
validated by the analytical expression in eq. (2.76) . To reduce  tot in practical combustion,
Tin should be increased. This can be achieved by heat recirculation from the exit of the

combustor to the inlet and will be discussed in Chapter 3.
5) The effect of different dimensions of R = 0.0002, 0.001, 0.002, 0.1m and L =3.1 mm on the
temperature profile, entropy generation and exergy destruction is analyzed. Scale analysis is
conducted to explain flat part on the profile near the centerline for the macro-scale combustor with
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large R =0.002 and 0.1 m. The maximum temperature is almost the same at 2170 K. But there is
flat part on the profile near the centerline for the macro-scale combustor with large R = 0.002 and
0.1 m. The reason for the flat part in the combustion field (temperature, velocity) is explained in
Section 2.6.5.2 by the scale analysis of the governing equations. The results show that  tot for
different dimensions of R does not change much, which indicates the micro-scale combustor
model can be used for macro-scale combustor analysis.
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Appendix I of Chapter 2 Detailed derivation of the local entropy generation rate
To pursuit a clear understanding of the entropy generation contributors, a more explicit
derivation of the overall exergy destruction and its contributors, mass transfer, heat transfer,
chemical reaction as well as viscous dissipation, is present here. It is used in Section 2.3 in the
Chapter 2.
A.1 Differential form of conservation equations
The derivation shown below based on references [65,67,85].
Combustion in the control volume shown in Fig. 2-64, of volume V (t) and surface area S (t) is
used as an example for showing the derivation of the entropy generation equation. Differential
elements of volume and surface area are denoted as dV and dS, respectively. The unit vector n is
normal to the surface and directed outward and its direction varies with position according to the
local orientation of the surface. The fluid velocity of the combustion gas and the velocity of the
control surface are v (r , t ) and vs (r , t ) , and r is the position vector, which extends from a reference
point to some other point in space, so at a given point on the control surface, the velocity relative
to the surface is v  vs , the outward normal component of the relative velocity is n  (v  vs ) .

Fig. 2-64 Time-dependent control volume [85].
(Surface area S(t) , volume V(t), n the normal vector of the surface, v s is the surface motion
velocity, v is the flow velocity of the quantity).
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The extensive quantity E represents any local quantity, which may be a scalar, an element of a
vector, or element of a tensor and it can be described as eq.(2.92) ;
The concentration of E (i.e., its amount per unit volume) is denoted by

b  e

(2.91)

E   bdV    edV
V

(2.92)

V

The amount of the extensive quantity E passing through a unit area per unit time, relative to a
fixed reference point or origin, i.e., the total flux F of the extensive quantity E is the sum of the
convective  ev and diffusive (molecular based) f d part of the flux, respectively, as shown by eq.
(2.93), v is the mass average velocity.

F  bv  f d   ev  f d

(2.93)

If the extensive quantity is energy, the diffusion flux f d of the energy is the conduction flux

J e , i.e.,
f d =J e

(2.94)

For a moving control volume that is translating, rotating and deforming, its surface area S and
volume V depends on time and v s  0 , the conservation equation can also be expressed by [85]:

dE d

bdV    n  FdS   g v dV    n  vs  bdS
dt dt V t 
S (t)
V(t)
S (t)

(2.95)

The first term on the right hand side   n  F  dS is the rate at which the extensive quantity E
enters the control volume across a differential element of surface; gv (r,t) is the rate of generation
of quantity E inside the elementary volume of substance at a given point, which can be due to the
rate of formation in chemical reaction or input through external source, so the rate at which the
quantity is formed within a volume element is gv dV ; the term  n  vs  dS represents the rate of
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volume gain caused by the motion of an element of the control surface and due to the effect of the
surface motion and  n  vs  bdS gives the corresponding rate of entry of a given quantity into the
control volume.
Applying Leibnitz’s rule to quantity E [147], eq. (2.96) can be obtained
d
b
bdV  
dV   ( n  vs )bdS

dt V (t)
t
V (t)
S (t)

(2.96)

With eq. (2.96), eq. (2.95) can be further simplified into

b
dV    n  FdS   g v dV

t
V t 
S (t)
V(t)



(2.97)

Combined with the divergence theorem [78], eq. (2.97) becomes

b
dV      FdV   g v dV
t
V t 
V (t)
V (t)

(2.98)

b
 (  e)
   F  gv 
   F  gv  0
t
t

(2.99)



yields

which is the differential form of the conservation equation.
Combining with eq. (2.93), which indicating total flux F is the sum of the convective bv and
diffusive (molecular based) f d part of the flux, eq. (2.99) changes to

b
   bv    f d  g v
t

(2.100)

or
  e
t

     ev     J e  g v

(2.101)

Using the substantial derivative



De    e 

     ve 
Dt
t

(2.102)
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eq. (2.101) changes to



De
   J e  g v
Dt

(2.103)

If e=1, J e =0, gv =0, eq. (2.101) can be written as


     v        v   v  
t

(2.104)

which can also be written as

D  

 v         v 
Dt t
Introducing specific volume vsp 

1



(2.105)

, eq. (2.105) changes to

Dvsp
Dt

 vsp    v 

(2.106)

A.2 The mass conservation equation
The mass conservation for species ‘ i ’ can be obtained by setting
E  mi , b 

b E
E
 i , e    wi in the eq. (2.101), wi is the mass fraction of species i .
 m
V

Eq. (2.101) changes to

i
    i v     J e  g v ,i
t

(2.107)

J e  J i  i  vi  v 

(2.108)

The diffusion flow

It shows the transport of a component relative to a coordinate system moving. vi  v is the
diffusion velocity of species i. The sum of the diffusion flows of all components are zero.
n

n

n

i 1

i 1

i 1

 J i   J i ,M   J i ,V  0

(2.109)
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where J i is the diffusion flow relative to mass average velocity v ,

J i , M is the molar diffusion flow based on the molar average velocity vM ,
J i ,V is the volume diffusion flow based on the volume average velocity vV ,
At the same time, the amount of component gv,i produced or consumed inside a unit volume per
unit time due to chemical reaction can be expressed as
l

g v ,i  M i  vij J r , j
j 1

(2.110)

where M i is the molecular mass of component ‘i’; vij is the specific stoichiometric coefficient
of species ‘i’ in the j th chemical reaction; J r , j is the molar chemical reaction rate per unit volume
for reaction ‘j’ and the unit is mol/(m3·s) .
Therefore, eq. (2.107) changes to
l
i
    i v     J i  M i  vij J r , j
t
j 1

(2.111)

l
D i
  i   v    J i  M i  vij J r , j
Dt
j 1

(2.112)

or

or according to eq. (2.103)
l
Dwi
   J i  M i  vij J r , j
Dt
j 1

(2.113)

A.3 The momentum conservation equation
The momentum balance equation is obtained by applying the Newton’s second law to a particle.
And it indicates that the change in the momentum of a body is equal to the resultant of all force,
mass force and surface force acting on that body.
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E  mv , b 

b E
E
 v , e    v
 m
V

(2.114)

Surface force which includes both the thermodynamic pressure and the viscous stress can be
simply represented by defining the molecular stresses  as follows [147].
  P e  P diss   P  

(2.115)

where  is the pressure tensor due to short-range internal force; P is the elastic part of the
e

pressure tensor and includes a term  P , which is simply the hydrostatic pressure and will always
be perpendicular to the exposed surface;  ij is the Kronecker delta; Pdiss , i.e.,  , is the dissipative
contribution arising from viscosity. For fluids in equilibrium, only the elastic term is present, i.e.
  P e   P . And  ij indicates the force in the j direction on a unit area perpendicular to the
i direction in this dissertation.

The body force, which can also be regarded as external force, is exerted per unit mass of mixture.
Force exerted on per unit mass of component i ,
F

1



n

n

i 1

i 1

 i Fi   wi Fi

(2.116)

The momentum balance can be obtained from two different methods, the first one applies the
equation of motion in continuum mechanics with the source term given.
Using material derivative, the balance equation of momentum on a unit mass in the system is

Dv
  F   
Dt

(2.117)

Dv
  F  P    
Dt

(2.118)


i.e.，


since
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D  (  )

   (  v )
Dt
t

(2.119)

eq. (2.117) can be expressed as
  v 
t



     vv    F       F     P  



(2.120)

For example, in the Cartesian coordinate coordinates, eq. (2.121) is the conservation equation
for momentum.

   vx 
t

 vx

vy
vx
v
P   xx  yx  zx 
 vy
 vz z   g x 




t
t
t
x  x
y
z 

(2.121)

A.4 The energy conservation equation
(1) The kinetic energy conservation
The balance equation for the kinetic equations can be obtained by scalar multiplication of the
momentum balance as shown by eq. (2.117) using the mass average velocity,

 

D
    F      
Dt

 

(2.122)

The source of kinetic energy involves the power, i.e. work done per unit time, by the body
(external) force in the term  F  v and the work of the pressure force which will always be
perpendicular to the exposed surface represented by term v  (   ) ; eq. (2.122) can be further
written into eq. (2.123)
2
1 2
1
D      
2
  2
     1   2     F    : ( )    (  )
 


Dt
t
2


(2.123)

where
 : ( ) 

3



   
 
, 1



(2.124)

Combine with eq. (2.115),    P   , eq. (2.123) can be expressed as
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2
1
   
2
     1   2      ( Pv)    (   )  P(  )   : ( )    F (2.125)


t
2


i.e.,
1

D   v2 
2

    ( Pv)    (   )  P (  )   : ( )    F

Dt

(2.126)

2
1

In eq. (2.125),        is the convection transport of kinetic energy,   ( Pv ) is the
2



work of the pressure,   (  ) is the work of the viscous force, and   F is the work of mass
force, P (  ) is the kinetic energy transformed reversibly into internal energy and  : ( ) is
the dissipated kinetic energy, transformed irreversibly.
(2) The potential energy conservation
To arrive at the potential energy balance, the external energy force is assumed to be due to some
potential e p ,i , i.e.

Fi  e p,i

(2.127)

for conservative mass force

e p ,i

0

(2.128)

Fi
0
t

(2.129)

t
and therefore

with body (external) force
n

 e p    i e p ,i

(2.130)

i 1

Using eqs. (2.101)

  e
t

     ev     J e  g v
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(2.108) J e  J i  i  vi  v  and
l
D i





v



J

M
(2.112)
i
i
i  vij J r , j , eq. (2.130) can be written as
Dt
j 1

   ep 
t

n
n
n
l


     e p v   e pi ji    F  v   Fi  ji   e pi M i  vij J r , j
i 1
i 1
i 1
j 1



(2.131)

 e p v , a convection current of potential energy;
n

 e
i 1

j , the transport of potential energy due to diffusion;

pi i

  F  v , a sink due to conversion of potential energy to kinetic energy;
n

 Fi  ji , the conversion of potential energy to internal energy due to diffusion;
i 1

n

e
i 1

l

pi

M i  vij J r , j , a source term due to change in potential energy as a result of chemical
j 1

reactions. It is equal to zero if the potential energy is conserved for the chemical reaction j .
Equation (2.131) is therefore simplifies to

(  ep )
t

n
n


     e p v + e pi ji    F  v   ji  Fi
i 1
i 1



(2.132)

(3) The total energy conservation
The total specific energy of a substance is defined as

1
etot  u  v 2  e p
2
comprising the specific internal energy u , the specific kinetic energy

(2.133)

1 2
v and specific
2

potential energy e p .
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Substituting e in eq. (2.101)

  e
t

     ev     J e  g v with

etot in eq. (2.133), it is

obtained that

(  etot )
   (  etot v  J e,tot )  g v
t

(2.134)

 etot v , the covective term;

J e,tot , the conduction flow of total energy and it is
n

J e ,tot  J u   e pi ji  v  

(2.135)

i 1

J u , the conduction flow of the internal energy;
n

e
i 1

j , the potential energy flow due to diffusion of components;

pi i

v   , the work of surface force per unit surface area as shown by eq. (2.135)
its divergence is
n


  J e ,tot     J u   e pi ji  v   
i 1



(2.136)

'
If J q is the conduction energy flow of pure heat conduction without a flow of internal energy

'
due to diffusion of the substance, the relationship between J q and J u is
n

J u  J q'   ui ji

(2.137)

i 1

ui is the specific internal energy per unit mass;
g v  0 since energy is conserved, therefore the total energy balance eq. (2.134) can be written

as

(  etot )
   (  etot v  J e,tot )  0
t

(2.138)
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The time variation of potential energy of a unit volume of the fluid is given by eq. (2.132) if
potential energy is conserved in chemical reaction.
The time variation of kinetic energy per unit volume is given in eqs. (2.125) or (2.126),
Adding eqs. (2.126) and (2.132) to get eq. (2.139)

1 

  e p  v 2 
n
n
(2.139)
 
1 

2 

      e p  v 2  v + e pi ji       : ( )   ji  Fi
t
2  i 1
i 1
 

(4) The internal energy conservation
Subtraction of eq. (2.139) from the total energy conservation eq.(2.138) yields the rate of change
of the internal energy for an observer at rest.
n
( u)
   (  uv )    J u   : v   ji  Fi
t
i 1

(2.140)

 : v   P(  v )   : (v )

(2.141)

eq. (2.140) can be written as
  u 
t

n

     uv     J u  P    v    :  v    ji  Fi

(2.142)

n
Du
   J u  P (  v )   : (v )   ji  Fi
Dt
i 1

(2.143)

i 1

i.e.,



    uv  , the divergence of the convection internal energy flux;
  J u , the divergence of the conduction internal energy flux;

 P    v  , the reversible increment of internal energy due to volume work;
 :  v  , the irreversible increment of the internal energy due to viscous dissipation;
n

 ji  Fi , the transport of the potential energy by diffusion flow.
i 1
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A.5 The entropy balance equation
A.5.1 Entropy Local balance equation
From eq. (2.101), the differential form of entropy balance equation is

(  s)
   (  sv )    J s  gv , s
t

(2.144)

(  s)
，the rate of change of the entropy o per unit volume of substance；
t
 sv , convection entropy flow;
J s , the conduction entropy flow;

gv , s , the entropy generation;
The conduction entropy flow, J s , is defined as

Js 

J q''
T

n

  si ji

(2.145)

i 1

J q'' , the reduced heat flow, which is the difference between the change in energy and the change
in enthalpy due to the matter flow. It is different from the conduction energy flow of pure heat
conduction J q' defined in eq. (2.137). The relationship between J q'' and J q' will be determined.

ji , the diffusion flow.
Substituting J s in eq.(2.145), eqs. (2.144) can be written as:
n
 J q''

Ds  (  s )


   (  sv )       si ji   g v , s
 T i 1

Dt
t



(2.146)

si is the specific entropy for species ‘i’ per unit mass, J/(kg  k) ;
To determine the entropy source term, g v , s , The local thermodynamic equilibrium will be used
for the entropy balance equation derivation.
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(2) Entropy balance equation derived from thermodynamics
The Gibbs relation in terms of specific quantities can be written as eq. (2.147) if local
thermodynamic equilibrium is assumed

ds 

1
P
1 n
du  dvsp   i dwi
T
T
T i 1

(2.147)

s , the specific entropy per unit mass, J/(K  kg) ;

vsp , the specific volume per unit mass, m3/kg;
i , the chemical potential per unit mass of species ‘i’, J/kg;
wi , the mass fraction of species ‘i’;

T, the temperature, K;
p, the pressure, Pa.
Apply eq. (2.147) to a fluid element moving with the mass average velocity

v , and replace the

differential operators by substantial time derivative operators.



Dwi
Ds  Du  p Dvsp  n


  i
Dt T Dt
T Dt
T i 1
Dt

(2.148)

The first term on the right hand side of eq. (2.148) can be substituted using eq.(2.143),



n
Du
   J u  P (  v )   : (v )   ji  Fi
Dt
i 1

the second term can be replaced by using eq. (2.106),

p
and the third term by eq. (2.113), 
n

  i
i 1

Dvsp
Dt

Dvsp
Dt

 vsp    v  to get

 p   v 

(2.149)

l
Dwi
   J i  M i  vij J r , j to obtain
Dt
j 1

l
Dwi
  i    ji    Aj J r , j
Dt
j 1

(2.150)
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with affinity A of a chemical reaction j, A j , defined as
n

Aj   M i i vij

(2.151)

i 1

Therefore, eq. (2.148) becomes



  Ju 1
Ds
1 n
1 n
1 l

  : (v )   ji  Fi   i    ji    Aj J r , j
Dt
T
T
T i 1
T i 1
T j 1

(2.152)

Using the following transformations

J  1
  Ju
    u   2 J u T
T
T  T

(2.153)

1
 
 
i    ji      i ji   ji   i 
T
T 
T 

(2.154)

Eq. (2.152) is thus written as
n

J u   i ji

Ds
i 1

   
Dt
T





 J T 1 n


 1
1 l
  u 2   ji  T   i   Fi    :  v    Aj J r , j
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T i 1
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 T 
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Equation (2.155) and eq. (2.146) 

(2.155)

n
 J q''

Ds
      si ji   g v , s are consistent and therefore
 T i 1

Dt



conduction entropy flow J s is obtained as shown by eq.(2.156)
n

Js 

J u   i ji
i 1

T



J q''
T

(2.156)

n

  si ji
i 1

combine with the relations between the chemical potential and enthalpy

i  hi  Tsi  ui  p sp,i  Tsi
Combining eqs. (2.156) and (2.157) and (2.137) J u  J q' 

(2.157)

n

 u j , it is obtained that
i 1

i i
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n

n

J  J u   hi ji  J   Pvsp ,i ji
''
q

i 1

'
q

(2.158)

i 1

'
Recall that J q is the conduction energy flow of pure heat conduction without a flow of internal

energy due to diffusion of the substance,

J q'' , the reduced heat flow, which is the difference between the change in energy and the change
in enthalpy due to the matter flow. It is also called the second law heat flow J q'' and it can be
obtained through Fourier’s Law.
Equation (2.158) relates the second law heat flow J q'' , the conduction energy flow J u , and the
pure heat flow J q' .
From eqs. (2.146), (2.155) and (2.156), the rate of local entropy generation per unit volume g v , s
equals to

gv,s  

J u T 1 n
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2
T
T i 1
T
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1 l


F


:
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v
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 Aj J r , j
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 T
T j 1




1 l
   1
1 1 n
 J u      ji   Fi  T   i     : (v )   Aj J r , j
T j 1
 T  T i 1
 T  T


(2.159)

the isothermal gradient of total potential is

(i )T  (hi  Tsi )T  hi  T si  siT T  hi  T si  i  siT (2.160)
therefore,

i  (i )T  si T
substitute

(2.161)

i in eq. (2.159) by that in eq. (2.161), we have
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(2.162)

l
 F  i T  1
1
1 n
 J q''      ji   i 
   : (v )   J r , j A j ( )
T  T
T
 T  i 1  T
j 1
 g v ,heat  g v , mass  g v ,vis  g v ,chem

The right-hand side of eq. (2.162) represents the entropy generation due to different effects.
These include entropy generation due to heat conduction, mass, body forces, viscous dissipation
and chemical reaction, respectively. The local entropy production rate per unit volume

g v can be

written as g v   Fi X i , Fi obtained the linear phenomenological laws [78], driven by the
i

conjugated thermodynamic forces

Xi .

A.5.2 Entropy generation associated with heat transfer

1
g v ,heat  J q''   
T 

(2.163)

with heat flux J q'' driven by the force    .
T 
1

A.5.3 Entropy generation due to mass transfer
n

g v ,mass   ji  X i

(2.164)

i 1
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Fi

with driving force X  Fi   i T , the first part
is related to the diffusion in an external
i
T
T
T
field, such as the gravity field and Ñ(

mi
) relates to chemical potential gradient.
T

The flux is the diffusion flux ji ; If the diffusion flux accounts for both Fickian and Soret
(thermal) contribution to mass diffusion. In the following, in the energy equation, there should also
be a term corresponding to the contribution of heat transfer by diffusive flux.
A.5.4 Entropy generation due to viscous dissipation of fluid

gv,vis   : X vis (2.165) with driving force X vis 

1
(v ) , which is related to velocity gradient,
T

and the flux is the shear force, related to momentum flow.
A.5.5 Entropy generation arising from chemical reaction
l

gv ,chem   J r , j X chem (2.166) with driving force
j 1

X chem  

Aj
T

n

M i i vij

i 1

T

 

(j=1,2…l), related to the affinity in chemical reaction and the flux

J r , j is the molar chemical reaction rate per unit volume for reaction j, mol/(m3·s).
for instance, for reaction H 2 +0.5O2  H 2 O , l=1, n=3, if the molar chemical reaction for H 2
is wi with unit mol/(m3·s),

X chem  
gv ,chem

Aj

3

 

M i i vij



M H2 H2 (1)  M O2 O2 (0.5)  M H2O H2O (1)

T
T
T
i 1
l
3 M v
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1
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Chapter 3 Combustion irreversibility by the Heuristic Finite Increment Method
(HFIM)
3.1 Background of the HFIM
Since intrinsic analysis of combustion irreversibility requires rather complex models and
computation, Dunbar and Lior (DL) for the first time proposed a heuristic finite increment method
(HFIM) [130,143], to simplify the combustion irreversibilities estimation for allowing reasonably
quantitative understanding of the reasons for the combustion irreversibilities. The exergy
destruction was defined to take place in a sequence of the three component processes, mixing,
chemical reaction and heat transfer, and was calculated as the difference between the inlet and exit
exergy of each. The method was applied to the analysis of four plausible hypothetical process paths
(indicated as ‘paths’ in the follows), with hydrogen and methane as fuels [130,143], It was the first
approximation of the primary causes for irreversibility in the hydrogen/air and methane/air
combustion flame and the first use of the HFIM to identify the irreversibility distribution in the
combustion component processes. It is found that the heat transfer component process accounts for
the largest fraction of the exergy destruction, around 66%-88% of total destruction, while chemical
reaction is responsible for 12%-25% and the rest is due to the mixing process.
When using HFIM, real combustion is first interpreted as hypothetical path and in this way,
exergy destruction in real combustion can be obtained by evaluating exergy destruction of the path.
However, evaluation of exergy destruction of the path in DL work is complex since unique code is
needed for each proposed path. And the results from HFIM need further validation to solve the
disparity in DL observations with other publications on component process entropy generation
[99,173]. To overcome these problems, further development on HFIM is needed.
3.2 Objectives of this chapter
This chapter first extends the HFIM analysis proposed in the DL work by attempting to:
(1) systematically describe the origin of HFIM to evaluate combustion irreversibility;
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(2) develop standard mathematical and numerical models for heuristic exergy destruction
analysis, which consist of standard interpretation of real combustion by HFIM paths and
evaluation of path exergy destruction with assumptions applied;
(3) analyze the overall and component process exergy destruction in hydrogen- air combustion;
(4) exploit creative ways of using HFIM to provide guidance for reducing overall exergy
destruction.
3.3 Introduction to HFIM
A combustion process can be regarded as comprising four inter-related component-processes
[130,143]: (1) pre-mixing: mixing of input reactant species before the chemical reaction; (2) the
chemical reactions; (3) heat transfer from the combustion reaction to the surrounding species; (4)
post-mixing: mixing of the reaction products and unreacted species after the chemical reactions.
Exergy destructions due to these four component processes must be evaluated to enable combustion
irreversibility analysis.
Combustion is, however rather complex with component processes naturally occurring
simultaneously at various locations of the combustion field. It is difficult to evaluate exergy
destruction due to each component process. If combustion can be assumed to take place in a
regimented manner and the goal of component process exergy destruction can be achieved if the
manner contains enough information for the exergy destruction evaluation. HFIM provided the
regimented manner of combustion by hypothetical paths. Details about hypothetical path can be
found in Section 3.4.1.
In HFIM, the fuel consumption is assumed to proceed in gradual small steps (i.e., only a
prescribed fraction of overall fuel is consumed in each step) until the ignition temperature is
achieved. In each step, the mole amount of fuel used for the gradual consumption is determined.
Each ‘increment’ in a path represents a small step of fuel consumption. Hypothetical paths are
chosen heuristically but rationally and based on combustion thermodynamics principles, the
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prescribed order of ‘chambers’ making up the increment, indicates the sequence of componentprocesses in real combustion. Real combustion in this Chapter indicates combustion occurs in
reality, which is different from approximate combustion interpreted by paths. For simplification,
approximate combustion is called combustion.
To quantify the exergy destruction of the path, the inlet and exit streams of each compartment
are gas mixtures, each at its composition and temperature. It assumes that the transport process and
the chemical reaction are infinitely fast, i.e., time and space independent. Instead of taking transport
and kinetic rates into consideration, it uses the laws of thermochemistry. Composition,
concentration, pressure and temperature of the mixture are calculated from thermal/chemical
equilibrium.
In short, HFIM is an approximation interpreting complex real combustion by prescribed paths.
Exergy analysis of the paths is achieved by indicating boundary conditions (i.e., strategies) of each
component element in the path. The way to interpret real combustion into paths as follows.
3.4 Standard path in HFIM
3.4.1 Standard path design
Different from typical paths proposed in the DL’s work [130,143] as shown in Fig. 3-1, an
innovative ‘1 increment- 4 chambers-12 compartments’ design is proposed in this dissertation to
reduce the effort of exergy analysis using HFIM. The schematic diagram of this path design is
shown in Fig. 3-2.
The definition and nomenclature of fundamental elements making up a path, ‘increment’,
‘chamber’ and ‘compartments’ as shown in Fig. 2, will first be introduced here.
An increment is defined as a basic element in which incremental mole amount of fuel is
consumed after different component-processes. Path design in Fig. 3-2 is assumed to be made up
of totally M ( M ≥1) increments with incremental mole amount of fuel consumed in each of them.
The increments are indexed as

k =1, 2, 3… M to show their sequence. Two successive
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increments, k and k +1 (k =1,2,… M -1 ) are shown in Fig. 3-2 as examples. Mass flow out of the
increment k, serves as the inlet flow of increment k+1. To show the contribution of different
component-processes to combustion irreversibility in gradual fuel consumption, each increment is
designed to comprise a certain number of chambers (example of chamber is highlighted by the blue
rim).
A chamber is defined as an element in which one specific component-process occurs. The total
number of chambers in an increment varies for paths 1 and 2 [130,143] as shown in Fig. 3-1 and
there are totally 2 and 3 chambers in each increment, respectively. However, in the standard path
design shown in Fig. 3-2, all increments comprise of four chambers corresponding to the four
component-processes: pre-mixing, chemical reaction, heat transfer and post-mixing. This
simplifies the exergy destruction analysis since a standard simulation can be applied for the same
number of chambers. The chamber is indexed by the sequence number of the increment followed
by the sequence number of the chamber. As seen in Fig. 3-2, increment k contains four chambers
k -1, k -2, k -3 and k -4. Chamber interior heat transfer among different compartments of the same
chamber (defined as ‘internal heat transfer’ here) or chamber exterior heat transfer via external
channels to any other chamber in the same increment or in another increment (defined as ‘external
heat transfer’ here) is allowed. Internal heat transfer in chamber k -3 and external heat transfer from
chamber k-3 to k-1 is shown in Fig. 3-2 as examples. Since in each increment, only selected mole
amount of hydrogen involves in gradual consumption, to conceptually separate fuel/oxidants
participating in a specific component-processes from those not involved in these componentprocesses, the element ‘compartment’ is defined. Each chamber contains 3 compartments, which
also simplifies the exergy destruction analysis since the number varies from 1 to 3 for different
paths in [130] in Fig. 3-1.
A compartment is considered as an elementary control volume to conduct thermodynamic
analysis with respect to exergy destruction. The ‘compartments’ are indexed by the sequence of the
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increment, chamber and compartment. For instance, compartment k-4A represents the upper
compartment in the 4th chamber of increment k as shown in Fig. 3-2 highlighted by the red rim.
Indices of all the 12 compartments in increment k are also listed in Fig. 3-2.
Mass transfer is not allowed among these 3 different compartments in the same chamber but is
allowed among compartments in different chambers, e.g., there is no mass transfer among
compartments k-3A, k-3B and k-3C, but mass can be transferred from k-3A to k-4A or k-4B.
Further details of elements (increment, chamber and compartment) characteristics is shown in
Section 3.5.4. Exergy analysis in fundamental elements of the path is the basis of overall path
exergy analysis.

(a)

(b)

Fig. 3-1. Design of two typical paths for H2 combustion [130]: (a) path 1;(b) path 2.
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Fig. 3-2. Two increments in the standard ‘1 increment- 4 chambers-12 compartments’ path
design.

3.4.2 Nomenclature of variables in a path
To distinguish the variables (the moles ‘ n ’, the temperature ‘T’ and pressure ‘p’) in path
elements, subscripts are deployed to show the species (‘ H 2 ’, ‘ O 2 ’, ‘ N 2 ’ or ‘ H 2 O ’) and position
(‘i’ for variables at the inlet and ‘e’ for variables at the exit). The specific element is indicated by a
bracket following the variables (e.g., ‘(1)’ represents increment 1, ‘(1,2)’ represents chamber 1-2
and ‘(1, 3, B)’ represents compartment 1-3B).
For instance, ‘ nH ,i (1) ’, ‘ TO ,i (1, 2) ’, ‘ pN 2 ,e (1,3,B) ’ are the moles of inlet H 2 of increment 1, the
2

2

temperature of O 2 at the inlet of chamber 1-2 and the pressure of N 2 at the exit of compartment 13B, respectively.
The inlet parameter of chamber 1-1 in a path is related to the inlet boundary conditions of real
combustion. These variables of real combustion are represented by the subscript ‘ini’. ‘ nH 2 ,ini ’
represents the moles of H 2 at the inlet of real combustion.
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3.5 Real combustion interpreted by paths
3.5.1 General boundary conditions
The boundary conditions for the component elements (increment, chamber and compartment)
relate to the real combustion initial and boundary condition and therefore
(1) At the inlet of the first increment (k=1) in a path:
the total mole amount of hydrogen nH2 ,i and oxidant no,i equal to the system inlet moles of
hydrogen nH2 ,i,re and oxygen no,i,re in real combustion (subscribe ‘re’ represents variables of
real combustion); the inlet temperature and pressure of each species is the same as the inlet
(2) If real combustion is adiabatic, there is no heat transfer between the increments and the
chambers with the surrounding;
(3) If the combustion is isobaric, component processes in each compartment are assumed to
proceed at specified constant pressure.
Exergy analysis in each element depends on boundary conditions as well as process descriptions
to solved equations developed. Process can be described by component process strategies (called
‘strategies’ for short). Selection of strategies are not arbitrary but depend on thermodynamic
analysis. For instance, in Fig. 2, evaluation of fuel inlet moles into compartment 1-1A, nH2 ,i 1,1,A 
not only requires total inlet boundary conditions nH2 ,i 1  nH2 ,i ,re and but also requires the fuel
inlet amount into 1-1B nH2 ,i 1,1,B given by chemical reaction strategy.
3.5.2 Dependence of exergy destruction on process variables
Selection of strategies are not arbitrary but depend on thermodynamic analysis. A general
combustion model for combustor [183] shown in Fig. 3-3 is first developed to get analytical
expression of exergy destruction as a function of process variables. This analytical expression can
clearly show process variables affecting exergy destruction and enable proposal of strategies by
varying these variables.
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In Fig. 3-3, steady stream of fuel at ambient temperature T0 , pressure p0 and air supply stream
at temperature Tair , pressure pair react to generate products at temperature

Tp

and pressure

pp

.

Assumptions needed to attain this approximate analytical equation are as follows [183]
(1) The combustor is assumed to be adiabatic, heat loss to the surrounding is not considered
here and there is no work transfer to the surrounding;
(2) Combustion is assumed to be complete and no dissociation takes place during combustion.
In exergy analysis in Section 3.6.5, instead of complete combustion, conversion fraction for
reactant i,  i (  i  1 ), is defined in eq. (2.167) and used to show its conversion percentage. If
combustion is complete,  H2  1 .

i 

ni ,in  ni ,out
ni ,in

(2.167)

ni ,in moles of species i at inlet, i.e., before chemical reaction;
ni,out moles of species i at outlet, i.e., after chemical reaction;
(3) The kinetic and potential energy of flow streams are negligible. Friction in the combustor
is negligible;
(4) All the gases in the flow streams are considered as ideal gas;
(5) Specific heat capacity of air c p ,air and product c p ,P is assumed constant.

Fig. 3-3. A conceptual adiabatic combustor.

Mass balance:
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m f  mair  mP

(2.168)

According to first thermodynamic law,
*
*
Q  W  0  mP c p,P (TP  T0 )  ( H P0
 H R0
)  mair c p,air (Tair  T0 )

(2.169)

Where

H P0*  mP hP ,0
*
H R0
 m f h f ,0  mair hair ,0
*
*
H P0
 H R0
 m f LHV

(2.170)
(2.171)
(2.172)

LHV is the lower heating value of the fuel;
Substituting eq.(2.172) into eq. (2.169), adiabatic temperature TP is obtained through
TP
1 T
 1   [1  ( air  1)]
T0
 T0

(2.173)

with


LHV
(AF  1)c p ,PT0

(2.174)

LHV
AFc p ,airT0

(2.175)



where AF is the air-fuel ratio, i.e., the mass ratio of air to mass of fuel in a combustion process,
defined in eq. (2.176)
AF 

mair
mf

(2.176)

The flow exergy rate E fl comprises of thermomechanical exergy rate ETM,fl and chemical
exergy rate E CH,fl ,
E fl  E TM,fl  E CH,fl

(2.177)

With
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ETM, fl  m fl [(h  h0 )  T0 (s - s0 )]

(2.178)

Szargut et al. [63] provided values of the exergy to energy (represented by LHV) ratio,  f ,

f 

Ef
(LHV)f

(2.179)

E f fuel exergy;
(LHV) f lower heating value of fuel;

For most hydrocarbons, this ratio is near unity. For common gaseous fuels, for instance, the
ratio of chemical exergy to lower heat value for methane and hydrogen are

 CH  1.06 and

 H  0.985 . Since in combustion, chemical exergy at approximate amount of
2

4

(LHV) f is

released as heat to increase product thermomechanical exergy ETM , chemical exergy of the
reaction products can be neglected in complete combustion [183].
Eq. (2.177) for product flow is thus simplified into

E P  E TM,P  mP [(hP  h0 )  T0 ( sP - s0 )]

(2.180)

by neglecting the chemical exergy term E CH, fl and substituting eq. (2.178) into it.
For ideal gas with constant-pressure specific heat capacity, eq. (2.180) can be expressed as
E P  (m f  mair )[c p ,P (TP  T0 )  T0 (c p ,P ln

TP
p
 R P ln P )]
T0
p0

(2.181)

The chemical exergy of the fuel E f is

E f  mf ef

(2.182)

‘ e f ’ is the mass specific chemical exergy of the fuel.
Divided by input fuel chemical exergy
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T
p 
(m f  mair ) c p ,P TP  T0   T0  c p ,P ln P  RP ln P  
T0
p0  
EP



Ef
mf ef


(2.183)

T
R
p 
1 LHV  TP
  1  ln P  P ln P 
 e f  T0
T0 c p ,P p0 

In the same way, if neglecting the chemical exergy of air, the air exergy flow rate divided by
the chemical exergy of the fuel can be written as
E air 1 LHV  Tair
T
R
p 

 1  ln air  air ln air 

Ef
 e f  T0
T0
c p ,air
p0 

(2.184)

Combination of eqs. (2.182)-(2.184) yields the exergy destruction rate in the combustion
Ed
p
p 
LHV LHV  1 TP 1 Tair  LHV  1 Rair
1 RP
1

ln air 
ln P  (2.185)

 ln  ln

Ef
ef
e f   T0 
T0 
e f   c p ,air
p0
 c p ,P p0 

To clearly show the variation of exergy with these factors, the following assumption are applied:
Consider analysis use hydrogen as fuel, the stoichiometric air-fuel ratio for the gas is 34.32. The
analysis uses AF from 30 to 90. The following properties are assumed for hydrogen: LHV=119.95
MJ/kg fuel; fuel chemical exergy e f = 118.05 kJ/kg fuel [36]. For combustion product assume

c p ,P =2.080 kJ/kg-K and for air, c p,air =1.0 kJ/kg-K [36]. Substituting these values into eq. (2.185),
E d AF  1  193.42
T
AF
AF

ln 1 
 0.0016
ln air
Tair  T0   
E f 193.42 
AF  1
AF  1
 402.31 T0

(2.186)

p
p
 0.0007  AFln air  0.00115  (AF 1)ln P
p0
p0

Exergy destruction in fuel consumption is analytically expressed as a function of fuel type
(characterized by different lower heat value or specific exergy), air-fuel ratio, adiabatic
temperature, i.e., product temperature, pressure of reactant and product in eqs. (2.185) and (2.186)
.
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For further simplification, the ambient temperature is taken as 298.15 K, for constant pressure
combustion, assume pair = pP = p0  1 atm, eq. (2.186) simplifies into

E d AF  1  193.42
T
AF
AF

ln 1 
 0.0016
ln air (2.187)
Tair  298.15   
E f 193.42 
AF  1
AF  1
 402.31 298.15
From eq. (2.186), factors in component processes affecting exergy destruction ratio are:
(1) In chemical reaction process, the amount of input chemical exergy of the fuel expressed by
the term E f ;
(2) In pre-mixing process, the amount of oxidant such as air or oxygen represented by ‘AF’;
(3) In heat transfer process, the internal or external heat transfer affect the term ‘ Tair ’;
(4) In post-mixing process, the mixing of species affects pressure related to term ‘ pP ’;
Since assumptions are used to simplify the combustion model, the analytical expression in eq.
(2.186) is not accurate enough for quantitative analysis, but it achieves the goal to show variables
affecting exergy destruction as stated at the beginning of this section.
3.5.3 Selection of strategies
Real combustion is more complex than the general model described in Section 3.5.2 since
chemical reaction may not be complete and thermal properties of different species may vary as
functions of temperature and pressure. Selection of strategies for the four processes should
consider both variables in Section 3.5.2 and real combustion as follows.
3.5.3.1 The chemical reaction strategy
As shown in Section 3.5.2, the amount of input chemical exergy of the fuel, i.e., the term E f ,
which is proportional to the fuel supply, affects the exergy destruction. Chemical reaction strategy
is therefore simply represented by the moles of hydrogen nH2 ,i (k ) admitted into each increment.
It describes fuel supply to each increment for reaction.
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It is assumed last increment in a path is increment M , that has an inlet temperature higher than
the hydrogen ignition temperature Tign, while the M -1 increments before it have an inlet
temperature lower than Tign. Moles of inlet hydrogen for increment M , i.e., nH 2 ,i ( M ) , is different
from that for the M-1 increments, nH2 ,i (k ), k  1,2,3...M  1 .
M 1

nH2 ,i ( M )  nH2 ,i,re -  nH2 ,i (k ) mol

(2.188)

k 1

This assumption is based on the characteristic of real combustion. The minimal spontaneousignition temperature of a fuel-air mixture is the lowest temperature at which the mixture will ignite
in a closed apparatus, after being allowed to soak for an adequate time. Any temperature above
773.15 K can cause spontaneous-ignition of stoichiometric hydrogen-oxygen or hydrogen/air [184185], which leads to an extremely rapid rate of the overall reaction [186].
The ignition temperature Tign is essentially invariant as 855.15 K for hydrogen air combustion in
the pressure range 0.3-7.8 atm [ 187 - 192 ], even for different species temperature and fuel
concentration [185,193-195]. Tign = 855.15 K is selected as ignition temperature in this dissertation.

nH2 ,i (k ), k  1,2,3...M  1 is determined by various typical chemical reaction strategies. The equal
fuel supply strategy is used in the DL work [130,143]. But the fuel supply in real combustion does
not need to be equal, it can be either increasing or decreasing with the increment sequence in a path,
or to be consistent with practical combustion, as a complex function of species concentration and
temperature. Strategies proposed in this dissertation for chemical reaction are:
(1-1) The equal fuel supply strategy
M 1

nH2 ,i (1)  nH2 ,i (2)  ...  nH2 ,i ( M -1)  c1 mol , nH ,i ( M )  nH ,i,re -  nH ,i (k ) mol .
2

2

k 1

2

c1 represents incremental fuel amount. The determination of c1 is shown in Section 3.7.2 by
introducing the concept of fraction factor.
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In the following analysis, this ‘equal fuel supply strategy’ is the default strategy for chemical
reaction component process if it is not prescribed.
(1-2) The increasing fuel supply strategy
M 1

nH2 ,i (1)  nH2 ,i (2)  ...  nH2 ,i ( M -1) , nH ,i ( M )  nH ,i,re -  nH ,i (k ) mol .
2

2

k 1

2

To simplify the analysis, specific correlations of nH 2 ,i ( k ) is given in typical mathematical
sequence, for instance, arithmetic progression n1 , 2n1 , 3n1 ,... or geometric progression n1 , 2n1 ,
4n1 ,... , where n1 is unit mole amount.

(1-3) The decreasing fuel supply strategy
M 1

nH2 ,i (1)  nH2 ,i (2)  ...  nH2 ,i ( M -1) , nH ,i ( M )  nH ,i,re -  nH ,i (k ) mol .
2

2

k 1

2

Same as ‘Increasing fuel supply strategy’, Specific correlations of nH 2 ,i ( k ) is given in typical
mathematical sequence, for instance, arithmetic progression 16n1 , 12n1 , 8n1 ,... or geometric
progression 16n1 , 8n1 , 4n1 ,... where n1 is unit mole amount. The specific correlations are
selected randomly but optimization of overall exergy destruction with respect to the variation trend
of hydrogen mole amount nH2 ,i (k ) can be conducted by comparing different chemical reaction
strategies.
(1-4) The global kinetic fuel supply strategy
Fuel inlet amount of each increment is a function developed from the global kinetic chemical
reaction model. For instance,
In real combustion, the reaction rate represented by a one-step global kinetics, for hydrogen-air
combustion, is characterized by the global one-step chemical kinetics shown in eq. (2.189) [196].
w  1.8  1013  e

17614
T

 cH 2  cO2 0.5

(2.189)
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Where w is the molar reaction rate for hydrogen,

T

is the temperature of the mixture in the

combustor, cH2 and cO2 are the concentration of hydrogen and oxygen in the combustion,
respectively. The fuel supply strategy is thus:
Ti (k)  Tign : nH2 ,i (1,1,B) 
nH2 ,i (k ,1,B)=

1.8  1013
e
Nf

1
, N f  500
Nf
17.614
Ti (k )

 nH2 ,e (k -1,4,A)  nO2 ,e (k -1,4,C) 0.5 when k >1 (2.190)
M 1

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH2 ,i (k ,1,B)
k 1

Ti ( k ) is the inlet temperature of increment k,

nH2 ,e (k -1,4,A) , nO2 ,e (k -1,4,C) are the mole amount

of hydrogen at the exit of compartment (k -1,4,A) and (k -1,4,C) , respectively.
Different chemical reaction strategy proposed in this section is investigated in Section 3.8.3.
3.5.3.2 The pre-mixing strategy
It is indicated that the amount of oxidant affects the pre-mixing process, represented by the airfuel ratio ‘AF’ in Section 3.5.2. In real combustion, species accompanying fuel may also include
H 2 O considered as inert species in addition to O 2 and N 2

in air. Pre-mixing strategy is

simplified to be represented by the moles of species O 2 , N 2 , H 2 O , i.e., nO2 ,i , nN2 ,i and nH2O,i ,
appearing in the oxidation of hydrogen with moles nH2 ,i (k ) . Although the only species acting as
oxidant in hydrogen air combustion is O 2 , other species like N 2 and H 2 O are considered to be
inert but affect the pre-mixing strategy.
Typical pre-mixing strategies are:
(2-1) The stoichiometric oxygen strategy
The species accompanying the oxidation of H 2 at moles nH2 ,i (k ) is only stoichiometric oxygen
at mole amount nO2 ,i (k )  0.5nH2 ,i (k ) , nN2 ,i ( k )  0 and nH 2 O,i ( k )  0 ;
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In the following analysis, the stoichiometric oxygen strategy is the default strategy for premixing component process if it is not prescribed otherwise.
(2-2) The excess oxygen strategy
Species accompanying the oxidation of H 2 at moles nH ,i (k ) is only oxygen with more than
2

stoichiometric mole amount nO2 ,i (k )=0.5αnH 2 ,i (k ) , α is the excess air coefficient, defined as the ratio
of actual air moles nair,act to the stoichiometric moles nair,stoi ,

α=

nair,act

(2.191)

nair,stoi

nN2 ,i (k )  0 and nH2O,i (k )  0 ;
(2-3) The stoichiometric air strategy
Species accompanying the oxidation of H 2 at moles nH2 ,i (k ) is air at stoichiometric mole
amount nO2 ,i (k )=0.5nH2 ,i (k ) , nN2 ,i (k )  3.76nO2 ,i ( k ) , nH 2 O,i ( k )  0 ;
(2-4) The excess air strategy
Species accompanying the oxidation of H 2 at moles nH2 ,i (k ) is air with more than
stoichiometric mole amount nO ,i (k )=0.5αnH ,i ( k ) , nN ,i ( k )  3.76nO ,i ( k ) , nH O,i ( k )  0 ;
2

2

2

2

2

(2-5) The inert/diluent air strategy
Species accompanying the oxidation of H 2 at moles nH ,i ( k ) is oxygen, inert species N 2 ,
2

and diluent species H 2 O generated from previous reaction. The amount nO ,i ( k ) , nN ,i ( k ) and
2

nH 2 O,i ( k ) are

2

given before analysis, are given before analysis.

As concluded in Section 3.5.2, the amount of oxidant affects pre-mixing process, represented
by air-fuel ratio ‘AF’. The general model in Section 5.2 assumed complete combustion, while in
real combustion, the fuel can only be consumed at a fraction less than 1. Inert species nitrogen and
diluent species steam also has effect on chemical equilibrium. Therefore, the above five pre-mixing
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strategies are proposed. The compositions vary from oxygen to mixture of oxygen, nitrogen and
steam. Mole amount also changes from stoichiometric to more than that.
Different pre-mixing strategies are investigated in Section 3.8.4.
3.5.3.3 The heat transfer strategy
As explained in Section 3.5.2, heat transfer affects ‘ Tair ’ and thus exergy destruction. Heat can
be transferred through either or both of internal or external heat transfer defined in Section 3.4.1.
The ‘heat transfer strategy’ is simplified to be represented by the heat transfer amount Q and
the position of heat source and sink in the path. It describes how heat is transferred from an element
to another in a path. Typical heat transfer strategies are:
(3-1) The internal heat transfer strategy
Heat at amount Q is transferred from compartment k-3B to k-3A and k-3C until they reach the
same temperature;
In the following analysis, the internal heat transfer strategy is the default strategy for heat transfer
component process if it is not prescribed otherwise.
(3-2) The external heat transfer strategy
Heat at amount Q is transferred from increment k+1 to increment k (1  k  M ) ;
Different heat transfer strategies are investigated in Section 3.8.5.
3.5.3.4 The post-mixing strategy
As explained in Section 5.2, in the post-mixing process, pressure of product pP affects mixing.
The pressure of each species in the product depends on the mole amount of species
H 2 ,O2 , N 2 , H 2 O in three compartments compartments k-4A, k-4B, k-4C. These species are from 3

compartments in chamber k-3. Post-mixing strategy describes how species from chamber k-3,
H 2 , O2 , N 2 , H 2 O , are transferred to chamber 4 in the same increment. Typical post-mixing

strategies are:
158

(4-1) The remaining fuel recycle strategy
‘Remaining fuel’ in compartment k-3B after reaction will be recycled and mix with fresh fuel
from k-3A when they are admitted into k-4A for use in next increment. Other species ( O2 ,H 2 O,N 2
(if any)) from compartment k-3B will be admitted to compartment k-4C. ‘Fresh fuel’ is defined as
the fuel not participating in chemical reaction.
To explain in great details, for increment k, in compartment k-3A, there is fresh fuel H 2 that
has not participate in any of the reaction; in compartment k-3B, there is unreacted H 2 , O 2 , product
H 2 O , and also N 2 when the oxidizer is air and in compartment k-3C, there is O 2 , N 2 , H 2 O

(exists only when

k

>1). When they are transferred to k-4, fresh H 2 from k-3A will be transferred

to k-4A, unreacted H 2 in k-3B will be transferred to k-4A, mixing with fresh H 2 while all other
species from k-3B, O 2 , N 2 ( exist only when oxidizer is air) , H 2 O , will be transferred to k-4C and
mix with all species from k-3C. In this way, unreacted fuel is added to fresh fuel and can be
consumed again, defined as ‘remaining fuel recycle strategy’ here.
In the following analysis, the Remaining fuel recycle strategy is the default strategy for postmixing component process if it is not prescribed.
(4-2) The no fuel recycle strategy
‘Remaining fuel’ as well as all other species in compartment k-3B after reaction will be
admitted into compartment k-4C, where it mixes with all species from k-3C. Fresh fuel from k3A is admitted into k-4A and supplies as fuel for next increment.
3.5.3.5 Default path
Combination of any four strategies, covering four component processes, is a path representing
real combustion for exergy analysis. For instance, the four default strategies can be selected for a
path, what is defined as ‘default path’ and is widely used in analysis in the dissertation. The four
default strategies are:
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(5-1) ‘The equal fuel supply strategy’ for chemical reaction process
if Ti  Tign , incremental amount of fuel N f 

nH2 ,i,tot (k )
nH2 ,i (k )

( nH2 ,i,tot (k ) is the total moles of H 2 at the

inlet of increment k, nH 2 ,i ( k ) is the moles of H 2 into increment k. Details of N f is in Section 3.7.2.
If Ti  Tign , all the remaining fuel will be transferred to last increment M);
(5-2) ‘The stoichiometric oxygen strategy’ for pre-mixing process
stoichiometric amount of oxygen reacts with hydrogen, nO ,i (k )  0.5nH ,i (k ) ;
2

2

(5-3) ‘The internal heat transfer strategy’ for heat transfer process:
high-temperature species after reaction in compartment k-3B will transfer heat to k-3A and k3C until they reach the same temperature (red lines in Fig. 3-4);
(5-4) ‘The remaining fuel recycle strategy’ for post-mixing process
unreacted fuel in k -3B will mix with fresh fuel from k-3A when they are transferred to k-4A,
what is called fuel recycle. Other species in k-3B are transferred to k-4C and mix with species out
of k-3C.

Fig. 3-4. Mass and energy flow in the default path.
(Red lines represent heat transfer; green and yellow lines represent mass transfer).
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3.5.4 Mass and energy flow in a path
An example of gradual fuel consumption in increment k ( 1  k

M

) is assumed to proceed in

the following typical way as schematically displayed in Fig. 3-4:
In chamber k-1, pre-mixing component-process takes place. In compartment k-1B, the oxidant
(for instance, only the incremental stoichiometric mole amount no,i which will react in this
compartment) enters a compartment where it mixes with the incremental mole amount of hydrogen

nH2 ,i consumed. The mixture exits into compartment k-2B at the temperature characterized by a
reaction in an adiabatic compartment. Flowing in the separated compartments k-1A and k-1C,
isolated from the mixture in k-1B momentarily, is the unreacted hydrogen (indicated as ‘fresh fuel’)
and the unreacted oxidant (indicated as ‘fresh oxidant’) as well as product streams (if any). The
mole amount of fresh hydrogen and fresh oxidants can be obtained given the total initial hydrogen
and oxidants mole amount in real combustion and the incremental mole amount of hydrogen nH2 ,i
and oxidants no,i consumed in compartment k-1B.
In chamber k-2, chemical reaction component-process occurs. Incremental mole amount nH2 ,i (k )
of hydrogen and no,i (k ) of oxidant reacts in compartment k-2B. Upon reaction, the mixture exits
into compartment chamber 3 at the temperature characterized by fuel reaction in an adiabatic
chamber. This extent is determined through equilibrium constants. The compositions of mixture in
compartment k-2B comprise hydrogen and oxygen not consumed during the chemical reaction,
inert constituents (for instance N 2 , if any) as well as the reaction products. The reaction heat is
generated.
Fresh fuel and fresh oxidant / product in compartments k-1A and k-1C will be admitted into
compartments k-2A and k-2C, respectively, which are still isolated from the mixture in
compartment k-2B.
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In chamber k-3, heat transfer component-process occurs. ‘Internal heat transfer (defined in
Section 2.2.1)’ is allowed to take place between the gas particles in the separated compartments of
this chamber, from compartment

k

-3B transfers heat to k-3A and k-3C. All gas temperature

exiting chamber k-3 are the same (i.e., thermal equilibrium is assumed). ‘External heat transfer’
can also take place between different increments.
In chamber k-3, post-mixing component-process occurs. Species from different compartments
in chamber k-3 mix when they are transferred to chamber k-4.
Following the incremental reaction in increment k, the gas mixture flows into increment k+1,
repeating these steps of combustion for next incremental reaction. This procedure is repeated with
consequent gradual increase in temperature, until the gas constituents reach the fuel ignition
temperature, whereupon the fuel oxidation is assumed to be instantaneous with all the remaining
fuel oxidized immediately at Tign  855.15K .
The final products of combustion then exit the chamber M-4 in last increment under the required
global system equilibrium conditions. For instance, the mass and energy flow in the default path
is shown in Fig. 3-4.
Fuel at incremental mole amount nH ,i (k ) 
2

nO2 ,i ( k )  0.5nH 2 ,i ( k )

nH 2 ,ini
Nf

and stoichiometric amount of oxygen

mix in compartment k-1B. The fresh fuel and air are transferred to

compartments k-1A and k-1C, respectively. The mixture in compartment k-1B is transferred to
compartment k-2B where chemical reaction is present. The mixture in compartment k-2B after the
chemical reaction is transferred to compartment k-3B and releases heat to components in
compartments k-3A and k-3C until a common temperature determined by thermal equilibrium is
achieved. The compositions in chamber k-3 are then transferred to chamber k-4, unreacted fuel in
k-3B will mix with fresh fuel from k-3A when they are transferred to k-4A, what is called fuel
recycle. Other species in k-3B are transferred to k-4C and mix with species out of k-3C.
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The species out of increment k are transferred to increment k+1, in which the same procedures
are repeated. All of the remaining fuel is transferred to the last increment in which the inlet fuel
temperature is higher than the ignition temperature.
3.6 Thermodynamic modelling of a path
3.6.1 Assumptions for path exergy destruction evaluation
Overall exergy destruction is the sum of exergy destruction in each increment, which means
overall exergy destruction is the sum of exergy destruction in every gradual fuel consumption.
Exergy destruction of an increment is the sum of exergy destruction in the four chambers of it. This
means total exergy destruction in the consumption of an incremental amount of fuel equals to the
sum of all component process exergy destruction. And exergy destruction of a chamber is the sum
of exergy destruction in the three compartments. Evaluation of exergy destruction in a compartment
is the most fundamental procedure when using HFIM for exergy destruction analysis.
To enable exergy destruction evaluation in a path, assumptions are applied as follows:
(1) Each compartment is regarded as a ‘black-box’ control volume with conditions known or
determined only at its inlet and outlet;
(2) The remaining fuel is supplied as inlet fuel when ignition temperature is reached as explained
in Section 3.5.3.1;
(3) The transport process and the chemical reaction are assumed to be infinitely fast. Equilibrium
is attained for each component process at the exit of each chamber;
3.6.2 Case used for combustion exergy destruction analysis
Hydrogen-air combustion is analyzed and the product gas stream is assumed to consist of unreacted
diatomic hydrogen and oxygen, inert diatomic nitrogen and steam as shown in eq. (2.192)

H 2 +0.5α(O 2 +3.76N 2 )  (1   ) H 2   H 2O+0.5(α- )O 2 +1.88αN 2 (2.192)
 the conversion fraction, defined in eq. (2.167);
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α the excess air coefficient, defined in eq. (2.191). The range of α is selected as 1 to 2 in this
dissertation based on reaction equilibrium analysis in [130,143] that  basically becomes 1.00
(implying complete oxidation of fuel) at   1.5 for same combustion case as in this dissertation.
The chemical reaction is assumed to proceed as shown in eq. (2.192) even though there may in
reality be minor species (H, O, N, OH, NO et al.) present at the calculated adiabatic flame
temperature due to:
(1) dissociate of products to reactants or splitting of molecular oxygen, hydrogen and nitrogen
into atoms and radicals; For example, if water is subjected to very high temperatures (> 2000K),
water will split up into molecular hydrogen and oxygen with the consequent absorption of heat as
shown in (2.193) [36,197-198]. Oxygen, hydrogen and nitrogen will dissociate into atoms and
radicals, however, only significant at low pressures [197,199-200].
H 2 O  H 2 +O 2

(2.193)

(2) significant formation of nitric oxide (NO) from nitrogen and oxygen at temperatures above
about 1,700℃ [186,197,201-202];
(3) atoms ionization, such as shown in eq. (2.194) [36,203], a nitrogen atom loses an electron,
yielding a singly ionized nitrogen atom N + and a free electron e . Further heating can result in the
loss of additional electrons until all electrons have been removed from the atom. This effect may
only take place at even higher temperature than nitrogen dissociation.
N

N + +e 

(2.194)

However, for the hydrogen combustion case analyzed in this dissertation, the equilibrium
temperature is in the range 1600-2300 K as shown in Fig. 1 in the DL work [130,143]. And at this
temperature range, there is a very small amount [204-205] (less than 2%) for species OH, NO, H,
O, N as shown in Table II in [206].
While the inclusion of these additional reactions would make the results of the analysis slightly
more precise, they would not have a significant effect on the objectives of this study, which is the
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understanding of the major sources of irreversibility in combustion and would add much to the
complexity of the analysis. Such minor side-reaction were therefore ignored and chemical reaction
represented by eq. (2.192) is used in this HFIM study [130]. In addition, detailed chemical kinetics
will be investigated in combustion irreversibility analysis by intrinsic method in Chapter 3.
The boundary conditions at the inlet of real combustion are:
(1) The combustor is adiabatic, i.e. there is no heat transfer between the combustor and the
surrounding;
(2) Isobaric combustion at p  1 atm ; the inlet pressure of hydrogen and the air are
pH 2 ,i,re  pair,i,re  1 atm ;

other combustion type such as constant volume or isothermal combustion

will be investigated in future work;
(3) The total inlet hydrogen amount nf,i,re  1 mol ;
(4) The inlet temperature of hydrogen and the air are Tf,i,re  Tair,i,re  298.15 K .
(5) The compositions of oxidant air are assumed to be mixture of 79% molar fraction of N 2 and
21% molar fraction of O 2 .
To simplify the analysis, the following assumptions are applied:
(1) All components ( H 2 , O 2 , N 2 , H 2 O ) of the working fluids are presumed as ideal gas;
(2) Kinetic and potential energy associated with the flowing fluids are negligible;
3.6.3 Exergy destruction evaluation in a control volume
Exergy destruction in a control volume shown in Fig. 3-5 can be evaluated through two
different methods: (1) exergy balance or (2) entropy balance and Gouy-Stodola theorem.
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Fig. 3-5. A typical control volume with inlet/exit stream, work and heat interaction with the
surrounding.

3.6.3.1 Exergy balance
The steady-state exergy balance equation for a control volume [36] shown in Fig. 3-5 is
T0

 (1  T ) Q
j

j

 Wcv   ni efi   ne efe  E d  0
i

j

(2.195)

e

T0 , the environment temperature;

Tj , the temperature at which heat amount  Qj is transferred to its surroundings;
Wcv , the work transferred from the control volume to its surroundings;

efi , the molar specific flow exergy entering at inlet i;
efe , the molar specific exergy exiting at exit e;
ni , ne , moles of flow entering at inlet i and exiting at exit;
E d , exergy destruction in control volume.

Since there is no work transfer between each compartment and their surrounding compartments,
the term Wcv vanishes.
Heat transfer from an element in the path to its surrounding elements, such as internal heat
transfer from compartment

k

-3B to

k

-3A and

k

-3C or external heat transfer from chamber k -3

to k -1, makes exergy analysis difficult. That is because temperature T j for each heat flow  Q j is
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required in exergy evaluation as shown in eq. (2.195). If the elements acting as heat source and sink
have same T j when  Q j is transferred, they can be combined and defined as a ‘combined element’.
The heat transfer between the source and sink now becomes the internal heat transfer for the
‘combined element’. The term

T0

 (1  T ) Q
j

j

in eq. (2.195) for the combined element vanishes

j

since there is not any heat transfer from the combined element to the its surrounding. For example,
compartments
k

k

-3A,

k

-3B and

k

-3. Exergy analysis of chamber

from

k

-3B to

k

-3A and

k

-3C can combine to form a ‘combined element’, i.e., chamber
k

-3 does not need to consider the temperature of heat transfer

-3C. Chambers

k

-1 and

k

-3 can also form a combined element and

this element has no heat transfer to its surrounding.
If there is no heat or work transfer between a control volume and the surrounding elements [36],
the exergy balance eq. (2.195) can be written as

d   ni efi   ne efe
i

These terms

(2.196)

e

efi , efe , known as the molar specific flow exergy, comprise both molar

thermomechanical exergy efi,TM , efe,TM and molar chemical exergy efi,CH , efe,CH [36], as
described in eqs. (2.197) -(2.198).

efi  efi,TM  efi,CH

(2.197)

efe  efe,TM  efe,CH

(2.198)

(1) Thermomechanical exergy ef,TM
Evaluation of molar thermomechanical exergy ef,TM for a specific flow is stated in equation
(2.199) [36], when kinetic and potential energy are negligible as in the case here,

ef,TM  (hf  h0 )  T0 (sf  s0 )

(2.199)
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Where

h,s

are the molar specific enthalpy and entropy, respectively, at the state of interest; h0

, s0 are the molar specific properties at the dead state: at T0  298.15 K , p0  1 atm . For ideal gas,
the molar specific enthalpy depends only on temperature as stated by equation (2.200) while the
molar entropy depends on two properties, temperature T and pressure p as in equation (2.201).
hf  hf (T ) , h0  h0 (T0 )

(2.200)

sf  sf (T , p ) , s0  s0 (T0 , p0 )

(2.201)

Eqs. (2.196)-(2.201) are used to evaluate the enthalpy and entropy of species at the associated
conditions, for evaluating the exergy destruction. The NASA 9-constant ( a1,i - a7,i , b1,i , b2,i )
representation as a function of temperature shown in eqs. (2.202) and (2.204), is used to determine
molar enthalpy and entropy of species at the ‘standard state’ of 1atm. Their values at other pressures
can be calculated by eqs. (2.203) and (2.205). Superscript ‘0’ in eqs. (2.202)-(2.205) indicates the
respective values of these properties when evaluated at standard state. This can be combined with
ideal gas model to determine the enthalpy and entropy of gaseous species.
The reference state for each species element was chosen to be the stable phase of the pure
element at 298.15K and 1atm. The enthalpy of each element is assigned to be zero at this
temperature and pressure [ 207 ]. This correlation covers over 2,000 species, with a fitted
temperature range (200K, 6,000K) for most polyatomic gas molecules and (200K, 20,000K) for
monatomic gases and some simple molecules [207].
0

Molar enthalpy for species i at standard state, hi (T ) ( J/mol ), is

hi0 T  RT (a1,iT 2  a2,iT 1 ln T  a3,i  a4,i

T
T2
T3
T 4 b1,i
 a5,i
 a6,i
 a7,i
 ) (2.202)
2
3
4
5
T

The enthalpy of gas depends only on temperature as presumed by the ideal gas model and therefore
molar enthalpy of species i at any specific temperature T and pressure p , hi (T , p ) is

hi T , p  hi0 T

(2.203)
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Molar entropy for species i at standard state, si (T ) ( J/(mol  K) ), is
0

si0 T  R(a1,i

T 2
T2
T3
T4
 a2,iT 1  a3,i ln T  a4,iT  a5,i
 a6,i
 a7,i
 b2,i )
2
2
3
4

(2.204)

The entropy of gas depends on both temperature and pressure and molar entropy of species
‘i’ at any specific temperature

T

and pressure

p , si (T , p )

si T , p  si0 T  R ln

is

p
, p0  1 atm
p0

(2.205)

R, the universal gas constant, 8.314 J/(mol  K) .
The NASA 9-constant ( a1,i - a 7,i , b1,i , b2,i ) for species of interest is listed in Appendix I of Chapter
3.
(2) Chemical exergy ef,CH
Chemical exergy ef,CH can be considered as composed of two parts [208-210], the reactive
exergy ef,CH,re , which is due to the difference of constituents between the evaluated species and the
dead state, and the diffusion exergy ef,CH,diff due to species concentration difference between
evaluated species and the dead state.

ef,CH  ef,CH,re  ef,CH,diff

(2.206)

A table of standard chemical exergy values is commonly used to sidestep the complexities of
evaluating chemical exergy using equation (2.206) [36] and it is based on a standard exergy
reference environment exhibiting standard values of the environmental temperature T0 , p0 and a
set of reference substances with standard concentrations reflecting as closely as possible the
chemical makeup of the natural environment [36]. Tabular values of chemical exergy used here
based on the reference environment T0 = 298.15 K, p0 = 1atm and gaseous components of the
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atmosphere defined in [36]. Standard molar chemical exergy used here are summarized in Table
3-1. Details of calculation can be found in chapter 13 of reference [36].

Table 3-1 Standard molar chemical exergy of species in hydrogen combustion.
Species
H2 (g)
O2 (g)
N2 (g)
H2O (g)

Standard chemical exergy (J/mol)
238,490
3,970
720
11,710

To sum up, from eqs. (2.196)-(2.206), exergy destruction in a control volume without any heat
transfer with the surrounding is

d   ni efi   ne efe
i

e

  ni (efi,TM  efi,CH )   ne (efe,TM  efe,CH )
i

e

  ni [hfi  h0  T0 ( sfi  s0 )  efi,CH ]   ne [(hfe  h0 )  T0 ( sfe  s0 )  efe,CH ] (2.207)
i

e

  ni [hfi0 (T )  hf0i (T0 )  T0 ( sfi0 (T )  R ln
i

 n [h
e

0
fe

(T )  hfe0 (T0 )  T0 ( sfe0 (T )  R ln

e

p
 sfi0 (T0 ))  efi,CH ] 
p0
p
 sfe0 (T0 ))  efe,CH ]
p0

With hfi0 (T ) and sfi0 (T ) evaluated by eqs. (2.202) , (2.204) and (2.205), respectively.
It is seen from eq. (2.207), exergy destruction can be evaluated if the following variables of
inlet/exit streams as well as environment are known:
(1) moles of inlet and exit species ni , ne ;
(2) pressure of inlet and exit species pi , pe ;
(3) temperatures of inlet and exit species Ti , Te ;
(4) environment temperature T0  298.15 K and pressure p0  1 atm .
3.6.3.2 Exergy destruction and entropy generation
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To double-check exergy destruction evaluation by eqs. (2.196) and (2.207),

the exergy

destruction  d can also be determined from the entropy generation within the system by internal
irreversibilities 
d  T0

(2.208)

The steady-state entropy balance equation for a control volume [36] shown in Fig. 3-5 is


j

 Qj
  ni sfi   ne sfe    0
Tj
i
e

(2.209)

sfi , the molar specific entropy entering at inlet i;
sfe , the molar specific entropy exiting at exit e;
ni , ne , moles of flow entering at inlet i and exiting at exit e;

 is entropy generation in the control volume.
For ‘combined element’ defined after eq. (2.195), there is no heat transferred from the system to
the surrounding and thus the term


j

 Qj
vanishes [36]. Equation (2.209) can be written as
Tj

   ne sfe   ni sfi
e

(2.210)

i

Combining with eq.(2.208),

d  T0  T0 ( ne sfe   ni sfi )
e

(2.211)

i

sfi and sfe in eq. (2.211) can be evaluated from eqs. (2.204) and (2.205). As can be seen from

eqs. (2.202)-(2.205), evaluation of the exergy destruction through entropy generation needs the
following variables of inlet/exit streams as well as environment:
(1) moles of inlet and exit species ni , ne ;
(2) pressure of inlet and exit species pi , pe ;
(3) temperatures of inlet and exit species Ti , Te ;
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(4) environment temperature T0  298.15 K and pressure p0  1 atm
The variables are the same as those in eq. (2.207).
Since in a path, the values of inlet streams ni , pi and Ti can either be obtained from real
combustion (e.g., inlet streams values of chamber 1-1 is same as conditions at the inlet of real
combustion) or from the exit streams of last element (e.g., the inlet stream properties of
compartment 1-2A, 1-2B and 1-2C are equal to exit stream values of compartment 1-1A, 1-1B and
1-1C), determination of needed values of inlet and exit streams can be simplified to the evaluation
of exit stream properties. In this Chapter, stream properties indicate composition, moles of each
species, temperature and pressure.
The exit stream properties, which are ne , pe and Te , can be determined given the componentprocess strategies and based on thermal/chemical equilibrium. The evaluation of exit stream
properties of the four chambers in the first increment is used as examples and shown in Section
3.6.4 to 3.6.7.
Conditions at the inlet of real combustion are as follows:
α 2,

nH 2 ,ini  1mol , nO2 ,ini  1mol , nN 2 ,ini  3.76nO2 ,ini  3.76 mol ;
TH 2 ,ini  Tair,ini  298.15 K ;
pH 2 ,ini  1atm , pO2 ,ini  0.21atm , pO2 ,ini  0.79 atm .

described in Section 3.5.3.5 with nH2 ,i (1,1,B) 

Default path is used and its strategies are

1
mol (determination of this amount can be found
100

in Section 3.7.2).
3.6.4 Exergy destruction in chamber 1-1 with pre-mixing
3.6.4.1 Exergy destruction in compartment 1-1B
The inlet stream values for compartment 1-1B with pre-mixing shown in Fig. 3-2 are:
172

nH 2 ,i (1,1,B) 

1
mol
100

(Determination

of

this

mole

amount

see

Section

3.7.2)

at

TH 2 ,i (1,1,B) =TH 2 ,i,re  298.15 K and pH 2 ,i (1,1,B) =pH 2 ,i,re  1atm ;

1
2

A stoichiometric amount of oxidant O 2 with nO2 ,i (1,1,B)  nH2 ,i (1,1,B)=
TO2 ,i (1,1,B)=TH 2 ,i,re  298.15 K ,

1
mol at ,
200

pH2 ,i (1,1,B)=0.21atm .

The pre-mixing component-process occurs in 1-1B. Composition and temperature of exit
streams will remain the same with the inlet streams and therefore,

nH2 ,e (1,1,B)  nH2 ,i (1,1,B) 

1
mol ,
100

nO2 ,e (1,1,B)  nO2 ,i (1,1,B)=

1
mol ,
200

total moles of compositions at exit

ntot,e (1,1,B)  nH 2 ,e (1,1,B)  nO2 ,e (1,1,B)=

3
mol ,
200

Using Dalton’s law, partial pressure of each species in exit streams are
pH2 ,e (1,1, B) 

nH2 ,e (1,1, B)

pO2 ,e (1,1, B) 

nO2 ,e (1,1, B)

ntot,e (1,1, B)

p

2
atm ,
3

1
p  atm ;
ntot,e (1,1, B)
3

Temperature of species in exit streams will be the same as those in inlet streams when there is
no heat transfer in compartment 1-1B, i.e.,
TH 2 ,e (1,1, B)  TO2 ,e (1,1, B)  TH 2 ,i (1,1, B)  TO2 ,i (1,1, B)  298.15K

Since values of inlet and exit streams properties of compartment 1-1B, ni , ne , pi , pe , Ti , Te
are known, eqs. (2.202), (2.204), (2.205), (2.207) and (2.211) can now be used to evaluate exergy
destruction as follows.
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From eq. (2.207), the total inlet exergy for 1-1B, E tot,i (1,1,B) , is
E tot,i (1,1,B) 


pH ,i (1,1,B) 0


=nH2 ,i (1,1,B)  hH0 2 ,i TH2 ,i (1,1,B)  hH0 2 ,i T0  T0  sH0 2 ,i TH 2 ,i (1,1,B)  R ln 2
 sH 2 ,i T0   eH2 ,CH 
p0





(2.212)



pO ,i (1,1,B) 0


 nO2 ,i (1,1,B)  hO0 2 ,i TO2 ,i (1,1,B)  hO0 2 ,i T0  T0  sO0 2 ,i TO 2 ,i (1,1,B)  R ln 2
 sO2 ,i T0   eO2 ,CH 
p0





With enthalpy and entropy evaluated by eqs.(2.202)-(2.205), eq. (2.212) changes to
E tot,i (1,1,B) 
=


1 
2.72
2.72 


 298.15  130.68  8.3145  ln1  130.68   238, 490 


100  1, 000, 000  1, 000, 000 




1
1.28
1.28 

[
 
 298.15   205.15  8.3145  ln 0.21  205.15   3,970]
200 100, 000  100, 000 

(2.213)

 2,384.9  0.506
 2,385.41 J

The calculable results in this chapter are down to the second decimal point.
The total exit exergy for 1-1B expressed by eq. (2.207) can be written as
E tot,e (1,1,B) 

pH ,e (1,1,B) 0



=nH2 ,e (1,1,B)  hH0 2 ,e TH2 ,e (1,1,B)  hH0 2 ,e T0  T0  sH0 2 ,e TH2 ,e (1,1,B)  R ln 2
 sH2 ,e T0   eH2 ,CH 
p0





pO ,e (1,1,B) 0



 nO2 ,e (1,1,B)  hO0 2 ,e TO2 ,e (1,1,B)  hO0 2 ,e T0  T0  sO0 2 ,e TO2 ,e (1,1,B)  R ln 2
 sO2 ,e T0   eO2 ,CH 
p
0





(2.214)
Substituting known property values, eq. (2.214) is
E tot,e (1,1,B)=


1 
2.72
2.72
2


 (
)  298.15  (130.68  8.3145  ln  130.68)  238, 490 

100  1, 000, 000
1, 000, 000
3




1  1.28
1.28
1

(
)  298.15  (205.15  8.3145  ln  205.15)  3,970 

200 100, 000 100, 000
3


(2.215)

 2,374.848  6.233
 2,381.08 J

The exergy destruction in 1-1B from eq. (2.207) using exergy balance is
E d (1,1,B)  E tot,i (1,1,B)-E tot,e (1,1,B)  2,385.41  2,381.08  4.33J (2.216)
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Equation (2.211) is now applied to double-check the results obtained in eq. (2.216),
d (1,1,B)  T0


 T0   ne sfe  ni sfi 
i
 e


pH ,e (1,1,B) 
pO2 ,e (1,1,B)   
 0
 0
  nH2 ,e (1,1,B)  sH2 ,e TH2 ,e (1,1,B)  R ln 2
 +nO2 ,e (1,1,B)  sO2 ,e TO2 ,e (1,1,B)  R ln
 
p
p0
0



 

 T0 

pH2 ,i (1,1,B) 
pO2 ,i (1,1,B)   
 0
 0
 
 +nO2 ,i (1,1,B)  sO2 ,i TO2 ,i (1,1,B)  R ln
 
  nH2 ,i (1,1,B)  sH 2 ,i TH2 ,i (1,1,B)  R ln
p0
p0



 
 
 1 
2 1 
1  

130.68-8.3145  ln  
 205.15  8.3145  ln    
3  200 
3  
 100 
 298.15 

  1 130.68-8.3145  ln1  1  205.15  8.3145  ln 0.21  

 

200
 100

 4.33 J

(2.217)

It, as expected, is the same as the exergy destruction results evaluated from eqs. (2.212)-(2.216)
.
3.6.4.2 Selection of pre-mixing strategies
Five pre-mixing strategies are proposed in Section 3.5.3, quantitative analysis is conducted in
this section to show the effect of different pre-mixing strategies on exergy destruction in a typical
compartment 1-1B, i.e., E d (1,1,B) . Pre-mixing strategy is simplified to be represented by nO2 ,i ,

nN2 ,i and nH2O,i , in the oxidation of hydrogen with moles

nH 2 ,i ( k ) . The inert N 2 / H 2 O air strategy

is first selected to deduce an analytical expression of E d (1,1,B) with nO2 ,i , nN2 ,i and nH2O,i .
Since in pre-mixing process, only partial pressure of each species varies before and after mixing,
the exergy destruction in compartment 1-1B, E d (1,1,B) can be expressed as
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E d (1,1,B)
pH2 ,i (1,1,B)
pO ,i (1,1,B)


 nO2 ,i (1,1,B) ln 2
 nH2 ,i (1,1,B) ln

pH2 ,e (1,1,B)
pO2 ,e (1,1,B)


 T0 R 
p (1,1,B)
pH2O,i (1,1,B) 
  nN ,i (1,1,B) ln N2 ,i


n
(1,1,B)
ln
H 2 O,i
2

pN2 ,e (1,1,B)
pH2O,e (1,1,B) 

pH2 ,i (1,1,B)
pO2 ,i (1,1,B)


 nH2 ,i (1,1,B) ln n (1,1,B)  nO2 ,i (1,1,B) ln n (1,1,B)

H ,e
O ,e


pe 2
pe 2


ntot,e (1,1,B)
ntot,e (1,1,B)
 T0 R 

pN2 ,i (1,1,B)
pH2O,i (1,1,B) 

  nN2 ,i (1,1,B) ln nN ,e (1,1,B)  nH2O,i (1,1,B) ln nH O,e (1,1,B) 


pe 2
pe 2

n
(1,1,B)
ntot,e (1,1,B) 
tot,e


(2.218)

with the total moles of species ntot,e (1,1,B) at exit of compartment 1-1B,
ntot,e (1,1,B)  nH 2 ,e (1,1,B)  nO2 ,e (1,1,B)+nN 2 ,e (1,1,B)+nH 2O,e (1,1,B)

(2.219)

and the total pressure at the exit of compartment 1-1B, pe , in isobaric combustion pe  1atm .
In the inert N 2 / H 2 O air strategy, moles of species accompanying the oxidation of H 2 are:

α
nO2 ,e (1,1,B)  nO2 ,i (1,1,B)= nH2 ,i (1,1,B)
2

(2.220)

nN 2 ,e (1,1,B)  nN2 ,i (1,1,B)=3.76nO2 ,i (1,1,B)=1.88αnH 2 ,i (1,1,B)

(2.221)

nH 2 O,e (1,1,B)  nH 2 O,i (1,1,B)=c2 nH 2 ,i (1,1,B)

(2.222)

c2 is the diluent species ratio, which is defined as the ratio of moles of H 2 O , nH O,i (1,1,B) , to
2

the moles of H 2 , nH ,i (1,1,B) , into compartment 1-1B, , as defined in eq. (2.223).
2

c2 

nH2O,i (1,1,B)
nH2 ,i (1,1,B)

(2.223)

c2  0 since there is no species H 2 O into compartment 1-1B.

The inlet species for compartment 1-1B are

2  2c2  4.76α
α
ntot,e (1,1,B)  ntot,i (1,1,B)=(1+ +1.88α  c2 )nH2 ,i (1,1,B)=
nH2 ,i (1,1,B) (2.224)
2
2
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Combining eqs. (2.221) and (2.222), eq. (2.218) can be written as
E d (1,1,B) 


 pH ,i (1,1,B) ntot,e (1,1,B) 
 pO ,i (1,1,B) ntot,e (1,1,B) 
 nH2 ,i (1,1,B)ln  2

  nO2 ,i (1,1,B)ln  2



pe
nH2 ,e (1,1,B) 
pe
nO2 ,e (1,1,B) 




 T0 R 

 pN2 ,i (1,1,B) ntot,e (1,1,B) 
 pH2 O,i (1,1,B) ntot,e (1,1,B)  


n
(1,1,B)ln

n
(1,1,B)ln

 H2O,i


 N2 ,i


pe
nN2 ,e (1,1,B) 
pe
nH2O,e (1,1,B)  




(2.225)


 pH ,i (1,1,B) 2  2c2 +4.76α 
 pO2 ,i (1,1,B) 2  2c2 +4.76α  
 nH2 ,i (1,1,B)ln  2
  nO2 ,i (1,1,B)ln 
 
pe
2
pe
α




 
 T0 R 

 pH2 O,i (1,1,B) 2  2c2 +4.76α  
  n (1,1,B)ln  pN2 ,i (1,1,B) 2  2c2 +4.76α   n
(1,1,B)ln

 H2O,i


 N2 ,i
pe
3.76α
pe
2c2






With assumptions in Section 3.6.2, values for the following variables are:
pe  1atm
pH 2 ,i (1,1,B)=1atm
pO2 ,i (1,1,B)=0.21atm
pN 2 ,i (1,1,B)=0.78 atm
nH 2 O,i (1,1,B)=0 ; It is noteworthy that moles of steam nH 2 O,i (k ,1,B)  0

if

k 1

with the inert

N 2 / H 2 O air strategy.

Equation (2.225) is thus written as
E d (1,1,B) 
 2  c1 +4.76α α 
2  c1 +4.76α 
2  c1 +4.76α   (2.226)

 T0 RnH2 ,i (1,1,B)  ln
 ln  0.21
  1.88α ln  0.78

2
2
α
3.76α





 2+4.76α α 
2+4.76α 
2+4.76α  

 T0 RnH2 ,i (1,1,B)  ln
 ln  0.21
  1.88α ln  0.78

2
2
α
3.76α  





Equation (2.226) shows the variation of E d (1,1,B) is a function of α , which proves the
conclusion that air-fuel ratio related to pre-mixing affects exergy destruction in Section 3.5.2.
If instead of the inert N 2 / H 2 O air strategy, the excess air strategy is selected, c2  0 , analytical
expression of E d (1,1,B) is
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 2+4.76α α 
2+4.76α 
2+4.76α  

E d (1,1,B)  T0 RnH2 ,i (1,1,B)  ln
 ln  0.21
  1.88α ln  0.78
 (2.227)
2
2 
α
3.76α  



If the stoichiometric air strategy is applied, analytical expression of E d (1,1,B) is obtained by
letting α=1 in eq. (2.227), i.e.,
E d (1,1,B) 
 2+4.76 1 
2+4.76 
2+4.76   (2.228)

 T0 RnH2 ,i (1,1,B)  ln
 ln  0.21
  1.88ln  0.78

2
2 
1 
3.76  


=2.026T0 RnH2 ,i (1,1,B)

For the excess oxygen strategy, analytical expression of E d (1,1,B) is obtained by vanishing
the terms related to N 2 , i.e.,
E d (1,1,B) 
 2  2c2 +4.76α α 
2  2c2 +4.76α  
 T0 RnH 2 ,i (1,1,B)  ln
 ln  0.21

2
2
α




(2.229)

 2+4.76α α 
2+4.76α  
 T0 RnH 2 ,i (1,1,B)  ln
 ln  0.21

2
2
α




For the stoichiometric oxygen strategy, analytical expression of E d (1,1,B) is obtained by
letting

α=1

in eq. (2.229),
E d (1,1,B) 
 2+4.76 1 
2+4.76  
 T0 RnH2 ,i (1,1,B)  ln
 ln  0.21

2
2 
1  

=1.393T0 RnH2 ,i (1,1,B)

(2.230)

The analytical expressions for E d (1,1,B) in eqs. (2.226)-(2.230) show it is a function of α .
As shown in Section 3.5.3, nH ,i (1,1,B) relates to the chemical reaction strategy and its effect on
2

exergy destruction will be investigated elaborately in Section 3.6.5. Three discrete values of
nH 2 ,i (1,1,B) ,

0.001, 0.002 and 0.004 mol to help show variation of E d (1,1,B) with α . Selection

of these three values are based on analysis in Section 3.7.2.
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Selection of the range for α is based on analysis in the DL work [130,143] , which shows
basically becoming 1.00 (implying complete formation of water) at

α  1.4 . 1  α  2

H

2

is selected

in this dissertation.
The variations of E d (1,1,B) with the excess air strategy shown in eq. (2.227) (represented by ‘
H 2 , O 2 , N 2 ’) for nH ,i (1,1,B) = 0.001, 0.002 and 0.004 mol and the excess oxygen strategy shown
2

in eq. (2.229) (represented by ‘ H 2 , O 2 ’) for nH ,i (1,1,B) = 0.001 mol are shown in Fig. 3-6.
2

Fig. 3-6. Variation of E d (1,1,B) (J/mol) with α ( 1  α  2 ) for nH ,i (1,1,B) =0.001,0.002 and
2

0.004 mol.
(Legend: ‘ H 2 ,O2 ,N 2 ’ the excess air strategy described in eq. (2.227); ‘ H 2 ,O 2 ’: the excess oxygen
strategy described by eq. (2.229)).

As seen from Fig. 2-5, E d (1,1,B) is proportional to nH ,i (1,1,B) when comparing the top three
2

lines ‘1’, ‘2’ and ‘3’ as shown straightforwardly in eq. (2.227). E d (1,1,B) increases as α goes
up, which means the addition of unreacted oxygen and species considered to be inert, N 2 , H 2 O ,
causes more exergy destruction over all species when their partial pressure change in mixing.
Variation of species partial pressure affects E d (1,1,B) as shown in eq. (2.225). Comparison of
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line 3 and 4 shows that E d (1,1,B) with the excess air strategy is higher than that with the excess
oxygen strategy. This shows the addition of inert species N 2 increases E d (1,1,B) , which can also
be explained in (2.225) based on species partial pressure variation.
3.6.4.3 Exergy destruction in compartment 1-1A
Fresh fuel (defined in Section 3.5.3.4) enters compartment 1-1A. Based on mass conservation
and species conservation of hydrogen, nH2 ,i (1,1,A) can obtained through

nH2 ,i (1,1,A)=nH2 ,ini  nH2 ,i (1,1,B)=
at TH ,i (1,1,A)=TH
2

2

,ini

99
mol
100

 298.15 K

and pH ,i (1,1,A)=pH
2

2

,ini

 1atm .

The compositions and their temperature and pressure at the exit of 1-1A keep the same with
that at inlet with

nH2 ,e (1,1,A)  nH2 ,i (1,1,A) 

99
mol
100

at TH ,e (1,1,A)  TH ,i (1,1,A)  298.15 K and pH ,e (1,1,A)  pH ,i (1,1,A)  1atm
2

2

2

2

E d (1,1,A) is the difference between E tot,i (1,1,A) and E tot,e (1,1,A) as shown in eq.(2.231),
E d (1,1,A) = E tot,i (1,1,A)  E tot,e (1,1,A)

(2.231)

Total exergy of inlet streams E tot,i (1,1,A) can be obtained from eq. (2.197) as
E tot,i (1,1,A) 


pH ,i (1,1,A) 0


 nH2 ,i (1,1,A)  hH0 2 ,i TH2 ,i (1,1,A)  hH0 2 ,i T0  T0  sH0 2 ,i TH2 ,i (1,1,A)  R ln 2
 sH2 ,i T0   eH2 ,CH 
p0







99 
2.72
2.72 

 
 
 298.15  130.68  8.3145  ln1  130.68   238, 490 
100  1,000,000  1,000,000 


 236,105.10 J

(2.232)
E tot,e (1,1,A) can also be obtained from eq. (2.197) as
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E tot,e (1,1,A) 


pH ,e (1,1,A) 0


 nH2 ,e (1,1,A)  hH0 2 ,e TH2 ,e (1,1,A)  hH0 2 ,e T0  T0  sH0 2 ,e TH 2 ,e (1,1,A)  Rln 2
 sH 2 ,e T0   e H2 ,CH  (2.233)
p

0





99 
2.72
2.72

 
 (
)  298.15  (130.68  8.3145  ln1  130.68)  238, 490 
100  1,000,000
1,000,000


 236,105.10 J

E d (1,1,A) in eq.(2.231) can thus be obtained as
d (1,1,A) = E tot,i (1,1,A)  E tot,e (1,1,A) = 236,105.10  236,105.10 = 0

d (1,1,A) = 0 means that there is no exergy destruction. It is reasonable because the

compositions, temperature and pressure are the same at inlet and exit of compartment 1-1A.
3.6.4.4 Exergy destruction in compartment 1-1C
Fresh oxidant, defined in section 3.5.3.4, is transferred into compartment 1-1C. When

α=2 ,

the

moles of species into compartment 1-1C can be obtained through mass and species conservation
as

nO2 ,i (1,1,C) = nO2 ,ini  nO2 ,i (1,1,B) =

nN2 ,i (1,1,C) = nN2 ,ini  nN2 ,i (1,1,B) =

1
1 1
199
2 
=
mol
2
2 100 200

1
 3.76  2  0 = 3.76mol
2

nH 2 O,i (1,1,C)  0

at temperature TO ,i (1,1,C) = TN ,i (1,1,C) = TH
2

2

2 ,ini

= 298.15 K

and pressure pO ,i (1,1,C) = 0.21atm , TN ,i (1,1,C) = 0.79 atm .
2

2

In compartment 1-1C, only mixing process occur and each species will keep its moles and
temperature.

nO2 ,e (1,1,C)  nO2 ,i (1,1,C) 

199
mol
200

nN 2 ,e (1,1,C)  nN 2 ,i (1,1,C)  3.76 mol
nH 2 O,e (1,1,C)  nH 2 O,i (1,1,C)=0
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TO2 ,e (1,1,C)  TO2 ,i (1,1,C)  298.15 K
TN 2 ,e (1,1,C)  TN 2 ,i (1,1,C)  298.15 K

Pressure of each species after the mixing can be determined by Dalton’s law as
199
200
pO2 ,e (1,1,C)=
pe 
 1  0.209atm
199
nO2 ,e (1,1,C)  nN2 ,e (1,1,C)
 3.76
200
nO2 ,e (1,1,C)

pN 2 ,e (1,1,C)=1  pO2 ,e (1,1,C)=0.791atm
E tot,i (1,1,C) evaluated by eqs. (2.197)-(2.206) is
E tot,i (1,1,C)


pO ,i (1,1,C) 0


 nO2 ,i (1,1,C)  hO0 2 ,i TO2 ,i (1,1,C)  hO0 2 ,i T0  T0  sO0 2 ,i TO2 ,i (1,1,C)  R ln 2
 sO2 ,i T0   eO2 ,CH 
p
0






pN ,i (1,1,C) 0


 nN2 ,i (1,1,C)  hN0 2 ,i TN 2 ,i (1,1,C)  hN0 2 ,i T0  T0  sN0 2 ,i TN 2 ,i (1,1,C)  R ln 2
 sN2 ,i T0   eH2 ,CH 
p0




199

 [298.15  (8.3145  ln(0.21))  3,970]  3.76  [298.15  (8.3145ln(0.79))  720]
200
 610.75 J

(2.234)

E tot,e (1,1,C) evaluated by eqs. (2.197)-(2.206) is
E tot,e (1,1,C) 


pO ,e (1,1,C) 0


 nO2 ,e (1,1,C)  hO0 2 ,e TO2 ,i (1,1,C)  hO0 2 ,e T0  T0  sO0 2 ,e TO2 ,e (1,1,C)  R ln 2
 sO2 ,e T0   eO2 ,CH 
p0






pN ,e (1,1,C) 0


 nN2 ,e (1,1,C)  hN0 2 ,e TN 2 ,e (1,1,C)  hN0 2 ,e T0  T0  sN0 2 ,e TN2 ,e (1,1,C)  R ln 2
 sN2 ,e T0   eH2 ,CH 
p0




199

 [298.15  (8.3145  ln(0.209))  3,970]  3.76  [298.15  (8.3145  ln(0.791))  720]
200
 610.77 J

(2.235)
E d (1,1,C) evaluated by difference of E tot,i (1,1,C) and E tot,e (1,1,C) using eq. (2.207)is
E d (1,1,C)  E tot,i (1,1,C)  E tot,e (1,1,C)  610.75  610.77  0.02 J
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This shows exergy increases at the exit of compartment than at the inlet by 0.02 J, which is due
to partial pressure variation of both O 2 and N 2 . Partial pressure of O 2 changes from 0.21 atm
at inlet to 0.209 atm at exit, while that of N 2 changes from 0.79 atm to 0.791 atm.

Table 3-2 Summary of stream properties and exergy destruction in elements of chamber 1-1.

Element

Inlet stream properties

Exit stream properties

Exergy destruction
E d (J)

1-1A

0.99 mol H 2
at 298.15K, 1atm

0.99 mol H 2
at 298.15 K, 1atm

E d (1,1,A)  0

0.01 mol H 2
at 298.15K, 1atm and
0.005 mol O 2
at 298.15K, 0.21atm

0.01 mol H 2

E d (1,1,B)  4.33

E tot,i (1,1,A)  236,105.10 J

1-1B

E tot,i (1,1,B)  2,385.41 J

E tot,e (1,1,A)  236,105.10 J

at 298.15K,

2
atm and
3

0.005 mol O 2
at 298.15K,

1
atm
3

E tot,e (1,1,B)  2,381.08 J

1-1C

0.995 mol O 2
at 298.15K, 0.21 atm
3.76mol N 2
at 298.15K, 0.79 atm

0.995 mol O 2
at 298.15K, 0.209 atm
3.76mol N 2
at 298.15 K, 0.791 atm

Chamber
1-1

E tot,i (1,1)

E tot,e (1,1)

 E tot,i (1,1,A)  E tot,i (1,1,B)  E tot,i (1,1,C)

 E tot,e (1,1,A)  E tot,e (1,1,B)  E tot,e (1,1,C)

 236,105.10  2,385.41  610.75
 239,101.26 J

 239,096.95 J

E tot,i (1,1,C)  610.75 J

E d (1,1,C)  0.02

E tot,e (1,1,C)  610.77 J

E d (1,1)
 E tot,i (1,1)  E tot,e (1,1)
 E d (1,1,A)  E d (1,1,B)  E d (1,1,C)
 4.31

3.6.4.5 Summary of the exergy destruction evaluation in chamber 1-1
Analysis of inlet/exit stream properties and exergy destruction in compartments of chamber 11, i.e., 1-1A, 1-1B and 1-1C are summarized in Table 3-2.
3.6.5 Exergy destruction in chamber 1-2 with chemical reaction
3.6.5.1 Exergy destruction in compartment 1-2B
Species out of compartment 1-1B is transferred into 1-2B keeping the same composition,
temperature and pressure and therefore
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nH2 ,i (1,2,B)=nH 2 ,e (1,1,B)=

2
1
mol at 298.15K, atm.
3
100

nO2 ,i (1,2,B)=nO2 ,e (1,1,B)=

1
1
mol at 298.15K,
atm
3
200

In 1-2B, the chemical reaction component process take place. Composition, temperature and
pressure at the exit of compartment 1-2B is calculated using the laws of thermochemistry shown as
eqs. (2.236)-(2.241) .
Mass conservation is shown in eq. (2.236) . Since in chemical reaction, compositions changes
and thus species conservation for H, O, N is also needed as shown in eqs. (2.237) to (2.239).

m  m

(2.236)

n

  nH,e

(2.237)

n

  nO,e

(2.238)

n

  nN,e

(2.239)

i

e

i

e

H,i

i

e

O,i

i

e

N,i

i

e

Energy conservation for inlet and exit streams of compartment 1-2B are shown in eq. (2.240) .
which indicates total enthalpy of the inlet stream

n h

i fi

Tfi

is equal to that of exit stream

i

n h

e fe

Teq

.

e

n h

i fi

Tfi   ne hfe Teq

i

(2.240)

e

ni , ne moles of inlet and exit species, respectively, mol ;

hfi , hfe molar enthalpy of inlet and exit flow, J/mol;
Tfi temperature of species in inlet stream, K;
Teq equilibrium temperature, K;
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Chemical equilibrium is determined using equilibrium constant shown in eq. (2.241)


  np p
p
ln K  ln 
 n r
r

r


 p
 p
 0
 ntot



 p   r 
p
r
0
0
  r g r   p g p

p
 r


RT






(2.241)

K , equilibrium constant;

nr , np moles of reactant and product species, respectively, mol ;

 r , p stoichiometric coefficients of reactants and products, respectively;
ntot the total moles of the all products after chemical reaction, mol ;
p the equilibrium total pressure, atm;
T the temperature, K;

pref the reference pressure, atm; p0  1atm is chosen as reference pressure here;
0

g r0 , g p the molar specific Gibbs function of the reactants and products evaluated at standard

state p0  1atm , respectively, J/mol .
g i0  hi0 T  Tsi0 T , p0 (2.242)
hi0 T and si0 T , p0

can be evaluated with eqs. (2.202) and (2.204).

Determination of exit stream properties (compositions, temperature and pressure) from inlet
stream values using eqs. (2.236)-(2.241) are not straightforward. Two variables are introduced to
enable the evaluation of exit stream properties. They are:
(1) conversion fraction of hydrogen  H , defined in eq.(2.167), and
2

(2) equilibrium temperature Teq , which is the temperature for species when chemical
equilibrium is reached;
With  H and Teq , composition and mole amount of the exit stream of compartment 1-2B are:
2

H 2 : nH ,e (1,2,B)  (1   H )nH ,i (1,2,B) (2.243)
2

2

2

185

1
O 2 : nO2 ,e (1,2,B)  nO2 ,i (1,2,B)   H2 nH2 ,i (1,2,B) (2.244)
2
H 2 O : nH O,e (1,2,B)   H nH ,i (1,2,B) (2.245)
2

2

2

Total moles of species at exit of 1-2B is
ntot,e (1,2,B)  nH 2 ,e (1,2,B)  nO2 ,e (1,2,B)  nH 2 O,e (1,2,B) (2.246)

Total pressure at exit pe (1, 2, B)  1atm
Partial pressures at exit of compartment 1-2B using Dalton’s law
pH2 ,e (1,2,B) 

nH2 ,e (1,2,B)

pO2 ,e (1,2,B) 

nO2 ,e (1,2,B)

pH2O,e (1,2,B) 

nH2O,e (1,2,B)

ntot,e (1,2,B)

pe (1,2,B)

(2.247)

pe (1,2,B)

(2.248)

ntot,e (1,2,B)

ntot,e (1,2,B)

(2.249)

pe (1,2,B)

Substituting eqs. (2.243)-(2.249) into eqs. (2.240) and eqs. (2.240) can be written as
nH2 ,i (1,2,B)hH2 ,i (1,2,B) TH2 ,i (1,2,B)  nO2 ,i (1,2,B)hO2 ,i (1,2,B) TO2 ,i (1,2,B) 
1
(1   H2 )nH2 ,i (1,2,B)hH2 ,e (1,2,B) Teq  (nO2 ,i (1,2,B)   H2 nH2 ,i (1,2,B))hO2 ,e (1,2,B) Teq (2.250)
2
 H2 nH2 ,i (1,2,B)hH2O,e (1,2,B) Teq
hH2 ,i (1,2,B) TH2 ,i (1,2,B)

molar enthalpy of H 2 at temperature TH ,i (1,2,B) at inlet of
2

compartment 1-2B, evaluation shown in eq. (2.202), J/mol;
hO2 ,i (1,2,B) TO2 ,i (1,2,B)

molar enthalpy of O 2 at temperature TO ,i (1,2,B) at inlet of
2

compartment 1-2B, evaluation shown in eq. (2.202), J/mol;
It can be seen that eq. (2.250) only contains two unknowns,  H and Teq if substituting
2

variables in it by eqs. (2.202), (2.243)-(2.246).
Equation (2.251) is obtained when substituting eqs. (2.243)-(2.249) into eq. (2.241).
186

1 (1 0.5)


1




nH2O,e (1,2,B)


1

ln 

0.5 
 nH2 ,i (1,2,B)nO2 ,i (1,2,B)  (1   )n (1,2,B)  n (1,2,B)  1  n (1,2,B)   n (1,2,B) 

H2
H 2 ,i
O 2 ,i
H H ,i
H 2 H 2 ,i


2 2 2



(2.251)

  hH0 ,e (1,2,B) Teq  Teq sH0 ,e (1,2,B) Teq , p0 

2

 2

1 

0.5  hO0 2 ,e (1,2,B) Teq  Teq sO0 2 ,e (1,2,B) Teq , p0   = ln K

RTeq 
  0

  hH2O,e (1,2,B) Teq  Teq sH0 2O,e (1,2,B) Teq , p0  
 
 

K is the equilibrium constant used for chemical equilibrium determination. nH 2 ,i (1,2,B) ,

nO2 ,i (1,2,B) are known from the exit properties of 1-1B.
nH 2 O,e (1,2,B) is obtained from eqs. (2.245).

hH0 2 ,e (1,2,B) Teq , hO0 2 ,e (1,2,B) Teq

and hH0 O,e (1,2,B) Teq

sH0 2 ,e (1,2,B) Teq , p0 , sO0 2 ,e (1,2,B) Teq , p0

2

are evaluated with eqs. (2.202).

and sH0 O,e (1,2,B) Teq , p0
2

are calculated from eqs.

(2.204) and (2.205).
Substituting all these into eq. (2.251), there will be only two unknown variables,  H and Teq .
2

Equations (2.250) and (2.251) are two independent equations with two unknown variables,  H

2

and Teq . Solution of  H and Teq can be obtained by solving eqs. (2.250) and (2.251) in
2

MATLAB and they are  H  0.663 and Teq  3507 K .
2

After  H and Teq are obtained, exit exergy of 1-1B, E tot,e (1,2,B) can be determined by
2

eq.(2.207), same as calculating E tot,e (1,1,A) , E tot,e (1,1,B) and E tot,e (1,1,C) in Section 3.6.4. It is
obtained that E tot,e (1,2,B)  2107.52 J .
E tot,i (1,2,B)  E tot,e (1,1,B)  2,381.08 J from Table 3-2.
E d (1,2,B)  E tot,i (1,2,B)  E tot,e (1,2,B)  2,381.08  2,107.52  273.56 J

3.6.5.2 Exergy destruction in compartment 1-2A and 1-2C
In compartments 1-2A and 1-2C, exit stream properties will remain the same with inlet stream
since no component process takes place in them.
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For 1-2A:

nH2 ,i (1,2,A)=nH2 ,e (1,1,A)=

2
99
mol at 298.15K, atm.
3
100

nO2 ,i (1,2,A)=nO2 ,e (1,1,A)=0 , nN 2 ,i (1,2,A)=nN 2 ,e (1,1,A)=0 , nH 2 O,i (1,2,A)=nH 2 O,e (1,1,A)=0

For 1-2C:
nH 2 ,i (1,2,C)=nH 2 ,e (1,1,C)=0

nO2 ,i (1,2,C)=nO2 ,e (1,1,C)=

199
mol at 298.15K, 0.209 atm;
200

nN 2 ,i (1,2,C)=nN 2 ,e (1,1,C)=3.76mol at 298.15 K, 0.791 atm.

3.6.5.3 Selection of chemical reaction strategies
It is pointed out that input fuel exergy E f relates to chemical reaction process in Section 3.5.2
and E f is equivalent to nH

2 ,i

in chemical reaction strategy selection. Four typical chemical reaction

strategies are proposed in Section 3.5.3 with different nH ,i . In this section, the effect of nH
2

2 ,i

on

E d (1,2,B) is analyzed quantitatively to show the selection of chemical reaction strategies in

Section 5.2 reasonable. The variation of E d (1,2,B) with Tin (1, 2, B) is also revealed as shown in
Fig. 3-7. The pre-mixing process strategy should be determined before evaluating E d (1,2,B) and
the excess oxygen strategy is selected for pre-mixing process with

α=1.5 .
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Fig. 3-7. Chemical reaction exergy destruction E d (1,2,B) as a function of inlet H 2 moles
nH ,i (1,2,B) and inlet temperature Tin (1, 2, B) for hydrogen and excess oxygen reaction with
2

α=1.5 .

Fig. 3-8. Chemical reaction exergy destruction E d (1,2,B) as a function of inlet H 2 moles
nH ,i (1,2,B) with 4 different inlet temperature Tin (1, 2, B) = 298.15, 631.48, 964.82 and 1,298.15 K,
2

for hydrogen and excess oxygen reaction with α=1.5 .
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Fig. 3-9. Chemical reaction exergy destruction E d (1,2,B) as a function of inlet temperature
Tin (1, 2, B) , with 4 different inlet H 2 moles nH 2 ,i (1,2,B) =0.001, 0.002, 0.003 and 0.004 mol, for
hydrogen and excess oxygen reaction with α=1.5 .

Fig. 3-10. H 2 conversion fraction  H as a function of inlet H 2 moles nH ,i (1,2,B) and inlet
2

temperature Tin (1, 2, B) , for hydrogen and excess oxygen reaction with

2

α=1.5 .
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Fig. 3-11. Equilibrium temperature Teq as a function of inlet H 2 moles nH ,i (1,2,B) and inlet
2

temperature Tin (1, 2, B) , for hydrogen and excess oxygen reaction with α=1.5 .

In Fig. 3-7, selection of the range for nH ,i (1,2,B) , from 0.001 to 0.004 mol, is introduced in
2

Section 3.7.2. Results are analyzed as follows:
(1) From Fig. 3-7, E d (1,2,B) increases when nH ,i (1,2,B) goes up and it decreases when Tin (1, 2, B)
2

increases.
(2) Fig. 3-8 further shows that E d (1,2,B) is proportional to nH ,i (1,2,B) when the Tin (1, 2, B) is set.
2

This can be obtained when comparing variation of E d (1,2,B) with nH ,i (1,2,B) for 4 typical
2

Tin (1, 2, B) = 298.15, 631.48, 964.82 and 1298.15 K, respectively. At Tin (1, 2, B) = 298.15 K,
E d (1,2,B) increases from 24.97 J to 99.88 J when nH ,i (1,2,B) varies from 0.001 mol to 0.004
2

mol.
(3) It is indicated that E d (1,2,B) can be reduced when increasing Tin (1, 2, B) , by comparison of line
1 and 4 in Fig. 3-8.
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(4) Fig. 3-9 shows that E d (1,2,B) decreases as Tin (1, 2, B) increases. When Tin (1, 2, B) increases
from 298.15 to 1298.15 K, E d (1,2,B) decrease for about 65% for nH ,i (1,2,B) = 0.001, 0.002,
2

0.003 and 0.004 mol.
(5) Since  H and Teq are introduced in this section to connect exit and inlet stream properties,
2

the effect of nH ,i (1,2,B) and Tin (1, 2, B) on E d (1,2,B) may be revealed by their effect on  H
2

2

and Teq .  H and Teq as a function of inlet H 2 moles nH 2 ,i (1,2,B) and inlet temperature
2

Tin (1, 2, B) , for hydrogen and excess oxygen reaction with α=1.5 are shown in Fig. 3-10

and Fig. 3-11, respectively.
(6) It is shown in Fig. 3-10 that as Tin (1, 2, B) increases,  H decreases. That is because as
2

Tin (1, 2, B) increases, the equilibrium constant K decreases, which lead to lower  H .
2

(7) nH ,i (1,2,B) does not affect  H since the excess oxygen strategy is selected as shown in Fig.
2

2

3-10 and when nH ,i (1,2,B) increases, the oxidants nO ,i (1,2,B)= α nH ,i (1,2,B) will increase by the
2

2

2

2

same ratio.
(8) It is shown in Fig. 3-11, that Teq increases as Tin (1, 2, B) goes up, that is straightforward since
higher inlet temperature will accelerate exothermic hydrogen oxygen reaction and temperature
keeps increasing from Tin (1, 2, B) . The higher Tin (1, 2, B) is, the higher the Teq is.
Teq does not change with nH 2 ,i (1,2,B) and that is because when nH 2 ,i (1,2,B) increases, the

α
oxidants nO2 ,i (1,2,B)= nH2 ,i (1,2,B) will increase by the same ratio, the  H will remain the same. The
2
2

molar specific heat release for hydrogen would be the same for different nH ,i (1,2,B) and therefore,
2

the same equilibrium temperature will be reached.
To sum up, as Tin (1, 2, B) increases, Teq increases and  H decreases, E d (1,2,B) decreases. It is
2
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explained in (6) and (8) above.
nH 2 ,i (1,2,B) has no effect on Teq or  H 2 explained in (2) and (7). As nH 2 ,i (1,2,B) increases,

however, E d (1,2,B) goes up since E d (1,2,B) is an extensive property.
This indicates the selection of chemical reaction strategies in Section 5.3.1 is reasonable since
all of them differ from nH ,i (k,2,B) and Tin (k, 2, B)，
1 k  M .
2

3.6.5.4 Summary of exergy destruction in chamber 1-2
Table 3-3 Summary of stream properties and exergy destruction in elements of chamber 1-2.
Element

Inlet stream properties

Exit stream properties

Exergy destruction
E d (J)

1-2A

0.99 mol H 2
at 298.15K, 1atm

0.99 mol H 2
at 298.15 K, 1atm

E d (1,2,A)  0

E tot,i (1,2,A) 

E tot,e (1,2,A) 

236,105.10 J

236,105.10 J

1-2B

0.01 mol H 2 at 298.15K, 0.00337 mol H 2
at 3507.4 K, 0.288 atm ；
2
atm；
0.00169 mol O 2
3
at 3507.4 K, 0.144 atm
1
mol O 2 at 298.15K, 0.00663 mol H O at 3507.4
2
200
K,
0.567
atm；
1
atm
E tot,e (1,2,B)  2107.52 J

E d (1,2,B)
 E tot,i (1,2,B)  E tot,e (1,2,B)
 2,381.081  2,107.518
 273.56

3

E tot,i (1,2,B)  2,381.08 J

1-2C

0.995 mol O 2 at 298.15K,
0.209 atm
3.76mol N 2 at 298.15K,
0.791 atm

0.995 mol O 2 at 298.15K,
0.209 atm
3.76 mol N 2 at 298.15 K,
0.791 atm

E d (1,2,C)  0

E tot,i (1,2)

E tot,e (1,2)

E d (1,2)

 E tot,i (1,2,A)

 E tot,e (1,2,A)

E tot,i (1,2,C)  610.77 J

Chamber
1-2

E tot,e (1,2,C)  610.77 J

 E tot,i (1,2,B)

 E tot,e (1,2,B)

 E tot,i (1,2,C)

 E tot,e (1,2,C)

 239,096.95 J

 238,823.38J

 E tot,i (1,2)  E tot,e (1,2)
 E d (1,2,A)
 E d (1,2,B)
 E d (1,2,C)
 273.56
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Analysis of inlet/exit stream properties and exergy destruction in elements of chamber 1-2, i.e.,
1-2A, 1-2B and 1-2C are summarized in Table 3-3.

3.6.6 Exergy destruction in chamber 1-3 with heat transfer
Species out of compartment 1-2B are transferred into 1-3B keeping their composition,
temperature and pressure and exergy.
nH 2 ,i (1,3,B)=nH 2 ,e (1,2,B)=0.00337 mol at 3507 K, 0.288 atm,

nO2 ,i (1,3,B)=nO2 ,e (1,2,B)=0.00169 mol at 3507 K, 0.144 atm,

nN 2 ,i (1,3,B)=0
nH 2 O,i (1,3,B)=nH 2O,e (1,2,B)=0.00663 mol at 3507 K, 0.567 atm；

E tot,i (1,3,B)=E tot,e (1,2,B)  2,107.52 J

Species out of compartment 1-2A are transferred into 1-3A keeping their composition,
temperature and pressure and exergy.
nH 2 ,i (1,3,A)=nH2 ,e (1,2,A)=0.99 mol at 298.15 K, 1atm,
nO2 ,i (1,3,A)=0 , nN 2 ,i (1,3,A)=0 , nH 2 O,i (1,3,A)=0

E tot,i (1,3,A)  E tot,e (1,2,A)  236,105.10 J

Species out of compartment 1-2C are transferred into 1-3C keeping their composition,
temperature and pressure and exergy.
nH 2 ,i (1,3,C)=nH 2 ,e (1,2,C)=0
nO2 ,i (1,3,C)=nO2 ,e (1,2,C)=0.995 mol at 298.15K, 0.209 atm,
nN 2 ,i (1,3,C)=nN 2 ,e (1,2,C)=3.76 mol at 298.15 K, 0.791 atm.
nH 2 O,i (1,3,C)=0

E tot,i (1,3,C)  E tot,e (1,2,C)  610.77 J
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If the internal heat transfer strategy is selected, the mixture in 1-3B at high temperature Teq
transfers heat to the mixture in both 1-3A and 1-3C until all the species reach the same temperature,
represented by Tcom (1,3) .
The energy balance equation in heat transfer is





nfi,i (1,3,X)hfi,i (1,3,X) Tfi,i (1,3,X)

X=A,B,C fi=H 2 ,O 2 ,N 2 ,H 2 O







nfe,i (1,3,X)hfe,i (1,3,X) Tcom (1,3)

(2.252)

X=A,B,C fe=H 2 ,O 2 ,N 2 ,H 2 O

X=A, B, C and element (1, 3, X) represent compartments 1-3A, 1-3B and 1-3C；
nfi,i (1,3,X) , nfe,i (1,3,X) the moles of the species ‘i’ at the inlet and exit of compartment 1-3X；
hfi,i (1,3,X) Tfi,i (1,3,X) , hfe,i (1,3,X) Tcom (1,3) the enthalpy of species ‘i’ at the inlet and exit of

compartment 1-3A, 1-3B and 1-3C at temperature Tfi,i (1,3,X) and Tcom (1,3) , respectively.
Enthalpy is evaluated by eqs. (2.202)-(2.203) and there is only one unknown Tcom (1,3) in
eq.(2.252). Solving equation (2.252) by MATLAB, and get Tcom (1,3)  307.7 K .
The analysis of exergy destruction in compartments 1-3A, 1-3B and 1-3C are summarized in
Fig. 3-4.
Analysis of stream properties and exergy destruction in elements of chamber 1-3, i.e., 1-3A, 13B and 1-3C are summarized in Table 3-4.
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Table 3-4 Summary of stream properties and exergy destruction in elements of chamber 1-3.
Element

Inlet stream values

Exit stream values

Exergy destruction, E d (J)

1-3A

0.99 mol H 2
at 298.15K, 1atm;

0.99 mol H 2
at 307.7 K, 1atm;

E d (1,3,A) 

E tot,i (1,3,A) 

E tot,e (1,3,A) 

 541.6

 236,105.10 J
0.00337 mol H 2

 236,646.7 J
0.00337 mol H 2

at 3507 K, 0.288 atm,
0.001685mol O 2
at 3507 K, 0.144 atm,
0.00663 mol H 2 O
at 3507 K, 0.568atm；
E tot,i (1,3,B) 

at 307.7 K, 0.288 atm,
0.001685mol O 2
at 307.7 K, 0.144 atm,
0.00663 mol H 2 O
at 307.7 K, 0.568 atm；
E tot,i (1,3,B) 

 2,107.518 J

 837.5348J

0.995 mol O 2
at 298.15K, 0.209 atm
3.76 mol N 2
at 298.15K, 0.791 atm;

0.995 mol O 2
at 307.7 K, 0.209 atm
3.76 mol N 2
at 307.7 K, 0.791 atm;
E tot,e (1,3,C) 
J
 631.5945

E d (1,3,C) 

E tot,e (1,3)

E d (1,3)

 E tot,e (1,3,A)

 E tot,i (1,3)  E tot,e (1,3)

1-3B

1-3C

E tot,i (1,3,C) 
Chamber
1-3

 610.766 J
E tot,i (1,3)
=E tot,e (1,2)
 238,823.384 J

 E tot,e (1,3,B)

E tot,i (1,3,A)  E tot,e (1,3,A)

E d (1,3,B)
 E tot,i (1,3,B)  E tot,e (1,3,B)
 1, 269.9832

E tot,i (1,3,C)  E tot,e (1,3,C)
 20.8285

 707.5547

 E tot,e (1,3,C)
 238,115.829 J

3.6.7 Exergy destruction in chamber 1-4 with Post-mixing
The Post-mixing component-process is present in chamber 1-4 in Fig. 3-2. The process of
calculation and analysis in post-mixing is similar to pre-mixing. Only partial pressure of each
species changes when species at the same temperature mix.
Species out of chamber 1-3 will be transferred into chamber 1-4. If the remaining fuel recycle
strategy is applied:
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Fresh H 2 out of compartment 1-3A and remaining H 2 are transferred into 1-4B keeping their
temperature. In compartment 1-4B, the following species will mix:
fresh fuel from 1-3A,

99
mol
100

H 2 at 307.7 K, 1atm and

the remaining fuel H 2 from 1-3B, 0.00337 mol at 307.7 K, 0.288 atm
according to mass conservation, after mixing, there will be
nH 2 ,e (1, 4, B)  0.00337  0.99  0.99337 mol at 307.7 K, 1atm,

with total exergy E tot,e (1,4,B) 

0.99337
 236646.7  237,452.26 J
0.99

Other species from compartment 1-3B and 1-3C will be transferred to compartment 1-4C, which
are:
Species in 1-3B:

0.001685mol O 2 at 307.7 K, 0.144 atm
0.00663 mol H 2 O at 307.7 K, 0.565 atm
and species in 1-3C

199
mol O 2 at 307.7 K, 0.209 atm
200
3.76 mol N 2 at 307.7 K, 0.791 atm
after mixing in 1-4C, there will be
O 2 : nO2 ,e (1, 4,C)  0.001685 

199
 0.991685mol at 307.7 K;
200

N 2 : nN ,e (1, 4,C)  3.76 mol 3.76 mol at 307.7 K;
2

H 2 O : nH O,e (1, 4, C)  0.00663 mol at 307.7 K;
2

total moles of species in 1-4C,
ntot,e (1, 4,C)  4.758315mol
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Using Dalton’s law,

pO2 ,e (1,4,C) 

nN2 ,e (1,4,C) 

0.991685
 0.209 atm
4.758315

3.76
 0.790 atm
4.758315

nH2O,e (1,4,C) 

0.00663
 0.001 atm
4.758315

No species is transferred to 1-4A and it is considered as empty in analysis.
The analyses of stream properties and exergy destruction in the elements of chamber 1-4 are
summarized in Table 3-5.
The total exergy destruction in the first increment E d (1) is

E d (1) 
 E d (1,1)+E d (1,2)+E d (1,3)+E d (1,4)
 4.308  273.563  707.5547  102.678
 1,088.1037 J

(2.253)

Species out of chamber 1-4 are transferred to the second increment. The process of calculation
and exergy analysis in the elements of the second increment is similar to that of the first increment
shown in Section 3.6.4 to 3.6.7.
Total exergy destruction for the whole path will be the sum of exergy destruction in all of its
increments as shown in eq. (2.254)
M

E d,tot   E d (k)

(2.254)

k=1
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Table 3-5 Summary of stream properties and exergy destruction in elements of chamber 1-4.
Element

Inlet stream values

Exit stream values

Ed

1-4A
1-4B

None
0.00337 mol
H2
307.7 K, 0.2884 atm

None

E d (1,4,A)  0

0.99337 mol H 2 at 307.7 K
and 1atm,
E tot,e (1,4,B) 

E d (1,4,B)

at

99
mol H 2 at 307.7 K,
100

 E tot,i (1,4,B) 
E tot,e (1,4,B)

237, 452.255J

1atm
E tot,i (1,4,B)

1-4C

0.001685mol
O 2 at 0.991685 mol O 2 at 307.7 K,
307.7 K, 0.1442 atm; 0.209 atm ;
0.00663 mol
H 2 O at 3.76 mol N at 307.7 K,
2
307.7 K, 0.5674atm;
0.790 atm ;
199
mol O 2 at 307.7 K, 0.00663mol H 2 O at 307.7
200
K, 0.001atm ;
0.209 atm;
E tot,e (1,4,C)  570.2546 J
3.76 mol N 2 at 307.7 K,
0.791 atm

E d (1,4,C) 
E tot,i (1,4,C) 
E tot,e (1,4,C)

E tot,i (1,4,C)

Chamber
1-4

Note:

E tot,i (1,4) 

E tot,e (1,4)

E d (1,4) 

E tot,e (1,3)

 E tot,e (1,4,B)  E tot,e (1,4,C)

E tot,i (1,4) 

 238,115.829 J

 238,013.151J

E tot,e (1,4)

 102.678J
The values of E tot,i (1,4,B) , E tot,i (1,4,C) , E d (1,4,B) , E d (1,4,C) are not used
anywhere and thus they are not calculated.

3.6.8 The criteria for exergy destruction analysis in the paths
The criteria shown in eqs. (2.256)-(2.269) are used to evaluate the overall and component
process exergy destruction are based on eqs. (2.207) and (2.211).
Mixing exergy destruction  d,mix (unit: J) is the sum of pre-mixing exergy destruction  d,mpre
and post-mixing exergy destruction  d,mpo as shown in eq.(2.255)
 d,mix   d,mpre   d,mpo

(2.255)
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The total exergy destruction in increment k, d,tot (k) is the sum of the mixing, chemical reaction
and heat transfer exergy destruction in that increment,
d,tot (k)  d,mix (k)  d,rxn (k)  d,htr (k)

(2.256)

 d,mix (k) , d,rxn (k) , d,htr (k) are mixing, chemical reaction and heat transfer exergy destruction

in increment k, respectively, J;
The cumulative exergy destructions from increment 1 to m due to mixing is
m

d,tot,mix (k )   d,mix (k )

(2.257)

k=1

Since mixing consists of pre-mixing and post-mixing, eq. (2.257) can also be written as
m

m

k=1

k=1

d,tot,mix (k )   d,mpre (k )   d,mpo (k )

(2.258)

The cumulative exergy destructions from increment 1 to m due to chemical reaction is
m

d,tot,rxn (k )   d,rxn (k )

(2.259)

k=1

The cumulative exergy destructions from increment 1 to m due to heat transfer is
m

d,tot,htr (k )   d,htr (k )

(2.260)

k=1

The total mixing exergy destruction in a path d,tot,mix is the sum of mixing exergy destruction in
all increments (1, 2, 3…M) in the path characterized by eq. (2.261)
M

d,tot,mix   d,mix (k)

(2.261)

k=1

The total chemical reaction exergy destruction in a path d,tot,rxn is the sum of chemical reaction
exergy destruction in all increments (1, 2, 3…M) in the path shown in eq.(2.262)
M

d,tot,rxn   d,rxn (k)

(2.262)

k=1
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The total heat transfer exergy destruction in a path d,tot,htr is the sum of heat transfer exergy
destruction in all increments (1, 2, 3…M) in the path shown in eq.(2.263)
M

d,tot,htr   d,htr (k)

(2.263)

k=1

The overall exergy destruction d,tot shown in (2.264) is the sum of the total mixing, chemical
reaction and heat transfer exergy destruction defined in (2.261)-(2.263)
d,tot  d,tot,mix   d,tot,rxn   d,tot,htr

(2.264)

The component process exergy destruction ratio is defined as the ratio of the total component
process exergy destruction to the overall exergy destruction, which includes the mixing exergy
destruction ratio  mix , the chemical reaction exergy destruction ratio  rxn and the heat transfer
exergy destruction ratio  htr shown in (2.265)-(2.267), respectively.

 mix 

 rxn 

 htr 

d,tot,mix
d,tot
 d,tot,rxn

(2.265)

(2.266)

 d,tot

d,tot,htr

(2.267)

d,tot

The overall exergy destruction ratio until the m-th increment  tot (m) is defined as the ratio of
the total exergy destruction in all increments from 1 to m to the total inlet stream exergy i shown
in eq.(2.268)
m

 tot (m) 



d,tot

(k)

k=1

i

(2.268)

The overall exergy destruction ratio  tot of the entire combustion process is defined as the ratio
of the total exergy destruction to the total inlet stream exergy i shown in eq.(2.269)
201

M

 tot 



d,tot

(k)

k=1

(2.269)

i

The exergy efficiency until the m-th increment ex (m) is defined as the ratio of remaining exergy
until the m-th increment to the total inlet exergy i shown in eq. (2.270)
m

ex (m) 

i   d,tot (k)
k=1

(2.270)

i

Exergy efficiency for the entire combustion process  ex,tot is defined as the ratio of the total exit
exergy to total inlet exergy i shown in eq. (2.271)
M

ex,tot 

i   d,tot (k)
k=1

i



e
i

(2.271)

 e total exit stream exergy, J.

3.7 Numerical modeling of path exergy analysis
3.7.1 Standard program for numerical modeling
To simplify the HFIM exergy analysis simulation, such as done in the DL work, a standard
program for numerical analysis is developed, based on standard design of paths in Section 3.4.1
and on the criteria described in section 3.6.8. This standard program allows for exergy analysis for
all the proposed paths by varying the inputs only. The corresponding calculation flowchart is shown
in Fig. 3-12.
The overall exergy destruction of a path is the cumulative exergy destruction in each increment.
For increment

k

, exergy destruction can be evaluated if the inlet boundary conditions and the

strategies are known. When

k 1,

i.e., the first increment, the inlet temperature Ti (k ) equals to

the inlet temperature of real combustion Ti,re , otherwise, it is equal to the exit temperature of
increment

k  1 , Te (k-1) .
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M 1

To be consistent with that fact that in all chemical reaction strategy nH2 ,i ( M )  nH2 ,i,re -  nH2 ,i (k )
k 1

in Section 5.3.1, the simulation program performs an ongoing comparison of Ti (k) with Tign to
thereby identify the last increment

k M

.

After nH ,i ( k ) (1  k  M ) is given by chemical reaction strategy, pre-mixing strategy showing
2

nO2 ,i (k ), nN 2 ,i (k ), nH 2O,i ( k ) , heat transfer strategy and post-mixing strategy are also needed to
enable quantitative exergy analysis. Mass conservation is applied when determining mass of each
species in a compartment. For instance, species in

k

-2A can be determined by species in

k

-1A

with mass conservation. Energy conservation is applied when determining temperature after heat
transfer. For instance, temperature of exit stream of chamber

k

-3 can be determined by energy

conservation for all inlet and exit species. Exergy evaluation can be finished after evaluating exergy
destruction in all the 12 compartments in a path. Exergy destruction due to pre-mixing  d,mpre ,
chemical reaction  d,rxn , heat transfer d,htr and post-mixing  d,mpo can be obtained by the
summation of exergy destruction in chamber k -1, chamber k -2, chamber k -3 and chamber k -4
( 1  k  M ), characterized by eqs. (2.261)-(2.263). The overall exergy can be obtained by
summation of exergy destruction due to these four component processes characterized by
eq.(2.264).
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Fig. 3-12. The flowchart of ‘standard program’ modeling path exergy destruction.

3.7.2 Required variables for numerical analysis
In chemical reaction strategies, the fuel supply to each increment is given as:
when

nH 2 ,i ( k )

1 k  M

;

M 1

nH2 ,i ( M )  nH2 ,i,re -  nH2 ,i (k ) ;
k 1

Before chemical reaction strategy is used for quantitative exergy analysis,

nH 2 ,i ( k ) ,

1  k  M must be determined based on the stability of solution to exergy destruction. N f , the
fraction factor shown in eq. (2.272), defined as the ratio of the total moles of H 2 at the inlet of
increment

k

, nH

2

,i,tot

(k ) ,

to the moles of H 2 into increment

Nf 

nH2 ,i,tot (k )
nH2 ,i (k )

k

, nH 2 ,i ( k ) .

(2.272)
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The default path described in Section 3.5.3.5 is selected as an example to show the effect of N f
on exit temperature of the path Te and the overall and component process exergy destruction ratios
 tot ,  htr ,  rxn and  mix defined in Section 3.6.8.

The oscillation of Te is shown in Fig. 3-13. 1  Nf  350 is investigated. To make the results
clear enough to understand, results with 1  N f  100 is magnified in Fig. 3-14. From Fig. 3-13
and Fig. 3-14, at fraction factor of about 80, the exit temperature Te and overall and component
exergy destruction ratio  tot ,  htr ,  rxn and  mix approach a value which does not change with the
increase of the fraction factor.
The variation of  tot ,  mix ,  rxn and  htr is also presented in Fig. 3-15. To make the results clear
enough to understand, results with 1  N f  100 is also magnified in Fig. 3-16.

Fig. 3-13. The exit temperature Te as a Fig. 3-14. The equilibrium temperature Te as a
function of fraction factor N f in the range function of fraction factor N f in the range (1,
(1,350) for default path.
100) for default path.
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Fig. 3-15. The exergy destruction ratio of
overall process  tot , heat transfer process  htr ,
chemical reaction process  rxn , mixing process
 mix as a function of fraction factor N f in the
range (1, 350).

Fig. 3-16. The exergy destruction ratio of
overall process  tot , heat transfer process  htr ,
chemical reaction process  rxn , mixing process
 mix as a function of fraction factor N f in the
range (1, 100).

As shown in Fig. 3-13 and Fig. 3-16, at about Nf  80 , a convergence of exit temperature Te ,
overall and component exergy destruction ratio  tot ,  htr ,  rxn and  mix could be achieved.
This convergence occurs because as N f increases, the incremental fuel supply nH ,i ( k )
2

decreases, heat released in each increment decreases since in each increment H 2 at moles nH ,i ( k )
2

reacts and therefore temperature increase in each increment decreases. The mixture approaches Tign
gradually, so the exit temperature and exergy destruction ratio converge.
There is a significant fluctuation for Te when Nf  80 , for instance, Te = 1,819.7, 1,923.3,
1,973.7 K for N f = 1, 2 and 3. Fuel inlet for increment k, nH

2

,i,tot

( k ) , conversion fraction  H 2

and

moles of consumed H 2 , nH 2 ,c ( k ) , equilibrium temperature for chamber k-2 after chemical reaction,
Teq ( k , 2)

and exit temperature for increment k are listed in Table 3-6 to help explain the fluctuation.

 H ( k ) for the first increment of these three paths with different N f are same as 0.663. This is
2

already displayed and explained in Fig. 3-10 in Section 3.6.5.3 that  H (k ) , Teq (k , 2) are only
2

function of inlet temperature Tin (k ) and have nothing to do with nH

2

,i,tot

( k ) . Te (k ) ,

however, is
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affected by nH

2

,i,tot

(k )

and nH ,c (k ) . If nH ,c (k ) is larger, which means more H 2 reacts to release
2

2

heat to unreacted species, the exit temperature Te (k ) will be higher. If Te (k ) is higher than Tign ,
all the remaining fuel will be transferred to the last increment for reaction. Table 3-6Table 3-6
shows that Te (k ) for the first increment k = 1 with N f = 3 is 834.15 K and is much lower than
1819.7 K when N f = 1. The gradual increment of Ti (k ) for paths with different N f is different and
leads to different overall and exergy destruction ratio.
To sum up, N f affects fuel inlet for each increment and further affects the way the exit
temperature of each increment approaches Tign . This causes difference in overall and component
process exergy destruction.
Table 3-6 Comparison of fuel inlet/consumption amount and equilibrium/exit temperature.
Nf

1
2

3

k

Ti (k )

nH 2 ,i,tot ( k )

(mol)

 H (k )
2

Consumed

Teq ( k , 2)

Te (k )

>

nH 2 ,c ( k )

(K)
1819.7
1090.7
1923.3

Tign ?

Yes
Yes

No
Yes

（K）
298.15
298.15
1090.7

1
1/ N f = 1/2 = 0.5
1- nH ,c (1) =

0.663
0.663
0.5691

0.663
0.3315
0.38

(K)
3507.4
3507.4
3723.6

1
2

298.15
834.15

= 1-0.3315 = 0.6685
1/3
(1- nH ,c (1) )/3 =

0.663
0.6005

0.221
0.1559

3507.4
3651.5

834.15
1293.2

3

1293.2

(1-0.221)/3 = 0.2597
1- nH ,c (1) - nH ,c (2)

0.5436

0.3387

3782.4

1973.7

1
1
2

2

2

2

2

= 1-0.221-0.1559
In this dissertation, Nf  250 is selected for analysis of default path. To assure stabilities of
numerical solutions, values of N f for each path with different chemical strategies is determined
before exergy analysis is conducted. The method for determination of N f is similar to
determination of N f for default path.
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3.7.3 Validation of the standard numerical model
The correctness of the ‘standard program’ for numerical model based on exergy balance shown
in eq. (2.207) should be validated before it is used to analyze exergy destruction. Since in addition
to eq. (2.207), exergy destruction can also be evaluated by entropy balance and Gouy-Stodola
theorem shown in eq. (2.211) (Section 3.6.3).
Overall and component process exergy destruction obtained from eq. (2.207) by the ‘standard
program’ and eq.(2.211) are compared and shown in Fig. 3-17.
Results in Fig. 3-17 indicate that overall and component process exergy destruction obtained
through the two equations are the same since the corresponding lines overlap. This validates the
accuracy of ‘standard program’ to evaluate exergy destruction.

Fig. 3-17. Overall ( E d,tot ) and component process (heat transfer E d,htr , chemical reaction E d,rxn ,
mixing E d,mix ) exergy destruction evaluated by ‘standard program’.
(Default path S, ‘S’ is for ‘standard’) and ‘validation eq.(2.211)’ (Default path V, ‘V’ is for
‘validation’).

In addition, overall and component process exergy destruction for the default path evaluated by
‘standard program’ is also compared to those of path 1 in the DL work [130] as shown in Fig. 3-18.
DL path 1 is selected since it is the path most similar to the default path in the DL work.
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Fig. 3-18. Overall ( E d,tot ) and component process (heat transfer E d,htr , chemical reaction E d,rxn ,
mixing E d,mix ) exergy destruction in path 1 of the DL work [130] (represented by ‘DL path 1’) and
the default path (represented by ‘Default path’).

As seen from Fig. 3-18, there is difference between the absolute values of overall and component
process exergy destruction for the two paths. That is because the two paths use different ways to
determine chemical equilibrium. The DL path 1 assumed constant  H and Teq while in default
2

path,  H and Teq are functions of inlet composition, temperature and exit pressure, which better
2

agree with real combustion. The variation trend of exergy destruction for the two paths with α ,
however, are similar. As α increases, E d,htr decreases, E d,rxn and E d,mix do not vary much and
therefore, E d,tot increases. The reasons for this variation will be explained in Section 8. And the
component process exergy destruction, from largest to the lowest, are E d,htr , E d,rxn and E d,mix for
both of the two paths. The similarity of exergy destruction variation with α and similar distribution
of overall exergy destruction in component process shows that the standard program is reliable to
be used for exergy destruction analysis.
In the following section 8, ‘standard program’ will be used to evaluate overall and component
process exergy destruction in different paths to find the trend for exergy destruction reduction.
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3.8 Use of HFIM to explore ways for exergy destruction reduction
3.8.1 Systematic selection of paths
As mentioned in Section 3.5.3, real combustion can take place in different ways described by
different strategies. Comparing overall exergy destruction of paths with different strategies only in
one component process can identify strategy with the least overall exergy destruction. This strategy
is defined as ‘best strategy’.
By determining best strategy for each component process, the path trends that lead to lower
exergy destruction can be discovered. Fourteen different paths in four groups, covering 2 different
‘post-mixing’, 3 ‘chemical reaction’, 3 ‘pre-mixing’ and 6 ‘heat transfer’ strategies, were
investigated in this study. The name of the paths begins with ‘M1’, ‘R’, ‘H’ and ‘M2’ for premixing, reaction, heat transfer and post-mixing strategies investigation, respectively.
The 14 paths in four different groups are briefly summarized as:
(1) Group 1: Two paths used for the post-mixing strategy investigation:
1-1) path M2-1: same as the default path;
1-2) path M2-2: differs from default path only in post-mixing strategy with ‘no fuel
recycle strategy’;
(2) Group 2: Three paths used for the chemical reaction strategy investigation:
2-1) path R-1: same as default path;
2-2) path R-2: differs from default path only in chemical reaction strategy with
‘increasing fuel supply strategy’;
2-3) path R-3: differs from default path only in chemical reaction strategy with ‘global
kinetic fuel supply strategy’;
(3) Group 3: Three paths used for the pre-mixing strategy investigation:
3-1) M1-1: same as default path;
3-2) M1-2: differs from the default path only in pre-mixing strategy with ‘stoichiometric
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air strategy’;
3-3) M1-3: differs from the default path only in pre-mixing strategy with ‘inert air
strategy’;
(4) Group 4: Six paths used for the heat transfer strategy investigation:
4-1) Path H-1: same as the default path;
4-2) Path H-2: differs from default path only in heat transfer strategy, with ‘external heat
transfer’ at Q2 =4  104 J from chamber k-3 to k-1 before species mixing in k-1;
4-3) Path H-3: differs from default path only in heat transfer strategy, with ‘external heat
transfer’ at Q2 =4  104 J from chamber k-3 to k-1 after species mixing in k-1;
4-4) Path H-4: differs from default path only in heat transfer strategy, with ‘external heat
transfer’ at Q2 =8  104 J from chamber k-3 to k-1 before species mixing in k-1; It
differs from path H-2 only at heat transfer amount;
4-5) Path H-5: differs from default path only in heat transfer strategy, with ‘external heat
transfer’ at Q2 =4  104 J from chamber k-4 to k-1 before species mixing in k-1; It
differs from path H-2 only at the heat source, for path H-2, the heat source is chamber
k-3 while here k-4.
4-6) Path H-6: differs from default path only in heat transfer strategy, with ‘external heat
transfer’ at Q6,1 =4  104 J from k-3 to k-1 before species mixing in k-1 and
Q6,2 =4  10 4 J

from k-4 to k-1 before species mixing in

k

-1.

Analysis for exergy analysis in the 14 paths is shown in Section 3.8.1 to 3.8.4 for the four groups,
respectively. In each section, strategies in the paths are introduced. Overall and component process
exergy destruction for the group of paths are compared to find the ‘best strategy’. The four groups
(containing 2, 3, 3, 6 paths, respectively) of paths can be connected by the first paths of each group,
i.e., path M2-1, R-1, M1-1 and H-1, namely the default path.
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Combination of these best component process strategies gives trend that leads to lower exergy
destruction and help find the best path with least overall exergy destruction. The systematic
selection of paths with least overall exergy destruction is described in Fig. 3-19.

Fig. 3-19. Systematic selection and investigation of the paths to guide the trend for reducing exergy
destruction.

3.8.2 Analysis of paths with different post-mixing strategies
3.8.2.1 Design for paths M2-1 and M2-2
Two paths, M2-1 and M2-2 are proposed in this section. They use different post-mixing
strategies. Path M2-1 uses the remaining fuel recycle strategy shown in Fig. 3-20 while path M22 uses the no fuel recycle strategy shown in Fig. 3-21. Other component process strategies are same
as those of the default path in Section 3.5.3.5 and they are listed in Table 3-7. It is obvious path
M2-1 is the same as the default path since all the strategies are the same.
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Fig. 3-20. The component process strategies for path M2-1.

Table 3-7 Component-process strategies of paths M2-1 and M2-2.
Component
process
1.Pre-mixing
2. Chemical
reaction

Strategies (refer to Section 3.5.3)
The stoichiometric oxygen strategy
The equal fuel supply strategy:
nH ,i,re
Ti (k)  Tign : nH2 ,i (k ,1,B)  2 , N f  250
Nf
M 1

(2.273)

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

3. Heat transfer
4. Post-mixing

The internal heat transfer strategy from k-3B to k-3A and k-3C
M2-1
The remaining fuel recycle strategy
(the default path)
M2-2

The no fuel recycle strategy

The schematic heat and mass flow diagrams for paths M2-1 and M2-2 are shown in Fig. 3-22
and Fig. 3-23 respectively. The size of the three compartments in the path does not represent its
volume.
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Fig. 3-21. The component process strategies for path M2-2.

Fig. 3-22. Schematic heat and mass flow diagram of path M2-1.

Fig. 3-23. Schematic heat and mass flow diagram of path M2-2.
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3.8.2.2 Comparison of the overall exergy destruction in paths M2-1 and M2-2
The overall exergy destruction ratio  tot defined in eqs. (2.269) for the two paths are evaluated
and compared to find the least exergy-destructive post-mixing component-process strategy. The
variation of  tot with α in the range (1, 2) is shown in Fig. 3-24. As α increases, the chemical
reaction completion is promoted but mixing of unreacted species also has negative effects on the
exit temperature Te . When α >1, there is N 2 and O 2 unused for reaction, which reduces Te .
Analysis of  tot considers all these effects.
The results in Fig. 3-24 show that path M2-1 has an overall exergy destruction ratio  tot lower
by 4.9 % to 6.7% than path M2-2. The best post-mixing strategy is thus that of path M2-1., i.e., the
fuel recycle strategy.

Fig. 3-24. Comparison of the variation of overall exergy destruction ratio  tot defined in eq. (2.269)
with excess air coefficient α in the range (1, 2) for paths M2-1 and M2-2.

Fig. 3-24 only show information of the overall exergy destruction but it does not indicate
cumulative component process exergy destruction in increments of a path. To overcome this, the
cumulative exergy destructions due to chemical reaction E d,tot,rxn (k ) , heat transfer E d,tot,htr (k ) and
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mixing E d,tot,mix (k ) (consisting of pre-mixing E d,tot,mpre (k ) and post-mixing E d,tot,mpo ( k ) ) defined in
eqs. (2.257)-(2.260) of the two paths are compared and shown in Fig. 3-25-Fig. 3-29. ‘ E d,tot,rxn (k ) ’,
‘ E d,tot,htr (k ) ’, ‘ E d,tot,mix (k ) ’, ‘ E d,tot,mpre (k ) ’ and ‘ E d,tot,mpo ( k ) ’ are short as ‘ E d,tot,rxn ’, ‘ E d,tot,htr ’,
‘ E d,tot,mix ’, ‘ E d,tot,mpre ’ and ‘ E d,tot,mpo ’ in the ordinate of the figures in this Section 3.8.
α=1.5 is

With

selected for the all component process exergy destruction analysis in this Section 8.

α=1.5 , the total inlet exergy for hydrogen and reactant air is 236,558.44 J for 1mol hydrogen

fuel.
The following conclusions are obtained:
(1) The total numbers of increment M in each path is first determined. M = 125 for both paths;
(2) There is discontinuity for E d,tot,rxn , E d,tot,htr and E d,tot,mix shown in Fig. 3-25-Fig. 3-27 at k = M
and it is due to the discontinuous fuel supply amount for increments 1 to M -1 and increment
M as described in the equal fuel supply strategy shown in eq. (2.273) in Table 3-7;

(3) E d,tot,htr (k ) and E d,tot,rxn (k ) increase in the same way for path M2-1 and M2-2, indicated by
overlapping lines in Fig. 3-25 and Fig. 3-26. This indicates that the post-mixing strategy has
no effect on E d,tot,htr (k ) and E d,tot,rxn (k ) ;
(4) E d,tot,mix (k ) for path M2-1 and M2-2 are, however, different, as shown in Fig. 3-27. E d,tot,mix (k )
of path M2-2 is larger than that of M2-1 at the same

k

, which indicates ‘the fuel recycle

strategy’ is better. The reason for the difference is that different post-mixing strategies affect
pressure change of species in post-mixing of one increment and further affect pre-mixing in
next increment, and from eq. (2.218) in Section 3.6.4.2, these different pressure change lead to
different E d,tot,mix (k ) ;
(5) Fig. 3-27 indicates that E d,tot,mix (k ) keeps increasing for path M2-1. For path M2-2, E d,tot,mix (k )
keeps increasing until increment 78 and then decreases until last increment. To help explain
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this variation of E d,tot,mix (k ) in path M2-2, the two parts of it, E d,tot,mpre (k ) and post-mixing
E d,tot,mpo ( k )

are shown in Fig. 3-28-Fig. 3-29;

(6) E d,tot,mpre (k ) of path M2-2 decreases but E d,tot,mpo ( k ) increases with k as shown in Fig. 3-28-Fig.
3-29. When k reaches 78, the increase of E d,tot,mpo ( k ) is not as large as the decrease of
E d,tot,mpre ( k )

and therefore, E d,tot,mix (k ) begins to drop at k =78. The drop at k =125 is more

significant since more fuel is considered as shown in eq. eq. (2.273) in Table 3-7. Exergy
destruction in pre-mixing and post-mixing is affected by partial pressure change of species as
shown in eq. (2.218).

Fig. 3-25. The cumulative chemical reaction exergy destruction E d,tot,rxn in increments 1 to k
( 1  k  M ).
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Fig. 3-26. The cumulative heat transfer exergy destruction E d,tot,htr in increments 1 to k
( 1  k  M ).

Fig. 3-27. The cumulative mixing exergy destruction E d,tot,mix in increments 1 to k ( 1  k

M

).
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Fig. 3-28. The cumulative pre-mixing exergy destruction E d,tot,mpre in increments 1 to k
( 1  k  M ).

Fig. 3-29. The cumulative post-mixing exergy destruction E d,tot,mpo in increments 1 to k
( 1  k  M ).

To sum up, the variation of  tot with α and the variation of ‘ E d,tot,rxn ’, ‘ E d,tot,htr ’, ‘ E d,tot,mix ’,
‘ E d,tot,mpre ’ and ‘ E d,tot,mpo ’ with k are investigated as shown in Fig. 3-25-Fig. 3-29. The best postmixing strategy is that of path M2-1, i.e., the remaining fuel recycle strategy.
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3.8.3 Analysis of paths with different chemical reaction strategies
3.8.3.1 Design for paths R-1, R-2, R-3
Three paths, R-1, R-2, R-3 are proposed in this Section. They use different chemical reaction
strategies. Path R-1 uses ‘the equal fuel supply strategy’. Paths R-2 uses ‘the increasing fuel supply
strategy’ and a geometric mathematic progression fuel supply amount is applied as shown in Table
3-8. Since the reaction rate goes up as the chemical reaction temperature rises. It is useful to
investigate this chemical reaction strategy. Path R-3 uses ‘the global kinetic fuel supply strategy’.
The schematic flow diagram of these three paths are shown in Fig. 3-30 with different nH ,i (k ,1,B)
2

when Ti (k)  Tign as shown in Table 3-8. This strategy is selected due to the following fact.
In real combustion, the reaction rate represented by a one-step global kinetics, for hydrogen-air
combustion, is characterized by the global one-step chemical kinetics shown in eq. (2.274) [196].
w  1.8  1013  e

17614
T

 cH 2  cO2 0.5

(2.274)

Where w is the molar reaction rate for hydrogen, mol/(m3  s) , T is the temperature of the
mixture in the combustor, K, cH and cO are the concentration of hydrogen and oxygen in the
2

2

combustion, respectively. Path R-3 is therefore designed to apply this one-step global kinetics in
fuel supply as shown in eq. (2.277).
Other component process strategies are same as those of the default path in Section 3.5.3.5 and
they are also listed in Table 3-8. It is obvious path R-1 is the same with the default path.
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Fig. 3-30. The component process strategies for paths R-1, R-2 and R-3
Table 3-8 Component-process strategies of paths R1, R-2 and R-3.
Component
process
1.Pre-mixing

Strategies (refer to Section 3.5.3)
The stoichiometric oxygen strategy
R-1
The equal fuel supply strategy:
nH ,i,re
(the
Ti (k)  Tign : nH ,i ( k ,1,B) 
, N f  250
default
Nf
path)
M 1
2

2

(2.275)

Ti (k)  Tign : nH 2 ,i ( M ,1,B)  nH 2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

2. Chemical
reaction
(determination
of N f refer to
Section 3.7.2)

R-2

The increasing fuel supply strategy:
Ti (k)  Tign : nH2 ,i ( k ,1,B)  1.5k 

nH2 ,i,re
Nf

, N f  250

M 1

(2.276)

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

R-3

The global kinetic fuel supply strategy:
Ti (k)  Tign : nH2 ,i (1,1,B) 
nH2 ,i (k ,1,B)=

1.8  1013
e
Nf

nH2 ,i,re
Nf
17.614
Ti (k )

, N f  500
 nH2 ,e (k -1,4,A)  nO2 ,e (k -1,4,C)0.5

(2.277)

M 1

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

Ti (k ) is the inlet temperature of increment k , nH ,e (k -1,4,A) ,
2

nO2 ,e (k -1,4,C)

are the mole amount of hydrogen at the exit of

3.Heat transfer

compartment (k -1,4,A) and (k -1,4,C) , respectively.
The internal heat transfer strategy from k-3B to k-3A and k-3C

4. Post-mixing

The fuel recycle strategy
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The schematic heat and mass flow diagrams for paths R-1, R-2 and R-3 are shown in Fig. 3-31.
The size of the three compartments in the path does not represent the volume of it. The only
difference for the three paths in Fig. 3-31 is ni (k,1,B) , which is highlighted in the red frame in
Fig. 3-31.

Fig. 3-31 . Schematic heat and mass flow diagram of paths R-1, R-2 and R-3.
3.8.3.2 Comparison of the overall exergy destruction in paths R-1, R-2 and R-3
The overall exergy destruction ratio  tot defined in eq. (2.269) for the three paths are evaluated
and compared to find the least exergy-destructive post-mixing component process strategy.
The variation of  tot with α in the range (1, 2) is shown in Fig. 3-32. The results in Fig. 3-32
show that path R-1 has a  tot at about 5% lower than that of path R-3. The best chemical reaction
strategy is thus that of path R-1, i.e., the equal fuel supply strategy. The same as in Section 3.8.2.2,
the cumulative component process exergy destruction ‘ E d,tot,rxn ’, ‘ E d,tot,htr ’, ‘ E d,tot,mix ’, ‘ E d,tot,mpre ’
and ‘ E d,tot,mpo ’ are compared and shown in Fig. 3-33-Fig. 3-35.
α=1.5

is selected for cumulative exergy destruction, the total inlet exergy for hydrogen and

reactant air is 236,558.44 J for 1mol hydrogen fuel with

α=1.5 .

The following conclusions are obtained:
(1) The total numbers of increment M in path R-1, R-2 and R-3 are 125, 41 and 3, respectively.
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(2) There is discontinuity for E d,tot,rxn , E d,tot,htr and E d,tot,mix shown in Fig. 3-33-Fig. 3-35 and it is
already explained in Section 3.8.2.2.
(3) E d,tot,htr (k ) increase in different ways for path R-1, R-2 and R-3 as shown in Fig. 3-33.
E d,tot,htr ( k ) in paths R-2 and R-3 increase faster than that of path R-1 since more fuel is used for

reaction in path R-2, R-3 than in path R-1 for the same

k

. When

kM

, E d,tot,htr (k ) for path

R-1, R-2 and R-3 are 40,346.08, 40,400.21 and 33,949.73 J/mol H 2 , respectively. It means
path R-3 has the least total mixing exergy destruction while path R-2 has the largest. That is
because more of fuel is heated in each increment for path R-3 than path R-2 and the temperature
increases faster in path R-3 than in path R-2, which leads to lower temperature difference
between high-temperature product and unreacted species as explained in Section 3.6.6.
(4) E d,tot,rxn is also different for paths R-1, R-2 and R-3 as shown in Fig. 3-34. When

kM

,

E d,tot,rxn (k ) for paths R-1, R-2 and R-3 are 17,662.58, 17,670.55 and 27,393.78 J/mol H 2 ,

respectively. E d,tot,rxn (k ) of path R-3 is much larger than that of R-1 and R-2. The analysis for
chemical reaction exergy destruction in Section 6.5 explained the reason. Path R-1 has least
E d,tot,rxn (k ) , which indicates that incremental fuel supply can reduce E d,tot,rxn (k ) .

(5) E d,tot,mix (k ) is different in paths R-1, R-2 and R-3 as well. When

kM

, E d,tot,htr (k ) for path R-

1, R-2 and R-3 are 2,326.18, 2,324.10 and 2,459.56 J/mol H 2 , respectively. E d,tot,htr (k )
decreases when

k

increase from 2 to 3 for path R-3 shown by the drop in the blue line in Fig.

3-35 when k change from 2 to 3. This could be explained by the same reason for mixing exergy
destruction in Fig. 3-27 in Section 3.8.2.2.
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Fig. 3-32. Comparison of the variation of overall exergy destruction ratio  tot with excess air
coefficient α in the range (1, 2) for paths R-1, R-2 and R-3.

Fig. 3-33. The cumulative heat transfer exergy destruction E d,tot,htr in increments 1 to
( 1  k  M ).

k
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Fig. 3-34. The cumulative chemical reaction exergy destruction E d,tot,rxn in increments 1 to k
( 1  k  M ).

Fig. 3-35. The cumulative mixing exergy destruction E d,tot,mix in increments 1 to k ( 1  k  M ).
3.8.4 Analysis of paths with different pre-mixing strategies
3.8.4.1 Design for paths M1-1, M1-2 and M1-3
Three paths, M1-1, M1-2 and M1-3, are proposed. They use different pre-mixing strategies. Path
M1-1 uses ‘the stoichiometric oxygen strategy’. Path M1-2 uses ‘the stoichiometric air strategy.
Path M1-3 uses ‘the inert N 2 / H 2 O air strategy’. The schematic flow diagram of the three paths is
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shown in Fig. 3-36 with different nO ,i (k ,1,B) , nN ,i (k ,1,B) , nH O,i (k ,1,B) as listed in Table 3-9. Other
2

2

2

component process strategies are the same as those of the default path and are also shown in Table
3-9. Path M1-1 is the same with the default path.

Fig. 3-36. Component process strategy for path M1-1, M1-2 and M1-3.

The schematic heat and mass flow diagrams for paths M1-1, M1-2, M1-3 are shown in Fig. 3-37.
The size of the compartments in the path does not represent its volume.
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Table 3-9 Component-process strategies of paths M1-1, M1-2 and M1-3.
Component
process
1. Premixing

Strategies (refer to Section 3.5.3)
M1-1
The stoichiometric oxygen strategy
(the
nH2 ,i (k ,1,B)
, nN2 ,i (k ,1,B)  nH2O,i (k ,1,B)  0 (2.278)
default nO2 ,i (k ,1,B) 
2
path)
M1-2
The stoichiometric air strategy
nH ,i (k ,1,B)
, nN2 ,i (k ,1,B)  3.76nO2 ,i (k ,1,B) ,
nO2 ,i (k ,1,B)  2
2
nH O,i (k ,1,B)  0 (2.279)
2

M1-3

The inert N 2 / H 2 O air strategy
nO2 ,i (k ,1,B) 

nH2 ,i (k ,1,B)

2
nN2 ,i (k ,1,B)  3.76nO2 ,i (k ,1,B)

k  1, nH 2 O,i (k ,1,B) =0;
k  1, nH2 O,i ( k ,1,B) =nH2 O,e (k -1)

nN 2 ,i (k ,1,B) (2.280)
nN 2 ,e (k -1,4,C)

nH2O,e (k -1) : the total amount of H 2 O
nN2 ,e (k -1,4,C) :

2.
Chemical
reaction

at the exit of the increment

the total N 2 amount at the exit of the increment

k -1 ;

k -1 .

The equal fuel supply strategy:
Ti (k)  Tign : nH 2 ,i ( k ,1,B) 

nH2 ,i,re
Nf

, N f  250

(2.281)

M 1

Ti (k)  Tign : nH 2 ,i ( M ,1,B)  nH 2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

3.
The internal heat transfer strategy from k-3B to k-3A and k-3C
Heat transfer
4. Post-mixing The remaining fuel recycle strategy
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Fig. 3-37. Schematic heat and mass flow diagram of path M1-1, M1-2 and M1-3.
(Different selection of ni,O2 (k,1,B), ni,N2 (k,1,B), ni,H2O (k,1,B) in the three paths).

3.8.4.2 Comparison of the overall exergy destruction in paths M1-1, M1-2, M1-3
The overall exergy destruction ratio  mix defined in eq. (2.269) for these three paths are
evaluated and compared to find the least exergy-destructive post-mixing component process
strategy. The variation of  tot with α in the range (1, 2) is shown in Fig. 3-38.
The results in Fig. 3-38 show that path M1-1 has a  tot lower by about 9.2%-12.1% than that of
paths M1-2 and M1-3. This means the addition of inert N 2 or H 2 O increases the total exergy
destruction, which is due to partial pressure change. This can be explained by exergy destruction
expressed by eq. (2.218) in Section 3.6.4.2.
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Fig. 3-38. Comparison of the variation of overall exergy destruction ratio  tot with excess air
coefficient α in the range (1, 2) for paths M1-1, M1-2 and M1-3.

The cumulative chemical reaction, heat transfer and mixing exergy destructions ‘ E d,tot,rxn ’,
‘ E d,tot,htr ’, ‘ E d,tot,mix ’ consisting of pre-mixing E d,tot,mpre (k ) and post-mixing E d,tot,mpo (k ) ) defined in eqs.
(2.257)-(2.260) of these three paths are compared and shown in Fig. 3-39-Fig. 3-43.
α=1.5

is selected for cumulative exergy destruction, the total inlet exergy for hydrogen and

reactant air is 236,558.44 J for 1mol hydrogen fuel with

α=1.5 .

The following conclusions are obtained:
(1) The total numbers of increment M for in path M1-1, M1-2 and M1-3 are 125, 86 and 85,
respectively.
(2) When

kM

, the cumulative heat transfer exergy destruction E d,tot,htr (k ) for path M1-1, M1-

2 and M1-3 are 40,346.079, 33,476.055, 31,353.597 J/mol H 2 , respectively as shown in Fig. 3-39.
It indicates E d,tot,htr (k ) of path M1-3 is the smallest while that of path M1-1 is the largest.
That is because addition of inert species N 2 or H 2 O lowers temperature of products generated
in chemical reaction and when heat is transferred from these products to other species, the
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temperature difference is reduced. Exergy destruction caused by temperature difference becomes
lower.
(3) When

k M

, the cumulative chemical reaction exergy destruction E d,tot,rxn (k ) for path M1-

1, M1-2 and M1-3 are 17,662.58, 27,064.67 and 26,951.80 J/mol H 2 respectively as shown in Fig.
3-40. It shows E d,tot,rxn (k ) of path M1-1 is the smallest while that of path M1-2 is the largest.
Comparison of E d,tot,rxn (k ) with

kM

of path M1-1 and path M1-2 indicates that the addition of

N 2 to hydrogen-oxygen reaction increases E d,tot,rxn (k ) . That is because addition of inert species N 2

lowers the increment temperature as explained in last paragraph (2) and from Fig. 3-7, E d,tot,rxn (k )
increases as increment temperature decreases. The reason is explained in Section 6.5.3. When
comparing E d,tot,rxn (k ) with

kM

of paths M1-2 and M1-3, it is seen that the addition of H 2 O

lowers E d,tot,rxn (k ) . That is because inert species not only negatively affect increment temperature
but also lowers species partial pressure. More steam added will promote the reverse reaction of
hydrogen oxidation and lower E d,tot,rxn (k ) .
(4) When

kM

, the cumulative mixing exergy destruction E d,tot,mix (k ) for path M1-1, M1-2

and M1-3 are 2,326.17, 5,336.25 and 7,817.95 J/mol H 2 respectively as shown in Fig. 3-41. This
indicates the addition of inert N 2 or H 2 O increases the mixing exergy destruction, which is due to
partial pressure change. This can be explained by exergy destruction expressed by eq. (2.218) in
Section 3.6.4.2. To further show the variation of E d,tot,mix (k ) , E d,tot,mpre and E d,tot,mpo making up
E d,tot,mix (k ) are shown in Fig. 3-42 and Fig. 3-43, respective. The explanation of the discontinuity

is same as before as in Section 8.2.2. E d,tot,mpre of path M1-1 in Fig. 3-42 is opposite to the variation
of paths M1-2 and M1-3 when

k

increases from 124 to 125. E d,tot,mpre of path M1-1 drops because

the pre-mixing exergy destruction is negative. In section 6.4.4, E d,tot,mpre of the compartment 1-1C
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is shown in detail and it is negative. The jump in path M1-1, the drop in path M1-2, i.e., the variation
of post-mixing exergy destruction when

k

increases from M-1 to M in Fig. 3-43 can be explained

by the partial pressure change in the mixing process as shown in eq. (2.218).

Fig. 3-39. The cumulative heat transfer exergy destruction E d,tot,htr in increments 1 to k
( 1  k  M ).

Fig. 3-40. The cumulative chemical reaction exergy destruction E d,tot,rxn in increments 1 to k
( 1  k  M ).
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Fig. 3-41. The cumulative mixing exergy destruction E d,tot,mix in increments 1 to

k

( 1  k  M ).

Fig. 3-42. The cumulative pre-mixing exergy destruction E d,tot,mpre in increments 1 to

k

( 1  k  M ).
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Fig. 3-43. The cumulative post-mixing exergy destruction E d,tot,mpo in increments 1 to

k

( 1  k  M ).

3.8.5 Analysis of paths with different heat transfer strategies
3.8.5.1 Design for paths H-1, H-2, H-3, H-4, H-5 and H-6
Six paths, H-1, H-2, H-3, H-4, H-5 and H-6 are proposed. They use different heat transfer
strategies. Path H-1 uses only the internal heat transfer strategy while path H-2, H-3, H-4, H-5 and
H-6 use both internal and external heat transfer strategy. The difference of them are shown in Table
3-10. Other component process strategies are also shown in Table 3-10. Path H-1 is the same with
the default path.
The effect of different heat transfer strategies on exergy destruction can be revealed by analysis
of the six paths:
(1) the effect of different external heat transfer amount on exergy destruction can be revealed by
comparison of paths H-2, H-4 and H-6. As seen from in Table 3-10, heat transfer amount
Q =8  104 J or Q =4  104 J is selected for investigation and they are based on the fact that the final

temperature of heat source from which heat is released should be higher than that of heat sink where
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heat is absorbed. For instance, if heat at amount Q is transferred from chamber k-3 to k-1, the
temperature of chamber k-3 after heat transfer must be still higher than that of chamber k-1.
(2) the effect of heat transfer location can be revealed by comparison of H-2, H-3, H-6 (heat is
transferred to the increment before or after mixing or a combination), H-2, H-5 and H-6 (heat is
absorbed from either or both of chamber k-3, k-4 the increment);

Table 3-10 Component process strategies of paths H-1, H-2, H-3, H-4, H-5 and H-6.
Component Strategies (see Section 3.5.3)
process
1.PreThe stoichiometric oxygen strategy
mixing
2.Chemical The equal fuel supply strategy:
reaction
nH ,i,re
Ti (k)  Tign : nH2 ,i (k ,1,B) 

2

Nf

, N f  250
M 1

(2.282)

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

3.Heat
transfer

H-1
(the
default
path)
H-2
H-3
H-4
H-5
H-6

The internal heat transfer strategy:
from compartment k-3B to compartments k-3A and k-3C (same as path
M2-1)
The internal heat transfer and external heat transfer from k-3 to k-1
(before species in k-1 mix) with heat amount Q2 =4  104 J
The internal heat transfer and external heat transfer from k-3 to k-1 (after
species in k-1 mix) with temperature increase Q3 =4  104 J
The internal heat transfer and external heat transfer from k-3 to k-1
(before species in k-1 mix) with heat amount Q4 =8  104 J
The internal heat transfer and external heat transfer from k-4 to k-1
(before species in k-1 mix) with heat amount Q5 =4  104 J
The internal heat transfer and external heat transfer from k-3 to k-1
(before species in k-1 mix) with heat amount Q6,1 =4  104 J and heat
transfer from k-4 to k-1 (before species in k-1 mix) with heat amount
Q6,2 =4  104 J

4.Postmixing

The fuel recycle strategy

The schematic heat and mass flow diagrams for these six paths are shown in Fig. 3-22 (for path
H-1, i.e., the default path), Fig. 3-44 (paths H-2, H-3 and H-4), Fig. 3-45 (path H-5) and Fig. 3-46
(path H-6), respectively.
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Fig. 3-44. Schematic heat and mass flow diagram of path H-2, H-3 and H-4.

Fig. 3-45. Schematic heat and mass flow diagram of path H-5.
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Fig. 3-46. Schematic heat and mass flow diagram of path H-6.

3.8.5.2 Comparison of the overall exergy destruction in paths H-1, H-2, H-3, H-4, H-5 and H-6
The overall exergy destruction ratio  tot defined in eq. (2.269) for the six paths with different
heat transfer strategies are evaluated and compared to find the least exergy-destructive post-mixing
component-process strategy. The variation of  tot with α in the range (1, 2) is shown in Fig. 3-47.

Fig. 3-47. Comparison of overall exergy destruction ratio for paths H-1, H-2, H-3, H-4, H-5 and
H-6 with different heat transfer component-process strategies.
(‘Overall-’ represents overall exergy destruction ratio defined in eq. (2.269), lines of path H-4 and
H-6 overlap, lines of path H-2, H-3 and H-5 overlap).
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It is seen from Fig. 3-47 that paths H-2, H-3 and H-5 has the same  tot , about 20.3%-29.6% of
the overall exergy. Paths H-4 and H-6 has the same  tot , about 19.8-29.2% of the overall exergy.
From Table 3-10, it is seen that paths H-2, H-3 and H-5 have the same heat transfer amount
Q =4  104 J . Paths H-4 and H-6 have the same heat transfer amount Q =8  104 J . Exergy

destruction due to heat transfer evaluation E d,tot,htr is based on the definition of ‘combined element’
in Section 6.3.1. Temperature after heat transfer process is based on energy balance as shown in eq.
(2.252). Mixing process in chamber

k

-1 does not affect any variable in eq. (2.252) and thus has

no effect on exergy destruction. The heat transfer amount Q affect Tcom in eq. (2.252). This
explains why paths H-2, H-3 and H-5 or path H-4 and H-6, which have different heat sink but same

Q , has the same  tot . This also explains why paths H-2 (or H-3, H-5) has different  tot with path H4 (or H-6) due to different Q .
The results in Fig. 3-47 show that path H-4 and H-6 has the same overall exergy destruction ratio
 tot , which is lower by 1.7%-2.4% than paths H-2, H-3 and H-5. Paths H-1 has the largest  tot ,

about 20.6%-29.9%, which is higher by 1.6%-2.5% compared with paths H-2, H-3 and H-5.
The heat transfer strategy of path H-4 and H-6 indicates trend for exergy destruction reduction
and that is both internal and external heat transfer with amount as much as possible.
The cumulative exergy destructions due to chemical reaction E d,tot,rxn , heat transfer E d,tot,htr and
mixing E d,tot,mix defined in eqs. (2.257)-(2.260) of these six paths are compared and shown in Fig.
3-48-Fig. 3-50.
α=1.5
α=1.5 ,

is selected for the all component process exergy destruction analysis in this Section. With

the total inlet exergy for hydrogen and reactant air is 236,558.44 J for 1mol hydrogen fuel.

The following conclusions are obtained:
(1) The total numbers of increment, M , in each path is determined. M = 125 for all the six paths
as shown in Fig. 3-48-Fig. 3-50.
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(2) There is discontinuity for E d,tot,rxn , E d,tot,htr and E d,tot,mix shown in Fig. 3-48-Fig. 3-50 at k = M
and it is already explained in Section 3.8.2 due to the discontinuous fuel supply.
(3) When k = M, E d,tot,htr (k ) for path H-1 is the smallest as 40,346.08 J/mol H2, for paths H-2, H-3
and H-5 is 41,654.02 J/mol H2, and for path H-4 and H-6 is the largest as 42,357.54 J/mol H2
as shown in Fig. 3-48. That is because as Q increases, the external heat transfer goes up. The
temperature difference between heat source and sink increases E d,tot,htr .
(4) When

kM

, E d,tot,rxn for path H-1 is the largest as 17,662.58 J/mol H2, for paths H-2, H-3 and

H-5 is 15,683.98 J/mol H2, and for path H-4 and H-6 is the smallest as 14,281.37 J/mol H2.
That is because as Q increases, external heat transfer increases the inlet temperature of species
in reaction Tin (1, 2, B) and decreases E d,tot,rxn as shown in Fig. 3-7 in Section 3.6.5.3.
(5) When

kM

, E d,tot,mix for path H-1 is the largest as 2,326.18 J/mol H2, for paths H-2, H-3 and

H-5 is 2,225.34 J/mol H2, and for path H-4 and H-6 is the smallest as 2,132.712 J/mol H2,
respectively. That is because as Q increases, external heat transfer increases the temperature
of each species at the exit of each increment, which is also the same with inlet temperature of
next increment Ti (i,1,A) . An example of the effect of Ti (i,1,A) on exergy is shown in eqs.
(2.231)-(2.235).
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Fig. 3-48. The cumulative heat transfer exergy destruction E d,tot,htr in increments 1 to

k

( 1  k  M ).

Fig. 3-49. The cumulative chemical reaction exergy destruction E d,tot,rxn in increments 1 to

k

( 1  k  M ).
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Fig. 3-50. The cumulative mixing exergy destruction E d,tot,mix in increments 1 to k ( 1  k  M ).

Therefore, the best heat transfer strategy among these six paths H-1, H-2, H-3, H-4, H-5 and H6 is that of path H-4 and H-6 with chamber external heat transfer of Q =8  104 J .
The external heat transfer amount Q =8  104 J may not be the largest amount for external heat
transfer. This amount is determined based on constraints for heat transfer. The temperature of heat
source after heat transfer is not lower than the temperature of the heat sink absorbing heat. Larger
heat transfer amount can be achieved by chamber external heat transfer from multiple chambers in
different increments to a chamber, e.g. from chambers 2-3, 2-4, 1-3, 1-4 to chamber 1-1, however,
in these cases, it would be difficult to determine the exact heat transfer process. More boundary
conditions of combustion should be given to make exergy destruction evaluable.
Investigation in this section only point out the trend for reducing overall exergy destruction by
using external heat transfer. The more chamber external heat transfer amount is, the less  tot is.
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3.8.6 Comparison of the investigated paths
Paths investigated in Sections 3.8.2-3.8.5 are as summarized in Table 3-11 with respect to the
component process they are used to investigate and the best strategy based on the investigation.
Details of component process selected for these paths are shown in Appendix II.
Table 3-11 Paths used for determination of best path and strategy trend.
Component
process
Postmixing
Chemical
reaction

Paths analyzed

Best strategy

M2-1,
M2-2
R-1,
R-2,
R-3

The remaining fuel recycle strategy in path M2-1 in Table 3-7
The equal fuel supply strategy in path R-1 in Table 3-8.
Ti (k)  Tign : nH 2 ,i ( k ,1,B) 

nH2 ,i,re
Nf

, N f  250

(2.283)

M 1

Ti (k)  Tign : nH 2 ,i ( M ,1,B)  nH 2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

Pre-mixing

M1-1,
M1-2,
M1-3

The stoichiometric oxygen strategy in path M1-1 in Table 3-9.
nH ,i (k ,1,B)
,
nO2 ,i (k ,1,B)  2
2
nN2 ,i (k ,1,B)  nH2O,i (k ,1,B)  0 (2.284)

Heat
transfer

H-1, H-2, H-3, The internal heat transfer and external heat transfer with as
H-4, H-5, H-6
much external heat amount as possible.
Path H-4/H-6 with Q =8  104 J has best heat transfer strategy in
the six paths in Table 3-10.

The overall exergy destruction ratios  tot of these 14 paths are summarized in Fig. 3-51. The
results show that  tot of path M1-3 is the largest among the 14 paths, which is in the range (22.2%,
32.6%) for α in the range (1,2). Paths H-4 and H-6 have the least  tot in the range (19.8%, 29.2%)
for α in the range (1,2), which is lower by about 10% compared with  tot of path M1-3.
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Fig. 3-51. Comparison of the overall exergy destruction ratio  tot in all the investigated 14 paths.
(Path ‘M2-1’, ‘R-1’, ‘M1-1’ and ‘H-1’ are the same as the default path and represented by ‘M2-1’
here).
3.9 Conclusions
The HFIM that was first proposed and used in [130] to significantly simplify estimation of cause,
location and magnitude of combustion irreversibilities, for allowing deeper quantitative
understanding of the reasons for combustion irreversibilities. In this dissertation, a systematic
improvement of the HFIM and its use for analyzing combustion irreversibility is introduced.
The main advances in this study compared to the DL work [130] are:
(1) description of a standard thermodynamic calculation method to evaluate exergy
destruction in the paths;
(2) description of a standard thermodynamic representation of real combustion by paths;
(3) development of a standard numerical model for exergy destruction evaluation of all paths,
which significantly simplifies the simulation and reduces computational effort and time;
(4) proposal and analysis of the overall and component process exergy destruction in more
hydrogen- air combustion paths, which varies the conclusion of the HFIM analysis in
[130].
242

Novel application of the improved HFIM was made to:
(1) reveal the cause, locations and magnitudes of combustion irreversibility;
(2) determine trends for reduction of exergy destruction using totally 14 paths designed for
investigation in 4 component processes as summarized in in Table 3-11. Best component
process strategies are determined for each process. The first path in each Section 3.8.23.8.5, i.e., M2-1, R-1, M1-1 and H-1, is the same as the default path so that exergy
analysis of the 14 paths can be compared since all of them can be compared to the default
path.
The results show that:
(1) The overall exergy destruction ratios  tot of path M1-3 is the largest among the 14 paths,
which is in the range (22.2%, 32.6%) for α in the range (1,2);
(2) Paths H-4 and H-6 have the least  tot in the range (19.8%, 29.2%) for α in the range (1,2),
which is lower by about 10% compared with  tot of path M1-3;
(3) Strategies in path H-4 and H-6 should be considered in reducing exergy destruction and
they are shown in Table 3-12:
It is noteworthy that best heat transfer strategy, i.e., that of paths H-4 and H-6, only points out
the trend for reducing overall exergy destruction by using external heat transfer. The more chamber
external heat transfer amount is, the less  tot is. If the amount of chamber external heat transfer in
path H-4 and H-6 increases,  tot can be further reduced. This may be achieved by transferring heat
from a chamber to a chamber in multiple increments instead of only in the same increment, which
is used in paths H-4 and H-6.
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Table 3-12 Strategies for paths H-4 and H-6.

Component
process
1.Pre-mixing
2.Chemical
reaction

Strategies (see Section 3.5.3)
The stoichiometric oxygen strategy
The equal fuel supply strategy:
Ti (k)  Tign : nH 2 ,i ( k ,1,B) 

nH2 ,i,re
Nf

, N f  250
M 1

(2.285)

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH 2 ,i,re -  nH 2 ,i (k ,1,B)
k 1

3.Heat transfer

H-4

The internal heat transfer and external heat transfer
from k-3 to k-1 (before species in k-1 mix) with heat amount
Q4 =8  104 J

H-6

4.Post-mixing

The internal heat transfer and external heat transfer from k-3 to
k-1 (before species in k-1 mix) with heat amount Q6,1 =4  104 J and
heat transfer from k-4 to k-1 (before species in k-1 mix) with heat
amount Q6,2 =4  104 J

The fuel recycle strategy

There are different ways to realize the heat transfer, for instance, high temperature mass flow
can be extracted and put into the lower temperature mass flow and heat transfer takes place when
the two flows mix. Heat can also be transferred by the heat conduction in the combustor wall since
it has temperature gradient in the flow direction. Besides, heat can also be transferred as described
in the DL work by radiation from the hot combustion products contained in the chambers. Since
the research focus of the HFIM is the combustion irreversibility and its breakdown in the
component processes, we only use conceptual heat transfer, for instance, by radiation, which does
not involve mass transfer. In the calculation, the chamber external heat transfer is represented by a
specific amount Q . The energy balance equations for the heat-releasing chamber is considered to
have an external heat term - Q while the heat-absorbing chamber is considered to have an external
heat term + Q . Q is selected by the constraints of the positive difference between the final
temperature of the heat-releasing chamber and the heat -absorbing chamber. It means the
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temperature of the heat source after the heat transfer should be still higher than the temperature of
the heat sink.
The conclusion of reducing exergy destruction by increasing chamber external heat transfer
amount still provides guidance for exergy destruction reduction.
The conclusion in this dissertation can guide exergy destruction reduction in real combustion.
For instance, in a boiler where combustion occurs, we should avoid combustion similar to path M13 because it has the largest exergy destruction, although it may have economic benefits. A reduction
of  tot can be achieved by replacing the inert N 2 / H 2 O air strategy by the stoichiometric oxygen
strategy in pre-mixing process. As seen from Fig. 3-38,  tot can be reduced by about 9.2%-12.1%.
It can be further reduced by using path H-4 or H-6, which has the least  tot in this dissertation. The
chamber external heat transfer is applied to preheat the inlet species into the boiler and with higher
inlet temperature, exergy destruction decreases as shown in Fig. 3-7 in Section 3.6.5.3.

245

Appendix I of Chapter 3 NASA 9-constant for species of interest in hydrogen combustion.
( a1,i - a 7,i , b1,i , b2,i ) in eqs. (2.202) and (2.204)
Temperature
range
200-1000
1000-6000
6000-20000

a1
40783.2321
560812.801
496688412

O2

200-1000
1000-6000
6000-20000

N2

H2O

Species
H2

a2
-800.918604
-837.150474
-314754.7149

a3
8.21470201
2.975364532
79.8412188

a4
-0.012697145
0.001252249
-0.008414789

a5
1.75361E-05
-3.74072E-07
4.75325E-07

a6
-1.20286E-08
5.93663E-11
-1.37187E-11

a7
3.36809E-12
-3.60699E-15
1.60546E-16

b1
2682.484665
5339.82441
2488433.516

b2
-30.43788844
-2.202774769
-669.572811

-34255.6342 484.700097
-1037939.022 2344.830282
497529430
-286610.6874

1.119010961 0.004293889 -6.8363E-07 -2.02337E-09
1.819732036 0.001267848 -2.18807E-07 2.05372E-11
66.9035225 -0.006169959 3.0164E-07
-7.42142E-12

1.03904E-12
-8.19347E-16
7.27818E-17

-3391.45487
-16890.10929
2293554.027

18.4969947
17.38716506
-553.062161

200-1000
1000-6000
6000-20000

22103.71497 -381.846182
587712.406 -2239.249073
831013916
-642073.354

6.08273836 -0.008530914 1.38465E-05
6.06694922 -0.000613969 1.49181E-07
202.0264635 -0.03065092 2.4869E-06

2.51971E-12
1.06195E-15
1.43754E-15

710.846086
12832.10415
4938707.04

-10.76003316
-15.86639599
-1672.099736

200-1000
1000-6000

-39479.6083 575.573102
1034972.096 -2412.698562

0.931782653 0.007222713
4.64611078 0.002291998

-9.62579E-09
-1.92311E-11
-9.70595E-11

-7.34256E-06 4.95504E-09
-6.83683E-07 9.42647E-11

-1.33693E-12
-33039.7431
-4.82238053E-15 -13842.86509

17.24205775
-7.97814851
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Appendix II of Chapter 3 Summary of the 14 paths investigated in Chapter 3.
Path #

Strategies for component-processes

Component
process

Pre-mixing

Strategies

The
stoichiometric
oxygen
strategy

Chemical reaction

The
stoichiometric
air
strategy

The inert
nitrogen/
steam
air
strategy

The equal
fuel
supply
strategy

M2-1
(same
with
R-1,
M1-1,
H-1)
M2-2

✓

✓

✓

✓

R-2

✓

R-2

✓

H-2
H-3
H-4
H-5
H-6

✓
✓
✓
✓
✓
✓
✓

The
internal
heat
transfer

Post-mixing

The internal and external heat transfer
k3 to k1
(before
mixing)
4  10 4 J

k3 to k1
(after
mixing)
4  10 4 J

k3 to k1
(before
mixing)
8  10 4 J

k4 to
k1 (before
mixing)
4  10 4 J

k3 to
k1
(before
mixing)
4  10 4 J
and k4 to
k1 (before
mixing)
4  10 4 J

✓

The
remaining
fuel
recycle
strategy

The
Overall/
component
process
exergy
destruction

Fig. 3-22Fig. 3-23

Fig. 3-24,
Fig. 2-26Fig. 3-29

Fig. 3-31

Fig. 3-32,
Fig. 3-33Fig. 3-35

The
nofuelrecycle
strategy

✓

✓

✓

✓
✓
✓
✓
✓
✓

The global
kinetic
fuel
supply
strategy

✓

✓

M1-2
M1-3

The
increasing
fuel supply
strategy

Heat transfer

Schematic
heat and
mass
diagram

✓

✓

✓

✓

✓

✓
✓

✓
✓
✓
✓
✓
✓
✓

✓
✓
✓
✓
✓

Fig. 3-37
Fig. 3-44Fig. 3-46

Fig. 3-38,
Fig. 3-39Fig. 3-43
Fig. 3-47
Fig.

3-48Fig. 3-50
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Chapter 4 Comparison of combustion irreversibility analysis by HFIM and IAM
4.1 Objectives of this Chapter
The IAM (“Intrinsic Analysis Method” for combustion) was described in Chapter 2. It is the
conventional analytical, and most frequently numerical way to analyze the exergy destruction. It
gives the location of the exergy destruction in addition to its cause and magnitude. An example
analysis of a 2-dimensional (2-D) axisymmetric steady-state laminar hydrogen/air combustion at
constant pressure was introduced.
The HFIM (“Heuristic Finite Increment Method” for combustion) was described in Chapter 3.
It is started by selecting certain paths of the combustion process which are considered plausible
based on its initial understanding, and then proceeds in gradual small steps of the fuel and air
mixture subprocesses taking place in ‘black-box’ elements to represent the combustion. The ‘blackbox’ elements are assumed to be zero-dimensional steady state and isobaric. Only variables at the
elements’ inlets and exits are considered and computed. The cause and magnitude of the process
exergy destruction is calculated based on the heat transfer, mass transfer and chemical reaction
subprocesses. A major motivation for the HFIM is the easy and simple calculation process that
produces good initial insight into the entropy generation causes and magnitudes.
The two methods are compared here with respect to a few available exergy destruction results
for similar combustion conditions. This helps validate the results from both methods and more
importantly, it helps determine the HFIM hypothetical path that is closest to reality.
Since different numerical models can be developed in the IAM for different flame types (laminar
or turbulent, premixed or diffusion) in various combustor geometries (1-D, 2-D, 3-D), we should
first select a model in the IAM that allows meaningful comparison with the results obtained by
using the HFIM. ‘Meaningful comparison’ means the two models share many similarities such as
fuel type, model dimensionality, governing equations and boundary conditions, to make the
comparison as useful as possible. Since the 2-D IAM model we described and solved in Chapter 2
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differs significantly from the HFIM model, by its dimensionality, species and energy balance
equations used in the analysis, a new IAM model was developed for the IAM-HFIM comparison,
as shown in the following.
In the IAM, a model like the ‘black-box’ elements in the HFIM is the zero-dimensional (0-D)
time-dependent batch reactor model. The thermodynamic and transport properties in it are
considered, by definition, to be space-independent, paralleling the fact that these properties are
spatially homogenous in the HFIM. This 0-D model is time-dependent, which parallels the variation
with the increase of the increment numbers along any path in the HFIM. This batch model is
therefore better for the entropy generation analysis and the results will be compared (further below)
to those from the HFIM. In the 0-D model, the combustor geometry can be selected arbitrarily, e.g.
in Fig. 4-1, since it does not affect the analysis of the combustion.
The batch model, its assumptions, the initial conditions and the governing equations are first
introduced in Sections 4.2.1 to 4.2.3. The conducted numerical simulation was described in Section
4.2.4 to compute the final state mole amount of the species and the temperature values. The overall
exergy destruction evaluation is described in Section 4.2.5 after the final state parameters and the
chemical exergy values were thus found. A comparison between the overall exergy destruction
ratio calculated by the HFIM with that calculated by the IAM in Section 4.3 to validate the HFIM
results by using the IAM and to identify the best hypothetical path in the HFIM, which is most
similar to reality. A sensitivity analysis was then conducted to the initial temperature and the
chemical kinetic mechanisms to show their effect on the overall exergy destruction.
4.2 The batch reactor model used in the IAM
4.2.1 Introduction to the exergy destruction evaluation of the batch model
A typical batch reactor is shown in Fig. 4-1. The batch reactor has the inlet and outlet. While the
reaction is carried out, no mass is added or taken out until the reaction is completed. Heat transfer
may take place at the reactor wall of depending on the chosen boundary conditions [211,212].
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Fig. 4-1. The schematic of the batch reactor [211,212].
(‘ Fi，0 ’ and ‘ Fi ’ are the inlet and outlet mass flux; ‘ N i ’ is the numbers of moles of the species ‘i’;
chemical reaction takes place in the combustor, ‘ Gi ’ is the molar reaction rate of species ‘i’).
The assumptions applied in this 0-D batch model analysis are:
(1) No inflow and outflow when the process takes place, Fi,0  Fi . The process in the reactor is
time dependent;
(2) The species are well-mixed, which means they are spatially homogeneous and does not have
any mass diffusion due to concentration gradients.
The exergy destruction in the batch reactor model requires knowledge on the governing
equations of the model to compute the final state concentration field by numerical simulation. The
exergy destruction is then calculated by the exergy difference between the initial and final state
exergy.
E d = E i,tot - E f,tot

(3.1)

where
E d , the total exergy destruction in the batch model;
E i,tot , E f,tot , the total exergy of the batch reactor at its initial and final state, respectively, which

is the total of the exergy of all the k species in the initial and final state. For instance,
k

Ei,tot   Ei,i

(3.2)

i1
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E i,i , the exergy of species ‘i’ in the initial state.
k

E f,tot   E f,i

(3.3)

i1

E f,i , the exergy of species ‘i’ in the final state.

The exergy of each species ‘i’ consists of chemical exergy E i,CH and thermomechanical exergy
E i,TM .
E i  E i,CH  E i,TM

(3.4)

For instance, the final state exergy for species ‘i’, E f,i , is calculated as
E f,i  E f,i,CH  E f,i,TM

(3.5)

with molar thermomechanical exergy ei,TM evaluated by

ei,TM  (hi  h0 )  T0 (si  s0 )

(3.6)

with molar enthalpy hi evaluated at temperature T , h0 evaluated at environment temperature
T0 ,
hi  hi (T ) , h0  h0 (T0 )

(3.7)

molar entropy si evaluated at temperature T , p , s0 evaluated at environment temperature
T0 , p0 .

si  si (T , p ) , s0  s0 (T0 , p0 )

(3.8)

Details of explanation of eqs. (3.4) to (2.201) can be found in Section 3.6.3 in Chapter 3.
The overall exergy destruction ratio  tot is defined as the ratio of the total exergy destruction to
the initial total exergy.

 tot 

Ed
E i,tot

(3.9)
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The way to evaluate exergy destruction in this batch model by evaluating the initial and final
state exergy parallels the exergy destruction evaluation using the HFIM by calculating the inlet and
outlet conditions. They are both quite different from that for the 2-D model in Chapter 2, which is
related to the field gradient and flux.
To allow the quantitative evaluation of E d and  tot , the final state parameters of each species
that relate to the exergy evaluation should be determined and they are (i) the moles of each species,
(ii) the temperature of each species and (iii) the partial pressure of each species. These variables
can be determined through the numerical solution on the governing equations with the initial
boundary conditions as shown in Section 4.2.4.

4.2.2 The initial conditions
Unlike the 2-D axisymmetric model in Chapter 2 using the IAM, in which the temperature,
mass/mole fraction, and velocity fields vary both axially and radially, these fields in the 0-D batch
model are spatially homogeneous. These parameters only change with time and initial conditions
should therefore be provided.
Since the exergy destruction calculated for the batch model in the IAM is used here for
comparison with those obtained from the HFIM in Chapter 3, the selection of the initial boundary
conditions should parallel the inlet boundary conditions for the studied case using the HFIM in
Section 3.6.3 in Chapter 3.
The initial conditions for hydrogen/air combustion are:
(1) Adiabatic reactor (no heat transfer through the reactor wall);
(2) Isobaric combustion at p  1 atm expressed by eq. (3.10), this constant-pressure condition can
be achieved by movable boundary conditions, for instance, by the piston and cylinder type
reactor with variable volume [211,212]. Constant combustion is selected to be consistent with
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the model studied in the HFIM, which is also isobaric. These models are selected to be similar
with real combustion in the industry, which are usually at constant pressure;
(3) Initial temperature Tini  700K ;
(4) the chemical reaction starts by autoignition;
(5) Initial moles of hydrogen, nH2 ,ini =1 mol,

with stoichiometric air, i.e., nO2 ,ini =0.5 mol ,

nN2 ,ini =1.88 mol , and nH2O,ini =0 mol .
4.2.3 The governing equations for the combustion
The governing equations used for the determination of the final state moles, temperature and
pressure of the species are introduced in this section.
(1) The ideal gas law
Constant-pressure combustion

p  p0  RT  c0,i

(3.10)

p , the combustor pressure;

p0 , the initial pressure of the combustor;
R , the universal gas constant, 8.3145

J/(mol K) ;

c0,i , the initial concentration of species ‘i’;

(2) The species conservation equation for the 0-D batch model is

dci
 Ri
dt

(3.11)

It indicates that the variation rate of the concentration of species ‘i’ equals to its molar reaction
rate.
ci , concentration of species ‘i’, mol/m3;
t , time, s;

Ri , molar reaction rate of species ‘i’, mol/(m3  s) ;
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The energy balance equation for species ‘i’ is

 r  ci C p ,i
i

dT
 Q  Qext
dt

Q   r  H j rj

(3.12)
(3.13)

j

On the left-hand side:
The term ‘ r  ci C p ,i
i

dT
’ is the energy related to the temperature change of species ‘i’;
dt

On the right-hand side:
The first term ‘ Q ’ is the heat due to chemical reaction as indicated by eq. (3.13);
The second term ‘ Qext ’ is the external heat source in the model and is equal to zero for adiabatic
combustor;

 r , the stoichiometric coefficient;
C p ,i , heat capacity of species ‘i’. in the simulation, thermodynamic properties such as C p ,i is

obtained by importing the CHEMKIN thermodynamic files [213] to the model;

Q , total heat released rate by all the reactions, which is defined in eq. (3.13);
Qext , external heat source rate;
P , pressure;
H j , heat of reaction for reaction j, which is determined by the imported CHEMKIN

thermodynamic files [213] since during the reaction, the enthalpy of each species is evaluated by
the eq. (3.21);
rj , the reaction rate of reaction j, which is determined by the imported CHEMKIN kinetic files

[213] and the imported CHEMKIN file contains information shown in Table 4-1.
The chemical kinetic mechanisms describing rj of hydrogen-air combustion are necessary for
the exergy analysis and they are given by
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Qr

rj  k jf  ci

 ij

i 1

Qp

 k rj  ci

 ij

(3.14)

i 1

with the forward rate constant (unit: s-1)
 T
k f  Af 
T
 ref

nf


 Ef 
 exp  
 , Tref  1 K

 Rg T 

(3.15)

the reverse rate constant (unit: s-1)
 T
k A 
T
 ref
r

r

nr


 Er
 exp  

 Rg T


 , Tref  1 K


(3.16)

A f , Ar , the pre-exponential factor of the forward and reverse reaction (m, mol,s);
n f , nr , the temperature exponent of the forward and reverse reaction;

E f , E r the activation energy of the forward and reverse reaction, J/mol;
A f , n f , E f , Ar , nr , E r are given by the chemical kinetics. Different from the global 1-step
kinetic mechanism in eq. (2.17) used in the HFIM in Chapter 2, The detailed chemical kinetics
GRI-Mech 3.0 [213] is firstly employed in simulation. The combustion kinetics are complex and
include 18 species taking part in 59 reactions as shown in Table 4-1. The reaction mechanism is set
up by importing CHEMKIN files of the chemical kinetic mechanisms [213].
Table 4-1 Reaction mechanism for hydrogen/air combustion used in eqs. (3.15) and (3.16) [213].
(The original reactant and product format in the CHEMKIN file is kept, in which subscript is
neglected, for instance, reactant ‘O+H2’ represents ‘O+ H 2 ’).
#

1
2
3
4

# in
GRIMech
3.0
[213]
3
4
5
34

Reactant

Product

Af

nf

Ef

Ar nr E r
(J/mol)

(J/mol)

O+H2
O+HO2
O+H2O2
H+2O2

H+OH
OH+O2
OH+HO2
HO2+O2

0.0387
2.00 107
9.63
2.08 107

2.7
0

26,191.84
0

1
1

0
0

0
0

2
-1.24

16,736
0

1
1

0
0

0
0
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5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

35
36
38
40
41
44
45
46
47
48
84
86
87
88
89
115
116
178
179
180
181
182
183
184
186
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203

H+O2+H2O
H+O2+N2
H+O2
2H+H2
2H+H2O
H+HO2
H+HO2
H+HO2
H+H2O2
H+H2O2
OH+H2
2OH
OH+HO2
OH+H2O2
OH+H2O2
2HO2
2HO2
N+NO
N+O2
N+OH
N2O+O
N2O+O
N2O+H
N2O+OH
HO2+NO
NO2+O
NO2+H
NH+O
NH+H
NH+OH
NH+OH
NH+O2
NH+O2
NH+N
NH+H2O
NH+NO
NH+NO
NH2+O
NH2+O
NH2+H
NH2+OH

HO2+H2O
HO2+N2
O+OH
2H2
H2+H2O
O+H2O
O2+H2
2OH
HO2+H2
OH+H2O
H+H2O
O+H2O
O2+H2O
HO2+H2O
HO2+H2O
O2+H2O2
O2+H2O2
N2+O
NO+O
NO+H
N2+O2
2NO
N2+OH
N2+HO2
NO2+OH
NO+O2
NO+OH
NO+H
N+H2
HNO+H
N+H2O
HNO+O
NO+OH
N2+H
HNO+H2
N2+OH
N2O+H
OH+NH
H+HNO
NH+H2
NH+H2O

1.13 107
2.60 107
2.65 1010
9.00 104
6.00 107
3.97 106
4.48 107
8.40 107
12.1
1.00 107
216
0.0357
1.45 107
2.00 106
1.70 1012
1.3 105
4.20 108
2.70 107
9000
3.36 107
1.4 106
2.90 107
3.87 108
2 106
2.11 106
3.9 106
1.32 108
4.00 107
3.20 107
2.00 107
2000
0.461
1.28
1.50 107
2.00 107
2.16 107
3.65 108
3.00 106
3.90 107
4.00 107
90

-0.76
-1.24
-0.6707
-0.6
-1.25
0
0
0
2
0
1.51
2.4
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
1.2
2
1.5
0
0
-0.23
-0.45
0
0
0
1.5

0
0
71,299.54
0
0
2,807.464
4,468.512
2,656.84
21,756.8
15,062.4
14,351.12
-8,828.24
-2,092
1,786.568
123,051.4
-6,819.92
50,208
1,485.32
27,196
1,610.84
45,229.04
96,859.6
78,993.92
88,115.04
-2,008.32
-1,004.16
1,506.24
0
1,380.72
0
0
27,196
418.4
0
57,948.4
0
0
0
0
15,271.6
-1,924.64

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
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46
47
48
49
50
51
52
53
54
55
56
57
58
59

204
206
207
208
209
210
213
214
215
216
277
278
279
287

NNH
NNH+O2
NNH+O
NNH+O
NNH+H
NNH+OH
HNO+O
HNO+H
HNO+OH
HNO+O2
NH3+H
NH3+OH
NH3+O
OH+HO2

N2+H
HO2+N2
OH+N2
NH+NO
H2+N2
H2O+N2
NO+OH
H2+NO
NO+H2O
HO2+NO
NH2+H2
NH2+H2O
NH2+OH
O2+H2O

3.30 108
5.00 106
2.50 107
7.00 107
5.00 107
2.00 107
2.50 107
9.00 105
13
1.00 107
0.54
50
9.4
5.00 109

0
0
0
0
0
0
0
0.72
1.9
0
2.4
1.6
1.94
0

0
0
0
0
0
0
0
2,761.44
-3,974.8
54,392
41,484.36
3,995.72
27,028.64
72,508.72

1
1
1
1
1
1
1
1
1
1
1
1
1
1

0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0

4.2.4 Final state variables in the batch model
As stated in Section 4.2.1, the final state parameters (temperature, moles of species and partial
pressure) of each species should be evaluated to allow the quantitative evaluation of E d and  tot
and therefore the time variation of these parameters are investigated.
4.2.4.1 Time variation of the moles of the 18 species
Mole of the species ‘i’ indicates the number of moles of the species ‘i’ as indicated in Chapter
3. The governing equations for the batch model in eqs. (3.10) to (3.16) are solved numerically with
initial conditions given in Section 4.2.2. The time variation of the moles of the 18 species in the
detailed chemical kinetics GRI-Mech 3.0 [213] shown in Table 4-1 is shown in Fig. 4-2. The results
show that the moles of the hydrogen and oxygen is decreased while that of the steam (or water) is
increased. That is because the reactants, hydrogen and oxygen, are consumed to generate product,
the steam (or water). The moles of the nitrogen are decreased due to the generation of radicals such
as NO and NO 2 . Since some lines representing the moles of the species in Fig. 4-2 overlap, the
moles of the species are shown in several groups, each consisting the time variation of several
species, in Fig. 4-3 to Fig. 4-6.
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Fig. 4-2. Time variation of moles of the 18 species.
(Two vertical ordinates are used. The left ordinate is for moles of N 2 and the right ordinate is for
all other 17 species. The two black arrows in the legend shows the ordinate for the species).

For all the 18 species shown in Fig. 4-2, the time variation of moles of the species, H 2 , O 2 , N 2 ,
H 2 O , H is shown separately in Fig. 4-3 while that for the species, H and OH is shown in Fig. 4-4,

that

of

O,

NO

and

H 2 O2

is

shown

in

Fig.

4-5

and

that

of

HNO, N, N2O, NH, NH2, NH3, NNH, NO2 is shown in Fig. 4-11.

Fig. 4-3. Time variation of moles of the species, H 2 , O 2 , N 2 , H 2 O , H.
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Fig. 4-4. Time variation of moles of the species, H and OH.

Fig. 4-5. Time variation of moles of the species, O, NO and H 2 O2 .

Fig. 4-6. Time variation of moles of the species HNO, N, N2O, NH, NH2, NH3, NNH, NO2 .
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From Fig. 4-2, it is seen that the chemical reaction starts at about t  939 s . The moles of H 2
drop from initially 1 mol to finally 0.08 mol and that of O 2 changes from initially 0.5 mol to finally
0.024 mol. The conversion ratio  H  0.92 and  O2  0.952 . The moles of N 2 also decreases but
2

not from initially 1.88 mol to 1.873 mol with  N  0.004 . Intermediate species H, NO, O, OH are
2

also products of the chemical reaction but their moles are very low. Species that contributes to the
chemical reaction most are H 2 , O 2 , N 2 , H 2 O , H, NO, O, OH of the 18 species. The amount of
other intermediate species is too small to be considered. The variation of some of these 18 species
at around t  939 s is a step function, such as for the variation of moles of the nitrogen. They do
not change like step functions but look like step functions because the chemical reaction rate is too
high and the reaction only last for about 0.67 ms. It will be quite small compared to the entire xordinate 0 to 2,000 s. The initial and final moles of the 18 species are listed in Table 4-2.

Table 4-2 Moles of the 18 species at the initial and final state in the chemical reaction.
Species
H2 (g)
O2 (g)
N2 (g)
H2O (g)
H (g)
H 2 O 2 (g)
HNO(g)
N(g)
N2O (g)
NH(g)
NH 2 (g)
NH3 (g)

NNH(g)
NO (g)
NO2 (g)
O (g)
OH(g)
HO 2 (g)

Initial moles

Final moles

1
0.5
1.88
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0.08
0.024
1.873
0.893
0.016
0
0
0
0
0
0
0
0
0.014
0
0.005
0.04
0
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4.2.4.2 Time variation of the temperature of the 18 species
The temperature variation of the 18 species are shown in Fig. 4-7. The results show that the
temperature of these species increases quickly when the chemical reaction is starts, at around
t  939 s,

due to the exothermic chemical reactions. The total heat source of reaction, i.e., ‘ Q ’ in

eq. (3.13), of all the element chemical reactions shown in Table 4-1 is plotted in Fig. 4-8. Part of
Fig. 4-8 at around t = 939.2254 s to t = 939.2259 s is enlarged and shown in Fig. 4-9.

Fig. 4-7. Time variation of temperature in the chemical reaction.

Fig. 4-8. Time variation of the heat source of reactions (The area where chemical reaction starts is
enlarged in Fig. 4-9).
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Fig. 4-9. Time variation of the heat source of reactions when the chemical reaction starts at t =
939.2254 s to t = 939.2259 s.
The results in Fig. 4-8 and Fig. 4-9 show that the heat source of reactions when the chemical
reaction starts can be as large as 1.7 1010 W/m3 . This explains the quick rise of the species
temperature shown in Fig. 4-7.
4.2.5 Evaluation of exergy destruction in the batch model
As mentioned in Section 4.2.1, evaluation of the exergy destruction in the batch model first relies
on the numerical simulation to get the moles and temperature of each species in the final state (done
in Section 4.2.4), and then use eqs. (3.1) to (3.9) to evaluate exergy destruction during the
combustion. This section deals with the evaluation of the exergy destruction.
4.2.5.1 Evaluation of the species chemical exergy
The overall exergy destruction is the total exergy of each species in the reaction as shown in
eqs.(3.2) and (3.3). The exergy of each species, i consists of two parts: the thermomechanical
exergy  i,TM and the chemical exergy i,CH as shown in eq.(3.4). The evaluation of i,TM is shown
by eqs. (2.200) to (2.205) in Chapter 3. A table of standard chemical exergy values is commonly
used to sidestep the complexities of evaluating i,CH using eq. (2.40). But when the detailed
chemical kinetics GRI-Mech 3.0 [213] is employed in simulation, i,CH of only 10 out of the 18
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species, H 2 , O 2 , N 2 , H 2O, H, N 2O, NH 3 , NO, NO 2 , O , can be obtained from tables in ref. [47] as
shown

in

Table

4-3.

The

standard

chemical

exergy

i,CH

of

species

H 2 O 2 , HNO, N, NH, NH 2 , NNH, OH, HO 2 , however, is still unknown and should be evaluated for

the overall exergy analysis as described in Section 4.2.5.2.
Chemical exergy can be considered as composed of two parts [208-210], the reactive exergy
i,CH,re , which is due to the difference of constituents between the evaluated species and the dead

state, and the diffusion exergy i,CH,diff due to species concentration difference between evaluated
species and the dead state as shown in eq. (3.17). The chemical potential i is evaluated in eq.
(3.18).
Table 4-3 Standard chemical exergy.
Known (totally 10 species)
Unknown (totally 8 species)
Species Standard chemical Species
Standard
chemical
exergy (J/mol)
exergy (J/mol)
H2 (g)
238,490
H 2 O 2 (g)
O2 (g)
N2 (g)
H2O (g)
H (g)

3,970
720
11,710
322,410

HNO(g)
N(g)
NH(g)
NH 2 (g)

N2O (g)
NH3 (g)
NO (g)

106,220
341,250
89,040

NNH(g)
OH(g)
HO 2 (g)

NO2 (g)
O (g)

56,220
232,110

i,CH   ni ir   nk k ,0   ni gi0 (T0 )   nk g k0 (T0 )  RT0 ln
i

k

i

k
i,CH,re

( x1 ) n1 ( x2 ) n2 ...( xm ) nm
( xl ) n1 ( x p ) n2 ...( xq ) nn
i,CH,diff


y p
i  gi (T , pi )  h (T )  Tsi (T , pi )  h (T )  T  si0 (T )  R ln i 
p0 

i

(3.17)

i

(3.18)

ni, the amount of the species ‘i’ at the restricted dead state, mol;
nk, the amount of the species ‘k’ at dead state, mol;
263

ir , the molar chemical potentials of the species ‘i’ at the restricted dead state, J/mol;
 k ,0 , the molar chemical potentials of the species ‘k’ at the dead state, J/mol;
g i0 , the molar specific Gibbs energy of the species ‘i’ at the restricted dead state T0 , p0 , J/mol;
g k0 , the molar specific Gibbs energy of the species ‘k’ at dead state, J/mol;

x1, x2, xm: the molar fraction of the species ‘1’, ‘2’ and ‘m’ in the mass flow at reference dead
state;
xl, xp, xq: the molar fraction of the species ‘l’, ‘p’ and ‘q’ at dead state.
The variables in eq. (3.18) are the same as those in eqs. (2.33) to (2.35) in Chapter 2.
Standard chemical exergy values are based on a standard exergy reference environment with T0
= 298.15 K, p0 = 1atm and reference environmental composition shown in Table 2 of ref. [214].
Its detailed derivation can be found in [36,63].
ch
For instance, the standard chemical exergy of Ca H b , eCa Hb , is



b
b
b
b


ch
eCcha Hb   gCa Hb   a   g O2  ag CO2  g H 2O (l)  T0 , p0   aeCO
 eHch2O (l)   a   eOch2
2
4
2
2
4





(3.19)

(1) Example of the evaluation of the standard chemical exergy of the species ‘O’
The standard chemical exergy can be calculated using eq. (3.19). The intermediate species ‘O’
in the reaction is used as an example to show the evaluation of chemical exergy. The unknown
chemical exergy of the other species in Table 4-3 are calculated in the same way.
For reaction O+O  O 2 , from eq. (3.19),
1
 [(2gO (T0 , p0 )  g O2 (T0 , p0 ))  eOch2 ]
2
1
1
 hO (T0 )-T0 sO (T0 ,p0 )  [hO2 (T0 )-T0 sO2 (T0 ,p0 )]  eOch2
2
2

eOch 

(3.20)

The molar enthalpy h , J/mol, can be calculated by
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aLo 2
a
a
a
 Tlow  Lo 3  Tlow 2  Lo 4  Tlow3  Lo 5  Tlow 4 )]
2
3
4
5
aLo 2
aLo 3
a
a
8.3145  (T  Tlow )  (T  Tmid )  [aLo 6  T  (aLo1 
T 
 T 2  Lo 4  T 3  Lo 5  T 4 )] (3.21)
2
3
4
5
aHi 2
aHi 3
aHi 4
aHi 5
2
3
8.3145  (T  Tmid )  (T  Thi )  [aHi 6  T  (aHi1 
T 
T 
T 
 T 4 )]
2
3
4
5
a
a
a
a
8.3145  (T  Thi )  [aHi 6  Thi  (aHi1  Hi 2  Thi  Hi 3  Thi 2  Hi 4  Thi 3  Hi 5  Thi 4 )];
2
3
4
5
h  8.3145  (T  Tlow )  [aLo 6  Tlow  (aLo1 

The molar entropy s , J/(mol  K) , can be obtained through


2
T 

 
s  8.3145  T  Tlow   aLo 7  aLo1 ln  low   Tlow   aLo 2  0.5  Tlow   aLo 3   Tlow   aLo 4  0.75  Tlow  aLo 5    
1
3

 






2
T 

 
8.3145  T  Tlow   T  Tmid   aLo 7  aLo1 ln    T   aLo 2  0.5  T   aLo 3   T   aLo 4  0.75  T  aLo 5    
3
1

 



(3.22)



2
T 

 
8.3145  T  Tmid   T  Thi   aHi 7  aHi1  ln    T   aHi 2  0.5  T   aHi 3   T   aHi 4  0.75  T  aHi 5    
1
3
 

 



T
8.3145  T  Thi   aHi 7  aHi1  ln  hi
 1

8.3145  ln  P  x / 1 ;


2


 
  Thi   aHi 2  0.5  Thi   aHi 3  3  Thi   aHi 4  0.75  Thi  aHi 5    

 



T , species temperature, K;
P , species pressure, Pa;

x , molar fraction of the species;
Tlow , Tmid , Thi , aLo1 - aLo 7 , aHi1 - aHi 7 are given for the 53 species involved in GRI-Mech 3.0

mechanism [213] and are shown in Appendix I of Chapter 4 .
A MATLAB code is developed for standard chemical exergy evaluation by eq. (3.19) for
evaluation of enthalpy and entropy. With this program, it was obtained that for species ‘O’ in
chemical reaction O+O  O2 , hO (T0 )=249,170 J/mol , sO (T0 , p0 )=161.06 J/(mol  K) ,
hO2 (T0 )= 0 , sO2 (T0 , p0 )=205.15 J/(mol  K) .

ch
Besides, eO2  3,970 J/mol is known from reference [47].

Substituting these known parameters into eq. (3.20), it is obtained that

1
1
eOch  249,170-298.15  161.06  [0-298.15  205.15]   3,970  233,702.10 J/mol (3.23)
2
2
(2) Validation of the evaluation results for eOch
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To validate the method and results of the standard chemical exergy evaluation, eOch in eq. (3.23)
is compared to its values obtained by other ways:
Firstly, it is given as 232,110 J/mol in ref. [47]. The relative difference for eOch in eq. (3.23) and
in ref. [47] is (233,702.10-232,110)/232110 = 0.25%, which proves the reliability of evaluating
standard chemical exergy in this section.
Secondly, eOch can also be evaluated through a second reaction ‘ O+H+H  H 2 O ’ and from eq.
(3.19)
eOch  gO (T0 , p0 )  2 g H (T0 , p0 )  g H 2O (T0 , p0 )  eHch2O  2eHch
 hO (T0 )  T0 sO (T0 , p0 )  2[hH (T0 )  T0 sH (T0 , p0 )]  hH 2O (T0 )  T0 sH 2O (T0 , p0 )  eHch2O  2eHch
hH (T0 )= 218,000 J/mol , sH (T0 ,p0 )=114.72 J/(mol  K) ,

(3.24)

hH2O (T0 )=  241,830J/mol ,

sH 2O (T0 , p0 )=188.83 J/(mol  K) are evaluated from the MATLAB code.
eHch2O  11,710 J/mol , eHch  322, 410 J/mol are obtained from ref. [47].
Substituting these values and get
eOch  gO (T0 , p0 )  2 g H (T0 , p0 )  g H 2O (T0 , p0 )  eHch2O  2eHch
 hO (T0 )  T0 sO (T0 , p0 )  2[hH (T0 )  T0 sH (T0 , p0 )]  [hH 2O (T0 )  T0 sH 2O (T0 , p0 )]  eHch2O  2eHch
 249,170  298.15  161.06  2  [218,000  298.15  114.72]  (241,830) 
 298.15  188.83+11,710-2  322,410

(3.25)

=233,763.05 J/mol

The relative difference of ‘ eOch ’ evaluated through two different reactions O+H+H  H 2 O and
O+O  O2 is (233,763.05-233,702.10)/ 233,763.05 = 0.02%, which also proves the reliability of

evaluating standard chemical exergy in this way.
This verifies the method for calculating the standard chemical exergy. In the following, the
method will be used to evaluate the standard chemical exergy of the 8 species
H 2 O 2 , HNO, N, NH, NH 2 , NNH, OH, HO 2 for their unknow exergy in Table 4-3.

(3) Evaluation of standard chemical exergy of other species
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For the H 2 O 2 , chemical reaction H 2 O 2  H 2 O+O is selected. Using eq. (3.19),
eHch2O2  g H 2O2 (T0 , p0 )  g H 2O (T0 , p0 )  g O (T0 , p0 )  eHch2O  eOch
 -205,800  (-298,130)  (201,150)+11,710  232,110
 135,000 J/mol

1
1
1
For the HNO, chemical reaction HNO  H 2 + O2 + N 2 is selected. Using eq. (3.19)
2
2
2
1
1
1
1
1
1
ch
eHNO
 g HNO (T0 , p0 )  g H 2 (T0 , p0 )  gO2 (T0 , p0 )  g N2 (T0 , p0 )  eHch2  eOch2  eNch2
2
2
2
2
2
2
1
1
1
1
1
1
 40,392-  (-38,962)-  (-61,165)-  (-57,098)   238, 490   3,970   720
2
2
2
2
2
2
 240,594.5J/mol

For the N, chemical reaction N+N  N 2 is selected. Using eq. (3.19),

1
eNch   [(2g N (T0 , p0 )  g N2 (T0 , p0 ))  eNch2 ]
2
1
  [2  426,970  (-57,098)+720]
2
=455,879 J/mol
For the NH, chemical reaction NH+H 2  NH 3 is selected , using eq. (3.19),
ch
ch
eNH
 g NH (T0 , p0 )  g H 2 (T0 , p0 )  g NH 3 (T0 , p0 )  eNH
 eHch2
3

 302,890+(-38,962)-(-103,370)+341, 250  238, 490
 470,058 J/mol

For the NH 2 , chemical reaction NH 2 +H  NH 3 is selected. Using eq. (3.19),
ch
ch
eNH
 g NH 2 (T0 , p0 )  g H (T0 , p0 )  g NH 3 (T0 , p0 )  eNH
 eHch
2
3

 133,910+183,800-(-103,370)+341, 250  322, 410
 439,920 J/mol

For the NNH, chemical reaction NNH+ 5 H 2  2NH 3 is selected. Using eq. (3.19),
2
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5
5
ch
ch
eNNH
 g NNH (T0 , p0 )  g H 2 (T0 , p0 )  2 g NH 3 (T0 , p0 )  2eNH
 eHch2
3
2
2
5
5
 182,580+  (-38,962)  2  ( -103,370)  2  341, 250   238, 490
2
2
 378,190 J/mol
For the OH, chemical reaction OH+H  H 2 O is selected. Using eq. (3.19),
ch
eOH
 gOH (T0 , p0 )  g H (T0 , p0 )  g H 2O (T0 , p0 )  eHch2O  eHch

 -15,435+183,800-(-298,130)+11,710  322, 410
 155,795J/mol

Table 4-4 The standard chemical exergy of the 18 species.
Species
H2 (g)

Standard chemical exergy Species
(J/mol)
238,490
H 2 O 2 (g)

Standard chemical exergy
(J/mol)
135,000

O2 (g)
N2 (g)
H2O (g)
H (g)

3,970
720
11,710
322,410

HNO(g)
N(g)
NH(g)
NH 2 (g)

240,594.5
455,879
470,058
439,920

N2O (g)
NH3 (g)
NO (g)

106,220
341,250
89,040

NNH(g)
OH(g)
HO 2 (g)

378,190
155,795
147,989

NO2 (g)
O (g)

56,220
232,110

For the HO2, chemical reaction HO 2  H  O 2 is selected. Using eq. (3.19),
ch
eHO
 g HO2 (T0 , p0 )  g H (T0 , p0 )  g O2 (T0 , p0 )  eHch  eOch2
2

 -55,756-183,800-(-61,165)+322, 410  3970
 147,989 J/mol

Now, the standard chemical exergy of the 18 species in Table 4-3 are all known and summarized
in Table 4-4.

4.2.5.2 Evaluation of the overall exergy destruction in the batch model
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Since we have the chemical exergy for species ‘i’, i,CH in eq. (3.4), for the 18 species in
the reaction shown in Table 4-4 and the thermomechanical exergy for species ‘i’,  i,TM in
eq. (3.4), evaluated by eqs. (3.6) to (2.201) if the temperature, pressure and moles of the
species are known (done in the Section 4.2.4), it is easy to calculated the exergy destruction
in the combustion by the difference of the total exergy destruction in the initial and final
state as shown in eqs. (3.1) to (3.3). The time variation of the overall exergy (all species)
and that of each species in the batch reaction is computed in the numerical simulation as
shown in Fig. 4-10. Since time variation of exergy of each species depends on the time
variation of the moles of each species, the overlapping problem in the moles of the species
will still exist here. Since our focus is the overall exergy destruction shown in Fig. 4-12, we
do not need to list the exergy of the species in different groups as we did in the Section
4.2.4.1. Only the right lower section of Fig. 4-10 is magnified in Fig. 4-11 to make the lines clearly
shown. The sharp variation of species exergy occurs at around t  939 s . The explanation is the
same with the quick variation of the moles of the species.

Fig. 4-10. Time variation of the overall and species exergy in the chemical reaction.
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Fig. 4-11. Time variation of the overall and species exergy in the chemical reaction.
(The right lower part of Fig. 4-10 is magnified).

Fig. 4-12. Time variation of the overall exergy in the chemical reaction.

From Fig. 4-12, the initial overall exergy i is 246,148.40 J/mol H2, and that after chemical
reaction at the final state  f is 218,495.71 J/mol H2. Therefore, exergy destruction E d =E i -E f =
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246,148.4-218,495.71 = 40,306.26 J/mol H2, which is 11.23% of the total inlet exergy for
hydrogen-air constant pressure p  1 atm combustion with the excess air coefficient α  1 , and
Tini  700 K as summarized in Table 4-5.

Table 4-5 The overall exergy destruction and its ratio in the batch reactor model.

α
1

p (atm)

1

Tini (K)

i,tot (J/mol H2)

f,tot (J/mol H2)

E d (J/mol H2)

 tot 

700

246,148.40

218,495.71

40,306.26

11.23%

Ed
E i,tot

4.3 Comparison of exergy destruction calculated by the HFIM and the IAM
To compare with the exergy destruction ratio,  tot defined by eq. (3.102) in Chapter 3 calculated
by the HFIM,  tot is also evaluated at Tini  700 K and different α = 1, 1.2, 1.4, 1.6, 1.8 and 2
using the IAM and the results are shown in Fig. 4-13. Tini  700 K is first selected here to make
sure the combustion can start automatically. Detailed analysis of the initial temperature on the
combustion can be found in Section 4.4.1. The overall exergy destruction d,tot at initial and final
state for each α is shown in Fig. 4-13 and are also summarized in Table 4-6 by their values. ‘ ini ’
is the initial overall exergy, ‘  f ’ is the final state overall exergy.

Fig. 4-13. Time variation of the overall exergy for different excess air coefficient and Tini  700 K
as computed by using the IAM.
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Table 4-6 Exergy and its destruction for different α computed by using the IAM.
α

1
1.2
1.4
1.6
1.8
2.0

Ei (J/mol H 2 )
246,147.26
247,929.01
249,762.31
251,634.84
253,538.24
255,466.58

E f (J/mol H 2 )
218,493.11
217,070.28
216,123.52
215,537.20
215,232.90
215,159.73

E d (J/mol H 2 )
27,654.15
30858.73
33638.79
36,097.64
38,305.34
40306.85

 tot
11.23%
12.45%
13.47%
14.35%
15.11%
15.78%

 tot computed by using the HFIM was shown in Fig. 3-50 in Chapter 3 by using 14 hypothetical
paths. These 14 paths are actual 11 paths since the strategies of the path M2-1 is the same as that
of the paths R-1, M1-1 and H-1. In the HFIM, the four paths, M2-1, R-1, M1-1 and H-1, are the
same and used as connection to allow comparison between paths for different component process
strategies investigation (See Section 3.8 in Chapter 3 for details). In addition, the results of  tot of
the path H-2, H-3 and H-5 are the same and path H-3 is selected to represent the three paths. Path
H-4 and H-6 have the same  tot and therefore only  tot of path H-4 will be shown.  tot of only 8 of
the 14 paths using the HFIM are used for the comparison of  tot obtained by the IAM. The 8 paths
are listed in Table 4-7. The same boundary conditions shown in the Section 4.2.2 in this Chapter
and that in Section 3.6.2 in Chapter 3 allows for the comparison of  tot obtained from both the
HFIM and the IAM 0-D batch reactor model here.
Table 4-7  tot for Tini  700 K for α = 1, 1.2, 1.4, 1.6, 1.8 and 2 in 8 different paths in the HFIM.

α

1
1.2
1.4
1.6
1.8
2.0

Path
M2-1
0.111
0.119
0.126
0.132
0.137
0.141

Path
M2-2
0.12
0.128
0.135
0.14
0.145
0.149

Path
R-2
0.111
0.119
0.126
0.132
0.137
0.142

 tot
Path Path
R-3
M1-2
0.121 0.126
0.132 0.137
0.141 0.147
0.149 0.156
0.155 0.163
0.161 0.17

Path
M1-3
0.126
0.138
0.148
0.156
0.164
0.17

Path
H-3
0.107
0.115
0.122
0.128
0.134
0.138

Path
H-4
0.104
0.112
0.119
0.125
0.13
0.135
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The variation of  tot for Tini  700 K and different α = 1, 1.2, 1.4, 1.6, 1.8 and 2 in the 8 paths
are simulated and the results are summarized in Table 4-7.
The variation of the overall exergy destruction with α obtained from the HFIM and IAM are
compared in Fig. 4-14. As α changes from 1 to 2,  tot obtained in the IAM increases from 11.23%
to 15.78%.  tot obtained from the HFIM in 8 different paths varies from the least 10.4% to 13.5%
in path H-4 and the largest 12.6% to 17% in path M1-3 for α in the range 1 to 2.  tot increases as
α is increased in both the IAM and the HFIM.  tot obtained in the IAM is almost the average of

 tot for the 8 paths in the HFIM.

Fig. 4-14. Comparison of the overall exergy destruction  tot from the HFIM and IAM (--) for
Tini  700 K .

(‘IAM’ indicates results evaluated by the IAM, while paths names beginning with HFIM are those
evaluated by the HFIM).

The results in Fig. 4-14 show that:
(1) The overall exergy destruction  tot increases as  is raised in all the 8 typical HFIM paths
and the 0-D batch reactor model in the IAM. The reasons were given in Section 3.6.4 in Chapter 3;
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(2) The  tot evaluated by the IAM is about 11.23% to 15.78% for  changes from 1 to 2. The
lowest  tot can be found for path H-4, at about 0.104 to 0.135 for  changes from 1 to 2, which is
about 7.3% lower than the results in the IAM. The highest  tot can be found in Path M1-3, from
0.126 to 0.17 for  changes from 1 to 2, which is about 7.2% higher than  tot evaluated by the
IAM;
(3) Path M2-2 using stoichiometric oxygen as the pre-mixing strategy, equal fuel supply as the
chemical reaction strategy, internal heat transfer as the heat transfer strategy, and the no-fuelrecycle as the post-mixing strategy (details shown in the section 3.8.2.1 in Chapter 3) have the  tot
most similar to that evaluated by the IAM. It means path M2-2 is the best guess for combustion in
the 0-D batch reactor.
4.4. Sensitivity analysis of  tot
After conducting comparison between the overall exergy destruction ratio  tot calculated by the
HFIM with that calculated by the IAM, it is useful to reveal the effect of different variables in the
0-D batch reactor model with respect to  tot .
4.4.1 Effects of the initial temperature Tini on  tot
The variation of  tot with α is already shown in the Fig. 4-13 for Tini  700 K . Obviously, and
as specifically shown from the analysis in Section 3.6.5 in Chapter 3, the inlet (initial) temperature
also affects  tot and this effect is now investigated for α =1.6 by using the IAM as shown in Fig.
4-15. The simulation is conducted in the same way as described in Section 4.2.5.2.
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Fig. 4-15. Time variation of the overall exergy for different inlet species temperature Tini for α
=1.6.

It can be seen from Fig. 4-15, the initial and final state overall exergy for Tini  650K with α
=1.6 is almost the same as time changes from 0 to about 2000 s, with only Ed  5.2 J/mol H 2 . It
indicates the combustion does not actually starts and therefore, the exergy destruction for
Tini  650K will not be analyzed in the following. If proper external heat source is added, the

combustion can be triggered. As Tini goes up from 700 to 1000 K, the time before the combustion
starts becomes shorter, from about 1200 s to less than 1 ms. The time before the combustion starts
is too short for Tini  800 and 1000 K. So the horizontal part of the lines for Tini  800 and 1000 K
is not so obvious. The initial and final state overall exergy for different Tini with α = 1.6 are
summarized in Table 4-8.
Table 4-8 Exergy destruction for different Tini and Tini at α = 1.6 using the IAM.
Tini (K)

Ei (J/mol H 2 )

E f (J/mol H 2 )

E d (J/mol H 2 )

700
800
1000

251,634.84
260,635.49
281,199.09

215,537.20
228,489.86
255,371.59

36097.64
32145.63
25827.5

 tot
14.35%
12.3%
9.18%
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The results in Table 4-8 show that raising Tini lowers  tot . When Tini is raised from 700 K to
1000 K,  tot decreases from 14.35% to 9.18% of the total initial exergy. This proves the effect of
increasing initial temperature in reducing exergy destruction as shown in path H-4 and H-6 using
the HFIM. The reason for this reduction is explained in Section 3.6.5.3 and Section 3.8.5 in Chapter
3.
4.4.2 Chemical kinetic mechanisms
There are different kinds of global, simplified and detailed hydrogen-air (and hydrogen-oxygen)
kinetic mechanisms as summarized in Appendix II of Chapter 4. Although the detailed mechanism
describes the chemical reaction comprehensively, the global kinetic mechanism greatly simplifies
the computation when used in the numerical model since it contains much fewer species and
reactions than the detailed mechanisms. It is not always necessary to consider each reaction. For
instance, Table 4-2 shows that species contributing to the chemical reaction are only 8 of the 18
species, H 2 , O 2 , N 2 , H 2 O , H, NO, O, OH. The amount of other intermediate species in the
reaction is too small to be considered. The detailed chemical kinetics with 18 species taking part
in 59 reactions shown in Table 4-1 can therefore be simplified to mechanisms with less steps.
Therefore, different chemical kinetic mechanisms should be compared to reveal their effect on the

 tot . If they do not differ much on the  tot , the simplified or global mechanism can be relied on for
exergy analysis instead of the detailed analysis.
In addition to the detailed chemical kinetics GRI-Mech 3.0 [213] shown in Table 4-1, three other
global and simplified chemical kinetics mechanisms are selected to show its effect on the overall
exergy analysis.
4.4.2.1 1-step chemical kinetics in eq. (2.23) in Chapter 2 [196]
w  1.8  1013  e

17614
T

 cH 2  cO2 0.5

w is the molar reaction rate for hydrogen, unit: mol/(m3·s);
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T is the temperature of the mixture in combustion;

cH2 and cO2 are the concentration of hydrogen and oxygen in the combustion, respectively.

Fig. 4-16. Time variation of the overall and species exergy for hydrogen-air combustion using
1-step chemical kinetics [196] ( Tini  700 K and α = 1).

Fig. 4-17. Time variation of the overall exergy for hydrogen-air combustion using 1-step
chemical kinetics [196] ( Tini  700 K and α = 1).
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Fig. 4-18. Time variation of the overall exergy for hydrogen-air combustion using 1-step
chemical kinetics [196] ( Tini  700 K and α = 1, partly magnified).
Four species are involved in this simplified reaction, H 2 ,O2 ,N 2 ,H 2 O . The time variation of
species exergy and their overall exergy, for instance initial and final state overall exergy defined
by eqs. (3.2) and (3.3), are shown in Fig. 4-16. It is shown that the combustion starts at 3.93 105
s. The overall exergy destruction, E d , defined by eq. (3.1) is shown separately in Fig. 4-17. For
hydrogen-air combustion, it changes from initially 246,147.26 J/mol H 2 to 219,063.66 J/mol H 2 .
From Fig. 4-17, it is seen that E d first decreases and then increases a little at around t = 3.93 105
s. That is because the time variation of each species is different as shown in Fig. 4-16.
4.4.2.2 1-step chemical kinetics in ref. [215]
w  3.16  1018  e

2950
T

 cH 2 1.1  cO2 1.1

The reaction rates in cm3-mol-sec-kcal-K units.
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Fig. 4-19. Time variation of the overall and species exergy for hydrogen-air combustion using 1step chemical kinetics [215] ( Tini  700 K and α = 1).

Fig. 4-20. Time variation of the overall exergy for hydrogen-air combustion using 1-step chemical
kinetics [215] ( Tini  700 K and α = 1).
Four species are involved in the reaction, H 2 ,O2 ,N 2 ,H 2 O . The time variation of species exergy
and the overall exergy of them are shown in Fig. 4-19. The combustion starts at 0.01 ns. The overall
exergy destruction is shown separately in Fig. 4-20 and Fig. 4-17. For hydrogen-air combustion, it
changes from initially 246,147.26 J/mol H 2 to 218,848.82 J/mol H 2 .
4.4.2.3 24-step chemical kinetics [215,233]
A 24-steps chemical kinetic mechanism shown in Table 4-9. Reaction rates in cm3-mol-sec-kcalK units, k f  Af T

nf

exp( Eaf / RT) , 10 species H2, H, O2, O, OH, H2O, HO2, H2O2, N2, AR are
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involved for the chemical kinetics. The physical meaning of the variables can be found in Section
4.2.3.

Table 4-9 The used hydrogen-air 24-step chemical kinetic mechanism.
Reactions

Af

H2-O2 chain reactions
1 H+O2=O+OH
1.900E14
2 O+H2=H+OH
5.13E4
3 OH+H2=H+H2O
2.14E8
4 OH+OH=O+H2O
5.00E11
H2-O2 dissociation/recombination Reactions
5 H2+N2= H+H+N2
4.57E19
6 H2+AR=H+H+AR
5.89E18
7 O+O+N2=O2+N2
6.17E15
8 O+O+AR=O2+AR
1.91E13
9 O+H+M=OH+M
4.68E18
10 H+OH+N2=H2O+N2
2.24E22
11 H+OH+AR=H2O+AR
8.32E21
Formation and consumption of HO2
12 H+O2+N2=HO2+N2
6.76E19
13 H+O2+AR=HO2+AR
1.15E15
14 HO2+H=H2+O2
6.61E13
15 HO2+H=OH+OH
1.70E14
16 HO2+O=OH+O2
1.74E13
17 HO2+OH=H2O+O2
1.45E16
Formation and consumption of H2O2
18 HO2+HO2=H2O2+O2
3.02E12
19 H2O2+N2=OH+OH+N2
1.20E17
20 H2O2+AR=OH+OH+AR
8.51E16
21 H2O2+H=H2O+OH
1.00E13
22 H2O2+H=H2+HO2
4.79E13
23 H2O2+O=OH+HO2
9.55E6
24 H2O2+OH=H2O+HO2
7.08E12

nf

Eaf

0.00
2.67
1.51
0.00

16.44
6.29
3.43
16.29

-1.40
-1.10
-0.50
0.00
-1.00
-2.00
-2.00

104.38
104.38
0.00
-1.79
0.00
0.00
0.00

-1.42
0.00
0.00
0.00
0.00
-1.00

0.00
-1.00
2.13
0.87
-0.40
0.00

0.00
0.00
0.00
0.00
0.00
2.00
0.00

1.39
45.50
45.50
3.59
7.95
3.97
1.43
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Fig. 4-21. Time variation of the overall and species exergy for hydrogen-air combustion using 24step chemical kinetics for Tini  700 K and α = 1 [233]

Fig. 4-22. Time variation of the overall and species exergy for hydrogen-air combustion using 24step chemical kinetics for Tini  700 K and α = 1 [233].
(Right lower section in Fig. 4-21 is magnified).
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Fig. 4-23. Time variation of the overall exergy for hydrogen-air combustion using 24-step chemical
kinetics [233] ( Tini  700 K and α = 1).
The time variation of species exergy and the overall exergy of them are shown in Fig. 4-21. The
combustion is triggered at 1099 s.

For hydrogen-air combustion, it changes from initially

246,147.26 J/mol H 2 to 218,548.26 J/mol H 2 .
Table 4-10 Comparison of the overall exergy destruction for 1-step kinetics in refs. [196] and [215],
24-step kinetics in ref. [233] and 59-step kinetics in [213].
Ref.
[196]
[215]
[233]
[213]

Steps
1
1
24
59

Eini (J/mol H 2 )
246,147.26
246,147.26
246,147.26
246,147.26

E f (J/mol H 2 )
219,063.66
218,848.82
218,548.26
218,493.11

 d (J/mol H 2 )
27083.6
27298.44
27599
27,654.15

 tot
11.00%
11.09%
11.21%
11.23%

From Table 4-10, it is seen that the overall exergy destruction ratio  tot for the four different
chemical kinetic mechanisms do not change much, from 11.00% for the least steps to 11.23% for
the most steps. Therefore, it is concluded that the chemical reaction kinetics does not affect  tot too
much. Less steps chemical reaction kinetics can, therefore, be selected in further research for
simplification.
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4.5 Chapter 4 Conclusions
To allow comparison between the overall exergy destruction ratio  tot calculated by the HFIM
with that calculated by the IAM, the exergy destruction analysis for the hydrogen/air combustion
by the 0-D time-dependent batch reactor model in IAM is conducted in this Chapter. The batch
model in the IAM is selected since it shares many similarities with the HFIM model. For instance,
in the 0-D batch reactor model, thermodynamic and transport properties are space-independent,
paralleling the fact that these properties are spatially homogenous in the HFIM. This 0-D model is
time-dependent, which parallels the variation with the increase of the increment numbers along the
path in the HFIM.
As the first step of using the IAM, the batch model is introduced with its physical characteristics,
initial conditions and governing equation. They are solved numerically to get the moles and
temperature of the species at the final state. The second step is the calculation of the exergy
destruction from the total exergy at the initial and final state through the following steps:
(1) To enable the overall exergy destruction analysis, the standard chemical exergy of each
species was first calculated and validated;
(2) The overall exergy and the overall exergy destruction ratio  tot are evaluated if the exergy of
each species is known.  tot evaluated by the IAM is compared to that evaluated by 8 typical paths
using the HFIM as shown in Fig. 4-14.  tot increases as α is raised in both the IAM and the HFIM.
As α is raised from 1 to 2,  tot obtained by the IAM increases from 11.23% to 15.78% and

 tot obtained from the HFIM in the 8 different paths increases from the least 10.4% to 13.5% in
path H-4, and at most from 12.6% to 17% in path M1-3. It is reassuring that  tot obtained by the
IAM is approximately the average  tot , 11.5% to 15.25%, for the 8 paths assumed and analyzed in
the HFIM. Path M2-2 is the best guess for combustion in the simplified batch reactor. This is for
the first time that the overall exergy destruction ratios  tot calculated by the two different methods
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are compared. The HFIM results are validated by the results from the IAM, and more importantly,
the IAM, which is closer to the reality, helps identify the hypothetical paths in the HFIM most
similar to the real combustion.
A sensitivity analysis to the initial temperature Tini and the chemical kinetic mechanisms was
also conducted to show their effect on  tot in the batch model in the IAM. Results show that
increased Tini reduces  tot , which is consistent with analysis in Section 3.6.5 in Chapter 3 using the
HFIM and that is because on one hand, the increasing inlet temperature increases the equilibrium
temperature of the reaction and decreases the fuel conversion ratio to the product and therefore
decreases the chemical reaction exergy destruction as quantitatively analyzed in in Section 3.6.5 in
Chapter 3 and on the other hand, increasing Tini reduces the temperature difference between Tini
and the ignition temperature and lowers the temperature gradient of the field before combustion is
triggered, and thus reduces the heat transfer exergy destruction in addition to the chemical reaction
exergy destruction.
When Tini is increased from 700 K to 1000 K,  tot decreases by 36%, from 14.35% to 9.18% of
the total initial exergy. Two 1-step, one 24-step and one 59-step chemical kinetic mechanisms
were used for the simulation of the overall exergy destruction  d and  tot . The results showed
that the chemical mechanisms do not affect  tot by much:  tot for hydrogen-air combustion for α
= 1 and Tini  700 K are about 11.00% for the 1-step kinetics in refs. [196], 11.09 % for the 1step kinetics in refs. [215], 11.21% for the 24-step kinetics in ref. [233] and 11.23% for the 59step kinetics in [213]. In further analysis, the one-step chemical kinetic mechanisms can be used
to save the computational effort.
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Appendix I of Chapter 4 Constants for enthalpy and entropy evaluation in GRI-Mech 3.0.
These constants are in eqs. (3.21) and (3.22) [213].
#

Species

Tlow

Tmid

Thi

aLo1

aLo2
0.00327
9319
0.00299
6734

aLo3

aLo4

aLo5

aLo6

aLo7

aHi1

1

O

200

1000

3500

3.1682
671

6.64E06

-6.13E09

2.11E12

2.0519334
6

2.569420
78

9.85E06

-9.68E09

3.24E12

29122.
2592
1063.9
4356

2

O2

200

1000

3500

3.7824
5636

3.282537
84

7.05E13
0.00240
1318

-2.00E15

2.30E18

-9.28E22

25473.
6599

4.62E06

-3.88E09

1.36E12

-1.95E05

2.02E08

-7.38E12

0.6830102
38

3.337279
2

4.3017
9801

0.00798
0521
0.00474
9121

3615.0
8056
917.93
5173

3.6576757
3
0.4466828
53
0.1039254
58

3

H

200

1000

3500

2.5

4

OH

200

1000

3500

3.9920
1543

5

H2

200

1000

3500

2.3443
3112

6

HO2

200

1000

3500

2.12E05

-2.43E08

9.29E12

3.7166624
5

4.017210
9

3500

4.2761
1269
3.4898
1665

-5.43E04
3.24E04

1.67E05
-1.69E06

-2.16E08
3.16E09

8.62E12
-1.41E12

3.4350507
4
2.0840110
8

4.165002
85
2.878464
73

1000

3500

3.5795
3347

-6.10E04

1.02E06

9.07E10

-9.04E13

294.80
804
17702.
5821
70797.
2934
14344.
086

7

H2O2

200

1000

3500

8

CH

200

1000

9

CO

200

3.5084092
8

2.715185
61

1
0

CH2

200

1000

3500

3.7626
7867

2.79E06

-3.85E09

1.69E12

46004.
0401

1.5625318
5

2.874101
13

HCO

200

1000

3500

4.2211
8584

1.38E05

-1.33E08

4.34E12

3839.5
6496

200

1000

3500

4.1986
0411

8.23E06

-6.69E09

1.94E12

50496.
8163

3.3943724
3
0.7691189
67

2.772174
38

CH2
(s)

9.69E04
0.00324
3925
0.00236
6614

1
1

1
2

2.500000
01
3.092887
67

2.292038
42

aHi2
8.60E
-05
0.001
48308
8
2.31E
-11

aHi3

aHi4

aHi5

aHi6

aHi7

4.19
E-08
7.58
E-07

-1.00E11

1.23E15

4.7843
3864

2.09E10

-2.17E14

29217.
5791
1088.4
5772

1.62
E-14

-4.74E18

4.98E22

25473.
6599

5.4532
3129
0.4466
82914

5.48E
-04
4.94E
-05

1.27
E-07

-8.79E11

1.17E14

4.99
E-07
6.34
E-07
1.90
E-06
1.44
E-07
9.99
E-07
1.41
E-06
2.48
E-06
2.01
E-06

-1.80E10

2.00E14

3858.6
57
950.15
8922

4.4766
961
3.2050
2331

1.14E10

-1.08E14

3.7851
0215

3.71E10
-1.31E10

-2.88E14
1.76E14

2.30E10

-2.04E14

111.85
6713
17861.
7877
71012.
4364
14151.
8724

2.60E10

-1.88E14

46263.
604

6.1711
9324

5.89E10

-5.34E14

4011.9
1815

9.7983
4492

4.18E10

-3.40E14

50925.
9997

8.6265
0169

0.002
23982
0.004
90831
7
9.71E
-04
0.002
06252
7
0.003
65639
3
0.004
95695
5
0.004
65588
6

2.9161
5662
5.4849
7999
7.8186
8772
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1
3

CH3

200

1000

3500

3.6735
904

5.73E06

-6.87E09

2.54E12

3.73E05

-3.79E08

1.32E11

5.1498
7613

0.00201
0952
0.00990
8334
0.01367
0979

1
4

CH2O

200

1000

3500

4.7937
2315

1
5

CH4

200

1000

3500

4.92E05

-4.85E08

1.67E11

1
6

CO2

200

1000

3500

2.3567
7352

0.00898
4597

-7.12E06

2.46E09

-1.44E13

1
7

CH2OH

200

1000

3500

3.8638
8918

0.00559
6723

5.93E06

-1.05E08

4.37E12

1
8

CH3O

300

1000

3000

2.1062
04

5.34E06

-7.38E09

2.08E12

CH3OH

200

1000

3500

5.7153
9582

0.00721
6595
0.01523
0913

1
9

6.52E05

-7.11E08

2
0

C2H

200

1000

3500

2.8896
5733

0.01340
9961

-2.85E05

2
1

C2H2

200

1000

3500

0.8086
81094

0.02336
1563

2
2

HCCO

300

1000

4000

2.2517
214

2
3

C2H3

200

1000

3500

2
4

CH2CO

200

1000

2
5

C2H4

200

2
6

C2H5

200

16444.
9988
14308.
9567
10246.
6476
48371.
9697
3193.9
1367

1.6045643
3

0.6028129
4.6413037
6

2.285717
72
1.760690
08
0.074851
495

9.9010522
2

3.857460
29

5.4730224
3

3.692665
69

13.152177
1.5040982
3

3.770799

2.61E11

978.60
11
25642.
7656

2.95E08

-1.09E11

66839.
3932

6.2229643
8

3.167806
52

-3.55E05

2.80E08

-8.50E12

26428.
9807

13.939705
1

4.147569
64

0.01765
5021

-2.37E05

1.73E08

-5.07E12

20059.
449

12.490417

5.628205
8

3.2124
6645

0.00151
4792

2.59E05

-3.58E08

1.47E11

8.5105402
5

3.016724

3500

2.1358
363

-1.74E05

9.34E09

-2.01E12

12.215648

4.511297
32

1000

3500

3.9592
0148

5.71E05

-6.92E08

2.70E11

5089.7
7593

4.0973309
6

2.036111
16

1000

3500

4.3064
6568

0.01811
8872
0.00757
0522
0.00418
6589

34859.
8468
7042.9
1804

4.97E05

-5.99E08

2.31E11

12841.
6265

4.7072092
4

1.954656
42

1.789707
91

0.007
2399
0.009
20000
1
0.013
39094
7
0.004
41437
0.008
64576
8
0.007
87149
7
0.014
09382
9
0.004
75221
9
0.005
96166
7
0.004
08534
0.010
33022
9
0.009
00359
7
0.014
64541
5
0.017
39727
2

2.99
E-06
4.42
E-06
5.73
E-06
2.21
E-06
3.75
E-06
2.66
E-06
6.37
E-06
1.84
E-06
2.37
E-06
1.59
E-06
4.68
E-06
4.17
E-06
6.71
E-06
7.98
E-06

5.96E10

-4.67E14

16775.
5843
13995.
8323
9468.3
4459
48759.
166
3242.5
0627

8.4800
7179

1.01E09

-8.84E14

1.22E09

-1.02E13

5.23E10

-4.72E14

7.87E10

-6.49E14

3.94E10

-2.11E14

2.9295
75

-1.17E13

127.83
252
25374.
8747

1.38E09
3.04E10

-1.77E14

67121.
065

4.67E10

-3.61E14

25935.
9992

2.86E10

-1.94E14

19327.
215

6.6358
9475
1.2302
8121
3.9302
595

1.02E09

-8.63E14

7.7873
2378

9.23E10

-7.95E14

34612.
8739
7551.0
5311

1.47E09

-1.26E13

4939.8
8614

10.305
3693

1.75E09

-1.50E13

12857.
52

13.462
4343

13.656
323
18.437
318
2.2716
3806
5.8104
3215

14.502
3623

0.6322
47205
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2
7

C2H6

200

1000

3500

4.2914
2492

2
8

H2O

200

1000

3500

4.1986
4056

0.00550
1543
0.00203
6434

5.99E05

-7.08E08

2.69E11

6.52E06

-5.49E09

1.77E12

0.00140
824

-3.96E06

5.64E09

-2.44E12

2.5

0

0

0

0

11522.
2055
30293.
7267
1020.8
999
745.37
5

2
9

N2

300

1000

5000

3.2986
77

3
0

AR

300

1000

5000

3
1

C

200

1000

3500

2.5542
3955

-3.22E04

7.34E07

-7.32E10

2.67E13

3
2

HCCOH

300

1000

5000

1.2423
733

0.03107
2201

-5.09E05

4.31E08

3
3

N

200

1000

6000

2.5

0

NO

200

1000

6000

4.2184
763

0
0.00463
8976

3
4

3
5

N2O

200

1000

6000

2.2571
502

3
6

NO2

200

1000

6000

3.9440
312

3
7

NH

200

1000

6000

3.4929
085

3
8

HNO

200

1000

6000

4.5334
916

3
9

NH2

200

1000

6000

4.2040
029

4
0

NNH

200

1000

6000

4
1

CN

200

1000

6000

4.3446
927
3.6129
351

2.92664

0.021
68526
8
0.002
17691
8
0.001
48797
7

1.00
E-05
1.64
E-07
5.68
E-07

4.366

2.5

0

85443.
8832

4.5313084
8

2.492668
88

4.80E
-05

-1.40E11

8031.6
143

13.874319

5.923829
1

0.006
79236

0

0

56104.
637

4.1939087

2.415942
9

1.10E05

-9.34E09

2.80E12

9844.6
23

2.2808464
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6

0.01130
4728
0.00158
5429
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9.68E09
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8741.7
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9
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6000

2.8269
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0.00880
5169
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3.62E13

14712.
633
2826.9
84
15587.
3636

4
6

H2CN

300

1000

4000

2.8516
61

0.00569
5233

1.07E06

-1.62E09

-2.35E13

4
7

HCNN

300

1000

5000

2.5243
194

0.01596
0619

-1.88E05

1.21E08

4
8

HCNO

300

1382

5000

2.6472
7989

-1.05E05

4
9

NH3

200

1000

6000

4.2860
274

0.01275
0534
0.00466
0523

5
0

CH2CH
O

300

1000

5000

3.4090
62

5
1

CH3CH
O

200

1000

6000

5
2

C3H8

300

1000

5
3

C3H7

300

1000

4
2

NCO

200

1000

4
3

HCN

200

4
4

HOCN

4
5

9.5504646

5.152184
5

8.9164419

3.802239
2

5.6329216
2

5.897848
85

6.1945772
7

6.223951
34

28637.
82

8.9927511

5.209703

-3.24E12

54261.
984

11.67587

5.894636
2

4.41E09

-7.58E13

-2.28E08

8.26E12

10.733297
2
0.6253727
7

6.598604
56

2.17E05

19299.
0252
6741.7
285

1.89E06

-7.16E09

2.87E12

5.97567

4.75E05

-5.75E08

2.19E11

4.1030159

5.404110
8

5000

0.9335
5381

0.02642
4579

6.11E06

-2.20E08

9.51E12

1521.4
766
21572.
878
13958.
52

9.55829

4.7294
595

0.01073
8574
0.00319
3286

19.201691

7.534136
8

5000

1.0515
518

0.02599
198

2.38E06

-1.96E08

9.37E12

10631.
863

21.122559

7.702698
7

2.634452
1

0.002
30517
6
0.003
14642
3
0.003
16789
4
0.003
17864
0.002
96929
1
0.003
98959
6
0.003
02778
6
0.005
66625
6
0.008
13059
1
0.011
72305
9
0.018
87223
9
0.016
04420
3

8.80
E-07
1.06
E-06
1.12
E-06
1.09
E-06
2.86
E-07
1.60
E-06
1.08
E-06
1.73
E-06
2.74
E-06
4.23
E-06
6.27
E-06
5.28
E-06

1.48E10

-9.10E15

14004.
123

1.66E10

-9.80E15

1.77E10

-1.04E14

1.71E10

-9.95E15

14407.
292
3706.5
3331
16659.
9344

-1.64E10

3.04E14

27677.
109

2.92E10

-2.01E14

53452.
941

1.72E10

-1.01E14

2.39E10

-1.26E14

17966.
1339
6544.6
958

4.07E10

-2.18E14

6.84E10

-4.10E14

9.15E10

-4.78E14

490.32
18
22593.
122
16467.
516

7.63E10

-3.94E14

8298.4
336

2.5442
66
1.5754
601
6.1816
7825
8.3822
4741
4.4444
78
5.1030
502
10.330
6599
6.5662
928
5.0452
51
3.4807
917
17.892
349
15.480
18

Notes: E is the exponent index
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Appendix II of Chapter 4 Hydrogen-air combustion chemical kinetic mechanisms.
year

Numbers of
reactions

#
Global 1-step kinetics
1
1995
H2-O2: 1
Marinov
[215]

2

2000
Hsu
K,
Jemcov A.
[104]

H2-Air: 2

3

2012
Wang
C,
Wen J, Lu S,
Guo J
[218]

H2-Air: 1

4

2016，
Yinhe Liu*,
Yun Zhang,
Xiaoqian
Liu,
Ziyu
Liu,
Defu
Che
[221]

Number
species

Combustion type

Results validation

Conclusion

H2,
O2,
H2O, N2

hydrogen-air
laminar
flow at 300-2500 K

experimental
measurements

H2,
O2,
H2O
for
onestep;
H2, O2, OH,
H2O for two
steps
H2,
O2,
H2O

Premix
H2-Air
turbulent combustion

1-step model [157];
7-step model [216];
38 steps model [217]

(1) Governing rate-controlling reactions
OH+H2=H2O+H,
O+H2=OH+H
and
O+OH=O2+H v are most important in flames;
(3) H+O2+M=HO2+M (M=N2, H2) and
O+OH=O2+H controlled ignition
The 1-step and 2-step mechanism do well in
reproducing the self-sustained detonation in lean
hydrogen-air mixture.

H2,
H2O

of

O2,

premixed
turbulent
combustion of H2/air
in a closed container
under different initial
variants
of
temperatures,
hydrogen and steam
concentrations

validated by Gamezo et
al.’s model
[ 219 ] and the experiment
results [ 220 ] for steady
Zeldovich- von NeumannDoering (ZND) wave and
free-propagating laminar
flame. Results are well
agreeable.
experimental results and
numerical results

w  1.13  1021 exp(46.37T0 / T )[H 2 ][O 2 ]
mol/(m3·s),
  K /cP   D  7.0  105 T 0.7

unit g/(cm  s)

The global reaction mechanism is determined by
some important parameters, i.e., reaction order,
activation energy and preexponential factor in
Arrhenius formula.
consumed hydrogen ratio as the criterion of
igniter performance was evaluated at different
initial
conditions.
w  9.9  1014 exp(126 / RT )[H 2 ][O 2 ]
mol/(m3·s).
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5

6

1993,
Babushok,
V. I., and A.
N.
Dakdancha
[222]
Frassoldati,
A., et al
[223]

H2-Air
Global 1 step
，
simplified

1 step for
hydrogenoxygen
combustion
Simplified chemical kinetics
7
2004,
1) H2-O2:
Alamo GD, 22
Williams
2) H2-O2:6
FA, Sanchez
AL [224]

8

1999,
S. R. Lee and
J. S. Kim
[225]

H2-Air:
steps

9

2012,
Victor
P.
Zhukov
[226]
1991
Mani et al
[227]

10

2

8 species for
the
22
reactions

isobaric, homogeneous,
and adiabatic hydrogen–
air combustion

ignition time predicted by
this short mechanism was
compared
with
those
obtained from the detailed
mechanism

Detailed chemistry can be reduced
to only six elementary steps for determining
induction times over the range of conditions [224]

H2,
O2,
HO2, H, OH

The model can be represented by

H2- air
14 steps

H2, O2, H,
OH,
O,
OH2, H2O2

It fills the gap between abridged Jachimowski’s
model [229], which has 7 reactions and 6 species,
and the detailed hydrogen mechanisms (19–21
reactions, 8 species, and bath gases).

8 for H2-Air

H2,
O2,
H2O, N2;
No H2O2

supersonic combustion
of a hydrogen-air
mixture at a high
temperature T=1400 K

experimental data
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11

1994
Eklund and
Stouffer
[228]

1)
Jachimowsk
i H2-Air: 33
2) Abridged
Jachimowsk
i H2-Air: 7
(cutting the
kinetics of
HO2
and
H2O2)
Detailed chemical kinetics
12 1988
H2-Air: 33
Jachimowski H2-O2:20
[229]

6 species and
bath
gas(abridged
)

13

1991
G. Tahl,
J. Warnatz
[230]

H2-O2: 37

14

2004
O’Conaire
[33]

H2-O2: 19

9
species
(H2O, H2,
H, O2, O,
OH, HO2,
H2O2 and
N2)
H2,
O2,
H2O+bath
gas (Ar, He)

in
a
constant-area
channel
a flow in a supersonic
combustor

comparison of the 2 models
in 3D CFD
simulation

Abridged Jachimowski is developed and it has
low computational power requirements relative to
detailed kinetic models

hydrogen-air scramjet
combustion using with
flight speeds of Mach 8,
16, and 25

validated with shock tube
and laminar flame studies

Laminar
premixed
strained flames

experimental
computational results

(1) chemical kinetics of HO2 affects the results at
all of the studied Mach numbers;
(2) the rates of formation and consumption of
HO2 reactions significantly affected the
prediction of heat release and in turn the
temperature in the combustor.
1) The effect of multispecies transport model on
extinction limits of methane-air flames;
2) influence of temporally periodical change of
the strain rate on the flame front behavior;
are investigated

H2-O2 combustion in
298-2700 K, 0.05 to 87
atm with equivalence
ratios 0.2 to 6.

experiment results on
ignition delay, flame speed
and concentration profiles

and

(1) Dominating reactions are determined for the
H2-O2 system at particular conditions of
pressure, temperature, and fuel/oxygen/diluent
ratios;
(2) HO2 formation from H and O2 and the
reactions involving H2O2 and HO2 must be
considered to successfully simulate a wide range
of conditions;
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15

16

1998
Mueller
M.A.,
Kim, R T. J.,
Yetter
A.,
Dryer F. L.
[231][232]
2004,
J. Li, Z.
Zhao,
A.
Kazakov,
and F. Dryer
[233]

H2-O2:
19

H2-O2：19

H2,
O2,
H2O, H, O,
OH, HO2,
H2O2+ Bath
gas(Ar)

H2-O2 reaction at 0.3–
15.7 atm and 850–1040
K

Experimental data

The mechanism
presented in was extensively studied at
flow reactor conditions

H2-O2 reaction
in 298–3000 K, 0.3–87
atm, φ = 0.25–5.0 in
laminar
premixed
flames, in shock tubes,
and flow reactors.

validated by experimental
data with respect to
experimental
hydrogen
laminar flame mass burning
rate ([234]), laminar flame
speed ([ 235 , 236 , 237 ]),
ignition
delay
time
(H2/O2/N2
mixture
[ 238 , 239 ], H2/O2/Ar
[ 240241 , 242 ], H2/O2/Ar
[ 243 ]), reaction time with
respect
to
[OH]
concentration , H mole
fraction in a shock
tube([ 244 ], OH mole
fraction in a shock
tube[245], reaction profiles
of H2/O2//N2 mixture
[231], Species profiles
of H2/O2/Ar mixture in
burner stabilized
flame ([ 246 ]) including
those found in shock tubes,
flow reactors (Fig. 16 and
Fig 17), and laminar
premixed
flame.
Particularly high-pressure
laminar flame speed and
shock tube ignition results.

(1) The reaction H+OH+M is found to be
primarily significant only to laminar flame speed
propagation predictions at high pressure.
(2) It updated Mueller’s work [231] by revising:
1) the enthalpy of Formation of OH;
2) the Rate Constant of Reaction (H + O2 = O
+ OH);
3) the low-pressure-limit rate constant of
reaction
(O + H2 = H + OH)
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17

2012
Burke MP,
Chaos M, Ju
Y, Dryer FL,
Klippenstein
SJ. [247]
2000 ， A.
A. Konnov,
[248]

H2-O2
19 reactions

19

Gregory P et
al. [213]

hydrocarbon
combustion

20

1998,
Held
Dryer
[249]

H2- Air:
89 reactions

18

TJ,
FL

the experimental data

They do not completely resolve discrepancies
with flame speed measurements at very low flame
temperatures,

Detailed
reaction
mechanism for the
combustion of small
hydrocarbons

21

DRM-19

22

GRI-Mech
3.0

19 and
22
Species

Reduction of GRI-Mech 1.2

Kazakov A, Frenklach M.
Reduced reaction sets based
on GRIMech
1.2.
Available
at
http://www.me.berkeley.ed
u/drm/.
Smith GP, Golden DM,
Frenklach M, Moriarty
NW, Eiteneer B,
Goldenberg M, et al. GRI3.0.
Available
at
http://www.me.
berkeley.edu/gri_mech/.
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23

GRI-Mech
1.2

Frenklach M, Wang H, Yu
C-L,
Goldenberg
M,
Bowman CT,
Hanson RK, et al. GRI-1.2.
Available
at
http://www.me.
berkeley.edu/gri_mech/.

More can be found：
http://www.chemked.com/data_lincs/link_mechanism.htm
http://shepherd.caltech.edu/EDL/mechanisms/library/library.html (CHEMKIN format)
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Chapter 5 Conclusions and recommendations
The massive global use of combustion and the large exergy destruction in fuel combustion, of
typically 20% to 30% of the potentially useful energy, highlight the importance of seeking for more
exergy-efficient combustion. As a critical step, this dissertation first pursued quantitative
understanding of the reasons for the irreversibilities, i.e., their cause, location and magnitude, and
then based on this, to discover ways to reduce them by two analysis approaches, the intrinsic
analysis method (IAM) and the heuristic finite increment method (HFIM). Their results of the
overall exergy destruction were compared.
5.1 Conclusions about exergy destruction as computed by the IAM
The IAM is the conventional comprehensive numerical method, usually using only moderate
simplifications, which is mostly conducted by numerical methods. The method includes adequate
consideration of all transport processes and chemical reactions, and it can be used here for providing
reference results for future research using the HFIM and for bringing the analysis closer to reality.
5.1.1 Using IAM for understanding the combustion exergy destruction mechanism
The IAM contributed to the understanding of combustion exergy destruction mechanisms by:
(1) determining the contributors to the overall exergy destruction by explicit derivation of
the local entropy generation rate using 1) the basic governing equations, 2) the thermodynamic
Gibbs relation and 3) the phenomenological equations. There exist derivations of this local
entropy generation rate in previous publications, but they exhibit some deficiencies: 1)
different simplifications were applied during the derivation considering the specific
combustion in some publications, which made the final expression applicable only to specific
combustion case, for instance in work done by Yapici et al. [89,91], Chen [92], Farran and
Chakraborty [93], Stanciu et al. [94], Briones et al. [95] and Jejurkar and Mishra [100]. 2)
Variables in the final expressions were not easily obtained directly from numerical solution of
the combustion field [66,67, 250-252]. To overcome these problems, a detailed derivation was
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necessary. The detailed derivation showed that the four contributors to the exergy destruction
are the chemical reaction, heat transfer, mass transfer and viscous dissipation. The analytical
expression for quantitative evaluation of each contributor was provided as shown in eq. (2.64)
of Chapter 2.
(2) performing numerical analysis for an isobaric laminar premixed steady-state
hydrogen/air combustion to show the application of the IAM for the exergy destruction
analysis.
The IAM enabled quantitative estimation of the overall exergy destruction and its
distribution among the four contributors. Previous investigations using the IAM did not draw
general conclusions about the overall entropy generation rate and its contributors (mass
transfer, heat transfer, chemical reaction, viscous dissipation) even for the same fuel and
oxidizer. It is, therefore, necessary to analyze exergy destruction by the IAM under specific
geometry and boundary conditions suitable for comparison with the analysis we performed by
HFIM since past results may differ in some conditions and therefore cannot be applied for
current case that we are studying.
The overall exergy destruction ratio  tot (defined as the ratio of the exergy destruction rate
in the combustor to the exergy inlet rate, eq. (2.37) in Chapter 2) was first evaluated by the
IAM. The fractions of the entropy generation rate due to the four contributors in the overall
entropy generation rate, i.e.,  g ,mass ,  g ,heat ,  g ,chem ,  g ,vis shown in eqs. (2.31) to (2.35) in
Chapter 2, were also calculated.
•

 tot and results validation: the results showed that  tot of the adiabatic isobaric (

p  1 atm ) combustion for excess air coefficient 

 1,

inlet temperature Tin  300 K

, is about 22.58 %. This result was compared to  tot evaluated by the HFIM, which
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was in the range of 19.6% to 22.3% for 14 different paths, i.e. reassuringly within 1.2%
to 13.19%.
•

 g ,mass ,  g ,heat ,  g ,chem ,  g ,vis and results validation: the entropy generation rate due to

chemical reaction was the largest, at about 80.56% of the overall entropy generation.
The exergy destruction due to heat transfer was the second largest, at about 14.52% of
the overall entropy generation, followed by that due to the mass transfer, at about
4.80%. The entropy generation rate due to viscous dissipation was too small to be
considered in this combustion case, at only 0.12%.
Table 5-1 Entropy generation rate in the entire combustor.
Exergy
destruction
ratio

Results by
the IAM this
dissertation
Results in
validation
reference
DL work
[130]

Mass
transfer
 g ,mass (eq.

Heat
transfer
 g ,heat (eq.

Chemical
reaction
 g ,chem (eq.

Viscous
dissipation
 g ,vis (eq.

Overall
 tot
(eq. (2.37) in
Chapter 2)

(2.32) in
Chapter 2)

(2.33) in
Chapter 2)

(2.34) in
Chapter 2)

(2.35) in
Chapter 2)

4.80%

14.52%

80.56%

0.12%

22.58 %

1.1%
in ref. [100]

31.2% in
ref. [100]

67.7% in
ref. [100]

negligible
in ref.
[100]

19.6% to 22.3%
(by the HFIM
in Chapter 3)

8% to 10 %

66 % to 88
%

12 % to 25
%

negligible

17 %-27 %

The relative magnitude of the fractions of the contributors in the overall exergy
destruction were validated by fractions of the contributors in Jejurkar and Mishra’s
work [100]. These results showed good agreement. The results evaluated by the IAM,
in this dissertation and the reference work by Jejurkar and Mishra [100], however,
differed from the relative magnitude of the fractions of the contributors in the DL work
[130], which stated that the heat transfer exergy destruction is dominant. It is
reasonable since the HFIM was based on the assumption of gradual oxidation of the
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fuel, which thus lowered the chemical reaction rate and reduce the contribution of
chemical reaction to the overall exergy destruction.
The main results are summarized in Table 5-1.

5.1.2 The role of the IAM in helping guide the exergy destruction reduction
In addition to the contribution to the understanding of the combustion exergy destruction
mechanism, exergy analysis using the IAM helps find trends for exergy destruction reduction by
computing its dependence on the combustor boundary conditions and geometrical variables. These
variables were rationally selected by an approximate analytical study of entropy generation rate for
a simplified element control volume in the used cylindrical combustor. They were: 1) wall
insulation (thermal conductivity, heat transfer coefficient and emissivity); 2) excess air coefficient
α ; 3) inlet velocity u0 ; 4) the inlet temperature T0 ; and 5) dimension of the combustor, e.g. its

radius. The variation of these parameters affected the temperature profile (the maximal temperature
in the field Tmax , the minimum axial position Tmin where Tmax is reached and consequently the
axial and radial temperature gradient), the mass, mole fraction profile (its axial and radial gradient)
and the velocity profiles (its axial and radial gradient). The effect of these parameters on the
temperature profile was analyzed as example, however, the variation of velocity and mass, mole
fraction profiles were not shown in detail, but their effect also lead to the exergy destruction
variation. The exergy destruction variation was analyzed. The isobaric laminar premixed
hydrogen/air combustion in cylindrical combustor was studied. The following was done to find
trend to reduce the overall exergy destruction:
(1) The effect of wall insulation of the cylinder combustor, characterized by the convective
heat transfer coefficient hw ,out and outer wall emissivity em ,out , on the exergy destruction in
the combustion was analyzed.
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•

The convective heat transfer coefficient hw ,out with values of 1,5 and 10 W/(m 2  K)
and outer surface emissivity em ,out with values of 0.1, 0.3, and 0.5 were selected.
Different wall insulation conditions were described by the combination of different
values of them.

•

The results showed that the uninsulated combustor wall condition affects the flame
zone and the solid wall temperature profile. Increasing hw ,out leads to higher
convective heat loss and increasing em ,out leads to higher radiative heat loss from the
wall to the surroundings, obviously also lowered the temperature of the gas in the
combustor and the solid wall relative to that when the wall is adiabatic. The maximal
temperature in the flame zone of the combustor decreases from 1600 K to 1470 K and
the maximal temperature in the solid wall decreases from 1570 K to 1330 K when
increasing the wall convective and radiative heat loss from hw,out  1 W/(m 2  K) and
em ,out  0.1 to hw,out  10 W/(m 2  K) and em ,out  0.5 , The results also showed that the

temperature gradient in the flame zone and the solid wall for hw,out  10 W/(m 2  K)
and em ,out  0.5 is higher than that with hw,out  1 W/(m 2  K) and em,out  0.1 as shown
in Fig. 3-27 and Fig. 3-28 in Chapter 3.
•

The effect of the wall insulation conditions on the temperature field further affects the
exergy destruction characterized by the overall exergy destruction ratio,  tot , in the
combustor.
Although increasing hw ,out and

em , out both increase the heat loss from the

combustor to the wall, their effects on  tot , however, are different. For em ,out  0.3 ,
increasing hw ,out from 1 to 5 W/(m 2  K) reduces the overall exergy destruction ratio

 tot from 23.39% to 23.1%, but further increase of hw ,out to 10 W/(m 2  K) increases
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 tot to 23.70%. Contrary to the trend of  tot with hw ,out , which first increases and then
decreases,  tot increases monotonically, from 22.85% to 24.14%, with increasing
em , out from 0.1 to 0.3 and 0.5 for hw,out  10 W/(m 2  K) .

That is because: 1) increasing hw ,out increases the convective heat transfer and thus
lowers the wall exterior temperature and also reduces the radiative heat loss, which
increases the wall exterior temperature. In the same way, increasing em ,out increases
the radiative heat transfer and thus lowers the wall exterior temperature and also
reduces the convective heat loss, which increases the wall exterior temperature. The
increased radiative heat transfer affects the wall temperature more than the reduced
convective heat transfer. The same goes for the effect of increasing hw ,out on  tot ,
increasing hw ,out increases the convective heat transfer and thus lowers the wall
exterior temperature and also reduces the radiative heat loss, which increases the wall
exterior temperature. These values of emissivity ( em ,out ) and convective heat transfer
coefficient ( hw ,out ) shows that the magnitude of the radiative heat loss rate is about
1.88 to 100 times that of the convective heat loss rate concluding that the effect of
varying em ,out on the Tw ,out is much higher than that of varying hw ,out . 2) Varying
em , out and hw ,out not only affect the magnitude of the temperature in the combustion

but also affect the temperature field such as the temperature gradients.
Since hw ,out and em ,out affect the flame zone and the wall temperature field by both
the magnitude and the gradient of the temperature field, it thus affect the volumetric
entropy generation rate g v (eq. (2.1) in Chapter 2) and then  tot (eq. (2.37) in Chapter
2), which is a function of both the temperature magnitude and its gradient and finally
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have effect on the  tot . The results were compared to the experimental results in ref.
[149] (details in Section 2.6.1.2 in Chapter 2).
•

It is thus clear that to reduce the overall exergy destruction ratio  tot , hw ,out and em ,out
should be made smaller, i.e. to make the combustor walls as close as possible to
adiabatic.

(2) The effect of the excess air coefficient  on the combustion exergy destruction in
adiabatic cylindrical combustor was analyzed.
•

The excess air coefficient  values of 0.5, 0.8, 1 and 1.7 were selected.

•

The results showed that as  was increased in the given range, the temperature filed
vary. The maximal temperature Tmax in the combustion field was first increased from
2130 K to 2160 K with  is increased from 0.8 to 1 and then decreased from 2160 K
to 1710 K when  is increased from 1 to 1,7. That is because increasing  from 0.8
to 1 allows more fuel to react and thus to raise the temperature in the combustor, but
raising  from 1 to 1.7 lowers the temperature since further addition of cold air
lowers the mixture temperature. There was no combustion when  = 0.5.

•

The effect of  on the temperature field further affects the total entropy generation
rate gtot (eq. (2.38) in Chapter 2) and exergy destruction characterized by the overall
exergy destruction ratio,  tot (eq. (2.45) in Chapter 2), in the combustor.  tot for 
with values 0.8, 1 and 1.7, were 20.01%, 23.25% and 34.58%.  tot was increased by
16.2% when  was increased from 0.8 to 1 and was raised by 48.7% as  was
increased from 1 to 1.7. The variation trend of  tot with  were compared to eq.
(2.76) in the analytical study, which showed consistent variation trend for  tot with 
. This analytical study investigated element control volumes in flame zone of the
cylindrical combustor.
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•

To reduce  tot ,  should be selected as small as possible and for the investigated
range, the smallest  to ensure combustion is 0.8. But selection of small  should
also consider the following factors:
1) if  is too small, the combustion is incomplete with only part of the fuel burned,
and the high-temperature may not be guaranteed. For instance, the maximal
temperature Tmax for  = 0.8, which is 2130 K, is lower than that for  = 1, which
is 2160 K.
2) if  is smaller than 1, i.e., incomplete combustion, some of the products of
incomplete combustion are often undesirable. For instance, for hydrocarbon fuels,
incomplete combustion releases carbon monoxide which is toxic and soot which is
very harmful to the respiratory system and contaminating the equipment [162,253].
There should be a compromise between the exergy destruction and the practical
application of the combustion when selecting  .

(3) The effect of the inlet velocity of the reactant flow u0 on the combustion exergy
destruction in adiabatic cylindrical combustor was analyzed.
•

The inlet velocity u0 with values of 2, 4, 6 and 8 m/s were selected.

•

The results showed that as u0 was increased in the given range, the computed
temperature fields (shown in Fig. 2-42 to Fig. 2-45 in Chapter 2) changed. Variation
of the temperature profile can be characterized by, for instance, the maximal
temperature Tmax . Tmax is increased from 1750 K to 2160 K when u0 is increased
from 2 m/s to 6 m/s and then it drops to 2110 K when u0 is increased from 6 m/s to 8
m/s.

•

The effect of u0 on the temperature field and on the mass flow rate further affects the
total entropy generation rate gtot (eq. (2.38) in Chapter 2) and thus the exergy
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destruction, characterized by the overall exergy destruction ratio,  tot (eq. (2.45) in
Chapter 2), in the combustor. The total entropy generation rate

g tot has increased as

u0 was increased. The total exergy destruction ratio  tot has decreased by 37.22%

from 36.59% to 22.97% as u0 was increased from 2 to 4 m/s and then was increased
by 1.8% from 22.97% to 23.39% as u0 was increased from 4 to 8 m/s. The results
were compared to eq. (2.46) in the analytical study, which investigated element
control volumes in flame zone of the cylindrical combustor and the experimental
results from Ref. [105,178]. They showed good agreement.
The results are reasonable because the increasing u0 not only increased the mass
flow rate and thus increased the inlet exergy flow rate Ei (eq.(2.38) in Chapter 2) but
also affected the total exergy destruction rate  d (eqs. (2.24), (2.30) and (2.36)) due
to its effect on the velocity, temperature, mass, mole fraction field ( u0 affects the axial
position the reaction starts and affect the axial distance, by which the species can be
heated). The increasing numerator  d and increasing denominator (proportional to
Ei ) explains the variation trend of  tot , which was decreased as u0 was increased

from 2 to 4 m/s and then decreased when u0 was increased from 4 to 8 m/s. Details
about this explanation can be found in Section 2.6.3.2 in Chapter 2.
•

The least  tot , at the value 22.97%, was found when u0  4 m/s for the investigated
range of u0 . In practical combustion, u0 could be controlled the mass flow rate of the
species.

(4) The effect of the inlet temperature Tin on the combustion exergy destruction in an
adiabatic cylindrical combustor was analyzed.
•

The inlet temperature Tin of 300, 500, 800 and 1,000 K was selected.
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•

The results showed that as Tin was increased in the given range, the maximal
temperature Tmax increased, as expected. The minimal axial distance from the
combustor inlet, zmin , at which Tmax was reached becomes smaller with increasing Tin
. For Tin  300 K, Tmax = 2,160 K and zmin = 0.0014 m. For Tin  500 K, Tmax = 2,310
K and zmin = 0.0007 m. For Tin =800 K, Tmax = 2,380 K and zmin = 0.0006 m. For
Tin =1,000 K, zmin = 0.0005 m , Tmax = 2,440 K. That is because increasing the inlet

temperature Tin increases the chemical reaction rate (eqs. (2.11) and (2.12) in Chapter
2) and lead to more heat released (eq. (2.8) in Chapter 2) to the combustion field.
•

The effect of Tin on the temperature field also affects the total entropy generation rate
gtot (eq. (2.38) in Chapter 2) and the overall exergy destruction ratio,  tot (eq. (2.45)

in Chapter 2), in the combustor.  tot is decreased as Tin is increased. As Tin is
increased from 300 to 1,000 K,  tot decreased by 21.63% from 23.25% to 18.22%.
That is because the two main contributors, g chem (eq. (2.36)) and g heat (eq. (2.35)) of
gtot , both have temperature T in their denominator. Detailed explanation can be

found in Section 2.6.4.2. When T is increased, g chem , g heat and gtot decreased and
therefore  tot is decreased. The results were compared to the analytical study on the
element control volume entropy generation rate (eq. (2.76) in Chapter 2) with respect
to variation trend of  tot with Tin , which showed good agreement.
•

To reduce  tot , Tin should be made as high as possible. This can be achieved by, for
instance, heat recirculation from the exit of the combustor to its inlet.

(5) The effect of the dimensions of the combustor, characterized by varying the radius R at
fixed combustor length on the combustion exergy destruction was analyzed in an adiabatic
cylindrical combustor.
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•

A combustor radius R of 0.0002, 0.001, 0.002, and 0.1m for L =3.1 mm was selected.

•

The results showed that as R is increased, the temperature profiles change. Although
the maximal temperature Tmax in the combustion field was almost the same for
different R , at about 2,170 K, which was explained in Section 2.6.5.1 in Chapter 2,
the temperature profiles differ a lot. As R is increased from 0.0002 to 0.1 m, the
radially constant temperature region near the centerline become larger. For the largest
radius, R = 0.1 m, the radial variation of the temperature almost vanishes, which
means the temperature only changes axially (Fig. 2-58 in Chapter 2). The temperature
profile near the centerline can be explained by the scale analysis conducted on the
governing equations of the combustor in Section 2.6.5.2 of Chapter 2.

•

The analysis also showed that  tot for different values of R did not change much:
increasing R 50-fold, s from the micro-scale R = 0.0002 to the macroscale R = 0.1 m,
decreases  tot by only 4%, from 23.25 % to 22.32%. It indicated the results obtained
for the micro-scale combustor model can also be applied to the macro-scale
combustor.

5.1.3 Characteristics of the IAM
Although the IAM (used in the Chapter 2) can contribute significantly to the understanding of
the exergy destruction, it requires rather complex mathematical modelling and high computational
requirements, as well as some inadequacies of the needed simulation equations, especially as
related to chemical reactions and complex fluid flow.
It would benefit much if a simplified analysis requesting lower computing resource can be
developed with a full picture of the exergy destruction generation and the HFIM was developed.
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5.2 Conclusions about exergy destruction when calculated by the HFIM
5.2.1 Characteristics of the HFIM
To simplify the combustion irreversibilities estimation for allowing reasonably quantitative
understanding of the reasons for the combustion irreversibilities, the HFIM was first proposed by
Dunbar and Lior [130]. On a computer with Intel (R) Core(TM) i5-8250U CPU @1.60GHz and
8GB installed RAM, it took 3 to 10 minutes to simulate the isobaric hydrogen/air combustion while
it took only 30 to 50 seconds to simulate combustion through a hypothetical path in the HFIM. The
HFIM is an approximation interpreting complex real combustion by prescribed hypothetical paths.
The hypothetical paths are chosen heuristically but rationally and based on combustion
thermodynamics principles.
The heuristic finite increment method uses gradual small steps of fuel oxidation taking place in
‘black-box’ increments to represent gradual fuel consumption in real combustion. These increments
are proposed in a hypothetical path, which is made similar to the real combustion by selection of
component process strategies. The ‘black-box’ increments consist of chambers representing the
different component processes of mass transfer, heat transfer and chemical reaction. Each chamber
consists of different compartments to separate species involved in one component process with
species not participated in the process. For instance, species that participated in the gradual
oxidation are in one compartment and species not involved in the reaction are in other
compartments.
To quantify the exergy destruction of the paths, thermodynamic equilibrium is assumed to be
achieved in each element (increment, chamber or compartment) of the hypothetical path. It is
assumed that the transport process and the chemical reaction are infinitely fast, i.e., time and space
independent. Instead of taking transport and kinetic rates into consideration, it uses the laws of
thermochemistry. Composition, pressure and temperature of the mixture are calculated from
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thermal/chemical equilibrium. The magnitude of the exergy destruction is obtained by summing up
the exergy destructions in all the path elements.
5.2.2 The improved HFIM in this dissertation
It is called ‘the improved HFIM’ because it systematically improved the theory of the HFIM by
three aspects:
(1) presenting the thermodynamic calculation method to evaluate exergy destruction in each
component process (Section 3.6 in Chapter 3) and conducted analysis to determine variables
that can be used to represent the component process statrategies (Section 3.5 in Chapter 3).
This step allows the systematical selection of different component stategies with a clear logic
by change specific variables. This avoids missing of proposal of typical paths.
(2) designing a ‘1 increment- 4 chambers-12 compartments’ standard path shown in Fig.
3-2 to represent real combustion (Section 3.4 in Chapter 3), with increments representing
gradual fuel consumption, chambers to distinguish different component processes and
increments to separate species involved in different component processes.
•

These standard paths enable proposal of more hypothetical paths by 1) selecting
strategies for a component process and 2) combining them to form a hypothetical path.
It also laid foundation for the development of the standard program for numerical
analysis of exergy destruction in the standard path.

•

Both (1) and (2) allows proposal of more hypothetical paths and investigation on
exergy destruction in new paths enriches the DL conclusions. This enrichment is
critical since the fractions of the contributors to the overall exergy destruction (heat
transfer dominant) shown in Table 5-1 differs a lot with the results (chemical reaction
dominant) of these fractions evaluated by the IAM. Since the DL work depended on
the proposed paths and they only analyzed 4 paths, it is quite necessary to propose
more paths to enrich the conclusion.
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Fig. 5-1. Two increments in the standard ‘1 increment- 4 chambers-12 compartments’ path design.

(3) developing a “standard program” (Section 3.7 in Chapter 3) that is suitable for all the
proposed paths and simulation of different paths can be realized just by inputting different
inlet values of variables related to the path strategies. This simplifies the simulation by
avoiding numerous simulation programs and overcomes the problem in the DL work that the
numerical analysis for each path was unique, which means more simulation programs are
needed if more paths are proposed. It saved much effort by simulating all the proposed paths
with a standard program.

The improved HFIM aiming at a further and much deeper investigation of hydrogen-air
combustion irreversibilities was developed in Chapter 3 (Section 3.6 in Chapter 3). An isobaric
hydrogen/air combustion was used as an example to demonstrate the application of the HFIM for
exergy destruction analysis.

5.2.3 Understanding the combustion irreversibility mechanism by the improved HFIM
The improved HFIM contributed to the understanding of combustion exergy destruction
mechanisms for per unit mole of hydrogen combustion with air by:
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(1) proposing 14 new hypothetical path (see ‘Appendix II of Chapter 3: Summary of the 14
paths investigated in Chapter 3’ for detailed selection of strategies for each component
process) which differ from the default path only on one component process strategy. The
default path is a specific combination of the component processes (Section 3.5.3.5 in Chapter
3).
•

For each path, the overall exergy destruction ratio  tot was evaluated for excess air
coefficient 1    2 and the fractions of the contributors in the overall exergy
destruction due to heat transfer  tot , chemical reaction  rxn and mixing  mix for  =
1.5 was also computed and they are summarized here in Table 5-2. The path with best
component process strategy and the specific strategy are also shown in Table 5-2.

•

The results in Table 5-2 shows that the overall exergy destruction  tot for 1    2 is
in the range 19.8% to 32.6 % for the 14 paths.  tot for 1    2 in path 1 of the DL
work [130] in the range 17% to 27%, which is about 14.2% to 17.2% lower compared
to  tot in the 14 paths in this dissertation. That is reasonable since they use different
paths and all show that about 1/3 of the fuel exergy is destructed in the combustion.

•

When comparing the fractions of the contributors to the overall exergy destruction,
 htr accounts for the largest part, 47.4% to 72.1 %, followed by  rxn , 24.3 % to 42.9%,

and the remaining part is due to mixing,  mix at about 3.7 % to 11.8 %. Although the
relative magnitude of  htr ,  rxn and  mix agrees well with that concluded from the 4
path in the DL work shown in , i.e.,  htr >  rxn >  mix , the absolute value of  htr and
 rxn for the paths, such as R-3, M1-2, and M1-3, have much less difference compared

to  htr and  rxn in the 4 paths of the DL work. For instance, in path M1-3,  htr = 0.474
and  rxn = 0.408, which is almost equal to each other for  = 1.5 while  htr

 rxn in
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the DL work [130]. This proves the necessity of proposing more hypothetical paths
for exergy destruction analysis since the only 4 paths in the DL work may lead to
conclusions not precise enough. It is of great significance to propose the 14 new paths
for exergy destruction analysis.
Table 5-2 The exergy destruction ratio and the fraction of its contributors in the 14 with
determination of best component process strategy.
Target
component
process

Paths
analyzed

 tot for
1   2

 htr
for
 =1.5

 rxn
for
 =1.5

Default path 20.6% to 0.663
0.299
29.8%
Post-mixing M2-1
Same as the default path
M2-2
21.6% to 0.636
0.287
30.8%

Chemical
reaction

R-2

20.6% to 0.663
0.299
29.8%
21.6% to 0.532
0.429
31.3%
Same as the default path

0.037

22.2% to 0.508
0.411
32.5%
22.2% to 0.474
0.408
32.6%
Same as the default path

0.081

20.2%
29.5%
20.2%
29.5%
19.8%
29.2%
20.2%
29.5%
19.8%
29.2%

M1-2
M1-3
Heat
transfer

0.078

Same as the default path

M1-1

H-1
H-2
H-3
H-4
H-5
H-6

Path with best
component process
strategy and the strategy

0.037

R-1

R-3
Pre-mixing

 mix
for
 =1.5

0.039

0.118

to 0.699

0.263

0.037

to 0.699

0.263

0.037

to 0.721

0.243

0.036

to 0.699

0.263

0.037

to 0.721

0.243

0.036

M2-1
(i.e., the default path);
the
remaining
fuel
recycle strategy (Table 27 in Chapter 2)
R-1 (i.e., the default
path);
the equal fuel supply
strategy (Table 2-8 in
Chapter 2)
M1-1 (i.e., the default
path);
the
stoichiometric
oxygen strategy (Table
2-9 in Chapter 2)
Path H-4/H-6;
The internal heat transfer
and external heat transfer
with as much external
heat amount as possible
(Table 2-10 in Chapter 2)
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(2) performing analysis on the cumulative exergy destruction due to chemical reaction
Ed,tot,rxn , heat transfer Ed,tot,htr and mixing Ed,tot,mix (consisting of exergy due to pre-mixing

Ed,tot,mpre and post-mixing Ed,tot,mpo ), which showed the increase of Ed,tot,rxn , Ed,tot,htr , Ed,tot,mix (i.e.,
Ed,tot,mpre and Ed,tot,mpo ) with the increment number (Fig. 3-24 to Fig. 3-28, Fig. 3-32 to Fig. 334, Fig. 3-38 to Fig. 3-40, Fig. 3-47 to Fig. 3-49 in Chapter 3). This gives a deep look into the
increase of the overall exergy destruction and the component processes it consists of and helps
understanding the fuel exergy destruction.

Table 5-3 The exergy destruction ratio due to heat transfer  htr , chemical reaction  rxn and mixing
 mix for 1    2 in the investigated 4 paths in the DL work [130].
Path in DL work  htr for 1    2
[130]
Path 1
72% to 77%
Path 2
66% to 73%
Path 3
74% to 80%
Path 4
74% to 80%

 rxn for 1    2

 mix for 1    2

15% to 18%
18% to 25%
12% to 16%
12% to 16%

8% to 10%
8% to 10%
8% to 10%
8 % to 9 %

5.2.4 The role of the improved HFIM in helping guide exergy destruction reduction
In addition to the contribution to the understanding of the combustion exergy destruction
mechanism, exergy analysis using the improved HFIM also helps explore trends for
exergydestruction reduction. This creative application was based on the exergy destruction analysis
results from the 14 investigated hypothetical paths. The results showed that:
(1) The paths out of the 14 paths with least overall exergy destruction ratio  tot , are defined
as best paths, and they are paths H-4 and H-6, which is 19.8% to 29.2% for α varies from 1 to
2. Real combustion should be made as similar to this path as possible to reduce exergy
destruction. The component strategies used for these two paths were displayed in Table 3-12
(Section 3.9 in Chapter 3). The detailed explanation of each component process strategy can
be found in Section 3.5.3 in Chapter 3 and will be explained briefly here:
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•

Chemical reaction strategy-the equal fuel supply strategy: hydrogen inlet amount

nH2 ,i (k ,1,B) into each increment of the path is equal before the ignition temperature
Tign is reached. After the Tign is reached, all the remaining fuel will be into the last
increment.
•

Pre-mixing strategy- the stoichiometric oxygen strategy: in each increment, the fuel
mix with stoichiometric oxygen.

•

Heat transfer strategy- both chamber internal heat transfer (compartment k-3B to k-3A
and k-3C) and external heat transfer (in the same increment from high-temperature
chambers to low-temperature chambers) take place and their amount should be as
large as possible.

•

Post-mixing strategy- the fuel recycle strategy: unreacted fuel in compartment k-3B
in increment k will be recycled for use in next increment k+1.

It is noteworthy that heat transfer strategy leading to the least overall exergy destruction
ratio (defined as best heat transfer strategy), i.e., that of paths H-4 and H-6, only points out the
trend for reducing overall exergy destruction by using chamber external heat transfer (in the
same increment from high-temperature chambers to low-temperature chambers). Increasing
the amount of chamber external heat transfer, for instance, by transferring heat from a chamber
to a chamber in multiple increments instead of only in the same increment, reduces  tot (details
of chamber external heat transfer found in Section 3.9 in Chapter 3) .
(2) The overall exergy destruction ratios  tot in path M1-3 is the largest among the 14 paths,
which is about 22.2% to 32.6% for α in the range 1 to 2, which is about 11.8 % higher than
 tot of path Paths H-4 and H-6 , which is 19.8% to 29.2% for α in the range 1 to 2.

Combustion similar to path M1-3 should be avoided. The difference between strategies for
path M1-3 and those for path H-4 and H-6 is:
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•

The inert species, nitrogen, is added to the reaction and they affect heat transfer since
part of the reaction heat is used to increase the inert species of the temperature;

•

It only has chamber internal heat transfer from compartment k-3B to k-3A and k-3C
but does not have chamber external heat transfer in the same increment from hightemperature chambers to low-temperature chambers.

Table 5-4 Strategies that should be used to reduce exergy destruction (i.e., strategies for paths H-4
and H-6).
Component
process
1.Pre-mixing
2.Chemical
reaction

Strategies (see Section 3.5.3 in Chapter 3)
The stoichiometric oxygen strategy
The equal fuel supply strategy:
Ti (k)  Tign : nH2 ,i (k ,1,B) 

nH2 ,i,re
Nf

, N f  250
M 1

Ti (k)  Tign : nH2 ,i ( M ,1,B)  nH2 ,i,re -  nH2 ,i (k ,1,B)
k 1

nH2 ,i,re as the total inlet molar amount of the fuel, 1mol for the studied
3.Heat transfer

case. M is the total numbers of the increments.
H-4 The internal heat transfer (compartment k-3B to k-3A and k-3C)
and external heat transfer
from k-3 to k-1 (before species in k-1 mix) with heat amount
Q4 =8 104 J

H-6

The internal heat transfer and external heat transfer from k-3 to
k-1 (before species in k-1 mix) with heat amount Q6,1 =4 104 J
and heat transfer from k-4 to k-1 (before species in k-1 mix) with
heat amount Q6,2 =4 104 J

4.Post-mixing

The fuel recycle strategy (unreacted fuel will be recycled for use in next
increment)

5.3 Recommendations of this dissertation for reducing combustion irreversibility
In Section 5.1.2 ‘The role of the IAM in helping guide the exergy destruction reduction’, we
explicitly show the recommendations to reduce combustion irreversibility based on quantitative
analysis by the IAM. Besides, in Section 5.2.4, ‘the role of the improved HFIM in helping guide
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the exergy destruction reduction’, we elaborately discovered ways to guide combustion
irreversibility reduction based on quantitatively analysis by the HFIM. Here, we briefly summarize
the recommendations for combustion irreversibility reduction.
(1) From IAM:
•

reduce the heat transfer coefficient of the combustor wall, hw ,out and its emissivity,
em , out , i.e. to make the combustor walls as close as possible to adiabatic.

•

Reduce the excess air coefficient  by reducing the air fraction used for fuel
oxidation. Besides, there should be a compromise between the exergy destruction and
the practical application of the combustion when selecting  .

•

Determine optimal inlet velocity u0 .

•

Increase the inlet temperature Tin . This can be achieved by, for instance, heat
recirculation from the exit of the combustor to its inlet.

(2) From HFIM:
combustion similar to the path M1-3 should be avoided and combustion should be designed as
similar to paths H-4 and H-6 as possible, for instance,
•

A reduction of  tot can be achieved by replacing the inert N 2 / H 2 O air strategy by
the stoichiometric oxygen strategy in pre-mixing process.

•

 tot can be further reduced by applying the chamber external heat transfer (for

instance, heat from chamber k-3 to k-1) in addition to chamber internal heat transfer
(e.g., heat from k-3B to k-3A and k-3C).
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5.4 Novel comparisons between the HFIM and the IAM in terms of the overall exergy
destruction
5.4.1 Models in both methods used for comparison
In addition to their contribution in helping understand the combustion irreversibility mechanism
and guiding exergy destruction reduction, the two methods, the available exergy destruction results
for similar combustion conditions computed by the HFIM and the IAM were for the first time
compared. The HFIM results were validated by the results from the IAM, and more importantly,
the IAM, which is closer to the reality, helps identify the hypothetical paths in the HFIM most
similar to the real combustion.
(1) In IAM:
The zero-dimensional (0-D) batch model in the IAM was selected since it shares many
similarities with the HFIM model. For instance, in the batch reactor model, thermodynamic
and transport properties are space-independent, paralleling the fact that these properties are
spatially homogenous in the HFIM. This 0-D model is time-dependent, which parallels the
variation with the increase of the increment numbers along the path in the HFIM. The isobaric
( p  1 atm ) adiabatic hydrogen/ air combustion for Tini  700K , inlet hydrogen moles

nH2 ,ini =1 mol with stoichiometric air, inlet oxygen moles nO2 ,ini =0.5 mol , nN2 ,ini =1.88 mol
was simulated.
(2) In HFIM:
The overall exergy destruction ratio  tot in the batch model was evaluated and compared to
that of 14 typical paths (actually used 8 paths since Path M2-1, R-1, M1-1 and H-1 are the
same, paths H-3 and H-5 have same variation of  tot , paths H-4 and H-6 have same variation
of  tot as shown in Fig. 4-14) using the HFIM analyzed in Chapter 3.
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5.4.2 Comparison of  tot computed by the IAM and the HFIM
Error analysis were conducted on the HFIM and the IAM model by checking the mass, species
and energy conservation at the inlet and outlet of the combustor (e.g., inlet of the first increments
and outlet of the last increment in a path) or mass and energy at the initial or final state (e.g., the
batch reactor model) or calculating the same variables using two different methods (e.g., in HFIM,
using entropy and exergy balance for exergy destruction evaluation). They confirmed the reliability
of the computed results.
Comparison of the results from the batch model in the IAM and the HFIM showed that:
(1)  tot increases as α is raised in both the IAM and the HFIM. As α is raised from 1 to
2,  tot computed by the IAM is increased from 11.23% to 15.78% and  tot evaluated by the
HFIM in the 8 different paths is increased (the least 10.4% to 13.5% in path H-4, and the most
from 12.6% to 17% in path M1-3). It is reassuring that  tot calculated by the IAM is
approximately the average  tot , about 11.5% to 15.25%, for the 8 paths assumed and analyzed
in the HFIM.
(2) Path M2-2 is the best guess for combustion closest to the simplified batch model.
Since the variation of  tot obtained by the IAM is approximately the average  tot , about
11.5% to 15.25%, which is most similar to path M2-2, it is reasonable to conclude that path
M2-2 is the best guess for combustion in the simplified batch reactor.
(3) using the batch model in IAM, sensitivity analysis was conducted to the initial
temperature Tini and the chemical kinetic mechanisms to show their effect on  tot ;
The results show that:
•

increasing Tini leads to reduced  tot . When Tini is increased from 700 K to 1000 K,

 tot decreases by 36%, from 14.35% to 9.18% of the total initial exergy. This is
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consistent with analysis in Section 3.6.5 in Chapter 3 using the HFIM and analysis in
Section 2.6.4 in Chapter 2 using the IAM and the reason will not be repeated.
•

Two 1-step, one 24-step and one 59-step chemical kinetic mechanisms were
alternatively used for the simulation of the overall exergy destruction  d and  tot .
The results showed that these chemical kinetics mechanisms do not affect  tot by
much. The overall exergy destruction for hydrogen-air combustion for α = 1 and
Tini  700 K are about 11.00% to 11.23% for all mechanisms used. In further

analysis, the one-step chemical kinetic mechanisms can be used to reduce the
computational effort.
5.5 Summary of the conclusions
The massive global use of combustion and the large exergy destruction in fuel combustion, of
typically 20% to 30% of the potentially useful energy, highlights the importance of 1) pursuing a
quantitative understanding of the reasons for the irreversibilities, i.e., the cause, location and
magnitude of it, and 2) discovering ways to reduce combustion irreversibilities.
Two approaches, the intrinsic analysis method (IAM) and the heuristic finite increment method
(HFIM) were applied in this dissertation.
These methods’ characteristics were introduced: the IAM comes at the expense of rather
complex mathematical modelling and high computational requirements and the computed results
are closer to the reality than the HFIM, which is computationally easier approximation that
interprets real combustion by prescribed hypothetical paths and provides accumulation of exergy
destruction in its analysis.
The two approaches were used to reveal the exergy destruction mechanism by computing the
overall exergy destruction and the fractions of the contributors (chemical reaction, heat transfer,
mass transfer and viscous dissipation). The quantitative results can be found in Table 5-1 and Table
5-2.Though the overall exergy destruction ratio  tot computed by the IAM (22.58%) and the HFIM
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(19.6% to 22.3% for the 14 paths) agrees well for the studied adiabatic isobaric ( p  1 atm )
hydrogen/air combustion for excess air coefficient 

1 ,

inlet temperature Tin  300 K , the

fractions of the contributors calculated by the two approaches were quite different, IAM predicted
that the chemical reaction is the dominant contributor, with  g ,chem at 80.56%, while HFIM
predicted that the heat transfer is the dominant one, with  htr at 47.4 % to 72.1% . Results are
reasonable since the HFIM assumes the combustion occurring in a prescribed path. A typical path
assumes equal fuel inlet into each increment no matter the temperature of this increment is high or
low. In the IAM, which is closer to reality, fuel reaction rate depends on both species concentration
and temperature, at the beginning of reaction, the temperature is low, leading to a quite low reaction
rate and then a higher chemical reaction rate can be achieved as the temperature is increased. The
equal fuel inlet assumption in the HFIM makes the hypothetical path differ from the reality by 1)
increasing the fuel consumed at the low temperature and 2) reducing the fuel consumed at high
temperature. Detailed explanation can be found in Section 2.4.6.3 in Chapter 2, An example exergy
destruction analysis using the IAM model with increased chemical reaction rate at low temperature
and reduced chemical reaction rate at high temperature was used to show good agreement with the
results by the HFIM method.
The two approaches also help explore creative ways for exergy destruction reduction by
sensitivity analysis in the IAM and analyzing 14 hypothetical paths in the HFIM, respectively.
Ways to reduce irreversibilities by the IAM consist of making the combustor walls as close as
possible to adiabatic, reducing the excess air coefficient  , increasing the inlet temperature Tin .
Ways to reduce irreversibilities by the HFIM are making the combustion as similar to paths H-4
and H-6 as possible and avoiding combustion similar to path M1-3.
The available exergy destruction results for similar combustion conditions computed by the
HFIM and the IAM were for the first time compared. The comparison validated the results from
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both the IAM and the HFIM, and more importantly, the IAM, which is closer to the reality, helps
identify the hypothetical paths in the HFIM most similar to the real combustion.
Path M2-2 is the best guess for combustion closest to the simplified batch model.
In conclusion, this dissertation contributes to the quantitative understanding of combustion
irreversibility and recommends ways for reducing it. Future work can be extended to more
combustion model such as isothermal, constant volume models from current isobaric model and
can also use different gaseous fuel like methane, which is also widely used or even extend the work
to multi-phase combustion like the droplet combustion.
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NOMENCLATURE

Af

Pre-exponential factor

AF

Air-fuel ratio

b

Concentration of an extensive quantity

c

Molar concentration, mol/m3

cp

Molar specific heat of the mixture, J/(mol  K)

c p , air

Molar specific heat of air, J/(mol  K)

c p ,P

Molar specific heat of product, J/(mol  K)

Di  mix

Mass diffusion coefficient of species ‘i’ in the mixture, m2/s

E

Total exergy, J

Ef

Activation energy, J/mol

ef,CH

Molar specific chemical exergy of flow, J/mol

ef,CH,diff

Molar specific diffusion exergy of flow, J/mol

ef,CH,re

Molar specific reactive exergy of flow, J/mol

F

Flux

E

Energy, J



Exergy, J

E air

Exergy rate of air, J/s

E CH,fl

Chemical exergy rate of a flow, J/s

Ed

Exergy destruction due to irreversibility, J

d

Total exergy destruction rate, J/s
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 d,mix

Mixing exergy destruction, J

 d,mpre

Pre-mixing exergy destruction, J

d,mpo

Post-mixing exergy destruction, J

d,tot (k )

Total exergy destruction in increment k, J

 d,mix (k )

Mixing exergy destruction in increment k, J

d,rxn (k )

Chemical reaction exergy destruction in increment k, J

d,htr (k )

Heat transfer exergy destruction in increment k, J

d,tot,mix (k )

Cumulative exergy destructions from increment 1 to k due to mixing, J

d,tot,rxn (k )

Cumulative exergy destructions from increment 1 to k due to chemical
reaction, J

 d,tot,htr (k )

Cumulative exergy destructions from increment 1 to k due to heat transfer, J

d,tot,mix

Total exergy destruction due to mixing in the path, J

d,tot,rxn

Total exergy destruction due to chemical reaction in the path, J

 d,tot,htr

Total exergy destruction due to heat transfer in the path, J

d,tot

Overall exergy destruction, J

Ef

Fuel exergy, J

Ef

Fuel exergy rate, J/s

E fl

Exergy rate of a flow, J/s

E TM,fl

Thermomechanical exergy rate of a flow, J/s

Ei

Total inlet exergy flow rate, J/s

EP

Exergy rate of product, J/s

e

Molar specific exergy, J/mol
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efi

Inlet molar specific flow exergy, J/mol

ef,TM

Molar specific thermomechanical exergy of flow, J/mol

efe

Exit molar specific flow exergy, J/mol

ep

Molar specific potential energy, J/mol

etot

Molar specific total energy of a substance, J/mol

em , out

Surface emission of the outer wall

Gs

Non-dimensional volumetric entropy generation rate

g i0

Molar specific Gibbs energy of the species ‘i’ at the restricted dead state T0 , p0 ,
J/mol

g

Gravitational acceleration, m/s2

gv

Volumetric entropy generation rate, W/ (m3·
K)

3
K)
g v ,chem Volumetric entropy generation rate due to chemical reaction, W/ (m ·

g v , heat

Volumetric entropy generation rate due to heat transfer, W/ (m3·
K)

g v ,mass

Volumetric entropy generation rate due to mass transfer, W/ (m3·
K)

g v ,vis

Volumetric entropy generation rate due to viscous dissipation, W/ (m3·
K)

g chem

Entropy generation rate due to the chemical reaction in the combustor, W/K

gheat

Entropy generation rate due to the heat transfer in the combustor, W/K

g mass

Entropy generation rate due to the mass transfer in the combustor, W/K

gvis

Entropy generation rate due to the viscous dissipation in the combustor, W/K

gtot

Total entropy generation rate of in the combustor, W/K

g

Overall entropy generation rate, W/K

H

Enthalpy, J
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H R

Enthalpy of reaction of the fuel, J

*
H P0

Total product enthalpy at standard temperature T0 and pressure p0 , J

*
H R0

Total reactants enthalpy at standard temperature T0 and pressure p0 , J

hi0 (T ) Molar enthalpy for species ‘i’ at standard state (298.15 K and 1atm), J/mol

h

Specific enthalpy, J/mol

hw,out Convective heat transfer coefficient, W/(m2·K)
k

Increment k

k-1

Chamber k-1

k-3B

Compartment k-3B

ks

Thermal conductivity of the solid wall, W/(m·
K)

L

Length of the combustor, m

Lz

The radial convective heat transfer rate, J/s

lav

The volumetric heat loss rate from the flame zone to the wall, J/(m3·
s)

m

Mass, kg

M

Molar mass, kg/mol

M

Total increment numbers in a path

mi

Mass production rate of the ith species, kg/s

mf

Mass flow rate of fuel, kg/s

mfl

Mass of a flow, kg/s

mair

Mass flow rate of air, kg/s

mp

Mass flow rate of product, kg/s

Nf

Fraction factor

nf

Temperature exponent
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n

Number of moles, mol

nair,act Moles of actual air, mol

nair,stoi Moles of stoichiometric air, mol

nH2 ,i,re

Moles of hydrogen in real combustion, mol

nH 2 ,i (k )

Inlet moles of hydrogen of increment k, mol

nH2 ,i,tot (k )

Total moles of H2 at the inlet of increment k, mol

nH2 ,c  k 

Moles of consumed H 2 in increment k, mol

nH2 ,e (k -1,4,A)

Moles of hydrogen at the exit of compartment (k -1)-4A , mol

nO2 ,e (k -1,4,C)

Moles of oxygen at the exit of compartment (k -1)-4C , mol

nO2 ,i,re Moles of oxygen in real combustion, mol

nO2 ,i

Inlet moles of oxygen, mol

nN2 ,i,re Moles of nitrogen in real combustion, mol
Nu

Nusselt number

p

Pressure, Pa

p0

The environment pressure, Pa

pair

Air pressure, Pa

pair,i,re

Pressure of oxygen in real combustion, Pa

pH 2 ,i,re Pressure of hydrogen in real combustion, Pa

pp

Product pressure, Pa

Q

Heat, J

Qc

Heat generation rate in the flame zone, J/s
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qw

Heat loss rate from the wall, J/s

R

Radius of the combustor, m

R̂

Non-dimensional radius

RP

Gas constant on mass basis, J/ (kg·
K)

s

Molar specific entropy, J/ (mol·K)

SL

Flame burning velocity, m/s

T

Temperature, K

Tad

Adiabatic flame temperature, K

Tair

Temperature of air, K

Tair,i,re

Temperature of air in real combustion, K

Te

Exit temperature for the path, K

Teq

Equilibrium temperature, K

TH2 ,i,re Temperature of hydrogen in real combustion, K
Tign

Ignition temperature, K

Ti (k)

Inlet temperature of increment k, K

Tin

Inlet temperature, K

Tp

Temperature of the product, K

T0

The environment temperature, K

Tw

Wall temperature, K

Tw , out

Wall outer surface temperature, K

Twout
, out

Outer wall temperature at the outlet of the combustor, K

Twmax
, out

Maximal outer wall temperature, K
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u

Specific internal energy per unit mass, J/kg

u

Axial velocity, m/s

u0

Inlet velocity, m/s

U0

Reactant flow velocity, m/s

V

Volume, m3

W

Work, J

wi

Molar chemical reaction rate, mol/(m3·
s)

v

Radial velocity, m/s

X,x

Mole fraction

Y,y

Mass fraction

Abbreviations
IAM

Intrinsic analysis method

HFIM Heuristic finite increment method
LHV

Lower heating value

Constants
R

The universal gas constant, 8.3145 J/(mol K) .



The Stefan–Boltzmann constant,  = 5.67×10−8 (W/m2⋅K4).

Greek and other symbols

I

Energy efficiency

 II

Exergy efficiency

ex (k )

Exergy efficiency until the increment k
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ex,tot

Overall exergy efficiency



Fuel-air equivalence ratio



Density, kg/m3



Molar specific chemical potential, J/mol



Pressure tensor



Flame thickness, m

α

Excess air coefficient



Conversion fraction

σ

Entropy generation, J/K

 ij

Stoichiometric coefficient of species ‘i’ in the j th chemical reaction

 htr

Heat transfer exergy destruction ratio

f

Exergy to energy ratio

 g ,mass Ratio of the entropy generation rate  g , j due to mass transfer

 g ,heat Ratio of the entropy generation rate  g , j due to heat transfer
 g ,chem Ratio of the entropy generation rate  g , j due to chemical reaction

 g ,vis

Ratio of the entropy generation rate  g , j due to viscous dissipation

 mix

Mixing exergy destruction ratio

 rxn

Chemical reaction exergy destruction ratio

 tot

Overall exergy destruction ratio

 tot ,IAM Overall exergy destruction ratio evaluated by the IAM

i

Conversion ratio of the species ‘i’



Length/radius ratio
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Superscript
0

Properties evaluated at p0  1 atm

Subscripts
H2

Hydrogen

O2

Oxygen

N2

Nitrogen

H2O

Steam/water

i

Inlet variables

e

Exit variables

i,re

Inlet variables of real combustion

tot

Summation of a variable in different elements

air

Air

p

Products

f

Fuel

o

Oxidant

fl

Specific flow

act

Actual amount

cv

Control volume

TM

Thermomechanical

CH

Chemical

mix

Mixing

mpre

Pre-mixing

mpo

Post-mixing
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rxn

Chemical reaction

htr

Heat transfer

ex

Exergetic

r

Reactants
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