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Introduction 
The Simulation of a PRT System Operating 
Under Quasi-Synchronous Control 
by 
Harold L. York* 
The routing and scheduling of vehicles is an important 
problem in any demand-activated transit system. Vehicles 
should be dispatched and routed to their destinations over 
paths which minimize travel time but do not create conges-
tion problems in the network, Empty vehicles must be 
shuttled in a manner which provides a vehicle within a 
reasonable time after a demand for service has been made, and 
the movements of these empty vehicles should be optimized to 
reduce fleet requirements and operating costs. 
Some of these operational problems can be studied 
successfully with analytical methods. Using stochastic models, 
useful information can be obtained concerning the operation of 
an individual ctation or interchange.(1), (2) However, the 
performance of an operational strategy in a network composed 
of many stations and interchanges, in which demands for service 
occur in a r~ndom manner, can only be studied adequately by 
computer simulation. 
Several operational strategies for PRT systems have been 
proposed, These schemes, especially when the routing of vehi-
cles is considered, depend on whether the system is operating 
under synchronous, quasi-synchronous, or asynchronous control. 
Early studies indicated that systems operating under fully-
synchronous control would have low capacity under most circum-
stances, and that computer logic and memory requirements would 
be extensive. Mere recently, several investigators have shown 
that the synchronous system can be modified to significantly 
improve performance (J), (4). In this modification, groups 
of moving slots are combined into units called cycles. Vehicle 
mane:1vers within a cycle are permitted. This relaxation of 
the fully-synchronous concept significantly increases the 
capacity of the system, 
Under quasi-synchronous or asynchronous control, the vehicle 
path through the network is not precisely predetermined. 
Future switching states are not reserved for the vehicle, and 
the possibility of merging conflicts nt interchanges exists. 
These conflicts are normally resolved by permitting the vehicles 
at or near the interchange to maneuver for an open position on 
the main line. Occasionally, it may be necessary to deny a 
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vehicle access to the turn ramp. In this case, the vehicle 
must be rerouted to its destination, The probability of a 
vehicle being rerouted at any interchange in the network must 
be very small if the system is to perform well. Operational 
strategies for systems under quasi-synchronous control have 
been developed and simulated by several research groups (5),(6). 
System Description 
The purpose of this paper is to describe an operational 
strategy for a PRT system operating under quasi-synchronous 
control, and to demonstrate by the use of computer simulation 
the feasibility and limitations of this strategy in a very 
high-demand situation, The computer simulation was developed 
to model the detailed operation of a small-vehicle transit 
network, and to determine the effects of random passenger 
demands on system performance, The sinulation includes a 
dynamic minimum-path routing scheme and an optimal procedure 
for shuttling empty vehicles in the system. Slot slipping is 
performed on interchange and station ramps. With minor exceptions, 
all other links in the system are assumed to operate in a 
synchronous manner. 
The network is modeled by dividing each section of the 
guideway into slots of one headway length. Every slot on the 
main network lines as well as those on the station and interchange 
ramps is assigned a storage location in the computer, and each 
station in the system is assigned a number. Each storage 
location which represents a guideway slot will contain the 
destination-station number of the vehicle which occupies the 
corresponding slot in the network at that time, If the slot 
is unoccupied, a zero is assigned to the location. At time 
increments of one headway time, the whole system is updated. 
The updating involves shifting or otherwise modifying the 
contents of the storage locations representing the guideway 
slots to simulate the movements of vehicles through the system. 
At each time-step, demands for vehicles at stations are also 
generated using a Monte Carlo method. In the network example 
described later, a headway and update time of one second is used. 
The updating of vehicle positions on the main lines of 
the network is performed by the following sequence of logic 
operations: 
(1) If the vehicle is in a slot which does not contain a 
demerge switch, it is advanced one slot on the main line, 
(2) If an interchange demerge switch is occupied, the 
vehicle's destination is interrogated. The destination number 
is then checked with a minimum-path table to determine 
whether the vehicle should proceed on the main line or be 
placed on the interchange ramp, 
(J) If the vehicle is located in a station demerge switch 
slot, its destination is interrogated. If that destination 
corresponds to the appropriate station number, the vehicle is 
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placed on the station entrance ramp. Otherwise, the vehicle 
is moved one slot forward on the main line. 
:n a quasi-synchronous control scheme, vehicle 
maneuvering takes place on station and interchange ramps. 
Interchange ramps may be divided into three sections consisting 
of a deceleration ramp, a maneuvering section, and an acceleratior. 
ramp. On both the acceleration and deceleration ramps, the 
vehicle operates in a synchronous manner. In the maneuvering 
-section, the vehicle may adhere to a cor.stant-speed profile, 
which is normally lower than the main-line speed, or it may 
"slip" slots by a combination of acceleration and deceleration 
maneuvers. The logic operations by which the interchanges are 
updated at each time step can be enumerated as follows: 
(1) If the lead slot of the maneuvering section is un-
occupied, all vehicles in this section are advanced one slot. 
(2) If the lead slot is occupied and an open slot on the 
main line is available for this vehicle, the vehicle is 
placed in the first slot of the synchronous acceleratior. 
ramp, and all vehicles behind it are advanGcd one slot. 
(3) If the lead slot is occupied but an open slot on the 
main-line is not available, the vehicle must slip a slot, 
and all vehicles behind the lead vehicle, up to the first 
vacant slot, must also slin a slot. 
(4) A vehicle is permitted onto the interchange ramp if 
there is room for the vehicle in the maneuvering section. 
In the simulation, only a specified number of vehicles are 
allowed to slip slots simultaneously on the maneuvering section. 
In the example described later, up to ten vehicles are permitted 
to slip slots at any time. There will be space for a vehicle 
on the maneuvering section if fewer than the specified maximum 
number of vehicles are simultaneously slipping slots there. 
If no vacant slots are available, the vehicle desiring to 
demerge is instead advanced forward on the main line. The 
vehicle will then be rerouted to its destinationvia the best 
route from its current position downstream of the demerge 
switch, A vehicle denied access to an interchange ramp is said 
to have been aborted. Each abort is recorded by the computer. 
In the case of T-intersectior.s, such as ramp 15 in the network 
of Figure 1, the line from station 8 to station 10 is run 
synchronously, Slot slipping is permitted downstream of the 
merge from station 9, If all slots on the line downstream of 
station 9 are filled, only vehicles going to station 9 are 
allowed to enter the line upstream of station 9. All other 
vehicles are rerouted at the interchange upstream from station 9. 
Nominal vehicle routing and the rerouting of aborted 
vehicles is managed on the basis of a minimum-path table. At 
each intersection, the destination of the vehicle is interrogated, 
and the appropriate entry in the minumum-path table is examined, 
The minumum-path table is an NXN array, where N is the number of 
stations in the network. The element located in row i and 
column j of the indexed array is the number of the next station 
which should be passed on the best path from station i to station j. 
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This "best path" is derived from the expected average origin-
destination demand matrix using a minimum-path algorithm with 
a link capacity constraint. This table is updated periodically. 
Each interchange is associated with the station just upstream 
from it, so that the best path 1s determined directly from the 
vehicles present location and its destination. 
At each update, demands for service are also generated. 
These demands, while random in nature, have a mean which 
corresponds to the specified input data. The actial demand 
arrivals are generated by a Monte Carlo process. Because of 
the nature of PRT, passenger demands will probably not occur as 
a Poisson distribution. Passengers will arrive at stations in 
small groups with the intention of riding together. Each group, 
however, represents a vehicle demand, and it is reasonable to 
assume that the arrival of each group representing a vehicle 
demand is a Poisson process. A table of average vehicle demands 
per hour from each origin station to every destination station 
is specified apr1or1 as an input to the simulation prcgram. 
The actual demand arrival pattern is a Poisson distribution with 
a mean equal to the given average demand. 
Separate subprograms also provide data for the simulation 
program. One of these subprograms is an optimal empty-vehicle 
shuttling algorithm which minimizes the average total empty-
vehicle-trip mileage per hour, while ensuring that the average 
waiting time at each station in the network is less than a 
specified value. This subprogram uses the given demand data to 
compute an empty-vehicle flow matrix, e 1 j, which represents the 
average flow of empty vehicles from station 1 to station j per 
hour. A description of this algorithm is given in Appendix A 
of thi::; p.:i.per. An estimate of the required fleet size can be 
computed with this information. The fleet size is determined 
from the formula: 
Fleet Size = f=. ~ t 1 j (d1 j + e 1 j) j=l 1=1 
where t1.1 is the minimum-path travel time be_tween stations 1 
and j, a~d dij and e 1 j are the full and empty vehicle demands per hour from station 1 to station j, respectively. Vehicle 
shuttling requirements, and in turn the fleet size, are 
influenced by two station parameters, the number of berths in 
the station, and the upper bound on the average passenger waiting 
time, Fleet requirements will increase for a fixed vehicle 
demand matrix if the specified average waiting time at stations 
is decreased, since this will require an increase in empty-
vehicle shuttling activity, In the present computer model, 
"waiting time" includes only the time spent waiting for a vehicle. 
Passenger boarding times and intra-station vehicle movement 
times have not been included. A more detailed model of station 
operations is being incorporated into the simulatfun program 
at the present time. 
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Vehicle demands are generated at each station by a 
two-stage Monte Carlo process. The first stage of the process 
determines whether a vehicle demand has occurred at the 
station during the update time interval. The second stage 
of the Monte Carlo proc-.ess determines the destination of the 
full or empty vehicle departing from the station. Vehicle 
dispatching from a station proceeds in the following way at each 
update time: 
(1) If there is a vehicle-demand queue and an empty vehicle 
in the station, that vehicle is dispatched to a destination 
chosen at random on the basis of the origin-destination 
matrix. 
(2) If there is no demand queue, and there is an excess 
empty vehicle in the station, the vehicle is dispatched at 
random according to the empty-vehicle demand matrix. 
The simulation was written in FORTRAN and was designed 
to run on the CDC 6400 time sharing facility at the University 
of Minnesota. Running time and storage requirements were 
significantly reduced by using word-packing on an extensive 
scale. Each slot on the guideway was represented by six bits 
of a sixty-bit computer word. Thus, one computer word 
represents ten slots of guideway. At each time step, the 
sixty-bit word is shifted six bits to the right, with the 
right-hand six bits transferred to the left end of the next 
word. Several indicators of system performance are listed at 
the end of each run. These include: 
(1) The number of passe~gers waiting at each station 
at the end of a given time period. 
(2) The average passenger waiting time at each station 
over a given period. 
(3) The number of aborts encountered at each interchange 
and station in the network. 
(4) The total vehicle flows on all the links in the network. 
(5) The average time delay per vehicle at each interchange 
in the system. 
·rhese are some of the more important measures of system 
performance. Information on maximum waits and delays, as well 
as the distribution of waiting times may also be obtained. 
A Kumerical Example 
A network of 23 stations and 17 interchanges was set up 
to examine some of the command and control problems associated 
with a high-capacity small-vehicle automated transit system. 
A scale drawing of the network is shown in Figure 1. The empty-
vehicle shuttling algorithm described in Appendix A was also 
inplemented here so that its effectiveness could be determined 
in an operating situation with random passenger demands. 
In order to test a high-demand situation, a vehicle-demand 
level which would require about fifty-percent of the total 
slots on the main lines to be occupied was considered. At one-
second headway, this represented a fleet size of about 1100 
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vehicles operating on the network of Figure 1. The origin-
destinati on demand matrix was constructed by first postulating 
a set of productions and attractions for each station in the 
network. Care was taken to chose values which might reasonably 
correspond to an actual non-symmetric denand distribution. 
The values used for these productions and attractions are 
presented in the bar-graph at the bottom of Figure 2, The 
demand distribution is clearly non-uniform in nature; some 
stations, such as stations 2, 5, and 10, will require a large 
influx of empty vehicles to satisfy passenger demand, while 
others, such as stations 6, 15, and 23, will have a large 
outflow of empty vehicles. The complete origin-destination 
matrix was obtained from the data on productions and attractions 
by using a gravity model with the gravity constant set to zero. 
Average flow calculations based on this data predicted a 
fleet requirement of about 1070 vehicles for the network of 
Figure 1, assuming a one-minute average wait and three-berth 
stations. (Station configurations in the system actually 
ranged from two to five berths depending on demand level.) 
Link flows for this demend level, based on average flow 
calculations along minimum paths, are given in Table 1. Several 
of the link flows in this table are in the range of eighty 
percent of the theoretical line capacity of 3600 vehicles per 
hour, assuming one-second headways, The average empty-vehicle 
demand matrix was computed from the origin-destination demand 
matrix using an upper bound of one minute for the average 
waiting time at each station, The optimization procedures 
used to compute this matrix are described in Appendix A, 
This matrix is required as data for the simulation program; 
other inputs to the program include the minimum-path table and 
various network-description arrays. 
The network of Figure 1 was first initialized by loading 
every other slot on the main line with a vehicle whose destination 
was chosen at random. The simulation was then run for 10,000 
time steps and the system state at the end of the run was 
saved for later retreival. The purpose of this run was to 
remove the transient effects due to the particular initial 
conditions used. After this initial run, several 6000-second 
runs were made, each run using the final state of the previous 
run as the initial state. The same origin-destination demand 
matrix was used as the input for each run. 
The results of three of these runs are shown in Figure 3, 
The average waiting times recorded here were taken at real-
time intervals 6000 seconds apart. In each case, the average 
was taken over a 6000-second interval. No parameters were changed 
in the intervals; all variations in average waiting times 
between intervals are due solely to the random nature of the 
passenger demands, The bar-graph of Figure 3 shows a considerable 
fluctuation of waiting time around the one-minute average 
wait specified at each station. By comparing the three data 
samples, it is apparent that long waiting times are not associated 
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with any one particular station. A station with a high 
average wait in one time interval may have a low average 
'' ' 
wait over the next interval. It should be noted here that the 
very low waits consistently found at some of the stations in 
the system are not due to r3ndom effects. For example, stations 
6, 7, and 23 each have average waits below 15 seconds for each 
time interval. At these stations, the arrival of full vehicles 
is significantly higher than the vehi~le demand rate at the 
stat1or.. The vehicle-shuttling procedure is designed to 
assure that no station will have a theoretical average wait, 
under steady-state conditions, which will exceed one minute. 
Lower average waits are possible at stations where passen~er 
arrivals exceed service demar.ds. 
The large fluctuations in average wait at some of the 
stations in the system, as demonstrated in Figure J, can be 
partially explained by an analysis of an individual station. 
The theoretical waiting-time distributior. curve for a typical 
station (three berths, JOO vehicle demands per hour, one 
minute average) is shown in the graph at the bottom of Figure J. 
This curve represents the probability that a wait will exceed 
a given time interval. The variance of such a distribution 
is large; in fact, except for a one-berth station, the variance 
will exceed the mean. This would indicate that the average 
of a discrete sample size could deviate significantly from the 
mean of the distribution. To test this hypothesis, a single-
station simulation was performed. Results show that for a 
vehicle supply which would theoretically produce an average 
wait of one minute, five percent of the sample averages of 
waiting time were more than twice as large as the theoretical 
mean, the averages being taken over a 6000-second interval. 
While open-loop vehicle shuttling policies can do 
11 ttle to change this variance in wa1 ting time, a "maximum" 
waiting time can be guaranteed with high probability. For 
example, if vehicle shuttling is determined so that the 
probability of a person waiting more than T seconds is less 
than .001, the passenger's actual waiting time may vary 
considernbly, t::t r.is maximum wait is closely controlled. 
'rhe use of such a policy is descr1 bed in Appendix A. For 
the range of passenger demands considered in this example, with 
an upper bound on the waiting time of one minute, calculations 
show that the probability that the wait will exceed five minutes 
is less than .001, Closed-loop vehicle-shuttling policies, in 
which the destination of an empty vehicle is determined by the 
present state of the system, may be advantageous in reducing 
the variance in waiting times at a station, 
The distribution of waiting times for a typical station 
in the system is shown in Figure 4. In this figure, passenger 
waiting time is divided into ten-second intervals. Each bar 
repre.sents the percentage of passengers whose wai tir.g times are 
within ten seconds of the value represented on the abscissa. 
The two bar-graphs represent data for a single station collected 
over two consecutive 6000-second intervals, In the first 
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interval, the average wait at the station was found to be 
about 40 seconds, In the second interval the average wait 
was 85 seconds, In neither case did the =ximum wait for any 
passenger exceed 3,5 minutes; the longer waiting time is 
caused by a correspcr.~ingly larger number of passenger waits 
in the two-to-three minute range. Data on passenger queues 
at this station shows that a small but significant passenger 
queue developed early in the time interval which corresponded 
to the larger average wait. 
( 8 J 
The table at the top of Figure 2 demonstrates that the 
prescribed open-loop vehicle shuttling policy is being carried 
out by the system. A close agreement between predicted and 
actual empty-vehicle flows is achieved at each station. In fact, 
a slight over-supply of vehicles is indicated here, since in 
most instances the actual empty-vehicle flow exceeds the 
predicted value based on steady-state calculations, This 
close agreement tends to support the conclusion that the 
variance in waiting times shown in Figure 3 is a local effect 
due to random fluctuations in vehicle supply and demand at 
individual stations, and not some peculiarity of the operating 
strategy. 
Figure 5 shows curves of cumulative vehicle and passenger 
arrivals at various stations. The stations were selected to 
give a cross-section of demand patterns, but all represent 
demand situations where some vehicle shuttling is necessary. 
At station 4, for example, there are about 400 passenger 
depnr~ures and 200 arrivals per hour. The deficit is made 
up by empty-vehicle shuttling from station 7. In all cases, 
the total vehicle supply to each station exceeds the vehicle 
demand. This must always occur for steady-state operation. 
Vehicle rerouting due to interchange conflicts was kept 
to very low values but not entirely eliminated. Some conflicts 
occurred at interchanges 7 and 8, which can be explained by 
examining the values of average link flows in Table 1. The 
total flow downstream of interchange 8 was about 75 percent of 
capacity, and the flow downstream of interchange 7 was about 
65 percent of capacity. Interchanges 7 and 8 averaged one and 
three aborts per hour, respectively. The average delays 
experienced at interchanges were quite small in all cases. The 
largest delay, occurring at interchange 4, was an average of 
3.5 seconds. In order to insure that no unresolvable conflict 
would occur at the T-intersections 15 and 4, up to 20 vehicles 
were permitted to slip slots simultaneously on the links 
downstream of stations 9 and 4. A provision was also available 
for rerouting vehicles away from these links if the queues 
became too long. In this case, rerouting was performed at 
successive interchanges upstream of the T-intersections. This 
provision was never required at any time during the simulation, 
even though flow through the T-intersection 4 was running at 
85 percent of capacity. 
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Conclusion 
A simple management strategy using a quasi-synchronous 
control scheme has been shown by computer simulation to 
operate well under a high-demand situation. By managing 
average line flows in the system, conflicts at interchanges 
can be reduced to very low values, The empty-vehicle 
shuttli~g algori~hm employed here is shown to redistribute 
vehicles efficiently in th~ network and provide for low 
average waiting times at stations. Numerical results indicate, however, that the vari~nce in waiting time can be significant due to the nature of the stochastic processes involved, Closed-loop vehicle shuttling policies may be required to significantly 
reduce this variance. 
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Table 1 Link Flows Derived From Average Flow Calculations Orig Term Flow Orig Term Flow Orig Term Flow 
Stat Stat Stat Stat Stat Stat 
1 2 3025 16 17 2299 9 10 1126 
2 8 1501 17 19 986 11 12 1230 
3 6 1304 18 15 1112 12 9 214 
5 1 1316 19 20 990 14 16 897 6 22 1114 20 5 1316 15 7 1327 
7 4 1485 21 23 785 17 18 1312 8 10 1502 23 14 698 18 14 199 10 11 2629 2 3 1524 20 21 1161 
11 13 1400 3 4 221 21 22 375 12 7 1016 4 1 1706 22 20 1489 
13 16 1401 6 23 1045 23 15 1130 
15 2 212 z 6 852 
, n 
( 10) 
Appendix A 
An Empty-Vehicle Shuttling Algorithm 
Consider a station with X vehicle storage berths, a 
demand rate of p vehicle demands per second, and a vehicle 
arrival rate of q vehicles per second, If the average waiting 
time for a passenger is to be less than T seconds, then an 
analysis based on queuing theory requires that 
X 
qT ~ /\ /(1 - A) /\ = p(1-q)/q(1-p) ) (1) 
This result is obtained by modeling the vehicle demand and 
vehicle arrival probabilities as Poisson distributions, Analysis 
is simplified by assuming that vehicle dispatching from a 
station is instantaneous, and thus a passenger quoue and an 
empty-vehicle queue cannot exist simultaneously, It is also 
assumed here that the probability of two passenger demands 
occurring in a one-second interval is very small. The same 
analysis shows the.t a passengers wait will exceed T* seconds 
with probability € or less if 
X 
€ ~ .i\ exp( -q(l -.i\ )T*) 
Depending on the station operating policy which is 
relations (1) or (2) will provide a lower bound on 
flow requirements into the station to satisfy that 
The constraint on vehicle inflow may be written as 
( 2) 
chosen, 
the vehicle 
policy. 
q~ F(p,X,T) (3) 
where Tis the average waiting time if (1) is used, or the 
"maximum" wait if (2) is used. If the full vehicle flow into 
the station is not sufficient to satisfy (3), then empty vehicles 
must be dispatched to the station to meet this constraint. 
If e 1 j represents the flow of empty vehicles from station i to 
stat10n j per hour, then 
._..N...- fF(pi,X,T) - ai for F(pi,X,T) 
2.._ e ji = (3600)-11 j=l O otherwise 
~ {pi - F(pi,X,T) for F(pi,X,T) 
L_ eij = (3600)* j=l pi - ai otherwise 
where F(p1 ,X,T) is defined by relations (1) or (2) and p1 and 
ai are the arrival rates per second of vehicle demands and 
full vehicles respectively. The relations of (4) consist of 
2N equations and NXN unknowns, and may be therefore considered 
as the constraints of an optimization problem for N 2. The 
objective function chosen for minimization in this paper was 
the total empty-vehicle mileage traveled per hour. The problem 
can be posed in the following way: 
Under the constraints of (4) and eij~ 0, 
Minimize Z = ~ f= cij eij j=l j=l 
where c1 j is the distance between station i and station j, A 
number 5r efficient methods are available for the solution 
of this problem(?), 
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Design of Optimal Feedback Systems for 
Longitudinal Control of Automated Transit Vehicles* 
w. L. Garrard and A. L. Kornhauser 
ABSTRACT 
Optimization theory is applied to the design of feedback con-
trol systems for high-capacity automated transit systems. The 
, 
resulting controllers are shown to keep headway and velocity errors 
small without causing passenger discomfort. Excellent dynamic re-
sponse is achieved during normal mainline operation, merging and 
demerging, manuevering and emergency stopping. Useful design 
charts are presented and the effects of the dynamics of the pro-
pulsion system are considered. It is concluded that optimization 
theory is a useful tool in the design of longitudinal control systems 
for automated tran.sit systems. 
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Design of Optimal Feedback Systems for 
Longitudinal Control of Au,tomated Transit Vehicles 
W. L. Garrard and A. L. Kornhauser** 
1. INTRODUCTION 
Almost all new urban transportation systems involve the use of 
automatically controlled vehicles.. Al though physical character-
istics vary from system to system, the control problems encountered 
are similar. In many systems, such as personal rapid transit (PRT), 
dual-mode, and automated freeways, the number of passengers per 
vehicle is small, thereby short headway are necessary for high capacity. 
This requires a versatile and efficient control system which must 
maintain the proper spacing between vehicles without causing passen-
ger discomfort. The control system must pe reasonably economical 
to implement, adaptable to merging and demerging from off-line 
stations and maneuvering at interchanges, simple enough to insure 
reliability, and suitable for use in emergency situations (Hajdu, 
et al, 1968). 
Two control philosophies for automated transit systems have 
evolved; The first is the moving-reference or vehicle-following 
concept (Athans et al, 1966, Fenton et al, 1971, Brown, 1971, Garrard, 
et al, 1972, Hesse, 1972). In systems based on this concept, each 
vehicle receives information directly from other vehicles on the 
* 
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guideway or merging ramps. Control decisions are based on this inform-
ation. The second cont.I:ol philosophy is the fixed-reference or moving-
slot concept (Boyd and Lukas, 1972, Munson, -1972, Wilkie, 1970, Whitney 
and· Tomizuka, 1_972) • In systems based on this concept, vehicles do 
not communicate directly with one another, but instead follow_-. 
a hypothetical slot moving along the guideway at the nomi_nal __ l_in_e_ 
velocity. Fixed-reference systems differ from the moving-re-
ference systems in that the position of the_ vehicle is deter~ined 
with respect t_o the guideway rather than with respect to _the 
other vehicles within the system. 
A number of investigators have concluded that fixed-reference 
systems are superior to moving-reference systems in high-capacity 
transit systems in which vehicles must merge and demerg~ from 
off-line stations and maneuver at interchanges. (Boyd·· and Lukas, 1972 ,· 
Munson, 1972, Wilkie, 1970, Whitney and Tomizuka, 1972 ). Fixed-
reference systems appear to be superior for the following reasons: 
1. Communication probiems are reduced since intervehicular 
communication is not necessary. 
2. Merging strategies are easily implemented. 
3. Possible "shock-wave" type instabilities due to maneuvering 
are avoided. 
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In the present study optimization theory is applied to the 
design of fixed-reference feedback control systems for high 
capacity transit systems such as PRT and dual-mode. The resulting 
optimal controllers are shown to keep headway and velocity 
errors small without causing pas_senger d·iscomfort. Excellent 
dynamic response is achieved during normal mainline operation, 
merging and demerging, maneuvering, and emergency stopping •. _The 
.effects of the dynamics of the propulsion system on the respo~se of 
the vehicle are considered. Useful design charts are presented and 
. -·· -
applied to 'the design of a longitudinal control system for a high-
capacity PRT system. 
2. VEHICLE DYNAMICS AND THE CONTROL SYSTEM MODEL 
2.1 Equation of Motion 
The differential equation describing the longitudinal 
motion of the transit vehicle ib 
wnere: 
MdV = 
dt 
M = mass of the vehicle 
V = velocity of the vehicle 
sin 
VW = velocity of the wind (positive for a head wind) 
F =·propulsive force 
g = gravitational acceleration 
8 = slope of the guideway 
F0 = aerodynamic drag 
FM= mechanical resistance 
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The aerodynamic drag is 
where CD is a·drag 'coefficient." Furthermore, the propulsive 
\ 
force is assumed to be governed by 
dF 
- dt 
where: 
= -(.:!:_)F + Gi 
T 
, = time constant of the propulsion system 
i = control input to the propulsion system 
G = gain constant of the propulsion system 
(2) 
(3) 
That is, the propulsion_ system is modeled as a first-order lag. 
The error, e, is defined as 
where 
X = the actual position of the vehicle 
X C. - the n~sired or command position of the vehicle • 
Since V dX = - ,(1)-- can be re-written in terms of the error as 
dt 
CD de 
=--C-M dt + dXc + V )2 F _ g dt W + M sine M 
2.2 Nondimensional Formulation 
(4) 
(5) 
For purposes of generality, the system equations will be non-
dimensionalized. The following non-dimensional variables will be 
used: 
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T2Gi non-dimensional control input to the propulsion V = --, MVN 
system 
Vw non-dimensional headwind velocity w = VN 
, 
e 
non-dimensional y = H' error 
Ye = 
Xe 
non-dimensional command position H' 
cr 
t non-dimensional time = T' 
f TF non-dimensional propulsive force = -, MVN 
d derivative with respect to non-dimensional time = dcr' 
where: 
, 
VN = nominal velocity of the vehicles on the main guideway 
H = nominal nose· to nose distance between vehicles on the main guideway 
T 
The 
= nominal time headway between 
resulting system equations are 
.. 
CD 
H(y y 
-
- (-) M 
f = - T f + V 
T 
; 
+ wi 2 + y + f -
C 
vehicles, T = H • 
VN 
Tg sin e . .. FMT 
- y - MVN VN C 
During normal mainline operation the vehicle will operate at 
near nominal velocity, and linearization of (6) and (7) is 
legitimate. Furthermore ye, the commanded acceleration, will 
be zero, and Ye• the commanded velocity, will be unity. The 
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(6) 
(7) 
,-
resulting linearized equations of motion are 
2CO . y = -(-) H (1 + w)y + f - d M 
f=-!.f+v 
-r 
(8) 
d = Tg sin 
VN 
C H 
( ~ ) (w + lf, the non-dimensional 
disturbance force, 
The velocity of the headwind is not known~ priori; however, 
its average value will in general be zero. Thus the coefficient 
2CDH 
o·f y in (8) will be approximated by its average value M . As 
will be.shown subsequently, a feedback controller designed on the 
basis of the above assumptions provides excellent dynamic response 
for·.mainline operation with headwinds three times the nominal 
vehicle velocity; for merging and demerging from off-line stations; 
for maneuvering at interchanges; and for emergency control. 
3. SYNTHESIS OF THE OPTIMAL FEEDBACK CONTROL SYSTEM 
3.1 State Variables 
The vehicle and propulsion system have been modeled by a 
set of linear differential equations with constant coefficients. 
If the state variables are selected properly, it is possible to 
·use optimization theory to design a feedback control system 
which will keep headway and velocity errors small without causing 
passenger discomfort "(Athans, 1971), The appropriate state 
variables for this problem are headway error, velocity error, 
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acceleration error, and rate of change of propulsive force. 
Headway· ·and. velocity error are obvious choices 
for state variables; however, acceleration error and rate of 
change of propulsive force are less obvious candidates. The 
reasons for selecting these two quantities as state variables 
wlll be discussed in detail below. 
The state variables are x 1 = y, the non-dimensional head-
• 
way error; x 2 = y, the non-dimensional velocity error; x 3 = y, 
the non-dimensional acceleration error; and x 4 = f, the rate 
of change of the non-dimensional propulsive force. The control 
variable is u =;,the rate of change of the non-dimensional 
. . 
input to the propulsion system. For purposes of control system design, 
the non-diinensional disturbance force, d·, is assumed constant (the 
headwind is constant or the vehicle ·is .ascending or descending a 
constant slope). Using these definitions and assumptions, the equations 
of, motion of the vehicle can be written in vector-matrix form as 
• 
X = Ax + bu (9) 
where 
XT 
= [xl x2 X3 X4l, 
0 1 0 0 
0 0 1 0 
A = _2C0 H 0 0 1 
M 
0 0 0 T 
--
-r 
and 
bT 
= [O 0 0 1] • 
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The control u.will be selected in such a manner as to drive 
the state variables to zero. · The state variables x 1 and x 2 
represent the position and velocity errors and,the necessity of 
driving these qu?ntities to zero is clear. The state variables 
x 3 and x 4 represent the acceleration error and the rate of change 
of propulsive force·.. The· accehiration error must be zero 
if the position and ·velocity errors are to remain zero; 
furthermore, in order to achieve zero acceleration 
error, the propulsive force must equal the disturbance force. 
Since the disturbance force is assumed to be constant, the 
_propulsive force must also approach a constant value, and the 
derivative of the_propulsive force, x 4 , _niust approach zero. 
~.2 The Performance Index 
The error equations have been formulated in the standard 
notation of optimal control theory; however, in order to apply 
this theory a mathematical criterion for the measurement of 
system performance is necessary. A quadratic performance index 
is proposed. This index is 
00 
1 J = 2 J 
0 
(10) 
The optimal feedback control problem is to determine the control, 
u, as a function of the state variables in such a manner as to 
minimize J. It can easily be shown that the control which 
minimizes J drives the state variables to zero (Lee and Markus, 1967), 
z-9 
The' performance index J is the integral of the 
weighted sum of the position error, velocity error, acceleration 
error, derivative of the propulsive force, and the control 
effort. Since t~e drag coefficient is small, the derivative of 
the propulsive force is very nearly equal to the jerk. The 
performance index penalizes large position and velocity errors 
and the control which minimizes J should result in a system in 
which these errors are kept small. The performance index also 
penalizes large acceleration errors and jerks. These two 
variables affect passenger comfort and the control which 
minimizes J should also result in a system in which passenger 
, 
discomfort is minimized. The rate of change of the control 
input to the propulsion system Ju, must be included in the 
performance index in order to obtain the optimal control in 
feedback form. 
It is of course possible to formulate many other performance 
indices which include system error and passenger comfort; 
however, use of a quaaratic performance index as given in (10) 
permits determination of the optimal control in feedback form: 
This is one of the few classes of optimization problems in 
which the optimal feedback control can be found (Lee and Markus, 
1967), In addition the optimal feedback control is linear with 
constant gains. Such a controller is easy to implement. 
The feedback control which minimizes J is 
-1 T u = -r b Kx 
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(11) 
where K, the optimal gain matrix, is the symmetric, positive-
definite solution of the matrix Ricatti equation 
KA + 'l}TK - KbTr-1bK + Q = 0 
where ql 0 0 0 
··- . 
0 q2 0 0 Q= 
0 0 q3 0 
0 0 0 q4 
(12) 
Iterative methods for the solution of (12) allow rapid determin-
ation qf the optimal gain matrix by use of a high-speed digital 
computer (Kleinman, 1968) 
• , 
From (12) the optimal control in terms of the actual error 
variables is 
u = 
Kl4' 
--e H 
• F 
where the K. ,•s are the elements of the optimal gain matrix K. l.J 
(13) 
A block diagram of the. vehicle and control system is shown·' in ·Figvve. 
* 1.. It can be seen that the input to the propulsion system i~ 
·-proportional to the. headway error, the derivative of .the headway. 
error, the integral of the headway error, and the propulsive force. 
The optimal control (13) is similar to the control derived by 
Whitney and Tomizuka (1972) using class.i.cal techniques and by 
Wilkie (1970) using optimization theory. · However, in neither of 
these-·studie·s- was ti-ie-·dynami-cs. cif propulsion system considered. 
It should be noted that in all of these systems, 
* The symbol "s"·denotes the Laplace operator. 
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steady-state errors due to constant biases in the measurements 
of velocity errors, acceleration errors, and the rate· of· charrga.· 
of propulsive force are zero. 
3.3 Determination of Weighting Matrix Q.· 
The weighting factors q 1 , q 2 , q 3 , q 4 and r affect the values 
of the elements of K, the gain matrix.* The values of the 
elements of the gain matrix in turn affect the dynamic response 
of the system. The relationship between the weighting factors 
and the dynamic response of the vehicle cannot be analytica~ly 
determined. If the weighting factors on headway and velocity 
error are chosen to be large relative to' the weighting factors on the 
acceleration errors and jerk (rate of change of propulsive force) a 
system which zeros errors rapidly·but gives an uncomfortable ride 
will"result. On .. the other- hand, if the weighting factors on acceleratic 
error and jerk are chosen to be large relative to the weighting factors 
?n headway and velocity error, the ride will be comfortable but the sys-
tem will be rather sluggish in reducing the headway error to zero. Thui 
the designer must determine how the weighting factors affect 
the dynamic response in order to obtain the proper trade-off 
between ride quality and adequate control of headway error. 
Figs. 2-11 illustrate various system performance character-
istics as functions of the weighting factors. Preliminary 
It can be shown that K14 = lq1 ; the other gains must be 
determined numerically, however. 
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computations indicated that the velocity error should be weighted about 
ten times the position error (q2 = 10q1 ). This resulted in 
tighter headway control as well as a more comfortable ride than 
could be obtainad by weighting the position error the same as or 
greater than the velocity error. Since the performance index 
can be multiplied by a constant without changing the value of 
·the optimal gain matrix, any one of the weighting factors can 
be arbitrarily set equal to unity. Thus the weighting factor 
on the control, r, was chosen to be one. The weighting factor on 
acceleration error, q3 , was set at tenJand the values of the other 
state-variable weighting factors were varied with respect to q 3 . . . . . _ 2C 0 H , The coefficient -- was set at .025, a value typical of vehicles M in many·PRT and- dual-mode systems (Whitney and Tomizuka, 1972, Wilkie, lS 
The headway error, acceleration, jerk, maximum power, and 
the time to reduce the headway error to ten percent of its 
initial value were plotted versus the ratio of q 1 to q 3 • The 
maximum acceleration and jerk were determined for an initial 
headway error, e 0 = 0.1 H and zero headwind. The maximum. 
headway error and maximum power were determined for e 0 = 0 
and a headwind three times the nominal velocity of the 
vehicle. The information presented in Figs. 2 - 11 is applicable 
to a wide variety ·of systems since the quantities plotted are 
non-dimensional. An example using specific values of V and His 
presented in Section ·4. In Figs. 2 - 6 the time constant of the 
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, 
propulsion system was assumed to.be one-tenth of.the minimum 
headway•time and weighting factors of 10, 1,000 and 10,000 were 
placed on the jerk. 
It is interesting to note in Fig. 2 that in order to obtain 
maximum headway errors of less t_han fifty _percent, it is necessary 
to weight the headway error at least ten times the acceleration 
, 
, 
error. In Fig. 5, it can be seen that for values of the 
weighting factor on headway error greater that ten, the time to 
reduce a headway error to ten percent of its initial value i~, for all 
practical purposes,constant and does not depend on the weighting 
factor associated with the jerk. As would be expected, Figs. 3 
and 4 indicate that acceleration and jerk i·ncrease as the ratio 
of headway error to acceleration error increases. Furthermore, 
the jerk increases at a faster rate than the acceleration and 
has larger numerical values than the acceleration. Thus jerk_. 
rather than acceleration is the limiting factor in obtaining 
' tight control. Fig. 6 illustrates the maximum power requirements 
for various values of the weighting factors. The maximum power 
required is smaller for large values of the weighting factor 
on the headway error than for small values and is sensitive to 
the value of the weighting factor on jerk. It can be seen that 
acceptable performance is obtained for ratios of q1 to q 3 
between one and· ten thou,sand •. Unacc@tably large. headway 
errors result if q1 /q3 is less than one and excessive jerk 
results if q1 /q3 is greater than ten thousand. Also peak power 
requirements are not excessive for q 1/q3 between one and ten 
thousand. 
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The time constant of the propulsion system is an important parameter in the design of the longitudinal control system. For large values of this time constant, the response of the vehicle may be oscillatory or even unstable if propulsion system dynamics are not given.proper consideration in the design procedure. The system model used in this study includes propulsion system dynamics and the optimal control compensates for time lags introduced by the propulsion system. This is illustrated in Figs. 7 - 11. The dynamic response characteristics of the optimally controlled vehicle are shown for propulsion system time constants equal to the minimum headway time, one-tenth the minimum headway time, and ten times the minimum headway time. 
, The response characteristics of the vehicle for T = T and T = lOT are almost indistinguishable. This can be explained by < referring to Table I. The gains for position, velocity, and accel-eration errors are almost identical for both values of the pro-pulsion system time constant. The gains for the derivative of propulsive force are different. However, if the natural coefficient 
-T ' of the propulsive force, -, is added to the gain for the derivative T of the propulsiv~ force is almost the same for T = T and T = 10T. Thus the dynamic response of the optimally controlled vehicle is for all practical purposes invariant for large values of the time constant of the propulsion system. 
It is interesting to note that for the same value of q 1/q3 tighter headway control was maintained with large propulsion system time constants than with small. However, the accelerations, jerks 
2-15 
and peak power were also larger. The time required to reduce a 
headway error to ten percent of its initial value did not vary 
a great deal with the various values of the propulsive system 
time constant. 
Figs. 2 --11 and Table I should be of considerable use in 
the design of optimal feedback control systems for automated ve-
hicles as the proper values of the weighting factors for a given 
set of specifications can be easily selected from the figures. 
Once the weighting factors have been selected, the proper non-
dimensional gains can be found in Table I, and the dimensionalized 
gains can then be determined from (13). Thus a systematic pro-
cedure is presented for the design a longitudinal control system 
, 
which maintains tight headway control without causing passenger 
discomfort. 
, 
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T = .l'l', q2 = 10q1 , q4 = 10, q3 = 10 
ql/q3 K14 K24 K34 K44 
10-2 0.316 2.469 7.776 1.205 
10-l . 1.000 5.823 11.665 1.547 
1 3.162 14. 866 18.824 2.151 
10 10.000 40.664 32.340 3.217 
102 31. 62 4 117.204 58.687 5.079 
103 100.000 349.970 111.879 8.270 
104 316.243 1068.284 222.545 13.563 
105 1000.000 3304.094 , 457 .215 22.012 
106 3162.434 10299.756 959.351 35. 05 o 
'l'able I - Non-Dimensional Gains for Various Values of 
Propulsion System 'l'ime Constants 
' 
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T = lOT, 92 = 1091 , 94 = 10, 93 = 10 
91193 K14 K24 K34 K44 
10-2 0.316 2. 09 0 ·5. 214 4 .42 o 
10-1 1.000 5 .03 0 7.534 4.908 
1 . 3 .16 2 13.458 12.674 5.846 
10 10.000 38.474 23.816 7 .493 
102 31. 62 4 114.159 47.669 10.165 
103 100.000 346.134 98.628 14 .300 
104 316.24-3 1063.84 207 .650 20.529 
105 1000 .00 o 3299.276 441.348 29.787 
106 3162.434 10294.722 , 942.977 43.457 
T = T' 92 = 1091 , 94 = 10, 93 = 10 
91193 K14 K24 K34 K44 
10-2 o.316 2.098 5'.265 3 .640 
10-1 1.000 5.049 7.617 . 4.122 
1 3.162 13,486 12.792 5.049 . ' 
10 10.000 38.512 23.960 6. 6 7 0 
102 31.624 114.203 47.827 9.329 
103 100.000 346.182 98.794 13.446 
.104 316.243 1063.896 207.825 19.661 
105 1000.000 3299.327 441.516 28.909 
106 3162.434 10294.773 943.164 42.572 
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4. DESIGN OF AN OPTIMAL LONGITUDINAL FEEDBACK CONTROL SYSTEM 
FOR A HIGH-CAPACITY PRT SYSTEM 
4.1 System Specifications 
A longitudinal control system was designed for a PRT system 
with the following specifications: 
Nominal Mainline Velocity= 50 ft/sec 
Minimum Headway Time= 1 sec 
Vehicle weight= 3200 lbs 
Vehicle Length= 10 ft 
Maximum Acceleration in Mainline Operation= 4 ft/sec 2 
Maximum Acceleration for Merging and Manuevering = 8 ft/sec2 
, 
. 
-. I 2 Maximum Emergency Deceleration= 25 ft sec 
Maximum Jerk in Mainline Operation= 4 ft/sec 3 
Maximum Jerk in Merging and Manuevering = 8 ft/sec 3 
Maximum Headway Error= 10 ft 
Propulsion System Time Constant= 0.1 sec 
The above specifications are typical of many proposed high-capacity 
PRT systems and result in a system with a mainline capacity of 3600 
vehicles/hr. 
4. 2 Sele.ction of the Qptimal Feedback Gains 
The minimum headway for the sys tern is 5 o feet, thus a 
maximum headway error of twenty feet is allowed. From FiJ. 2, 
it can be seen that the following values of the weighting factors 
will result in a control system which satisfies this criterion 
2-19 
, 
q4 q3/q1 
10 10 or greater 
1000 100 or greater 
. 
10000 1000 or greater 
Table II Values of weighting factors which 
satisfy maximum headway error requirement 
However the maximum allowable jerk in mainline operation is 
4 ft/sec3 and from Fig. 4* the following values of the weighting 
factors will result in a control system which satisfies this 
criterion. 
q4 
10 
1000 
10000 
Table III 
, 
q3/q4 
10 or less 
100 or less 
1000 or less 
Values of weighting factors which 
satisfy maximum jerk requirements 
Non-dimensional jerk is obtained by multiplying dimensional 
jerk by T2/v and non-dimensional acceleration is obtained by 
mult°iplying dimensional acceleration by T/V. 
, 
From Fig. 3 it can be seen t_ha~ the• acceleration criterion of 
4 ft/sec 2 is satisfied by the weighting factors given in Table III. 
Thus the trade-off between passenger comfort and tight headway 
control gives the following allowable values for the weighting factors • 
. . 
q4 
10 
. - 1000 
10,000 
. Table IV 
q~/q3 
10 
100 
1000 
_Values of weighting factors which 
satisfy maxim!lffi headway error and maximum 
jerk requirements 
Thus a choice of three sets of weighting factors is available. 
From Figs. 5 and 6 it can be seen that the response time and peak 
power requirements are nearly the same for all three sets of gains. 
Simulations of merging and mainline operations revealed no im-
portant differences in_dynamic response characteristics for the three 
sets of weighting factors; consequently, graphical results are·only 
presented for the case in which the weighting factors are q 4 ; 10 
The non-dimensional feedback gains for this case 
are given in Table r·. 
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• 
~.3 Simulation Results 
The nonlinear vehicle dynamics (6) and the dynamics of the con-
e.rel system(?) were s.imulated on a digital computer, and the fol-
lowing situations were studied: 
l. Mainline operation with a suddenly applied headwind of 
150 ft/sec (Fig 12)! 
2. Mainline operation with an initial headway error of 5 ft 
(Fig 13) • 
3. An emergency stop with a constant ·deceleration of 
25 ft/sec?.. (Fig 14) .. 
4. Merging from an off-line station following a trap-
ezoidal acceleration profile (Fig 15). and 
,, 
5. Manuevering or'slot slipping following a trapezoidal 
acceleration profile (Fig 16). 
, 
It can be seen that the maximum headway error due to a sudd-
:nly applied wind gust of 150 ft/sec is 6 ft and the maximum vel-
:city error is 5.5 ft/sec. The maximum jerk for an initial 
=rror of 5 feet is 2.5 ft/sec3 and the maximum acceleration is 1 
:t/sec 2, thus the resulting ride is very comfortable. These results 
~re to be expected since the design was based on mainline operating 
:ondi tions • 
During merging, emergency stopping, and slot slipping the 
·ehicle is not op,:=ra ting at mainline conditions. For example, 
:uring merging the vehicle starts with zero velocity and accelerates 
:o line velocity following a commanded accelera tj ::m profile as 
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shown in Fig. 15. The differential equations describing the state 
of the system during merging, emer'gen_cy stopping and slot slipping, 
are nonlinear with time varying coefficients. Our control system 
was designed on the basis of state equations which were linear with 
constant coefficients. However, as can be sean from an examination 
of Figs. 14-16, the resulting controller follows the desired profiles 
very well even though the conditions are vastly different from those 
encountered during mainline operation. The results of the merging 
and slot slipping operations are summarized in Table IV. 
At end of manuever Headway Error At end of manuever Maximum Velocity Error Jerk 
per cent ft per cent ft/sec ft/sec 3 
Merging .28 0.14 3.90 , 1.95 10.13 
Slot Slipping -1.03 -.so .. 32 0.16 10.64 
Table IV - Final Headway and Velocity Errors for Merging and Manuevering. 
Thus a controller designed for mainline operation can also be used 
for other operations such as emergency stopping, merging, and 
manuevering. This is important since it_ shows that a linear controller 
with fixed gains is sufficient for all control operations and thus the 
complexity of the control system is minimal. 
It should be kept in mind that the emergency deceleration simula-
tion does not consider the effect of slippage between the vehicle and 
the guideway nor the effects of discrete data sampling and noisy '."'.easure-
ments. Such effects can significantly degrade the vehicles stopping 
ability. The simulation does indicate that the controller does 
follow even the most severly different acceleration profiles from 
that of mainline operation (zero acceleration). This implies that 
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the sensitivity of the computed Ki. values to changes in mainline l 
acceleration conditions is very small. ~he sensitivity of Ki, to 
J 
variations in the other assumed nondimensional nominal conditions 
was not investigated. 
5. CONCLUSION 
From the results presented above, it appears that optimal con-
trol theory can be usefully applied to the design of longitudinal 
·control systems for automated transit systems with a wide variety 
of characteristics. The resulting control systems keep headway and 
velocity errors small without causing passenger discomfort, and 
~xcellent dynamic response is achieved during mainline operation, 
merging and demerging, maneuvering ana emergency stopping. The con-
trollers are linear with constant gains and should be relatively 
economical to implement and simple enough to insure reliability. 
Since the data presented in Figs. 2-11 and Table I are non-
dimensional, the results are applicable to a wide variety of systems. 
The designer should find these data useful in selecting the appro-
priate feedback gains for various system specifications. 
In the present study perfect information sensing has been 
assumed. In practice of course this is never the case; conseque~tly, 
the problems associated with noisy sensors, incomplete information 
and sampled data should be investigated. It is felt that optimal 
filtering theory (Jazwlnski, 1970) can be profitable applied to the 
problem of noisy and incomplete data. Specific difficulty in imple-
mentation is expected resulting from problems in measuring e 
(acceleration error) and f (rate of change of propulsive force). 
If such measurements are available, they will be quite noisy and a 
2-24 
degradation and possible instability in the controller performance may 
result. Efforts are being made to- design an observer for these state 
variables in an attempt to eliminate the requirement of measuring~ 
• 
and f. Also the sensitivity of the response of the optimally controlled 
vehicle to parameter variations such as changes in vehicle weight due 
to passengers loading or unloading needs further study. 
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Fig. 1 Block Diagram of Vehicle, Propulsion System, 
and Feedback Controller 
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Fig. 12 Response of Vehicle to a Suddenly 
Applied Headwind of 150 ft/sec 
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Fig. 16 Vehicle Acceleration During 
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I Use of State Observers in the 
Optimal F.eedb_ack Control of Automated Transit Vehicles 
W. L. Garrard and A. L. Kornhauser 
Abstract 
The theory of optimal control and the theory of observers 
is applied to the design of feedback systems for longitudinal 
control of vehicles in automated, high-capacity transit systems.· 
The resulting controllers require only measurement of position 
and velocity errors and excellent dynamic response is achieved 
for mainline operation, for merging and demerging from stations, 
for manuevering at intersections and for emergency stopping. 
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Use of State Observers in .the 
Optimal ,Feedback Control of Automated Transit Vehicles 
* ** W. L. Garrard and A. L. Kornhauser 
l. INTRODUCTION 
Almost all new urban transportation systems involve the use 
of automatically controlled vehicles. In m~ny systems, such 
as personal rapid transit (PRT), dual-mode, and automated 
freeways, the number of passengers per vehicle is small and short 
headways are necessary for high capacity. This requires a 
versatile and efficient control system which must maintain 
the proper spacing between vehicles without causing passenger 
discomfort. The control system must be reasonably economical 
to implement, adaptable to merging and demerging from off-
line stations and maneuvering at interchanges, simple enough to 
insure reliability, and suitable for use in emergency situations [1]. 
In a previous study optimizati?n theory was applied to the 
design of feedback control systems for high ca~acity transit 
systems such as PRT or dual-mo~er~r'.· The resulting optimal 
controllers were shown to keep headway and velocity errors small 
* 
** 
Department of Aerospace Engineering and Mechanics and Center 
for Control Science, University of Minnesota, Minneapolis, 
Minnesota. 
Department of Civil Engineering, Princeton University, 
Princeton, Ne1~ Jersey .,(Member ASME). 
3-2 
without causing passenger discomfort. Computer simulations in-
dicated that excellent dynamic response could be achieved for 
normal mainline operation with headwinds three times the 
nominal mainline vehicle velocity,·.for merging and demerging, for man-
euvering, and for emergency·stopping. 
The appropriate state variables for the longitudinal control 
problem were determined to be the position error, velocity error, 
acceleration error, and rate of change of propulsive force. 
Implementation of the optimal controller necessitated measurement 
of all of these variables. In actual practice, it is inconvenient 
and expensive to measure accurately the acceleration error and 
rate of change of propulsive force. In this paper, the theory 
of observers is applied to the estimation of all of the state 
variables from measurements of only position ar.d velocity errors[3] 
The dynamic response resulting from use of a controller in which 
acceleration error and rate of changes of propulsive force are 
estimated is shown to compare favorably·with that achieved when 
all state variables are measured. Also the effects on system 
performance of sampling of position error are considered. 
Z. VEHlCLE DYNAMICS AND CONTROL SYSTEMS MODEL 
2.1 System Operating Philosophy 
This study focuses on the design of longitudinal controllers 
for vehicles operating transit systems which function in a synchronous 
or quasi-synchronous manner. In both synchronous and quasi-synchronous 
operation, vehicles follow hypothetical slots moving along 
the guideway at nominal line velocitj. The slot lengths are 
uniform and are equal to the length of the vehicle plus the 
3-3 
minimum allowable nose to tail separation between adjacent vehicles. 
Vehicles do not communicate directly with one another and the posi-
tion of a vehicle is determined with respect to the guideway 
rather than with respect to other vehicles in the system M-7). 
Vehicles may be maneuvered from one slot to another in order to 
resolve conflicts at intersections and merge points. The vehicles 
communicate with wayside computers which manage traffic on the 
mainline and at stations and intersections. These computers 
command the maneuvers necessary to avoid conflicts and also 
institute emergency procedures in case of a vehicle failure. 
The longitudinal control system must be capable of holding 
a vehicle within its alloted slot under the action of headwinds 
and other disturbances without causing passenger discomfort. In 
addition, it must be capable of closely following one of a set 
of acceleration-deceleration profiles as commanded by the wayside 
computers during merging and demerging, maneuvering to avoid con-
flicts at intersections or to push a failing vehicle, or stopping 
for emergencies. The remainder of this paper is concerned with 
the design of such a control system. 
2.2 Equation of Motion 
The differential equation describing the longitudinal 
motion of the transit vehicle is 
l l ) 
3-4 
wile re: 
M = mass of the vehicle 
V = velocity of the vehicle 
Vw = velocity of the wind (positive for a head wind) 
F = propulsive force 
g = gravi~ational acceleration 
e = slope of the guideway 
F0 = aerodynamic drag 
FM= mechanical resistance 
The aerodynamic drag is 
where c0 is a drag coefficient. Furthermore, the propulsive 
force is assumed to be governed by 
( 3) 
where: 
T = time constant of the propulsion system 
i = control input to the propulsion sys tern 
G = gain constant of the propulsion system. 
That i S 1 the propulsion system as modeled as a first-order l a g . 
The error, e I is defined as 
where 
X = the actual position of the vehicle 
X = the desired or command position of the vehicle. c, 
3-5 
{ 4) 
Since V 
" x ' ( l ) can be re-writ:ten in terms of the error as 
d2e C dXc V ) 2 F d 2 X FM 
" 
_ _Q_(~ + + + sin 0 C ( 5 J ~ cft M - g - cit! - f1-M dt w 
2.3 Nondimensional Formulation 
For purposes of generality, the system equations will be non-
dimensionalized. The following non-dimensional variables will be 
used: 
V " 
T2Gi 
non-dime11sional control input to the propulsion MVN , 
system 
w 
" 
Vw 
non-dimensional headwind velocity v; 
y 
" 
e 
H' non-dimensional error 
X ,. 
Ye " 
C non-dimensional command position H ' 
a 
" 
t 
f• non-dimensional time 
f " TF non-dimensional propulsive force MV:":'' N 
" 
d derivative with respect to non-dimensional time da' 
where: 
VN" nominal velocity of the vehicles on the main guideway 
H "nominal nose to nose distance between vehicles on the main 
guideway 
T "nominal time headway between vehicles, T 
" 
H 
v; 
The resulting system equations are 
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CD H (y + . + w)2 Tg sin 8 FMT ( 6) y = -(M) ye + f - VN ye - MVN 
• T f ( 7 ) f = - + V T 
During normal mainline operation the vehicle will operate at 
near nominal velocity, and linearization of (6) and (7) is 
legitimate. Furthermore ye, the commanded acceleration, will 
be zero, and ye, the commanded velocity, will be unity. The 
resulting lin~artzed equations of motion are 
.. 2CD 
y = -{7r) H (l + w)y + f - d 
d = Tg sine+ 
VN 
disturbance force. 
{ 8) 
+ l )2 , the non-dimensional 
The velocity of the headwind is not ·known a priori; however, 
its average value will in general be zero. Thus the coefficient 
2CDH 
of yin (B) will be approximated by its average value -t-1- It 
has been shown that a feedback controller designed on the basis 
of the above assumptions provides excellent dynamic response 
for mainline operation with headwinds three times the nominal 
vehicle velocity; for merging and demerging frn~ off-line stations; 
for maneuvering at interchanges; and for emergency control [2). 
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3. SYNTHESIS OF THE OPTIMAL FEEDBACK CONTROL SYSTEM 
3.1 State Variables 
The vehicle and propulsion system have been modeled by a 
set of linear differential equations with constant coefficients. 
If the state variables are selected properly, it is possible to 
use optimization theory to design a feedback control system 
which 0ill keep headway and velbcity errors small without causing 
passenger discomfort. As shown previously [2], the appropriate 
state variables for this _problem ~re headway error, velocity error, 
acceleration error, and rate of change of propulsive force. 
Headway and velocity error are obvious choices for state variables; 
however, acceleration error and rate of change of propulsive force 
are less obvious candidates. The reasons for selecting these 
two quantities as state variables will be discussed below. 
The state variables are x1 = y, the non-dimensional head-
way error; x2 = y, the non-dimensional velocity error; x3 = y, 
the non-dimensional acceleration error; and x4 ~ t, the rate 
of change of the non-dimensional propulsive force. The control 
variable is u = v, the rate of change of the non-dimensional 
input to the propulsion system. For purposes of control system 
design, the non-dimensional disturbance force, d, is assumed con-
stant (the headwind is constant or the vehicle is ascending or 
descending a constant slope). Using these definitions and assump-
tions, the equations of motion of the vehicle can be written in 
vector-matrix form as 
. 
X =Ax+ bu ( 9) 
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where 
0 l 0 0 
0 0 l 0 
A = 0 0 _2C 0H l 
-M-
0 0 0 T 
--T 
and 
bT = [o 0 0 l J. 
The control wi 11 be selected in such a manner as to drive 
the state variables to zero. The state variables x1 and x2 
represent the position and velocity errors and the necessity of 
driving these quantities to zero is clear. The state variables 
x3 and x4 represent the acceleration error and the rate of change 
of propulsive force. The acceleration error must be zero 
if the position and velocity errors are to remain zero; further-
more, in order to achieve zero acceleration error, the propulsive 
force must equal the disturbance force. Since the disturbance 
force is assumed to be constant, the propulsive force must also 
approach a constant value, and the derivative of the propulsive 
force, x4 , must approach zero. 
3.2 The Performance Index 
The error equations have been formulated in the standard 
notation of optimal control theory; however, in order to apply 
3-9 
this theory a mathematical criterion for the measurement of 
system performance is necessary. A quadratic performance index 
is proposed. This index is 
The optimal feedback control problem is to determine the control, 
u, as a function of the state variables in such a manner as to 
minimize J. It is well known that the control which minimizes 
J drives the state variables to zero, [8). 
The performance index J is the integral of the weighted 
sum of the position error, velocity error, acceleration error, 
derivative of the propulsive force, and the control effort. 
Since the drag coefficient is small, the derivative of the pro-
pulsive force is very nearly equal to the jerk. The performance 
index penalizes large position and velocity errors and the con-
trol which minimizes J should result in a system in which these 
errors are kept small. The performance index also penalizes 
large acceleration errors and jerks. These two variables affect 
passenger comfort and the control which minimizes J should also 
result in a system in which passenger discomfort is minimized. 
The rate of change of the control input to the propulsion system, 
u, must be included in the performance index in order to obtain 
the optimal control in feedback form. 
It is of course possible to formulate many other performance 
indices which include system error and passenger comfort; 
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however, use of a quadratic performance index us given in (10) 
permits determination of the optimal control in feedback form. 
This is one of the few classes of optimization problems in 
which the optimal feedback control can be. found [8). In addition 
the optimal feedback control is linear with constant g~ins. Such 
a controller is easy to implement. 
The feedback control which minimizes J is 
- l T u = -r b Kx ( 11) 
where K, the optimal gain matrix, is the symmetric, positive-
definite solution of the matrix Ricatti equation 
KA+ ATK - Kb Tr - lb K + Q = 0 ( l 2) 
where 
ql 0 0 0 
0 92 0 0 
Q = 
0 0 93 . 0 
0 0 0 94 
Iterative methods for the solution of (12) allow rapi~ determin-
ation of the optimal gain matrix by use of a high-speed digital 
computer [9 ]. 
From (12) the optimal control in terms of the actual error 
variables is 
u = 
Kl4 
___ e 
H 
F ( l 3) 
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where the Kij's are the elements of the optimal gain matrix K. 
The optimal control (13) is similar to the control derived by 
Whitney and Tomisuka [6] using classical techniques and by 
Wilkie [7] using optimization theory. However, in neither of 
these studies was the dynamics of propulsion system considered. 
3.3 Determination of Weighting Matrix Q. 
The weighting factors q1 , q2 , q3 , q4 and r affect the values 
* of the elements of K, the gain matrix. The values of the elements 
of the gain matrix in turn affect the dynamic r~sponse of the 
system. The relationship between the weighting factors and the 
dynamic response of the vehicle cannot be analytically determined. 
If the weighting factors on headway and velocity error are 
chosen to be large relative to the weighting factors on the 
acceleration errors and jerk (rate of change of propulsive force) 
a system which zeros errors rapidly but which gives an uncomfort-
able ride will result. On the other hand, if the weighting 
factors on acceleration error and jerk are chosen to be large re-
lative to the weighting factors on headway and velocity error, 
the ride will be comfortable but the system will be rather sluggish 
in reducing the headway error to zero. Thus the designer must 
deter.mine how the weighting factors affect the dynamic response 
in order to obtain the proper trade-off between ride quality and 
adequate control of headway error. The relationship between the 
* It can be shown that K14 = lq1 ; the other gains must be 
determined numerically, however. 
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weighting factors and the dynamic response of the optimally 
controlled vehicle was studied in detail by Garrard and 
Kornhauser [2) for several values of the propulsion system time 
constant. 
4. IMPLEMENTATION OF THE OPTIMAL CONTROLLER 
4.1 Development of the Observer 
Implementation of the optimal feedback controller necessitates 
measurement of all state variables - the position error, velocity 
error, acceleration error, and rate of change of propulsive 
force. In actual practice,,it is inconvenient and expensive to 
measure accurately the acceleration error and rate of change of 
propulsive force. However it is possible, to estimate or re-
construct the values of these variables from measurements of 
the position and velocity errors. This estimation can be accurately 
performed by using the· theory of observers [3). 
For design purposes, the vehicle and propulsion system is 
modeled by (9), and the optimal control is 
u = ( I 4) 
Where from \ 11), k T = The measurable output of the 
system is defined as a vector, y, of dimensionality p < 4. 
This vector is given by 
y__ = Cx \ l 5) 
where C is a matrix of dimensionality p x 4. 
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In order to implement the optimal control, ~ must be 
reconitructed from~- This is possible if and only if the system 
is observable [3]. It can easily be shown that the position 
error of the vehicle must be measured in order to guarantee 
observability. The velocity error, acceleration error, and 
derivative of propulsive force can be reconstru~ted from the 
position error alone. However, it is relatively simple to 
measure velocity error; therefore, the matrix C is assumed 
to be 
C = jl 
Lo 
0 0 
0 
That is, both position and velocity errors are measured. 
( l 6 J 
The theory of observers can be used to synthesize a network 
the output of which is a suitable approximation of the state of 
the vehicle. An observer is a dynamical system which operates 
on the output of another dynamical system in order to provide an 
estimate of the state of that system [3]. The estimate of the 
state of the original system is den~ted as~, and the state 
of the observer is defined as z where 
A 
z = Tx ( l 7) 
and 
. 
z = Fz + G~ + Tbu l 18) 
with 
TA - FT = GC l l 9) 
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In the longitudinal control problem as form~lated in this study, 
z is of dimensionality two, and 
The matrices F and Gare 2 x 2 and the matrix Tis 2 x 4. Thus 
sixteen matrix elements have been introduced. Matrix equation (19) 
represents eight algebraic equations relating the elements of F, 
G and T, thus eight of the matrix elements can be chosen arbi-
trarily. These elements ·will be selected in sucn a manner as to 
result in a simple, efficient observer. 
First the. matrix F 1s selected as 
F = ["1 fl l 
0 "2 
( 21 ) 
The reasons for selecting Fin this form will be given later. 
Substitution of (21) into (19) yields 
t22aJ 
(22b) 
If g11 = g21 = 0, t 11 = t_2.1 __ = 0 and th_e structure of -the observer 
is simplified with no apparent degradation 6f performance. After 
making this simplification, the remaining equations resulting 
from the substitution of (21) into (19) are 
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->-,t12 - Bt22 = 912 (23a) 
->.2t22 = 922 (23b) 
t 1 <' + (9,->.,)tl3 8t23 = 0 (23c) 
t22 + (i->.2)t23 = 0 {23d) 
tl3 + ( m -A I ) t 1 2 Bt24 = 0 (23e) 
t24 + \m->-2Jt24 = 0 ( 23f) 
2C H 
where i = - D and m = -T M T 
NOW 
~ - 1 0 
-~-J- 1 0 0 = u 1 0 0 
t22t14-t,2t24 t24 _t14 (24) 0 
b. /':, 11 
u 
t12t23-t22t13 t23 tl 3 
b. - -b.-
---x-
where b. 2 Obviously B 't 0 . It also be shown that = f:l t 24 can 
t24 = 0 if 922 = 0. therefore, 922 'f 0. A block diagram of the ' 
observer, vehicle a·n d pr.opul si on system is shown in Fi g . l . 
It can be shown that an observer does not change the eigen-
values of the original system but simply adjoins its eigenvalues 
to those of the original system [3]. Thus if the original system 
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is stable and the eigenvalues of the observer are chosen to 
have negative real parts, the resulting system will also be 
stable. If the eigenvalues of the observer are chosen to be large, 
the estimate of the state will approach the actual value of 
the state extremely rapidly; however, the resulting system is 
extremely sensitive to high-frequency disturbances. On the 
other hand, if the eigenvalues of the observer are small, the 
estimate of the state approaches the actual value of the state 
very slowly and the overall performance of the system is sub-
stantially degraded. In practice the eigenvalues of the observer 
are selected to be slightly larger than the largest eigenvalues 
of the original system. From \21), the eigenvalues of the observer 
are Al and A2 . There appears to be no reason for having Al differ 
from A2 ; therefore, Al and A2 were set equal to one another and 
were made slightly larger than the largest eigenvalue of the 
original system. The values of the constants S, g12 , and g22 
appear have no appreciable affect on the dynamic response of 
the vehicle and hence were set equal to one. 
4.2 Effects of the Observer 6n Dynamic Response 
The response of the vehicle with the observer was determined 
as a function of q1;q 3 for zero initial headway error and a 
headwind three times the vehicle·norninal velocity and for an 
initial headway error of ten percent and zero headwind. The 
propulsion system time constant was assumed to be one tenth the 
headway time; however, Garrard and Kornhauser [2] have demonstrated 
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that the dynamic response of the optimally controlled vehicle is 
relatively insensitive to this parameter. The parameter 
2CDH 
-M- was set at .025, a value typical of small automated transit 
vehicles [6,7]. The values of the non-dimensional gains are 
given in Table I. 
The headway error, acceleration, jerk, maximum rower, and 
the time to reduce the headway error to ten percent of its 
initial value were plotted versus the ratio of q1 to q3 for the 
case in which all states were sensed and for the case in which only 
position and velocity were sensed. The maximum acceleration and 
jerk were determined for an initial headway error of ten percent 
and zero headwind. The maximum headway error and maximum power 
were determined for zero initial headway and a headwind three 
times the nominal velocity of the vehicle. The responses ob-
tained fo~ an initial headway error were graphically indistinguish-
able [Figs. 3-5] and only small increases in maximum headway 
error and peak power resulted from ~se of the observer to 
estimate the acceleration and rate of change of propulsive force. 
5. EXAMPLE: DESIGN OF A LONGITUDINAL FEEDBACK CONTROL SYSTEM 
FOR A HIGH-CAPACITY PRT SYSTEM 
A longitudinal control system was designed for a PRT system 
with the following specifications: 
Nominal Mainline Velocity= 50 ft/sec 
Minimum Headway Time= 0.5 sec 
Vehicle and Passenger Weight= 3200 lbs 
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Vehicle Length= 10 ft 
Maximum Acceleration in Mainline Operation= 4 ft/sec 2 
Maximum Acceleration for Merging and Manuevering = 8 ft/sec 2 
Maximum Emergency Deceleration= 25 ft/sec 2 
Maximum Jerk in Mainline Operation= 4 ft/sec 3 
Maximum Jerk in Merging and Manuevering = 8 ft/sec 3 
Maximum Headway Error= 7.5 ft 
Propulsion System Time Constant= 0.05 sec 
The above specifications are typical of many proposed high-
capacity PRT systems and result in a system with a mainline capacity 
of 7200 vehicles/hr. The minimum nominal spearation between 
adjacent vehicles is 15 feet, thus even in the case in which 
the leading vehicle enc_ounters- a sudden gust of 150 ft/sec, 
the minimum separation between the leading and following vehicle 
is 7.5 feet. 
The nominal headway for the system is 25 ft., thus a maximum 
headway error of thirty percent is allowed. From Fig. 2 
it can be seen that this criterion will be satisfied for q1/q 3 
greater than one. The maximum allowable jerk in mainline 
operation is 4 ft/sec 3 and from Fig. 4: q1/q 3 must be less than or equal 
to one. Thus passenger, comfort and headway control requirements 
are sati;~fied for q1/q 3 equal to one. The non-dimensional feed-
back gains for this case are given in Table l. The most negative 
eigenvalue for this system is -10.48; therefore, the eigenvalues 
of the observers were set at -12. 
* Non-dimensional jerk is obtained by multiplying dimensional jerk by T2/V and non-dimensional acceleration is obtained by multiplying dimensional acceleration by T/V. 
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' ' ' ' 
q1/q3 K14 K24 K34 K44 
l o- 2 0.316 2.469 7. 776 l . 2 0 5 
10-l l . 000 5.823 11.665 l . 54 7 
l 3. 162 14.866 18.824 2 . l 51 
l 0 10.000 40.664 32.340 3.217 
10 2 31.624 117.204 58.687 5.079 
10 3 100.000 349.970 111.879 8.270 
10 4 316.243 1068.284 222.545 13.563 
10 5 1000.000 3304.094 457.215 22.012 
10 6 3162.434 10299.756 959.351 35.050 
Table I - Non-Dimensional Gains for Various Values of 
q1Jq 3 , T = .lT, q2 = 10q 1 , q3 = 10, and q4 = 10 
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The nonlinear vehicle dynamics (6) the dynamics of the 
propulsion system (7), and the observer (18) were simulated on 
a digital computer. The following situations are illustrated: 
l. Mainline operation with a suddenly applied headwind of 
50 ft/sec (Figs 7 and 8) 
2. Mainline operation with an initial headway error of 
2 . 5 ft (Fig . 9) 
3. An emergency stop with a constant deceleration of 
25 ft/sec (Figs 10 and 11) 
4. Merging from an off-line station following a trap-
ezoidal acceleration profile (Fig 12) 
In Fig. 7 it can be seen that the maximum headway error due 
to a suddenly applied wind gust of 50 ft/sec is l .5 ft and the 
maximum velocity error is· 1.8 ft/sec. The response of the vehicle 
with only position and velocity measured is very near the response 
with all states sensed. The rapidity with which the estimated 
acceleration approaches the actual acceleration is illustrated 
in Fig. 8. As shown 1n Fig. 9, the maximum jerk for an initial 
error of 2.5 ft is 4 ft/sec 3 , and the maximum acceleration is 0.75 
ft/sec 2 , thus the resulting ride is not uncomfortable.· In this 
case the difference between the response of the vehicle with all 
states sensed and the response with only position and velocity sensed 
are indistinguishable. 
During merging, emergency stopping, and maneuvering the 
vehicle is not operating at mainline conditions. For example, 
during merging the vehicle starts with zero velocity and accelerates 
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to line velocity following a c~mmanded acceleration profile as 
shown in Fig. 12. The differential equations describing the 
state of the system during merging, emergency stopping, and man-
uevering are nonlinear with time-varying coefficients. The control 
system in this study was designed on the basis of state equations 
which were linear with constant coefficients. However as can be 
seen from an examination of Figs. 10-12, the resulting controller 
follows th~ desired profiles very well even th~ugh the conditions 
are vastly different from those encountered during mainline 
operation. There is little difference in the dynamic response 
for the system with the observer and the system in which all states 
are sensed. Thus a controller designed for mainline operation 
can also be used for other operations such as emergency stopping, 
merging, and manuevering. This is important since it shows that 
a linear controller with fixed gains is sufficient for all con-
trol operations and -thus the complexity of the control system 
is minimal. 
A conventional filter was also tested as a means of im-
plementing the optimal control without sensing the acceleration 
and rate of change of propulsive force. The non-dimensionalized 
velocity measurement was fed into a filter with the following 
transf~r function 
• (TlS + l}(T3S + l ) y 
= ( 2 5 ) 8 (T 2S + l)(T4S + l) 
* where T]T3 = K44• Tl + T3 = K34' T2 = . l Tl ' and T4 = . l T 3 . 
* The notation ''s'' denotes the Laplace operator. 
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The·output of the filter was used as part of the control input. 
The resulting approximation of the optimal control was 
(26) 
In this example, use of this filter yielded a controller which 
approximated the optimal control fairly closely. A typical 
result is shown in Fig. 9 .. However, for values of the ratio 
q1/q 3 greater than ten, stability problems resulted from use of the 
filter described above. 
The velocity of the vehicle can easily be measured con-
tinuously by use of a tachometer; however, it appears that posi-
tion can only be determined at discrete intervals by means of 
sensors imbedded in the guideway [6). The effects of sampling 
of position on the dynamic response of the system was determined 
for sensors placed at five-foot intervals on the guideway. At 
a nominal line velocity of 50 feet/sec, this corresponds to a 
sampling time of one-tenth of a second. Of course when the vehicle 
is traveling at less than line velocity, for example during merging 
or emergency stopping, the sampling rate decr~ases. 
A typical example·of vehicle response with sensors placed 
at five-foot intervals is shown in Figs. 13-16. It can be seen 
that sampling does not significantly degrade performance. Emerg-
ency stopping and response to suddenly applied headwinds were also 
considered and the vehicle response did not differ significantly 
from that obtained with continuous position measurement. The 
results for merging and emergency stopping are summarized in 
Table II. 
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Emergency Merging Stop 
Final Velocity Maximum Final Final Headway Error Error Jerk Headway Error 
per ft. per ft/sec ft/sec 3 ft. cent cent 
A 11 States l . 7 O 0.425 2.69 1 . 3 5 10.40 4.25 Sensed 
Positon and 
Velocity Only l. 91 0.475 2.95 l. 45 l O . 6 6 4.70 Sensed 
Position and 
Velocity Only 2.00 0.500 3.00 l . 5 0 10.48 4.80 Sensed-Position 
Sampled 
Table II Comparison of System Errors for All States 
Sensed, Position and Velocity Only Sensed, and 
Position and Velocity Only Sensed-Position 
Sampled. 
Conculsion 
From··the results presented above, it appears that optimal 
control theory can be usefully applied to the design of longitu-
dinal control systems for automated transit vehicles with a 
wide variety of characteristics. The resulting control systems 
keep headway and velocity errors small without causing passenger 
discomfort, and excellent dynamic response is achieved during 
mainline operation, merging and demerging, maneuvering and 
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emergency stopping. The controllers are linear with constant 
gains and should be relatively economical to implement and simple 
enough to insure reliability. It is shown that little de-
gradation in dynamic response results if only position and 
velocity errors are measured and system performance is little 
effected by reasonably frequent sampling of position error. 
The effects of propulsion system nonlinearties, uncertain know-
ledge of vehicle parameters, random sensor errors, and random 
disturbances are currently being investigated. 
Also the dynamics of slippage between the wheels and 
guideway has not been included in the current simulation and 
the effects of sensor spacings and sensor errors has not been 
fully investigated. These effects can be significant during 
emergency stopping situations when high decelerations are 
commended and rubber-tired vehicles are used. 
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Fig . l Block Diagram of Optimal 
System with Observer 
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Fig. 3 Maximum Non-dimensional Acceleration 
Error vs. q1/q 3 for a Ten Percent 
Initial Headway Error: q2 = l0q 1 , q4 = 10 
q3 = and 10 and T = • lT 
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Fig. 7 Position and Velocity Error for 
a 50 ft/sec Headwind-Mainline 
Operation 
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Fig. 11 Position - Emergency Stopping 
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Fig. 12 Acceleration - Merging from Off-
Line Station 
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Initial Position Error - Sampled 
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Station - Sampled and Continuous Data 
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