For first-order differential equations of the formo and second-order homogeneous linear differential equations y" + a(x)y' + b(x)y 0 with locally inte g ra te coefficients having asymptotic (possibly divergent) power series when |rr| -► oo on a ray arg(x) = const., under some further assumptions, it is shown that, on the given ray, there is a one-to-one correspondence between true solutions and (complete) formal solutions. The correspondence is based on asymptotic inequalities which are required to be uniform in x and optimal with respect to certain weights.
The main purpose of the present paper is to give, in terms of uniform asymptotic estimates, a precise meaning to complete asymptotic expansions (e.g. as power series followed by exponentially small terms) of solutions of a class of differential equations in a neighbourhood of an irregular singular point (chosen to be infinity). The study of the exponentially small terms in asymptotic expansions has known a rapid devel opment in the last years, especially after the pioneering works of Ecalle (1981) and Berry (1989 Berry ( , 1990 .
For first-order polynomially nonlinear (or linear) and second-order homogeneous linear ordinary differential equations we give, using asymptotic inequalities, a one-toone correspondence between formal solutions and true solutions. The representation of a given function y turns out to be (under some assumptions) independent of the differential equation(s) of which yi s a solution. The key ingredient is the concept of uniform optimal asymptotic inequalities which we illustrate in the following.
Consider a formal power series / = YlT=o where fk are complex numbers and x is thought of being a large variable. We say that a function / is uniformly asymptotic to the series / with respect to the weight w, along a given ray in the complex plane, say 1Z = {a; > Xq >0} if
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Any function / that is asymptotic to the series / is uniformly asymptotic with respect to some w. The minimal such w is obviously = wf ) := sup X > X q f{x) -^f k X k k=0
( 1.2) ( We might think of W fas a transform of / with respect to /.) With no restr w we thus obtain the Poincare asymptoticity. With more conditions on w we obtain sharper asymptoticity classes: e.g. if fk ~ a and which Wf(k) ^ ^k(k\Y, 7 > a we obtain the familiar Gevrey or classes (Ramis 1978) .
It is natural to take Wf as a measure of the separation between a formal series, / . We will say that / is at least as close to as is if Given a formal series / , a ray 1Z, and a class of functions T , it is also natural to ask what are the sharpest bounds compatible with these, i.e. what is the 'greatest lower bound' of the weights w such that w Wf f We say that a function / is optimally asymptotic to / with respect to T along 7 written OO f~^^f kx~k as -■ > 00 on 1Z (1.5 k=0 and correspondingly that Wf is an optimal weight for / if (1.3) (or sometimes (1.4)) holds for all g E T . As a first example, note that if f 0 is a convergent series and > R~l where R is the radius of convergence, and T is the set of all functions defined for > ^o, then OO / = / " = £ > ;kX~k. k=0 Indeed, Wf0(n)x~n ^ C { p xo )-n (1 -form asymptoticity of a function / with respect to Wq implies the convergence of the series / 0 to f. Next, take fi = YYkLo k\x~k~l . We will see that an optimal w in the sense (1.4), along the ray x > Xo > 0 behaves lik for large n, where a* is defined in (1.17). An optimally asymptotic function is f{x) = e~x Ei(x) := e-a:P f t~1et d J -OO (where 'P ' denotes principal part).
It turns out that if / 1? f 2 are two functions optimally asymptotic to f\ then fi -f 2 = o(e~x) for large x. It is then meaningful to extend the notion of optimal asymptoticity to more general structures, e.g. power series followed by exponentially small terms: in our example we can define
+ r (i-6) k= 0 X fc=0 x since the second relation can hold for at most one value of C. On the other hand > e~x Ei(a;) + Ce~x is the general solution of the equation + x_1 whereas / + Ce~x is the general formal solution of that equation. It follows that the relation f(x ) ~ f + Ce~x establishes a one-to-one correspondence between true and formal solutions for this equation.
The main goal of the present paper is to show that by taking T to be the set of solutions of a class of first and second-order differential equations, along some ray, optimal asymptoticity (in either the stronger form (1.3) or the weaker one (1.4)) always gives a one-to-one correspondence between true and formal solutions.
As a manifestation of the Stokes phenomenon, the complete expansion of a given solution of a differential equation will depend on the ray along which the asymptotic estimates are considered. In our example, we have
For a complete study of the Stokes phenomenon, one would need to consider besides rays, parabolas (of the form arg(a?) = A \x\~1^2 for (1.7)); then the constant beyond all orders changes smoothly in a narrow region near the Stokes line (it is a smooth function of A in the example above) as predicted by Berry (1989) .
However, in this paper we are not making analyticity assumptions at infinity on the coefficients of the differential equations and we will be consequently mainly concerned with the behaviour of solutions along a fixed ray.
A function is characterized by its generalized expansion with a precision compa rable to that of truncation at the least term of the complete asymptotic expansion. The relation with this technique is explored in § 2.
In this respect we mention the recent paper of McLeod (1992) in which it is shown that truncation to the least term can be used to measure the terms beyond all orders for second-order linear homogeneous differential equations with coefficients analytic at infinity. The corresponding results in our paper show that the same is true for equations with not necessarily analytic coefficients (and as such only defined on a ray) having possibly divergent series at infinity (divergent no faster than factorially) and first-order polynomially nonlinear equations. Removing the analyticity and linearity assumptions raises difficulties requiring new techniques for the proofs. In particular we provide a method of estimating the growth of the coefficients of formal series solutions based on the recurrence relation that they satisfy.
We also discuss the possibility of extending our results to more general systems of differential equations.
We postpone further discussions and examples until after theorem 1.1 below. In § 2 we study, in some generality, the connection between optimal asymptoticity and the method of truncation near the least term. Section 3 is devoted to the proofs, and in §4 we discuss, in the context of a particular family of differential equations, the question of typicality of the divergence of the asymptotic representations and ■ XEiW^E 4 r +
3=0 x i+1
give a decomposition formula which provides a different perspective on complete asymptotic expansions.
Consider the second-order linear differential equation,
given on the ray, 7Zq = {x \e~l6x > x0}. The coefficients a(x) and b(x) are assumed to be in L\oc{lZ) and to have asymptotic power series at infinity of the form,
OO
OO 7
(xe~ie -* +oo).
(1.9)
Moreover, we require that the functions a(x) and b(x) satisfy a Gevrey-like con dition (Ramis 1978) on the given ray, namely, for some k \a% -460|-1^2 \an |, |6n| < const. Knn!,
uniformly in xG He, n € N. If the conditions (1.10) hold, then the rate of divergence of a formal series solution depends only on the first few terms in the asymptotic series of a(x) and b(x). The results below (not merely the proofs) depend on this assumption.
The polynomial
is assumed to have distinct roots, Ai, A2. The following expression is a solution:
where for i 1, 2 and
are formal power series. The asymptotic behaviour for large n of the coefficients of the power series, as follows from the proposition 3.2 below, has the form l;n R 1 + '*r Ri ,m m=l r ( n + r 2 -n ) (Ai -A2)" (1.13) (The expression for s2;n is obtained from the one above by interchanging the indices 1 and 2.) Choosing Sl;0 -S2;0 -1 the coefficients of the series are uniquely determined. The expression (1.12) containing two arbitrary constants is the general formal solution of our equation, in the differential algebra generated by power series and exponentials (see Cope 1934; Ritt 1950; Ecalle 1993) .
The notion of optimal asymptoticity can be extended in a natural way to asymp totic structures of the form (1.12). We say that / is uniformly asymptotic to S for a weight (wi,W2) along the ray 7
Zqi f k\-1
We say that y is optimally asymptotic to S along the ray and we write
if there is a weight (wi (y' ,ri),w2(y\n) ) such that (1.14) holds and moreover for any
and w2(y;n) < re2( / ; n ) for all large n. Theorem 1.1 below states that for each formal solution there is, on the given ray, a unique true solution of the equation which is optimally asymptotic to it relative to the space of solutions of the same differential equation. The theorem can be easily extended to encompass differential equations that can be brought to the form that is treated here by an algebraic change of independent variable and linear changes of the dependent variable; see also remark 4 below.
Let Bb e a (large enough, positive) constant, r := rq, -Re(r), and A = A2 -Ai.
T heorem 1.1. For any C\, C2 there is a unique true solution y(x) of the differ ential equation (1.8) , under the assumptions following it, with the property (1.14) for the weight 1. Let y(x) be the unique solution provided by the theorem and choose the special truncation orders k\ = k2 = [|a:A|], which correspond generically to ' the least term' of the series. It will follow from the proof that the remainder (left side of (1.14)) is in this case less than const. -^-e -|xA| max{|a:r'2eAlX|, |xrieA2X|}, VFl
( 1.18) i.e. asymptotically smaller than any (non-zero) solution of the equation by a factor of y/\x\ on the Stokes line Im(xA) -0 and by an exponential factor in the generic case Im(a:A) ^ 0, indicating why there is uniqueness of the representation. There is, in effect, a connection between the shape of the optimal weight and the precision of the least term truncation method, as will become clear in the following section. Moreover, the solution that is best approximated by the simultaneous least term truncation of the two component series in (1.15) is precisely the one having the optimal weight. There are differences between the two approaches but the terms beyond all orders that they furnish agree for this class of differential equations. 2. The values of the constants A/ in the weight Wi(y; k{) are crucial for the result. If say, Re(e10A2) < Re(el6lAi) and R \ / 0 then there wil the required inequalities with A\ < a*|i?i| whereas if A\ > a*|i?i| there will be infinitely many such solutions. In contrast, the theorem is true for any large enough B. We also want to stress that uniqueness is relative to the space of solutions of the differential equations treated here.
3. As a manifestation of the Stokes phenomenon (Stokes 1857; Sibuya 1975; Wasow 1968; Berry 1989) , the constants Ci in the asymptotic representation of a given solution depend on the direction 0 of the ray considered (provided, of course, that the differential equation satisfies our hypothesis on more than one ray at infinity). The example (1.7) given at the beginning of the section illustrates this point.
The derivation of (1.7) is given at the end of §2. We also mention at this point that a more detailed analysis is possible along the same lines and it shows that the term beyond all orders varies smoothly on a scale of the order arg(:r) = 1//2) in a way which agrees with the results obtained by the hyperasymptotic technique of Berry (1989 Berry ( , 1990 ). We will, however, not pursue this issue here.
4. One can in principle allow for more general formal structures than (1.12), for instance those obtained by substitutions and formal algebraic operations on (1.12) (for a discussion on what formal structures are relevant to solving differential equa tions see Ecalle (1993) ) to allow for asymptotic representations of the solutions of equations that are not of the form required by the theorem, but can be brought to that form; the asymptotic inequalities are well suited for simple algebraic operations. Consider for instance the Airy equation:
(1.19)
After the substitutions y(x) -exp(| x3/2) g ( x ) and x = s2/3 we g s" + ( § + s ) s' + ^s = 0,
to which theorem 1.1 applies, and we obtain, after undoing the transformations, the following asymptotic representation of the general solution of the Airy equation
k=0 when x becomes large along a given ray in the complex plane. For a fixed solution C\, C2 will depend on the ray. A brief derivation of (1.21) and the expressions for A\, A2, and Sk are given at the end of § 2.
5. Whenever el6> A ^ all the terms of the expansion (1.12) are simultaneously visible to the inequalities, as will follow from the proof of the theorem. If on the other hand eldA < 0, i.e. on the Stokes line, besides the first series only the first term of the second series is caught by the inequalities. However, this first term is enough in order to establish a one-to-one (linear) correspondence between formal and true solutions, so that we keep, by courtesy, all the other terms of the second series. 6. To obtain complete asymptotic representations by means of optimal inequalities for higher-order differential equations or systems of equations it seems necessary to use, inductively, asymptotic comparisons with solutions of lower-order ODEs.
The result below shows that a given function cannot be a solution of two essentially different second-order differential equations that satisfy our assumptions. We say that a differential equation of the type considered in the theorem is in canonical form if 0 = 0; Ai = 0; |a0| = 1; rq = 0; 0.
( 1.22) This can be always achieved by the substitution y{x) = exp(Ai followed by a change of independent variable x = el6 > | Ax -A2 said to be formal if the coefficients a(x), b(x) are replaced by their formal series.
Condition (1.10) plays a crucial role in the result below.
P roposition 1.1.
Let S = Yl the asymptotic behaviour (1.13) with R\ ^ 0. Then, within the class of canonical formal differential equations of the form (1.8), with a(x), b(x) formal asymptotic series satisfying the first condition in (1.10), there is at most one equation for which S is a solution.
It follows for instance that within the class of differential equations we are con cerned with, there is a one-to-one correspondence between generic formal solutions and true solutions. Indeed, a true solution is associated with a unique representation within the solutions of the differential equation it originates in. But then, the rep resentation determines uniquely the power series of the coefficients of the equation and by this determines uniquely the differential equation itself. Conversely, a for mal expansion solution is associated with a unique differential equation and within that differential equation with a unique true solution. In this sense we also obtain a summation method. One can attempt to continue this construction inductively, considering at the nth step differential equations whose coefficients are solutions of the equations gotten at the step n -1 and obtain more g and summation methods.
Similar results hold for first-order nonlinear differential equations of the form
(1.23) defined on the ray TZq. We require that for
, and we impose the Gevrey-like condition,
(where Cf is a constant) uniformly in E IZe, E N, where |a|
We are only interested in the case when the equation allows for exponentially small terms beyond all orders; the condition for that (as will become immediately clear) is r arg(xa) 6 (- §7r, ( If we are now looking for nearby formal solutions S$ + we get
so that for large |x| 8-C xre~ax. The analogue of theorem 1.1 in this case reads: consider equation (1.23) under the assumptions (1.24) and (1.25) and let p = Re(r). Let B be large enough.
There is a one-to-one asymptotic correspondence between true solutions which decay at infinity and formal solutions: for all x G 7Z$ and G N, where
Conversely, given a solution of (1.23) such that xy(x) is is a (unique) constant C such that, for all x G 7 and G N, (1.30) holds.
In the sense of (1.30) we then write
(1.32)
The comments that follow theorem 1.1, with obvious adaptations, also apply in this case.
We could actually continue the construction of the formal solution and consider the complete formal solutions or 'transseries' (Ecalle 1990 (Ecalle , 1993 which in this case have the form, Y0 + x re~axY1 + + . in which 1* are formal power series. Yx is determined up to an arbitrary constant which, once given, determines completely all the following power series Yt, i ^ 2. We will, however, not pursue this direction here but merely remark that the one-to-one correspondence between formal solutions and true solutions is pinned down by the first term of the second formal series and are content to control the asymptotics only to that level.
. O p tim a l e stim a te s for a class of d iv erg en t series
In this section we estimate the optimal bounds for series that diverge in a way typical for differential equations and make the connection between optimal uniform inequalities and the method of truncation at the least term. We also give results on the precision with which a function is represented by its optimal asymptotic expansion. We consider formal power series for large argument on a ray and establish the connection to the technique of optimal truncation of divergent series. Let where
Since the term Ck can be always absorbed into the independent variable, we will take (7 = 1. In (2.2) we make the following assumptions. G C 3(M+ ) is a real-valued in creasing, convex function with the properties G"{x) -> 0 and x 2G'"(x) -> -7 < 0 as x -* 00. Then (2.1) is always divergent (convergent series are discussed in the introduction). An example satisfying the requirements would be Ck -+ r). The behaviour of the optimal weight for a divergent series depends critically on the ray along which we consider the asymptotic series. In the setting (2.2) the optimal weight is larger by a factor of order ^Jn along the real positive axis than it is along any other ray. This is a manifestation of the Stokes phenomenon at the level of the asymptotic series themselves. Intuitively we can account for this behaviour in the following way. A natural scale for studying the difference between a function and the nth truncate of its asymptotic series is the (n + l)th term of the series (indeed, the (n + l)th term is meant to be a correction for the above mentioned difference). When x is very large, the successive terms of the series start by decreasing fast as does the error in approximating the function by its truncated series. The least error suggested by our rough guide, the next term of the series, reaches a minimum when
3)
The effective width of the minimum is of the order yjsx and within this width, for x > 0, the ratio of two terms is approximately one. But then we realize that if at one point within this range the difference between the function and the truncate of the series is approximately equal to the next term there will be a point within the same region where the difference will be roughly yjn times as big. If x is not real the ratio of the successive terms is of the form e~10 so that the overall accumulation of errors is still of the order of a constant.
We want to stress that, as follows from lemma 3.1 below and the estimates in its proof, the least-term truncation of a formal series solution is a good approximation only for one solution of the stated differential equation; for all the other solutions there are exponential corrections that are much larger than the least term of the series and have to be removed before calculating the function from its series (to such an accuracy).
Consider 
83).
The result below answers the existence part of lemma 2.1 (i) and gives the con nection with the technique of summation to the least term. For x large enough, let nx -L sxJ (cf. In particular when
Correspondingly, in case (iii) we have
Classically, two functions $1 and $2 have the same asymptotic series (provided they have any at all) if their difference is asymptotically less than any power of x. The corollary shows that there is a definite gain in precision by requiring optimal uniform estimates.
P ro o fs an d fu rth e r re su lts
Before giving the general proof we mention as an illustration the particularly easy computation of the optimal weight for the exponential integral: see the arguments starting with equation (3.86).
In this section we make the following convention: for n > k,
For the proof of lemma 2.1 we need the following elementary result. The notations and hypothesis are those that precede proposition 2.1. The supremum in (3.1) is actually attained for
Proof. The proof is essentially straightforward. Note first that from the assump tions it follows that G"{x) y / xf or large x.
Note also that we need only consider the case ej = 0. Indeed, the presence of a (large enough) constant k0 makes the proposition above insensitive to the behaviour of C jf or small j. On the other hand,
in which the maximum approaches zero as If -► oo.
(i) Take first < p -0. Let (3 € ( |, |) and start with the range of K so that IKnx | < nf, which is actually the important range for (3.1) Here, the Euler-Maclaurin summation method is suitable. For definiteness we take K^ nx (the other case is very similar). We have
as x -» oo. It remains to obtain an upper bound in the region \K -^ n f . Assume K < nx (the opposite case is treated similarly) and let q = sx -. With F(^) := G(z) -2 ln(;r) we have in view of the estimates above, On the other hand, from the definition of sx,
Throughout the domain of integration + sf > z + so that (3.6)
2.
In -U In 1 + zd^ -\ z p 1 and we get, for some positive constants Ci, C2,
(For the second inequality note that with bm := ( / ) 1m 1_/3 exp(-Cim/3), the estimate 6m+i -bm = -exp(-C im /3)(l + 0 (m_/3)) enables one to majoriz by C3exp(C1^) (^ -W ) + C4.)
In the same way, for some positive constants,
3.7) J-l For the last inequality note that q^~1(q-K) > ^-1(sa; -^ const, s^f' Thus, the second term in (3.6) vanishes as -> 00.
If now ( j )7 0 the upper bounds are trivially obtained by taking absolute value the sums. For a lower bound we note simply that n+ e -G 0 ) + J i n ( . ) (1 + O f n -1/ 2 ) ) . ad
Given a function totic to the series S we write^ Cl.
and we will choose x t° niake f ( x) optimally asymptotic region \k -nx\ < a n d define
It is easy to check that o-fc+i-crfc = ^|( 1 + o(n" 1/2)) (3.10) (to get (3.9), it is simpler in this case to solve (3.10) directly by perturbation expan sion than to use the Euler-Maclaurin summation formula). Using (3.8), (3.9), and (3.10) we get
where hx( n ) = 1 if n > nx and is zero otherwise. For large x (3.11) can be visual as the distance between z = 1 to the points on two spirals centered at -x> and with diameter slowly decreasing as \n -nx\ increases. It is not hard to see that there is in this region a best choice x* of x{x) (which minimizes the maximal error in (3.11)) since for any value of x there is only a finite set of n such that \n -nx\ < .
For 6 incommensurate with 7r the geometry of the problem shows that X* -e QQg _|_ o(1), (3.12)
for which we get
If 6 is a rational multiple of 7r the computation can still be done explicitly in a straightforward manner and a(0) is slightly less than (3.13).
In the region \k -nx\ > nf a similar calculation show by
shows that x* is indeed the optimal global choice of x? as it is not possible to decrease the error in this region without making it unbounded in theregion. ■
Proof of lemma 2.1. For part (i), if there existed a function $ satis mate (2.4) uniformly in x and n for some 1 it would follow that
(3.14)
By adding the two inequalities above we arrive at an immediate contradiction with proposition 3.1. Parts (ii) and (iii) are straightforward consequences of proposition 2.1. Indeed, note first an easy example of a function satisfying (2.7) and (2.8):
It is not difficult to smooth and preserve (2.7), (2.8) since the size of a jump at a point of discontinuity of is \cnxx~nx\. On the other hand, proposition 2.1 follows immediately from proposition 3.1 by the triangle inequality. ■
Proof of theorem 1.1. There are no assumptions that would distinguish between the quantities with subscript 1 from those with subscript 2. The existence part of the theorem follows (trivially, using triangle inequalities) if we prove it for 1 and C2 = 0. This case will follow from lemma 3.1 below.
We can assume that the differential equation is brought to its canonical form because the asymptotic inequalities are transformed in an obvious way during the substitutions involved. Also we note the following inequality that we will use fre quently and which is clear from the integral representation of the gamma function: Y y gi;fc k=0 < const, e x:rp 1/2 for a; G (n, n + 1), (3.16) where const, is independent of n, x.
Before we prove this lemma we need some results on the formal solutions. Let Sk -Si,fc-The condition that YlkLo skx~k is a formal solution of the equation leads to the following recurrence relation for the coefficients of the series:
2« n n a P ro p o sitio n 3.2. The behaviour of sn for large n is
Under the additional assumption that the coefficients of the equation are analytic at infinity, Jurkat (1976) obtained the leading behaviour of sn.
R em ark. Although in a typical case the constant R will be non-zero as is easy to understand by examining the recurrence (3.20) below, massive cancellations are possible so that the series R + case is important in its own right-see § 3 for some examples and applications in this connection.
Proof. In order to avoid dealing with the poles of the r function which might occur for (uninteresting) small values of n we let
It is convenient to pull out the suggested leading behaviour of sn obtained by solving (3.17) after omitting the relatively small terms, specifically (aq + b2)/n and the summation. Let sn . o l 1 n^.rcr We find
where the terms with j < 3 and n0 > max{p, 3} terms with j nea have been treated separately. Due to (1.10) the latter give a collective contribution of o(n-2), and also
in the range 3 ^ j^ n -3 (the reciprocal binomial coefficient is convex in j). By induction on n we see that
for some large enough A and const., whence the sequence cn is bounded. But then it follows immediately from (3.20) and (3.21) that the cn have a limit, say R. Furthermore, taking It is now easy to bootstrap the estimates for cn in the recurrence (taking out explicitly more and more terms from the sum) to get cn = + + 0 (n~2) and so on. ■ Let Un = (\R\ + 0 (n~1))r(n + p) be an upper bound of \sn\. Note that if ^ 0 then |sn| ~ Un for large n. Let y n '
Take n > -p large enough so that the inequalities (1.10) hold for x > n.
Proposition 3.3. The combination
has, for x G (n, n + 1), the asymptotic behaviour
En(x) = (R + 0 ( n -l ))a -''-2r { n t l 2+2}
(3.24)
Proof. We substitute a(x) -akx~k + An+ix and for b(x) in the expansion of the left side of (3.24). To simplify the notation throughout this proof we let an+ i = An+ i(x), n + 1 vanish by the definition of Yn. The coefficients of 1 add up to l)sn+i. Indeed, -a(n + l)sn+i is the only term of order + 1 which is missing from (3.25) with respect to the corresponding expression of Ym , M > n. So, On the interval [n, n + 1] we look for solutions in the form
gn = «(n^! |N l + E
F = ( Y f j + H ( n , -)
H has to satisfy the differential equation 2/i(x) ~ 1 + -+ 0(aT 2); y2 (x) ~ x r exp(-ax)(l x It is convenient to choose a particular fundamental matrix of the system (3.28) constructed with these two solutions: (3.32) and write the solution of (3.29) in the form
Taking z = 1 in the relation above we get a recurrence relation for the {H {k -1, fc-)}fc. With the substitution
re M(n, n + t) is the fundamental matrix specified by M(n, n) = /, whence
/ For large n and K 1 we obtain in a straightforward manner,
and from (3.25)
From here on, most estimates will be different in the special case 1 which corresponds to being on the Stokes line. Combining (3.38) and propositions 3.2, 3.3 we get from (3.35)
and similarly V(n) = 0(1 (a ± 1). In view of (3.32) a direct calculation gives for M -1(n) l + 0 (n_1) 0(n~2)n~rean (-a~1 + 0 (n~1) )n~rean <$P))*« {a = 1) (3.39) (3.40) (Note that the absence of exponential factors from the first row is not an effect of an approximation; in fact arg(a) is arbitrary and nothing is assumed about the size of the exponentials.) Thus
(" * and correspondingly
so that the series M converges and 
so that in view of (3.41), (3.42), and (3.32)
for all a with |a| = 1. ■ At this point we can prove the existence part of theorem 1.1. For 0 (cf. (3.18)) it is a direct consequence of lemma 3.1, and of the propositions 2.1 and 3.2. If = 0 we proceed in essentially the same way. Taking n such that xG [n, + 1] we get for the special solution provided by lemma 3.1,
Since now we have |sn| < const. T(n + p -1 )| t estimated using proposition 3.1 taking Cj := const.
1) (and G(j) ln(cj)). It follows immediately from (3.45) that Y satisfies the inequalities (1.14) with C\ = 1, C2 = 0, A] = 0 and some B.
Uniqueness. We can assume without loss of generality (1.22) and Re(oi < 0). The case Re(oi) = 0 is actually trivial since it reduces to a statement about asymptotics to all orders. We show that if y satisfies (1.14) then y -C\y\ + C22/2 where are the solutions corresponding to (Ci,C2) = (1, 0) and (0, 1) respectively whose existence has already been proven.
We have to distinguish the case A\ 7^ 0 (which implies a = 1 and i? ^ 0, cf. (1.16)). Taking k2 = 0 (which means that we only keep the leading term of the second pow series) it follows from (1.14) that Consequently, the function y(x) -C2 xr e~x is optimally asymptotic to the series Ci S 1 (since R ^ 0). Because Ciyi(x) has the same property, we have, in view of the corollary to proposition 2.1
Since by lemma 3.1 the same inequality is true with y(x) replaced by C\y\{x) + C22/2(x) it follows that \y{x) -C\y\(x) -C2y2 {x )\ decays faster than which is possible only if it vanishes identically.
Proof of proposition 1 . 1 . For this purpose we only need the recurre asymptotic behaviour of its solutions (3.18) and the condition (1.10). Assume we have a formal power series S := YlkL0
SkX~k that solves a ca of the type considered. The recurrence (3.17) provides us in a straightforward way with a set of equations for cij,bj, j
where Tj only depend on the series S and on the coefficients a*, 2 with The equations (3.46) alone would not determine the ai, bi uniquely but the con dition (1.10) binds a* and bi together. The best way to see this is to through sn, use (3.18), (1.10) (and the assumption 7^ 0) to write an asymptotic ex pansion to all orders in 1/n of the resulting equation and then equate the respective powers of 1/n.
The upshot is the system: bj = Tj for 2 ,3 ,... , (3.47) where Tj depend on the series S and on a*, bi with But and are determined from (3.18), namely = cc, a\ --r, so that (3.46), (3.47) O'i; bi. H Proof of lemma 1.2. For simplicity we make a change of variables so that |a| = 1; € M+.
The recurrence relation for the formal series solution is obtained in the usual way, by inserting the formal series in the differential equation, expanding everything out and equating the powers of x:
where J0 consists of all the integer tuples (i, Aq,... , with i^0, and kj > 1 such that Aq + Aq + ...
where r = f i i + 2/ 2;oSi and the index set Ji in the sum excludes the tuples hi > k -2 from J0. We make the substitution (suggested by solving the linearized version of the recurrence)
where A +r = r(k + r) if R e(k + r) > -1 and 1 other unpleasant poles). For large k,
1 k+r The existence of a formal solution of the differential equation follows from the ex istence of a solution to the recurrence relation (3.50), which is obvious. The first objective is then to show that the sequence converges; the only delicate step is to show that the sequence \rjk\is bounded. To this end we c (3.50) with a suitable linear recurrence (3.60) below.
Taking out of the sum the terms with -for a conveniently large n we get, for some constants A i ,. .., An,
where the restriction J 2 in the sum now reads + fc2 + ... + kp + ki < Taking the initial condition TR = [7711 in the recurrence
(3.52) we clearly get fjk ^ \rik\. Now the solution of (3.52) with positive initial conditions is increasing in k so that for A > max{yli,..., Taking rjk = crk ]^i (1 + ^. / j 2 ) / E l i (1 -1 / J 2 ) we get for some constant C°k^
It is easy to see by a straightforward calculation that one can choose k and n large enough so that \ V2 / 7" 1 1 \ V2 (3.63) Indeed, the inequality above is true for k -1 and we have (cf. also the comment following (3.56))
in view of (3.62) which gives (3.63). But note that the function g(x) = Ax -B\n(x\) : (l,oo) i -> • M is bounded from above so that the solution of (3.50) is bounded. Now, taking n large enough one can make the nonlinear term in (3.51) smaller than const.
k~m (cf. also (3.56)) with m as large needed. The rest of the proof is obvious. ■
We return to the proof of theorem 1.3. Again we need first some estimates on the power series solution.
? P roposition 3.4. For x € [n,
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Proof. For p€ {0,..., P }w e write The last term on the right side of (3.69) can be estimated by const. n 2. For the first term we write (3.70) 'n + 2^Q^n + s n+ s^Q $J(P + l)rr J q For all n, |sn| and |/p,n| are bounded by const. Fn+P. Note that the r function is log-convex so that the maximum of a product of the form i ) . .. r (x m) over a convex domain, is reached on the boundary of the domain. Now, if n is large enough compared to s + p,
It follows that the leftmost sum in (3.70) is less than const. r n+px 2 for £ [n,n +1]. In the second sum we write The expression to be maximized is decreasing in q and is convex in It is not difficult to see that for n large enough the maximum is reached at 1, For large n (3.73) is bounded by const.
nr -s -i/2+p+2 e-n Choosing the second sum in (3.70) less than r n+pn~n~2. The proof is completed by combining these inequalities with (3.69). ■
We take now n large enough and first find a suitable solution of the linearized version of the equation (3.65) on each interval [n,n + 1]. Consider the differential equations, H' = Fy{Yn,x)H + Tn, (3.74) with the initial conditions at x = n chosen so that y{x) as continuous, namely H(n, n+) = H{n -1, n_) -sn/n n, (3.75) under the same hypothesis on F as before. P roposition 3.5. There is a solution to the problem (3.74), (3.75) 
The proof is the one-dimensional projection of the proof of lemma 3.1. It also follows that for a: € [n, n + 1]
We now turn to the proof of lemma 3.2. We shall look for solutions of the equation (3.65) in the form V -H-\-8 where H is the function provided by the proposition 3.5. Then 8i s a smooth function and satisfies the differential equation
We are looking for a solution of (3.78) of the order 0 {H 2)\ such a solution is constructed as a fixed point of a contractive mapping. h, In view of (3.77) for large n, H2 £ S n^. Actually w very small by choosing n large enough. C maps into itself and for a given e there is ne large enough so that C maps Be , the ball of r a contraction for large n. Indeed
where O is with respect to the norm (3.79). But if /, £ and > 0 it is straightfor ward to see that \\Cf -Cg\\ < |(1 + e ')||/ -g \ \i f n is large (3.78) has a solution in S n,p-It follows that the equation (3.6 the required properties.
Lemma 3.2 together with proposition 2.1 prove the existence part of theorem 1.3 for C -0. Given this, for C 0 the existence result follows easily, sinc exists a unique solution of the differential equation (1.23) of the form ) = V(x) + e(x) with V{x) the solution given in lemma 3.2 and e{x) ~ Ce~ax(xr+1 + )) (|x| -> oo). This is a standard result (Wasow 1968; Coddington 1955 ); in our case e(x) could be also directly obtained using the contractive mapping arguments above.
The uniqueness proof is very similar to the one in the linear case since no two solutions can differ by less than const. e~axx p+1 as -> oo without being equal to each other. Finally, the information that a solution y(x) is decaying at infinity is enough to guarantee that y is asymptotic to the series (1.26). The difference y(x) -V(x) has the asymptotic behaviour Ce~ax(xr+l + )) for some C. Let yc be the special solution satisfying (1.30). Since ) -V{x) ~ Ce~ax(xr+1 + )) as well, it follows that y{x) -yc{%) = o{e~axxr+1) which means y{x) = yc(%) (Coddington 1955 ); a simple direct proof uses contraction mapping (3.80)). The proof of theorem 1.3 is complete.
( a) Discussion of the examples (i) Proof of equation (1.7). We are looking for a constant C, dependent on the ray in the complex plane, such that the stationary phase (or, which is the same, the steepest ascent) contour for the integrand: Im(nt -(n + 1) In (t)) = const. The leading behaviour of the integral for large n is due to the contribution of a region, near the right end point of C, where z := t -el° is of the order 0 (l/n ).
/ dt-^TT = (1 + o ( l) ) e ne'" -<n+1)i<, / dzen(1-e"W)*
JC tn J-O O
so that, for 6 > 0,
En -m
For 0 = 0 we have:
1n ( e 'e -1) -( n + l ) i 0 __ n 1 -e -i e t n + l -n\n~nenIm / = 0(1).
i-iny
(1 -i y For the exponential integral Ei(a^), it is easy to evaluate the optimal weight from (3.85) and its differential equation. The arguments below can easily be made rigorous but we will not insist on that, since we are only aiming at an illustration. Let Taking R{x) -(n -1 )\x~ng{x)we get for g the equation + (1 -nx relevant region is x -n + 0 (y/n )so it is convenient to change variables fu x = n4-Sy/n and g{x) = v/n0(s). We get s 0' + 1 + s n -1/ 2 0 = 1 with the initial condition, coming from (3.85) 0(0) = 0 (n 1/2). The solution is given by 0(s) = e~s2t2 f e*2,/2d
The maximum value of |0(s)| is therefore equal to a*.
(ii) Derivation of (1.21). To make the calculation of the asymptotic series easier we take further g (s) = s_1//6h(s) (to make rq = 0) and finally s Ai = 0; A2 = -1). The resulting equation is so that with this choice we get iih = i?2 = (2'7r)_1 and f k (4/3)2fc/3hfc. The meaning of (1.21) is given by theorem 1.1, after making the appropriate substitutions and change of variable back into equation (1.14).
C onvergence o f a sy m p to tic series and a d ecom p osition prop erty
In this section we give an example of a case of non-generic convergence of the asymptotic series and discuss its relevance for asymptotics beyond all orders. Propo sition 4.1 below could easily be generalized to a much larger class of differential equations but we now look, for the sake of simplicity, at equations of the form, (ii) Let 6 = 0.
A solution of (4.1) has (in the sense of theorem 1.3) the a
Moreover the constant C is the same as in (4.4) and the power series is (factorially) divergent unless K = 0.
On the one hand the proposition above indicates in what sense divergence of the asymptotic series is generic. On the other hand the decomposition (4.4) suggests another point of view on the problem of the terms beyond all orders for the equation (4.1) . Since in any reasonable definition of asymptotic representations, a function which is analytic at infinity should be represented by its own (convergent) asymptotic series, once the terms beyond all orders for a particular function (the exponential integral) are defined, they can be determined unambiguously for the solutions of (4.1) with any rational inhomogeneity R. Part (ii) shows that the results obtained in this way are consistent with those obtained through asymptotic estimates. Then the function is entire so that the function is analytic in z for \z\ < p~l . Indeed, the integrand is analytic in z, and \R(zt)\ < zm tm e\ z \ p t so that the integral is uniformly convergent for \zp\ < 1. Furthermore, the function 
