This paper presents an application of Artificial Neural Networks (ANNs) to predict daily solar radiation. We look at the Multi-Layer Perceptron (MLP) network which is the most used of ANNs architectures. In previous studies, we have developed an ad-hoc time series preprocessing and optimized a MLP with endogenous inputs in order to forecast the solar radiation on a horizontal surface. We propose in this paper to study the contribution of exogenous meteorological data (multivariate method) as time series to our optimized MLP and compare with different forecasting methods: a naïve forecaster (persistence), ARIMA reference predictor, an ANN with preprocessing using only endogenous inputs (univariate method) and an ANN with preprocessing using endogenous and exogenous inputs. The use of exogenous data generates a nRMSE decrease between 0.5% and 1% for two stations during 2007 (Corsica Island, France). The prediction results are also relevant for the concrete case of a tilted PV wall (1.175 kWp). The addition of endogenous and exogenous data allows a 1% decrease of the nRMSE over a 6 months-cloudy period for the power production. While the use of exogenous data shows an interest in winter, endogenous data as inputs on a preprocessed ANN seem sufficient in summer. 
Introduction
We present the results of the prediction of global radiation time series using Artificial Neural Networks (ANNs) which are a popular artificial intelligence technique in the forecasting domain [1] [2] [3] [4] [5] [6] . Inspired by biological neural networks, researchers in a number of scientific disciplines are designing ANNs to solve a variety of problems in decision making, optimization, control and obviously prediction [7] [8] [9] [10] [11] , and more particularly time series prediction. A Time Series (TS) [12, 13] is a collection of time ordered observations x t , each one being recorded at a specific time t (period). TS are used in a wide set of domains such as finance, production or control, just to name a few. A TS model ( x t ) assumes that past patterns will occur in the future. TS prediction or TS forecasting takes an existing series of data x t-k , .. , x t-2 , x t-1 and forecasts the x t data values. The goal is to observe or model the existing data series to enable future unknown data values to be forecasted accurately. Thus a prediction x t can be expressed as a function of the recent history of the time series, x t = f (x t-1 , x t-2 , …x t-k ) [14] . There are a lot of methods to construct this model, some of the best predictors found in literature are ARIMA [13, 14] , Bayesian inference [15, 16] , Markov chains [17, 18] , k-Nearest-Neighbors predictors [19, 20] or ANN [21] . In previous studies [22, 23] , we have demonstrated that an optimized ANN with endogenous inputs can forecast the global solar radiation with acceptable errors. An ANN is made up by simple processing units, the neurons, which are connected in a network by synaptic strengths (weights), where the acquired knowledge is stored. There are a lot of different ANNs that diverge on several features, such as the learning paradigm or the internal architecture 4 [3] . We particularly look at the Multi-Layer Perceptron (MLP) network which has been the most used of ANNs architectures both in the renewable energy domain and in the time series forecasting. In a MLP, neurons are grouped in layers and only forward connections exist. This provides a powerful architecture enable to learn any kind of continuous nonlinear mapping. A typical MLP consists of an input, hidden and output layers (see Figure   1 ).
Figure 1: Example of an MLP (left) and details of a neuron from the hidden layer (right)
Other components include neurons, weights and a transfer function. An input x j is transmitted through a connection which multiplies its strength by a weight w ij to give a product x j w ij . This product is an argument to a transfer function f which yields an output y i represented by ) ( where i is a neuron index in the hidden layer and j is an input index to the neural network. Training is known as the process of modifying the connection weights in some orderly fashion using a suitable learning method or training algorithm. In this process an input is presented to the network along with the desired output which is a real observation and the weights are adjusted so that the neural network attempts to produce the desired output. Another issue involved in designing and training a MLP network is to find a globally optimal solution that avoids local minima. Several methods have been tried to avoid these local minima and the simplest is to try a number of random starting weights and use the one with the best value.
In this present paper, our aim is to answer to two questions: how the use of exogenous variables with ANN (multivariate method) increases the quality of prediction and so, how to select the appropriate data? We try to answer to these questions in three points. First, we propose a useful methodology to optimize the ANN. Among 5 other things we explain how to choose the network inputs, meaning optimize the number of endogenous and exogenous variables and lags (delays in information between network nodes). Secondly, we test this methodology comparing the performances of the optimized ANN obtained with an ANN taking into account only endogenous inputs. Finally, we validate all approaches using the ANN proposed and other predictors (persistence, ARIMA, ANN with only endogenous input) to forecast the AC production of a PV plant. All the data used come from meteorological stations located on the island of Corsica (France) which is characterized by a Mediterranean climate and a hilly terrain. The paper is organized as follow: section 2 describes the context in which this research was done and the data we used. Section 3 describes the methodology used: the time series preprocessing, the ANN configuration and how we added endogenous and exogenous parameters at different time lags. The results for the prediction of global horizontal radiation are shown and commented in section 4
where the global approach is also validated on a 80° tilted PV plant.
Context and presentation of data
In this work, measured global daily radiation data from meteorological ground stations are used to forecast global solar irradiation for the next day [24] . The global radiation consists of three components: direct, diffuse and ground-reflected radiations [21, [25] [26] [27] [28] . The ground-reflected radiation does not concern the first part of this work because we try to predict the radiation on a horizontal surface. For clear sky, global radiation is relatively easy to model because it is primarily due to the distance from the sun sensor [29, 30] . With cloudy sky, we are in front of a mostly stochastic phenomenon, which depends on the local weather. In Corsica, the official 
Methodology
In this section we introduce the methodology we follow to forecast global solar irradiation for the next day.
First, we present the main steps of an ad-hoc time series processing used to determine a stationarization methodology for the daily signal. The next sub-section details the ANN architecture and how we have constructed it. In the last sub-section we present how we have added endogenous and exogenous parameters at different time lags. 
Time series processing
The prediction of the solar energy time series on the earth's surface can be perturbed by the non-stationarity of the signal and the periodicity of the phenomena [31] [32] [33] 13] (Figure 2 .a). We have used physical phenomena in an attempt to overcome the seasonality of the resource (determinist component). In daily case, seasonality is observed on the annual period. According to previous experimentations on horizontal global radiation [31, 13] and specially in Corsica [22, 23] , we have developed a method in order to make the series stationary in an attempt to increase the prediction quality. Our method is based on the clear sky model (with the clear sky index). Several methods allow to determine this model. In our case, we have used the simplified "Solis clear sky" model [34, 35] based on radiative transfer calculations and the Lambert-Beer relation. In this case, the clear sky global horizontal irradiance (H gh,clearsky ) reaching the ground is defined by:
where is the global total atmospheric optical depth, h is the solar elevation angle and b is a fitting parameter. According to [34, 35] and after several experiences, we have chosen a  -0. Once the stationarization has been done we have to follow the process in order to find the best network configuration.
ANN configuration
The next step of the methodology has been to find the best ANN configuration. The optimization used is composed by four independent and chronological subparts:
-Choice of the ANN architecture -Choice of the endogenous lags number -Choice of the exogenous lags numbers for each parameters: pressure, pressure variation; wind direction; peak wind, humidity; sunshine duration; nebulosity; precipitation; minmax-mean ambient temperature, night ambient temperature and wind speed.
-Optimization of the ANN: data normalization, hidden neurons number, etc.
We have tried to study all the parameters available in this network architecture. The principal parameters which influence the number of local minima, the network complexity and the difficulty of the learning phase are: the inputs number i.e., the number of endogenous time lags and the number of exogenous inputs and time lags for each of them; the hidden layers number and their neurons number; the activation (or transfer) function; the learning algorithm and the comparison function used during the learning phase. Additionally, the normalization of data, the learning sampling size and the data distribution between learning, test and validation phases must be taken into account. For convenience we have chosen to optimize the parameters separately with an intuitive order of preference. So we have optimized parameters by considering each other constant. The optimization of P i
parameter (where i ≤ M, M is the total number of optimization parameter) consists on finding the parameter value which minimizes the forecasting error (dE = 0). Applying this naive assumption, the optimization is therefore to consider separately the parameters:
To exploit the optimization assumption, we developed a chronological process which consists of a sequence of optimization parameters. At each stage we have used the best configuration obtained in the previous steps. We particularly look at the MLP architecture because it has been the most used both in the renewable energy domain and in the time series forecasting. The basic architecture for a MLP application to time series forecasting, fixes number of past values in the input layer and the output is required to predict a future value of the time series [36] . The MLP has been computed with the Matlab software and the Neural Network toolbox. The obtained characteristics are: one hidden layer, the activation functions are hyperbolic tangent (hidden) and linear (output), the Levenberg-Marquardt learning algorithm (with a max fail parameter before stopping training equal to 5).
This algorithm is an approximation to the Newton's method [37] and is represented by the equation 4:
In our case the parameter μ takes the value 0.1 and 0.001 when the error, respectively, decreases or increases.
Inputs are normalized on {-1,1}. Training, validation and testing data sets were respectively set to 80%, 10% and 10% (Matlab parameters). These phases concern the 8 first years and the global solar radiation forecasting the 2 last years. The next part explains the methodology used to find out the number of endogenous lags which will be put together with the exogenous ones in the input layer of the MLP (see details on Figure 3 ). 
Methodology to select the time lags for endogenous and exogenous parameters
On the key tasks in time series forecasting is the selection of inputs variables [38, 39] . Indeed we studied how to add efficiently endogenous and exogenous parameters at different time lags using correlation criteria and validation test based on student T-test. Since ANN are non linear, their calculations gives an indication rather than a standard tool for finding useful variables and lags [38] .
The endogenous case
In this sub-section, we present how we have determined the number of endogenous time lags to take into account as inputs of the MLP. We have chosen to follow some of the principles of the Box and Jenkins [40] autoregressive integrated moving average (ARIMA) methodology. The Box and Jenkins approach has been one of the most widely used linear models in times series forecasting. As proposed in this methodology, Partial autocorrelation function (PACF; ρ kk ) which is an extension of the AutoCorrelation Function (ACF; ρ k ) aims at 11 identifying the extent of the lag in an autoregressive model. We decided to use it in order to select the best endogenous time lag for the neural network input. Using PACF allows to select only the time lag correlated with the future step. It can be considering as follow, it gives the autocorrelation between x t and x t-k , when the linear dependences of x t-1 through to x t-k+1 have been removed. In other words the PAC is similar to autocorrelation, except that when calculating it, the (auto) correlations with all the elements within the lag are partially out. In practice, the last ρ kk different to zero leads to take into account k endogenous clear sky index in the network input layer.
To compute the PACF we have first to consider the ACF. The ACF estimation ( k r ) is computed from the chronological series (Eq 5) [16] . 
P is the determinant of the matrix P k where the last row is replaced by the vector [
generally easier to use the recursive formula: This process of endogenous input lags selection is easy to perform graphically and is presented latter in this paper (Section 4).
The exogenous case
A correlation measure is computed in order to determine which of the exogenous parameters are to consider. The correlation between two variables reflects the degree to which the variables are linked (considering the limitation that correlation criteria can only detect linear dependencies between variables). The most common correlation measure is the Pearson's correlation. A correlation of +1 (or -1) means that there is a perfect positive (or negative) linear relationship between variables and a value of 0 implies that there is no linear correlation between the variables. The Pearson correlation coefficient between two variables is defined as
, where cov designates the covariance and var the variance. For a TS, the estimation of R is given by (Eq: 8):
where the bar notation stands for an average over the index k.
Generally, a Pearson correlation between -0.5 and 0.5 indicates a weak, little or no association between two variables. The link to the Student test (T-test) shows that the score R may be used as a statistic test to assess the significance of a variable. In our experimental sample size, the limit of significance according to the T-test indicates a threshold very low. Indeed, the limit is below 0.1 for the sample above 1000 elements and for a 0.05 critical value for alpha level. This methodology is not appropriate in our case because the threshold for the coefficient R should be more important to select a limited number of exogenous inputs. We have chosen 13 intuitively an R threshold equal to 20%, only the higher correlation will be chosen. Indeed we have noted that the increase of this value is so restrictive that no exogenous data would be eligible, on the other hand, the decrease of this value is responsible of the augmentation of the number of input nodes, making the PMC architecture too complicated. Moreover, after the correlation analysis, each exogenous parameter is tested separately to exclude those which do not improve the prediction. In fact, a lower value of threshold selects more exogenous data, but after the prediction test, the number of exogenous data chosen is the same that in the 20% threshold. If the bound is fixed to 30%, there is no exogenous data to consider (for Ajaccio and Bastia), so the experience led us to consider the 20 % R threshold as an adequate solution.
If we use the previous notation for the clear sky index (S t ) and for an y t exogenous variable (representing nebulosity, temperature, etc.), the cross-correlation between the variables is: 
Results and discussion
In this section we present the main results obtained with data from meteorological stations of Bastia and Ajaccio. Finally we validate the methodology proposed, using the obtained simulator on a real frontage PV.
Although there are several error indicators for measuring performance of time series forecasting, there is none that is uniformly accepted [41] . In this work, the traditional normalized Root Mean Square Error (nRMSE) has been used. The nRMSE is obtained by the formula: nRMSE =
where x represents the measurement and y the prediction.
Selection of endogenous inputs
To determine the MLP input number, the PACF is used as described previously (section 3. 
 
). Figure 4 presents the PACF of the clear sky index for our two sites Bastia and Ajaccio. As we can see, for the first location (on the left), in order to predict S t+1 we have to consider S t , S t-1 , S t-2 , S t-3 and S t-4 as input of the ANN. In fact, the lag S t-4 has not been considering because its value is very close to the upper bound of the PACF Confidence Interval. Moreover the experience has shown that no gain was added with this parameter and we have concluded that it was not significant. In fact, using these non relevant time lags will not decrease the prediction error, and will increase the number of local minima during the ANN learning phase. This principle 
Selection of the exogenous inputs
The second important step in the MLP input layer optimization is the choice of exogenous meteorological variables and their time lags. The cross-correlation study is done according to the description given in the previous section (3.3.2). Figure 5 represents the Pearson cross-correlation between the clear sky index and all the exogenous meteorological variables available. Note that the value of cross-correlation for lag 0 is given as information; it could not be used in a forecast approach. One can distinguish between simulations, where the output (radiation) and inputs (measures) are considered at the same time, and forecasts, where the inputs are measured ahead of time [42] . According to the 20% bound fixed in the previous section (represented on the curves of Figure 5 by the two lines centered around zero) only three exogenous data have to be taken into 15 account for Bastia. These are relative humidity (RH), sunshine duration (Su) and nebulosity (N). For each one only the first lag 1 is taking into account, considering the data of the previous day. In the Ajaccio case, the time lag 1 is interesting for the variables sunshine duration (Su), pressure (P), differential pressure (DGP), and nebulosity (N). The purpose of this study is not only to demonstrate the interest of using ANN technique, but also to search a mechanism for its optimization. Once the most significant variables are determined, another technique is applied to test the real impact of the exogenous variables in order to hold only the most relevant. We have evaluated the influence of all the exogenous parameters on the output taking them one by one. For the Bastia case on Table 1 , the use of the time lag 1 for relative humidity, sunshine duration or nebulosity decreases not only the mean of the error prediction but also increase the robustness of the methodology. The variance (represented by the CI95%) of the results becomes lower, meaning there are fewer local minima and so a greater accuracy. The other interesting element is the equivalence of the sunshine duration, humidity and nebulosity when they are used separately showing that there must all be taken into account. Table 2 : Prediction error with only one exogenous input among those highly correlated for the site of Ajaccio.
On Table 2 for the station of Ajaccio, the most interesting parameters are the nebulosity (N) followed by the sunshine duration (Su). The two other parameters, pressure (P) and daily gradient pressure (DGP) are not very interesting. They are not improving the error toward the endogenous case so their influence could be neglected The last step of the optimization is the determination of the optimal number for hidden nodes. Table 3 and 4 are represented the nRMSE error versus the number of hidden nodes between one and ten for the two stations. In
Bastia case on Table 3 , at the beginning an increase of the number of hidden nodes results in a small decrease of the nRMSE unless trend reversed. In fact all results are almost equivalent even if a small increase of the local minima is observed with an increase of the hidden nodes. Considering this fact we should have to take two nodes for the hidden layer. Actually we have chosen three nodes for the hidden layer because the third number after the decimal point for the nRMSE was smaller than the nRMSE for the two nodes case (25.432% versus 25.438%). The optimization of the number of nodes on hidden layer for the second station is represented on the Table 4 .
Lag Endo Lag Su Lag N Hidden Nodes nRMSE IC95%
Like in Bastia case, only three neurons on the hidden layer are necessary. For Bastia location, the improvements related to exogenous/endogenous inputs (multivariate data) are minimal but real. On the Figure 6 , the global radiation computed by the two methodology are equivalent, although the determination coefficient shows that the use of exogenous data improve the prediction (R²=0.72 versus R²=0.71). For the prediction error, the nRMSE is 25.43% for multivariate method (see Table 3 Wh/(m².day) and RMSE = 1422 Wh/(m².day)). On Figure 7 the comparison between the two methodologies of prediction is shown. Like in Bastia case the determination coefficient indicates that the exogenous methodology improves the prediction (R²=0.78 Versus R²=0.77). On the Figure 7 and the Figure 8 , the cumulative global radiation for both configurations is compared. Figure   8 helps to compare the predictors when the errors generated are low and allows to make a zoom on the error prediction. The trend of the difference of cumulative global radiation is decreasing and is maximal after two years. For Bastia, the error generated (bi-annual integration) by the both simulations are very low (60 kWh/m² for exogenous data use and 57 kWh/m² for only endogenous data, the cumulative measure being equal to 3.1 MWh/m²). There is an inversion of the trend after the 200 th day (Figure 8) , the difference of cumulative radiation related to the exogenous methodology become more important than the only endogenous method. The cumulative curve is a comparison tool, but the interpretation is not trivial. A predictor can generate a high nRMSE and a low cumulative error like in the persistence case where the cumulative modeling is equal to the original series but the daily error generated is high. It is surprising, but it seems that the sunny period increases the error while the winter period compensates it (rebounds curves on Figure 8 at 100 th and 500 th day). The two prediction methods with univariate and multivariate data coincide with the cumulative measurements (R² = 0.99). This site (Bastia) is well known to be very difficult to predict and this result was already found in previous studies [31] .
For Ajaccio, Figure 7 shows that the error generated by the two simulations is very low, the determination coefficient does not allow to separate the two predictors (univariate versus multivariate) on the cumulative study We can estimate that the cumulated error is -146.8 Wh/m² (underestimation trend) by day in Ajaccio and -73.7 Wh/m² by day in Bastia. In order to better understand and quantify gains induced by the use of exogenous data, Figure 9 presents monthly results. For Ajaccio, The multivariate methodology improves the forecast, around 1% with a max in March (+3.5%) and a min in November (-2.8%). There are more months where the nRMSE difference is positive (17 months to 24 predicted months) meaning that the use of exogenous parameters is significant better than single use of endogenous inputs. For Bastia, globally, the exogenous methodology improves the quality of the forecast ; the average gain is around 0.5% with a max in July (nRMSE =+1.7%) and a min in November (-1.7%).
The frontage PV system
In the previous section, we have identified a methodology to predict with exogenous variables, the horizontal global radiation. In this new section, we apply the forecast methodology to predict the specific case of the DC production for a tilted PV wall. A frontage PV system has been installed recently in our laboratory (located at Vignola, Ajaccio, on Figure   10 ). It has a nominal power of 6.525 kW composed by respectively 1.8 kW and 4.725 kW amorphous and monocrystal PV modules built in 6 independent power subsystems. PV power predictions from ANN methodology described in this paper have been computed from one of this whole PV plant on a frontage side exposed to the 24 south (azimuth null) and tilted at 80°. The PV system is composed by 9 SUNTECH 175S-24Ac for a 1. To predict this energy, we used as a learning set 10 years of global horizontal irradiation available on the site of Ajaccio. The distance of this frontage PV system from the meteorological station used to obtain the training series is about 10 km. Classical models are used to compute tilted irradiation for an 80° angle. We used the Climed-2 method [43] to determine the diffuse fraction then the classical transformation to tilt the beam component, and the Klutcher equations [44] to tilt the diffuse part. The couple of exogenous data (lag 1 for sunshine duration and nebulosity) and the ANN estimation designed previously have been used to predict the DC and AC energy produced by the PV plant (see Figure 11 ). We have chosen to compare the following solar radiation forecasting approach: the ANN methodology with only endogenous data, ANN with endogenous and exogenous data, persistence and the referenced autoregressive with moving average (ARMA(p,q)) model [45] . The optimization of this model is done separately with an exhaustive study of parameter p and q. We have found that the best configuration was the simple ARMA (2,2) with Solis stationarization and centered values. The test of prediction is done with extreme condition, because the period chosen for the prediction is the 6 months between January and June 2009 where the weather was unusually very cloudy. These extreme conditions are illustrated in Table 5 that represents the means and standard deviation of the PV output electrical AC power. For the first months the standard deviation of the DC and AC electrical power measured are respectively 299 Wh and 227Wh, while the means is equal to 666 Wh and 506
Wh. It means a variation coefficient (or dispersion rate) closed to 50% showing the high variability of the PV plant production and the difficulty to offer a reliable forecast of the global horizontal irradiation. Table 6 shows   26 the results of the AC energy prediction tests for the four used methodologies (ANN with endogenous and exogenous inputs, ANN with only endogenous inputs, ARMA and persistence). Concerning the DC power, the results are equivalent for the purpose of the study which is to compare 3 methodologies of prediction and not to found the best model of the PV plant. The transition between the global radiation forecast and the PV energy forecast is the same for all the 3 methods. For the nRMSE the AC and DC results are identical, and for the other error parameters they must be multiply by 0.76 (=PR). Endogenous and exogenous data as inputs of the ANN allow to decrease the nRMSE by 1% on a 6-months cloudy period for the DC power production (January-June).
Moreover, the use of exogenous data shows an interest only in cloudy period (winter season). In summer, endogenous data as inputs on a preprocessed ANN seems to be sufficient. By comparison to a naïve forecaster like persistence or the referenced forecaster (ARMA), an ANN with endogenous and exogenous data improves the DC (and AC) electrical power energy prediction by respectively 9% and 1%. The ARMA process is equivalent to an ANN with only endogenous inputs, both of which are less relevant that the use of ANN with selected meteorological inputs. Figure 12a shows the cumulative prediction versus the combination of the electric power measurement. The prediction overestimates the energy production. But, we can see that the use of ANN with exogenous data can properly quantify the energy resource (like in the ARMA case the determination coefficient for the cumulative prediction is R²=0.99 and for the persistence R²=1).
Jan-June
Jan This cumulative plot is interesting because it shows the global error generated. A good estimator must have a low value of daily nRMSE and also a low error on the predicted cumulative energy. For 6 months, the absolute global error of the cumulative prediction is less than 4 kWh for the tilted PV wall, while the value of cumulative produced measures is 60 kWh (error ~ 7%). On the Figure 12b , we can see that the measures are very noisy and that the inclination of 80° is very penalizing; the high values of energy are observed in winter when the weather is often cloudy. Moreover, the relative error is much larger in summer in this case than in horizontal case.
However, after 90 days (3 months, so early April) the prediction is very consistent to the measures. 
Conclusions
This paper proposes to study the contribution of exogenous meteorological data to an optimized MLP in order to predict solar energy (multivariate forecasting). We have compared this technique with different forecasting methods on two sites located in Corsica Island and the results seem to be quite interesting. On Bastia, the first site studied, the use of the exogenous data on ANN inputs increases a little the prediction quality (only 0.5%), the maximum is in July (nRMSE =+1.7%) and the minimum in November (-1.7%). In Ajaccio, the second site studied, the multivariate forecasting improves the nRMSE by 1%, and this result begins to be interesting for a power manager. The maximum gain is in March (+3.5%) and the minimum in November (-2.8%). If we consider 29 the cumulative prediction, the results are of course better, but the two predictors appear equivalent in this case (R²=0.99 for both). The results are similar to the concrete case of a tilted PV wall (1.175 kWp): endogenous and exogenous data ANN inputs allow decreasing the nRMSE by 1% on a 6 months-cloudy period for the AC power production (January-June). Moreover, the use of exogenous data shows an interest only in cloudy period (winter season). In summer, endogenous data as inputs on a preprocessed ANN appear to be sufficient. By comparison to a naïve and reference forecaster as respectively persistence and ARMA, an ANN with endogenous and exogenous data improves the AC electrical power energy prediction by respectively 9% and 1%. The ARMA process is equivalent to the "only endogenous input" architecture (univariate method): both are less relevant than the use of ANN with meteorological inputs. All theses results encourage us to study in the future how to adapt this methodology to shorter horizons in order to target the problem of scheduling in a power system. It seems obvious that in this case the meteorological data should have a greater impact on the prediction accuracy. Table 1 : Prediction error with only one exogenous input among those highly correlated for the site of Bastia.
Bold letters represents the best configurations. Table 2 : Prediction error with only one exogenous input among those highly correlated for the site of Ajaccio. Table 3 : Optimization of the hidden layer for the site of Bastia. Table 4 : Optimization of the hidden layer for the site of Ajaccio. Table 5 : Means and standard deviation of the AC PV plant electrical power Table 6 : AC PV power prediction (80° tilted PV plant). ANN with endogenous and exogenous inputs, ANN with only endogenous data, ARMA process and persistence. In bold the best results for each measurement error.
