We study the problem of centralized exact repair of multiple failures in distributed storage. We describe constructions that achieve a new set of interior points under exact repair. The constructions build upon the layered code construction by Tian et al in [1] , designed for exact repair of single failure. We firstly improve upon the layered construction for general system parameters. Then, we extend the improved construction to support adaptive repair for a flexible number of failures, and a flexible number of helpers. In particular, we prove the optimality of one point on the functional repair tradeoff of multiple failures for some parameters. Finally, considering minimum bandwidth cooperative repair (MBCR) codes as centralized repair codes, we determine explicitly the best achievable region obtained by spacesharing among all known points, including the MBCR point.
I. INTRODUCTION
Driven by the growth of data-centric applications, efficient data storage and retrieval has become of crucial importance for several service providers. Distributed storage systems (DSS) are currently widely employed for large-scale storage. DSS provide scalable storage and high level of resiliency in the face of server failures. To maintain the desired level of failure tolerance, DSS utilize a replacement mechanism for out-ofaccess nodes, known also as the repair mechanism, that allows to recover the content of inaccessible/failed nodes. The repair process of a failed node is performed by downloading data from accessible nodes (or a subset thereof) in the system and recovering the lost data. Efficiency of a DSS is determined by two parameters, namely, the overhead required for reliability and the amount of data being transferred for a repair process. The seminal work in [2] proposed a new class of erasure codes, called regenerating codes, that optimally solve the repair bandwidth problem. It is shown in [2] that one can significantly reduce the amount of bandwidth required for repair and the bandwidth decreases as each node stores more information. Regenerating codes, as presented in [2] , achieve functional repair. In this case, the replacement nodes are not required to be exact copies of the failed nodes, but the repaired code should satisfy reliability constraints. However, in practice, it is often more desirable to recover the exact same information as the failed node, which is called exact repair. Exact repair codes are easier to implement and maintain, and thus are of more interest.
There has been a flurry of interest in designing exact repair regenerating codes [3] - [9] . Moreover, there is a growing literature focused on understanding the fundamental limits of exact repair regenerating codes [10] - [13] , as opposed to the well-understood functional regenerating codes [2] .
A. Multi-node recovery
In many practical scenarios, such as in large scale storage systems, multiple failures are more frequent than a single failure. Moreover, many systems apply a lazy repair strategy, which seeks to limit the repair cost of erasure codes. Indeed, it has been demonstrated that jointly repairing multiple failures reduces the overall bandwidth compared to repairing each failure individually [14] - [17] . We distinguish between two ways of repairing multiple failures, and the focus of the paper is on the latter.
Cooperative regenerating codes: In this framework, each replacement node first downloads information from d helpers. Then, the replacement nodes exchange information between themselves before regenerating the lost nodes. Of interest to our work, we note that codes corresponding to the extreme points on the cooperative tradeoff have been developed: minimum storage cooperative regenerating (MSCR) codes [15] , [18] and minimum bandwidth cooperative regeneration (MBCR) codes [19] .
Centralized regenerating codes: Upon failure of e nodes, the repair is carried out in a centralized way by contacting any d nodes (helpers) out of the n − e available nodes, d ≤ n − e, and downloading β amount of information from each of the d helpers. The content of any k out of n nodes in the system is sufficient to reconstruct the entire data. Let α be the size of each node, and F be the size of the entire data. A code satisfying the centralized repair constraints is referred to as an (F, n, k, d, e, α, β) code. We also say it is a code of the (n, k, d, e) system. In our previous work [17] , we characterized the functional repair tradeoff for multi-node recovery. Let q = k e − 1, t = k − qe. The normalized functional tradeoff can then be written as follows
whereᾱ = α/F,β = β/F . Inequality (1) gives q linear bounds:
In this work, we are interested in designing exact centralized repair regenerating codes for recovering multiple failures. When e ≥ k, the tradeoff reduces to a single point, which is trivially achievable [17] . We hereafter assume e < k.
In [16] , it is argued that cooperative regenerative codes can be used to construct centralized repair codes. The total bandwidth in this case is obtained by taking into account the bandwidth obtained from the helper nodes and disregarding the communication between the replacement nodes. In particular, MSCR codes achieve the same performance as minimum storage centralized multi-node repair (MSMR) codes [9] , [16] . Additionally, MBCR codes can be used as centralized repair codes. These points are given by
).
Contributions of the paper: We first improve upon the layered construction presented in [1] , which is concerned with the single repair, to construct a family of regenerating codes that is capable of repairing multiples failures. In particular, for the (k + e, k, k, e) system, we prove the optimality of a particular constructed point using the functional repair tradeoff; combining the achievable points via our construction and also the MBCR point, we characterize the best achievable region obtained by space-sharing between all known points. Notation: we denote by [i] the set of integers {1, 2, . . . , i} for i ≥ 1.
II. CODE CONSTRUCTION
We first describe the code construction which is an improvement upon [1] . We recall the definition of Steiner systems.
Definition 1. A Steiner system S(t, r, n) is a collection of subsets of size r, included in [n], such that any subset of [n]
of size t appears exactly once across all the subsets.
Steiner systems do not exist for all design parameters. When t = r, Steiner systems always exist, and the blocks in this case can be chosen to be all r−combinations of the set [n]. The family of (F, n, k, d, e, α, β) codes we describe below is parameterized by t, m, r, for e ≤ m < r ≤ n, where
Construction 1. Precoding step: We consider a Steiner system S(t, r, n) and generate N =
blocks such that each block is indexed by a set J ∈ S(t, r, n). Block J corresponds to independent message W J of r symbols over an alphabet of size q, which is then encoded using an (r, r − m) q MSMR code. The codeword symbols, called the repair group J, is comprised of {c x,J : x ∈ J}. Moreover, we assume that the MSMR code possesses the optimal repair bandwidth (3) for any number of erasures l, 1 ≤ l ≤ m, and any number of
The code matrix: The code structure can be described by a code matrix C, of size n × N . The rows of C are indexed by integers in [n], corresponding to the different storage nodes, and its columns are indexed by sets J, arranged in some arbitrary chosen order. We formally define C as
where " − " denotes an empty symbol. Node i ∈ [n] stores all the non-empty symbols of row i in the code matrix C. It can be checked that the storage per node is given by α = Nr n .
By abuse of notation, the terms block, message, and repair group are used interchangeably. The requirement on the alphabet size q is dictated by the existence of an MSMR code with the required property in (3) . Such MSMR codes are known to exist [20] . Example 1. Consider a Steiner system S(t, r, n) = S (3, 4, 8) . So the number of blocks is N = 14 and each node number appears α = rN n = 7 times. The 14 blocks are given by
The code matrix is given by (7) in Page 3. Let m = 2, e = 2, d = n − e = 6. Then we can repair nodes 1 and 2 simultaneously, by downloading In total, we download 18 symbols. Each helper transmits 3 symbols.
From the example above, we see that each component code J tolerates the failure of m nodes. Therefore, the code C also tolerates the failure of up to any m nodes. Thus, it can be checked that for Construction 1 from any k = n − m, we can recover the data, which is the reconstruction parameter. Moreover, the code can recover from any m failures. Therefore, it is possible to repair simultaneously any 1 ≤ e ≤ m failures. The number of helpers is flexible, and satisfies k ≤ d ≤ n − e. The repair bandwidth is given in Propositions 1 and 2 for two different scenarios. Proposition 1. Using Construction 1 with t = r, it is possible to repair simultaneously any set of 1 ≤ e ≤ m nodes, using n − m ≤ d ≤ n − e helpers, such that the contribution of each helper, denoted by β e (d), is given by
Proof: In the repair procedure, any subset of missing symbols belonging to the same repair group is repaired via MSMR repair procedure, using all available helpers from the same group among the chosen helper nodes. Fixing the set of helper nodes, we argue that the repair is feasible. Indeed, let H be the set of d helpers. For each repair group J, we denote the set of remaining nodes in J as J . Using |H ∪ J | ≤ n − e and d ≥ k = n − m, it follows that
Thus, for each repair group, we have enough information across the set of helpers to recover the missing components. We now analyze the contribution of a single helper h: h helps in the simultaneous repair of s missing symbols of the same repair group, such that 1 ≤ s ≤ e. For each size s, we count all possible cases in which the repair can be done through the help of r − p coded symbols among all the d helpers, because the number of available coded symbols determines the contribution of each helper, as dictated by the MSMR repair bandwidth. It follows that, for the corresponding repair group, r − p − 1 can be chosen from the set of d − 1 helpers (helper h already belongs to the repair group by assumption), while the remaining p − s elements of the repair group can be chosen from the remaining n − e − d nodes. Figure 1 summarizes the repair situation for given parameters s and p. Summing over all the repair contributions, and analyzing the limit cases of p for a given s, (8) follows. Fig. 1 . A repair situation associated to given parameters s and p.
Remark 1. It can be seen that the repair procedure can benefit from the MSMR repair property in the case n > k + 1.
In particular, the advantages of using MSMR codes in our construction over MDS codes as in [1] are: 1) lower repair bandwidth, 2) symmetric repair among helper nodes, which obviates the need for the expensive procedure of duplicating the block design as in [1] , and 3) adaptability, meaning nontrivial repair strategies for multiple erasures, 1 ≤ e ≤ m with the help of varying number of helpers d, such that
The technique of using MSMR codes as building blocks for outer code constructions has been used in the literature, for instance in constructing codes with local regeneration [21] , [22] and exact-repair regenerating codes for single failure [6] . In particular, it can be checked that [6] uses copies of trivial Steiner systems, and achieves the same normalized points (ᾱ,β) as Construction 1. However, [6] uses higher subpacketization size due to the necessity of code duplication in order to achieve symmetry across all nodes. Moreover, Construction 1 allows the use of general Steiner systems (c.f, Remark 2) to further reduce the subpacketization size.
A. General Steiner Systems for an (k+2,k,k,2) system
In Proposition 1, we considered Construction 1 with Steiner systems such that t = r. We study next the use of a general Steiner system for the specific (k + 2, k, k, 2) system.
Proposition 2. Construction 1 generates an
.
Proof: We consider a Steiner system S(t, r, n) and let m = 2. From (5), we obtain F and α as in (10) . To analyze the repair bandwidth per helper, we distinguish two cases: Case t = 2: If the helper node h shares a block with both failed nodes, then, by design, h does not share any other block with either of the failed nodes. Thus, h contributes a single symbol (log 2 (q) bits) that is useful for the repair of the missing symbols of the shared repair group. Otherwise, h shares exclusively two blocks with each of the failed nodes. In each of the shared repair group, node h contributes 1 2 symbol ( 1 2 log 2 q bits) to help repair the corresponding missing symbol, by virtue of the MSMR repair property (i.e., the missing symbol is repaired with r − 1 helpers). Case t ≥ 3: For a helper h, the number of blocks he shares with both failed nodes is given by
. The number of blocks node h shares exclusively with either of the failed nodes is given by
. Therefore, the contribution of each helper node is
The repair in Example 1 is an illustration of Proposition 2. Similar to Proposition 1, the repair bandwidth is identical among the helper nodes, and independent of the choice of the failed nodes and helpers. Remark 2. We note here thatᾱ,β do not depend on t (11) . The advantage of using Steiner systems with smaller t, whenever they exist, is that they induce smaller α and β, for the same normalized parameters. Indeed, it can be shown that α, as given by (10) , is strictly increasing in t. Therefore, to reduce the storage size per node, and therefore the repair bandwidth, it is advantageous to use a Steiner System with the smallest t, t ≤ r. Moreover, when e = 2, t = r, Proposition 1 and Proposition 2 give the sameᾱ,β. In this section, we analyze the achievable region for an (n, k, d, e) = (k + e, k, k, e) system by means of Construction 1, using, for simplicity, a Steiner system with t = r. Proposition 3. Construction 1, with t = r, m = e, e + 1 ≤ r ≤ n, generates a set of achievable points for an (F, k + e, k, k, e, α, β) system, such that
Proof: When d = k, n = k + e, m = e, r is chosen such that e + 1 ≤ r ≤ n, the general expression in (8) is given by
where the last equality is from Vandermonde's identity.
A. Optimality of one achievable point Proposition 4. For the (k + e, k, k, e) system, the point achieved in (12) for r = k + e − 1 is an optimal interior point.
Proof: From (12) when r = k + e − 1, we achieve F = (k + e)(k − 1), α = k + e − 1, β = k + e − 2. Thus, (ᾱ,β) = ( k + e − 1 (k + e)(k − 1)
, k + e − 2 (k + e)(k − 1)
Substituting (15) in (2) and setting p = q − 1, we obtain Therefore, the above point lies on the functional repair lower bound and hence is optimal. It lies on the first segment of the bound near the MSMR point, and it is not the MSMR nor the MBCR points, as indicated by (3) and (4).
B. Optimal extension property
From Proposition 4, Construction 1 gives us an optimal point for any (k +e, k, k, e) system. Construction 1 also offers the following property.
Proposition 5. Consider a (k +e, k, k, e) system and consider the optimal point achieved by Construction 1 in Proposition 4, one can extend the system to a (k + e + 1, k, k, e + 1) system, operating at the optimal point of Proposition 4, by adding another node to the system and increasing the storage per node, while keeping the initial storage content.
The proof and an example are given in [23] . The above property is useful for systems for which the fault tolerance may be deemed insufficient. Therefore, one can increase the fault tolerance of the system without sacrificing the optimality on the exact repair tradeoff, or changing the existing data. We note also that by a successive application of Proposition 5, we can increase the fault tolerance of the system by any desirable factor. C. Acheivability region for an (k + e, k, k, e) system
In this subsection, we seek to determine the convex hull of the known achievable points for the (k + e, k, k, e) system. The convex hull, denoted by R, is the smallest convex set containing all known achievable points, obtained by all convex combinations (i.e., space-sharing) among the points achieved by Construction 1, described in (13) , and also the MBCR point given by (4) . The objective is therefore is to determine which points are sufficient to describe R. We refer to these points as corner points of R. Figure 2 presents the achievable points for an (17, 14, 14, 3) system. The achievable points of (12) , are parameterized by r, such that e + 1 ≤ r ≤ e + k. For each r, we denote the corresponding point as (ᾱ r ,β r ). As r decreases, the storage α r increases. By abuse of notation, we refer to the point (ᾱ r ,β r ) as point r. We state some guiding observations for our subsequent analysis. First, one can eliminate some of the achievable points obtained by Construction 1. For instance, point r = 5 withᾱ = 0.1471, achieves a similar bandwidth as the neighbor point r = 6, but at a larger storage size. Points to the right ofᾱ = 0.1471, such that r < 5, can be also immediately eliminated. Other points can be eliminated as they can be outperformed by space-sharing between the MBCR point and some interior point. Interestingly, we observe that point r = 8 lies exactly on the segment joining point r = 9 and the MBCR point. This means that, while point r = 8 is not outperformed by space-sharing, it is nonetheless not necessary for the description of R, and thus it is not considered as a corner point. In the following, we show that the observations from Figure 2 can be generalized and we explicitly determine the corner points of R, depending on the system's parameters e and k. For conciseness, the proofs of the following lemmas can be found in [23] . Lemma 1. The achievable points in (12) , with r < 2e, are not corner points in R.
Lemma 1 implies that it is sufficient to consider the range 2e ≤ r ≤ k + e. We define the non-negative integer p such that r = 2e + p. We now show that the achievable points r = 2e, . . . , k + e can not be eliminated by space-sharing between themselves, when not considering the MBCR point. Therefore, to determine the corner points of R, we need to successively test for increasing values of p, such that 0 ≤ p ≤ k − e, whether the point r = 2e + p is outperformed by space-sharing of MBCR and point r + 1. Let p * denote the smallest p such that point r = 2e + p is not outperformed, it follows by Lemma 4 the following achievability region. 
The number of corner points in R is given by n c |{r : 2e + p * ≤ r ≤ k + e}| + 1 = k − e + 2 − p * . Proof: Consider r = 2e + p, 0 ≤ p ≤ k − e − 1. We consider space-sharing between the MBCR point and the point r +1. We compute the normalized bandwidth, denoted byβ r , achieved by the space-sharing at the intermediate point α r , and then determine ifβ r >β r . The proof follows by a careful analysis of the sign ofβ r −β r in two ways: as a quadratic function in p on the one hand and as a linear function in k on the other hand. See [23] for details. Proposition 6 agrees with known particular cases. 1) When e = 1, we have p * = 1 and the only eliminated point (p = 0) coincides with the MBCR point, in agreement with [1] . 2) The optimal point in Proposition 4 (p = k − e − 1) is not a corner point for k = e + 1, because of p * = k − e > p and Proposition 6. Indeed, the point with p = k −e−1 lies exactly on the segment joining the MBCR and the MSMR point. 3) When k > e + 1, it can be checked that the optimal point in Proposition 4 is a corner point.
Example 2. We consider the setting of Figure 2 : e = 3, k = 14. We obtain p * = 3. This means that the points r, for 6 ≤ r ≤ 2e + p * − 1 = 8 are not corner points in R and the number of corner points is n c = 10. This clearly matches the observations made in Figure 2 .
