INTRODUCTION
The great frontier of computational science is in the challenge posed by high-fidelity simulations of real-world systems, that is, in transforming computational science into a fully predictive science. Earth System Models are typically characterized by multiple, interacting physical processes (multi-physics), interactions that occur on a wide range of both temporal and spatial scales (from 1 to 10 km). Since computational cost increases nonlinearly with higher resolution it is likely that predictions of environmental change at 1 km resolution would require extreme scale computers.
The computational challenges that will be faced in making exascale computing a practical reality arise both in the hardware realm and in the software, and will call for potentially revolutionary changes in the ways high performance computing is being used. A co-design methodology approach will be needed in which the design of hardware, algorithms programming models and software tools is carried out in a coupled and iterative fashion.
Preparing applications for the transition to exascale systems requires that they are able to face, efficiently and effectively, the abundance of parallelism (also combined in hybrid approaches) and the increase in system faults. As a consequence, parallel algorithms must adapt itself to the increasing amounts of data locality, to the need to obtains much higher factors of fine-grained parallelism as high-end systems support increasing numbers of compute threads and to the need of re-balancing computation dynamically in response to changing workloads and conditions of the operating environment. Exascale systems brings new computation/communication ratios. Within a node data transfers between core is relatively inexpensive, but temporal locality is still important for effective cache use. Across node, the relative cost of data transfer is growing. The development of communication-avoiding algorithms that increase the computation/communication ratio is needed.
Thus, applications executing on Exascale systems will have to deal with issues related to scalability, adaptivity and, more in general, resilience of the software [3, 12, 6] .
Exascale co-design is a very complex undertaking mainly for the application codes. Many computational scientists have neither time nor inclination to become experts in numerical methods and software, preferring to leave software development to computer scientists and mathematicians. In this respect, mathematical software libraries should be used. In this way, domain scientists will be able to use state-ofart software components that can be shared across multiple application domains. Since writing software is universally recognized to be time consuming and error prone scientists will benefit from availability of software that can use off the shelf while experimenting with domain specific challenges rather than writing their own package. Computing at exascale will put many heavier demands on algorithms, especially on programming models that may be required to handle a number of design choices, including shared-memory based programming models (such as OpenMP), message passing based programming models (such as MPI). Hence, in order to maximize the availability of these new algorithms to science, the idea is to encapsulate their implementation in reusable libraries.
Hence, the key for exascale co-design of application codes is the software layer that mediates the interaction between applications and hardware. Deployment of application code by means of the use of scientific libraries always is a "good investment". This approach introduces the so-called multilevel programming model:
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Recent advances in the Portable, Extensible Toolkit for Scientific computing (PETSc) [15] have substantially improved multilevel, multidomain and multiphysics algorithms. These capabilities enable users to investigate the space of linear, nonlinear, and timestepping solvers for more complex simulations, without making premature choices about algorithms and data structures. The strong encapsulation of the PETSc design facilitates runtime composition of hierarchical methods without sacrificing the ability to customize problem-specific components. These capabilities are essential for application codes to evolve over time and to incorporate advances in algorithms for emerging extreme-scale architectures.
Just as crucial in the push toward extremescale computing are recent advances in the PETSc design that enable leveraging GPUs in all computational solver phases and the hybrid MPI/pthread programming model. These design advances mean that one does not have to forsake the most mathematically sophisticated, hierarchical solvers in order to utilize GPUs and multicore. Rather, the software logic is independent of the computational kernels running on the accelerator hardware, so that one can easily incorporate new kernels, tuned to a particular new hardware, without rewriting the application or high-level solver library.
Important progress in separating the control logic of the PETSc software from the computational kernels have already made. As the community transitions away from an MPI-only model for parallelism, this separation of concerns is crucial because we can avoid a total rewrite of our software base. That is, while good performance at the exascale will require a major overhaul of the code for computational kernels in PETSc, the high-level control logic is largely hardware-independent and requires only modest refactoring to adapt to new hardware. In other words, we will not need to reimplement from scratch the hundreds of linear, nonlinear, and timestepping solvers encapsulated in PETSc. Of course, an essential complement to new hardware-specific computational kernels is extending the solver libraries to incorporate new algorithms that reduce communication and synchronization, as well as new programming models that explicitly acknowledge data movement and hierarchies of locality. The key point is that such design enables a separation of concerns for these two fundamental aspects of extremescale solvers, thereby making tractable a potentially daunting transition process.
In the path to exascale, solver algorithms must become more sophisticated (built by composing a hierarchy of already highly complex algorithms), not less sophisticated. Thus, enhancing and refactoring existing scalable and exible solver software libraries, such as PETSc, are the only way to achieve the long-term goal of exascale solvers. Starting from scratch would entail unnecessarily reproducing twenty years of previous work before the more sophisticated solvers could even be reasonably implemented. With the PETSc software, we are already embarking on next-generation algorithms and data structures. Building on this foundation of fundamental composable solver components will also facilitate a paradigm shift that raises the level of abstraction from simulation of complex systems to the design and uncertainty quantification of these systems.
THIS WORK
Some issues related to algorithm scalability and software resilience are already well known to NEMO developers but they are only partially faced by means of some investments at software level aimed to reduce communications number [7] . Secondarily, software ability to adapt its execution also in presence of unexpected happenings (i.e. resources overload, faults, etc.) and to benefit from resources heterogeneity are not yet provided.
In the context of IESP, groups of experts in applications, computer and computational science, are working together to produce new algorithms with features of super scalability, natural fault tolerance and the ability to adapt their execution on emerging hardware systems. Implementations of those algorithms will be included into already consolidated scientific libraries.
In this work we consider two software modules of NEMO. Here, these are used as a basic tool of our feasibility study aimed to prove that the introduction of a consolidated scientific library can provide NEMO with several advantages in terms of: software adaptivity (at least portability) on heterogeneous resources software robustness software scalability
We use, as "proof-of-concept" the Sea Surface Height equation solver and the Variational Data Assimilation system both used in the NEMO ocean model (OPA) [8] . OPA NEMO working schema of NEMO named ORCA2-LIM, which describes a global models of the ocean interacting with the ice of poles, the SSH solution represents a small part of ORCA2-LIM execution.
The performance analysis, measuring the time spent from each module activated by the SSH solution, allowed us to observe that: a part of the execution time is spent for the discretization of operators a part of time is spent for linear systems solution using one of the methods that NEMO identifies as "SOR" or "PCG". These are ad-hoc implementations of the "standard" Preconditioned Conjugate Gradient and Successive Over relaxation methods.
The optimization algorithms used by variational data assimilation systems Variational data assimilation problem ia a function minimization. In NEMO this operation is performed by means of two algorithms: CG (as in NEMOVAR software) and L-
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Figure 2:
Rosenbrock function and its minimum BFGS (as in OceanVar and NEMOVAR software).
The test case was based on the Rosenbrock function F Rosenbrock that is a nonconvex function used as a test problem for analyzing the performance of optimization algorithms because its global minimum is known (see fig. 2 ) but numerical convergence to that minimum is not easy.
Moreover, the use of a test function lets us to modify the problem size in a flexible way providing us a tool to perform more accurate scalability studies (as i.e. OPA-NEMO GYRE configuration can do).
The L-BFGS algorithm spends execution time essentially to evaluate the function;
find the "search direction" for the minimum.
More details are reported in [11, 1, 10, 9, 5, 4] where there are described experiences about implementation of a Variational Data Assimilation schema in HPC environment (hybrid architecture equipped with consolidated and robust software libraries); The well-known scalability problems of the above cited algorithm have been only in part faced by NEMO developers with some investments related to SOR algorithm [7] . About CGlike algorithms, international group of experts are working to produce a more scalable variant in the IESP context i.e. reducing the number of synchronization points due to global communication operations [12] .
THE REFERENCE SOFTWARE ENVIRONMENT: PETSC
PETSc is constantly evolving and it reflects the evolution of newer architectures (multi-node, multi-core, GPU, possibly combined to support hybrid computing paradigms) (see fig. 3 ).
PETSc is characterized by a considerable endowment of implementations of numerical methods and algorithms, including those used to solve systems of linear equations. PETSc is modular, organized in different levels of abstraction (see fig. 4 ), and it provides data structures that hide, to the final user, the complexity of the inter-process communications in distributed memory environments, of the interaction with GP-GPU modules, etc. The hierarchic organization of TAO PETSc provides tools at different levels of abstraction and it lets software developers to use PETSc objects at the most suitable level to guarantee high levels of scalability.
There are several packages built on PETSc. Among them, we cite TAO (Toolkit for Advanced Optimization) that is an object-oriented flexible toolkit with strong emphasis on the reuse of external tools. TAO is aimed at the solution of large-scale optimization problems on high-performance architectures providing features as portability, performance, scalable parallelism, and an interface independent of the architecture [13] .
TAO includes a variety of solvers based on optimization algorithms for several classes of problems (unconstrained, bound-constrained, and PDE-constrained minimization, nonlinear leastsquares, and complementarity) (see fig. 5 ). As TAO is built on PETSc, it inherits all PETSc features and approach in declaring, defining and using objects.
Last but not least, we should mention the possibility of extending PETSc by interfaces to other libraries (i.e. Trilinos, MUMPS, Hypre, etc.).
For everything mentioned above, we choose PETSc as reference scientific library. In particular, the reference hardware/software environment is a set of a multiprocessor/multicore nodes, some of them equipped with a graphical accelerator (NVIDIA GPU), on which the software layer is composed by:
OPENMPI implementation of the MPI2 standard;
both Fortran and C compilers from CPU vendor and from GNU project;
PETSc library; TAO library; NETCDF;
CUDA toolkit.
RESULTS
The OPA-NEMO SSH equation solver Some issues about the software robustness and the algorithm scalability are analized.
The focus was on the PETSc object available for the solution of linear equations system by using the Krylov Subspace Methods (see level 2 of the hierarchic organization of PETSc in fig. 4 PETSc's first goal was to provide a simple and consistent way for the user to specify the algebraic system (in general, nonlinear and time-dependent) so that a wide variety of solvers could be explored, thereby enabling application scientists to experiment with diverse algorithms and implementations without requiring premature commitment to particular data structures and solvers. The system for specification goes far beyond simply requiring the user to provide the Jacobian of a nonlinear system in a particular sparse matrix format. Rather, a set of specifications for how the user-provided code may provide information needed by implicit multilevel and Newton-based solvers are employed. The specifications are layered, so that if the user code can provide more information or flexibility, more powerful solvers may then be employed. For example, if the user's code can evaluate the nonlinear functions on a set of meshes, then geometric multigrid may be used to solve the Jacobian system.
We substitute the NEMO code solving the linear system Ax = b with another one using solvers provided by PETSc, performing these steps: Regards to point c), we pointed out that the matrix A is rank deficient, is not symmetric and has a rather large condition number. The system features mentioned above prevent PETSc, and other robust software libraries, to solve the linear system with the "standard" implementation of SOR and PCG methods. In these circumstances are preferred other methods such as i.e. the method of Least Squares (LS) or GMRES.
To implement the system solver in PETSc we used the objects Vec, Mat and KSP, that are at the bottom levels (the first and second levels) of the library (see fig. 4 ).
Below are shown some code offprint that well describe how the developer can use PETSc objects and how these objects can be configured in a static, semi-static or dynamic way. In fig. 6 , the lines 4,9 and 13 are used to configure, at runtime, all the objects already created (at lines 3, 8 In figg. 9 is shown the behavior, as a function of the number of cores, of the mean execution times of one iteration of the new implementation of the SSH equation solver in the PETSC environment 1 .
We highlight that: fig. 9 -(a) times related to 2-cores execution could be affected by context initialization which is too relevant respect to computing phase related to our fixed problem dimension.
fig. 9-(b)
results reported are related also to a combination, in a hybrid approach, of Multicore and GP-GPU technologies. Besides, for such small problem dimension, the advantages provided by using GP-GPU are not significant.
The L-BFGS algorithm Some issues about the software scalability and adaptivity are analyzed.
The focus was on the tool available in TAO that implements the L-BFGS algorithm: the TaoSolver. This object, like the PETSc objects, can be configured at run-time selecting:
the kind of optimization algorithm (i.e. Nelder-Mead, LMVM, Newton line search methods, etc.) the values of all the variables defining stopping criteria (for iterative methods), etc.
We implement in TAO the code needed to find the minimum of F Rosenbrock by means of the TaoSolver object (i.e. with a nonzero values for initial guess).
To implement the code we used the PETSc object Vec (at the first level of TAO) and the TaoSolver (at the second level) of the TAO library (see fig.  5 ). Below are shown some code offprint that well describe how the developer can use PETSc and TAO objects and how these objects can be configured in a static, semi-static or dynamic way. TAO and PETSc objects configuration by means of command line options.
2 Execution times used in subfigure (a) are collected on cluster of 8 nodes, connected by Infiniband technology, each of them with two processors quad core Intel Xeon E5410@2.33GHz. Execution times used in subfigure (b) are collected on a node with two processors quad core Intel I7 950@3.07GHz and a Tesla C1060.
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In fig. 10 , line 3 configures at runtime the Vec object already created at line 2.
In fig. 11 , lines 2 and 3 create and partially configure TaoSolver objects with static properties (i.e. with a non-zero values for initial guess), line 4 is used to complete the TaoSolver configuration at runtime by means of suitable command line options; at line 7 we call the solver and line 10 gets information about the termination of computations.
In fig. 12 , there are some examples of command line arguments used to configure the TAO solver and PETSc objects at runtime by means of method selection (i.e LMVM: Limited-Memory, Variable-Metric) method and the definition of the maximum number of function evaluations (see -tao max funcs option). At line 2, 5 and 8 we choose to execute the solver respectively by using OpenMP, native pthreads or CUDA.
In fig. 13 is shown the behavior, as a function of the problem dimension, of the execution times of the TAO implementation of L-BFGS algorithm 2 .
We highlight that: fig. 13 -(a) execution time reduction is more evident if problem dimension increases, fig. 13-(b) here, the advantages provided by using GP-GPU are more significant due to the higher problem dimension.
CONCLUSIONS
Advancing science in key areas requires development of next-generation physical models to satisfy the accuracy and fidelity needs for targeted simulations, which in turn places higher demands on computational hardware and software. Application models represent the functional requirements that drive the need for certain numerical algorithms and software implementations.
Science priorities lead to science models, and models are implemented in the form of algorithms. Algorithm selection is based on various criteria, such as appropriateness, accuracy, verification, convergence, performance, parallelism and scalability. Models and associated algorithms are not selected in isolation but must be evaluated in the context of the existing computer hardware environment. Algorithms that perform well on one type of computer hardware may become obsolete on newer hardware, so selections must be made carefully and may change over time. Moving forward to exascale will put heavier demands on algorithms in at least two areas: the need for increasing amounts of data locality in order to perform computations efficiently, and the need to obtain much higher factors of fine-grained parallelism as high-end systems support increasing numbers of compute threads. As a consequence, parallel algorithms must adapt to this environment, and new algorithms and implementations must be developed to extract the computational capabilities of the new hardware. As with science models, the performance of algorithms can change in two ways as application codes undergo development and new computer hardware is used. First, algorithms themselves can change, motivated by new models or performance optimizations. Second, algorithms can be executed under different specifications, e.g., larger problem sizes or changing accuracy criteria. Both of these factors must be taken into account. Significant new model development, algorithm re-design and science application code reimplementation, supported by (an) exascale-appropriate programming model(s), will be required to exploit effectively the power of exascale architectures. Uncertainty quantification will permeate the exascale science workload. The demand for predictive science results will drive the development of improved approaches for establishing levels of confidence in computational predictions. Both statistical techniques involving large ensemble calculations and other statistical analysis tools will have significantly different dynamic resource allocation requirements than in the past, and the significant code redesign required for the exascale will present an opportunity to embed uncertainty quantification techniques in exascale science applications.
The deployment of an applicative software by means of the use of Scientific libraries, as PETSc, can be considered a "good investment". Indeed, in the context of IESP groups of expert of applications, computing and computational scientists are working together to produce new algorithms with features of super scalability, natural fault tolerance, able to adapt their execution on emerging hardware systems (not only distributed memory, shared memory systems but also systems with graphic accelerators -GPU, eventually combined to support hybrid computing paradigms).
Furthermore PETSc developers are working, in the Exascale context, to produce super scalable implementations of iterative methods for solution of linear systems. Similar investments are in progress on other well-known scientific libraries as i.e. TRILINOS (that is already able to "interact" with PETSc).
Thus, if a library is fault tolerant, robust, scalable, so are all applications that use it; if a library is able to constantly evolve to reflect the evolution of newer and powerful architectures, then all the application relying on it can authomatically benefit of all performance improvements provided (see fig. 14 ). Another example to be cited in this sense is reported in [14, 2] where we worked to introduce fault tolerance mechanisms and adaptivity features at library level and so we produce high level software that automatically inherits fault tolerance and adaptivity features.
All of the above leads to the conclusion that:
1. robust and consolidated scientific libraries, like PETSc, are versatile, capable of adapting to different execution environments. Furthermore PETSc provide a wide variety of numerical tools to solve problems of interest for the oceanography scientific communities. Using PETSc in NEMO future redesign, will involve advantages both in terms of savings in software development time and in terms of software quality (at least in terms of adaptivity, robustness, scalability and portability). In particular, if NEMO model will redesign, it will be possible to introduce also PETSc level 3 objects, having more benefits in terms of model global scalability;
2. if the initial effort for the introduction of libraries of scientific computing in high level software may seem large, on the other hand, it ensures the possibility of a longer life for the software (amortizing the initial time investment) and prevents the user from the introduction of changes to the lowest level necessary to incorporate any changes in the hardware execution environment.
FUTURE WORK
The need for scalable algorithms in an exascale initiative has already been stressed. All indications are that memory will become the rate-limiting factor along the path to exascale, and investments should accordingly be made in designing algorithms with reduced memory requirements.
Our future work includes deployment of: (i) algorithmically scalable methods, where algorithmically scalable means that the total resources needed to solve the problem (flops plus memory) are proportional to the resources needed to evaluate the associated operator; (ii) high-order methods that perform more computation to obtain greater accuracy for each computational degree of freedom; and (iii) adaptive methods designed to use the smallest possible number of degrees of freedom to obtain the needed level of accuracy.
The basic framework for fully implicit nonlinear solvers is (truncated) Newton's method using (possibly matrix-free) Newton-(Krylov) techniques. The embodiment of Newton's method in PETSc is the SNES component. SNES uses the Newton approach of solving the nonlinear system using some approximation to the Jacobian of the nonlinear function. The approximation of the Jacobian can be computed in many ways, matrix-free matrix-vector product application or automatic generation of code that computes the Jacobian or applies it to a vector via ADIC or ADIFOR. The incorporation of matrix-free nonlinear solvers is particularly important because this approach eliminates the need to compute the fully coupled
Jacobian and yet still enables Newton's method to achieve rapid quadratic convergence. While most applications cannot readily provide full Jacobians of coupled systems, approximations of the various Jacobians are commonly available. Thus, in this context, the term matrix-free means that while there is no explicit storage of the entire sparse Jacobian matrix, there may be explicit storage of portions of the Jacobian. PETSc also includes new capabilities for composing scalable nonlinear solvers such as nonlinear GMRES, nonlinear CG, quasi-Newton, and nonlinear multigrid.
