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Resumen
En este trabajo se revisan los ma´s recientes avances relativos a problemas con ecuaciones diferenciales
que tratan involuciones. Tenemos en cuenta dos casos: el caso con condiciones iniciales y coeficientes
constantes y el caso de condiciones de contorno homoge´neas y coeficientes variables. Usando diferen-
tes te´cnicas, obtenemos la funcio´n de Green para ambos problemas, estudiamos su signo y derivamos
resultados de e´l.
Palabras clave: Involucio´n, reflexio´n, funcio´n de Green, principio del ma´ximo, ecuaciones diferen-
ciales.
Abstract
In this work we revise the most recent developments concerning the study of first order problems
regarding differential equations with involutions. We take into account two cases: the case of initial
conditions and constant coefficients and the case of homogeneous boundary conditions and non-
constant coefficients. Using different techniques, we obtain the Green’s function for both problems,
study its sign and derive further results.
Key words: Involution, reflection, Green’s function, maximum principle, differential equations.
Introduccio´n
El estudio de ecuaciones funcionales con involuciones (EDI) comienza con la solucio´n de la ecuacio´n
x′(t) = x(1/t) llevada a cabo por Silberstein (ver [21]) en 1940. En pocas palabras, una involucio´n
es simplemente una funcio´n f tal que, sin ser la identidad, satisface f ( f (x)) = x para todo x en su
dominio de definicio´n. Para la mayorı´a de las aplicaciones en ana´lisis, la involucio´n esta´ definida
en un intervalo de R y es continua, lo cual implica que es decreciente y tiene un u´nico punto fijo
(ver [27]). Desde el artı´culo fundacional de Silberstein, el estudio de problemas con EDI ha estado
principalmente basado en los casos con condiciones iniciales y en especial en el caso de la reflexio´n
f (x) =−x. Por citar algunos ejemplos, Wiener y Watkins estudian en [27] la solucio´n de la ecuacio´n
x′(t)−ax(−t)= 0 con condiciones iniciales. La ecuacio´n x′(t)+ax(t)+bx(−t)= g(t) ha sido tratada
en [18,19]. En [14,20,24,27,28] se introducen algunos resultados que permiten transformar este tipo
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de problemas con involuciones y condiciones iniciales en ecuaciones diferenciales ordinarias (EDO)
de segundo orden y condiciones iniciales o bien sistemas de EDO de primer orden y dimensio´n dos,
garantizando adema´s que la solucio´n del segundo problema sera´ una solucio´n del problema original.
Adema´s, las propiedades asinto´ticas y de acotacio´n de las soluciones de problemas iniciales de primer
orden se estudian en [25] y [1] respectivamente. Se consideran problemas de contorno de segundo
orden en [8, 9, 17, 28] para condiciones de contorno de Dirichlet y de Sturm-Liouville y en [16] se
estudian ecuaciones de orden superior. Otras te´cnicas aplicadas a problemas con reflexio´n se pueden
encontrar en [2, 15, 26].
Por otra parte, en [3–5] se estudia el caso particular de una ecuacio´n de primer orden con con-
diciones de contorno perio´dicas y generales, an˜adiendo un nuevo elemento a los estudios previos:
la funcio´n de Green. En dichos trabajos se estudia el signo de la funcio´n de Green y se deducen
principios del ma´ximo y del antima´ximo.
Este trabajo, siguiendo [6,7], muestra el desarrollo de dichas ecuaciones y extiende los resultados
de la bibliografı´a antes mencionada con la obtencio´n de funciones de Green en casos ma´s generales,
como los que citaremos posteriormente. Intentamos por tanto responder a las siguientes cuestiones:
¿De que´ maneras se pueden encontrar soluciones para un problema con involuciones?, ¿Co´mo se
obtiene la funcio´n de Green de un problema lineal de orden uno con una involucio´n?, ¿Existe relacio´n
entre problemas con distintas involuciones? Para enfrentarnos a estas preguntas estudiaremos dos
partes claramente diferenciadas: el caso del problema de valor inicial [7] y coeficientes constantes y
el caso del problema con condiciones de contorno homoge´neas y coeficientes variables [6].
En cada caso se utilizara´ un me´todo diferente para la obtencio´n de las distintas funciones de
Green. Dado que cada uno de estos me´todos es fa´cilmente extrapolable al otro caso, lo aquı´ expuesto
dara´ pie a la realizacio´n de progresos posteriores en el a´rea. La distribucio´n de este trabajo sera´ como
sigue. en la Seccio´n 1 nos dedicaremos al estudio del problema de valor inicial para, en la Seccio´n 3,
aplicar los resultados obtenidos a ejemplos concretos que nos permitan ilustrar la teorı´a. A partir de la
Seccio´n 4 analizamos el problema con condiciones de contorno homoge´neas, haciendo hincapie´ en el
Teorema de Equivalencia de Involuciones en la Seccio´n 5 mientras que en la Seccio´n 6 estudiamos la
ecuacio´n para despue´s analizar, en las Secciones 7, 8 y 9, los distintos casos que se pueden presentar,
terminando con aquellos en los que no se puede derivar la funcio´n de Green de forma explı´cita.
Soluciones del problema de valor inicial
Siguiendo [7], consideremos h ∈ L1(R), t0, a, b ∈ R. Estudiamos aquı´ el siguiente problema
x′(t)+ax(−t)+bx(t) = h(t), x(t0) = c. (1)
Para hacerlo, primero estudiamos la ecuacio´n homoge´nea
x′(t)+ax(−t)+bx(t) = 0. (2)
Derivando y haciendo las sustituciones adecuadas llegamos a la ecuacio´n
x′′(t)+(a2−b2)x(t) = 0. (3)
Sea ω :=
√|a2−b2|. La ecuacio´n (3) presenta tres casos distintos:
(C1). a2 > b2. En este caso, u(t) = α cosωt +β senωt es una solucio´n de (3) para cada α, β ∈R.
Si imponemos la ecuacio´n (2) a esta expresio´n llegamos a la solucio´n general
u(t) = α(cosωt − a+b
ω
senωt)
de la ecuacio´n (2) con α ∈ R.
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(C2). a2 < b2. Ahora, u(t) = α coshωt + β senhωt es una solucio´n del problema (3) para cada
α, β ∈ R. Si imponemos la condicio´n (2) a esta fo´rmula llegamos a la solucio´n general
u(t) = α(coshωt − a+b
ω
senhωt)
de la ecuacio´n (2) con α ∈ R.
(C3). a2 = b2. En este caso, u(t)=αt+β es una solucio´n de (3) para cada α, β ∈R. Si imponemos
la ecuacio´n (2) obtenemos dos casos.
(C3.1). a = b, donde
u(t) = α(1−2a t)
es la solucio´n general de la ecuacio´n (2) con α ∈ R, y
(C3.2). a =−b, donde
u(t) = α
es la solucio´n general de la ecuacio´n (2) con α ∈ R.
Ahora, consideremos u˜ y v˜ tales que satisfacen
u˜′(t)+au˜(−t)+bu˜(t) = 0, u˜(0) = 1,
v˜′(t)−av˜(−t)+bv˜(t) = 0, v˜(0) = 1.
Obse´rvese que u˜ y v˜ se pueden obtener de las expresiones explı´citas de los casos (C1)–(C3) simple-
mente tomando α = 1. Tambie´n cabe destacar que, si u˜ esta´ en el caso (C3.1), v˜ esta en el caso (C3.2)
y viceversa, mientras que si u˜ esta en el caso (C1) (respectivamente (C2)) v˜ tambie´n y viceversa.
Consideremos ahora las partes pares e impares de la funcio´n f , esto es, fe(x) := [ f (x)+ f (−x)]/2
y fo(x) := [ f (x)− f (−x)]/2, como se hace en [4]. Tenemos ahora las siguientes propiedades de las
funciones u˜ y v˜.
Lema 1. Para cada t,s ∈ R, las siguientes propiedades se satisfacen.
(I) u˜e ≡ v˜e, u˜o ≡ k v˜o para alguna constante k en c.t.p.,
(II) ue(s)ve(t) = ue(t)ve(s), uo(s)vo(t) = uo(t)vo(s),
(III) u˜ev˜e− u˜ov˜o ≡ 1,
(IV) u˜(s)v˜(−s)+ u˜(−s)v˜(s) = 2[u˜e(s)v˜e(s)− u˜o(s)v˜o(s)] = 2.
Demostracio´n. (I) y (III) se pueden comprobar inspeccionando los diferentes casos. (II) es una
consecuencia directa de (I). (IV) se obtiene de las definiciones de parte par e impar y de (III). 
El siguiente Teorema usara´ las funciones u˜ y v˜ y sus propiedades para encontrar las soluciones del
problema (1).
Teorema 2. El problema (1) tiene una u´nica solucio´n maximal definida en R si y solo si u˜(t0) 6= 0.
Demostracio´n. Primero obtendremos una solucio´n u de la ecuacio´n x′(t)+ax(−t)+bx(t) = h(t).
Definamos
ϕ := hov˜e−hev˜o, y ψ : heu˜e−hou˜o.
Obse´rvese que ϕ es impar, ψ es par y h= ϕ u˜+ψ v˜ por el Lema 1 (III). Puesto que estamos trabajando
con el operador lineal (Lx)(t) = x′(t)+ ax(−t)+ bx(t), basta encontrar y y z tales que Ly = ϕ u˜ y
Lz = ψ v˜ dado que, en dicho caso, podemos definir u = y+ z, y concluir que Lu = h.
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Para resolver Ly = ϕ u˜ usaremos el me´todo de variacio´n de constantes. To´mese y = ϕ˜ u˜, y asuma-
mos que ϕ˜ es par (enseguida se vera´ que esto puede hacerse). Entonces,
Ly(t) = ϕ˜ ′(t)u˜(t)+ ϕ˜(t)[u˜′(t)+au˜(−t)+bu˜(t)] = ϕ˜ ′(t)u˜(t).
Por lo tanto, tomando ϕ˜(t) :=
∫ t
k1 ϕ(s)ds (par) para algu´n k1 ∈ R, la funcio´n y satisface Ly = ϕ u˜.
Del mismo modo, tomando z = ψ˜ v˜ con ψ˜(t) :=
∫ t
k1 ψ(s)ds (obse´rvese que ψ˜ es impar), tenemos que
Lz = ψ v˜.
Ahora, sea u0 := y+z = ϕ˜ u˜+ψ˜ v˜ con k1 = k2 = 0. Obse´rvese que u0 satisface Lu0 = h y u0(0) = 0.
Definiendo w = u0 + c−u0(t0)u˜(t0) u˜, w es una solucio´n del problema (1). Veamos que es u´nica.
Supondremos ahora que w1 y w2 son soluciones de (1). Entonces w2 −w1 es una solucio´n de (2).
Por lo tanto, w2−w1 es de una de las formas cubiertas por los casos (C1)–(C3) y, en cualquier caso, un
mu´ltiplo de u˜, esto es, w2−w1 = λ u˜ para algu´n λ ∈R. Tambie´n resulta evidente que (w2−w1)(t0)= 0,
pero tenemos que u˜(t0) 6= 0 por hipo´tesis, por lo tanto λ = 0 y w1 = w2. Esto es, el problema (1) tiene
solucio´n u´nica.
Supongamos ahora que w es una solucio´n de (1) y u˜(t0) = 0. Entonces w+ λ u˜ tambie´n es una
solucio´n de (1) para cada λ ∈ R, lo cual demuestra el resultado. 
Este u´ltimo Teorema plantea una cuestio´n evidente: ¿Bajo que´ circunstancias u˜(t0) 6= 0? Para
responder a esta pregunta es suficiente con estudiar los casos (C1)–(C3).
Lema 3. u˜(t0) = 0 solo en los siguientes casos,
si a2 > b2 y t0 = 1ω arctan
ω
a+b + kpi para algu´n k ∈ Z,
si a2 < b2, ab > 0 y t0 = 1ω arctanh
ω
a+b ,
si a = b y t0 = 12a .
Definicio´n 1. Sea t1, t2 ∈ R. Definimos la funcio´n caracterı´stica orientada para el par (t1, t2) como
χ t2t1 (t) :=


1, t1 ≤ t ≤ t2
−1, t2 ≤ t < t1
0, en otro caso.
Observacio´n 1. La anterior definicio´n implica que, para cada funcio´n integrable f : R→ R,
∫ t2
t1
f (s)ds =
∫
∞
−∞
χ t2t1 (s) f (s)ds.
Adema´s, χ t2t1 =−χ t1t2 .
El siguiente Corolario proporciona la expresio´n de la funcio´n de Green para el problema (1), de
nuevo usando las funciones u˜ y v˜.
Corolario 4. Supongamos que u˜(t0) 6= 0. Entonces, la u´nica solucio´n para el problema (1) viene
dada por
u(t) :=
∫
∞
−∞
G(t,s)h(s)ds+ c−u0(t0)
u˜(t0)
u˜(t), t ∈ R,
donde
G(t,s) :=1
2
([u˜(−s)v˜(t)+ v˜(−s)u˜(t)]χ t0(s)
+[u˜(−s)v˜(t)− v˜(−s)u˜(t)]χ0−t(s)
)
,
t,s ∈ R. (4)
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Demostracio´n.
u′(t)− c−u0(t0)
u˜(t0)
u˜′(t)
=
1
2
(
d
d t
∫ t
0
[u˜(−s)v˜(t)+ v˜(−s)u˜(t)]h(s)ds
+
d
d t
∫ 0
−t
[u˜(−s)v˜(t)− v˜(−s)u˜(t)]h(s)ds
)
=
1
2
(
d
d t
∫ t
0
[u˜(−s)v˜(t)+ v˜(−s)u˜(t)]h(s)ds
+
d
d t
∫ t
0
[u˜(s)v˜(t)− v˜(s)u˜(t)]h(−s)ds
)
=h(t)+ 1
2
(∫ t
0
[u˜(−s)v˜′(t)+ v˜(−s)u˜′(t)]h(s)ds
+
∫ t
0
[u˜(s)v˜′(t)− v˜(s)u˜′(t)]h(−s)ds
)
. (5)
Por otra parte,
a
[
u(−t)− c−u0(t0)
u˜(t0)
u˜(−t)
]
+b
[
u(t)− c−u0(t0)
u˜(t0)
u˜(t)
]
=
1
2
a
∫ −t
0
([u˜(−s)v˜(−t)+ v˜(−s)u˜(−t)]h(s)
+[u˜(s)v˜(−t)− v˜(s)u˜(−t)]h(−s))ds
+
1
2
b
∫ t
0
([u˜(−s)v˜(t)+ v˜(−s)u˜(t)]h(s)
+[u˜(s)v˜(t)− v˜(s)u˜(t)]h(−s))ds
=− 1
2
a
∫ t
0
([u˜(s)v˜(−t)+ v˜(s)u˜(−t)]h(−s)
+[u˜(−s)v˜(−t)− v˜(−s)u˜(−t)]h(s))ds
+
1
2
b
∫ t
0
([u˜(−s)v˜(t)+ v˜(−s)u˜(t)]h(s)
+[u˜(s)v˜(t)− v˜(s)u˜(t)]h(−s))ds
=
1
2
∫ t
0
(−a[u˜(−s)v˜(−t)− v˜(−s)u˜(−t)]
+b[u˜(−s)v˜(t)+ v˜(−s)u˜(t)])h(s)ds
+
1
2
∫ t
0
(−a[u˜(s)v˜(−t)+ v˜(s)u˜(−t)]
+b[u˜(s)v˜(t)− v˜(s)u˜(t)])h(−s)ds
=
1
2
∫ t
0
(u˜(−s)[−av˜(−t)+bv˜(t)]+ v˜(−s)[au˜(−t)+bu˜(t)]h(s)ds
+
1
2
∫ t
0
(u˜(s)[−av˜(−t)+bv˜(t)]− v˜(s)[au˜(−t)+bu˜(t)])h(−s)ds
=− 1
2
(∫ t
0
(u˜(−s)v′(t)+ v˜(−s)u′(t))h(s)ds
+
∫ t
0
(u˜(s)v′(t)− v˜(s)u′(t))h(−s)ds
)
. (6)
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Por tanto, sumando (5) y (6), queda claro que u′(t)+au(−t)+bu(t)= h(t).
Comprobamos ahora la condicio´n inicial.
u(t0) =c−u0(t0)+ 12
∫ t0
0
([u˜(−s)v˜(t0)+ v˜(−s)u˜(t0)]h(s)
+[u˜(s)v˜(t0)− v˜(s)u˜(t0)]h(−s))ds.
Usando la construccio´n de la solucio´n proporcionada en el Teorema 2, resulta fa´cil probar ahora que
u0(t) =
1
2
∫ t
0
([u˜(−s)v˜(t)+ v˜(−s)u˜(t)]h(s)
+[u˜(s)v˜(t)− v˜(s)u˜(t)]h(−s))ds,
∀t ∈ R,
lo cual demuestra el resultado. 
Aplicaciones
En esta seccio´n utilizamos las expresiones anteriores para obtener la expresio´n explı´cita de la funcio´n
de Green dependiendo de los valores de las constantes a y b. Adema´s, estudiamos el signo de la
funcio´n y deducimos los principios de comparacio´n correspondientes.
Separamos el estudio en tres casos, teniendo en consideracio´n la expresio´n de la solucio´n general
de la ecuacio´n (2).
El caso (C1)
Usando la ecuacio´n (4), obtenemos la siguiente expresio´n de G para el caso (C1).
G(t,s) =
[
cos(ω(s− t))+ b
ω
sen(ω(s− t))
]
χ t0(s)
+
a
ω
sen(ω(s+ t))χ0−t(s).
Lo cual podemos rescribir como
G(t,s) =


cosω(s− t)+ b
ω
senω(s− t), 0 ≤ s ≤ t,
− cosω(s− t)− b
ω
senω(s− t), t ≤ s ≤ 0,
a
ω
senω(s+ t), −t ≤ s ≤ 0,
− a
ω
senω(s+ t), 0 ≤ s ≤−t,
0 en otro caso.
(7a)
(7b)
(7c)
(7d)
(7e)
Estudiando la expresio´n de G podemos obtener principios del ma´ximo y del antima´ximo que nos
dara´n informacio´n sobre el signo de la solucio´n, como ilustra el siguiente resultado.
Lema 5. Supongamos que a2 > b2 y definamos
η(a,b) :=


1√
a2−b2 arctan
√
a2−b2
b , si b > 0,
pi
2|a| , si b = 0,
1√
a2−b2
(
arctan
√
a2−b2
b +pi
)
, si b < 0.
Entonces la funcio´n de Green del problema (1) es
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positiva en {(t,s), 0 < s < t} si y solo si t ∈ (0,η(a,b)),
negativa en {(t,s), t < s < 0} si y solo si t ∈ (−η(a,−b),0).
Si a > 0, la funcio´n de Green del problema (1) es
positiva en {(t,s), −t < s < 0} si y solo si t ∈ (0,pi/√a2−b2),
positiva en {(t,s), 0 < s <−t} si y solo si t ∈ (−pi/√a2−b2,0),
y, si a < 0, la funcio´n de Green del problema (1) es
negativa en {(t,s), −t < s < 0} si y solo si t ∈ (0,pi/√a2−b2),
negativa en {(t,s), 0 < s <−t} si y solo si t ∈ (−pi/√a2−b2,0).
Demostracio´n. Para 0 < b < a, el argumento del seno en (7c) es positivo, luego (7c) es positiva para
t < pi/ω . Por otra banda, es fa´cil comprobar que (7a) es positiva siempre y cuando t < η(a,b).
El resto de la demostracio´n continu´a de manera similar. 
Como corolario del resultado anterior tenemos el siguiente.
Lema 6. Supongamos que a2 > b2. Entonces,
si a > 0, la funcio´n de Green del problema (1) es positiva en [0,η(a,b)]×R,
si a < 0, la funcio´n de Green del problema (1) es negativa en [−η(a,−b),0]×R,
la funcio´n de Green del problema (1) cambia de signo en cualquier otra banda que no sea un
subconjunto de las anteriores.
Demostracio´n. La demostracio´n se deriva del resultado anterior junto con el hecho de que
η(a,b)≤ pi
2ω
<
pi
ω
.

El caso (C2)
Estudiamos aquı´ el caso (C2). Queda claro que
G(t,s) =
[
cosh(ω(s− t))+ b
ω
senh(ω(s− t))
]
χ t0(s)
+
a
ω
senh(ω(s+ t))χ0−t(s),
lo cual se puede rescribir como
G(t,s) =


coshω(s− t)+ b
ω
senhω(s− t), 0 ≤ s ≤ t,
− coshω(s− t)− b
ω
senhω(s− t), t,≤ s ≤ 0,
a
ω
senhω(s+ t), −t ≤ s ≤ 0,
− a
ω
senhω(s+ t), 0 ≤ s ≤−t,
0 en otro caso.
(8a)
(8b)
(8c)
(8d)
(8e)
Estudiando la expresio´n de G podemos obtener principios del ma´ximo y del antima´ximo como hici-
mos para el caso (C1).
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Lema 7. Supongamos que a2 < b2 y definamos
σ(a,b) := 1√
b2−a2 arctanh
√
b2−a2
b .
Entonces,
si a > 0, la funcio´n de Green del problema (1) es positiva en {(t,s), −t < s < 0} y {(t,s), 0 <
s <−t},
si a < 0, la funcio´n de Green del problema (1) es negativa en {(t,s), −t < s < 0} y {(t,s), 0 <
s <−t},
si b > 0, la funcio´n de Green del problema (1) es negativa en {(t,s), t < s < 0},
si b > 0, la funcio´n de Green del problema (1) es positiva en {(t,s), 0 < s < t} si y solo si
t ∈ (0,σ(a,b)),
si b < 0, la funcio´n de Green del problema (1) es positiva en {(t,s), 0 < s < t},
si b < 0, la funcio´n de Green del problema (1) es negativa en {(t,s), t < s < 0} si y solo si
t ∈ (σ(a,b),0).
Demostracio´n. Para 0< a< b, el argumento del seno hiperbo´lico en (7d) es negativo, por lo tanto (8d)
es positiva. El argumento de sinh en (8c) es positivo, luego (8c) es positiva. Resulta fa´cil comprobar
que (8a) es positiva siempre y cuando t < σ(a,b).
Por otra parte, (8b) es siempre negativa.
El resto de la demostracio´n continu´a de manera similar. 
Como corolario del anterior resultado podemos probar el siguiente.
Lema 8. Supongamos que a2 < b2. Entonces,
si 0 < a < b, la funcio´n de Green del problema (1) es positiva en [0,σ(a,b)]×R,
si b <−a < 0, la funcio´n de Green del problema (1) es positiva en [0,+∞)×R,
si b < a < 0, la funcio´n de Green del problema (1) es negativa en [σ(a,b),0]×R,
si b >−a > 0, la funcio´n de Green del problema (1) es negativa en (−∞,0]×R,
la funcio´n de Green del problema (1) cambia de signo en cualquier banda que no sea un
subconjunto de las anteriores.
El caso (C3)
Ahora consideramos el caso (C3), primero para a = b. En este caso,
G(t,s) = [1+a(s− t)]χ t0(s)+a(s+ t)χ0−t(s),
lo cual podemos rescribir como
G(t,s) =


1+a(s− t), 0 ≤ s ≤ t,
−1−a(s− t), t ≤ s ≤ 0,
a(s+ t), −t ≤ s ≤ 0,
−a(s+ t), 0 ≤ s ≤−t,
0 en otro caso.
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Estudiando la expresio´n de G podemos obtener principios del ma´ximo y del antima´ximo. Con esta
informacio´n, probaremos el siguiente resultado ana´logo a los otros previamente demostrados para los
casos (C1) y (C2).
Lema 9. Supongamos que a = b. Entonces, si a > 0, la funcio´n de Green del problema (1) es
positiva en {(t,s), −t < s < 0} y {(t,s), 0 < s <−t},
negativa en {(t,s), t < s < 0},
positiva en {(t,s), 0 < s < t} si y solo si t ∈ (0,1/a),
y, si a < 0, la funcio´n de Green del problema (1) es
negativa en {(t,s), −t < s < 0} y {(t,s), 0 < s <−t},
positiva en {(t,s), 0 < s < t}.
negativa en {(t,s), t < s < 0} si y solo si t ∈ (1/a,0).
Como corolario del resultado anterior tenemos el siguiente.
Lema 10. Supongamos que a = b. Entonces,
si a > 0, la funcio´n de Green del problema (1) es positiva en [0,1/a]×R,
si a < 0, la funcio´n de Green del problema (1) es negativa en [1/a,0]×R,
la funcio´n de Green del problema (1) cambia de signo en cualquier banda que no sea un
subconjunto de las anteriores.
Para este caso particular tenemos adema´s otra forma de calcular la solucio´n del problema que,
como ya sabemos, es u´nica.
Proposicio´n 11. Sea a = b y asumamos que 2at0 6= 1. Sea H(t) :=
∫ t
t0
h(s)ds y H (t) :=
∫ t
t0
H(s)ds.
Entonces el problema (1) tiene una solucio´n u´nica dada por
u(t) = H(t)−2aHo(t)+ 2at−12at0−1c.
Demostracio´n. La ecuacio´n se satisface, dado que
u′(t)+a(u(t)+u(−t))= u′(t)+2aue(t)
=h(t)−2aHe(t)+ 2ac2at0−1 +2aHe(t)−
2ac
2at0−1 = h(t).
La condicio´n inicial tambie´n se satisface dado que u(t0) = c. 
El caso (C3.2) es muy similar, con
G(t,s) =


1+a(t− s), 0 ≤ s ≤ t,
−1−a(t− s), t ≤ s ≤ 0,
a(s+ t), −t ≤ s ≤ 0,
−a(s+ t), 0 ≤ s ≤−t,
0 en otro caso.
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Lema 12. Supongamos que a =−b, u0(t0) = c, u˜(t0) 6= 0 y h ≥ 0. Entonces,
si a > 0, la solucio´n del problema (1) es positiva en [0,+∞),
si a < 0, la solucio´n del problema (1) es negativa en (−∞,0],
De nuevo, para este caso particular, tenemos otra forma de calcular la solucio´n del problema.
Proposicio´n 13. Sean a = b, H(t) :=
∫ t
0 h(s)ds, H (t) :=
∫ t
0 H(s)ds. Entonces el problema (1) tiene
una u´nica solucio´n dada por
u(t) = H(t)−H(t0)−2a(He(t)−He(t0))+ c.
Demostracio´n. La ecuacio´n se satisface, ya que
u′(t)+λ (u(t)−u(−t))= u′(t)+2λuo(t)
=h(t)−2λHo(t)+2λHo(t) = h(t).
Tambie´n se cumple la condicio´n inicial, pues resulta claro que u(t0) = c. 
Problemas con condiciones de contorno
Consideraremos ahora problemas con reflexio´n y condiciones de contorno perio´dicas. En particular
el siguiente problema (ver [4]).
x′(t)+ωx(−t) = h(t), t ∈ I, x(−T ) = x(T ), (9)
donde T ∈ R+, ω ∈ R\{0} y h ∈ L1(I), con I := [−T,T ]. La forma exacta de la funcio´n de Green
viene dada por el siguiente Teorema.
Teorema 14 ( [4], Proposicio´n 3.2). Supongamos que ω 6= k pi/T , k ∈ Z. Entonces el problema (9)
tiene una u´nica solucion dada por la expresio´n
u(t) :=
∫ T
−T
G(t,s)h(s)ds,
donde
G(t,s) := ω G(t,−s)− ∂G∂ s (t,s)
y G es la funcio´n de Green para la ecuacio´n del oscilador armo´nico con condiciones de contorno
homoge´neas,
x′′(t)+ω2x(t) = 0; x(T ) = x(−T ), x′(T ) = x′(−T ).
Las propiedades del signo de esta funcio´n son estudiadas en ma´s detalle en [3], donde se usan
me´todos similares a los de [10–12] para obtener resultados de existencia y multiplicidad.
En lo que queda de trabajo exploraremos este caso y obtendremos funciones de Green para pro-
blemas con coeficientes no constantes. Adema´s demostraremos el Teorema de Correspondencia de
Involuciones, con el que seremos capaces de aplicar estos resultados a problemas con otras involucio-
nes. Por u´ltimo, obtendremos tambie´n nuevos principios del ma´ximo y del antima´ximo y resultados
de existencia y unicidad de soluciones.
Equivalencia de involuciones
Siguiendo [6], supongamos ahora que ϕ es una involucio´n diferenciable en [τ1,τ2]. Sea a,b,c,d ∈
L1([τ1,τ2]) y consideremos el siguiente problema
d(t)x′(t)+ c(t)x′(ϕ(t))+b(t)x(t)+a(t)x(ϕ(t))= h(t),
x(τ1) = x(τ2).
(10)
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Serı´a interesante conocer bajo que´ circunstancias el problema (10) es equivalente a otro problema del
mismo tipo pero con una involucio´n diferente, en particular una reflexio´n. Los siguientes resultados
aclarara´n esta situacio´n.
Lema 15 (CORRESPONDENCIA DE INVOLUCIONES). Sea ϕ y ψ dos involuciones diferenciables†
definidas en sendos intervalos [τ1,τ2] y [σ1,σ2] respectivamente. Sean t0 y s0 los u´nicos puntos fijos
de ϕ y ψ respectivamente. Entonces, existe un difeomorfismo f : [σ1,σ2]→ [τ1,τ2] que preserva la
orientacio´n y tal que f (ψ(s)) = ϕ( f (s)) ∀s ∈ [σ1,σ2].
Demostracio´n. Sea g : [σ1,s0]→ [τ1, t0] un difeomorfismo que preserva la orientacio´n, esto es, g(s0) =
t0. Definamos
f (s) :=
{
g(s) si s ∈ [σ1,s0],
(ϕ ◦g◦ψ)(s) si s ∈ (s0,σ2].
Claramente, f (ψ(s)) = ϕ( f (s)) ∀s ∈ [σ1,σ2]. Puesto que s0 es un punto fijo de ψ , f es continua.
Es ma´s, ya que ϕ y ψ son involuciones, ϕ ′(t0) =ψ ′(s0) =−1, luego f es diferenciable. f es invertible
de inversa
f−1(t) :=
{
g−1(t) si t ∈ [τ1, t0],
(ψ ◦g−1 ◦ϕ)(t) si t ∈ (t0,τ2].
f−1 es tambie´n diferenciable por las mismas razones, con lo que queda demostrado el Lema. 
Observacio´n 2. Un argumento similar puede realizarse en el caso de involuciones definidas en inter-
valos abiertos y posiblemente no acotados.
Observacio´n 3. La expresio´n obtenida para f nos recuerda a la caracterizacio´n de las involuciones
dada en [27, Propiedad 6].
Observacio´n 4. Resulta fa´cil comprobar que si ϕ es una involucio´n definida en R con punto fijo t0,
entonces ψ(t) := ϕ(t + t0 − s0)− t0 + s0 es una involucio´n con punto fijo s0 (cf. [27, Propiedad 2]).
Para estas elecciones particulares de ϕ y ψ , podemos tomar g(s) = s− s0 + t0 en el Lema 15 y, en tal
caso, f (s) = s− s0 + t0 para todo s ∈ R.
Corolario 16 (CAMBIO DE INVOLUCIO´N). Bajo las hipo´tesis del Lema 15, el problema (10) es
equivalente a
d( f (s))
f ′(s) y
′(s)+
c( f (s))
f ′(ψ(s))y
′(ψ(s))
+b( f (s))y(s)+a( f (s))y(ψ(s)) = h( f (s)),
y(σ1) = y(σ2).
(11)
Demostracio´n. Consideremos el cambio de variable t = f (s) e y(s) := x(t) = x( f (s)). Entonces,
usando el Lema 15, resulta claro que
dy
ds (s) =
dx
d t ( f (s))
d f
ds (s) y
dy
ds (ψ(s)) =
dx
d t (ϕ( f (s)))
d f
ds (ψ(s)).
Haciendo las sustituciones apropiadas en el problema (10) obtenemos el problema (11) y vice-versa.

Observacio´n 5. El Corolario anterior del Teorema del Cambio de Involucio´n se puede rescribir de
manera inmediata para el caso del problema de valor inicial. La razo´n por la que no fue enunciado
en su momento es que, un problema con coeficientes constantes, tras el cambio de involucio´n, puede
pasar a un problema con coeficientes variables.
†Toda involucio´n diferenciable es un difeomorfismo.
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Este u´ltimo resultado nos permite restringir el estudio del problema (10) al caso en que ϕ es una
reflexio´n ϕ(t) = −t. En la pro´xima seccio´n limitaremos algo ma´s las hipo´tesis al caso en que c ≡ 0
en el problema (10), lo cual no supone una pe´rdida de generalidad, ya que mediante un cambio de
variable se puede obtener esta condicio´n (ver Ape´ndice en [6]).
Estudio de la ecuacio´n homoge´nea
En esta seccio´n estudiaremos los distintos casos de la ecuacio´n homoge´nea
x′(t)+a(t)x(−t)+b(t)x(t)= 0, (12)
donde a,b∈ L1(I). Estos casos guardara´n, como veremos, similitud con los (C1)-(C3) estudiados para
el problema con condicio´n inicial, sin embargo hay una diferencia fundamental en el hecho de que los
coeficientes no sean constantes. Para resolver dicha ecuacio´n, podemos considerar la descomposicio´n
de la ecuacio´n (12) usada en [4].(
x′o
x′e
)
=
(
ao−bo −ae−be
ae−be −ao−bo
)(
xo
xe
)
. (13)
Obse´rvese que, a priori, las soluciones del sistema (13) no tienen por que´ ser pares de funciones pares
e impares, ni tienen por que´ proporcionar soluciones de la ecuacio´n (12).
Para resolver el sistema, restringiremos el problema a aquellos casos en los que la matriz
M(t) =
(
ao−bo −ae−be
ae−be −ao−bo
)
(t)
satisfaga que [M(t),M(s)] := M(t)M(s)−M(s)M(t)= 0 ∀t,s ∈ I, dado que, solamente en este caso,
la solucio´n del sistema (13) viene dada por la exponencial de la integral de M [13]. Claramente,
[M(t),M(s)] =
2
(
ae(t)be(s)−ae(s)be(t) ao(s)[ae(t)+be(t)]−ao(t)[ae(s)+be(s)]
ao(t)[ae(s)+be(s)]−ao(s)[ae(t)+be(t)] ae(s)be(t)−ae(t)be(s)
)
.
Sean A(t) :=
∫ t
0 a(s)ds, B(t) :=
∫ t
0 b(s)ds y M una primitiva (excepto tal vez una matriz constante) de
M. Estudiamos ahora los distintos casos en los que [M(t),M(s)] = 0 ∀t,s ∈ I. Asumiremos siempre
a 6≡ 0, puesto que el caso a ≡ 0 es el de una EDO bien conocida.
(C1’). be = k a, k ∈ R, |k|< 1.
En este caso, ao = 0 y M tiene la forma
M =
(
Be −(1+ k)Ao
(1− k)Ao −Be
)
.
Si calculamos la exponencial obtenemos
eM(t) =
e−Be(t)
(
cos
(√
1− k2A(t)) − 1+k√1−k2 sen(√1− k2A(t))√
1−k2
1+k sen
(√
1− k2A(t)) cos(√1− k2A(t))
)
.
Por lo tanto, si una solucio´n de la ecuacio´n (12) existe, tiene que ser de la forma
u(t) =αe−Be(t) cos
(√
1− k2A(t)
)
+βe−Be(t) 1+ k√
1− k2 sen
(√
1− k2A(t)
)
.
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con α , β ∈ R. Resulta sencillo comprobar que todas las soluciones de la ecuacio´n (12) son de esta
forma con β =−α .
(C2’). be = k a, k ∈ R, |k| > 1. Este caso es muy parecido al (C1’) y proporciona soluciones del
sistema (13) de la forma
u(t) =αe−Be(t) cosh
(√
k2−1A(t)
)
+βe−Be(t) 1+ k√
k2−1 senh
(√
k2−1A(t)
)
,
que son soluciones de la ecuacio´n (12) cuando β =−α .
(C3’). be = a. En este caso las soluciones del sistema (13) son de la forma
u(t) = αe−Be(t)+2βe−Be(t)A(t) (14)
las cuales son soluciones de la ecuacio´n (12) cuando β =−α .
(C4’). be =−a. En este caso las soluciones del sistema (13) son las mismas que en el (C3’), pero
esta vez son soluciones de (12) cuando β = 0.
(C5’). be = ae = 0. En esta u´ltima instancia, las soluciones de (13) son de la forma
u(t) = αeA(t)−B(t)+βe−A(t)−B(t),
verificando la ecuacio´n (12) cuando α = 0.
Los casos (C1’)–(C3’) para el problema completo
Sea T ∈ R+, en la situacio´n ma´s general del siguiente problema
x′(t)+a(t)x(−t)+b(t)x(t)= h(t), t ∈ I, x(−T ) = x(T ), (15)
los casos (C1’)–(C3’) pueden tratarse con relativa facilidad. De hecho, incluso podemos obtener la
funcio´n de Green para el operador en cuestio´n.
Para empezar, probaremos la siguiente generalizacio´n del Teorema 14.
Consideremos el problema (15) con a y b constantes.
x′(t)+ax(−t)+bx(t) = h(t), t ∈ I, x(−T ) = x(T ). (16)
Si consideramos ahora el caso homoge´neo (h ≡ 0), derivando y haciendo las sustituciones adecuadas,
llegamos al problema
x′′(t)+(a2−b2)x(t) = 0, t ∈ I,
x(−T ) = x(T ), x′(−T ) = x′(T ). (17)
el cual, para b2 < a2, es el problema del oscilador armo´nico con condiciones de contorno homoge´neas.
De manera ana´loga a como se hizo en [4] para el caso b = 0, podemos demostrar el siguiente
teorema.
Teorema 17. Supongamos que a2−b2 6= n2 (pi/T )2, n = 0,1, . . . Entonces el problema (16) tiene una
u´nica solucio´n dada por la expresio´n
u(t) :=
∫ T
−T
G(t,s)h(s)ds, (18)
donde
G(t,s) := aG(−t,s)−bG(t,s)+ ∂G∂ t (t,s)
y G es la funcio´n de Green asociada al problema (17).
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Demostracio´n. Puesto que el problema (16) puede ser reducido a uno con la ecuacio´n de (17), la
teorı´a cla´sica de EDO nos permite afirmar que (16) tiene a lo sumo una solucio´n para todo a2−b2 6=
n2 (pi/T )2, n = 0,1, . . . Veamos ahora que la funcio´n u definida en (18) satisface la ecuacio´n (16).
u′(t)+au(−t)+bu(t)= dd t
∫ −t
−T
G(t,s)h(s)ds+ dd t
∫ t
−t
G(t,s)h(s)ds
+
d
d t
∫ T
t
G(t,s)h(s)ds+a
∫ T
−T
G(−t,s)h(s)ds+b
∫ T
−T
G(t,s)h(s)ds
=(G(t, t−)−G(t, t+))h(t)
+
∫ T
−T
[
−a∂G∂ t (−t,s)−b
∂G
∂ t (t,s)+
∂ 2G
∂ t2 (t,s)
]
h(s)ds
+a
∫ T
−T
[
aG(t,s)−bG(−t,s)+ ∂G∂ t (−t,s)
]
h(s)ds
+b
∫ T
−T
[
aG(−t,s)−bG(t,s)+ ∂G∂ t (t,s)
]
h(s)ds
=
[∂G
∂ t (t, t
−)− ∂G∂ t (t, t
+)
]
h(s)+
∫ T
−T
[∂ 2G
∂ t2 (t,s)+(a
2−b2)G(t,s)
]
ds
=h(s),
tenie´ndose esta u´ltima igualdad por la propiedades de G como funcio´n de Green del problema (17).
Podemos verificar adema´s, usando las propiedades de G, las condiciones de contorno.
u(T )−u(−T )
=
∫ T
−T
[
(a+b) [G(−T,s)− G(T,s)]+ ∂G∂ t (T,s)−
∂G
∂ t (−T,s)
]
h(s)ds
=0.

Observacio´n 6. Obse´rvese que la propiedad a2−b2 6= n2 (pi/T )2, n = 0,1, . . . en el Teorema anterior
implica, en particular, que a 6= b, lo cual descarta el caso (C3’) para el problema (16).
Este u´ltimo Teorema nos lleva a la pregunta ”¿Cua´l es la funcio´n de Green para el problema (16)
en el caso (C3’) con a y b constantes?”. El siguiente Lema responde a esta cuestio´n.
Lema 18. Sea a 6= 0 una constante y sea GC3 Una funcio´n real definida como
GC3(t,s) :=
t− s
2
−ast +


−12 +as si |s|< t,
1
2 −as si |s|<−t,
1
2 +at si |t|< s,
−12 −at si |t|<−s.
Entonces las siguientes propiedades se satisfacen.
∂GC3
∂ t (t,s)+a(GC3(t,s)+GC3(−t,s)) = 0 para casi todo t,s ∈ (−1,1).
∂GC3
∂ t (t, t
+)− ∂GC3∂ t (t, t−) = 1 ∀t ∈ (−1,1).
GC3(−1,s) = GC3(1,s) ∀s ∈ (−1,1).
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Las propiedades anteriores se pueden comprobar de manera directa e implican que GC3 es la
funcio´n de Green para el problema (16) en el caso en que T = 1. Para obtener la funcio´n de Green en
el caso general basta un sencillo cambio de variable.
Observacio´n 7. La funcio´n GC3 puede ser obtenida a partir de la funcio´n de Green para el caso (C1′)
tomando el lı´mite k → 1− para T = 1.
Consideremos ahora las siguientes condiciones.
(C1∗). (C1’) se satisface, (1−k2)A(T )2 6= (npi)2 para todo n = 0,1, . . . y cos(√1− k2A(T )) 6= 0.
(C2∗). (C2’) se satisface y (1− k2)A(T )2 6= (npi)2 para todo n = 0,1, . . .
(C3∗). (C3’) se satisface y A(T ) 6= 0.
Supongamos que se satisface una de las condiciones (C1∗)–(C3∗). En este caso, por el Teorema
17, podemos garantizar la unicidad de solucio´n del siguiente problema [4].
x′(t)+ x(−t)+ k x(t) = h(t), t ∈ [−|A(T )|, |A(T)|],
x(A(T )) = x(−A(T )). (19)
La funcio´n de Green G2 para el problema (19) no es ma´s que un caso particular de G y se puede
expresar como
G2(t,s) :=


k1(t,s), t > |s|,
k2(t,s), s > |t|,
k3(t,s), −t > |s|,
k4(t,s), −s > |t|.
Definamos ahora
G1(t,s) := eBe(s)−Be(t)H(t,s)
=eBe(s)−Be(t)


k1(A(t),A(s)), t > |s|,
k2(A(t),A(s)), s > |t|,
k3(A(t),A(s)), −t > |s|,
k4(A(t),A(s)), −s > |t|.
(20)
Definida de esta manera, G1 es continua salvo en la diagonal, donde G1(t, t−)−G1(t, t+) = 1. Ahora
podemos establecer el siguiente teorema.
Teorema 19. Asumamos que se cumple una de las condiciones (C1∗)–(C3∗). Sea G1 definida como en
(20). Supongamos que G1(t, ·)h(·)∈ L1(I) para cada t ∈ I. Entonces el problema (15) tiene solucio´n
u´nica dada por
u(t) =
∫ T
−T
G1(t,s)h(s)ds.
Demostracio´n. Obse´rvese que, dado que a es par, A es impar, por lo tanto A(−t) =−A(t). Es impor-
tante observar que si a no tiene signo constante en I, entonces A puede no ser inyectiva en I.
De las propiedades de ¯G2 como funcio´n de Green, resulta claro que
∂ ¯G2
∂ t (t,s)+
¯G2(−t,s)+ k ¯G2(t,s) = 0 para casi todo t,s ∈ A(I),
y por lo tanto,
∂H
∂ t (t,s)+a(t)H(−t,s)+ ka(t)H(t,s)= 0 para casi todo t,s ∈ I,
En consecuencia
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u′(t)+a(t)u(−t)+(bo(t)+ k a(t))u(t)
=
d
d t
∫ T
−T
G1(t,s)h(s)ds+a(t)
∫ T
−T
G1(−t,s)h(s)ds
+(bo(t)+ k a(t))
∫ T
−T
G1(t,s)h(s)ds
=
d
d t
∫ t
−T
eBe(s)−Be(t)H(t,s)h(s)ds+ dd t
∫ T
t
eBe(s)−Be(t)H(t,s)h(s)ds
+a(t)
∫ T
−T
eBe(s)−Be(t)H(−t,s)h(s)ds
+(bo(t)+ k a(t))
∫ T
−T
eBe(s)−Be(t)H(t,s)h(s)ds
= [H(t, t−)−H(t, t+)]h(t)+a(t)e−Be(t)
∫ T
−T
eBe(s)
∂H
∂ t (t,s)h(s)ds
−bo(t)e−Be(t)
∫ T
−T
eBe(s)H(t,s)h(s)ds
+a(t)e−Be(t)
∫ T
−T
eBe(s)H(−t,s)h(s)ds
+(bo(t)+ k a(t))e−Be(t)
∫ T
−T
eBe(s)H(t,s)h(s)ds
= h(t)+ a(t)e−Be(t)
∫ T
−T
eBe(s)
[∂H
∂ t (t,s)+a(t)H(−t,s)
+ ka(t)H(t,s)
]
h(s)ds = h(t).
Las condiciones de contorno tambie´n se satisfacen.
u(T )−u(−T ) = e−Be(T )
∫ T
−T
eBe(s)[H(T,s)−H(−T,s)]h(s)ds = 0.
Para demostrar la unicidad de solucio´n, sean u y v soluciones del problema (19). Entonces u− v
satisface la ecuacio´n (12) y es por tanto de la forma considerada en los casos (C1′)–(C3′). Por otra
parte, (u− v)(T )− (u− v)(−T ) = 2(u− v)o(T ) = 0, pero esto solo es posible, dadas las condiciones
extra impuestas por las hipo´tesis (C1∗)–(C3∗), si u−v≡ 0, demostra´ndose ası´ la unicidad de solucio´n.

Una de las importantes consecuencias directas del Teorema 19 es la deduccio´n inmediata de prin-
cipios del ma´ximo y del antima´ximo en el caso b ≡ 0†. Para mostra esto y que´ ocurre en el caso b
constante, b 6= 0, recordamos aquı´ algunos resultados de [4].
Teorema 20 ( [4, Teorema 4.3]).
Si α ∈ (0, pi4 ) entonces G es estrictamente positiva I2.
Si α ∈ (−pi4 ,0) entonces G es estrictamente negativa I2.
Si α = pi4 entonces G se anula en
P := {(−T,−T ),(0,0),(T,T),(T,−T )}
y es estrictamente positiva en (I2)\P.
†Obse´rvese que esto descarta el caso (C3’), para el cual b ≡ 0 implica a ≡ 0, ya que estamos asumiendo a 6≡ 0.
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Si α =−pi4 entonces G se anula en P y es estrictamente negativa en (I2)\P.
Si α ∈ R\[−pi4 , pi4 ] entonces G no es positiva ni negativa en I2.
Definicio´n 2. Sea Fλ (I) un conjunto de de funciones reales diferenciables f definidas en I tales que
f (−T )− f (T ) = λ . Un operador lineal R : Fλ (I)→ L1(I) se dice
fuertemente inverso positivo en Fλ (I) si Rx(t) > 0 para casi todo t ∈ I implica x > 0 para
todo x ∈Fλ(I).
fuertemente inverso negativo en Fλ (I) si Rx(t) > 0 para casi todo t ∈ I implica x < 0 para
todo x ∈Fλ(I).
Corolario 21 ( [4, Corolario 4.4]). Sea Fλ (I) el conjunto de funciones diferenciables f definidas en
I tales que f (−T )− f (T ) = λ . El operador Rm : Fλ (I)→ L1(I) definido como Rm(x(t)) = x′(t)+
mx(−t), con m ∈ R\{0}, satisface
Rm es fuertemente inverso positivo si y solo si m ∈ (0, pi4T ] y λ ≥ 0,
Rm es fuertemente inverso negativo si y solo si m ∈ [− pi4T ,0) y λ ≥ 0.
Con estos resultados obtenemos el siguiente Corolario al Teorema 19.
Corolario 22. Bajo las condiciones del Teorema 19, en el caso b = 0,
Si A(T ) ∈ (0, pi4 ) entonces G1 es estrictamente positiva en I2.
Si A(T ) ∈ (−pi4 ,0) entonces G1 es estrictamente negativa en I2.
Si A(T ) = pi4 entonces G1 se anula en
P′ := {(−A(T ),−A(T )),(0,0),(A(T),A(T )),(A(T ),−A(T ))}
y es estrictamente positiva en (I2)\P.
Si A(T ) =−pi4 entonces G1 se anula en P y es estrictamente negativa en (I2)\P.
Si A(T ) ∈ R\[−pi4 , pi4 ] entonces G1 no es ni positiva ni negativa en I2.
Adema´s, el operador Ra : Fλ (I)→ L1(I) definido como Ra(x(t)) = x′(t)+a(t)x(−t) satisface
Ra es fuertemente inverso positivo si y solo si A(T ) ∈ (0, pi4T ] y λ ≥ 0,
Ra es fuertemente inverso negativo si y solo si A(T ) ∈ [− pi4T ,0) y λ ≥ 0.
La segunda parte de este u´ltimo Corolario, obtenida a partir de la positividad (o negatividad) de la
funcio´n de Green podrı´a deducirse, como probamos ma´s abajo, sin tener tanto conocimiento acerca
de la funcio´n de Green. Para ver esto, conside´rese la siguiente proposicio´n en la lı´nea del trabajo de
Torres [23].
Proposicio´n 23. Conside´rese el problema de valor inicial homoge´neo
x′(t)+a(t)x(−t)+b(t)x(t)= 0, t ∈ I; x(t0) = 0. (21)
Si el problema (21) tiene solucio´n u´nica (x≡ 0) en I para todo t0 ∈ I entonces, si la funcio´n de Green
para (15) existe, tiene signo constante.
Es ma´s, si adema´s asumimos que a+b tiene signo constante, la funcio´n de Green tiene el mismo
signo que a+b.
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Demostracio´n. Sin pe´rdida de generalidad, consideremos que a es una funcio´n de L1(I) 2T -perio´dica
definida en R (la solucio´n de (15) sera´ considerada en I). Sea G1 la funcio´n de Green del proble-
ma (15). Dado que G1(T,s) = G1(−T,s) para todo s ∈ I, y G1 es continua salvo en la diagonal, es
suficiente con demostrar que G1(t,s) 6= 0 ∀t,s ∈ I.
Supongamos, por el contrario, que existen t1,s1 ∈ I tales que G1(t1,s1) = 0. Sea g la extensio´n
2T -perio´dica de G1(·,s1). Supongamos que t1 > s1 (el otro caso serı´a ana´logo). Sea f la restriccio´n de
g a (s1,s1 +2T ). f es absolutamente continua y satisface (21) en c.t.p. para t0 = t1, por tanto, f ≡ 0.
Esto contradice el hecho de que G1 sea la funcio´n de Green y, como consecuencia, G1 tiene que tener
signo constante.
Observemos ahora que x ≡ 1 satisface
x′(t)+a(t)x(−t)+b(t)x(t)= a(t)+b(t), x(−T ) = x(T ).
Por tanto,
∫ T
−T G1(t,s)(a(t)+b(t))ds = 1 para todo t ∈ I. Dado que G1 y a+b tienen signo constante,
tienen el mismo signo. 
Los siguientes corolarios son aplicaciones directas de este resultado a los casos (C1’)–(C3’) res-
pectivamente.
Corolario 24. Bajo las hipo´tesis de (C1∗) y el Teorema 19, G1 tiene signo constante si
|A(T )|< arccos(k)
2
√
1− k2 .
Es ma´s, sign(G1) = sign(a).
Demostracio´n. Las soluciones de (12) para el caso (C1’), como se vio antes, vienen dadas por
u(t) = αe−Be(t)
[
cos
(√
1− k2A(t)
)
− 1+ k√
1− k2 sen
(√
1− k2A(t)
)]
.
Usando un caso particular de la fo´rmula de la suma de fasores†,
u(t) = αe−Be(t)
√
2
1− k sen
(√
1− k2A(t)+θ
)
,
donde θ ∈ [−pi ,pi) es el a´ngulo tal que
senθ =
√
1− k
2
y cosθ =− 1+ k√
1− k2
√
1− k
2
=−
√
1+ k
2
. (22)
Obse´rvese que esto implica θ ∈ (pi2 ,pi). Para que las hipo´tesis de la Proposicio´n 23 sean satisfechas,
es necesario y suficiente pedir que 0 6∈ u(I) para algu´n α 6= 0 o, equivalentemente, que√
1− k2A(t)+θ 6= pin ∀n ∈ Z ∀t ∈ I,
Esto es,
A(t) 6= pin−θ√
1− k2 ∀n ∈ Z ∀t ∈ I.
Puesto que A es impar e inyectiva, θ ∈ (pi2 ,pi), esta u´ltima expresio´n es equivalente a
|A(T )|< pi −θ√
1− k2 . (23)
†α cosγ +β senγ =√α2 +β 2 sen(γ +θ ), donde θ ∈ [−pi ,pi) es el a´ngulo tal que cosθ = β√
α2+β 2 , senθ =
α√
α2+β 2 .
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Ahora, usando la fo´rmula del a´ngulo doble para el seno y (22),
1− k
2
= sen2 θ = 1− cos(2θ)
2
, esto es, k = cos(2θ),
lo cual implica, dado que 2θ ∈ (pi ,2pi),
θ = pi − arccos(k)
2
,
donde arccos se define tal que su imagen es [0,pi). Sustituyendo esto en la desigualdad (23) obtenemos
|A(T )|< σ(k) := arccos(k)
2
√
1− k2 , k ∈ (−1,1).
Usando que |k| < 1, a+b = (k+1)a+bo, la expresio´n explı´cita de la funcio´n de Green G1 y la
Proposicio´n 23 podemos calcular el signo de G1. 
Observacio´n 8. En el caso en que a = ω es una constante y k = 0, se tiene que A(I) = [−|ω|T, |ω|T ]
y la condicio´n del Corolario anterior puede ser reescrita como |ω|T < pi4 , lo cual es consistente con
los resultados de [4].
Observacio´n 9. Obse´rvese que σ es estrictamente decreciente en (−1,1) y que
lı´m
k→−1+
σ(k) = +∞, lı´m
k→1−
σ(k) = 1
2
.
El siguiente Corolario estudia la situacio´n equivalente en el caso (C3’).
Corolario 25. Bajo las condiciones de (C3’) y el Teorema 19, GC3 tiene signo constante si |A(T )|< 12 .
Demostracio´n. Este Corolario es una consecuencia directa de (14), la Proposicio´n 23 y el Teorema
19. Obse´rvese que este resultado es consistente con σ(1−) = 12 . 
Para demostrar el pro´ximo resultado, necesitaremos la siguiente ”versio´n hiperbo´lica”de la fo´rmu-
la de la suma de fasores (ver [22]).
Lema 26. Sea α , β ,γ ∈ R, entonces
α coshγ +β senhγ
=
√
|α2−β 2|


cosh
(
1
2
ln
∣∣∣∣α +βα −β
∣∣∣∣+ γ
)
si α > |β |,
−cosh
(
1
2
ln
∣∣∣∣α +βα −β
∣∣∣∣+ γ
)
si −α > |β |,
senh
(
1
2
ln
∣∣∣∣α +βα −β
∣∣∣∣+ γ
)
si β > |α|,
−senh
(
1
2
ln
∣∣∣∣α +βα −β
∣∣∣∣+ γ
)
si −β > |α|,
α eγ si α = β ,
α e−γ si α =−β .
Corolario 27. Bajo las hipo´tesis de (C2’) y el Teorema 19, G1 tiene signo constante si k <−1 o
|A(T )|<− ln(k−
√
k2−1)
2
√
k2−1 .
Adema´s, sign(G1) = sign(k a).
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Demostracio´n. Las soluciones de (12) para el caso (C2’), como se vio antes, vienen dadas por
u(t) = αe−Be(t)
[
cosh
(√
k2−1A(t)
)
− 1+ k√
k2−1 senh
(√
k2−1A(t)
)]
.
Si k > 1, podemos deducir que 1 < 1+k√k2−1 y, por lo tanto, usando el Lema 26,
u(t) =−αe−Be(t)
√
2k
k−1 senh
(
1
2
ln
∣∣∣k−√k2−1∣∣∣+√k2−1A(t)) ,
Para que se satisfagan las hipo´tesis de la Proposicio´n 23 es necesario y suficiente que 0 6∈ u(I) para
algu´n α 6= 0. Equivalentemente, que,
1
2
ln(k−
√
k2−1)+
√
k2−1A(t) 6= 0 ∀t ∈ I,
Esto es,
A(t) 6=− ln(k−
√
k2−1)
2
√
k2−1 ∀t ∈ I.
Puesto que A es impar e inyectiva, esto es equivalente a
|A(T )|< σ(k) :=− ln(k−
√
k2−1)
2
√
k2−1 , k > 1.
Ahora, si k <−1, tenemos que
∣∣∣ 1+k√k2−1
∣∣∣< 1, por lo tanto, usando el Lema 26,
u(t) = αe−Be(t)
√
2k
k−1 cosh
(
1
2
ln
∣∣∣k−√k2−1∣∣∣+√k2−1A(t)) 6= 0
para todo t ∈ I, α 6= 0,
por lo que las hipo´tesis de la Proposicio´n 23 se satisfacen.
Usando |k| > 1, a+ b = (k−1 + 1)be + bo, la expresio´n explı´cita de la funcio´n de Green G1 y la
Proposicio´n 23 podemos calcular el signo de G1. 
Observacio´n 10. Si consideramos σ definida a trozos como en los Corolarios 24 y 27 y la extendemos
continuamente a trave´s de 1/2, obtenemos
σ(k) :=


arccos(k)
2
√
1−k2 si k ∈ (−1,1)
1
2 si k = 1
− ln(k−
√
k2−1)
2
√
k2−1 si k > 1
Esta funcio´n no solo es continua (se ha definido como tal), sino tambie´n analı´tica. para poder mostrar
esto basta con considerar la definicio´n extendida del logaritmo y la raı´z cuadrada a nu´meros com-
plejos. Recordemos que i := √−1 y que la rama principal del logaritmo se define como ln0(z) :=
ln |z|+ iθ donde θ ∈ [−pi ,pi) y z = |z|eiθ para todo z ∈ C\{0}. Claramente, ln0 |(0,+∞) = ln.
Ahora, para |k|< 1, ln0(k−
√
1− k2i) = iθ con θ ∈ [−pi ,pi) tal que cosθ = k, senθ =−√1− k2,
esto es, θ ∈ [−pi ,0]. Por lo tanto, i ln0(k−
√
1− k2i)=−θ ∈ [0,pi ]. Puesto que cos(−θ)= k, sen(−θ)=√
1− k2, resulta claro que
arccos(k) =−θ = i ln0(k−
√
1− k2i).
Por lo tanto podemos extender arccos a C como
arccos(z) := i ln0(z−
√
1− z2i),
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lo cual es, evidentemente, una funcio´n analı´tica. Ası´, si k > 1,
σ(k) =− ln(k−
√
k2−1)
2
√
k2−1 =−
ln0(k− i
√
1− k2)
2i
√
1− k2
=
i ln0(k− i
√
1− k2)
2
√
1− k2 =
arccos(k)
2
√
1− k2 .
Adema´s, σ es positiva, estrictamente decreciente y
lı´m
k→−1+
σ(k) = +∞, lı´m
k→+∞
σ(k) = 0.
Los casos (C4’) y (C5’)
Los casos (C4’) y (C5’) son resonantes, es decir, no existe funcio´n de Green para ellos dado que las
soluciones, de existir, son mu´ltiples. Encontraremos la expresio´n de dichas soluciones a lo largo de
esta Seccio´n.
Conside´rese ahora el siguiente problema derivado del problema (15).
(
x′o
x′e
)
=
(
ao−bo −ae−be
ae−be −ao−bo
)(
xo
xe
)
+
(
he
ho
)
. (24)
Los siguientes teoremas nos muestran lo que ocurre cuando imponemos las condiciones de contorno.
Teorema 28. Si la condicio´n (C4’) se satisface, entonces el problema (15) tiene solucio´n si y solo si
∫ T
0
eBe(s)he(s)ds = 0,
y en ese caso las soluciones de (15) vienen dadas por
uc(t) = e
−Be(t)
[
c+
∫ t
0
(
eBe(s)h(s)+2ae(s)
∫ s
0
eBe(r)he(r)dr
)
ds
]
para c ∈ R.
Demostracio´n. Sabemos que cualquier solucio´n del problema (15) tiene que satisfacer (24). En el
caso (C4’), la matriz de (24) es triangular inferior,(
x′o
x′e
)
=
(−bo 0
2ae −bo
)(
xo
xe
)
+
(
he
ho
)
. (25)
y las soluciones de (25) vienen dadas por
xo(t) = e
−Be(t)
[
θ +
∫ t
0
eBe(s)he(s)ds
]
,
xe(t) = e
−Be(t)
[
c+
∫ t
0
(
eBe(s)ho(s)
+2ae(s)
[
θ +
∫ s
0
eBe(r)he(r)dr
])
ds
]
,
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donde c, θ ∈ R. xe es par independientemente de c. Sin embargo, xo solo es impar cuando θ = 0. Por
lo tanto, cualquier solucio´n de (15), si existe, ha de tener la forma
uc(t) = e
−Be(t)
[
c+
∫ t
0
(
eBe(s)h(s)+2ae(s)
∫ s
0
eBe(r)he(r)dr
)
ds
]
para c ∈ R.
Para demostrar la segunda implicacio´n es suficiente con comprobar que uc es una solucio´n del pro-
blema (15).
u′c(t)
=−bo(t)e−Be(t)
[
c+
∫ t
0
(
eBe(s)h(s)+2ae(s)
∫ s
0
eBe(r)he(r)dr
)
ds
]
+ e−Be(t)
(
eBe(t)h(t)+2ae(t)
∫ t
0
eBe(r)he(r)dr
)
=h(t)−bo(t)uc(t)+2ae(t)e−Be(t)
∫ t
0
eBe(r)he(r)dr.
Ahora bien,
ae(t)(uc(−t)−uc(t))+2ae(t)e−Be(t)
∫ t
0
eBe(r)he(r)dr
=ae(t)e
−Be(t)
[
c−
∫ t
0
(
eBe(s)h(−s)−2ae(s)
∫ s
0
eBe(r)he(r)dr
)
ds
]
−ae(t)e−Be(t)
[
c+
∫ t
0
(
eBe(s)h(s)+2ae(s)
∫ s
0
eBe(r)he(r)dr
)
ds
]
+2ae(t)e−Be(t)
∫ t
0
eBe(r)he(r)dr
=−2ae(t)e−Be(t)
∫ t
0
eBe(r)he(r)ds+2ae(t)e−Be(t)
∫ t
0
eBe(r)he(r)dr = 0.
Por tanto,
u′(t)+ae(t)u(−t)+(−ae(t)+bo(t))u(t) = h(t).
La condicio´n de contorno u(−T )−u(T ) = 0 es equivalente a uo(T ) = 0, esto es,∫ T
0
eBe(s)he(s)ds = 0
y por lo tanto la demostracio´n queda terminada. 
Teorema 29. Si la condicio´n (C5’) se satisface, entonces el problema (15) tiene solucio´n si y solo si∫ T
0
eB(s)−A(s)he(s)ds = 0, (26)
y en este caso las soluciones de (15) vienen dadas por
uc(t) = e
A(t)
∫ t
0
e−A(s)he(s)ds+ e−A(t)
[
c+
∫ t
0
eA(s)ho(s)ds
]
con c ∈ R.
Demostracio´n. En el caso (C5’), bo = b y ao = a. Adema´s, la matriz de (24) es diagonal,(
x′o
x′e
)
=
(
ao−bo 0
0 −ao−bo
)(
xo
xe
)
+
(
he
ho
)
. (27)
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y las soluciones de (27) vienen dadas por
xo(t) = e
A(t)−B(t)
[
θ +
∫ t
0
eB(s)−A(s)he(s)ds
]
,
xe(t) = e
−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
]
,
donde c, θ ∈R. Puesto que a es impar, A es par, luego xe es par independientemente del valor de c. Sin
embargo, xo es impar solo cuando θ = 0. En tal caso, puesto que necesitamos xo(T ) = 0, obtenemos
la condicio´n (26), que nos permite obtener la primera implicacio´n del Teorema.
Cualquier solucio´n u de (15) ha de tener la siguiente expresio´n
uc(t) =
eA(t)−B(t)
∫ t
0
eB(s)−A(s)he(s)ds+ e−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
]
.
Para demostrar la segunda implicacio´n es suficiente con demostrar que uc es una solucio´n del proble-
ma (15).
u′c(t)
=(a(t)−b(t))eA(t)−B(t)
∫ t
0
eB(s)−A(s)he(s)ds
− (a(t)+b(t))e−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
]
+h(t).
Ahora bien,
a(t)uc(−t)+b(t)uc(−t)
=a(t)
(
−eA(t)−B(t)
∫ t
0
eB(s)−A(s)he(s)ds
+e−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
])
+b(t)
(
eA(t)−B(t)
∫ t
0
eB(s)−A(s)he(s)ds
+e−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
])
=− (a(t)−b(t))eA(t)−B(t)
∫ t
0
eB(s)−A(s)he(s)ds
+(a(t)+b(t))e−A(t)−B(t)
[
c+
∫ t
0
eA(s)+B(s)ho(s)ds
]
.
Por lo que, claramente,
u′c(t)+a(t)uc(−t)+b(t)uc(t) = 0 para casi todo t ∈ I.
lo cual termina la demostracio´n. 
Casos mixtos
Cuando no nos encontramos en los casos (C1’)–(C5’), es ma´s difı´cil precisar cuando el problema (15)
tiene solucio´n. Aquı´ presentamos algunos resultados parciales.
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Conside´rese la siguiente ecuacio´n diferencial con condiciones de contorno perio´dicas,
x′(t)+ [a(t)+b(t)]x(t)= 0, x(−T ) = x(T ) (28)
El siguiente Lema nos da la expresio´n de la funcio´n de Green para dicho problema. Definimos υ =
a+b.
Lema 30. Sean h, a en el problema (28) funciones de L1(I) y supongamos que ∫ T−T υ(t)dt 6= 0.
Entonces el problema (28) tiene solucio´n u´nica dada por
u(t) =
∫ T
−T
G3(t,s)h(t)ds,
donde
G3(t,s) =
{
τ e
∫ s
t υ(r)dr, s ≤ t,
(τ −1)e
∫ s
t υ(r)dr, s > t,
y τ =
1
1− e−∫ T−T υ(r)dr .
Demostracio´n.
∂G3
∂ t (t,s) =
{
−τ υ(t)e
∫ s
t υ(r)dr, s ≤ t,
−(τ −1)υ(t)e
∫ s
t υ(r)dr, s > t,
=−υ(t)G3(t,s).
Por lo tanto,
∂G3
∂ t (t,s)+υ(t)G3(t,s) = 0, s 6= t.
En consecuencia,
u′(t)+υ(t)u(t) =
d
d t
∫ t
−T
G3(t,s)h(t)ds+
d
d t
∫ T
t
G3(t,s)h(t)ds
+υ(t)
∫ T
−T
G3(t,s)h(t)ds
=[G3(t, t−)−G3(t, t+)]h(t)
+
∫ T
−T
[∂G3
∂ t (t,s)+υ(t)G3(t,s)
]
h(t)ds
=h(t) para casi todo t ∈ I.
Las condiciones de contorno tambie´n se satisfacen.
u(T )−u(−T ) =
∫ T
−T
[
τ e
∫ s
T υ(r)dr − (τ −1)e
∫ s
−T υ(r)dr
]
h(s)ds
=
∫ T
−T
[
e
∫ s
T υ(r)dr
1− e−∫ T−T υ(r)dr −
e−
∫ T
−T υ(r)dr e
∫ s
−T υ(r)dr
1− e−∫ T−T υ(r)dr
]
h(s)ds
=
∫ T
−T
[
e
∫ s
T υ(r)dr
1− e−∫ T−T υ(r)dr −
e−
∫ s
T υ(r)dr
1− e−∫ T−T υ(r)dr
]
h(s)ds = 0.

Lema 31.
|G3(t,s)| ≤ F(υ) := e
‖υ‖1
|e‖υ+‖1 − e‖υ−‖1 | .
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Demostracio´n. Obse´rvese que
τ =
1
1− e‖υ−‖1−‖υ+‖1 =
e‖υ
+‖1
e‖υ+‖1 − e‖υ−‖1 .
Luego
τ −1 = e
‖υ−‖1
e‖υ+‖1 − e‖υ−‖1 .
Por otra parte,
e
∫ s
t υ(r)dr ≤
{
e‖υ
−‖1, s ≤ t,
e‖υ
+‖1, s > t,
lo cual termina la demostracio´n. 
El siguiente resultado demuestra la existencia y unicidad de solucio´n del problema (15) cuando υ
es ”suficientemente pequen˜a”.
Teorema 32. Sean h, a, b en el problema (15) funciones de L1(I) y supongamos que ∫ T−T υ(t)dt 6= 0.
Sea
M := {(2T ) 1p (‖a‖p∗ +‖b‖p∗)}p∈[1,+∞]
donde p−1 +(p∗)−1 = 1. Si F(υ)‖a‖1(ı´nfM)< 1, entonces el problema (15) tiene solucio´n u´nica.
Demostracio´n. Manipulando los te´rminos adecuadamente obtenemos
h(t) = x′(t)+a(t)
(∫ −t
t
x′(s)ds+ x(t)
)
+b(t)x(t)
= x′(t)+υ(t)x(t)+a(t)
∫ −t
t
(h(s)−a(s)x(−s)−b(s)x(s))ds.
Ası´,
u′(t)+υ(t)x(t)
=a(t)
∫ −t
t
(a(s)x(−s)+b(s)x(s))ds+a(t)
∫ t
−t
h(s)ds+h(t).
Usando el Lema 30 resulta evidente que
x(t) =
∫ T
−T
G3(t,s)a(s)
∫ −s
s
(a(r)x(−r)+b(r)x(r))dr ds
+
∫ T
−T
G3(t,s)
[
a(s)
∫ s
−s
h(r)dr+h(s)
]
ds
esto es, x es un punto fijo de un operador de la forma Hx(t)+β (t), por lo tanto, por el Teorema de
contraccio´n de Banach, es suficiente con demostrar que ‖H‖< 1 para alguna norma compatible.
Usando el Teorema de Fubini,
Hx(t) =−
∫ T
−T
ρ(t,r)(a(r)x(−r)+b(r)x(r))dr,
donde ρ(t,r) =
[∫ T
|r|−
∫ −|r|
−T
]
G3(t,s)a(s)ds.
Si
∫ T
−T υ(t)dt = ‖υ+‖1−‖υ−‖1 > 0 entonces G3 es positiva y
ρ(t,r)≤
∫ T
−T
G3(t,s)|a(s)|ds ≤ F(υ)‖a‖1.
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Tenemos la misma acotacio´n para −ρ(t,r). Si ∫ T−T υ(t)dt < 0 procedemos con un argumento ana´logo
y concluimos tambie´n que |ρ(t,s)|< F(υ)‖a‖1. Ası´,
|Hx(t)| ≤F(υ)‖a‖1
∫ T
−T
|a(r)x(−r)+b(r)x(r)|dr
=F(υ)‖a‖1‖a(r)x(−r)+b(r)x(r)‖1.
Por tanto, se tiene que
‖Hx‖p ≤ (2T ) 1p F(υ)‖a‖1(‖a‖p∗ +‖b‖p∗)‖x‖p, p ∈ [1,∞],
con lo que finaliza la demostracio´n. 
Observacio´n 11. Bajo las hipo´tesis del Teorema 32, obse´rvese que F(υ)≥ 1.
El siguiente resultado nos permitira´ obtener alguna informacio´n acerca del signo de la solucio´n
del problema (15). Para demostrarlo, usaremos un Teorema de [3] que citamos abajo.
Conside´rese un intervalo [w,d]⊂ I, el cono
K = {u ∈ C (I) : mı´n
t∈[w,d]
u(t)≥ c‖u‖},
y el problema
x′(t) = h(t,x(t),x(−t)), t ∈ I, x(−T ) = x(T ). (29)
Conside´rense las siguientes condiciones.
(I1ρ ,ω) Existen ρ > 0 y ω ∈
(
0, pi4T
]
tales que f−ρ ,ρω < ω donde
f−ρ ,ρω :=
sup
{
h(t,u,v)+ωv
ρ : (t,u,v) ∈ [−T,T ]× [−ρ ,ρ ]× [−ρ ,ρ ]
}
.
(I0ρ ,ω) Existe ρ > 0 tal que
f ω(ρ ,ρ/c) · ı´nf
t∈[w,d]
∫ d
w
G(t,s)ds > 1,
donde
f ω(ρ ,ρ/c) =
ı´nf
{
h(t,u,v)+ωv
ρ : (t,u,v) ∈ [w,d]× [ρ ,ρ/c]× [−ρ/c,ρ/c]
}
.
Teorema 33. [3, Teorema 5.15]
Sea ω ∈ (0, pi2 T ]. Sea [w,d]⊂ I tal que
w = T −d ∈
(
ma´x
{
0,T − pi
4ω
}
,
T
2
)
.
Definamos
c =
[1− tan(ωd)][1− tan(ωw)]
[1+ tan(ωd)][1+ tan(ωw)] .
Entonces el problema (29) tiene al menos una solucio´n no trivial en K si alguna de las siguientes
condiciones se satisface.
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(S1) Existen ρ1,ρ2 ∈ (0,∞) con ρ1/c < ρ2 tales que (I0ρ1,ω) y (I1ρ2,ω) se satisfacen.
(S2) Existen ρ1,ρ2 ∈ (0,∞) con ρ1 < ρ2 tales que (I1ρ1,ω) y (I0ρ2,ω) se satisfacen.
Teorema 34. Sean h ∈ L∞(I), a,b ∈ L1(I) tal que 0 < |b| < a < ω < pi2 T en casi todas partes e
ı´nfh > 0. Entonces existe una solucio´n u del problema (15) tal que, si u 6≡ 0, u > 0 en el intervalo(
ma´x{0,T − pi4ω },mı´n{T, pi4ω }
)
.
Demostracio´n. El problema (15) puede ser rescrito como
x′(t) = h(t)−b(t)x(t)−a(t)x(−t), t ∈ I, x(−T ) = x(T ).
Con esta formulacio´n, podemos aplicar el Teorema 33. Dado que 0 < a−|b|< ω en casi todas partes
, tomamos ρ2 ∈ R+ tal que h < (a−|b|)ρ2 en casi todas partes En consecuencia, h < (a−ω)ρ2 −
|b|ρ2 +ρ2ω para casi todo t ∈ I, en particular,
h < (a−ω)v−|b|u+ρ2ω ≤ (a−ω)v+bu+ρ2ω
para casi todo t ∈ I; u,v ∈ [−ρ2,ρ2]. Como consecuencia,
sup
{
h(t)−b(t)u−a(t)v+ωv
ρ2
: (t,v) ∈ [−T,T ]× [−ρ2,ρ2]
}
< ω,
y ası´, (I1ρ2,ω) se satisface.
Sea [w,d]⊂ I tal que [w,d]⊂ (T − pi4ω , pi4ω ). Sea
c =
[1− tan(ωd)][1− tan(ωw)]
[1+ tan(ωd)][1+ tan(ωw)] ,
y ε = ω
∫ d
w G(t,s)ds. Elijamos δ ∈ (0,1) tal que
h >
[(
1+
c
ε
)
ω − (a−|b|)
]
ρ2δ
en casi todas partes y definamos ρ1 := δcρ2. En consecuencia, h > [(a−ω)v+bu] ωε ρ1 para casi todo
t ∈ I, u ∈ [ρ1, ρ1c ] y v ∈ [−ρ1c , ρ1c ]. Por tanto,
ı´nf
{
h(t)−b(t)u−a(t)v+ωv
ρ1
: (t,v) ∈ [w,d]× [−ρ1/c,ρ1/c]
}
>
ω
ε
,
y entonces (I0ρ1,ω) se satisface. Finalmente podemos afirmar que (S1) en el Teorema 33 se satisface y
obtenemos el resultado deseado. 
Observacio´n 12. En las hipo´tesis del Teorema 34, if ω < pi4 T , podemos tomar [w,d] = [−T,T ] y
continuar con la demostracio´n del Teorema 34 como hicimos arriba. Esto garantiza que la solucio´n u
es positiva.
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