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Change detection plays a very important role in real-time image
analysis, e.g., detection of intruders. One key issue is robustness
to varying illumination conditions. We propose two techniques for
change detection that have been developed to deal with variations in
illumination and background, with real-time capabilities. The foun-
dations of these techniques are based on a vector model of images
and on the exploitation of the concepts of linear dependence and
linear independence.
Furthermore, the techniques are compatible with physical pho-
tometry. A detailed description of the proposed detector and three
state-of-the art change detectors is also provided. For the purposes
of comparison, an evaluation procedure is presented consisting of
both objective and subjective parts. This evaluation procedure re-
sults in a final performance value for each detector analyzed.
Keywords—Background extraction, change detection, illumina-
tion invariance, real-time, surveillance, Wronskian.
I. INTRODUCTION
Change detection offers the possibility of sensing and an-
alyzing information about dynamic developments in a scene.
These developments could be due to movements, appearance
and disappearance of objects in the scene or even a total
change of the scene.
The problem of change detection arises in many areas of
image processing, which may be classified as follows:
• Intruder Surveillance: The aim here is to detect
unusual changes and behavior in the scene for the
purpose of generating an alarm. Regazzoni [1] and
Foresti [2] provide examples of complete surveillance
systems including change detection, object recogni-
tion, and tracking. Recently, a special section on video
surveillance was published [3]. It gives an overview
of video surveillance applications, but is not meant
to be a study on change detection. In this paper, we
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will focus on change detection methods for intruder
surveillance systems.
• Virtual Presence: Many applications require methods
for combining actors with artificially generated stu-
dios and environments [4]. Through change detection,
moving objects could be extracted for the purpose of
superposing them in other environments.
• Compression: Narrow bandwidth communication
channels limit the amount of information that can be
exchanged. For real-time applications such as traffic
observation from remote control rooms, this limitation
is unacceptable. A way to reduce the amount of infor-
mation is to detect changes and transmit only the latter
or their features (e.g., moving cars, persons) [5], [6].
In Section II, objective requirements that every change
detection algorithm (in all the above mentioned application
areas) should meet are defined and discussed. Then, sub-
jective requirements arising from surveillance circumstances
are formulated. Based on these requirements, an evaluation
procedure for surveillance-related algorithms is defined. Ro-
bustness against global variations in illumination conditions
is an important requirement for change detection algorithms.
Section III investigates basic photometric principles. Having
these investigations in mind, we develop a photometrical way
to compare two light sources illuminating a surface.
In Section IV, state-of-the art models from Skifstad [8],
Hsu [9], and Aach [10] are presented. These models can be
categorized as follows.
• Physical: Skifstad’s adaptation of Phong’s [7] illumi-
nation model is based on basic aspects of reflection of
light from surfaces.
• Polynomial Modeling: Hsu models the image as a mo-
saic of patches where the gray-value function within
each patch is described as a second order bivariate poly-
nomial of the pixel coordinates.
• Statistical: Aach compares several test statistics and,
by assuming null hypothesis, carries out a significance
test.
0018–9219/01$10.00 © 2001 IEEE
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A vector model of images is introduced in Section V. The
linear dependence and independence characteristics of the
vectors is then used to define the linear dependence change
detector. The Wronskian change detector, which is also based
on the same linear dependence and independence concepts,
is developed in Section VI. The discussion of the results and
their comparison to the state-of-the art methods appear in
Section VII.
II. EVALUATION REQUIREMENTS FOR CHANGE DETECTION
The performance assessment of video segmentation algo-
rithms can be categorized as follows.
• Objective: Villegas [11] and Wollborn [12] focus on
the design of objective figures of merit such as spatial
accuracy, tracking continuity and temporal coherence.
These figures of merit are difference measures calcu-
lated between a segmentation mask and a reference seg-
mentation mask.
• Subjective: McKoen [13] proposes an application ori-
ented evaluation method related to surveillance seg-
mentation. Subjects were asked to rate requirements
such as segmentation and tracking performance, illumi-
nation invariance, etc., for various approaches. A vari-
ance analysis method is then applied to these ratings to
extract statistically significant differences between al-
gorithms.
The above-mentioned assessment methods are designed
for segmentation purposes and focus either objective or
subjective figures of merit to asses the segmentation quality.
Change detection, however, cannot be treated as a general
segmentation algorithm; focusing on a single assessment
method, objective or subjective, could lead to biased results.
Therefore, we have chosen to develop a change detection
assessment method incorporating both objective and subjec-
tive requirements.
A. Objective Assessment Requirements
1) Computational Complexity: We do not incorporate
any sophisticated complexity evaluation methods (such as
the number of algorithmic operations, resource and memory
requirements, or branching). The basic hypothesis will
be that the algorithm has at its disposal all the resources
provided by a given execution environment [14]. Then,
for this environment and based on the above hypothesis,
the computational complexity depends only on the time
needed for the execution of task for a given change
detection algorithm.
All change detectors have been implemented in C++
and executed on a Sun-Ultra 1 workstation with 64 MB of
RAM and 143-MHz processor. The change detection was
performed on the Y component of the YUV color space.
Notice that the images were supplied in RGB format and,
thus, we had to perform a color-conversion to YUV format.
Thus, the execution times will be much faster when the
illuminance value Y is directly supplied.
2) Object and Illumination Change: Skiftad [8] de-
scribes a test in which his algorithm would fail. In this test,
(a) (b)
(c) (d)
Fig. 1. (a), (b) are illustrating uniform object change and (c), (d)
show an illumination change with object intrusion.
Table 1
Objective Assessment Requirements. The Importance of the
Requirements Are Expressed With a Cost Weight W . The
Cost Weight Is Used in the Evaluation
a light gray ball is replaced by a dark gray ball of the exact
same size and shape under the condition of constant illumi-
nation as illustrated in Fig. 1(a). This test will be kept as a
first assessment method. It actually indicates the sensitivity
of the change detectors regarding change in uniform objects.
In addition to the above test, a general way to examine the
response to illumination invariance is also introduced. A dark
image is replaced by a light gray ball subject to the condition
that the background becomes brighter [see Fig. 1(c)]. A score
is then given to each algorithm depending on the degree
of fulfillment of the above requirements. The score is:
• 0 when nothing or every pixel is detected;
• 1 when parts of the contour is detected;
• 2 when the contour is closed;
• 3 when object is fully detected.
A further weighting is also applied to these results de-
pending on the relative importance of each requirement when
compared to the others (objective and subjective). The value
of the weight varies between one and five. In the evalu-
ations carried out in this paper, the value of the weights for
all objective requirements was set to five. This avoids any
a priori bias toward any specific objective requirement (see
Table 1).
B. Subjective Assessment Requirements
The algorithms were designed based on experience gained
from surveillance projects at EPFL. These projects included
collaboration with other universities and companies active
in the field of surveillance. The companies that provided
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 2. Original images from the sequences Corridor, Room, Hall, and Hand.
surveillance sequences also produced a list of capabilities for
the detection algorithms. In the following, these sequences
will be presented and the requirements will be defined. The
sequences, along with the requirements, will form our sub-
jective assessment requirements.
1) Surveillance Sequences: In general, surveillance test
sequences are real-world sequences from indoor or outdoor
scenes. In this paper, although tests of outdoor situations are
also provided, we will concentrate on the four indoor surveil-
lance sequences (see Fig. 2).
• Corridor: This sequence contains a long, dark cor-
ridor in which a person enters through a door and turns
the lights on, changing the illumination. The person
interferes with the changing illumination conditions,
making the detection very difficult. The goal is to detect
the person in the presence of the illumination changes.
• Room: This sequence is based upon a room with win-
dows and curtains in the background. The background
is bright, shadows and mirroring effects can be seen
on the floor, and a pillar is in the foreground. One
person passes behind and another in front of the pillar.
They cross each other producing shadows and reflec-
tions. The curtains move as one person passes them.
The goal here is to detect the moving persons without
detecting the various illumination influences such as
shadows, reflections, etc. Furthermore, the algorithm
under test should suppress the moving curtains—they
belong in the category of background effects. Misiden-
tification of background effect can disturb the detection
and tracking of the object(s) of interest.
• Hall: This is another corridor sequence. Two persons
enter the corridor. All colors are washed out. A person
leaves a suitcase in the corridor and the other takes a
monitor away from a table. The aim here is to detect the
moving persons (with their shadows suppressed), the
suitcase left in the corridor, and the missing monitor.
• Hand: This sequence consists of a close-up view of an
office desk, with a hand removing a pencil from it. The
goal is to detect the missing pencil.
2) Surveillance Requirements: The main focus of video
surveillance systems is to develop algorithms for fast and
robust detection of moving persons and objects in indoor
and outdoor applications. Related change detection algo-
rithms should provide a first-level analysis of the image
sequences captured by a video surveillance camera. The
reliable identification of regions belonging to an object in
the acquired image sequence is the basis for further analysis
in video surveillance applications. This further analysis
(e.g., person identification, alarm generation, transmission,
etc.) is not discussed here.
The candidate change detection algorithms should be ro-
bust against illumination changes (the switching on or off
of room lights, changes in the sun’s position, flickering of
torches, etc.) and shadows. This is important for applications
where video information is used for alarm generation; illumi-
nation changes should not generate an alarm. Furthermore,
shadows or reflections of moving persons could influence
tracking algorithms.
Background variations such as randomly moving curtains
and plants could influence the detection results. The suppres-
sion of these kinds of changes is beyond the scope of a simple
change detection algorithm; a further stage of discrimination
between various types of changes is necessary. However, the
response of the change detection algorithm to such changes
should be considered, as it affects the work required by sub-
sequent analysis stages.
For practical application, a change detection algorithm
should also be able to cope with low-cost optics and image
sensors. Therefore, robustness against noise and the ability
to cope with low quality images is an important issue in
many surveillance applications. Table 2 lists the subjective
requirements used in this paper.
In the state-of-the art performance assessment method,
McKoen [13] proposes a statistical method requiring a
threshold to calculate the performance differences of algo-
rithms with regard to requirements stated in the mentioned
paper. The performance function for one sequence is a
sum of three objective and subjective requirements (see
Table 3)
(1)
1370 PROCEEDINGS OF THE IEEE, VOL. 89, NO. 10, OCTOBER 2001
Table 2
Subjective Algorithm Requirements. Their Importance in the
Evaluation Is Indicated by a Cost WeightW
Table 3
Table of Subjective Requirements Adapted to the Problems Present
in Each of the Four Sequences. Hereby, () Indicates That the
Corresponding Requirement Is Taken Into Account and (. . .)
Indicates That the Corresponding Requirement Is Not Considered
This function does not require a threshold since it sums the
performance for the various objective and subjective
requirements
(2)
where
objective and subjective indices from Tables 1 and
2, respectively;
cost weight (see Tables 1 and 2);
score obtained reflecting the degree of fulfillment
of requirements for the algorithm under evaluation
(see Table 4).
The performance function (1) is a sum over the three ob-
jective and up to five subjective requirements. Equation (1)
provides a performance measure for only one sequence. In
case of several sequences, the following formula could pro-
vide a performance measure:
P (3)
where
number of sequences tested;
sequence performance from (1);
index for the sequence.
In this paper, four sequences were used for evaluations. The
overall performance will be calculated as a percentage of the
maximum possible value. In our case, .
Table 4
Description of the Grades and the Cost Weights
Table 5
Photometric and Radiometric Terms
III. THE PHYSICS OF ILLUMINATION
Before starting to develop change detection algorithms it
is worth understanding what kind of physical information is
present in images and what can be measured with this infor-
mation. In classical image processing, the values of the pixels
correspond to the energy deposed by the light received by
the imaging system. Physical photometry is the science con-
cerned with the measurement of light and its impact on an
imaging system, e.g., human visual system [15]. Photometry
also enables the comparison of two light sources that could
be exploited for change detecting purposes.
A. Principles of Photometry
We start this section by providing some basic definitions
of photometry.
Luminous Flux: The total energy that emerges per unit
time from a point-like source is expressed by (see Table 5
from Jaehne [15]) expressed as .
Luminous Intensity: The luminous intensity of a
source is the luminous flux radiated per solid angle ,
. The solid angle is measured in steradians ( )
[see Fig. 3(a)]. The size of the solid angle is given by the
quotient
(4)
where represents the angle that is made between the sur-
face normal of and .
Illuminance: The illuminance is the luminous flux de-
posed per unit area over a surface element . In the case
of a point-like source [see Fig. 3(b)], i.e., and do not
change significantly, then
(5)
Equation (5) is the basic equation of practical photometry. It
expresses the cosine law of illumination (E proportional to
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Fig. 3. The apex of the solid angle 
 is located at point P (a).
Illumination of the surface dS by a point located in dS (b). A
second source dS is illuminated by the same surface (c).
) and the inverse square law (E inversely proportional
to ). This equation enables the comparison of luminous
intensities originating from two light sources [16].
Notice that these formulas are defined for monochromatic
light. For nonmonochromatic light sources, a weighted inte-
gral must be performed over the entire visible light spectrum.
Nevertheless, the ideas developed here remain the same.
B. Comparison of Luminous Intensities in Physics
For the purpose of determining an unknown luminous in-
tensity from a given source (e.g., a star) a reference light
source with known intensity is applied. Both light sources
illuminate a surface with illuminances and , respec-
tively. The illuminance of the reference light source is
then adjusted such that it equals the illuminance
(6)
Since the distances , and the angles , are known,
the intensity can easily be calculated. A photometer is an
instrument where such experiments are performed. A simple
photometer was designed by Lummer and Brodhun [17].
C. Comparison of Illuminances in Change Detection
If we wish to track changes in equal area regions from two
images, we can compare the luminous intensities of these
regions by calculating the ratio of the illuminances
(7)
If there has been no change, then (7) reduces to1
(8)
Fig. 3 illustrates a surface illuminated by two sources.
In general, (8) is valid for all surface elements (in the area
of interest) leading to the relation
(9)
where denotes the illuminance deposed in surface ele-
ment in the first image and denotes the illuminance
deposed in surface element in the second image. Thus, (9)
is a physical ratio that enables the measurement of changes
between images.
IV. STATE-OF-THE ART CHANGE DETECTION METHODS
The most intuitive technique to detect change is simple
differencing followed by thresholding [19], [20]. Change in
a pixel is detected if the difference in gray levels of the cor-
responding pixels in consecutive images exceeds a preset
threshold. Since only one pixel is considered at a time, this
technique has the advantage of low computational cost. Nev-
ertheless, the result is very susceptible to noise. Hence, it is
not suitable for applications where high precision is required.
In order to circumvent this problem and achieve more ro-
bust change detection, different approaches have been pro-
posed [8], [9], [21]–[23]. Among them, some characteristic
functions are defined and computed for multipixel regions to
detect changes. Such schemes may be referred to as region-
based schemes. The advantage of a region-based scheme is
that the adverse effect of noise in detecting changes can be
reduced.
Examples of such region based methods are the Shading
Model, the Statistical Change Detection method, and the
Derivative Model proposed by Skifstad and Jain [8], Aach et
al. [10], and Hsu et al. [9], respectively. These three state-of
the art methods will be tested and will serve as a benchmark
for the proposed change detection algorithms.
A. Shading Model (SM)
The shading model (SM) is based on the technique pro-
posed by Skifstad. He uses the fact that the intensity at a given
point on an object 2 is the product of the illumination and
1Here, we neglect physical effects such as atmospheric attenuation, mul-
tiple scattering, light interfering from other areas, etc.
2In all of the state-of-the art change detection methods, the original ter-
minology of the respective authors is used.
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a shading coefficient . Thus, the intensity is calculated for
each point
(10)
This model was first introduced by Oppenheim et al. [26]
and is commonly used in computer graphics.
The main assumption of Skiftad is that when there is no
physical change between two given areas of two images, then
the intensity ratios of (10) becomes
(11)
which does not depend on the shading coefficients. The terms
and denote the intensities and illuminations on a
object point in the first and the second image, respectively.
In contrast, if there is a physical change between these two
areas then (11) is not valid.
For the detection of changes with the SM, a reference
and a test image are cut in fixed blocks of areas of interest
(AOIs). The variance of the intensity ratios for each recorded
intensity in the corresponding AOIs of the two images are
calculated. If the value of the variance exceeds a predeter-
mined threshold, the test image is marked as changed. Typ-
ical thresholds of the SM are given in Table 11.
1) Results for Shading Model: Fig. 4 illustrates the
change detection masks obtained by SM. The name and
the number of the masks corresponds to the name of the
sequence and the frame number of the current image in
Fig. 2. It can be seen that the SM has difficulties in detecting
semantic objects and their interiors and the object bound-
aries are very discrete and do not necessarily correspond
to those of real object. But the algorithm is illumination
invariant and removes shadows and reflections successfully.
The SM is a computationally complex algorithm. Its exe-
cution time is given in Table 12. Table 6 lists the scores ob-
tained by this algorithm for each given assessment require-
ment.
The sequence performance values and the overall per-
formance value are calculated in Table 13.
B. The Derivative Model (DM)
The change detector of Hsu et al. [9] models images as a
mosaic of regions where the gray-value function within each
region is described as a second-order bivariate polynomial
of the pixel coordinates. Skiftad and Jain use partial deriva-
tives on these second-order surface models to render Hsu’s
model illumination invariant. The change detection differ-
ence metric for each region is defined by
(12)
where the index indicates the relevant image and the metric
defined as
(13)
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 4 Change detection results of the SM.
Table 6
Subjective and Objective Scores Obtained by SM
The gray-value surface function for the th frame is
defined as
(14)
Since there are no implementations proposed for the DM by
Skifstad and Jain, we implemented this model as follows: A
reference and a current frame are partitioned in fixed blocks
of equal size. For each block, there are six unknown co-
efficients ( ) that have to be deter-
mined. Thus, six functions are necessary to determine them.
We calculated the functions on 3 2 areas. With these six
gray-values taken by the functions, the determination of the
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coefficients is straightforward. Then, these coefficients are
resubstituted into the surface function 14.
The derivative according to (13) is taken and the value of
, with , is defined for each block . The pro-
cedure to define the functions for the reference frame
and the current frame are done separately. The
are calculated once for the whole sequence and only
the have to be calculated for each current frame. This
reduces the computational complexity considerably. When
the difference of and [see (12)] in a partic-
ular block are greater than a given threshold, then a change
occurred in that given block. Typical thresholds and the block
size of the DM are given in Table 11.
1) Results for Derivative Model: Fig. 5 illustrates the
change detection masks obtained by the Derivative Model.
It has fundamental difficulties in detecting semantic objects
and their interiors and detected boundaries are very discrete
and do not necessarily correspond to that of real objects. The
algorithm is however illumination invariant and removes
shadows and reflections. The DM is not a computationally
complex method. It’s execution times are given in Table 12.
Table 7 lists the scores obtained by this algorithm for each
given assessment requirement.
The sequence performance values and the overall per-
formance value are calculated in Table 13.
C. Statistical Change Detection (SCD)
The main idea behind this approach is to find a statistical
description of an ensemble of pixels that enables the detec-
tion of changes. It assumes that the change detection could
be treated as a statistical hypothesis testing with:
• Hypothesis : no change occurred at pixel .
• Hypothesis : a change occurred at pixel .
It further assumes that the image noise can be represented
by either a Gaussian or a Laplacian distribution. Following
this assumption, a noise probability density function is cal-
culated. In this paper, only Laplacian noise is taken into ac-
count since it provided better change detection results. This
observation is consistent with the results obtained by Toth et
al. [27].
If no change has occurred between the images, then the
white noise in the gray-level difference at spatial locations
is given by
(15)
where are the two considered images and
is a Laplacian distribution. The hypothesis testing is done
by
(16)
where is the sum of absolute differences within a sliding
window , of size pixels and centered at position . De-
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 5. Change detection results of the DM.
Table 7
Subjective and Objective Scores Obtained by DM
pending on the value of a decision about the change is
made, i.e.,
unchanged at k
changed at k (17)
where denotes a threshold value.
The noise standard deviation of the gray-level differ-
ences is assumed to be constant over space. Given the hy-
pothesis , the threshold can be determined from the fol-
lowing significance test
Prob (18)
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 6. Change detection results of the SCD.
The significance value is equivalent to the probability that
exceeds the threshold , given the hypothesis that
is due to noise only and not a significant change. For a
fixed false alarm rate , the threshold can be obtained from
tables of the distribution [10], [27].
Typical values for the significance level are given in
Table 11, image noise varies around ten.
1) Results for Statistical Change Detection: Fig. 6 illus-
trates the change detection masks obtained by this method.
It detects semantic objects and their interiors. The object
boundaries are closed. Unfortunately it has significant diffi-
culties with changing illumination conditions in general and
with shadows and reflections in particular.
The SCD is of moderate computational complexity. Its ex-
ecution time is given in Table 12. Table 8 lists the scores ob-
tained by this algorithm for each given assessment require-
ment.
The sequence performance values and the overall per-
formance value are calculated in Table 13.
V. LINEAR DEPENDENCE AND VECTOR MODEL (LDD)
The proposed vector model of images is an empirical
method. The advantage of the vector model is that it incor-
porates the concept of linear (in)dependence.
Table 8
Subjective and Objective Scores Obtained by the SCD
Fig. 7. Illustration of how the vectors are constructed. The region
of support for the vector is 3 3.
A. The Vector Model of Images
The vector model is illustrated in Fig. 7. Each pixel with
its neighboring area is the region of support for the corre-
sponding vectors. The center pixel of a region of support is
then replaced by the vectors. The region of support can have
various sizes, e.g., (a) 3 3, (b) 5 5, and (c) 7 7.
The components of vectors correspond to the illuminance
values stored in each pixel of the image, i.e., .
By modeling the image as an ensemble of vectors changes
in their lengths or directions (with respect to the initial un-
changed status) can be exploited. Mathematically, this corre-
sponds to the concepts of linear dependence and linear inde-
pendence respectively. The decision as to whether a vector
is linearly dependent on another provides the possibility to
decide whether there has been a change or not.
B. The Linear Dependence Change Detector
Definition 5.1: Let be a -vector space. A finite set
of a vector space with coeffi-
cients is linearly independent if and only if
implies that
otherwise it is said to be linearly dependent [28].
In the case of two vectors and , originating from
a reference and a current image respectively, Definition 5.1 is
still valid, i.e., . For these two vectors, Remark
5.1 follows immediately [29].
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Remark 5.1: Let
be two linearly dependent vectors
with no components zero, then the ratio of their components
is constant, i.e., .
It follows that the variance below must be zero
with (19)
Following the ideas above, a criterion for change between
a reference and a current image can be introduced for the
Linear Dependence Detector (LDD):
• ; and are linearly dependent, i.e., no
change has occurred;
• ; and are linearly independent, i.e., no
change has occurred.
C. Photometry and Linear Dependence of Vectors
Remark 5.1 states that in the case of two linearly depen-
dent vectors, all their component ratios are equal and con-
stant. This is similar to the result described in Photometry
(see Section III-A) for two light sources illuminating an area
on the surface with points
(20)
the ratio of the illuminance values is constant if no change
has occurred in the scene.
For unchanged regions, the illuminance ratios remain the
same and the underlying vectors are linearly dependent. This
could be exploited for the extraction of the unchanged back-
ground, for example.
D. Results for Linear Dependence Change Detector
Fig. 8 illustrates the change detection masks produced by
the Linear Dependence Change Detector. The LDD detects
semantic objects but has some problems with object interiors.
The object boundaries correspond to those of real objects.
It is illumination invariant and removes shadows and reflec-
tions.
The LDD is of low computational complexity. The execu-
tion time is given in Table 12. Table 9 lists the scores obtained
by this algorithm for each given assessment requirement.
The sequence performance values and the overall per-
formance value are calculated in Table 13.
E. Problems of the LDD
The results in Section V-D reveal the problems of the LDD
with the detection of object interiors. The reason for this
failure lies in the variance itself. The variance is zero for
all constant arguments. This problem occurs for equal illumi-
nance changes, e.g., when a uniform object enters in a uni-
form scene then, except for the contours, the ratio of the cor-
responding pixels is constant. This problem results in unde-
tected areas in originally changed regions, as can be seen in
Fig. 8 Room.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 8. Change detection results of the LDD.
Table 9
Subjective and Objective Scores Obtained by LDD
VI. WRONSKIAN CHANGE DETECTION MODEL (WM)
A simple and more rigorous test for determining the linear
dependence or independence of vectors is the Wronskian de-
terminant. The Wronskian determinant is defined for func-
tions. Nevertheless, it can be applied on vectors [30].
Definition 6.1: A set of functions each de-
fined on a common interval , is said to be linearly dependent
on , if there exist a set of constants such that
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for every on . If it is not possible to find such constants,
then is linearly independent.
Definition 6.2: The Wronskian of a set of
functions , each of which possesses derivatives of
order , is defined to be the following determinant:
The following definition illustrates the link between the
Wronskian and the concept of linear dependence.
Definition 6.3: A function is said to vanish identi-
cally on an interval , or to be identically zero
on , if for every .
Theorem 6.1: If a set of functions , each of
which possesses a derivative of order , is linearly de-
pendent on an interval , then its Wronskian
vanishes identically on (for the proof, see [31]).
A. Examples for Wronskian
Given two components and of the vectors
and . Since they are functions of the illuminance as men-
tioned in Section V-C, the derivative is simply .
Example 6.1: The linear combination of these functions
is
(21)
The Wronskian for this equation is then
(22)
Example 6.2: Solving (21) for yields
(23)
and the Wronskian is
(24)
where .
B. The Wronskian Change Detector
If we further exploit the fact that the ratio of illuminance
values originating from two light sources helps to quantify
the differences between the light sources, then a change de-
tection algorithm can be formulated based on Example 6.2.
To detect the changes between two images, we initially as-
sume that there has been no change, i.e., that the functions
are equal . The Wronskian of them is
easily calculated
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 9. Change detection results of the WM.
(25)
Applying it to all components of and yields
(26)
The factor is added to normalize the results to the vector
dimensions so that same thresholds can be applied for dif-
ferent vector dimensions.
Equation (26) is the proposed Wronskian Model (WM) for
detecting changes.
C. Results for Wronskian
Fig. 9 illustrates the change detection masks produced by
the WM. The WM detects semantic objects and their inte-
riors. The object boundaries are closed and correspond to
those of real objects. It is illumination invariant and removes
shadows and reflections.
The WM is of low computational complexity. Its execution
time is shown is illustrated in Table 12. Table 10 lists the
scores obtained by this algorithm for each given assessment
requirement.
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Table 10
Subjective and Objective Scores Obtained by WM
(a) (b) (c)
(a) (b) (c)
Fig. 10. Results for the WronskianW (a), the WronskianW
(b), and the sum of them (c).W detects only the bright changes.
(d) and (e) are representing an outside illumination change (cloud
covering sun). The darkening of the scene and the disappearance of
the bench shadow is not detected.
The sequence performance values and the overall per-
formance value are calculated in Table 13.
D. Extension of the WM
The Wronskian is invariant against high illuminance
values whether they are due to global illumination change
or intruders [see Fig. 10(a)]. The separation between global
illumination change and high illuminance intruders can be
done by a two-step method in which the first step decides
whether there has been a global illumination change and the
second step calculates the Wronskian.
The test for global illumination change can be performed
with the pixel illuminance ratio for the reference
and current image . The illuminance ratio
is smaller than the one for high-illuminance value changes,
as can be seen in Fig. 11(b). By comparing the number
of to a global illumination change threshold ,
the global illumination test is performed. We assume that a
global illumination change (such as turning lights on in a
room) occurred when approximately of the total
number pixels have changed. The test for such a change could
also be performed with the Wronskian itself, but since it is
computationally more complex than just simply calculating
the ratio, the Wronskian is not suitable to do this test.
If a global illumination change occurred in the current
image, then the Wronskian of WM is calculated.
The Wronskian suppresses high illuminance values
since in this case the ratio is small and, thus, is illumination
invariant. If there has been no global illumination change,
then the Wronskian and its inverse ratio
are calculated since detects high valued ratios. Thus,
will detect the dark shirt of the left person and will de-
tect the white shirt of the right person in image Hall 190 [see
Fig. 11(e) and (f), respectively].
VII. DISCUSSION OF RESULTS AND PERFORMANCE
ASSESSMENT
A. Threshold Considerations
• SM, DM, SCD: The thresholds for the state-of the
art methods were chosen in accordance with the sug-
gestions of the respective authors. Table 11 gives an
overview of the thresholds applied. For the SM and
DM, we tried thresholds of 0.01 and 100, respectively,
and even with these low thresholds it was not possible
to detect the object introduced in the objective illumi-
nation change test [see Figs. 4(a) and 5(a)].
• LDD: The thresholds for the LDD are between
0.03–0.11. The choice between these thresholds does
not depend strongly on the type of the application. For
significant illumination change conditions, as in the
case of the Corridor sequence, it should be around 0.1.
In most other cases, a threshold around 0.05 is good.
• WM: Compared to the LDD, the WM is even less de-
pendent on the threshold [see Table 11]. Fig. 11(e) and
(f) suggests that a threshold and greater
than zero to detect physical changes with and .
For the detection of physical changes, both calculations
should be positive
(27)
In fact, the change detection masks obtained by
are best when a threshold is applied. This
threshold corresponds to the threshold applied to the
as given in Table 11. Consequently and
all thresholds of are kept for .
B. Dimension of Vectors
Increasing the vector dimension can improve change de-
tection masks by filling in undetected areas in objects, e.g.,
for LDD (see Fig. 8) and noisy areas [32]. As explained in
Section V-A, a window sliding over the images is the re-
gion of support for the vectors. The main drawback is that
by increasing the vector dimensions, the computational com-
plexity of the LDD and WM do increase as well. The LDD,
for example, needs almost twice the time when calculated on
a 5 instead of a 9-dimensional vector.
C. Summary and Comparison of Results
• SM: The Shading Model is a slow change detector. This
is due to the heavy variance and mean calculations in
the areas. Furthermore, the process of dividing each
image in fixed blocks of areas of interest takes also a lot
of time. The object boundaries are very coarse due to
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(a) (b) (c)
(a) (b) (c)
Fig. 11. Illuminance ratio of the 100th row of image Flur 221 (b) and (c) illustrates the Wronskian
W of the same row. (e) represents the WronskianW of the 120th raw of image Hall 190 and (f) the
WronskianW for the same row of Hall 190.
Table 11
Table With Thresholds and Windows for the Change Detection
Methods. In the Case of the LDD and WM, the Windows Are the
Regions of Support for the Corresponding Vectors. The Windows
Have Square Form. Therefore, a Size of 4 in This Table Means a
4 4 Windowing Applied to the Corresponding Sequences
Table 12
Execution Times Per Image in Seconds for the Sequences
Room and Corridor
the calculation of the Shading Model on square image
areas. Object interiors are sometimes not detected since
this method is variance based—the variance is zero for
constant arguments (see Section V-E). This is the case
in object interiors. Noise, diffuse reflections, and illumi-
nation changes are suppressed. The overall performance
is 57% (see Table 13) of the total performance function
given in (3). This results in a third place between all the
tested change detectors.
• DM: The Derivative Model is very fast and detects con-
tours, but in most cases these contours are not closed.
It behaves more like an edge detector, due to the use
of derivatives on the gray-value surface functions. These
derivatives result in detection of high-gradient regions. As
it is the case in the SM, noise, diffuse reflections, and illu-
mination changes are removed. Therefore, third position
with 48 performance is justified.
• SCD: The SCD approach is a good change detector
provided there are no reflections or illumination changes
present (see Fig. 6 Hand). Unfortunately, this is not
the case in most real-world applications where there
are always reflections and illumination changes. This
pushes the SCD down to fifth place with a score of 35%.
Recently, the authors of this method have published a
method rendering the SCD illumination invariant [27].
• LDD: The LDD is a fast approach. The object detection
capabilities are good but there are problems with object
interiors that are due to the nature of the variance (see
Section V-E) (as explained for the SM). Nevertheless, the
interior detection can be improved when the dimensions
of the vectors is increased [32]. The object detection per-
formance is actually close to the one of the SM. Although
it is illumination invariant, the information on changed il-
lumination conditions is not lost since it is present in the
illuminance ratio’s [see Fig. 11(b)]. So, if one needs
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Table 13
Performance Values According (1) and (3). The Right
Column Gives the Highest Possible Performance Value for
Each Assessment Requirements p
the illumination change information and the object
change information , LDD provides both of them.
The overall performance is 67%, which results in a second
place between all the tested change detectors.
• WM: This approach is also very fast and provides the best
results in almost all objective and subjective assessment
requirements: the boundaries are closed, object interiors
are detected, illumination invariance and noise reduction
is provided. Furthermore, moving curtains are almost re-
moved as well. Therefore, the first position with 84 per-
formance level is merited. In case one wants to update the
reference image to which the incoming current images are
compared, the cases with and provide
this possibility. This condition corresponds to unchanged
regions in the current frame (i.e., background) and it in-
dicates that the corresponding vectors are linearly depen-
dent (26).
• Computational Complexity: Table 12 gives the compu-
tational complexity for the sequences Room and Corridor.
It can be seen that with the exception of the SCD the al-
gorithms showed almost no image content dependence.
VIII. CONCLUSION
The vector model of images introduced enabled us to in-
corporate useful theorems from linear algebra into a change
detection scheme. In particular the application of the concept
of linear dependence and independence is a powerful tool in
this context. In the change detector formulation process, the
constraint given from photometry were taken into consider-
ation, i.e., between a pair of images the ratio of illuminances
is an unambiguously measurable physical quantity. Change
detectors based on the concept of linear dependence are the
LDD and the WM.
The WM is robust against noise and it provides good
change detection results, i.e., it detects objects and sup-
presses illumination changes successfully. Furthermore,
changing environmental conditions such as changing cloud
cover or moving trees in the background do not pose a
significant problem to the WM.
The evaluation procedure for the three state-of-the art
change detectors and the proposed two change detectors, i.e.,
LDD and WM, proved that the WM was the best performing
change detector.
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