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In this thesis, a multivariate polychoric and polyserial correlation 
model with incomplete data is considered. Under different missing 
situations, the direct methods including the full maximum likelihood 
method ^and the pseudo maximum likelihood method for estimating the 
parameters in this kind of model are developed. When the dimension of the 
polytomous random vector is large, heavy computational time is required to 
obtain these maximum likelihood estimates. Therefore, another direct 
method called the partition maximum likelihood method is proposed. On the 
other hand, several indirect methods, such as the listwise deletion 
method, the mean imputation method and the regression imputation method 
are also developed. Two simulation studies for different missing 




Since the problem of incomplete observations arises frequently in 
practice, the topic of handling them becomes an important issue in 
statistical literature. For instance, Anderson (1957), Hocking k Smith 
(1968) considered some methods for estimating the parameters in 
multivariate normal distribution in presence of missing data, (the former 
restricted the missing pattern in triangular form but the latter released 
his restriction)• Afifi and Elashoff (1966) reviewed the literature on the 
problem of handling missing data in multivariate analysis. Afifi and 
Elashoff (1967, 1969 a, b) also investigated the estimation of the 
bivariate regression parameters with incomplete data; the asymptotic 
distribution of several estimators for the parameters were given. Chan k 
Dunn (1972) considered the treatment of missing values in discriminant 
analysis. More examples can be found in Dempster et. el. (1977) and 
Szatrowski (1983). Recently, methods dealing with incomplete data in 
general covariance structural models have been investigated (see, Lee; 
1986, 1987). 
In many applications, particularly in behavioral and social science, 
investigators frequently encounter that continuous latent variables are 
observed only in dichotomous or polytomous form. For instance, in 
behavioral studies, a subject is often asked to answer the question on 
scale like 
approve approve don't know disapprove disapproe 
strongly strongly. 
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When analyzing such variables, some statisticians may assign integer value 
to each category and process it as if the data had been measured on 
interval scale. Although certain statistical methods seem to be robust 
against such deviation from the distributional assumption, it may lead to 
erroneous results in many situations. Olsson (1979b) showed that due to 
the biased estimates of correlation, the application of factor analysis to 
such kind of discrete data will lead to incorrect conclusions. Thus, as we 
J 
expected, the applications of principle component analysis, multiple 
correlation and canonical correlation analysis may lead to erroneous 
results, because these statistical methods also depend heavily on the 
correlation estimates. Therefore, it seems to be necessary to derive 
reliable correlation estimates for this kind of data. 
The measure of bivariate normal correlation based on data from a 2x2 
contingency table was suggested by Pearson (1901). Latter, Martinson k 
\ 
Hamdan (1971) developed a two-step maximum likelihood method which gives 
the polychoric correlation estimate for the data from a rxs contingency 
table. In their method, the thresholds are first estimated by cummulative 
marginal proportions, and then the polychoric correlation is estimated 
with the thresholds fixed at their estimates. Olsson (1979a) proposed a 
full maximum likelihood approach to estimate the correlation and 
thresholds; he also compared his method with the two-step approach. 
Recently, Lee and Poon (1986) extended the model to p-dimensional 
contingency table and used generalized least squares method to obtain the 
estimates. 
In practice, we also frequently come across situations where 
continuous and discrete variables are both involved. Let Z be an observed 
discrete variable which depends on an underlying latent continuous random 
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variable Y and X be another observed continuous variable. The correlation 
between X and Y obtained from observed X and Z is called the polyserial 
correlation. Tate (1955 a， b) studied the maximum likelihood estimate of 
the polyserial correlation under the normality assumption and Z is 
dichotom6us. Haiman k Tate (1965) considered the situation with X being a 
random vector and derived the maximum likelihood estimates for the 
correlations as well as the thresholds. Cox (1974) extended Tate's work to 
the case where Z is polytomous. Maximum likelihood estimates of the 
i 
parameters in the model were obtained through the scoring algorithm. 
Recently, Poon and Lee (1987) generalized the model to include an 
observable continuous random vector I and a latent continuous random 
vector Y. Under the normality assumption, a method based on 
Fletcher-Powell algorithm was developed to produce the maximum likelihood 
estimates and the standard error estimates. However, the literature on 
t 
this fields of studies with incomplete data are rather limited. 
Basically, there are two classes of methods dealing with incomplete 
data. The indirect method which estimates the missing entries first, and 
then use these "complete" data to estimate the parameters via existing 
computer programs. The various approaches in estimating the missing 
entries are the listwise deletion method (also called the complete data 
method), the mean imputation method, the regression imputation method and 
the principle component method. The direct methods estimate the parameters 
directly using both complete and incomplete data. 
The main purpose of this thesis is to develop maximum likelihood 
method for estimating the parameters in the polychoric and polyserial 
correlation model with the presence of incomplete data. The set of 
parameters contains the mean vectors of X and Y, the covariance matrix of 
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Xj the polyserial correlations between X and Y, the polychoric 
correlations among variables in Y and the thresholds. In general, there 
are three types of incomplete data to be considered, they are (I) only 
some polytomous entries missed, (II) only some continuous entries missed 
and (III) some continuous and polytomous entries missed. In chapter 2， 
full 
maximuin likelihood (FML) approach for estimating the parameters in 
the incomplete polychoric and polyserial correlation model with polytomous 
entries missed is proposed. The estimates are obtained via the 
Fletcher-Powell algorithm and the standard error estimates are obtained by 
taking inverse of the information matrix. Pseudo maximum likelihood (PsML) 
approach for estimating parameters in the model with some continuous and 
polytomous entries missed is presented in chapter 3. The indirect methods 
including (1) listwise deletion method (LDM)， （2) the mean imputation 
method (MIM) and (3) the regression imputation method (RIM) are studied in 
I 
chapter 4. Chapter 5 describes the computational aspects of the maximum 
likelihood estimates. In chapter 6， another direct method called the 
partition maximum likelihood (PML) estimation method is proposed. The 
simulation studies for comparing the performance of the above estimation 
methods are reported in chapter 7. Finally, summary and discussion of 
these results are given in chapter 8. 
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CHAPTER 2 
Estimation of the Model vith Some Polytomous Entries Missed 
§2.1 The Model 
Let'X and Y be continuous vector of dimension ri and pi respectively. 
Assume that (X'，Y')' is distributed according to multivariate normal 
distribution with mean vector (/Xx'，/^ y')' and covariance matrix 
^ Cxx Cxy 
L Cyx Ryy . 
where fix and /Xy are rixl and pixl dimensional mean vector of X and Y 
respectively, Cxx is the rixn covariance matrix of X, Cyx=Cxy' is the 
Pi^ri covariance matrix of X and Y，and Ryy is the pixp^ correlation 
matrix of Y. Since our main concern is to estimate the correlation of the 
model, for simplicity, fiy is assumed to be 0 in this thesis. 
Suppose now that Y is 皿observable and we can just observe it through 
a polytomous random vector Z = ( Z i , . . . ) ' , which is defined by 
Zm = k(m) if flmjkdn) < Y^ < flni，k(m)+l (2.1) 
for ra=l,2,...,pi, k(m)=l,2,...,ii(m) and where { flin，i=-m， flm，2，-.-， 
flin，n(m)，ttm，n(m)+i=® } are the thresholds corresponding to the m-th 
variable of Z. Let 
沙 " = ( A x S V e c (Cxx) ,Vec' (Cyx) ,{/?nm； Ii,in=l,...,pi； n<m}， 
{flm，k(ni); m=l，."pi，k(m)=2，."，n(m)}) (2 之） 
be the parameter vector； here Vec(C) is a vector taking the elements in C 
row by row and Pnm=Pmn] n，m=l，".，pi, n<m are the off diagonal elements of 
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Ryy. One of the purpose of this thesis is to investigate various methods 
in estimating 0* in the presence of incomplete data. 
Now suppose that some Z entries are missing. For convenience, the 
missing patterns are assumed in triangular form in the following 
discussibns. Let mz be the number of distinct missing patterns of Z, and 
Nj be the number of observed vectors of pattern j. Ve use j=l to denote 
the pattern of complete data. Thus, we have ( ^ J ) ) ) , j=l,...,mz, 
> 
n=l，."，Nj continuous and polytomous observations. Here (x^j) )) is of 
r 
dimension (ri+pj)xl whose underlying continuous latent vector (X',YU) 
= T j has multivariate normal distribution with mean vector 
Tj >9')'肌d covariance matrix 
「 C x x q i ) 1 
I 喘 ) J 
i 
with C(j,^=C(Jy)'=KjCyx and R( ) =Kj RyyKj - where Tj is an (ri+pj )x(ri+pi) 
selection matrix of the form 
Tj = [ I " 9 1 with Kj=[ Ip.，0 -
• g K j」 L j - -ipj xPj. 
For j=l, Ti is an identity matrix of dimension (ri+pi)x(ri+pi). 
For pattern j, the information available consists of Nj (n+pj )xl 
observed vector in the form ( ? 丄 ( j ) ; ( f ) ， T h e m-th component z^j) 
•0 
of z(j) takes the value from l，2，".，n(m) and f denote the index of the 
particular observation with Z(j)=zU). Thus, f takes the value from the 
sequence 1，2，•••，f))， where f(z(j)) is the total number of 




n( 1) n(Pj ) 
X … X 
k(1)=1 k(p.)=1 
«J 
where k(j) is the multiple index {k(l)，•••，k(pj)}• 
§2.2 Full Maximum Likelihood (FML) Estimation 
For deriving the likelihood function, we consider the conditional 
distribution of Y U ) given X=x，which is NfCU^ C;4(x-/^x), Cii)J,with 
一 一轉 L «y入 入入、一厂 ‘‘ yy • xj 
Hence we have Y(i) |X=x-CU) c-i (x-^^) - N(0,Cn)j. 
Suppose now c ^ ) ' is the m-th row of C^n and [diag(C^Jy) is the 
diagonal matrix with its (m，m)th entry equal to (1- c ^ - ' ^ ) ) . Then 
[diag(C(Jy)J] 7[Y(j)|I=x-C(i)C-i(x-/^x)] distributes as N[0, R(J)] with 
i 
Let p(z(j) |x) be the conditional density function of ZU ) given X=x. 
It can be shown that 
P(?(j )' I?) = P(Zi=lc(l)，…,Zp. =k(pj )|I=x) 
= (-i)pj I …：i： ( - i ) i j ⑷ 
j ( 1) =0 j (Pj ) =0 
X Jp. [(fli，V( i)-c}j) 'C-i(x-/fx))(l- C}j) 'C-icJj) )-+，• • • ；R(j)； 
(2.3) 
where v(l)=k(l)+j(1) and Jp. ，• • •，/?p ;R(j)] is equal to 
J J 
J i J p . 
J ••• J 
- C D - CD J 
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Since C史 is the matrix taking the first pj rows of Cyx, c…二c^ 
for m=l,...,pj . Similarly, /?么』瓜)=/?隨，n,m=l,...,pj ； n<m with 沾）be the 
(n，ra)tli entry of R^ ]^ ) • Thus, we can rewrite the conditional probability as 
Pj 
p(?⑴ I?) 二（-i)pj X … i ; 
j (1)=0 j (p.)=0 
J 
(2.4) 
Here R(j) is pj xp^ correlation matrix with (n,m)th entry equal to 
O w cAC^iCm) [ ( 1 - ( 1 -
As a consequence, we can represent p(x,z(j)) as p(x)p(z(j) |x), where 
p W is the ri-dimensional multivariate normal density function and 
子）is given by (2.4). Hence, the likelihood function of 0* for this 
random sample is given by: 
mz n(l) n(P|) f(k(j)) 
…』口 k i . ^ t n {p(抓。)。⑷〜”(。)}. 
(2.5) 
A 
The maximum likelihood estimate 0* of 0* is defined as the vector 
that maximize However, it is extremely difficult to maximize 
L* ( 如 ) b e c a u s e p(k(j) |子k(j) (f)) is an complicated function and the unknown 
parajneters 又 and Cxx involved in p(X(i, ) are also involved in 
P(bj)l?k(j)(f))- Therefore， it is advantageous to consider the following 
one-to-one transformations of the unknown parameters that can 
significantly simplify the estimation problem. Let 
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^m 51 =-00, S-m J n ( m) + 1 = od , 
am，k(m) = (am,k(m)+c;C-l/Ix)(l- C^C-lcJ 
bm = - (2.6) 
- r測 = ( / w c ^ C - i c J [(1-c^iCiicJ (1-c;C-icJ] 
for n，m=l，2，".，pi，n<m，k(m)=2,3,... ,n(m) and their inverses are given 
by 
'• t 
flm，k(in) = (am,k(m)+b;/ix)(l+b;C^X) +， 
Cm = - CxAn(l+biCnbJ-+， (2.7) 
〜 = { r n . ^ K ^ M l i ^ ^ K ^ M " i 
Therefore, the new parameter vector 0, which is one-to-one corresponding 
to 0* , is given by 
= (…Ve c ' ( C x x ) , {K； m=l，2，."，pi}，{rnm; n，m=l，2，• • •，pi，ii<m}, 
{ain，k(m); m=l,2,...,pi, k(m)=2，3，."，n(m)}). 
Clearly, 
for j=l,...,mz. Hence, the likelihood function (2.5) becomes 
niz Nj Nj 
L ⑷ = J I [ J][p(》)nP(?列?n)-
J =1 n = l n = l 
niz 
T T f -Ii£l ill Nj 
= 1 1 { 側 Cxx I - ^ e x p (X.- p.) ‘Cii (X.-p.)] 
J =1 
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n ( l ) n(P.i ) f ( k ( j ) ) 1 1 Pj 
x i i … n n [(-i)pj I … s 
k(l):l k(p. )=1 r=l j ( 1)=0 j (p.)=0 
J J 
X $Pj(ai，v(i)+bj[?k(j)(f)，".;^) }， (2.8) 
where v(l)=k(l)+j(1). 
Let F ( 0 ) = log{L (没)} 
‘=-[log{Li(^i)} + log{L2(^?2)}] ‘ 
=-{Fi(^i) + F2(^2)} (2.9) 
where 0{ = (ji;’ Vec'(Cxx))； % = ({b„; m=l,2,... ,pi}, {rnm; ii，m=l，2，• • •，pi 
n<m}，{ain，k(m)，m=l,2,... ,pi, k(m)=2，…，n(m)}) • And 
niz Nj 
= [ r i N j l o g ( 2 T ) + Njlog|Cxx| + J ] (Xn-Ax)'C'l 
j =1 n=l 
N 




with N = S Nj be the total number of observations. And 
J =1 
^ 2 ( 0 2 ) = l0g{L2(议 2 ) } 
% n( 1 ) ii(Pj ) f (k(j ) ) 1 1 Pj 
- - - [ S … 5 ： I log {(-D^i X ... x ⑷ 
” 1 k ( l ) = l k(pj. ) =1 f = 1 j ( 1 ) = 0 j (p. )=0 
X 至Pj (ai，v(i)+bi ?k(j);(f)，".;I^(j))jj. (2.11) 
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A 
In order to obtain the maximum likelihood estimate 0 of 0, we require 
to solve the following system of equations: 
' = 0 ( 2 . 1 2 ) 
卯 2 一 n 
^ L 观 - 0 (2.13) 
Clearly, the traditional maximum likelihood estimates of /fx and Cxx， 
namely the sample mean (x) and the sample covariance matrix (S^x)，are the 
-. i 
solutions for the equations (2.12). However, some iterative procedure is 
required to get the maximum likelihood estimates O2 of O2 since (2.13) 
can't be solved algebraically in closed form. Eventually, the maximum 
A 
likelihood estimate 0* of 0* can be obtain through (2.7) since the 
transformations are one-to-one (see, e.g., Anderson (1958)). 
The statistical properties of the majcimum likelihood estimates x and 
Sxx are well known (see, e.g. Anderson (1958) and Muirhead (1982)). 
Assume，like Afifi & Elashoff (1969) and Lee (1986)，that as the sample 
size tends to infinity, the ratio Nj/N tends to a constant Aj e(0，l) for 
each j. Then under mild regularity conditions, it can be shown that 
has asymptotic multivariate normal distribution with zero mean 
and covariance matrix I"i， where 
iflz 
I = X * ( 』 ） ， (2.14) 
j=i 
with fU) (2.15) 
J 
A 
Let be the majcimum likelihood estimate of the parameter vector 
containing parameters defined in (2.7). Then by the delta theorem (see, 
e.g. Rao (1973) pp. 388)，the asymptotic distribution of is 
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multivariate normal with mean vector and covariance matrix V(NI)-iY' 
vhere V = ( 召 " j / 地 ） • The explicit expressions for the entries in V are 
given in the Appendix. 
The (n,m)th element of fU) in (2.14) is given by 
丄 / . U P 私 i 义 ⑴ … 义 ⑴ ^ ^ 
.(2.16) 
with $n and be the n-th. and m-th elements of O2 respectively. As its 
stands， this matrix is extremely difficult to compute. However, we can 
approximate I by the matrix I with its (ii,m)th entry given by 
i x f … f f r — : : ， 。 ) ; " ’ ) } 
j =1 k ( l ) = l k ( p j ) = 1 f = 1 
^ ( 2 . 1 7 ) 
Tlms，the asymptotic covariance matrix of O2 can be estimated by (I)-i 
while the asymptotic covariance matrix of ^ can be estimated by 
mm 
V(NI)-iV'. The expressions for 紅 og{p(i:(』）丨子j); (f))/卯 2 are derived and 
presented in the chapter 5. 
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CHAPTER 3 
Estimation of the Model vith Some Continuous 
and Polytomous Entries Missed 
§3.1 The Model 
Ve consider the general multivariate polychoric and polyserial 
correlation model as given in chapter 2. The joint distribution of the 
observable continuous vector X and the latent continuous vector Y is 
assumed to be multivariate normal with mean vector (/ix、0'), and 
covariance matrix 
Cxx Cxy 
S = fi B 
L ^ yx 肚 yy J 
Assume that the polytomous random vector Z = ( Z i , . . . ) ' is related 
to Y by the step function 
Zm : k(m) if fl„，k(m) < Ym < flin，k(m)+l (3.1) 
for m=l，2，."，pi， k(m)=l,2,...,n(m) and where { flm，2，."， 
, flm，n(ra)+i=oD } are the thresholds corresponding to the m-th. 
variable of Z. The unknown parameter vector of this model is given by 
议 = (AxSVec'(Cxx),Vec'(Cyx),{/?nm； n,m=l,...,pi； iKm}， 
{^ni,k(m) ； m=l，".pi, k(m)=2，…，n(m)}) 
Suppose now that some Z and I entries are missed. For convenience, 
the missing patterns of Z are assumed in triangular form. Let mz and mx be 
the number of distinct missing patterns of Z and I respectively, and Nij 
be the number of observed vectors of pattern (i,j). Since not all the 
mxxmz missing patterns exist in one application, we introduce an indicator 
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such that 
「 1 if pattern (i,j) exist (Nij^O) 
= • 
• 0 otherwise (Nij=0). (3.2) 
Ve use (1,1) to denote the pattern of complete data. Thus, we have 
)'，社ij)')'， i=l,...,mx, j=l，".，mz，n=l,...,Nij continuous and 
polytomous observations. Here ( 妒 ） 、 礼 ⑴ 卞 is of dimension (ri+pj)xl 
whose underlying continuous latent vector (][⑴、Y(j"), = Tij has 
multivariate normal distribution with mean vector Tij and 
covariance matrix 
「 e g ) cnJ) 1 
. - T.. y r r - . ， - y 
Ziij - 丄 - C ⑴ ） R ( J ) L ^yx ^ y 」 
with C(i)=JiCxxJi', C( ii) =Cni)-Kj CyxJi' and R(n =Kj RyyKj' ； where Tij is 
a (ri+pj)x(ri+pi) selection matrix of the form 





with Ji = Ir.，0 and K,- = 1。’ 0 
• 1 * J u •‘ 
L 1 Jrpfi L Pj - JpjxPi 
For pattern (i,j), information available consists of Nij (ri+pj)xl 
observed vector in the form (?二 j : ; ; ( f ) ， t h e m-th component z^j) of 
？(j) takes the value from l，2，".，n(m) and f denote the index of the 
particular observation with Z(j)=z(j). Thus, f takes the value from the 
sequence 1,2，••.，f(i)j))， where f(i)(?(j)) is the total number of 
observations in pattern (i,j) with Z(j)=z(j). Clearly, 
识 ） n(Pj ) 
X … X f ⑴ ⑷ 
k (1) : 1 k ( pj ) = 1 
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where kU ) is the multiple index {k(l),... ,k(pj)}. 
§3.2 Pseudo Maximum Likelihood (PsML) Estimation 
Let p(x) and p(z|x) be the density function of x and the conditional 
density function of z given X=x respectively. Then the likelihood function 
of 0* is given by 
^ ^ n U ) n ^ ) f ⑴（]c(j)) 
J 
( 3 . 3 ) ( 
where p(x(i)) is the ri-dimensional normal density function and 、 
p(k(j)丨广））=P(Zi=k(l),...,Zp.=k(pj)|X(i)=x(i)) 
J -




^ $P： ； ： : ~ m — — ， … ； I l ( i j ) 
(3.4) 
where v(l)=k(l)+j (1), c^j) is the m-th row of C(ij)， 
yx , 
ft(ij) = [ciiag(C|》{i)]-+C备yi[diag(C巧:with -iq各j) 
a^d 知.[/?i，. ••，々；R(ij)] is equal to 
J J 
/ • 、 f 〜 |R(iJ)F e x p ( l i : ^ ) d y p ...dy,. 
-OD - 00 ^ , j 
Vith the similar arguments in chapter 2， it is clear that c(ij) = c(i) for 
m m 上 v/A 
m=l，."，pj and the elements of R(ij) depend on i only. Hence the 
conditional probability can be simplified as, 
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p(k(j )|，）= (-l)Pj t … t (-1) u 《 側 
j ( 1 ) = 0 j (P. )=0 
J 
T \ fll，v(l)-cii)'CiiH(X⑴⑴） 
X $ p . — : ~ r n ， … ； R “ j ) 
(3.5) 
Here R(ij) is pj xpj correlation matrix with (n，m)th entry equal to 
(/^ nm- cA" 'Cil) -1 cii)) [(1- cAi)'Cii) - i C^i)) (- ci^i)'Cii) ] ci^i))] where 舰 
is the (n，m)th entry of R^p 
A 
The full maximum likelihood estimate 0* of 0* is defined as the 
vector that maximizes the following logarithm of L*(权*) 
nix niz 
= X X 办ij 2-i[riNijlog(2T) + Nijlog|C(i)| + 
1 = 1 J =1 
n = l J 
n ( l ) n(Pj ) f ⑴（ k ( j ) ) 1 1 Pj 
+ 1；…2； X … 
k ( l ) - l k ( p . ) M f - 1 j ( l ) : 0 j ( ^ = 0 
X 小 ， v ( " - 中 ) ' c 化 - 1 ( ‘ : ; ) ; " 、 - ； 4 " ) • … 胸 j . 
(3.6) 
Clearly, it is extremely difficult to maximize L * ( 於 ） a s the unknown 
parameters Ax and Cxx involved in 丨丨）• ) are also involved in the 
(i) - k、"， ( f ) ' 
complicated function p(k(j)|子丘：』）；（【）)• Ve may consider the one-to-one 
transformations (2.6) to simplify the likelihood function. However, since 
the dimension of c p ， a n d M^i) vary from i to i, the transformations 
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(2.6) can't be applied to this case. On the other hand, since consistent 
estimates of fix and Cxx can be obtained easily, it is advantageous to 
consider the following pseudo maximum likelihood approach (see, Parke 
(1986); Poon et. el. (1989)). 
Let) = (/^xSVec'(Cxx)), Oy = ({cm； m=l,... ,pi}, n，m=l，" 
•，Pi，n<m}，{am,k(m) ； m=l，".，pi，k(m)=2，3，• • •，n(m)}). Suppose /ix and Cxx 
is the consistent estimates of and Cxx respectively; for example /<x and 
Cxx can be obtained by the results in Anderson (1957) and Hocking k Smith 
(1968). Then the pseudo maximum likelihood estimates 0冬 of are defined 
as the vector that maximizes 
log{L*(》f，约)}• (3.7) 
Clearly, the number of parameters involved are reduced significantly, 
especially when the dimension of I is large. It requires simpler algorithm 
and so less computer time to obtain the estimates. According to the pseudo 
likelihood function (3.7), the objective function to be minimized is given 
by m ) 
% n(l) ii(Pj) f ⑴（lc(j)) 1 1 Pj 
- 1 1 … X … Z I i + i P X … X (-1) ⑷ 
i = l j = l k ( l ) = l k ( p . )=1 f = 1 j ( T ? : 0 j ( ^ = 0 
X 小 ， V ⑴ - C i — 仏 , f 、 - ； 4 " ) • … 则 小 
(l-c{i)'C(i)-lc}i))l/2 JJ. 
(3.8) 
Some iterative procedure is required to get the majcimum likelihood 
estimates of O2 since d叩O、can't be solved algebraically in closed 
form • 
The asymptotic statistical properties of the pseudo maximum 
likelihood estimates can be obtained by the arguments in Parke (1986) and 
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Poon et. el. (1989). Let the information matrix for be 
r "『12 r = 
.『2 1 『22 J• 
It can be shown that the asymptotic distribution of [0^ - Of) is 
multivariate normal with mean zero and covariance matrix 
« = + (3.9) 
where f^^ is the asymptotic cavariance matrix of Of. 
f 
The asymptotic distributions of pseudo majcimura likelihood estimates 
H 肪d the full maximum likelihood estimates which are obtained by 
simultaneous estimation of Of and 夕j， can be compared by taking inverse of 
the information matrix r. The asymptotic covariance matrix of is given 
by 
‘ ^2 2 + r-^ fti m (3.10) 
where if^ = (！ ^丄 - T ^ ^ r“『。丄广丄 is the asymptotic cavariance matrix of 
A 
the full majciraum likelihood estimate ^ of 0 ! . From (3.9) and (3.10), the 
asymptotic inefficiency of the pseudo maximum likelihood estimates to the 
full maximum likelihood estimates is given by 
『21 (*ii - fti) r 丄 (3.11) 
Clearly, the pseudo maximum likelihood estimates is asymptotic 
efficient if r^2=0 or is asymptotically as efficient as (i.e. 
From the experience, this term is usually very small and hence 





In addition to the direct methods discussed in chapter 2 and 3, 
several. indirect methods for estimating 0* given in (2.2) will be 
described in this chapter. Follow the idea of Lee and Chiu (1990), we 
extend the listwise deletion method, the mean imputation method and the 
regression imputation method to handle the model with continuous and 
polytomous missing entries. These methods are developed by first 
estimating the missing polytomous and/or continuous entries, and then 
based on the "complete" data to estimate via the ordinary technique of 
estimation for complete data. Here, we use the majcimum likelihood method 
to estimate the parameter vector 0* after estimated the missing entries by 
the means of the following methods. To avoid redundancy, we consider the 
missing type III only and it is clear that the case of type I and II can 
be reduced by setting i=l and j=l respectively. 
§4.1 Listwise Deletion Method 
The most intuitive and easiest way for handling incomplete data is 
the listwise deletion method. This method applies the ordinary maximum 
likelihood approach to the complete observations only and discards the 
incomplete entries. Thus, we use the observations (社⑴’⑴，’ 
n=l，."，Nii to estimate the unknown parameter 0*. 
§4.2 Mean Imputation Method 
A particularly simple form of imputation is to substitute the sample 
mean for the missing entries. Here we follow idea of Lee and Chiu (1990) 
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and develop a method to estimate the polytomous and continuous missing 
entries. For the continuous missing entries, we define 
mz Nij niz 
^^ = X X X X 沙 / I X (4.1) 
for all k, such that Xk is missing; where Ak is the set of indices of 
missing pattern in which Xk is missing and x^^^) is the k-th element of 
the n-th observation corresponding to the (i，j)th missing pattern. 
Similarly, for the polytomous missing entries, we define ‘ 
iHx Nij nix 
‘XX 1 / X X Nij (4.2) 
jPk n-l i = l j印k 
for all k, such that Zk is missing; where Bk is th set of indices of 
missing pattern in which Zk is missing and z 沙 is the k-th element of 
the n-th observation corresponding to the (i,j)th missing pattern. 
i 
However, since zk may not be an integer, we define zk as 
Zk = [zk+0.5] (4.3) 
where [x] denote the largest integer which smaller than x. Finally, we 
substitute Xk and Zk for the corresponding missing entries. 
§4.3 Regression Imputation Method 
In this section, the idea of Lee and Chiu (1990) is extended to 
estimate the missing entries in continuous and polytomous cases. In 
general, let w = (wi,...,Wq-i,w*)' be a continuous random observation with 
^q missing, the regression imputation method in estimating w* is given by 
% = /^'%l(Wl，".，Wq_i)' (4.4) 
where the n-th element of p is the estimated correlation of Wn and w*, and 
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A* 
Rw is the estimated correlation matrix of (wi,...,Wq.i). 
In our case, for (i，j)th missing pattern, except the complete data 
pattern， we have observation (xi,...,Xr.,x；.u,...,zi,...,Zp.,z*. ^ , 
•••，zj5j). For convenience, assume that x * . , . . . are 
missing: To apply the regression imputation idea to this situation, we 
should first estimate the correlation matrix as well as the threshold 
values by employing the partition maximum likelihood method which will be 
discussed in chapter 6. Then the missing entries can be estimated by 
• 
XJ = P p j ) ' i ( i j H ( X i，...， X r i，“，."， ; 5 j”， (4.5) 
and 
yt = /^(ij"^i(ij)-l(Xl，_"，Xri，;f，."，;5j)、 (4.6) 
for s=ri+l，...，ri-i and t=pj+1，• • •，pj and where ) and p^ii) are the 
PML estimates of the correlations between (Xi,...Xr.Ji, ...,Yp ) and Xs 
as well as Yt respectively, and R(ij) is the PML estimates of the 
correlation matrix of (Xi，••.X^•，Yi， ...，Yp.). And 
1 J 
Vm = 2-l(am，zm + AmjZmu), (4.7) 
for ro=l，."，pj， with { fli„,l=am,2-+ , am，2，• • •，fli„，ii(m)， flin，ii(m”l 
=flm,n(ra)+a*+ } being the PML estimates of the thresholds associated with 
Zm and being defined by 
~ n(m)-1 
巧 + “ n(m)-2 (议"•，k + i -知， k ) . (4.8) 
k = 2 
Finally，we take zj : k(t) if at,k(t) < yf < ;t，k(t)+i. 
Basically, there are two other methods for estimating the correlation 
matrix and the threshold values which are used in the regression 
imputation procedure, the first way is to use the sample correlation 
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matrix and the sample cumulative marginal proportions as the intermediate 
estimates of the correlation matrix and the threshold values respectively. 
The second way is to use the listwise deletion method in obtaining the 
correlation and threshold estimates. However, we may expect that the PML 
method is better than these two methods in the sense that the resulting 
estimates obtained are more accurate than those obtained through the first 
way and the PML method requires less computer time to get the estimates 
J • 





Computation of the Estimates 
§5.1 Optimization Procedure 
A 
Recall that the full maximum likelihood estimate O2 and the pseudo 
maximum likelihood estimate are the vector which minimizes (2.11) and 
(3.8) respectively. Since the solution in both (2.11) and (3.8) can't be 
solved algebraically in closed form, a nonlinear optimization procedure is 
required. Conceptually, the Newton-Raphson method (see, e.g. Luenberger 
(1973)) is the simplest numerical procedure for minimizing a function. 
However, the use of this algorithm requires the second derivatives of the 
function, which is extremely difficult to find for our functions. 
Therefore, a modified Fletcher-Powell algorithm (see, e.g. Luenberger 
(1973)， Poon and Lee (1989))， which requires only the first derivative, is 
used. 
The procedure for minimizing a general function f with respect to p 
is that: Starting with a symmetric positive definite matrix Ho, a point 
0々， and with k=0, 
Step 1. Set Sk = - Hkgk. 
Step 2. Minimize f (如 a S k ) with respect to a > 0 to obtain 
A + l = Pk + QkSk. 
Step 3. Update Hk giving Hk+i. 
Update k and return to Step 1. (5.1) 
where gk is the gradient of f evaluate at A and Hk is a symmetric 
positive definite matrix which is updated by the 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula, 
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/ 
Hku = Hk + (1 + 7k/Hk7k ) _ ( h n ' ^ k + Hk7k^kS 
、 dk'7k � 、 � 
(5.2) 
with 7k = gk + i - gk and 知 = ^ k + i - Ac = QkSk-
It has been shown that the positive definite property of H is preserved 
and hence the function value decreases in each iteration. Finally, we 
terminate the iteration and use 凡 as our final estimate if the root mean 
square of gradient is less than a pre-assigned small value, say e; that is 
Igkll < e. 
To apply the above Fletcher-Powell procedure in our cases, we require 
the gradient vector dY^ j^dlh as well as 卯 / 即 j ， a n initial estimate of the 
parameter 0冬 and a positive definite matrix Ho. If there is no better 
choice for Ho, an identity matrix will be used. 
In general, the algorithm defined by (5.1) is robust to the starting 
value of the parameters However, from our experience, a good starting 
value would reduce the time of convergence. Therefore, a sample estimates 
which based on the available observations are used to estimate the initial 
value of and it will be discussed in the following sections. 
In order to obtain the gradient vector 夕2 and dG/dO^, the 
following theorem and its corollaries are needed. 
Theorem 5.1 
Tlie multivariate normal distribution function with correlation matrix 
R 
至 n C ^ i ， . . . ， / ? n ; R ) = / 々 • • / 知 梦 exp( - K ^ y )dyn--dyi 
-GO - OD 
can be written as 
J i 1 
J① HVi) ...;R.O (5.3) 
where i # j, /?ij is the (i,j)th entry of R, R.! is the partial correlation 
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matrix given Y! and •、•、 is the standard normal density function. 
Proof: See Lee k Poon (1986)# 
Thus, from the fundamental theorem of calculus, we have 
A ( / ? i，-. .，) ^ n ; R ) n n 
— = 《 ( A ) $ n - i ( . . . ， ( 5 . 4 ) 
for i # j, i=l,2,...，n. 
In additions, from Johnson and Kotz (1972), we have 
4n("i，•••，"" ; R ) 
= h {Pi ;/Mj)$n-2(."，/?k-hk,".;R.ij)， (5.5) 
d p ” 
where “ is the bivariate normal density function with correlation and 
hv - (/^ i k- P\ kPi 1 + (p\V- Pi kPi i )0\ 
for k ^ i ^ j and R.ij is the partial correlation matrix given Yi and Yj • 
By using (5.4) and (5.5), the expressions for dYi/dfh and d^/dOi will be 
derived and presented in the following sections. 
§5.2 Initial Value and Gradient Vector of the Model with Some Polytomous 
Entries Missed 
Based on the polytomous and continuous observations (x^ j)'，z么j)'),， 
j=l，•••，％; n=l，…，Nj，the initial value of O2 is estimated by the 
pairwise deletion method. Let 
S|n be the sample standard deviation of Zn， 
cj be the sample covariance of X and Zn, divided by St 
- 么n 
film be the sample correlation of Zn and Zm, and 
^ ,_ n(1) n(m-l) r-1 n(m +1) n(Pj) 
‘ " M S X … Z I I ： … 2 他 ] 
jl^Bm k ( l ) = l k ( m - l ) = l k ( m ) = l k ( m + l ) = l k ( p ^  ) = 1 
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where is the inverse of the standard univariate normal distribution 
function, Bm denotes the set containing indices of pattern in which Z饥 is 
missing, and ； ? 丘 。 ） i s the observed proportion with Z(j)=k(j). Then, from 
(2.6), the starting value of bj, and r^^ can be obtained by 
bi = - Ciici (1 - (5.6) 
= (4，r + - (5.7) 
- _ » 
rim = ( p L - - ci'Ciici)(l - (5.8) 
A A 
with, fix and Cxx be the sample mean and sample covariance matrix of fix and 
Cxx respectively. On the other hand, using (5.4), (5.5) and the method of 
matrix calculus (see, e . g . Mcdonald k Swaminathan, (1973)), we can obtain 
the following expressions for ^ l o g { p ( k U ) ^ . ^ )}/d02 ‘ 
(i) 
1 1 P j 
= V j ) ; ( f ) [ X … X (-1) uSl j ⑷ " a n ， v ⑷ • ) 
j (1)=0 j (p. )=0 
J 
X 知 ,am，v(m)+bA 子 k ( j ) ; , f、- rnm ( a n ， v ( n ) ) ; 、 ) • 及 ( ] 
j (1 - r i J i / 2 ， ， • “ 」 
1 1 Pj • 
4 X … X (-1) J(u) (ai，v(i)+bi 子 ••；R(j))] 
j (1)=0 j (p.)=0 J ，（I) 」 
J 
(5.9) 
for n # m, n = l,...,pj ； where v(q)=k(q)+j(q) for q=l,...,pj and R ^ ) is 
the appropriate partial correlation matrix. 
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(ii) ^Og{p(k(j)|5k(j);(f))}/^n，d(n) 
I 1 1 1 Pj 
= X … X I … I ； (-1) ⑷补n，d(n)+b；；子k(j);(f)) 
j ( 1 ) = 0 j ( n - 1 ) = 0 j ( n + 1 ) = 0 j ( P j ) : 0 
x f c “ " ^ a m W m l + b W k U ) ; " ) - rnm ( 狂 ^ ， c i ⑶ j ) ; ⑴ ） … 丑 ( ] 
j (1 - r S J i / 2 ，，•叫 
r ‘ ^ p .. . ‘ -,-1 
X … \ H ) u h • JPi.(ai，v(i)+bi' X • …;R(j)) 
j(i):0 j (p. )=0 」 ，（） J 
J 
( 5 . 1 0 ) 
if d(n)=k(n) 
I I 1 1 Pj 
= X …X X …X (-1) u 洲 ) 
j (1)=0 j (n-1) =0 j (n + 1) =0 j (pj ) =0 ，⑴ 
) 
x ^ 丄( ，am，v(m)+b& 子k(j);rf、- ^"^an ( n) M ^b^ • 丑 ( ] 
j (1 - r2m)l/2 ， ， . n , J 
1 1 Pj 
X (-1) J ⑷ 5Pi(ai，v(i)+bi X (j) ••；R(j))广 




for n ^ m, n=l，."，pj; where v(q)=k(q)+j (q) for q=l,... ,pj . 
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(iii) 
1 1 Pj . 
二 ••• X (-l)ulj(u)《2(an，v(n)+b；；子(j) ，a«„，v(„)+b化(j) ;rn„0 
j(l)=0 j ( 巧 。 k ，(" k ，(f) 
「 1 1 Pj 
X S … 工 （ - 1 ) J ⑷ $Pi(ai，v("+l)i 子 ( j ) • • ； R ( j , ) 广 
j(i)=0 j ( 口 = 0 J k ， ( " 」 
J 
(5.12) 
for s # n # m, ii，m = 1，• • •，pj ; n < m; v(q)=k(q)+j (q) for q=l,... ,pj and 
where is the appropriate partial correlation matrix and 
[(rns-rmsrnra) (an，v(n)+l) 二 X (j ) ) + (rms " Tns Tnm) (am , v ( m) X (• ) • )' 
lis = 2JJJ LJ__，（f ) 
‘ (l-r。i/2 
Finally, since 
m z n ( 1 ) n ( P j ) f ( k ( j ) ) 
⑷ X … S 1 10g{p(k(J)|x )} 
j =1 k(l)=l k(pj):l f = 1 ，⑴ 
(5.13) 
the expressions for dY^ ijdlk can be obtained from (5.9) to (5.12) as 
follows; 
mz n(l) n(Pj) f(k(j)) 
拥 秦 ； £ Z … ^ (R.5.9) I(i，p.)(n)， 
j =1 k(1)=1 k(p.)=1 f = l J 
J 
( 5 . 1 4 ) 
for n=l,...,pi, where I(i，p.)(n) is an indication function such that 
J 
- 2 8 -
r 1 if l<n<pj 
I(i，P.)⑷=• (5.15) 
J [ 0 otherwise 
and (R.5.9) is the right hand side of (5.9). 
m z n ( 1 ) n ( n - 1 ) n ( n + l ) n ( P j ) 
卵 2 / 彻 n ， d ( n ) = - ^  ^ • • • ^ ^ … 工 
j =1 k ( 1 ) = 1 k ( n - l ) = 1 k ( n + l ) = 1 k ( p j ) = 1 
f(kSj)) f(kAj)) 
y (R.5.10) + y (R.5.11) 1 X I(i，p )(n) 
(5.16) 
for n = l，".，pi，d(n) = 2，. ••，n(ii)，where W ) = {k(l),... ,k(ii-1) ,d(n), 
k(n+l)，…,k(pj )}， k^j) : {k(l)，…,k(n-1) ,d(ii)-l,k(n+l)，…,k(pj )}， 
(R.5.10) is the right hand side of (5.10) with d(ii)=k(ii) and (R.5.11) is 
the right hand side of (5.11) with d(n)=k(ii)+l. And 
mz‘ n(l) n(Pj ) f(k(j)) 
= - ^ ^ ••• ^ X (R.5.12) I(i，p.)(n) I(i，p.)(m)， 
j = 1 k ( 1) = 1 k (pj ) = 1 f = 1 J J 
(5.17) 
for ii,m = l,...,pi, n < m. and where (R.5.12) is the right hand side of 
(5.12). 
§5.3 Initial Value and Gradient Vector of the Model with Some Continuous 
and Polytomous Entries Missed 
Ve estimate the initial value of 0冬 by using the polytomous and 
continuous observations ( 社 i j ) • ,z(ij)')'， i=l,...,mx, j=l,...,mz， 
n=l,...,Nij . Similar with the previous section, let 
Si be the sample standard deviation of Zn, 
n ‘ 
ct be the sample covariance of I and Zn, divided by S| ， 
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be the sample correlation of Zn and Zm, and 
n ( 1 ) n ( m - l ) r - 1 n ( m + l ) n ( P j ) 
4，r S S … S I I … 2 ^^^[(j) 
i = l k( 1) =1 k ( m - l ) =1 k ( m ) =1 k { m + l ) =1 k ( p j ) = 1 
where is the inverse of the standard univariate normal distribution 
function, Bm denotes the set containing indices of pattern in which Zm is 
missing, and ； ? “ 。 ） i s the observed proportion with ZU)=k(j) in pattern 
(i,j). Since ‘ 、 
mx mz n( 1) n(Pj ) f ⑴（k(j)) ‘ 
G ( 夕 ! ） r … I ； X log{P(k(j)|x；；；!, 
i = l j = l k ( l ) = l k ( ^ = l f ^ ， (） 
( 5 . 1 8 ) 
the expressions for dG/dO^ can be obtained by deriving the elements of 
01og{P(lt(j)|x^j!);(f)，》T)}/5^ first. For simplicity, let 
B(i) = and d(、(j);(f) = J i C i i ) - i ( 子 w i t h 
Ji = [ Ir.，。 
Similar with the previous section, using (5.4), (5.5) and the methods 




= t … 1 ： ( - I 』 j ( u ) 
- j ( 1 ) = 0 j ( p . ) = 0 
V J 
r -d(i【(j);ff、+ B(i)cn(fln，v(n)-c;;d(i^(j);ff))(l - C - B C D Q - i 
(1 - cAB⑴ Cn)V2 
X 川an，v(n)-C;;(i(i丄(j);(f))(l-c;;B(i)Cn)-幻 ， 
-r^)(a„，v(n)-cAd(ih);(f))(l-cAB(i)cJ-+}/(l-rA)2)l";R(ij)] 
Pj 
+ y r -B(i)Cm + B(i)Cn(/?mn-C-B(i)Cn)(l - C'B(i)Cn)-l 
i t L [(l-c;B(i)cJ(l-cAB(i)cJ]i/2 
m4ii 
X 知「议n，v(n)-cW(il(j);ff、 am，v(m)-C 姊 、 ( j ) ; … 『 ( n 1 
L (l-c;;B(i)cJi/2 ， (l-CiB(i)cJl/2 ， n m 」 
X &r2[".，（《s，v(s)-c‘d(i【⑴；（f))(l-c‘B⑴ 
i ： … i ； 知 . 广 ， v ( " - q d “ [ 。 ) ; ⑴ ， … ] 广 
S(lT=0 j(p7 = 0 jL (l-ciB(i)cJi/2 n 
for s 关 m # n，n=l,... ,pj ； v(q)=k(q)+j (q), for q=l,...,pj and where R^^j) 
as well as R ( • ； a r e the appropriate partial correlation matrix and 
r么L) = {Pn.- ciB( i) c j [ ( 1 - c;;B( i) c j ( 1 - c;B( i) c J ] and 
+ WI)-rii)rAi^))(fln，v(n)-c;;d(ih);(f))(l-c;;B(i)cJ-h (l-rm2)-^ 
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(ii)紅Og{P(k(j)丨子二j);(f)，》f)}/如n，ci(n) 
= ( i - c ” c j - “ { 2 … i ； t … i i 
j (1)=0 j (n-l)=0 j (n+1)=0 j (pj)=0 
X ^^[(«n，d(n)-c;;d(、(j);(f))(l-CAB(i)cJ-^ 
X ^Pj-l[".，{(flm，v(m)-Ci(i(i【(j);(f))(l-Ci^B(i)Cm)- + 
-rU^)(fln，d(n)-CA(i(i【(j);(f))(l-CSB(i)Cn)-+}/(l-rA)2) +，...;R(^j)],, 
{ t … 1 ； ⑷ 丨 ⑴ ， … ； 叫 p 
( 5 . 2 0 ) 
if d(n)=k(ii) 
= ( i 、 B ( " c j - [ x { t … t I … i ( - i ) i > ) 
j ( 1 ) = 0 j ( n - 1 ) = 0 j (n + 1 ) = 0 j ( p j ) = 0 
X 川 f l n， d ( n ) + l - c ; ; d ( i【 ( j ) ; ( f ) ) ( l - C A B ( i ) c J - h 
X fcj-l[...，{(flin，v(m)-Ci^(i(i【(j);(f))(l-CiB(i)cJ- + 
-4ji)("n，d(nm-c;;d(i。）；（f))(l-C;;B(i)cJ-+}/(l-ra)2)i"，...；R(.Sj)]} 
X { i：…1； (-l)ui;]•⑷ M 一)-cld(i‘(j);⑴，…；叫广 
( 5 . 2 1 ) 
if d(n)=k(n)+l 
= 0 otherwise 
for n # m, n = l,...,pj ; where v(q)=k(q)+j(q), for q=l,...,pj • 
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(iii) ^Og{P(kU)|?Sj!);(f)，》T)}/〜n™ 
^ 1 1 Pj 
=[(l-ciB(i)cJ(l-c;B(i)cJ]>x { ^ ... Z (-l)JiJ⑷ 
j ( 1) =0 j(Pj)=0 
r ^ an,v(n)-c^cl(i)(j) Am , v( m) " C^cK i ) (j . ] 
X 卢2 —~ ^^~LULL; r( 1) 
L (l-cAB(i)cJi/2 (l-c;B(i)cJV2 nm 」 
X $Pj-2[".，（《s，v(s)-qd(、(j);(f))(l-c‘B(i)cJ-+- “ 
i ： … 1 ； ( - i ) j > ) 知 . 广 ， : " ) - c 冲 … ) ; ⑴ ， … ; I t ( 叫 广 
(5.22) 
for s # n, s ^ m; ii,ra = 1,... ,pj , n < m; where v(q)=k(q)+j (q), for 
q = l，". P j . 
Finally, the expressions for d^jdO^ are presented as follows: 
mx mz n( 1) n(Pj) f ⑴（k(j)) 
5G/5cn = _ X E X X X (议.S.ig) I"，P.)(n) 
i = l j =1 k(1)=1 k(pj)=1 f = 1 J 
(5.23) 
for n = 1,...,pi, where I(i，p.)(n) is the indication function defined in 
(5.15) and (R.5.19) is the right hand side of (5.19). 
mx niz n(l) n(Pj ) f ⑴（k^j)) 
^G/^an,d(n) = - I E j ] ••• I (R.5.20) 
i = l j = 1 k ( 1 ) = 1 k ( p . ) = 1 f : 1 
J 
f ⑴ ( l ^ j ) ) 
+ y (R.5.21) ] X I(i,p.)(n) 
f = 1 J 
(5.24) 
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for n = 1,... ,pi, d(n) = 2，."，n(n)，where k^J ^  = {k(l)，…，k(ii-1)，d(n)， 
k(ii+l)，• • • ,k(pj)}, k^j ) = {k(l)，•. •，k(n-1) ,d(n)-l,k(n4-l)，• • • ,k(pj )}， 
(R.5.20) is the right hand side of (5.20) with d(ii)=k(ii) and (R.5.21) is 
the right hand side of (5.21) with d(n)=k(ii)+l. And 
IHx m z n ( l ) n ( P j ) f ( i ) ( k ( j ) ) 
^G/^rn™ = £ ••• X X (R.5.22) I"，P.)(n) I ( n p . ) W 
i = lj =1 k ( 1) = 1 k (pj ) = 1 f = 1 J J 
. 、(5.25) 
for n，m=l，…，pi; n<m and where (R.5.22) is the right hand side of (5.22) 
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CHAPTER 6 
Partition Maximum Likelihood (PML) Estimation 
§6.1 Motivation 
In -chapter 2 and 3，we have discussed the full maximum likelihood 
estimation method and the pseudo maximum likelihood estimation method for 
estimating the parameter vector 0* in our incomplete polychoric and 
polyserial correlation model under missing type I and type II k III 
respectively. Recall that the parameter vector 0* consists of the' mean 
vectors of I and Y, the covariance matrix of X，the polyserial 
correlations of X and Y, the polychoric correlations among the variables 
in Y and the thresholds. Although it has been shown that these estimates 
possess many nice statistical properties, these methods require heavy 
computational time, especially when the dimension of the polytomous vector 
is high. It is because the calculation of multiple integral, which is 
complicated and time-consuming, is required to evaluate the multivariate 
normal distribution function. As a result, we are interested in finding 
another more efficient method for estimating 0*. 
Follows the idea of Poon k Lee (1987)， we now propose a method called 
the partition maximum likelihood (PML) estimation method for estimating 
the unknown parameters in our model. In this method, we separate the huge 
model into several small models. Hence the computational time can be 
significant reduced since we only need to compute single and double 
integrals instead of the complicated multiple integrals. The details of 
the PML method will be discussed in the following sections. 
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§6.1 PML Procedure of the Model with Some Polytomous Entries Missed 
For the model with some polytomous entries missed, the basic steps to 
estimate the unknown parameters are described as follows: 
(i) The mean vector px and the covariance matrix Cxx are estimated by 
the sample estimates as before, based on the random observations of X. 
(ii) For s=l，."，pi，the polyserial correlations between I and Ys are 
estimated based on the random observations (x^j) ‘ ', j=l,... ,mz, 
1 1 = 1 . ,Nj corresponding to ( X'，Z s)，where z^J) is the s-th element of the 
i 
n-the observation in the j-th missing pattern. Since the dimension of % 
is one, the underlying model can be regarded as a incomplete polyserial 
correlation model. Hence, the efficient Newton-Raphson algorithm for the 
complete model developed in Poon k Lee (1987) can be modified to get the 
maximum likelihood estimates. From which we can obtain the partition 
maximum likelihood estimates Cg of Cg and a set of threshold estimates 
_ « 
fls，k(s)，k(s)=2，."，n(s). 
(iii) For s,t=l,...,pi, s<t, the polychoric correlation pst is 
estimated based on the n(s)xn(t) contingency table containing the observed 
frequencies corresponding to Zg and Zt， which are obtained by summing over 
all the missing pattern j. Ve treat it as a incomplete 2-dimensional 
polychoric correlation model. Hence we can obtain the maximum likelihood 
estimates of pst and the thresholds through the efficient scoring 
algorithm for the incomplete polychoric correlation model developed in Lee 
fc Chill (1990) • This gives the partition maximum likelihood estimates pst 
of Pst and another (pi-1) sets of threshold estimates flj(.£|s)，and 
flrlkit)^ k(s)=2,...,ii(s), k(t)=2,...ii(t) and r=l,... ,pi-1. 
一 36 -
§6.2 PML Procedure of the Model with Some Continuous and Polytomous 
Entries Missed 
For the model with some continuous and polytomous entries missed, the 
basic steps to estimates the unknown parameters are described as follows: 
(i)' The mean vector /fx and the covariance matrix Cxx are estimated by 
the maximum likelihood estimation method developed for handling missing 
data (see, e.g. Anderson (1957) or Hocking and Smith (1968)), based on 
J . 
the available observations x^ij) i=l，• • • ,mx, j=l,. • •，％ and n=l,.. .',Nij • 
(ii) For s=l，".，pi，the polyserial correlations between I and Yg are 
estimated based on the observations )' ))', i=l，."，mx， 
j=l,...,mz, n=l,...,Nij corresponding to (X',Zs), where z^ip is the s-th 
element of the n-th observation in the (i,j)-th missing pattern. Hence the 
underlying model can be regarded as a special case of our incomplete 
polychoric and polyserial model with pi=l. Hence we can get the partition 
maximum likelihood estimates Cg of Cg and a set of threshold estimates 
as，k(s)， k(s)=2,...,n(s) by using the algorithm discussed in the previous 
chapters. 
(iii) For s，t=l，…，pi，s<t, the polychoric correlation pst is 
estimated based on the n(s)xn(t) contingency table containing the observed 
frequencies corresponding to % and Zt， which are obtained by summing over 
all missing pattern (i,j). Ve treat it as a incomplete 2-dimensional 
polychoric correlation model. Hence we can obtain the maximum likelihood 
estimates of pst and the thresholds through the efficient scoring 
algorithm. This gives the partition maximum likelihood estimates pst of 
Pst and another (Pi_l) sets of threshold estimates a*；Jj^^ , and ,, 
k(s)=2,...,ii(s), k(t)=2,...n(t) and r=l，• • •，pi-1 • 
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Although, as we expected, a lot of computer time can be saved, there 
are some weak points of this method. Firstly, the threshold estimates are 
s»0 mm 
not unique, there are pi sets of threshold estimates tts.k(s) said j, 
r=l,...,pi-l. However, from the results of the simulation studies, the 
difference among these estimates are very small and hence we will use the 
mean of these estimates as our final threshold estimates. Secondly, it is 
extremely difficult to derive the asymptotic properties of the PML 
estimates. ‘ 
For completeness, another partition like method, Lee and Poon (1986) 
called it the part maximum likelihood method is considered. In this 
method, all polyserial correlations are estimated by using one continuous 
variable and one polytomous variable, say Xn and Zm, repeatedly. In the 
context of the polyserial correlation model， Lee and Poon (1986) 
demonstrated that this method is inferior to the partition maximum 
t 
likelihood method. For our incomplete model, from the simulation results, 
it is found that the estimates obtained by this method is slightly 
inferior to those obtained by the partition maximum likelihood method 
although the dimension of X and Y are only equal to two. It may be 
anticipated that the distinction is more obvious when the dimension of the 
continuous vector is larger. Therefore, for saving space, the results 
obtained by this method is not reported. 
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CHAPTER 7 
Simulation Studies and Comparison 
Based on the algorithms discussed in the previous chapters, computer 
programs written in FORTRAN IV with double precision have been implemented 
to obtain the various estimates including the direct methods: FML， PsML, 
PML and the indirect methods: LDM, MIM, RIM. Two simulation studies are 
conducted to compare the performance of these estimates. Moreover, the 
ordinary maximum likelihood estimation method for complete data (OML) will 
be given for reference. 
§7.1 Simulation Study I 
The main purpose of this simulation study is to compare the 
performance of various estimates including the FML, PML, MIM, RIM and LDM 
estimates in different situations under missing type I. The OML will also 
be given for reference. 
The study is based on simulated data from a multivariate normal 
distribution with the dimension of I and Y are both equal to two. The 
different sample sizes and missing rates under consideration are as 
follows; 
(1) N=200; Ni=150, N2=50 
Missing rate: (Nj/N : N2/N) = (757. : 257.) 
(2) N=200; Ni=100, N2=100 
Missing rate: (Ni/N : N2/N) = (507. : 507.) 
(3) N=100; Ni=50, N2=50 
Missing rate: (Ni/N : N2/N) = (507. : 507.) 
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where N is the total sample size, Ni is the number of observations of the 
sample with no variable missed and N2 is the number of observations with 
Z2 missed. 
The population mean vector is taken to be 0，the population 
correlation matrix S and the threshold values are taken as follows; 
(I) Small correlation between variables: 
‘1.0 1 「1.0 , 
V 二 0.0 1.0 _ 0.0 1.0 、 
“ C i i C12 1.0 “ 0.3 0.2 1.0 , 
.C2 1 C22 P\2 1.0 J [ 0.2 0.1 0.2 1.0 J, 
(II) Intermediate correlation between variables: 
“ 1 . 0 1 r 1 . 0 1 
v = 0.0 1.0 _ 0.0 1.0 
“ C i i C12 1.0 “ 0.5 0.5 1.0 
.C2 1 C22 P\2 1.0 J 0.5 0.5 0.5 1.0 J, 
and 
(A) Symmetric distribution of Zi and Z2: 
？1 = {^1 ji=-®> fli ,2=-0.7, ai ,3=0.7, fli ,4=0)}, 
？2 = {«2 5 1 =- 00 , fl2，2=_0.7， fl2 ,3=0.7, fl2,4=cx)}, 
(B) Asymmetric distribution of Zi and Z2 (skewed at opposite directions): 
？1 = {fll，l=-®，CL\ ,2=-1.0, fli ,3=0.0, fli，4=oo}， 
？2 = {a2 ,i=-aD, fl2 ,2=0,0, 02 ,3=1.0, 02,4=00}-
where Cnm is the polyserial correlation between Yn and X^, /?i2 is the 
polychoric correlation between Yi and Y2，and ftn is the threshold vector 
corresponding to the variable Yn. 
Vith 3 sets of sample sizes & missing rates, 2 correlation matrices 
and 2 sets of threshold vectors, there are totally 12 different 
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combinations. For each combination, 50 replications were generated. The 
simulated continuous random vector Y is transformed to the polytomous 
vector Z based on the pre-assigned threshold values. Then the parameters 
are estimated by various methods based on the continuous and polytomous 
random Sample with some Z2 entries missed. The convergence criterion e is 
taken to be 0.001. The simulation results concerning the polyserial and 
polychoric correlations as well as the threshold estimates are reported in 
Table I.I.A.I through Table I.II.B.3 (Note that: the symbol I.I.A.i refers 
to the simulation study I with correlation matrix (I)，threshold values 
(A) and sample size k missing rate (I)). In these tables, the following 
statistics are reported. 
(i) the mean values of the estimates: 
50 
\ = {X》5(k)}/50， 
k=l 
A i 
where 昨⑴ is the n-th element of the estimated parameter vector in the 
k-th replication, 
(ii) the root mean square errors: 
50 A 
RMSE = { _ ⑴2/50 U , 
k = l 
where is the n-th element of the true parameter vector and 
(iii) the standard error of the estimates: 
50 ^ 
S.E. = { - •?*)2/5O U 
k M 
From the tables and the resulting estimates in each replication, the 
following phenomena are observed. 
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(1) In most case, except for the ordinary maximum likelihood estimates 
with complete data, the full maximum likelihood estimates and the 
partition maximum likelihood estimates are better than other estimates in 
the sense that the mean values of these estimates are close to the true 
values and these estimates have smaller root mean square errors than those 
of other estimates. Moreover, the performance of the partition maximum 
likelihood estimates are very close to the full maximum likelihood 
- - i 
estimates. 
I 
(2) After inspecting the mean values of the estimates and the estimates 
in each replication, we find that the mean imputation method produces 
biased estimates of the polyserial correlations ( C 2 1， C22)? polychoric 
correlation (/?i2) and the threshold values (fl2，2， fl2,3) j which are 
associated with the missing variable Z2. Furthermore, the simulation 
results show that the polyserial correlations and polychoric correlation 
estimates obtained by the MIM are biased downwards, and the threshold 
estimates are biased outwards； for example, in estimating the threshold 
A 八 
set (1)， the MIM gives the estimates < -0.7 and aJ^J > 0.7 for almost 
all replications k. 
(3) Through the same investigation process, it is found that the 
regression imputation method also produces biased estimates of the 
polyserial correlations (C21，C22)，polychoric correlation (/712) and the 
threshold values (02,2, ^2,3)， which are associated with the missing 
variable Z2； especially when the distribution of Zi and Z2 is asymmetric 
as the threshold set (2) and the correlation coefficients are small. 
Unlike the estimates obtained by the MIM, the bias of the estimates 
obtained by the RIM are mainly depended on the threshold values. However, 
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in most case, the estimates of the polyserial and polychoric correlations 
are biased upwards and the threshold estimates are biased outwards as 
those obtained by MIM. 
(4) For all estimation methods under consideration, with the fixed sample 
size, it is found that the smaller missing rate, the smaller RMSE values 
of the estimates associated with the missing variable Z2，regardless of 
the correlation matrix and the threshold values taken. 
“ i 
(5) For all estimation methods under consideration, with the fixed 
missing rate, it is found that the larger sample size yield smaller RMSE 
values of the estimates, regardless of the correlation matrix and the 
threshold values taken. 
(6) For all estimation methods under consideration, except for the mean 
imputation method, with the same sample size, missing rate and the 
threshold values, the larger correlation coefficients, the smaller RMSE of 
the estimates. 
(7) In general, for all estimation methods under consideration, there is 
no significant difference between the estimates obtained under symmetric 
or asymmetric distribution. However, the polychoric correlation (pn) 
estimates yield smaller RMSE when the distribution of Zi and Z2 is 
symmetric. 
(8) As expected, the estimates C n , C n , fli，2 and qi,3 which are 
associated with the non-missing variables have smaller RMSE than the 
estimates C21, C22, 02,2, 02,3 and p n which are associated with the 
missing variable Z2 for all estimation methods under consideration. 
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§7.2 Simulation Study II 
The main purpose of this simulation study is to compare the 
performance of various estimates including the PsML, PML, RIM, MIM and LDM 
estimates in different situations under missing type III. The OML will be 
given for reference too. 
The study is also based on simulated data from multivariate normal 
distribution with the dimension of I and Y are both equal to two. The 
different sample sizes and missing rates under consideration are as 
follows; 
(1) N=200; Ni=150, N2=20, N3=20， N4=10 
Missing rate: (Ni/N : N2/N : N3/N : N4/N) = (757. : 107. : 107. : 57.) 
(2) N=200; Ni=100, N2=40, N3=40， N4=20 
Missing rate: (Nj/N : N2/N : N3/N : N4/N) = (507. : 207. : 207. : 107.) 
(3) N=100; Ni=50, N2=20, N3=20, N4=10 
i 
Missing rate: (Nj/N : N2/N ： N3/N ： N4/N) = (507. : 207. : 207. : 107.) 
where N is the total sample size, Ni is the number of observations of the 
sample with no variable missed, N2 is the number of observations with X2 
missed, N3 is the number of observations with Z2 missed and N4 is the 
number of observations with X2 and a polytomous variable Z2 missed. 
The population mean vector is taken to be 0，the population 
correlation matrix R and the threshold values are taken as in simulation 
study I. 
There are totally 12 different combinations of sample sizes, missing 
rates, correlation matrix and threshold values. For each combination, 50 
replications were generated. The simulated continuous random vector Y is 
transformed to the polytomous vector based on the pre-assigned threshold 
values. Then the parameters are estimated by various methods based on the 
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continuous and polytomous random sample with some X2 and Z2 entries 
missed. The convergence criterion e is taken to be 0.001. The simulation 
results concerning the polyserial and polychoric correlation as well as 
the threshold estimates are reported in Table II.I.A.I through Table 
II.II.B.3. 
From these tables and the resulting estimates in each replication, 
the following phenomena are observed. 
•r. • i 
(1) In most case, except for the ordinary maximum likelihood estimates 
with complete data, the pseudo maximum likelihood estimates and the 
partition maximum likelihood estimates are better than other estimates in 
the sense that the mean values of these estimates are close to the true 
values and these estimates have smaller root mean square errors that those 
of other estimates. Moreover, the performance of the partition maximum 
likelihood estimates are very close to the pseudo maximum likelihood 
estimates. 
(2) After inspecting the mean values of the estimates and the estimates 
of each replication, we find that the estimates of the polyserial 
correlations ( C 1 2， C 2 1， C 2 2 )， t h e polychoric correlation (/?i2) and the 
threshold values (02,2, 02,3) obtained by the mean imputation method are 
biased. These parameters are associated with the missing variables X2 and 
Z2. The simulation results show that the estimates of polyserial and 
polychoric correlations obtained by MIM are biased downwards, and the 
threshold estimates are biased outwards. 
(3) Through the same investigation process, it is found that the 
estimates of the polyserial correlations (c^, C21, C22), the polychoric 
correlation (/?i2) and the threshold values (02,2, 02,3) obtained by the 
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regression imputation method are biased. These parameters are associated 
with the missing variables X2 and Z2. Unlike the estimates obtained by the 
MIM, the bias of the estimates obtained by the RIM are mainly depended on 
the threshold values. However, in most case, the estimates of the 
polyserial and polychoric correlations are biased upwards and the 
threshold values are biased outwards. 
⑷ For all estimation methods under consideration, with the fixed sample 
‘’ I 
size， it is found that the smaller missing rate, the smaller RMSE values 
of the estimates associated with the missing variables X2 and Z2， 
regardless of the correlation matrix and the threshold values taken. 
(5) For all estimation methods under consideration, with the fixed 
missing rate, it is found that the larger sample size yield smaller RMSE 
values of the estimates, regardless of the correlation matrix and the 
threshold values taken. 
(6) For all estimation methods under consideration, except for the mean 
imputation method, with the same sample size, missing rate and the 
threshold values, the larger correlation coefficients, the smaller RMSE of 
the estimates. 
• 
(7) In general, for all estimation methods under consideration, there is 
no significant difference between the estimates obtained under symmetric 
or asymmetric distribution. However, the polychoric correlation (/？“) 
estimates yield smaller RMSE when the distribution of Zi and Z2 is 
symmetric. 
(8) As expected, the estimates C u , ai ,2 and ai ,3 which are associated 
witli the non-missing variables have smaller RMSE than the estimates C12， 
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C2 1， C2 2, fl2，2， fl2，3 and pi2 which are associated with the missing 
variable Z2 for all estimation methods under consideration. 




Summary and Discussion 
In this thesis, various methods for estimating the parameters in the 
multivariate polychoric and polyserial correlation model with incomplete 
data are developed. In the case that only some polytomous entries are 
missing, the full maximum likelihood estimation method which, 
simultaneously utilizes the data from all missing patterns is proposed. 
Vith the help of appropriate transformations, the complicated likelihood 
function is significantly simplified to involve only the interesting 
parameters: the polyserial and polychoric correlations as well as the 
thresholds. The maximum likelihood estimates of these parameters are 
obtained by minimizing the negative log-likelihood function via the 
Fletcher-Powell algorithm. On the other hand, for some continuous entries 
missed, no matter whether polytomous variables are missing or not, the 
transformations mentioned above can't be applied to simplify the 
complicated likelihood function. Instead of maximizing the complicated 
likelihood function, the pseudo raaximum likelihood estimation method is 
proposed. In this method, the mean vector and the covariance matrix of the 
continuous random vector are first estimated by the consistent estimates. 
Then with these parameters fixed at their estimates, the negative pseudo 
log-likelihood function is minimized via the Fletcher-Powell algorithm 
giving the pseudo maximum likelihood estimates. Asymptotic properties of 
the full maximum likelihood estimates and the pseudo maximum likelihood 
estimates are also presented so that various statistical inference are 
permitted. 
Although the full maximum likelihood estimates and the pseudo maximum 
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likelihood estimates possess many nice statistical properties, it require 
a great deal of computer time to obtain the estimates, especially when the 
dimension of the polytomous vector is large. To overcome these practical 
difficulties, another direct method, called the partition maximum 
likelihood method is proposed. In this method, the huge model is separated 
into several small models. One disadvantage of the partition maximum 
likelihood approach is that the asymptotic properties of the partition 
maximum likelihood estimates are still not well-developed. However, from 
< 
the simulation studies, it is found that the difference between the 
partition maximum estimates and the full maximum likelihood estimates as 
well as the pseudo maximum likelihood estimates are very small. Therefore, 
the partition maximum likelihood approach will be an attractive method if 
one is interested in obtaining the estimates only. 
Besides the direct methods, several indirect methods including the 
1 
listwise deletion method, mean imputation method and the regression 
imputation method are also proposed. In these methods, the missing entries 
are first estimated and then based on the "complete" data, the ordinary 
maximum likelihood method for complete data is used to get the estimates. 
Although these method are relatively easy, there are some disadvantages: 
(1) the listwise deletion method has the potential loss of information in 
discarding the incomplete data. (2) the asymptotic properties of these 
estimates are extremely difficult to be developed, especially for the 
estimates from the mean imputation method and the regression imputation 
method because such procedures create dependent elements. (3) From the 
simulation studies, it is found that the mean imputation method and the 
regression imputation method may produce biased estimates of the 
parameters which are associated with the missing variables. 
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Furthermore, the simulation results indicate that samples with (a) 
the larger sample size or (b) the smaller missing rate or (c) the larger 
correlation coefficient or (d) the more symmetric distribution of Zi and 
Z2 may yield more accurate estimates. By comparing the results of two 
siraulatibn studies, we observe that with the same sample size and similar 
missing rate, the pseudo maximum likelihood estimates are close to the 
full maximum likelihood estimates for all correlation matrices and 
threshold values^ under consideration. Therefore, it gives heuristic 
justifications that the loss in efficiency of pseudo maximum likelihood 
estimates is very tiny. 
Finally, for convenience, the triangular missing patterns of the 
polytomous variables are assumed in this thesis. In fact, a more general 
case can also be handled by modifying the appropriate indices. For 
example, we can use {hj .1, hj ,2, ••••，hj，p.} to denote the indices of the 
^ J 
corresponding pj non-missing polytomous variables in pattern j. However, 
as expected, such notations may lead to more complicated formula. 
一 50 -
TABLE I.I.A.I 
(N=200; Ni=150, N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0-2 fli,2=-0.7 fli，3二0.7 
C21=0.2 C22=0.1 fl2,2=-0.7 «2,3=0.7 
THE POLYCHORIC CORRELATION ： /?i2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER OML FML PML RIM MIM LDM 
CI1=0.30 0.2894 0.2894 0.2892 0.2895 0.2894 0.2892 
(0.0643) (0.0642) (0.0642) (0.0643) (0.0642) (0.0701) 
CI2=0.20 0.2014 0.2013 0.2011 0.2014 0.2013 0.2058 
(0.0618) (0.0617) (0.0617) (0.0617) (0.0617) (0.0764) 
C2I=0.20 0.1947 0.1945 0.1948 0.1849 0.1759 0.1959 
(0.0718) (0.0775) (0.0775) (0.0770) (0.0685) (0.0767) 
C22=0.10 0.0627 0.0669 0.0673 0.0637 0.0606 0.0683 
(0.0828) (0.0927) (0.0930) (0.0880) (0.0837) (0.0933) 
/ ? 1 2 = 0 . 2 0 0 . 1 9 3 6 0 . 1 9 5 8 0 . 1 9 7 0 0 . 1 8 4 7 0 . 1 7 6 9 0 . 1 9 7 2 
(0.0870) (0.0998) (0.1000) (0.0952) (0.0915) (0.1004) 
AI,2=-0.70 -0.7202 -0.7203 -0.7201 -0.7202 -0.7203 -0.7312 
(0.0997) (0.0996) (0.0993) (0.0994) (0.0995) (0.0974) 
FLI,3=0.70 0.7107 0.7107 0.7103 0.7106 0.7107 0.7050 
(0.0799) (0.0801) (0.0801) (0.0800) (0.0800) (0.1088) 
«2,i=-0.70 -0.7134 -0.7108 -0.7110 -0.9154 -0.9210 -0.7123 
(0.1044) (0.1212) (0.1221) (0.1155) (0.1101) (0.1236) 
,2=0.70 0.6962 0.7107 0.7097 0.9131 0.9180 0.7085 
(0.0927) (0.1025) (0.1022) (0.0953) (0.0913) (0.1026) 
ROOT MEAN SQUARE ERRORS rBMSE) 
PARAMETER QML FML PML RIM MIM LDM 
CI1=0.30 0.0651 0.0651 0.0651 0.0651 0.0650 0.0709 
CI2=0.20 0.0618 0.0617 0.0617 0.0617 0.0617 0.0766 
C2I=0.20 0.0720 0.0777 0.0777 0.0785 0.0726 0.0769 
C22=0.10 0.0908 0.0984 0.0985 0.0952 0.0925 0.0985 
/ ? 1 2 = 0 . 2 0 0 . 0 8 7 2 0 . 0 9 9 9 0 . 1 0 0 1 0 . 0 9 6 5 0 . 0 9 4 4 0 . 1 0 0 5 
AI,2=-0.70 0.1017 0.1017 0.1013 0.1014 0.1016 0.1022 
AI，
3
=0.70 0.0806 0.0807 0.0807 0.0807 0.0807 0.1089 
FL2，2=-0.70 0.1052 0.1217 0.1226 0.2444 0.2469 0.1242 
>3=0.70 0.0927 0.1030 0.1026 0.2334 0.2363 0.1030 
JNote that: bampie standard errors are in parentheses 
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TABLE I.I.A.I 
(N二200; NI=100, N2=100) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli,2=-0.7 ai,3=0.7 
C 2 1 = 0 . 2 C22=0.1 02,2=-0.7 Q2,3=0.7 
THE POLYCHORIC CORRELATION : /?i2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER OML m m m m LDM 
CI1=0.30 0.2894 0.2895 0.2892 0.2900 0.2896 0.2828 
( 0 . 0 6 4 3 ) ( 0 . 0 6 4 3 ) ( 0 . 0 6 4 2 ) ( 0 . 0 6 4 1 ) ( 0 . 0 6 4 2 ) ( 0 . 0 7 9 2 ) 
CI2=0.20 0.2014 0.2013 0.2011 0.2015 0.2013 0.2010 
(0.0618) (0.0616) (0.0617) (0.0617) (0.0616) (0.0961) 
C2I=0.20 0.1947 0.1899 0.1910 0.2003 0.1488 0.1901 
(0.0718) (0.1073) (0.1082) (0.1360) (0.0784) (0.1023) 
C22=0.10 0.0627 0.0944 0.0980 0.1053 0.0721 0.0945 
(0.0828) (0.1376) (0.1365) (0.1579) (0.1059) (0.1362) 
/?12=0.20 0.1936 0.2044 0.2011 0.2105 0.1596 0.2016 
(0.0870) (0.1357) (0.1376) (0.1644) (0.1108) (0.1386) 
AI,2=-0.70 -0.7202 -0.7202 -0.7201 -0.7198 -0.7203 -0.7187 
(0.0997) (0.0994) (0.0993) (0.0992) (0.0995) (0.1052) 
ai,3=0.70 0.7107 0.7104 0.7102 0.7098 0.7106 0.7280 
(0.0799) (0.0801) (0.0801) (0.0799) (0.0801) (0.1226) 
FL2，2=-0.70 -0.7134 -0.7040 -0.7045 -1.1144 -1.1755 -0.7063 
(0.1044) (0.1285) (0.1280) (0.1558) (0.1024) (0.1309) 
FL2,3=0.70 0.6962 0.7078 0.7072 1.1216 1.1772 0.7065 
( 0 . 0 9 2 7 ) ( 0 . 1 2 0 7 ) ( 0 . 1 2 3 8 ) ( 0 . 1 6 3 9 ) ( 0 . 1 0 0 4 ) ( 0 . 1 2 9 6 ) 
ROOT MEAN SQUARE ERRORS fRMSEl 
PARAMETER m m m M m LDM 
CI1=0.30 0.0651 0.0651 0.0651 0.0649 0.0650 0.0811 
CI2=0.20 0.0618 0.0617 0.0617 0.0617 0.0616 0.0961 
C2I=0.20 0.0720 0.1077 0.1086 0.1360 0.0936 0.1028 
C22=0.10 0.0908 0.1378 0.1365 0.1580 0.1095 0.1363 
12 =0.20 0.0872 0.1358 0.1376 0.1648 0.1179 0.1386 
FLI，2=-0.70 0.1017 0.1015 0.1013 0.1011 0.1015 0.1069 
FLI,3=0.70 0.0806 0.0807 0.0807 0.0806 0.0807 0.1257 
A2,2=-0.70 0.1052 0.1286 0.1281 0.4427 0.4864 0.1310 
02,3=0.70 0.0927 0.1209 0.1240 0.4523 0.4877 0.1297 
Note that: Sample standard errors are in parentheses 
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TABLE I.I.A.I 
(N=100; Ni=50 ， N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 CI2=0.2 fli,2=-0.7 ai,3=0.7 
C2i=0.2 C22=0.1 a2,2=-0.7 02,3=0.7 
THE POLYCHORIC CORRELATION : pi2=0.2 
MOBAN VALUES OF THE ESTIMATES 
PARAMETER QML FML PML RIM MIM LDM 
CI1=0.30 0.3002 0.3002 0.3002 0.3004 0.3001 0.3071 
( 0 . 0 8 7 7 ) ( 0 . 0 8 7 7 ) ( 0 . 0 8 7 6 ) ( 0 . 0 8 7 5 ) ( 0 . 0 8 7 4 ) ( 0 . 1 1 7 7 ) 
CI2=0.20 0.1699 0.1699 0.1698 0.1699 0.1698 0.1770 
( 0 . 1 0 6 8 ) ( 0 . 1 0 6 8 ) ( 0 . 1 0 6 7 ) ( 0 . 1 0 6 7 ) ( 0 . 1 0 6 7 ) ( 0 . 1 6 5 8 ) 
C2I=0.20 0.2046 0.2162 0.2154 0.2367 0.1675 0.2156 
(0.1154) (0.1311) (0.1319) (0.1672) (0.1130) (0.1397) 
C22=0.10 0.0627 0.0469 0.0462 0.0480 0.0430 0.0518 
(0.1221) (0.1737) (0.1737) (0.1947) (0.1379) (0.1766) 
/?I2=0.20 0.2060 0.2049 0.2102 0.2153 0.1616 0.2087 
(0.1231) (0.2018) (0.2027) (0.2115) (0.1537) (0.1981) 
AI,2=-0.70 -0.7099 -0.7096 -0.7091 -0.7101 -0.7098 -0.7320 
(0.1632) (0.1630) (0.1631) (0.1627) (0.1629) (0.2069) 
^1,3=0.70 0.7012 0.7012 0.7006 0.7010 0.7015 0.7229 
(0.1557) (0.1560) (0.1556) (0.1562) (0.1558) (0.2098) 
FL2,2=-0.70 -0.7338 -0.7653 -0.7629 -1.1633 -1.2204 -0.7617 
(0.1584) (0.1904) (0.1830) (0.1841) (0.1405) (0.1785) 
3=0.70 0.6696 0.6704 0.6698 1.0576 1.1515 0.6732 
(0.1590) (0.2074) (0.2000) (0.2521) (0.1499) (0.1930) 
ROOT MEAN SQUARE ERRORS FBMSE) 
PARAMETER QML FML PML RIM MIM LDM 
CI1=0.30 0.0877 0.0877 0.0876 0.0875 0.0874 0.1179 
CI2=0.20 0.1110 0.1110 0.1109 0.1109 0.1109 0.1674 
C2I=0.20 0.1155 0.1321 0.1328 0.1711 0.1176 0.1405 
C22=0.10 0.1277 0.1816 0.1818 0.2015 0.1493 0.1830 
/?12=0.20 0.1233 0.2018 0.2030 0.2120 0.1584 0.1983 
FLI，2=-0.70 0.1635 0.1633 0.1633 0.1631 0.1632 0.2093 
FLI，3=0.70 0.1557 0.1560 0.1556 0.1562 0.1558 0.2110 
FL2，2=-0.70 0.1619 0.2013 0.1935 0.4986 0.5390 0.1889 
^2,3=0.70 0.1618 0.2095 0.2023 0.4375 0.4757 0.1949 
Wote that: Sample standard errors are in parentheses 
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TABLE I,I,B,1 
(N=200; Ni=150, N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli,2=-1.0 fli,3=0.0 
C 2 1 = 0 . 2 C 2 2 = 0 . 1 a2,2=0.0 3=1.0 
THE POLYCHORIC CORRELATION : /?i2=0.2 
MEAN VALI]ES OF THE ESTIMATES 
PARAMETER QML FML m m m LDM 
C I 1 = 0 . 3 0 0 . 2 9 8 5 0 . 2 9 8 5 0 . 2 9 8 4 0 . 2 9 7 6 0 . 2 9 8 7 0 . 3 0 3 3 
(0.0728) (0.0724) (0.0728) (0.0716) (0.0727) (0.0794) 
C I 2 = 0 . 2 0 0 . 2 0 5 9 0 . 2 0 5 8 0 . 2 0 6 3 0 . 2 0 5 2 0 . 2 0 5 9 0 . 2 1 0 2 
(0.0555) (0.0554) (0.0559) (0.0549) (0.0556) (0.0711) 
C 2 I = 0 . 2 0 0 . 2 0 1 6 0 . 2 0 4 4 0 . 2 0 3 7 0 . 2 7 2 1 0 . 1 6 8 6 0 . 2 0 4 3 
(0.0806) (0.0920) (0.0921) (0.1202) (0.0806) (0.0913) 
C 2 2 = 0 . 1 0 0 . 0 7 4 5 0 . 0 8 9 2 0 . 0 8 8 5 0 . 1 2 1 1 0 . 0 7 2 2 0 . 0 8 9 6 
(0.0744) (0.0829) (0.0826) (0.1097) (0.0672) (0.0822) 
/?12=0.20 0 . 1 9 4 9 0 . 1 9 1 7 0 . 1 9 5 4 0 . 2 5 3 1 0 . 1 5 7 9 0 . 1 9 3 0 
(0.1121) (0.1344) (0.1325) (0.1696) (0.1146) (0.1332) 
FLI，2=-1.00 - 1 . 0 2 3 2 - 1 . 0 2 3 2 - 1 . 0 2 3 1 - 1 . 0 2 3 8 - 1 . 0 2 3 2 - 1 . 0 4 0 4 
(0.1007) (0.1006) (0.1006) (0.1003) (0.1006) (0.0991) 
FLI,3=0.0 0 . 0 1 0 1 0 . 0 1 0 0 0 . 0 1 0 3 0 . 0 1 0 6 0 . 0 0 9 9 0 . 0 0 9 0 
(0.0913) (0.0915) (0.0915) (0.0921) (0.0915) (0.1060) 
0 2 , 2 = 0 . 0 - 0 . 0 2 1 4 - 0 . 0 1 7 6 - 0 . 0 1 8 4 - 0 . 0 0 6 7 - 0 . 3 3 6 3 - 0 . 0 1 9 5 
(0.1076) (0.1253) (0.1262) (0.2100) (0.1016) (0.1276) 
FL2,3=1.00 1 . 0 0 3 0 1 . 0 1 7 4 1 . 0 1 6 7 1.1925 1 . 1 9 5 1 1.0155 
(0.0957) (0.1134) (0.1134) (0.1028) (0.1040) (0.1135) 
ROOT MEAN SQUARE ERRORS (RISE) 
PARAMETER QML FML PML RIM MIM LDM 
C I 1 = 0 . 3 0 0 . 0 7 2 8 0 . 0 7 2 4 0 . 0 7 2 9 0 . 0 7 1 7 0 . 0 7 2 7 0.0795 
C I 2 = 0 . 2 0 0 , 0 5 5 9 0 . 0 5 5 8 0 . 0 5 6 2 0 . 0 5 5 1 0 . 0 5 5 9 0 . 0 7 1 9 
C 2 I = 0 . 2 0 0 . 0 8 0 6 0 . 0 9 2 1 0 . 0 9 2 2 0 . 1 4 0 2 0 . 0 8 6 5 0 . 0 9 1 4 
C 2 2 = 0 . 1 0 0 . 0 7 8 7 0.0836 0 . 0 8 3 4 0 . 1 1 1 8 0 . 0 7 2 7 0.0828 
Pi2=0.20 0 . 1 1 2 2 0 . 1 3 4 6 0.1326 0 . 1 7 7 8 0 . 1 2 2 1 0 . 1 3 3 3 
FLI，2=-1.00 0 . 1 0 3 3 0 . 1 0 3 2 0.1032 0 . 1 0 3 2 0 . 1 0 3 3 0.1070 
FLI,3=0.0 0 . 0 9 1 9 0 . 0 9 2 0 0.0921 0 . 0 9 2 7 0 . 0 9 2 0 0 . 1 0 6 4 
2=0.0 0 . 1 0 9 7 0 . 1 2 6 6 0.1275 0 . 2 1 0 1 0 . 3 5 1 3 0.1291 
« 2 , 3 = 1 . 0 0 0 . 0 9 5 7 0 . 1 1 4 8 0 . 1 1 4 6 0 . 2 1 8 3 0 . 2 2 1 1 0 . 1 1 4 6 
Mote that: Sample standard errors are in parentheses 
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TABLE I,I,B,2 
(N=200; Ni=100, N2=100) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli，2=-1.0 fli,3=0.0 
C21=0.2 C22=0.1 fl2,2=0.0 fl2,3=1.0 
THE POLYCHORIC CORRELATION : pi2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML FML PML RIM MIM LDM 
cii=0.30 0.2960 0.2961 0.2957 0.2941 0.2961 0.2958 
(0.0734) (0.0729) (0.0734) (0.0717) (0.0733) (0.0906) 
Ci2=0.20 0.2067 0.2070 0.2069 0.2060 0.2071 0:2124 
(0.0565) (0.0566) (0.0567) (0.0561) (0.0566) (0.1047) 
C21=0.20 0.2044 0.2140 0.2145 0.3448 0.1432 0.2133 
(0.0807) (0.1161) (0.1149) (0.1777) (0.0811) (0.1090) 
C22=0.10 0.0746 0.1161 0.1187 0.2074 0.0763 0.1149 
(0.0722) (0.1192) (0.1180) (0.1882) (0.0876) (0.1195) 
/?12=0.20 0.1924 0.1798 0.1803 0.2881 0.1262 0.1796 
(0.1095) (0.1450) (0.1445) (0.2069) (0.1109) (0.1469) 
ai，2=-1.00 -1.0266 -1.0267 -1.0265 -1.0278 -1.0267 -1.0311 
(0.1003) (0.1001) (0.1002) (0.0997) (0.1002) (0.1148) 
fli,3=0.0 0.0070 0.0068 0.0072 0.0082 0.0067 0.0263 
(0.0931) (0.0930) (0.0931) (0.0935) (0.0930) (0.1082) 
2 = 0 . 0 - 0 . 0 1 7 6 - 0 . 0 1 8 6 - 0 . 0 2 0 4 - 0 . 0 2 5 9 - 0 . 6 6 3 7 - 0 . 0 2 1 2 
(0.1065) (0.1358) (0.1381) (0.2952) (0.2406) (0.1426) 
3=1.00 1.0060 1.0052 1.0040 1.3873 1.4142 1.0036 
(0.0974) (0.1249) (0.1247) (0.1134) (0.1033) (0.1256) 
ROOT MEAN SQUARE ERRORS fMSE) 
PARAMETER QML FML PML RIM MIM LDM 
Cii=0.30 0.0736 0.0731 0.0735 0.0719 0.0734 0.0907 
CI2=0.20 0.0568 0.0570 0.0571 0.0565 0.0570 0.1054 
C2I=0.20 0.0808 0.1169 0.1158 0.2292 0.0990 0.1098 
C22=0.10 0.0766 0.1203 0.1195 0.2167 0.0907 0.1205 
/?12=0.20 0.1098 0.1464 0.1458 0.2249 0.1332 0.1483 
fli，2=-1.00 0.1038 0.1036 0.1037 0.1035 0.1037 0.1189 
ai，3=0.0 0.0934 0.0933 0.0934 0.0939 0.0932 0.1114 
2=0.0 0.1080 0.1370 0.1395 0.2964 0.7059 0.1442 
fl2,3=1.00 0.0976 0.1250 0.1247 0.4035 0.4269 0.1257 
Wote that: Sample standard errors are in parentiieses 
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TABLE I.I.A.I 
(N=100; Ni=50 ， N2=50 ) 
T H E P O L Y S E R I A L C O R R E L A T I O N S T H E T H R E S H O L D S 
C i i = 0 . 3 C I 2 = 0 . 2 fli,2=-1.0 fli,3=0.0 
C 2 1 = 0 . 2 C 2 2 = 0 . 1 02,2=0.0 0 2 , 3 = 1 - 0 
T H E P O L Y C H O R I C C O R R E L A T I O N : 2=0.2 
M E A N V A L U E S OF T H E E S T I M A T E S 
P A R A M E T E R OML F M L P M L R I M M I M L D M 
C I I = 0 . 3 0 0 . 3 1 2 3 0 . 3 1 1 9 0 . 3 1 1 5 0 . 3 1 1 2 0 . 3 1 1 5 0 . 3 2 6 3 
(0.0949) (0.0948) (0.0938) (0.0948) (0.0949) (0.1426) 
C I 2 = 0 . 2 0 0 . 1 9 1 2 0 . 1 9 1 5 0 . 1 9 0 6 0 . 1 9 2 3 0 . 1 9 0 9 0 : 1 9 5 5 
(0.1044) (0.1042) (0.1034) (0.1051) (0.1039) (0.1604) 
C 2 I = 0 . 2 0 0 . 2 0 4 1 0 . 1 9 1 8 0 . 1 9 0 3 0 . 2 7 4 9 0 . 1 3 2 7 0 . 1 9 3 2 
(0.1291) (0.1398) (0.1432) (0.2085) (0.1127) (0.1509) 
C 2 2 = 0 . 1 0 0 . 0 6 2 1 0 , 0 4 2 4 0 . 0 4 0 1 0 . 0 6 5 5 0 . 0 3 3 7 0 . 0 4 5 4 
(0.1222) (0.1620) (0.1648) (0.2633) (0.1240) (0.1685) 
/?12=0.20 0 . 1 9 1 7 0 . 1 8 6 3 0 . 1 9 2 7 0 . 2 6 0 4 0 . 1 2 5 1 0 . 1 9 6 1 
(0.1430) (0.2390) (0.2382) (0.2914) (0.1769) (0.2423) 
FLI，2=-1.00 - 1 . 0 1 2 1 - 1 . 0 1 2 1 - 1 . 0 1 2 4 - 1 . 0 1 3 0 - 1 . 0 1 2 5 - 1 . 0 3 3 2 
(0.1559) (0.1553) (0.1556) (0.1545) (0.1554) (0.2054) 
FLI,3=0.0 0 . 0 1 8 4 0 . 0 1 8 6 0 . 0 1 9 2 0 . 0 1 9 8 0 . 0 1 8 4 0 . 0 0 6 6 
(0.1544) (0.1550) (0.1550) (0.1559) (0.1547) (0.2016) 
2=0.0 - 0 . 0 4 2 8 - 0 . 0 2 6 1 - 0 . 0 2 6 5 - 0 . 0 1 7 8 - 0 . 6 6 6 5 - 0 . 0 2 3 8 
(0.1716) (0.1930) (0.1860) (0.4566) (0.2469) (0.1796) 
3=1.00 0 . 9 7 9 8 0 . 9 9 3 7 0 . 9 9 3 0 1.3779 1.4083 0 . 9 9 4 5 
(0.1522) (0.2227) (0.2157) (0.1762) (0.1711) (0.2075) 
ROOT MEAN SQUARE ERRORS rRMSE) 
P A R A M E T E R OML F M L PML R I M M I M L D M 
C I 1 = 0 . 3 0 0 . 0 9 5 7 0 . 0 9 5 6 0.0945 0 . 0 9 5 4 0 . 0 9 5 6 0 . 1 4 5 0 
C I 2 = 0 . 2 0 0 . 1 0 4 7 0 . 1 0 4 5 0 . 1 0 3 8 0 . 1 0 5 4 0 . 1 0 4 3 0.1605 
C 2 1 = 0 . 2 0 0 . 1 2 9 2 0 . 1 4 0 1 0.1435 0 . 2 2 1 5 0 . 1 3 1 3 0 . 1 5 1 1 
C22=0.10 0.1279 0.1719 0.1754 0.2656 0.1406 0.1771 
/?I2=0.20 0 . 1 4 3 2 0 . 2 3 9 4 0 . 2 3 8 3 0 . 2 9 7 6 0 . 1 9 2 1 0 . 2 4 2 3 
FLI,2=-1.00 0 . 1 5 6 3 0.1558 0.1561 0 . 1 5 5 0 0 . 1 5 5 9 0.2081 
FLI，3=0.0 0 . 1 5 5 5 0 . 1 5 6 1 0.1561 0 . 1 5 7 1 0 . 1 5 5 8 0 . 2 0 1 7 
2 = 0 . 0 0 . 1 7 6 8 0 . 1 9 4 7 0 . 1 8 7 9 0 . 4 5 7 0 0 . 7 1 0 8 0 . 1 8 1 2 
0 2 , 3 = 1 . 0 0 0 . 1 5 3 5 0 . 2 2 2 8 0.2158 0 . 4 1 7 0 0 . 4 4 2 7 0.2075 
Wote that: Sample standard errors are in parentheses 
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TABLE II.II.A.l 
(N=200; Ni-150, N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 Ci2=0.5 fli，2=-0.7 ai,3=0.7 
C 2 1 = 0 . 5 C 2 2 = 0 . 5 FL2,2=-0.7 0 2 , 3 = 0 . 7 
THE POLYCHORIC CORRELATION : 2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML m m m m LDM 
Ci1=0.50 0.4949 0.4948 0.4940 0.4948 0.4949 0.4982 
(0.0551) (0.0551) (0.0550) (0.0550) (0.0551) (0.0632) 
CI2=0.50 0.5061 0.5060 0.5051 0.5059 0.5060 0:5137 
(0.0529) (0.0529) (0.0531) (0.0528) (0.0530) (0.0639) 
C21=0.50 0.4923 0.4900 0.4890 0.5229 0.4414 0.4922 
(0.0588) (0.0633) (0.0632) (0.0685) (0.0603) (0.0629) 
C22=0.50 0.4890 0.4968 0.4963 0.5300 0.4453 0.4991 
(0.0679) (0.0755) (0.0754) (0.0811) (0.0722) (0.0771) 
/?I2=0.50 0.4990 0.5029 0.5111 0.5371 0.4554 0.5083 
(0.0716) (0.0812) (0.0824) (0.0850) (0.0761) (0.0822) 
fli,2=-0.70 -0.7206 -0.7206 -0.7190 -0.7204 -0.7204 -0.7246 
(0.0962) (0.0962) (0.0970) (0.0964) (0.0960) (0.1001) 
fli,3=0.70 0.7059 0.7059 0.7052 0.7056 0.7062 0.6978 
(0.0815) (0.0816) (0.0820) (0.0813) (0.0817) (0.1061) 
a2,2=-0.70 -0.7197 -0.7196 -0.7198 -0.7880 -0.9338 -0.7228 
(0.0939) (0.1192) (0.1190) (0.1373) (0.1088) (0.1237) 
02,3=0.70 0.6991 0.6961 0.6936 0.7593 0.9038 0.6886 
(0.0882) (0.0949) (0.0960) (0.1155) (0.0897) (0.1012) 
ROOT MEAN SQUARE ERRORS (RMSE) 
PARAMETER QML FML PML RIM MIM LDM 
CII=0.50 0.0553 0.0553 0.0553 0.0553 0.0553 0.0632 
CI2=0.50 0.0533 0.0533 0.0533 0.0531 0.0534 0.0653 
C2I=0.50 0.0592 0.0641 0.0642 0.0722 0.0841 0.0634 
C22=0.50 0.0688 0.0756 0.0755 0.0865 0.0906 0.0771 
/?12=0.50 0.0716 0.0812 0.0831 0.0928 0.0883 0.0826 
ai,2=-0.70 0.0984 0.0983 0.0988 0.0986 0.0981 0.1031 
^1,3=0.70 0.0818 0.0818 0.0822 0.0815 0.0819 0.1061 
fl2，2=-0.70 0.0960 0.1209 0.1206 0.1631 0.2579 0.1258 
^ 2 , 3 = 0 . 7 0 0 . 0 8 8 2 0 . 0 9 5 0 0 . 0 9 6 2 0 . 1 2 9 9 0 . 2 2 2 6 0 . 1 0 1 8 
Wote that: i)ample standard errors are in parentheses 
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TABLE I.II.A.2 
(N=200; NI=100, N2=100) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
C 2 1 = 0 . 5 C 2 2 = 0 . 5 ao o=-0 7 7 
THE POLYCHORIC CORRELATION : 幻，3-0.7 
MEAN VALUES ny THE ESTIMATES 
PARAMETER QML FML PML RIM MIM LDM 
cii=0.50 0.4949 0.4949 0.4940 0.4947 0.4949 o 4987 
(0.0551) (0.0550) (0.0550) (0.0550) (0.0550) (o!o693) 
CI2=0.50 0.5O61 0.5062 0.5051 0.5058 0.5060 0 5039 
(0.0529) (0.0529) (0.0531) (0.0528) (5.0531) ( S :溫 ?） 
0.4923 0.4822 0.4814 0.5427 0.3839 0.4829 
(0.0588) (0.0745) (0.0728) (0.0865) (0.0618) (0.0713) 
C22=0.50 0.4890 0.5144 0.5144 0.5867 0.3988 0 5088 
(0.0679) (0.0961) (0.0953) (0.1062) (6.0868) ( S . ' S ) 
/?12=0.50 0 . 4 9 9 0 0 . 5 0 6 0 0 . 5 0 8 8 0 . 5 7 3 0 0 . 4 0 0 9 0 5059 
(0.0716) (0.1105) (0.1157) (0.1370) ( S . S ) (01169) 
FLI，2=-0.70 -0.7206 -0.7204 -0.7188 -0.7198 -0.7204 -0 7220 
( 0 . 0 9 6 2 ) ( 0 . 0 9 6 2 ) ( 0 . 0 9 7 2 ) ( 0 . 0 9 7 0 ) ( 0 . 0 9 6 2 ) ( 0 ： 1 3 3 4 ) 
'3=0.70 0.7059 0.7057 0.7051 0.7054 0.7062 0 7052 
(0.0815) (0.0819) (0.0821) (0.0820) (0.0822) (0:1172) 
FL2，2=-0.70 -0.7197 -0.7229 -0.7311 -0.8407 -1.2067 -0 7403 
(0.0939) (0.1342) (0.1347) (0.1769) (O.Il56) (0：15?5) 
FL2，3=0.70 0 . 6 9 9 1 0 . 6 8 5 4 0 . 6 7 6 7 0 . 7 9 5 5 1 . 1 5 2 4 0 6711 
(0.0882) (0.1241) (0.1270) (0.1705) (5.1089) ( O l l l l ) 
ROOT MEAN SQUARE ERRFLRS (TTWQY.) 
P 麵 ™ QML FML PML RIM MIM LDM 
Ci 1=0.50 0.0553 0.0553 0.0553 0.0552 0 0 5 m 0 nfio^  
C I 2 = 0 . 5 0 0 . 0 5 3 3 0 . 0 5 3 3 0 . 0 5 3 3 O OLLL 0 O S S O S 
C2i=0.50 0.0592 0.0766 0.0752 0 0 9 ^ 0 1315 S . S S 
C2 2=0.50 0.0688 0.0972 0.0964 0 1370 2'1334 oilll 
2=0.50 0.0716 0.1106 0.1161 5 1552 o i l o o 0 1171 
A I， 2 = - 0 J 0 0 . 0 9 8 4 0 . 0 9 8 3 0 . 0 9 8 9 0 . 0 9 8 9 0 0 9 8 4 O ' L 3 5 2 
FLI，3=0 72 0.0818 0.0820 0.0823 0.0822 0 0824 0 I S 
70 0.0960 0.1362 0.1382 0.2261 0 5197 0 1558 
> 3 = 0 . 7 0 0 0 8 8 2 0 . 1 2 4 9 0 . 1 2 9 1 0 . 1 9 5 4 0 . 4 6 5 3 0 ： 1 4 1 4 
Note tnat: Sajnpie standard errors are in parentheses 
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TABLE II.II.A.l 
(N=100; Ni=50 ， N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
C i 1 = 0 . 5 C i 2 = 0 . 5 o- n 7 " n 7 
C 2 1 = 0 . 5 C 2 2 = 0 . 5 ^ ' ： I ' l ， 
THE POLYCHORIC CORRELATION : 幻 ， ^ 2 , 3 = 0 . 7 
MEAN VALUES nF THE ESTIMATES 
i m m OML FML PML RIM MIM LDM 
Ci1=0.50 0.5029 0.5026 0.5018 0.5026 0.5025 0 5iq8 
( O . O M ) (0.0712) (0.0706) (0.0709) (5：0?14) ( O I M ) 
Ci2=0.50 0.4892 0.4890 0.4883 0.4883 0.4889 0 4987 
(0.0863) (0.0863) (0.0863) (0.0861) (0.0864) (OAlll) 
C2I=0.50 0.4862 0.5029 0.5020 0.5584 0.4049 0 5091 
( 0 . 0 8 6 4 ) ( 0 . 1 1 5 8 ) ( 0 . 1 1 7 5 ) ( 0 . 1 3 0 5 ) ( 5 . 1 1 2 9 ) ( 5 ： 1 2 9 8 ) 
C22=0.50 0.4909 0.4917 0.4913 0.5455 0.3949 0 4969 
(0.0962) (0.1141) (0.1138) (0.1327) (5.0970) ( S : S S ) 
/?12=0.50 0 . 4 9 8 3 0 . 5 0 6 3 0 . 5 2 5 7 0 . 5 7 6 2 0 . 4 1 7 1 0 5202 
(0.1118) (0.1487) (0.1522) (0.1657) ( S . S I L ) (?：1553) 
fli，2=-0.70 -0.7232 -0.7234 -0.7213 -0.7221 -0 7233 -O 72^8 
(0.1609) (0.1603) (0.1623) (0.1598) (0 16?0) (Ollll) 
fli,3=0.70 0.7061 0.7065 0.7046 0.7044 0.7062 0 7051 
(0.1339) (0.1336) (0.1322) (0.1338) (5：1336) (S.'mg) 
fl2，2=-0.70 -0.7196 -0.7369 -0.7323 -0.8830 -1.1968 -0 7294 
( 0 . 1 4 5 3 ) ( 0 . 1 8 3 3 ) ( 0 . 1 8 4 4 ) ( 0 . 2 4 0 4 ) ( 0 . 1 5 2 6 ) ( 5 ： 2 0 5 1 ) 
>3=0.70 0.6840 0.6871 0.6846 0.8297 11627 0 fi871 
(0.1292) (0.1671) (0.1744) (0.2169) (；：1441) (0 SoJ) 
ROOT MEAN SqnAttF. BBRPRS fRMSE) 
M M M QML F M L M L R I M M I M L D M 
C U = I ， P 0 . 0 7 1 3 0 . 0 7 1 3 0 . 0 7 0 6 0 . 0 7 1 0 0 0715 0 1123 
” ？ Q . 0 8 6 9 0.0871 0.0869 5 0871 0 1117 
C2I=0.50 0.0875 0.1159 0.1175 0 1429 0 I47FI N I^NI 
^22=0.50 0.0966 0.1145 O.llS 0：1403 2'1430 0 1200 
P i 2 = 0 . 5 0 0.1118 0.1488 0.1544 0.1824 0 i S s 0 
«i，2=-0J0 0.1625 0.1620 0.1637 0 1613 5'l62? Ollll 
70 0.1341 0.1338 0.1323 0.1339 OAsil 
fl2，2=-0 p 0.1466 0.1870 0.1872 0.3021 0 5197 S 2072 
:2，3=0 70 0 1302 0.1676 0.1751 0.2527 0：4846 O m l 
Mote that: Sample standard errors are in parentheses 
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TABLE I.TT.B.1 
(N=200; Ni=:150, N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Ci 1=0.5 Ci2=0.5 "…- 1 n " n n 
C 2 i = 0 . 5 C 2 2 = 0 . 5 a l o-OO . ' ' ' A 
THE POLYCHORIC CORRELATION : ''' «2，3:1.0 
MEAN VALUES FLF THE ESTIMATES 
i m m OML FML PML RIM MIM LDM 
C I I = 0 . 5 0 0 . 4 9 2 5 0 . 4 9 2 6 0 . 4 9 1 0 0 . 4 9 2 3 0 . 4 9 2 4 0 4 9 9 5 
(
0 . 0
5 8 7 )
 (0.0585) (0.0587) (0.0587) (0.0587) ( O . O S ) 
Ci2=0.50 0.5052 0.5052 0.5040 0.5048 0.5053 0 5073 
(0.0464) (0.0462) (0.0462) (0.0460) (0.0463) { O O L L L ) 
C2i=0.50 0.5065 0.5072 0.5054 0.5456 0.4209 0 50qfi 
( 0 . 0 6 3 5 ) ( 0 . 0 6 6 9 ) ( 0 . 0 6 6 0 ) ( 0 . 0 7 0 7 ) ( 5 . 0 6 6 6 ) ( ? ： 0 6 ? 6 ) 
C22=0.50 0.4782 0.4795 0.4781 0.5168 0 3983 0 4815 
(0.0640) (0.0703) (0.0698) (0.0782) (oolll) {ofjll) 
力 2 二 0 . 5 0 , ^ 4 9 7 3 0 . 4 9 0 2 0 . 5 0 3 4 0 . 5 3 8 1 0 . 4 0 6 9 0 4 9 6 9 
(O.One) (0.0983) (0.0885) (0.0932) (0.0790) (0：0922) 
fli，2=-1.00 -1.0199 -1.0201 -1.0192 -1.0204 -1 0198 -1 0^71 
(0.1022) (0.1021) (0.1025) (0.1020) (J.1J22) (S.'SoJ) 
FLI，3=0.0 - 0 . 0 0 0 7 - 0 . 0 0 0 6 0 . 0 0 0 3 - 0 . 0 0 0 1 - 0 . 0 0 0 5 - 0 0105 
( 0 . 0 6 8 9 ) ( 0 . 0 6 9 0 ) ( 0 . 0 7 2 2 ) ( 0 . 0 6 9 0 ) ( 5 ： 0 6 9 3 ) ( 5 . 0 ^ 9 ) 
fl2，2=0.0 -0.0145 0.0010 -0.0006 0.0142 -0 3324 -O 0042 
(0.0876) (0.1029) (0.1008) (0.1183) (0.0846) (O.'loS) 
fl2，3=1.00 0 . 9 9 9 7 1 . 0 0 7 9 1 . 0 0 6 6 1 . 0 9 4 3 1 . 1 8 7 6 1 0 0 0 3 
(0.0832) (0.0912) (0.0946) (0.1148) (0.0953) (J.'loS?) 
ROOT MEAN SGFABF. (PIFSK) 
m m m OML FML PML RIM MIM LDM 
Cii=i，2 0.0592 0.0590 0.0593 0.0592 0 0592 0 OfilQ 
^^2=0.50 0.0467 0.0464 0.0464 0.0463 0.0^6 o o t h 
^21=0-50 0.0638 0.0673 0.0662 0.0841 0 1035 0 o e m 
^22=0.50 0.0677 0.0733 0.0731 0.0799 - 0'l209 0 0767 
/ ? 1 2 = 0 5 0 0 . 0 7 7 7 0 . 0 9 8 8 0.0885 0 . 1 0 0 7 0 1221 o o l l l 
« 1 ， 2 = - 1 。 0 0 0 . 1 0 4 1 0.1041 0 . 1 0 4 3 0.1040 oioll OlOrl 
'3=0.0 0 . 0 6 8 9 0 . 0 6 9 0 0 . 0 7 2 2 0.0690 0 0693 o o l l l 
2=0.0 0.0888 0 . 1 0 2 9 0.1008 0.1191 osllo S'ISQ 
， ， 3 = 1 : 0 0 0 0832 0.0915 0.0948 0.1486 S.ISS o S 
Note tnat: iiampie standard errors are in parentheses 
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TABLE I.II,B.2 
(N=200; N I = 1 0 0 , N2=100) 
T H E POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 Ci2=0.5 fli,2=-1.0 ai,3=0.0 
C21=0.5 C22=0.5 02,2=0.0 02,3=1.0 
T H E POLYCHORIC CORRELATION : /?I2=0.5 
MEAN VALUES OF THE ESTIMATES 
P A R A M E T E R QML M M M M LDM 
Cii=0.50 0.4926 0.4925 0.4910 0.4919 0.4925 0.4960 
( 0 . 0 5 8 7 ) ( 0 . 0 5 8 6 ) ( 0 . 0 5 8 7 ) ( 0 . 0 5 7 8 ) ( 0 . 0 5 8 8 ) ( 0 . 0 7 7 1 ) 
CI2=0.50 0.5032 0.5033 0.5020 0.5026 0.5035 0.4986 
( 0 . 0 4 5 7 ) ( 0 . 0 4 5 5 ) ( 0 . 0 4 5 5 ) ( 0 . 0 4 5 5 ) ( 0 . 0 4 5 6 ) ( 0 . 0 7 6 6 ) 
C2I=0.50 0.5077 0.5061 0.5049 0.5812 0.3472 0.5074 
(0.0643) (0.0802) (0.0789) (0.0912) (0.0718) (0.0833) 
C22=0.50 0.4763 0.4878 0.4864 0.5658 0.3303 0.4830 
(0.0632) (0.0867) (0.0869) (0.0976) (0.0792) (0.0961) 
/?12=0.50 0.4971 0.4995 0.5051 0.5866 0.3427 0.4993 
(0.0776) (0.1142) (0.1073) (0.1105) (0.0912) (0.1145) 
fli,2=-1.00 -1.0209 -1.0210 -1.0204 -1.0219 -1.0206 -1.0588 
(0.1023) (0.1020) (0.1026) (0.1023) (0.1021) (0.1279) 
fli,3=0.0 -0.0031 -0.0028 -0.0026 -0.0014 -0.0034 -0.0030 
(0.0724) (0.0723) (0.0761) (0.0722) (0.0723) (0.0976) 
fl2,2=0.0 -0.0155 -0.0025 -0.0095 0.0106 -0.6950 -0.0165 
(0.0879) (0.1209) (0.1203) (0.1510) (0.0850) (0.1379) 
fl2,3=1.00 1.0002 0.9891 0.9859 1.1515 1.4042 0.9767 
(0.0833) (0.1180) (0.1219) (0.1663) (0.1133) (0.1371) 
ROOT MEAN SQUARE EMIQRS fKMSE) 
PARAMETER QML FML PML RIM M I M LDM 
CI1=0.50 0.0592 0.0590 0.0593 0.0584 0.0593 0.0772 
CI2=0.50 0.0458 0.0456 0.0455 0.0455 0.0457 0.0766 
C2I=0.50 0.0647 0.0805 0.0790 0.1221 0.1688 0.0837 
C22=0.50 0.0675 0.0876 0.0880 0.1177 0.1873 0.0976 
/?I2=0.50 0.0777 0.1142 0.1074 0.1404 0.1818 0.1145 
ai,2=-1.00 0.1044 0.1042 0.1046 0.1046 0.1042 0.1408 
FLI,3=0.0 0.0725 0.0724 0.0762 0.0722 0.0724 0.0977 
2=0.0 0.0893 0.1209 0.1207 0.1513 0.7002 0.1389 
FL2,3=1.00 0.0833 0.1185 0.1227 0.2249 0.4198 0.1391 
Mote that: Sample standard errors are in parentheses 
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TABLE I.II.B,3 
(N=100; Ni=50 ， N2=50 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Ci1=0.5 CI2=0.5 fli5 2=-1.0 a\ ,3=0.0 
C21=0.5 C22=0.5 02 >2=0.0 fl2 j3=l-0 
THE POLYCHORIC CORRELATION : /?i2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML FML PML RIM MIM LDM 
Ci1=0.50 0.5001 0.4998 0.4982 0.4993 0.4990 0.5160 
( 0 . 0 8 0 8 ) ( 0 . 0 8 0 9 ) ( 0 . 0 7 9 8 ) ( 0 . 0 8 2 5 ) ( 0 . 0 8 0 1 ) ( 0 . 1 2 3 2 ) 
Ci2=0.50 0.4903 0.4910 0.4891 0.4898 0.4913 0.4931 
(0.0797) (0.0802) (0.0797) (0.0801) (0.0806) (0.1283) 
C2I=0.50 0.4934 0.5086 0.5055 0.5654 0.3650 0.5105 
(0.1017) (0.1204) (0.1195) (0.1305) (0.1077) (0.1290) 
C22=0.50 0.5014 0.4885 0.4848 0.5586 0.3498 0.4936 
( 0 . 0 8 6 3 ) ( 0 . 1 0 6 6 ) ( 0 . 1 0 3 0 ) ( 0 . 1 1 0 2 ) ( 0 . 0 8 6 8 ) ( 0 . 1 0 9 9 ) 
/?i2=0.50 0.5035 0.4903 0.5123 0.5861 0.3553 0.5033 
(0.1049) (0.1657) (0.1668) (0.1704) (0.1422) (0.1812) 
AI,2=-1.00 -1.0403 -1.0393 -1.0397 -1.0394 -1.0408 -1.0305 
(0.1639) (0.1633) (0.1638) (0.1643) (0.1628) (0.2350) 
ai,3=0.0 -0.0048 -0.0053 -0.0039 -0.0033 -0.0044 -0.0199 
(0.1274) (0.1283) (0.1289) (0.1302) (0.1275) (0.1536) 
tt2,2=0.0 -0.0235 -0.0210 -0.0206 -0.0181 -0.6923 -0.0135 
(0.1325) (0.1636) (0.1615) (0.1925) (0.1038) (0.1630) 
02,3=1.00 0.9929 0.9946 0.9969 1.1820 1.4204 1.0015 
(0.1423) (0.1702) (0.1758) (0.2390) (0.1567) (0.1922) 
ROOT MEAN SQUARE ERRORS fKMSE) 
PARAMETER OML m m m MIM LDM 
CI1=0.50 0.0808 0.0809 0.0799 0.0825 0.0801 0.1243 
CI2=0.50 0.0803 0.0807 0.0805 0.0808 0.0811 0.1285 
C2I=0.50 0.1019 0.1207 0.1196 0.1460 0.1727 0.1294 
C22=0.50 0.0863 0.1072 0.1041 0.1248 0.1735 0.1100 
/?12=0.50 0.1050 0.1660 0.1673 0.1909 0.2028 0.1813 
FLI,2=-1.00 0.1688 0.1680 0.1686 0.1689 0.1678 0.2369 
ai,3=0.0 0.1274 0.1283 0.1290 0.1302 0.1276 0.1548 
A2,2=0.0 0.1346 0.1650 0.1628 0.1933 0.7000 0.1636 
^2,3=1.00 0.1424 0.1703 0.1759 0.3004 0.4486 0.1922 
Note that: Sample standard errors are in parentheses 
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TABLE II.II.A.l 
(N=200; Ni=150, N2=20 ，N3=20 ,N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli,2=-0.7 fli,3=0.7 
C 2 1 = 0 . 2 C 2 2 = 0 . 1 FL2 > 2 = - 0 . 7 « 2 J 3 = 0 . 7 
THE POLYCHORIC CORRELATION : 2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.30 0.2894 0.2891 0.2891 0.2873 0.2893 0.2892 
(0.0643) (0.0640) (0.0642) (0.0630) (0.0642) (0.0701) 
CI2=0.20 0.2014 0.2000 0.1998 0.2183 0.1855 0.2058 
(0.0618) (0.0706) (0.0718) (0.0766) (0.0668) (0.0764) 
C2I=0.20 0.1947 0.1981 0.1986 0.1932 0.1863 0.1959 
(0.0718) (0.0727) (0.0725) (0.0730) (0.0674) (0.0767) 
C22=0.10 0.0627 0.0659 0.0679 0.0676 0.0614 0.0683 
(0.0828) (0.0937) (0.0927) (0.0963) (0.0834) (0.0933) 
/?12=0.20 0.1936 0.1915 0.1920 0.1844 0.1790 0.1972 
(0.0870) (0.0919) (0.0919) (0.0908) (0.0843) (0.1004) 
fli，2=-0.70 -0.7202 -0.7207 -0.7192 -0.7198 -0.7203 -0.7312 
(0.0997) (0.0994) (0.0991) (0.0999) (0.0995) (0.0974) 
ai,3=0.70 0.7107 0.7104 0.7095 0.7137 0.7107 0.7050 
(0.0799) (0.0801) (0.0801) (0.0831) (0.0799) (0.1088) 
«2,2=-0.70 -0.7134 -0.7136 -0.7132 -0.8289 -0.8349 -0.7123 
(0.1044) (0.1183) (0.1190) (0.1163) (0.1118) (0.1236) 
0 2 ， 3 = 0 . 7 0 0 . 6 9 6 2 0 . 7 0 4 5 0 . 7 0 3 9 0 . 8 2 3 1 0 . 8 2 5 6 0 . 7 0 8 5 
(0.0927) (0.1053) (0.1045) (0.0995) (0.0969) (0.1026) 
ROOT MEAN SQUARE ERRORS (RMSE) 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.30 0.0651 0.0650 0.0651 0.0643 0.0651 0.0709 
CI2=0.20 0.0618 0.0706 0.0718 0.0787 0.0683 0.0766 
C2I=0.20 0.0720 0.0727 0.0725 0.0733 0.0688 0.0769 
C22=0.10 0.0908 0.0997 0.0981 0.1016 0.0919 0.0985 
/9I2=0.20 0.0872 0.0922 0.0922 0.0921 0.0868 0.1005 
fli，2=-0.70 0.1017 0.1015 0.1010 0.1019 0.1016 0.1022 
fli,3=0.70 0.0806 0.0807 0.0807 0.0842 0.0807 0.1089 
FL2，2=-0.70 0.1052 0.1191 0.1197 0.1736 0.1752 0.1242 
fl2,3=0.70 0.0927 0.1054 0.1045 0.1583 0.1587 0.1030 
Note that: Sample standard errors are in parentheses 
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j ^ n m r 大 學 阁 當 
TABLE II,I,A.2 
(N=200; Ni=100, N2=40 ， N3=40 ， N4=20 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 ai，2=-0.7 fli,3=0.7 
C2i=0.2 C22=0.1 a2,2=-0.7 fl2,3=0.7 
THE POLYCHORIC CORRELATION : /?i2=0.2 
M E A N V A L U E S OF T H E ESTIMATES 
PARAMETER OML PsML PML m m LDM 
Ci1=0.30 0.2894 0.2894 0.2894 0.2846 0.2893 0.2828 
(0.0643) (0.0641) (0.0642) (0.0650) (0.0643) (0.0792) 
CI2=0.20 0.2014 0.2027 0.2038 0.2460 0.1708 0.2010 
(0.0618) (0.0732) (0.0738) (0.0851) (0.0620) (0.0961) 
C2I=0.20 0.1947 0.1954 0.1961 0.1875 0.1718 0.1901 
(0.0718) (0.0812) (0.0792) (0.0813) (0.0683) (0.1023) 
C22=0.10 0.0627 0.0906 0.0932 0.1007 0.0687 0.0945 
(0.0828) (0.1364) (0.1363) (0.1547) (0.1005) (0.1362) 
Pi2=0.20 0.1936 0.1912 0.1921 0.1816 0.1690 0.2016 
(0.0870) (0.1105) (0.1103) (0.1090) (0.1000) (0.1386) 
fli，2=-0.70 -0.7202 -0.7199 -0.7199 -0.7184 -0.7203 -0.7187 
(0.0997) (0.0990) (0.0991) (0.0995) (0.0992) (0.1052) 
fli，3=0.70 0.7107 0.7113 0.7105 0.7181 0.7108 0.7280 
(0.0799) (0.0801) (0.0801) (0.0868) (0.0801) (0.1226) 
a2,2=-0.70 -0.7134 -0.7127 -0.7135 -0.9508 -0.9691 -0.7063 
(0.1044) (0.1203) (0.1205) (0.1216) (0.1060) (0.1309) 
02,3=0.70 0.6962 0.7094 0.7079 0.9562 0.9642 0.7065 
(0.0927) (0.1063) (0.1061) (0.0986) (0.0930) (0.1296) 
R O O T M E A N SQUARE ERRORS FBMSE) 
PARAMETER OML PsML PML RIM MIM LDM 
CI1=0.30 0.0651 0.0650 0.0650 0.0668 0.0651 0.0811 
CI2=0.20 0.0618 0.0733 0.0739 0.0967 0.0686 0.0961 
C2I=0.20 0.0720 0.0814 0.0793 0.0823 0.0739 0.1028 
C22=0.10 0.0908 0.1367 0.1364 0.1547 0.1053 0.1363 
/?12=0.20 0.0872 0.1108 0.1106 0.1105 0.1048 0.1386 
OI,2=-0.70 0.1017 0.1010 0.1011 0.1012 0.1012 0.1069 
AI,3=0.70 0.0806 0.0809 0.0807 0.0887 0.0809 0.1257 
a2,2=-0.70 0.1052 0.1210 0.1212 0.2787 0.2892 0.1310 
0 2 , 3 = 0 . 7 0 0 . 0 9 2 7 0 . 1 0 6 7 0 . 1 0 6 4 0 . 2 7 4 6 0 . 2 8 0 1 0 . 1 2 9 7 
Note that: Sample standard errors are in parentheses 
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TABLE II.II.A.l 
(N=100; Ni=50 ， N2=20 , N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli,2=-0.7 ai,3=0.7 
C21=0.2 C22=0.1 02 J2=-0.7 «2,3=0.7 
THE POLYCHORIC CORRELATION : /?i2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.30 0.3002 0.2998 0.2999 0.2954 0.3000 0.3071 
(0.0877) (0.0875) (0.0872) (0.0837) (0.0872) (0.1177) 
CI2=0.20 6.1699 0.1709 0.1715 0.2068 0.1429 0.1770 
(0.1068) (0.1308) (0.1326) (0.1609) (0.1126) (0.1658) 
C2I=0.20 0.2046 0.2065 0.2065 0.2095 0.1783 0.2156 
(0.1154) (0.1316) (0.1364) (0.1457) (0.1212) (0.1397) 
C22=0.10 0.0627 0.0493 0.0520 0.0604 0.0393 0.0518 
(0.1221) (0.1748) (0.1726) (0.2025) (0.1328) (0.1766) 
/?I2=0.20 0.2060 0.1965 0.2010 0.1918 0.1712 0.2087 
(0.1231) (0.1624) (0.1606) (0.1595) (0.1385) (0.1981) 
AI,2=-0.70 - 0 . 7 0 9 9 - 0 . 7 0 9 5 - 0 . 7 0 8 9 - 0 . 7 0 6 0 - 0 . 7 0 9 6 - 0 . 7 3 2 0 
(0.1632) (0.1627) (0.1629) (0.1716) (0.1631) (0.2069) 
AI,3=0.70 0.7012 0.7020 0.7010 0.7138 0.7016 0.7229 
(0.1557) (0.1557) (0.1554) (0.1598) (0.1556) (0.2098) 
FL2，2=-0.70 - 0 . 7 3 3 8 - 0 . 7 4 8 9 - 0 . 7 4 8 1 - 0 . 9 6 4 1 - 1 . 0 0 0 5 - 0 . 7 6 1 7 
(0.1584) (0.1908) (0.1856) (0.1899) (0.1619) (0.1785) 
02,3=0.70 0.6696 0.6781 0.6777 0.9180 0.9396 0.6732 
(0.1590) (0.1888) (0.1861) (0.1782) (0.1611) (0.1930) 
ROOT MEAN SQUARE ERRORS rRMSE) 
PARAMETER QML PsML m RIM m LDM 
CII=0.30 0.0877 0.0875 0.0872 0.0838 0.0872 0.1179 
CI2=0.20 0.1110 0.1341 0.1356 0.1611 0.1262 0.1674 
C2I=0.20 0.1155 0.1318 0.1366 0.1461 0.1232 0.1405 
C22=0.10 0.1277 0.1820 0.1791 0.2063 0.1460 0.1830 
/ ? 1 2 = 0 . 2 0 0 . 1 2 3 3 0 . 1 6 2 5 0 . 1 6 0 6 0 . 1 5 9 7 0 . 1 4 1 4 0 . 1 9 8 3 
FLI，2=-0.70 0.1635 0.1630 0.1632 0.1717 0.1634 0.2093 
AI，3=0.70 0.1557 0.1557 0.1554 0.1604 0.1556 0.2110 
FL2，2=-0.70 0.1619 0.1970 0.1918 0.3253 0.3413 0.1889 
«2,3=0.70 0.1618 0.1901 0.1874 0.2815 0.2887 0.1949 
Mote that: Sample standard errors are in parentheses 
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TABLE II.I,B,1 
(N=200; Ni=150, N2=20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 (ii，2=-1.0 ai ,3=0.0 
C 2 1 = 0 . 2 C22=0.1 fl2,2=0.0 02,3=1.0 
THE POLYCHORIC CORRELATION : 2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML m m LDM 
Ci1=0.30 0.2985 0.2987 0.2976 0.2981 0.2987 0.3033 
(0.0728) (0.0727) (0.0729) (0.0722) (0.0729) (0.0794) 
CI2=0.20 ‘ 0.2059 0.2059 0.2033 0.2163 0.1893 0.2102 
(0.0555) (0.0666) (0.0651) (0.0705) (0.0607) (0.0711) 
C2I=0.20 0.2016 0.2065 0.2063 0.2481 0.1848 0.2043 
(0.0806) (0.0840) (0.0832) (0.0949) (0.0774) (0.0913) 
C22=0.10 0.0745 0.0890 0.0886 0.1066 0.0734 0.0896 
(0.0744) (0.0804) (0.0817) (0.0945) (0.0705) (0.0822) 
/?12=0.20 0.1949 0.1913 0.1930 0.2345 0.1704 0.1930 
(0.1121) (0.1212) (0.1200) (0.1444) (0.1080) (0.1332) 
fli,2=-1.00 -1.0232 -1.0235 -1.0221 -1.0234 -1.0230 -1.0404 
(0.1007) (0.1004) (0.1006) (0.1008) (0.1008) (0.0991) 
fli,3=0.0 0.0101 0.0096 0.0105 0.0103 0.0097 0.0090 
(0.0913) (0.0914) (0.0915) (0.0919) (0.0915) (0.1060) 
fl2,2=0.0 -0.0214 -0.0162 -0.0171 -0.0088 -0.2057 -0.0195 
( 0 . 1 0 7 6 ) ( 0 . 1 1 8 0 ) ( 0 . 1 1 9 0 ) ( 0 . 1 6 7 5 ) ( 0 . 1 0 3 7 ) ( 0 . 1 2 7 6 ) 
fl2,3=1.00 1.0030 1.0143 1.0133 1.1162 1.1164 1.0155 
(0.0957) (0.1069) (0.1075) (0.1020) (0.1025) (0.1135) 
ROOT MEAN SQUARE ERRORS ( M m 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.30 0.0728 0.0727 0.0730 0.0722 0.0729 0.0795 
CI2=0.20 0.0559 0.0668 0.0652 0.0724 0.0617 0.0719 
C2I=0.20 0.0806 0.0843 0.0835 0.1064 0.0789 0.0914 
C22=0.10 0.0787 0.0812 0.0825 0.0947 0.0753 0.0828 
Pi2=0.20 0.1122 0.1216 0.1202 0.1485 0.1120 0.1333 
OI,2=-1.00 0.1033 0.1032 0.1031 0.1035 0.1034 0.1070 
FLI,3=0.0 0.0919 0.0919 0.0921 0.0925 0.0920 0.1064 
02,2=0.0 0.1097 0.1191 0.1203 0.1677 0.2304 0.1291 
02,3=1.00 0.0957 0.1078 0.1083 0.1546 0.1551 0.1146 
Wote that: Sample standard errors are in parentheses 
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TABLE I.TT.B.1 
(N=200; Ni=100, N2=40 ， N3=40 ， N4=20 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 fli，2=-1.0 fli,3=0.0 
C21=0.2 C22=0.1 02,2=0.0 02,3=1.0 
THE POLYCHORIC CORRELATION : /7i2=0.2 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML m m LDM 
CI1=0.30 0.2985 0.2983 0.2982 0.2964 0.2981 0.2971 
(0.0728) (0.0725) (0.0729) (0.0715) (0.0729) (0.0895) 
CI2=0.20 ‘ 0.2059 0.2114 0.2128 0.2382 0.1800 ‘ 0.2113 
(0.0555) (0.0731) (0.0742) (0.0819) (0.0641) (0.1043) 
C2I=0.20 0.2016 0.2013 0.2015 0.2779 0.1606 0.2046 
(0.0806) (0.0982) (0.0969) (0.1303) (0.0835) (0.1114) 
C22=0.10 0.0745 0.1153 0.1147 0.1626 0.0750 0.1156 
(0.0744) (0.1204) (0.1212) (0.1637) (0.0861) (0.1237) 
/?12=0.20 0.1949 0.1838 0.1870 0.2558 0.1481 0.1812 
( 0 . 1 1 2 1 ) ( 0 . 1 4 3 8 ) ( 0 . 1 4 2 9 ) ( 0 . 1 7 9 4 ) ( 0 . 1 2 2 6 ) ( 0 . 1 5 0 2 ) 
AI,2=-1.00 - 1 . 0 2 3 2 - 1 . 0 2 2 9 - 1 . 0 2 3 0 - 1 . 0 2 3 9 - 1 . 0 2 2 9 - 1 . 0 3 1 1 
(0.1007) (0.1001) (0.1005) (0.1003) (0.1007) (0.1172) 
TTI,3=0.0 0.0101 0.0104 0.0104 0.0115 0.0100 0.0281 
(0.0913) (0.0912) (0.0914) (0.0918) (0.0914) (0.1088) 
FL2,2=0.0 - 0 . 0 2 1 4 - 0 . 0 2 0 8 - 0 . 0 2 2 1 - 0 . 0 2 0 0 - 0 . 4 0 4 3 - 0 . 0 2 5 4 
(0.1076) (0.1278) (0.1302) (0.2272) (0.0996) (0.1430) 
02,3=1.00 1.0030 1.0102 1.0093 1.2253 1.2301 1.0081 
(0.0957) (0.1145) (0.1132) (0.1005) (0.1021) (0.1285) 
ROOT MEAN SQUARE ERRORS rRMSE) 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.30 0.0728 0.0725 0.0729 0.0716 0.0729 0.0895 
CI2=0.20 0.0559 0.0740 0.0752 0.0903 0.0672 0.1049 
C2I=0.20 0.0806 0.0982 0.0969 0.1518 0.0924 0.1115 
C22=0.10 0.0787 0.1213 0.1220 0.1753 0.0897 0.1246 
/?12=0.20 0.1122 0.1447 0.1435 0.1879 0.1331 0.1514 
AI，2=-1.00 0.1033 0.1027 0.1031 0.1032 0.1033 0.1212 
FLI,3=0.0 0.0919 0.0917 0.0920 0.0925 0.0920 0.1123 
2=0.0 0.1097 0.1295 0.1320 0.2281 0.4164 0.1453 
«2,3=1.00 0.0957 0.1149 0.1136 0.2467 0.2517 0.1287 
Mote that: Sample standard errors are in parentheses 
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TABLE I.TT.B.1 
(N=100; Ni=50 ， N2=20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.3 Ci2=0.2 ai，2=-1.0 ai,3=0.0 
C21=0.2 C22=0.1 a2，2=0.0 >3=1-0 
THE POLYCHORIC CORRELATION : /?i2=0.2 
MEAN. V A L U E S OF T H E ESTIMATES 
PARAMETER QML PsML PML m m LDM 
Ci1=0.30 0.3119 0.3111 0.3104 0.3091 0.3107 0.3267 
(0.0953) (0.0953) (0.0942) (0.0938) (0.0948) (0.1419) 
CI2=0.20 ‘ 0.1898 0.1916 0.1899 0.2120 0.1610 0.1944 
(0.1027) (0.1228) (0.1224) (0.1355) (0.1020) (0.1595) 
C2I=0.20 0.2045 0.1962 0.1997 0.2543 0.1625 0.1987 
( 0 . 1 2 9 1 ) ( 0 . 1 3 8 2 ) ( 0 . 1 4 0 6 ) ( 0 . 1 6 7 2 ) ( 0 . 1 1 9 6 ) ( 0 . 1 5 3 9 ) 
C22=0.10 0.0608 0.0464 0.0471 0.0633 0.0324 0.0488 
(0.1224) (0.1672) (0.1646) (0.2228) (0.1275) (0.1690) 
/?i2=0.20 0.1938 0.1930 0.1971 0.2526 0.1600 0.2049 
(0.1427) (0.1739) (0.1675) (0.2249) (0.1444) (0.2371) 
fli，2=-1.00 -1.0061 -1.0064 -1.0068 -1.0058 -1.0064 -1.0250 
(0.1552) (0.1541) (0.1545) (0.1547) (0.1546) (0.1984) 
fli,3=0.0 0.0251 0.0246 0.0256 0.0263 0.0248 0.0126 
(0.1541) (0.1548) (0.1544) (0.1559) (0.1543) (0.1999) 
2=0.0 -0.0422 -0.0238 -0.0234 -0.0241 -0.3434 -0.0195 
(0.1712) (0.1846) (0.1800) (0.3183) (0.3068) (0.1778) 
02,3=1.00 0.9762 0.9956 0.9957 1.2117 1.2179 0.9884 
(0.1549) (0.1977) (0.1932) (0.1728) (0.1728) (0.2093) 
R O O T M E A N SQUARE ERRORS (RISE) 
PARAMETER OML PsML PML RIM MIM LDM 
CI1=0.30 0.0960 0.0960 0.0948 0.0942 0.0954 0.1444 
CI2=0.20 0.1032 0.1231 0.1228 0.1360 0.1092 0.1596 
C2I=0.20 0.1292 0.1383 0.1406 0.1758 0.1253 0.1539 
C22=0.10 0.1285 0.1756 0.1729 0.2257 0.1443 0.1766 
/?I2=0.20 0.1429 0.1740 0.1676 0.2310 0.1498 0.2372 
AI，2=-1.00 0.1553 0.1542 0.1547 0.1549 0.1548 0.1999 
FLI,3=0.0 0.1562 0.1567 0.1566 0.1581 0.1562 0.2003 
02,2=0.0 0.1764 0.1861 0.1815 0.3192 0.4605 0.1789 
«2,3=1.00 0.1567 0.1977 0.1932 0.2733 0.2781 0.2096 
Mote that: Sample standard errors are in parentheses 
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TABLE II.II.A.l 
(N=200; Ni=150, N2=20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 Ci2=0.5 fli,2=-0.7 ai,3=0.7 
C21=0.5 C22=0.5 fl2,2=-0.7 fl2,3=0.7 
THE POLYCHORIC CORRELATION : /?i2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER OML PsML PML m m LDM 
CI1=0.50 0.4930 0.4924 0.4923 0.4891 0.4917 0.4971 
(0.0554) (0.0550) (0.0559) (0.0550) (0.0553) (0.0638) 
CI2=0.50 ‘ 0 . 5 0 4 2 0.5059 0.4987 0.5307 0.4703 0.5112 
(0.0515) (0.0526) (0.0536) (0.0538) (0.0513) (0.0603) 
C2I=0.50 0.4911 0.4919 0.4936 0.5061 0.4615 0.4907 
(0.0574) (0.0602) (0.0587) (0.0622) (0.0583) (0.0614) 
C2 2=0.50 0.4915 0.4973 0.4946 0.5185 0.4483 0.5006 
(0.0660) (0.0716) (0.0773) (0.0751) (0.0731) (0.0766) 
12 =0.50 0.4975 0.5006 0.5056 0.5145 0.4732 0.5076 
(0.0720) (0.0739) (0.0764) (0.0808) (0.0711) (0.0822) 
AI,2=-0.70 -0.7226 -0.7228 -0.7158 -0.7232 -0.7196 -0.7254 
(0.0977) (0.0952) (0.0992) (0.0977) (0.0973) (0.1005) 
AI,3=0.70 0.7072 0.7072 0.7025 0.7169 0.7045 0.7004 
(0.0804) (0.0837) (0.0817) (0.0846) (0.0813) (0.1041) 
02,2=-0.70 - 0 . 7 1 9 6 - 0 . 7 1 5 8 -0.7132 - 0 . 7 6 0 1 - 0 . 8 3 7 8 - 0 . 7 2 2 0 
(0.0939) (0.1045) (0.1061) (0.1146) (0.1019) (0.1241) 
fl2，3=0.70 0.6987 0.6914 0.6849 0.7586 0.8087 0.6876 
(0.0880) (0.0956) (0.0986) (0.1021) (0.0929) (0.1003) 
ROOT MEAN SQUARE ERRORS fRMSE) 
PARAMETER OML PsML PML RIM MIM LDM 
CI1=0.50 0.0559 0.0556 0.0565 0.0560 0.0559 0.0639 
CI2=0.50 0.0517 0.0530 0.0537 0.0619 0.0592 0.0613 
C2I=0.50 0.0581 0.0607 0.0590 0.0625 0.0699 0.0621 
C22=0.50 0.0666 0.0716 0.0775 0.0773 0.0895 0.0766 
/ ? 1 2 = 0 . 5 0 0 . 0 7 2 1 0 . 0 7 3 9 0 . 0 7 6 6 0 . 0 8 2 1 0 . 0 7 6 0 0 . 0 8 2 5 
FLI，2=-0.70 0.1003 0.0979 0.1004 0.1004 0.0992 0.1037 
FLI,3=0.70 0.0808 0.0840 0.0817 0.0863 0.0814 0.1041 
FL2,2=-0.70 0.0960 0.1057 0.1069 0.1294 0.1714 0.1260 
3=0.70 0.0880 0.0960 0.0997 0.1178 0.1430 0.1011 
ISote that: ！Sample standard errors are in parentheses 
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TABLE II.II,A,2 
(N=200; Ni=100, N2=40 ， N3=40 ， N4=20 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 Ci2=0.5 fli，2=-0.7 fli,3=0.7 
C21=0.5 C22=0.5 fl2，2=-0.7 fl2,3=0.7 
THE POLYCHORIC CORRELATION : /?i2=0.5 
MEAN VALUES OF THE ESTTMATES 
PARAMETER QML PsML PML m m LDM 
CII=0.50 0.4956 0.4958 0.4961 0.4924 0.4939 0.5020 
(0.0546) (0.0549) (0.0551) (0.0549) (0.0550) (0.0692) 
Ci2=0.50 ‘ 0.5033 0.5026 0.5032 0.5535 0.4275 0.5008 
(0.0507) (0.0720) (0.0733) (0.0711) (0.0686) (0.0857) 
C21=0.50 0.4918 0.4878 0.4884 0.5143 0.4268 0.4850 
(0.0588) (0.0663) (0.0677) (0.0717) (0.0643) (0.0744) 
C22=0.50 0.4941 0.5042 0.5040 0.5520 0.3780 0.5081 
(0.0699) (0.0957) (0.1044) (0.1019) (0.0851) (0.1049) 
12 =0.50 0.5024 0.5016 0.5050 0.5352 0.4434 0.5059 
(0.0726) (0.0911) (0.0884) (0.0995) (0.0811) (0.1161) 
ai,2=-0.70 -0.7222 -0.7194 -0.7190 -0.7219 -0.7167 -0.7241 
(0.0957) (0.0953) (0.0966) (0.0954) (0.0969) (0.1334) 
FLI，3=0.70 0.7028 0.7027 0.7027 0.7145 0.6992 0.7051 
(0.0808) (0.0782) (0.0802) (0.0876) (0.0815) (0.1169) 
a2,2=-0.70 -0.7209 -0.7246 -0.7307 -0.8186 -0.9851 -0.7381 
(0.0942) (0.1219) (0.1234) (0.1421) (0.1081) (0.1515) 
02,3=0.70 0.6941 0.6912 0.6824 0.8243 0.9412 0.6697 
( 0 . 0 8 6 3 ) ( 0 . 1 0 5 9 ) ( 0 . 1 0 7 5 ) ( 0 . 1 2 2 6 ) ( 0 . 0 9 2 3 ) ( 0 . 1 4 2 9 ) 
ROOT MEAN SQUARE ERRORS rRMSE) 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.50 0.0548 0.0550 0.0552 0.0554 0.0554 0.0693 
CI2=0.50 0.0509 0.0720 0.0733 0.0889 0.0998 0.0857 
C21=0.50 0.0594 0.0674 0.0688 0.0731 0.0975 0.0758 
C22=0.50 0.0702 0.0957 0.1045 0.1144 0.1487 0.1052 
/?12=0.50 0.0726 0.0911 0.0885 0.1055 0.0989 0.1163 
FLI，2=-0.70 0.0982 0.0973 0.0984 0.0979 0.0983 0.1355 
ai，3=0.70 0.0809 0.0782 0.0803 0.0888 0.0815 0.1170 
TT2,2=-0.70 0.0965 0.1243 0.1272 0.1851 0.3049 0.1562 
^2,3=0.70 0.0865 0.1063 0.1089 0.1746 0.2583 0.1461 
Wote that: bample standard errors are in parentheses ‘ 
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TABLE II,II,A.3 
(N=100; Ni=50 ， N2=20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 Ci2=0.5 ai,2=-0.7 ai,3=0.7 
C21=0.5 C22=0.5 «2,2=-0.7 02,3=0.7 
THE POLYCHORIC CORRELATION : 2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML m m LDM 
CI1=0.50 0.4903 0.4912 0.4912 0.4828 0.4880 0.5052 
(0.0668) (0.0666) (0.0649) (0.0641) (0.0651) (0.1021) 
CI2=0.50 ‘ 0.4898 0.4912 0.4908 0.5391 0.4158 0.5023 
(0.0824) (0.0924) (0.0920) (0.0938) (0.0841) (0.1108) 
C2I=0.50 0.4867 0.4980 0.4998 0.5159 0.4361 0.5062 
(0.0854) (0.0909) (0.0971) (0.0998) (0.0867) (0.1276) 
C22=0.50 0.4870 0.4808 0.4852 0.5261 0.3654 0.4862 
(0.0817) (0.1109) (0.1115) (0.1192) (0.0906) (0.1145) 
/? 12 =0.50 0.4903 0.4874 0.4977 0.5196 0.4368 0.4990 
(0.1074) (0.1150) (0.1114) (0.1254) (0.1058) (0.1348) 
FLI，2=-0.70 - 0 . 7 5 0 2 - 0 . 7 4 5 5 - 0 . 7 4 6 7 - 0 . 7 5 2 5 - 0 . 7 4 5 3 - 0 . 7 5 1 3 
(0.1704) (0.1646) (0.1701) (0.1687) (0.1699) (0.1835) 
TTI,3=0.70 0.7174 0.7199 0.7146 0.7472 0.7132 0.7200 
(0.1296) (0.1281) (0.1287) (0.1529) (0.1293) (0.1620) 
FL2,2=-0.70 - 0 . 7 3 2 4 - 0 . 7 3 8 4 - 0 . 7 3 4 0 -0.8415 - 0 . 9 8 8 4 - 0 . 7 1 7 6 
( 0 . 1 4 2 6 ) ( 0 . 1 7 6 6 ) ( 0 . 1 7 9 8 ) ( 0 . 1 9 0 3 ) ( 0 . 1 5 8 7 ) ( 0 . 1 9 9 2 ) 
02,3=0.70 0.6968 0.7057 0.7027 0.8481 0.9601 0.7163 
(0.1270) (0.1505) (0.1460) (0.1548) (0.1263) (0.1799) 
ROOT MEAN SQUARE ERRORS fRMSE) 
PARAMETER QML PsML PML RIM MIM LDM 
CI1=0.50 0.0675 0.0672 0.0655 0.0664 0.0662 0.1022 
CI2=0.50 0.0831 0.0928 0.0925 0.1016 0.1190 0.1108 
C2I=0.50 0.0865 0.0910 0.0971 0.1010 0.1077 0.1278 
C22=0.50 0.0828 0.1125 0.1125 0.1221 0.1623 0.1154 
/?12=0.50 0.1078 0.1157 0.1115 0.1269 0.1232 0.1348 
ai,2=-0.70 0.1776 0.1708 0.1764 0.1767 0.1758 0.1906 
AI，3=0.70 0.1307 0.1297 0.1295 0.1600 0.1300 0.1632 
«2,2=-0.70 0.1463 0.1807 0.1830 0.2371 0.3292 0.1999 
02,3=0.70 0.1271 0.1506 0.1460 0.2142 0.2892 0.1806 
Wote that: Sample standard errors are in parentheses 
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TABLE II.II.B.l 
(N=200; Ni=150, N2=20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Ci1=0.5 Ci2=0.5 tti,2=-1.0 a\,3=0.0 
C21=0.5 C22=0.5 02 >2=0.0 >3=1-0 
THE POLYCHORIC CORRELATION : 2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER OML PsML PML m m LDM 
CI1=0.50 0.4925 0.4929 0.4916 0.4921 0.4914 0.4995 
( 0 . 0 5 8 7 ) ( 0 . 0 5 6 1 ) ( 0 . 0 5 7 9 ) ( 0 . 0 5 7 3 ) ( 0 . 0 5 8 2 ) ( 0 . 0 6 1 9 ) 
Ci2=0.50 ‘ 0.5052 0.5070 0.4970 0.5153 0.4687 0.5073 
(0.0464) (0.0534) (0.0551) (0.0561) (0.0532) (0.0575) 
C2I=0.50 0.5065 0.5087 0.5077 0.5285 0.4522 0.5096 
(0.0635) (0.0647) (0.0658) (0.0668) (0.0607) (0.0676) 
C22=0.50 0.4782 0.4813 0.4779 0.4944 0.4113 0.4815 
(0.0640) (0.0696) (0.0741) (0.0755) (0.0675) (0.0744) 
12 =0.50 0.4973 0.4959 0.5037 0.5241 0.4449 0.4969 
(0.0776) (0.0908) (0.0885) (0.0920) (0.0740) (0.0922) 
ai,2=-1.00 -1.0199 -1.0216 -1.0127 -1.0210 -1.0169 -1.0371 
(0.1022) (0.1013) (0.1024) (0.1021) (0.1021) (0.1007) 
fli,3=0.0 -0.0007 -0.0011 0.0006 -0.0003 -0.0021 -0.0105 
(0.0689) (0.0696) (0.0745) (0.0695) (0.0694) (0.0829) 
02,2=0.0 -0.0145 -0.0047 -0.0085 0.0054 -0.2045 -0.0042 
(0.0876) (0.1004) (0.0998) (0.1070) (0.0889) (0.1098) 
02,3=1.00 0.9997 1.0024 0.9941 1.0746 1.1023 1.0003 
(0.0832) (0.0855) (0.0884) (0.0907) (0.0869) (0.1027) 
ROOT MEAN SQUARE ERRORS (RMSE) 
PARAMETER QML PsML m m m LDM 
CI1=0.50 0.0592 0.0566 0.0585 0.0579 0.0589 0.0619 
CI2=0.50 0.0467 0.0539 0.0552 0.0581 0.0617 0.0581 
C2I=0.50 0.0638 0.0653 0.0663 0.0726 0.0772 0.0683 
C22=0.50 0.0677 0.0721 0.0773 0.0757 0.1114 0.0767 
/? 12 =0.50 0.0777 0.0909 0.0886 0.0951 0.0922 0.0923 
OI,2=-1.00 0.1041 0.1036 0.1032 0.1042 0.1035 0.1073 
FLI,3=0.0 0.0689 0.0696 0.0745 0.0695 0.0694 0.0835 
2=0.0 0.0888 0.1006 0.1001 0.1071 0.2230 0.1099 
FL2，3=1.00 0.0832 0.0855 0.0886 0.1174 0.1342 0.1027 
Wote that: Sample standard errors are in parentheses 
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TABLE II,II,B,2 
(N=200; Ni=100, N2=40 , N3=40 ， N4=20 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Cii=0.5 CI2=0.5 fli,2=-1.0 fli,3=0.0 
C 2 1 = 0 . 5 C 2 2 = 0 . 5 0 2 , 2 = 0 . 0 0 2 , 3 = 1 - 0 
THE POLYCHORIC CORRELATION : pi2=0.5 
ICEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML m MIM LDM 
Ci1=0.50 0.4926 0.4918 0.4916 0.4922 0.4905 0.4960 
(0.0587) (0.0575) (0.0577) (0.0559) (0.0592) (0.0771) 
CI2=0.50 '0.5032 0.5009 0.5018 0.5170 0.4308 0.4986 
(0.0457) (0.0600) (0.0626) (0.0679) (0.0550) (0.0766) 
C21=0.50 0.5077 0.5080 0.5098 0.5484 0.4068 0.5074 
(0.0643) (0.0690) (0.0693) (0.0756) (0.0643) (0.0833) 
C22=0.50 0.4763 0.4813 0.4787 0.5069 0.3272 0.4830 
(0.0632) (0.0888) (0.0928) (0.1021) (0.0773) (0.0961) 
12 =0.50 0.4971 0.4905 0.4998 0.5485 0.3929 0.4993 
(0.0776) (0.1052) (0.0972) (0.1038) (0.0831) (0.1145) 
FLI，2=-1.00 -1.0209 -1.0215 -1.0200 -1.0216 -1.0166 -1.0588 
(0.1023) (0.0991) (0.1016) (0.1024) (0.1026) (0.1279) 
fli,3=0.0 -0.0031 -0.0009 -0.0011 0.0017 -0.0027 -0.0030 
(0.0724) (0.0714) (0.0759) (0.0713) (0.0738) (0.0976) 
FL2，2=0.0 - 0 . 0 1 5 5 - 0 . 0 0 0 8 - 0 . 0 0 8 0 0 . 0 1 2 4 - 0 . 4 0 0 3 - 0 . 0 1 6 5 
(0.0879) (0.1093) (0.1120) (0.1184) (0.0858) (0.1379) 
02,3=1.00 1.0002 1.0023 0.9965 1.1465 1.2229 0.9767 
(0.0833) (0.1014) (0.1068) (0.1149) (0.0978) (0.1371) 
ROOT MEAN SQUARE ERRORS fRMSE) 
PARAMETER OML PsML PML RIM MIM LDM 
Ci1=0.50 0.0592 0.0581 0.0583 0.0565 0.0601 0.0772 
Ci2=0.50 0.0458 0.0600 0.0627 0.0700 0.0884 0.0766 
C2i=0.50 0.0647 0.0694 0.0699 0.0898 0.1132 0.0837 
C22=0.50 0.0675 0.0907 0.0952 0.1024 0.1893 0.0976 
/?12=0.50 0.0777 0.1056 0.0972 0.1145 0.1356 0.1145 
OI,2=-1.00 0.1044 0.1014 0.1035 0.1046 0.1040 0.1408 
tti,3=0.0 0.0725 0.0714 0.0759 0.0713 0.0738 0.0977 
a2,2=0.0 0.0893 0.1093 0.1123 0.1191 0.4094 0.1389 
02,3=1.00 0.0833 0.1014 0.1069 0.1862 0.2435 0.1391 
Note that: Sample standard errors are in parentheses 
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TABLE 1 1 - 1 1 1 3 
(N=100; Ni=50 ， N2:20 ， N3=20 ， N4=10 ) 
THE POLYSERIAL CORRELATIONS THE THRESHOLDS 
Ci1=0.5 CI2=0.5 ai，2=-1.0 a\,3=0.0 
C 2 1 = 0 . 5 C 2 2 = 0 . 5 a 2 , 2 = 0 . 0 5 3=1-0 
THE POLYCHORIC CORRELATION : /?i2=0.5 
MEAN VALUES OF THE ESTIMATES 
PARAMETER QML PsML PML m MIM LDM 
Ci1=0.50 0.4935 0.4938 0.4923 0.4877 0.4895 0.5091 
(0.0731) (0.0740) (0.0729) (0.0761) (0.0729) (0.1180) 
C I 2 = 0 . 5 0 '0.4988 0 . 4 9 5 5 0 . 4 9 3 9 0 . 5 0 9 4 0 . 4 2 6 6 0 . 4 9 9 4 
(0.0856) (0.0984) (0.1003) (0.1014) (0.0926) (0.1335) 
C 2 I = 0 . 5 0 0 . 5 0 2 8 0 . 5 2 0 5 0.5225 0 . 5 5 4 0 0 . 4 2 2 2 0 . 5 2 6 6 
(0.0987) (0.1093) (0.1148) (0.1083) (0.1029) (0.1324) 
C22=0.50 0.4945 0.4828 0.4842 0.5098 0.3363 0.4878 
(0.0853) (0.0951) (0.1108) (0.1047) (0.0886) (0.1048) 
/?12=0.50 0 . 5 1 2 9 0 . 5 0 8 3 0 . 5 1 9 7 0 . 5 6 4 4 0 . 4 1 9 5 0 . 5 1 3 3 
(0.1085) (0.1359) (0.1322) (0.1382) (0.1309) (0.1803) 
FLI,2=-1.00 - 1 . 0 4 9 8 - 1 . 0 4 8 5 - 1 . 0 4 8 1 - 1 . 0 4 7 3 - 1 . 0 4 3 4 - 1 . 0 4 2 1 
(0.1604) (0.1543) (0.1583) (0.1588) (0.1592) (0.2339) 
FLI,3=0.0 - 0 . 0 0 0 4 - 0 . 0 0 1 1 0 . 0 0 0 1 0 . 0 0 2 4 - 0 . 0 0 2 2 - 0 . 0 1 8 9 
(0.1281) (0.1265) (0.1283) (0.1298) (0.1268) (0.1503) 
FL2,2=0.0 - 0 . 0 2 0 4 - 0 . 0 1 6 5 - 0 . 0 1 1 7 0 . 0 0 2 9 - 0 . 3 8 4 5 - 0 . 0 0 8 5 
(0.1335) (0.1392) (0.1416) (0.1549) (0.1746) (0.1586) 
FL2,3=1.00 0 . 9 9 3 3 1 . 0 0 1 2 1 . 0 0 4 1 1 . 1 5 0 7 1 . 2 3 0 4 0 . 9 9 3 7 
(0.1402) (0.1643) (0.1662) (0.1650) (0.1545) (0.1995) 
ROOT MEAN SQUARE ERRORS (RISE) 
PARAMETER QML PsML m m m LDM 
ci1=0.50 0.0734 0.0743 0.0733 0.0771 0.0737 0.1184 
Ci2=0.50 0.0856 0.0985 0.1004 0.1018 0.1182 0.1335 
C 2 1 = 0 . 5 0 0 . 0 9 8 7 0 . 1 1 1 2 0 . 1 1 7 0 0 . 1 2 1 0 0 . 1 2 9 0 0 . 1 3 5 0 
C 2 2 = 0 . 5 0 0 . 0 8 5 5 0 . 0 9 6 6 0 . 1 1 1 9 0 . 1 0 5 2 0 . 1 8 6 2 0.1055 
2=0.50 0.1093 0.1362 0.1337 0.1524 0.1536 0.1807 
FLI,2=-1.00 0 . 1 6 8 0 0 . 1 6 1 7 0.1655 0 . 1 6 5 7 0 . 1 6 5 0 0 . 2 3 7 7 
fli,3=0.0 0.1281 0.1265 0.1283 0.1298 0.1268 0.1515 
fl2,2=0.0 0.1350 0.1402 0.1421 0.1549 0.4223 0.1588 
^ 2 , 3 = 1 . 0 0 0 . 1 4 0 4 0 . 1 6 4 3 0 . 1 6 6 2 0 . 2 2 3 5 0 . 2 7 7 3 0 . 1 9 9 6 
Wote that: Sample standard errors are in parentheses 
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APPENDIX 
Expressions for dO^/dO^ 
「[Cxxbibi'Cxx-(l+VCxxbO]/(l+VCxxbi)l if i = j 
(1) dci/dh^ = • 
^ 0 if i 关 j 
i J = 1，"•，Pi 
(2) 5ci/5aj,k = 0 
= 1，"•，Pi 
k = 2，…，n(i) 
( 3 ) d c i / d r ^ ^ = 0 
i，:j，k = l,...,pi 
j < k 
- [ ( 1 + V C x x b i ) / X x - ( f l i ， k + V / f x ) C x x b i ] / 
( l + b i ' C x x b i ) 3 / 2 i f i = j 
( 4 ) d a i = • 
.9 if i n * 
i，j = 1，"•，Pi 
k = 2，…，n(i) 
「 < M l + V C x x b i ) if i = j 
( 5 ) 細 ， k / 5 a j ， n i = 
0 if " j 
where 万km = kronecker delta, i，j = l，".，pi 
k = 2，…，n(i) 
m = 2，"•，n(j) 
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(6) 5fli,k/5rn,n = 0 
i，n，m = 1，•••，Pi 
n < m 
k = 2， ，n(i) 
「 [ b j - b i ( b i ' C x x b j ) ( 1 + b i ' C x x b i ) ] ] / 
, ” 、 。 ， 。 L [ ( 1 + b i ' C x x b i ) ( l + b j ' C x x b j ) ] - 1 / 2 i f k = i 
( 7 ) 办 i j / 兆 k = • 1 
C x x [ b i - b j ( b j ' C x x b i ) ( l + b j ' C x x b j ) - i ] / 
[(1+bi 'Cxxbi) (1+bj 'Cxxbj)] - V ^ if' k = j 
i，:j，k = l，."，pi 
i < j 
(8) dpi“dak，m = 0 
i，j，k = l,...,pi 
m = 2，•••，n(m) 
「[(l+bi'Cxxbi)(l+bj'Cxxbj.)]-+ (i,j) = (ii,m) 
(9) d p i i / d r 皿=• 
^ 0 if (i,j)半(n,m) 
# (m，ii) 
ij>n,m = l,...,pi 
i < j, n < m 
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