Introduction
The paper deals with the number of zeros of a solution of the n-th order linear differential equation The ideas of this paper are related to some papers by Nehari [5] , [7] , in which second order differential equations were considered. In [5] 9 Nehari pointed out the following basic relationship.
The function By making use of the duality relationship between disconjugancy of (1.3) and univalence of (1.2) (for the necessary condition) and of an integral inequality (for the sufficient condition), (n-2) parameter family of univalent functions.
Our study of equation (1.1) starts with a problem suggested, to us by Z. Nehari. In view of [5] , [7] , what are, if any, the function-theoretic aspects of disconjugancy of n-th order linear differential equations. In the following, we shall prove that a disconjugate equation (1.1) is related to an (n-2) parameter family of univalent functions.
In analogy with (1.2), we consider the function
y TzT
where y^(z) and y 2 (z) are two linearly independent solutions of (1.1), which vanish on a given set S of (n-2) points a,,a~,...,a ~ of D. (Some of these zeros may coincide, giving rise to zeros of higher order). The existence of at least two such linear independent solutions is an immediate consequence of the existence of a foundamental set of n linearly independent
solutions ?], (z) ,?7 (z) , . . . ,*7 (z) of equation (1.1). Indeed, ± z n n setting now, y(z) = £ ^t
one obtains a system of (n-2) homogeneous equations for the n unknown constants OL % and there always exist at least two linearly independent solutions of (2.2). In case of a zero of higher order, e.g. a 1 = a 2 = ... = a m , 1 < m < n-2, (2. The author wishes to express her thanks to Professor Z. Nehari for his valuable advice offered during many discussions. and the same conclusion follows. Moreover, if m = n-2 there exist exactly two linearly independent solutions which vanish (n-2) times at the point a^eD, but for 1 < m < n-2 it does not follow from the general existence theorem that any three solutions of (1.1) which vanish on a set of (n-2) points are linearly dependent. In the following lemma we give two sufficient conditions which guarantee such a situation. We are now ready to formulate the connection between the function (2.1) and the equation (1.1). vanish at a o nor at a n . Considering now the function n-2 n-1
it follows that (2.4) is nonunivalent in D .
Quantities invariant under linear transformations
Our next goal is to express the coefficients of (1.1) in terms of the function (2.1). In case of a disconjugate equation ( The simplest quantity of this type is the Schwarzian derivative
Other invariant quantities may be obtained by differentiating Let f(z)eRC(D), and let
be ci differential operator of order n, operating on f (z) . I^f (3.6) ±s. invariant when f is, subject to a^ linear transformation (1.6), namely if
then I(z) is derived from s (z), and E[f(z)] is identical with 8 JL differential operator of order (n-3) , operating on s(z) , i.e.
Proof.
Let z eD. We may assume without loss of generality that
Because if (3.9) is not true and f (z ) = a, f» (z ) = /3 ^ 0 and f"(z ) = 2y s then the function By differentiation of (3.4) and by induction we obtain
where P _ is a polynomial of order (m+2), in which the high est degree of f (z) is m . Using (3.9), it follows now from (3.10), (3.11), and (3.12) that
By elimination and induction,, (3.13) implies
where Q.. j, (k = 5,6, . ..) is a polynomial of order (k-1) free of terms of order 0 and 1, and Q = Q 3 = 0. Insertion of (3 .9) and (3.14) in (3.6) yields now.
As (3.15) holds for every z eD, it implies the identity (3.8).
4. Relations between the coefficients of (1,1) and the Schwarzian derivative Assume Proof.
Let y, (z) and y 2 (z) be two solutions of (1.1) which satisfy the following initial conditions. Remark.
As noted by R. Haddas the necessary condition goes back to a theorem by Wilczynski [9] .
6. Necessary condition for disconjugancy in the unit disk.
We shall use now the results of Theorems 1, 3 and 4 to obtain a necessary condition for disconjugancy of equation (1.1) in the unit disk. Since disconjugancy is preserved by the transformation (5.7), which is our case means that (1.1) is disconjugate in the unit circle if and only if (5.8) is, we may apply (6.4) to a _, (o) .
Using the fact that for transformations of the unit circle on itself 2 (6.7) dz, 1-
holds 3 we obtain (6.1).
In view of (3.14) and (5.6), it is possible to state Theorem 5 also as a necessary condition for univalence of f(z) in |z| < 1. For k = n = 2 (6.1) reduces to (1.7) which is the necessary condition given by Nehari for the disconjugancy of equation (1.3).
The natural question to be asked next is whether it is possible to establish a sufficient condition for disconjugancy, which will generalize the sufficient condition (1.8).
(Sufficient conditions of different type were given by Nehari in [6] .) It is obvious that the easiest case to handle is that of equation
where we have only one coeficient. For (7.1) we have the following conjecture.
Conjecture.
Assume p(z) is regular in |z| < 1. In. order that (7.1) be discoiijugate in | z | < 1, ijc i^ sufficient that then no solution of (7.3) has two zeros, of order m jLn |z| < 1.
To prove Theorem 6 we need an integral inequality, which will be established in the following lemma. Proof.
For m = 1 (7.6) was proved by Nehari [5] . By a slight change in Nehari ! s proof we first establish the following inequal- Setting now y = 4k-3, (7.7) follows. Equality may hold in (7.7)
if and only if
For k = 1, (7.8) does not satisfy our hypotheses^ so equality in (7.7) is excluded, but for k=2,3,... equality may hold in (7.7)
Applying now (7.7) successively to the functions V(x) = u'
Now (7.9) differs from (7.6) only by a constant. To prove Proceeding now as before by applying (7.7) successively, (7.6) follows.
Remark.
By substituting px for x in (7.6) we obtain a modified form of inequality (7.6), By a suitable choice of the parameters a and e in (7.11) G(z) = eie j!a^ * |a| < 1, 0 < e < 2TT
it is possible to map |z|< 1 onto \C\ < 1 and z, and z ? on two symetric points of the real axes ±p. By Theorem 4, the differential equation (7. 3) is transformed into 
