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Photonic qubits are key enablers for quantum-information processing deployable across a dis-
tributed quantum network. An on-demand and truly scalable source of indistinguishable single
photons is the essential component enabling high-fidelity photonic quantum operations. A main
challenge is to overcome noise and decoherence processes in order to reach the steep benchmarks on
generation efficiency and photon indistinguishability required for scaling up the source. We report
on the realization of a deterministic single-photon source featuring near-unity indistinguishability
using a quantum dot in an ‘on-chip’ planar nanophotonic waveguide circuit. The device produces
long strings of > 100 single photons without any observable decrease in the mutual indistinguisha-
bility between photons. A total generation rate of 122 million photons per second is achieved
corresponding to an ‘on-chip’ source efficiency of 84%. These specifications of the single-photon
source are benchmarked for boson sampling and found to enable scaling into the regime of quantum
advantage.
Leveraging photonic quantum technology requires scal-
able hardware. A key enabling device is a high-quality
and on-demand source of indistinguishable single photons
with immediate use for quantum simulators [1], device-
independent quantum communication [2], memoryless
quantum repeaters [3], or as a primer for multi-photon
entanglement sources [4]. Furthermore, single photons
are the natural carriers of quantum information over ex-
tended distances, thereby providing a backbone for the
quantum internet [5] by enabling fully-secure quantum
communication [6] and a modular approach to quantum
computing [7, 8].
An on-demand source of indistinguishable single pho-
tons is the major building block that can be realized ei-
ther with a probabilistic source, which can be heralded
and multiplexed to improve efficiency [9], or using a sin-
gle quantum emitter coupled to a waveguide or cavity
designed to collect the spontaneously emitted single pho-
tons. Significant progress has been made with the latter
approach by coupling quantum dots (QDs) to photonic
nanostructures[10–20], and the governing fundamental
processes determining performance have now clearly been
identified including decoherence processes [21]. Nonethe-
less, deterministic operation of a source of high-quality
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indistinguishable photons on a scalable platform has not
yet been achieved, which is a key enabling step towards
demonstrating quantum advantage with single photons
[22, 23]. Quantum advantage has so far been reported
with superconducting qubits [24] while state-of-the-art
in photonics is the 20-photon experiment reported with
a QD source [25]. Deterministic and coherent operation
requires a number of simultaneous capabilities: i) the QD
must be deterministically and resonantly excited with a
tailored optical pulse whilst eliminating the excess pump
light without reducing the single-photon purity and effi-
ciency, ii) the emitted photon must be efficiently coupled
to a single propagating mode, iii) electrical control of the
QD must be implemented to overcome efficiency loss due
to emission into other QD charge states, and iv) deco-
herence and noise processes must be eliminated over the
relevant time scale [26] in order to produce a scalable
source of multiple indistinguishable photons .
In the present work, we implement all four functional-
ities in a single device, using a QD efficiently coupled to
an electrically contacted planar photonic-crystal waveg-
uide membrane. We generate temporal strings of > 100
single photons with pairwise photon indistinguishability
exceeding 96%. Such a source coupled with an active
temporal-to-spatial mode demultiplexer [14, 27], will set
new standards for multi-photon experiments aimed at
establishing photonic quantum advantage that requires
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2more than 50 photons [22, 28]. In a recent breakthrough
experiment, up to 20 photons were employed in a boson
sampling experiment [25], however the photon indistin-
guishability was observed to decay over the 20-photon
chain. This loss of coherence was also reported in pre-
vious experiments and only explained heuristically [29],
and is likely a consequence of insufficient control of the
QD charge environment leading to noise. In our improved
source, we demonstrate coherence extending to at least
115 photons, as is proven by measuring the mutual de-
gree of indistinguishability between photons emitted with
a time delay approaching a microsecond. The source ef-
ficiency specifying the ‘on-chip’ generation probability of
indistinguishable single photons is ηS = 84% compris-
ing of 92% coupling of the dipole to the waveguide (the
β-factor), 95% efficient emission into the coherent zero-
photon line, 98% radiative decay efficiency, and > 98%
emission of the best-coupled of the two linear dipoles.
Overall we demonstrate the generation of 122 million
photons per second in the waveguide, which is the main
efficiency figure-of-merit that the present experiment tar-
gets. This massive photonic quantum resource is coupled
off-chip and into an optical fiber, with an efficiency lim-
ited only by minor residual loss (4%) in the waveguide
and a chip-to-fiber outcoupling efficiency that reaches up
to 82% with optimized grating outcouplers. The full de-
tails of the efficiency characterizations are presented in
the Appendix in addition with an account of how to op-
timize external coupling efficiencies with already demon-
strated methods in order to reach a fiber-coupled source
with an overall efficiency of 78%. The improved source
coherence will result in shorter runtimes for the valida-
tion of boson sampling in the quantum regime, thereby
overcoming a major technological challenge. Our work
lays a clear path way for demonstrating quantum ad-
vantage in boson sampling with > 50 photons using the
source in combination with realistic low-loss optical net-
works and high-efficiency detectors.
Operational principle of the single-photon device: Fig-
ure 1 displays the device comprising epitaxially grown
QDs embedded in a 170 nm thin membrane (see Ap-
pendix A for details on sample fabrication). The QD
is excited with short optical pulses whereby an excita-
tion in the QD can be deterministically prepared. The
emitted single photons are channeled on-demand into a
photonic-crystal waveguide designed to control the lo-
cal density of optical states such that an embedded QD
emits with near-unity coupling efficiency (quantified by
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FIG. 1. Illustration of the single-photon source device. A
QD embedded in a photonic crystal waveguide is excited us-
ing a pulsed laser at the resonance wavelength of the QD.
The emitted single-photon train is coupled to the waveguide
with near-unity efficiency and outcoupled from the device us-
ing a grating outcoupler (see inset). Metal electrical contacts
(shown in gold) are used for applying a gate voltage across
the QD embedded in the 170 nm thin membrane.
the β-factor) into the waveguide [10]. The collected pho-
tons are subsequently routed on-chip and directed to a
tailored grating for highly-efficient outcoupling to an op-
tical fiber. The spatial separation between the excitation
laser and the collection grating ensures that very high
suppression of the pulsed resonant laser can be obtained
without employing any polarization filtering that could
result in losses. Figure 2(b) shows an example of pulsed
resonance-fluorescence data that exhibit clear Rabi oscil-
lation with highly suppressed laser background.
Demonstration of low-noise operation: The implemen-
tation of electrical contacts on the device, cf. Fig. 1,
leads to a number of salient features: The embedded
QDs can be electrically tuned, the charge state of the
QD is stabilized so that recombination only on the de-
sired transition takes place, and spectral diffusion due to
residual charge noise in the structures can be strongly
suppressed. As a consequence, near-transform-limited
optical linewidths can be achieved in the photonic nanos-
tructures [19, 30], which is essential for generating a scal-
able resource of indistinguishable photons as well as for
more advanced applications of the system for photonic
quantum gates and entanglement generation [21]. Low-
noise operation is demonstrated by exciting the QD with
a tunable laser and collecting the resonance fluorescence.
A typical measurement is displayed in Fig. 2(a), where
two distinct QD transitions (the two orthogonal dipoles
3a)
b)
c)
d)
FIG. 2. Deterministic preparation of an excitation in the QD. (a) Resonance fluorescence measured from a QD in a photonic-
crystal waveguide weakly excited using a continuous wave tunable diode laser. The two bright lines are the charge plateaus of
the fine structure split neutral exciton. (b) Pulsed resonance fluorescence measured with the QD tuned on resonance (Vg = 1.24
V) and excited with a mode-locked laser with pulse width of 20 ps. (c) Lifetime of the resonantly excited QD exhibiting a
single exponential decay with a radiative decay rate of γ = 2.89 ns−1. The black dotted curve is the instrument response
function of the measurement setup. (d) Measured coincidence counts of the single-photon source in a Hanbury Brown and
Twiss interferometer under pi-pulse excitation showing a strongly suppressed peak at time delay τ = 0. The inset shows the
integrated coincidence counts under each peak over a timescale of 50 µs that highlights the minimal bunching observed.
of the neutral exciton) are visible and the excitation
laser is clearly suppressed. A distinct Coulomb-blockade
regime is observed [31] meaning that the QD emits solely
on the identified neutral exciton transition, i.e. blink-
ing to other exciton complexes is fully suppressed. We
observe a QD linewidth of ≈800 MHz, which is close to
the transform limit, and the slight residual broadening
is attributed to slow-time drift (1–10 ms) [32], which is
irrelevant for the generation of indistinguishable photons
over the nano-micro second time scales studied here.
Deterministic single-photon generation: Pulsed reso-
nant excitation allows on-demand operation of the single-
photon device. The QD was excited with 20 ps pulses
and clear Rabi oscillations are observed when increas-
ing the excitation power, cf. Fig. 2(b). Determinis-
tic operation corresponds to excitation with a pi−pulse,
where essentially back-ground free operation is observed
with a very low single-photon impurity contribution of
ξ < 0.007. Here ξ is defined as the ratio of the laser
background to the QD signal intensity. The single-
photon purity is quantified in second-order photon cor-
relation measurements, cf. data in Fig.2(d). We extract
g(2)(0) = 0.015 ± 0.005, which can be further improved
by engineering the resonant excitation pulse [33] or by
implementing two-photon excitation schemes [34]. Im-
portantly, blinking of the source is essentially vanishing
(cf. inset of Fig. 2(d)) up to time-scales approaching mil-
liseconds (data up to 50µs shown). The photon emission
dynamics is reproduced in Fig. 2(c) where a radiative de-
cay rate of γ = 2.89 ns−1 is extracted for the efficiently
coupled dipole, which is enhanced by the Purcell effect
of the waveguide leading to the large β-factor [11].
Generation of long strings of indistinguishable photons:
The indistinguishability of the temporal single photon
train is quantified through photon-photon interference
experiments. In these measurements two photons emit-
ted at different times are interfered in an asymmetric
interferometer with a variable time delay, as schematized
in Fig. 3(a). In this setup, we can measure the degree of
indistinguishability between single photons emitted from
the QD with time intervals Nτp, where τp is the laser
repetition period and N is a positive integer. Figure 3(c)
shows experimental data for the four representative val-
ues N = {1, 38, 76, 114}, where the latter corresponds to
a maximum time delay between two photons of 786.6 ns.
Figure 3(b) shows the recorded correlation histograms
for N = 1 and N = 114 for the two cases where the in-
terfering photons are co- and cross-polarized. The cross-
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FIG. 3. Highly-indistinguishable train of single photons. (a) Schematic of a fiber-based unbalanced Mach-Zehnder interfer-
ometer with a variable fiber delay line (delay time ∆τ) in one arm employed for HOM interference measurements. (b) Photon
indistinguishability measured under pi−pulse excitation for photons generated with ∆τ = 13.8 ns and ∆τ = 786.6 ns, and with
the two input photons co- and cross-polarized by adjusting the half-wave plate in the fiber-delay arm. (c) Photon indistin-
guishability between photon pairs in a temporal string of up to 115 photons reaching > 96%, as illustrated by the interference
of photon 1 with photons 2, 39, 77, and 115. (d) Estimate of boson sampling capabilities of QD sources. Top panel: variational
distance of an ideal boson sampler from the real scenario implemented with the present source (blue curve) and that from
Ref. [25] (red curve). At a given N , higher trace distance requires more sampling events and hence longer time to validate the
boson sampler, thereby inhibiting the scaling into quantum advantage. Bottom panel: minimum source efficiency ηS required
for validating boson sampling with N indistinguishable photons by detecting collision-free events in a fixed runtime of 30 days.
polarized histogram serves as a reference measurement
for extracting the degree of indistinguishability V after
accounting for the setup imperfections (cf. Appendix C
for the analysis). We find V = (96±2)% when accounting
for the finite multi-photon probability discussed above,
while V = (93 ± 2)% is directly recorded. The minor
amount of distinguishability can be attributed to resid-
ual phonon decoherence [35], which is the fundamental
decoherence process that determines the performance of
QD single-photon sources. Importantly, we find the pho-
ton indistinguishability to remain over 96% for delays
corresponding to 115 photons, cf. Fig. 3(c), which is
key for the applicability of the source to reach quantum
advantage, as benchmarked below.
Benchmarking quantum advantage with the source:
Scalable boson sampling experiments employing QD
sources utilize active switching of the temporal string
of single photons into separate optical modes, thereby
realizing a multiphoton source. Even a small degree of
distinguishability of photons can strongly influence the
scalability of boson sampling into the quantum advan-
tange regime [36]. The impact of the improved source
coherence on boson sampling can be quantified using
the variational distance D of boson sampling, which is
the statistical distance between the probability distribu-
tions of photon correlations, implemented using the par-
tially distinguishable photon source and an ideal source
[37, 38]. For distinguishable photons in a Haar unitary
optical network, D ≈ 1 for large N . Therefore, validation
of boson sampling against the classically simulatable case
of distinguishable photons requires D < 1; with larger
D demanding higher number of multiphoton detection
events. Better source coherence, i.e. higher pair-wise in-
distinguishability across the string, results in a lower D
for any N -photon boson sampling, as shown in the top
panel of Fig. 3(d). Importantly, at the comparable D
as the 20-photon boson sampling in Ref. [25], the better
source coherence reported here enables boson sampling
with 54 photons, see Appendix E for details. Figure 3(d)
exploits the required efficiency of the source for boson
sampling versus number of photons for a technologically
feasible operation time of 30 days. We find that reaching
the regime of quantum advantage requires an efficiency
η > 78%, which is met by the current on-chip source and
even achievable with the projected fiber-coupled source,
cf. discussion in Appendix D.4. We emphasize that near-
unity indistinguishability extending over the whole string
of generated photons, which is achieved in our low-noise
devices, is essential for scaling-up to reach the quantum
advantage threshold We note that given the high qual-
5ity photonic resource, these runtimes could be further
improved using the Aaronson-Brod model of boson sam-
pling [39].
We have presented a scalable single-photon source
based on a QD in a photonic waveguide meeting the very
strict requirements needed for demonstrating quantum
advantage of photonic qubits. Reaching quantum advan-
tage is a crucial first step towards advanced quantum sim-
ulators and computers that provides clear benchmarks on
the metrics for quantum hardware. Notably these bench-
marks are universal, i.e. they are also essential figures-
of-merit for more advanced photonic quantum resources
produced with QD sources than the independent photons
required for boson sampling. Consequently, our work
is expected to spur significant interest towards applica-
tion of QD sources for deterministic photonic quantum
gates, multi-photon entanglement generation, and non-
linear quantum optics.
Appendix A: Heterostructure composition and
sample fabrication
The samples are fabricated on a GaAs membrane
grown by molecular beam epitaxy on a (100) GaAs sub-
strate. The substrate is prepared for growth using an
AlAs/GaAs superlattice followed by the growth of a
1150-nm-thick Al0.75Ga0.25As sacrificial layer. Subse-
quently, a 170 nm-thin GaAs membrane containing InAs
quantum dots (QDs) is grown on top of the sacrifical
layer. The membrane constitutes an ultra-thin p-i-n
diode with the heterostructure shown in Fig. 4(a). The
p-i-n diode is used to apply an electric field across the
QDs to reduce charge noise and control the charge state
as well as Stark tune the QD emission wavelength. The
epitaxial n- and p-type regions are realized by doping the
GaAs during the growth with silicon and carbon, respec-
tively. The layer of self-assembled InAs QDs is located
at the center of the membrane in order to maximally
couple to the optically guided TE-mode. The n-type re-
gion is located at a distance of 47 nm from the QDs
to ensure the suppression of cotunneling. The QDs are
capped with a single monolayer of AlAs that assists in
removing the electron wetting layer states [40]. A 53-
nm-thick Al0.3Ga0.7As layer above the QDs is used as a
tunnel barrier to limit the current to a few nA at a bias
voltage of ≈ 1 V, where the QDs can be charged with a
single electron.
The first step in creating the nanostructures is the
fabrication of the electrical contacts to the p-doped
and n-doped layers. Reactive-ion etching (RIE) in a
BCl3/Ar chemistry is used to open vias to the n-layer and
Ni/Ge/Au/Ni/Au contacts are deposited by electron-
beam physical vapor deposition and annealed at 430 ◦C.
Subsequently Cr/Au pads are deposited on the surface
to realize Ohmic p-type contacts. The chip of size 3
mm × 3 mm is divided into five sections with phys-
ical dimensions of 2.5 mm × 0.5 mm. Each of these
sections is connected to separate pairs of electrical con-
tacts. In order to achieve minimum cross-talk between
the different sections, an isolation trench with a width
of 1 µm is patterned. The nanostructuring is then car-
ried out using a soft-mask-based process described in Ref.
[41]. The shallow-etched grating outcouplers are pat-
terned by electron-beam lithography (Elionix F-125; 125
keV electron beam) and then etched using reactive ion
etching (RIE) together with the isolation trenches aimed
at shortening the fabrication process. The photonic crys-
tal waveguides are subsequently patterned using another
electron beam lithography step. These patterns are then
etched in the GaAs membrane using an inductively-
coupled plasma reactive ion etching (ICP/RIE) in a
BCl3/Cl2/Ar chemistry. The residual polymer from the
soft mask is removed by dipping the sample in N-Methyl-
pyrrolidone at 70 ◦C to the sample after the ICP/RIE
process. The sacrificial layer is then removed using wet
etching using hydrofluoric acid to release the membrane.
A scanning electron microscope (SEM) image of one
of the photonic crystal waveguides with lattice constant
a = 248 nm and hole radius r = 70 nm on the processed
chip is shown in Fig. 4(b). The bidirectional waveg-
uides with grating outcouplers at each end is used to
perform resonant transmission measurement for select-
ing QDs that are well-coupled to the photonic crystal
waveguide. The Y-splitter in one of the arms can be
employed to perform on-chip Hanbury Brown and Twiss
measurements by collecting the QD emission from the
two gratings.
Appendix B: Experimental setup
The sample is cooled to 1.6 K in a cryostat with optical
and electrical access. The QD is excited from the top of
the chip using a wide field-of-view confocal microscope
with a high numerical aperture objective (NA = 0.81);
see Fig. 6(a). The emission from the QD is collected at
the grating outcoupler through the same objective and
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FIG. 4. (a) Outline of p-i-n diode heterostructure used to realize the device. (b) Scanning electron microscope image of
the photonic crystal waveguide employed in the measurements with lattice constant a = 248 nm and hole radius r = 70 nm.
The photonic crystal waveguides are terminated with high-efficiency shallow-etched grating outcouplers for collecting the QD
emission.
imaged onto a single-mode optical fibre. The excita-
tion and collection paths are separated at a 5:95 (reflec-
tion:transmission) beam splitter, with the 95% transmis-
sion path for collection. A set of quarter and half wave
plates in the excitation path allow polarization control of
the excitation laser. The QD emission collected in the
fibre is spectrally filtered using a 3 GHz linewidth etalon
(free spectral range: 100 GHz) to suppress the emission
in the phonon sideband. The intensity of the spectrally
filtered emission is measured using a fibre-coupled super-
conducting nanowire single photon detector (SNSPD).
The bias voltage across the QD is tuned using a low-
noise high-resolution DC voltage source.
Appendix C: Analyzing the indistinguishability data
The measured visibility of the HOM interference is af-
fected by 1) the symmetry of the beam splitter employed
in the interferometer (where R and T are the beam split-
ter’s reflectance and transmittance, respectively) and 2)
the precision in aligning the interferometer for maximal
classical interference . The former is limited by the beam
splitter reflectivity, which in our setup was calibrated to
be R = 0.476 and T = 0.524. The latter is maximized in
a best-effort approach at the beginning of the measure-
ment to a typical value of (1−) ≈ 0.995. We employ the
procedure discussed in Ref. [17] and correct the raw indis-
tinguishability for setup imperfections and finite g(2)(0).
The peaks in the measured coincidence counts (c.f.
Fig. 3(b)) are fitted with two-sided single exponential
decays convoluted with the instrument response function
of the single photon detectors. The correlation histogram
is normalized to the amplitude of the peak at long time
delay A(t=50µs)[16]. This procedure of measuring, fitting,
and normalizing the correlation histograms is carried out
for varying polarisation mismatch of the photons inci-
dent at the beam splitter. The polarisation mismatch
is varied by rotating the half-wave plate λ/2 in the fiber
delay arm (c.f. Fig. 3(a)) between 0 and 90 degrees. The
normalization procedure removes the dependence on the
total number of detected coincidences over the measure-
ment time required for the polarisation scan. Figure 5
shows a plot of the normalized peak amplitude at zero
time delay A0 measured at each of the half-wave plate
settings. A0 maximizes for perfectly distinguishable pho-
tons (cross-polarized) and minimizes when the photons
are maximally indistinguishable (co-polarized). The de-
pendence of A0 on the half-wave plate angle θ is fitted to
the function
A0(θ) = Am −Ac sin2(2θ + φ), (C1)
where, φ is a fitting factor that accounts for any offsets
in the half-wave plate position. The amplitudes Am and
Ac are related to the measured HOM visibility Vraw :=
Ac/Am that does not account for setup imperfections.
From the measured raw visibility Vraw, we can extract
the intrinsic visibility V by accounting for the slight im-
balance of the measurement interferometer and the small
probability of a two-photon component in the pulse. V
measures the degree of indistinguishability that the QD
source delivers limited only by intrinsic phonon decoher-
ence broadening of the zero-phonon line, which is the
fundamental process limiting the performance. It is ob-
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FIG. 5. Amplitude of the peak at zero delay A0 of the corre-
lation histogram for varying polarisation mismatch between
the two photons. The polarisation was controlled by rotating
the angle of a half-wave plate θ. The fit to the data yields
the measured visibility Vraw without accounting for setup im-
perfections and finite g(2)(0). The dependence of A0 on θ is
measured for three fiber delays ∆τ , corresponding to interfer-
ence between photons separated by ∆τ in the temporal string.
The offset in θ is chosen to offset the data for clarity.
tained according to [17, 42]
V =
[1 + 2g(2)(0)]
(
R2 + T 2
)
Vraw
2RT (1− )2 . (C2)
where R and T are intensity reflection and transmission
coefficients of the beam splitter, and (1 − ) is the clas-
sical visibility of the interferometer. This equation holds
when the overall detection efficiency of the setup is much
smaller than unity and when the two-photon contribu-
tions correspond to two fully distinguishable photons,
which are good approximations in the present analysis.
The effect of partially indistinguishable two-photon con-
tributions and overall source, setup and detection effi-
ciency approaching unity is to reduce the prefactor of 2
in front of g(2)(0) [43].
Appendix D: Evaluation of the efficiency of the
single-photon source
The overall efficiency of the single-photon source is de-
termined by three parts: 1) the efficiency of the optical
setup used to excite the QD and collect the single pho-
tons, 2) the QD source efficiency, which was introduced
in the main text, and 3) the chip-to-fiber coupling effi-
ciency.
1. Setup efficiency
The optical setup employed in our experiments is
shown in Fig. 6(a). The transmittance of each opti-
cal element used in the setup was carefully character-
ized using a continuous-wave narrow bandwidth diode
laser operating at 947 nm. A resonant excitation laser
is collimated and imaged to the back focal plane of a
wide-field microscope objective (NA = 0.81; apochro-
mat). The microscope objective focuses the excitation
laser to a diffraction-limited spot at the location of the
QD in the sample. The QD emission is collected at
the right shallow-etched grating coupler (without the Y-
splitter in Fig. 4(b)) using the same microscope objec-
tive. The resonant laser and the collected emission is
separated into different spatial modes using a 5:95 (reflec-
tion:transmission) beam splitter, where the transmission
arm is used for collection. The collected emission passes
through a set of quarter and half wave plates (QWP,
HWP in the figure) and is imaged onto a fibre collimator.
The linear polariser in the collection is aligned parallel
to the polarisation axis of the collection grating outcou-
pler. The collection efficiency of the imaging system T
from the device to the entrance of the collection fibre is
70 ± 1%. This efficiency is a product of the transmit-
tances of the microscope objective (81%), beam splitter
(95%), and other optical elements (5 each of on-average
98%). Additionally, we employ a spectral filter (linewidth
= 3 GHz) with a peak transmission efficiency ηf = 87 ±
1%, centered QD resonance to filter out the phonon side
band.
2. QD source efficiency
In this section we evaluate the intrinsic efficiency of
the QD source, which is determined by phonon decoher-
ence, the single-photon coupling efficiency, and residual
minor coupling to other exciton states. We operate the
QD at a gate voltage of 1.241 V, which ensures selective
excitation of the neutral exciton X0. X0 has two bright
states corresponding to spectrally non-degenerate dipoles
(fine structure splitting = 7.5 GHz) with orthogonal lin-
ear polarisations. The location of the QD in the photonic
crystal waveguide determines the coupling of the dipoles,
quantified by the β-factor. We measure an asymmetric
coupling of the dipoles and extract the β-factor by fitting
the resonant transmission dip using the following expres-
sion from Ref. [44]
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FIG. 6. (a)Schematic of the optical setup used in the excitation and collection of emission from a QD embedded in the
nanophotonic device. The sample is cooled to a temperature of 1.6 K in a closed-cycle cryostat. A set of quarter (QWP)
and half (HWP) wave plates are used to control the polarisation of the incident and collected light. (b) Transmitted intensity
collected after propagation through waveguides of varying length, which is used to extract the propagation loss in the waveguide.
T (∆ν) =
{(Γ + 2Γd)[(β − 1)2Γ + 2Γd] + 4∆ν2}(1 + χ2)
(Γ + 2Γd)2 + 4∆ν2 + 4βΓχ∆ν + {[(β − 1)Γ− 2Γd]2 + 4∆ν2}χ2 , (D1)
where, ∆ν is the laser detuning from the QD resonance,
Γ is the natural linewidth of the QD, Γd is the dephasing
rate, and χ is the Fano parameter. The Fano parameter
accounts for the presence of weak back reflections at the
waveguide terminations. Of the governing parameters,
we measure Γ from time-resolved experiments (c.f. Fig.
2(c)). From the fit of the resonant transmission data, we
find β > 90% for the well-coupled dipole. This value is
confirmed by the comparing the radiative lifetime of the
QD in the waveguide to other QDs in a bulk part of the
sample, from which we extract β = (92± 2)% [10].
The well-coupled dipole can be selectively excited
(>50:1 extinction of the pump laser) under pulsed res-
onant excitation by optimizing the polarisation of the
pump laser that is focused on the QD. However, the
complex scattering of the excitation laser induced by the
nanostructure can at times result in imperfect suppres-
sion of the excitation laser. Residual laser scattering in-
creases the single-photon impurity ξ := Isp/Ilaser, where
Isp is the QD emission intensity and Ilaser is the residual
laser intensity. ξ is related to the second-order correlation
function as g(2)(0) = 2ξ − ξ2 [45]. We first optimize the
excitation polarisation for maximum Isp with the con-
straint that ξ < 0.01 at pi-pulse operation. For the QD
studied here, this constraint implied that the polarisa-
tion of the excitation beam was chosen such that the
well-coupled (Y) dipole was excited with a probability of
ηY = 80% while the weaker coupled (X) dipole was ex-
cited with ηX = 20% probability. Under these conditions
we observe a count rate of 8.3 MHz of single photons with
ξ = 0.007 at pi-pulse operation, cf. data in Fig. 7. By
changing the excitation polarisation we were able to in-
crease the efficiency to observe a rate of 10.4 MHz single
photons with ξ = 0.135. Another potential loss of popu-
lation from the neutral exciton in the QD is coupling to
non-radiative dark state. This process will be revealed in
time-dependent measurements of the second-order corre-
lation function g(2)(τ). In the current experiment, this
is a small effect and is quantified by modeling the very
weak bunching observed in g(2)(τ), cf. data in the inset
of Fig. 3(d), using a 3-level system and calculating the
dark state population [46, 47]. We find that the resulting
probability to decay on a radiative transition is ηrad =
98%, i.e. 2% blinking, which is likely a result of the dark
exciton.
Finally, in order to generate highly indistinguishable
photons, the phonon sidebands need to be filtered away
spectrally. The spectrally resolved emission with the ex-
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FIG. 7. (a) Pulsed resonance fluorescence from the QD with two different polarisations of the excitation laser: aligned to
the well-coupled Y-dipole (blue markers) and aligned for the lowest single-photon impurity (red markers). (b) The measured
single-photon impurity ξ for the same polarisations as in (a).
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FIG. 8. Spectrally-resolved resonance fluorescence of the QD
excited using a narrow bandwidth diode laser. The emission
spectra are collected at an excitation power of 3 nW and gate
voltage of 1.24V with the laser tuned to λ = 947.4 nm. The
red curve is the Gaussian fit of the emission in the phonon
side band. The slight underestimation of the phonon sideband
contribution (approximately < 1%) by the fit is due to the
suppression of transmission at λ > 950 nm due to the mode
cutoff of the photonic crystal waveguide.
citation laser on resonance with the Y -dipole is shown in
Fig. 8. The resonance fluorescence spectrum exhibits a
weak pedestal, which corresponds to the residual phonon
side band. The phonon sideband is fitted to a Gaussian
to estimate the fraction emitted in the zero phonon line,
ηzpl = 95 ± 1%. The product of ηY , β, ηzpl, and ηrad
is the intrinsic efficiency of the QD single photon source,
which is found to reach up to 84 ± 4%. This corresponds
to a single-photon rate of 122 MHz for the operated rep-
etition rate of the excitation laser of 145 MHz. This is
the key photonic resource provided by the device that is
sufficient for reaching beyond the threshold of ‘quantum
advantage’ in a boson sampling experiment, as detailed
in Sec. 5 below.
3. Chip-to-fiber efficiency
The photons emitted by the QD couple into the waveg-
uide and propagate to the grating outcoupler, which
diffracts them off-the chip in a narrow solid-angle (NA
≈ 0.2). The propagation loss in single-mode nanobeam
waveguides was estimated by measuring the transmis-
sion through waveguides of varying lengths. Figure 6(b)
shows the measured transmitted intensity at a fixed
power for six waveguide lengths. We fit the intensity
decay to extract the propagation loss per unit length to
be 10.5 dB/mm. In order to estimate the possible ad-
ditional propagation loss in the photonic crystal waveg-
uide, we measure the ratio of the transmitted power in
waveguides of equal length, with and without photonic
crystal structure around the waveguide. Using this mea-
surement, we estimate the propagation loss in a photonic
crystal waveguide to be 14 dB/mm. Consequently, the
propagation efficiency ηp for the 10 µm distance from
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the QD to the shallow-etch grating is 96%, which are
the parameters for the device investigated in the present
manuscript.
The diffraction efficiency of the shallow-etch grating
couplers (SEG) was estimated following the method in
Ref. [48] to be 50± 1%, which is slightly lower than the
reported value in Ref. [48]. This reduction is caused by
a small inaccuracy in the etch depth of the gratings and
can be easily alleviated in a second run. In order to effi-
ciently collect the diffracted single photons into a single-
mode fiber, optimal modematching ηg−f of the diffracted
mode to the fibre mode is necessary. In our current im-
plementation, we measure ηg−f = 59 ± 2%, which was
limited due to the 4f -relay in the collection optics and
can be readily improved to > 95% with optimum choice
of lenses. The total efficiency of the generated single
photons from QD to the fiber is the product ηpηgηg−f ,
which in the current setup is 28 ± 1%. In the following,
we present measurements on a next-generation SEG that
enables > 90% diffraction efficiency.
The coupling efficiency of the SEGs can be improved
by the addition of a stack of distributed Bragg reflectors
(DBR) below the AlGaAs sacrificial layer, as sketched
in Fig. 9(a). This extension boosts the reflection of the
downwards-scattered light from 31 % (bulk reflectivity
of GaAs) to > 99%. To demonstrate this experimentally,
a DBR stack comprising 15 layers of AlAs/GaAs (79/66
nm) was optimized using finite element calculations that
resulted in an estimated coupling efficiency > 90% at
the central wavelength of the SEG transmission spectra,
as shown in the inset of Fig. 9(b) (blue dashed curve).
The wafers with the DBR layer were nanofabricated us-
ing a process similar to that described in Sec. I, but
without the electrical contacts and characterized at 10
K in a liquid Helium flow cryostat. The characterization
structures, shown in Fig. 9(a), are made of two SEGs
connected by a short waveguide (10 µm long). The effi-
ciency estimation is carried out using the same method as
that employed in Ref. [48]. The SEG coupling efficiency
is then obtained by normalizing the intensity of the light
ISEG transmitted through two SEGs by the intensity IRef
of light directly reflected from the unpatterned, uniform
surface in the following way:
ηSEG =
√
ISEG ·RDBR
IRef
, (D2)
where RDBR is the reflection coefficient of the un-
patterned surface with DBR, measured to be 95 %, using
a reflectometer measurement. As shown in Fig. 9(b), the
coupling efficiency around the central wavelength is as
high as ηSEG = 85 % for one SEG (plain blue curve). The
error bars for each measured point arise from the statisti-
cal error, computed for measurements on three different
structures. The discrepancy between the measured and
simulated values is due to the small beam size mismatch
and asymmetry (M2 = 1.2) in the SEG beam diameter,
which can be compensated using beam circularizing op-
tics. Nonetheless, the measured efficiencies represent an
improvement of > 20% compared to our previous work
[48], and highlight the possibility of achieving chip-to-
fiber coupling efficiencies > 90%.
4. Total efficiency
Table S1 summarizes the efficiencies of the device and
the characterization setup that were discussed above.
From all the measured parameters we expect a single-
photon rate of the fiber-coupled source of (10.3 ± 0.7)
MHz, which matches very well with the measured rate of
10.4 MHz. Note that the characterized device was two-
ended meaning that only half of the generated photons
were collected (Directionality: 50%). All efficiencies are
therefore fully accounted for in the experiment, and the
second column of Table S1 breaks down the parameters
of a fully-optimized system using values already experi-
mentally achieved or readily projected. It is found that
a fiber-coupled source of indistinguishable photons ex-
ceeding an overall efficiency 78% can be achieved, which
exceeds the requirements of demonstrating quantum ad-
vantage. It could be mentioned that the chip-to-fiber effi-
ciency could be improved even further, e.g., by replacing
the grating outcouplers with tapered-waveguide coupling
into tapered optical fibers, where efficiencies exceeding
96% have been achieved [50, 51].
Appendix E: Scalable boson sampling with a QD
single-photon source
Boson sampling has been recognized as one of the most
promising ways to establish the advantage of a quantum
machine over its classical counterpart [52]. Photonic bo-
son sampling consists of N identical photons that un-
dergo linear optical transformation in an optical network
with M optical modes (mathematically, an M ×M uni-
tary matrix U) and are subsequently detected. The task
of sampling the output distribution of the network is ef-
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FIG. 9. (a) Schematics of the cross-section of a GaAs membrane (173 nm) with distributed Bragg reflectors AlAs/GaAs
(79/66 nm) below the AlGaAs sacrificial layer (1150 nm). Inset: scanning electron microscope image of the nanostructure for
characterization of the SEG coupling efficiency. (b) Measured grating efficiency (blue solid curve) for structures with DBR
layer at 10 K, compared to simulated data (blue dashed curve). Measured efficiencies for structures without DBR are shown
for comparison (yellow solid curve). Inset: full wavelength range of simulated data, indicating the grating transmission spectra.
All lines are a guide for the eye, while the errorbars are extracted from the standard deviation over multiple structures.
Component efficiency Current device Optimized value
S
O
U
R
C
E
β 92± 5% > 99% [10, 49]
ηY > 98% 100%
Zero phonon line ηzpl 95± 1% 95% [35]
Radiative ηrad 98% > 98%
Single-photon source efficiency ηS 84% > 92%
S
E
T
U
P
Directionality 50% 100%[11]
Collection optics T 70± 1% 100%
Spectral filter ηf 87± 1% > 98%
On-chip propagation ηp 96% 96%
Chip-to-fiber ηgηg−f 29± 1% > 90%
Expected single-photon rate 10.3± 0.7 MHz > 114 MHz
Measured single-photon rate 10.4 MHz
TABLE I. Breakdown of the efficiencies of the source and the characterization setup.
ficiently performed in a quantum machine implementing
the sampling rather than simulating the experiment on
a classical computer. The classical complexity of this
task can be understood as follows: Let ~k and ~l, both M -
dimensional vectors, denote the photon occupation num-
ber at each optical mode, such that
∑M
m=1 km = N and∑M
m=1 lm = N . The probability of detecting the output
configuration ~l, given the input configuration ~k in the
case of perfectly indistinguishable photons is [52]
pˆ(id)(~l|~k) = |perm(U [
~k|~l])|2
µ(~k)µ(~l)
, (E1)
where, U [~k|~l] is the sub-matrix of U with rows specified
from ~k and columns from ~l and µ(~k) :=
∏M
m=1 km!. The
calculation of permanents on a classical computer is con-
jectured to be hard with runtime scaling exponentially
with the size of the sub-matrix. In contrast, the corre-
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FIG. 10. Source efficiency ηS required for N -photon interfer-
ence. The green area is the regime where classical algorithms
cannot approximate the N photon interference with k < N
photons for a photon indistinguihsability V = 0.96. We set an
error-tolerance E ≤ 0.001 for the approximation algorithm.
The dotted line represents the expected quantum advantage
threshold, N ∼ 50 photons.
sponding probability for distinguishable photons at the
input is [52]
pˆ(dist)(~l|~k) = perm(|U [
~k|~l]|2)
µ(~k)
. (E2)
The permanent of the above absolute-squared-matrix,
which has non-negative matrix elements, can be effi-
ciently approximated (polynomial-time with increasing
matrix size) on a classical computer [53].
Experimental realizations of boson sampling can only
be operated in a near-ideal regime. Several theoretical
studies have investigated the effect of realistic imperfec-
tions in the network [54] as well as the internal state of
the photons, i.e. non-identical photons [37, 38, 55, 56]
and photon loss[39, 57]. These studies proposed approx-
imate classical algorithms for boson sampling that could
scale efficiently depending on the degree of photon dis-
tinguishability and photon loss [36, 58–63]. We employ
these studies to investigate the applicability of our source
in the quantum advantage regime.
The single-photon pulse train generated from a QD can
be demultiplexed into different spatial modes [14, 25, 27]
for use in a boson sampling experiment. The two imper-
fections in single photon sources that affect scalability of
boson sampling are non-unity pairwise photon indistin-
guishability and efficiency. The pairwise photon indistin-
guishability is represented as the matrix S with elements
Sij = 〈φi|φj〉∀{i, j} ∈ {1, · · · , N}, where φi and φj are
the internal states of the i-th and j-th photons at the
input, respectively. For perfectly indistinguishable pho-
tons, Si,j = 1. For real sources, |Si,j |2 is the measured
HOM visibility Vij between photons i and j in the pulse
train. For a QD single-photon source, Si,j =
√
Vij as
the photons in the pulse train are spontaneously emitted
and hence lack phase coherence between each other. The
source efficiency ηS is uniform for all the photons in the
single-photon pulse train.
Efficient classical algorithms approximate boson sam-
pling with partially distinguishable and lossy photon
sources. These algorithms approximate N -photon inter-
ference of imperfect photons as interference between k
perfect single photons (k < N) within a certain approx-
imation error E. k is thus the approximation order of
the algorithm, with k = N indicating no approximation.
The bound on the error E at an approximation order k
is related to the source imperfections as [36]
E <
√
(ηSV )k+1
1− ηSV , (E3)
where, V = max.(Vij) and k is the approximation or-
der i.e. the reduced number of photons interfering in the
network (0 ≤ k ≤ N). Further, we assume unity trans-
mission efficiency of the network ηnet = 1 and detection
ηdet = 1. Therefore, for a given E, V and ηS , the in-
equality in the above equation sets the upper limit on the
number of photons that can be classically simulated. The
interface between the green and the white shaded areas
in Fig. 10 is the minimum ηS required such that k = N
for a single-photon source with V = 0.96 and a classi-
cal error E = 0.001. The quantum advantage regime
has been identified as the photonic resource necessary to
outperform the classical computation of the occurence
probability pˆ(~l|~k) on a supercomputer. This regime is
expected to be N ∼ 50 (marked with the dashed line)
[59].
The performance comparison is quantified from the
runtimes of the boson sampler Rq and the classical al-
gorithm Rc such that Rq/Rc > 1 signifies quantum ad-
vantage. The upper-bound on Rq is currently set by the
limit on the continuous operation of the photon sources,
which in practice is weeks [20, 25]. Given this finite run-
time, we calculate Rc required to calculate k-dimensional
matrix permanents on a classical super computer oper-
ating at a sustained rate of 100 PFLOPS [64]. We set
the number of permanents to be calculated as the num-
ber of multiphoton detection events Ns that would be
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FIG. 11. (a) Maximum approximation order k for a classical algorithm that can be performed in a limited runtime of 1 or 30
days on a supercomputer with 100 PFLOPS sustained operation. (b) Source efficiency ηS that can be classically approximated
with k ≤ N − 1 for a source with V = 0.96 within a fixed runtime is marked by the white region. The shaded region is ηS to
achieve exponential scaling of computational hardness in boson sampling, i.e. Rq/Rc > 1. We set the classical error-tolerance
E = 0.001. The dashed curve is the minimum ηS required to experimentally perform the boson sampling within a runtime of
30 days. Technologically, the quantum advantage threshold is the minimum ηS where the boson sampler can outperform the
classical algorithm. At a fixed runtime of 30 days, this occurs at the intersection of the purple shaded region with the dashed
curve at N = 54 photons for ηS = 0.78.
accumulated from the boson sampler to reject the dis-
tinguishable sampler hypothesis. A practical estimate of
Ns is given by the coupon collector’s problem for distin-
guishable photons, which is the number of multiphoton
detection events required to sample at least one photon
from each of the M output modes, Ns ≈ M log(M)/N
[65].
Given the upper-bound on Rc, we calculate the highest
approximation order k for N photons that can be realized
for a classical algorithm based on state truncation[63],
which is shown in Fig. 11(a) for runtimes of 1 day and
30 days. A linear increase with k = N − 1 is observed up
to N = 52 (close to the previously expected quantum ad-
vantage bound), beyond which k is constant. This limit
on k is due to the exponential increase in the computa-
tion time that scales with k as ≈ k2k. If we fix the photon
indistinguishability V and set a classical error-tolerance
E ≤ 0.001, we can extract the highest efficiency ηS that
can be classically computed within the limited k in the
finite runtime [63]. This value of ηS at every N should
be compared with the ηS required to detect Ns multi-
photon events from a boson sampler within the runtime
to determine the regime of quantum advantage.
The efficiency of a boson sampler is a product of four
component efficiencies: 1) source efficiency ηS , 2) demul-
tiplexing efficiency ηdx, 3) optical network transmission
ηnet, and detection efficiency ηd. In a realistic assess-
ment of the experimental feasibility, we determine ηS re-
quired for quantum advantage and fix the other efficien-
cies to experimentally realizable values of ηdx = 90%,
ηnet = 92%, and ηd = 92% [25, 66]. The white regions
in Fig. 11(b) demarcate ηS that can be classically sim-
ulated for a source with V = 0.96. The upper-bound
on classically-simulatable ηS for the runtime of 30 days
closely follows the estimate in Fig. 10 up to N = 52, af-
ter which it decreases monotonically due to the increasing
N − k. To estimate the lower-bound on ηS for an exper-
imental boson sampler to collect Ns collision-free multi-
photon events, we use the probability of their occurrence
over the Haar measure [67]
P (id) ≡
∑
~l|li∈{0,1}
pˆ(id)(~l|~k) =
(
M
N
)
/
(
M +N − 1
N
)
.
(E4)
The runtime of the boson sampler is then calculated by
assuming a 1 GHz repetition rate of the laser exciting
the QD single-photon source, i.e. the multiphoton gener-
ation rate using active demultiplexing is 1/N GHz. The
dashed curve in Fig. 11(b) (also plotted in Fig. 3(d))
is ηS required for collecting Ns multiphoton events from
a boson sampler, which monotonically increases with N .
Comparing the thresholds on ηS set by the classical al-
gorithm (runtime of 30 days) and the boson sampler, we
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conclude that the minimum ηS for quantum advantange
is 78% at N = 54 photons.
1. Effect of source distinguishability on scalability
The reliability of boson sampling validation techniques
[68–71] at a fixed Ns relies on the indistinguishability
of the photons. We will use the validation against the
case of distinguishable photons as an example in this
section. These validation schemes quantify the dissim-
ilarity of the N -photon output probability distribution
in the network p = {pˆ(~l|~k)} from that of distinguishable
photons p(dist) = {pˆ(dist)(~l|~k)}. The estimate of Ns em-
ployed earlier is sufficient for validating a boson sampler
injected with indistinguishable photons, i.e. the maxi-
mally dissimilar distribution p(id) = {pˆ(id)(~l|~k)}. With
partial photon distinguishability, the distibutions p and
p(id) are “distant” is probability space. Given the pho-
ton distinguishability matrix S, the closeness of p and
p(id) is quantified using the variational distance, which
is defined as
D(p(id),p) =
1
2
∑
~l
|pˆ(id)(~l|~k)− pˆ(~l|~k)|. (E5)
The upper bound (conjectured to be a tight bound) for
the variational distance with photon distinguishability
has been derived to be [38]
D(p(id),p) ≤ 1− perm(S)
N !
. (E6)
Recent boson sampling experiments with up to 20
input photons [25] have employed a source where V
decreased over the single-photon pulse train that re-
sults in a non-uniform pairwise visibility Vij . In con-
trast, the improved source demonstrated here exhibits
Vij = V ∀i 6= j. This improvement in V directly im-
pacts the scaling of the variational distance with N as
seen in Fig. 12(a). For the validation of boson sampling,
the Bayesian prior employed is based on the extreme
cases of perfectly indistinguishable and distinguishable
photons. The variational distance between these ex-
treme cases (dashed curve) for Haar unitary matrices is
D(p(id),p(dist)) ≈ (N −1)/N [37]. Non-unity variational
distance separation ∆ ≡ 1−D(p(id),p)/D(p(id),p(dist))
decreases the reliability of validation method for a fixed
Ns. In Ref. [25], N = 20 photon (14 detected photons)
boson sampling in a 60-mode network was reported to
achieve 99.9% reliability with ≈30 multiphoton events.
In comparison, the coupon collector’s problems estimate
of the number of events Ns ≈ 15, which indicates a 2×
overhead. The non-unity ∆ = 0.47 for the source em-
ployed for boson sampling results in this overhead. If the
same source was employed at the quantum advantage
threshold N = 54 photons, we observe that ∆ = 0.13
causing a further increase in the overhead. Therefore, the
validation of boson sampling could require much higher
number of events than those used to establish the quan-
tum advantage threshold in Fig. 11(b). The collection
of these additional events require longer runtimes and
thus inhibits the scaling up into the quantum advantage
regime. Using our improved source, boson sampling with
N = 54 photons has a ∆ = 0.44, cf. Fig. 12(b). This
is a comparable ∆ to the one reported in Ref. [25] with
N = 20. Consequently, the improved performance of our
source means that validation can be implemented at the
quantum advantage threshold with an overhead similar
to the previous experiments that can be readily achieved
using the demonstrated ηS , cf. Appendix D.4.
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