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Abstract—As one subject for the use of the object detection to Bakanae-disease detection, this article makes two 
contributions and get impressive results based on famous Faster-RCNN network. To make Faster-RCNN 
effective and robust, the author introduces the deformable convolution attention mechanism and feature 
pyramid network, the author chose Faster-RCNN as baseline, and then proposed the following two 
improvements based on the characteristics of the rice seedlings. Considering the arbitrary shape of rice 
seedlings, the Deformable Convolution is introduced in the backbone network to capture the characteristics of 
targets in any direction. As for the redundant information in the network, a Channel Attention module is added 
after the FPN to adaptively strengthen the useful information and suppress the interference of redundant 
information. 
The two improvements have greatly improved the learning ability of the network, which is particularly important 
for the detection of irregularly shaped and undefined targets in rice seedlings. In a word, the author designed a 
strong and reliable network for Bakanae-disease detection and actually tested it. 
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I. INTRODUCTION 
Bakanae, from the Japanese for foolish seedling, is 
a disease that infects the rice plant. It induces sterility, 
resulting in a considerable loss of grain yield. Once the 
seeds are contaminated, the pathogen Fusarium fujikuroi 
spreads in the field. In epidemic cases yield losses may 
reach up to 20% or more[1]. Therefore, infected plants 
must be screened at early developmental stages. The 
objective of this study is to find infected plants from 
wide-range images in order to achieve early detection in 
practical situation.  
II. METHODS 
A. Overall Framework 
This is the overall framework of the proposed 
method, which is based on Faster region-based 
convolutional neural network（RCNN）[2]and has the 
following two improvements.  
Fig. 1 Overall Framework of this Bakanae Detection 
 
As shown in figure 1,first, the deformable 
convolution is added to the C2-C5 stage of the backbone 
network; Second, the Channel Attention Module is 
introduced to the P2-P6 stage of Feature Pyramid 
Network. And the backbone is ResNet101 with weights 
pre-trained on ImageNet  
For an input image, the author first uses the backbone 
network based on deformable convolution and the feature 
pyramid network[3] to obtain the multi-scale features P2-
P6. Then, apply the channel attention after them to obtain 
the output feature maps F2-F6. Next, the feature maps are 
not only fed into the region proposal network to generate 
proposals but also generate ROI-features through ROI-
pooling operation along with the proposals. Finally, ROI-
features are sent to the detection branch to get the final 
prediction category and bounding box. Next, the author 
motivation of using feature pyramid network.  
 
B. Faster-RCNN 
 The Faster R-CNN is a universal object detection 
that is widely used in industry and academic. It consists of 
two stages: first, it generates a few hundred or thousand 
candidate object proposals that likely contain objects via 
a region proposal network (RPN), and then, it extracts 
convolutional neural network features from object 
proposals and classifies them as objects or non-objects.  
 
C. Feature Pyramid Network 
Considering the different sizes of seedlings in the 
detection of Bakanae diseases, as shown in the figure, a 
single feature map cannot handle multi-scale problems 
well. In order to solve this problem, the author adopted the 
feature pyramid structure(FPN)[4] that is very commonly 











Fig.2 Feature Pyramid Network Structure 
FPN replaces the output of a single feature map with 
a pyramid structure of multi-scale feature map output. At 
the same time, FPN combines low-level features with 
precise spatial information and high-level features with 
rich semantic information to obtain more discriminative 
features. For the output feature maps of the FPN, the 
feature map with larger spatial resolution can effectively 
improve the detection accuracy of small objects.  
 
D. Deformable Convolution 
As shown in Figure 3.The standard convolution 
kernel is usually a square (such as: 3x3). However, the 
leaves of the Bakanae seedlings extend in any direction. 
The standard convolution kernel cannot fully capture 
the characteristics of the bakanae seedling. Therefore, 
the author uses deformable convolution to replace the 
standard convolution in order to obtain the 
characteristics comprehensively. The Deformable 
convolution changes the shape of the standard 
convolution kernel by learning the offset of each 
position, so as to obtain features from the most suitable 
position for convolution.  
 
Fig.3 Comparison between common sampling points and 
deformable convolution sampling[5] 
When the deformable convolution is stacked, the 
effect of composited deformation is profound. As in left 
Figure, the receptive field and the sampling locations in 
the standard convolution are fixed all over the top feature 
map. And in right figure They are adaptively adjusted 
according to the objects scale and shape in deformable 
convolution. 
Fig.4 Deformable Convolution Structure 
The Deformable convolution can automatically 
calculate the offset of each point in the process of 
convolution operation[6], so as to take features from the 
most suitable place for convolution. 
Here are Illustrations of the fixed receptive field in 
standard convolution. 
Fig.5 Illustration of the fixed receptive field in 
standard convolution(a) and the adaptive receptive field in 
deformable convolution(b) 
As shown in Figure 5.Top : two activation units on 
the top feature map, on two objects of different scales and 
shapes. The activation is from a 3 × 3 filter. Middle: the 
sampling locations of the 3 × 3 filter on the preceding 
feature map. Another two activation units are highlighted. 
Bottom: the sampling locations of two levels of 3 × 3 
filters on the preceding feature map. Two sets of locations 
are highlighted, corresponding to the highlighted units 
above. 
E. Channel Attention 
Convolutional neural networks usually have 
redundant information, which may interfere with the 
category prediction and boundary regression of the object. 
In addition to deformable convolution, the attention 
mechanism also shows huge effect in segmentation and 
detection. In short, the Attention mechanism takes into 
account different weight parameters for each input 
element, so as to pay more Attention to the parts similar 
to the input element and suppress other useless 
information[7]. Its biggest advantage is that it can 
consider global relation and local relation in one step and 
can parallelize computation, which is especially important 
in the environment of big data. 
Attention mechanism mainly has two kinds, spatial 
attention and channel attention. The idea of attention 
mechanism is come from the principle of human eyes,  
and shows impressive effect. Kaiming he and UCAS first 
propose the attention in computer vision[8][9], after that 
the development of attention become fast and can never 
be stemmed. The author only uses channel attention 
because it can get much lift with little increase in 
computing, in particular, is soft channel attention. 
The specific operation of the channel attention 
module is as follows: 
The input feature map is pooled in the spatial 
dimension to obtain the Cx1x1 feature vector, and then the 
feature vector is sent to the two fully connected layers and 
the output results of the fully connected layer are 
normalized by the Sigmoid function. Finally, the 
normalized result, as the weight, is multiplied with the 
original input feature map to achieve adaptive channel re-
weighting. 
Through the channel attention module, the output 
feature maps can enhance useful information and suppress 
redundant information. Therefore, the channel attention 
module is proposed to suppress the interference 
information and enhance the effective information by re-
weighting the feature map in the channel dimension. 
III. RESULTS 
A. Experiment Parameters 
The experimental parameters used in the experiment 
include the learning parameters and model parameters.  
GPU: a 1080Ti video memory 12GB. 
The deep learning framework: Pytorch 
Model parameters: 
Batch-size = 4. Initial learning rate is 0.005. Training12 
epochs. Optimizer: SGD. Momentum= 0.9. Weight 
Decay =0.0001. 
Resolution: the training set are split of big images, 
original resolution is 4000 x 3000,now is 512x512,the 
test set is resized to 1000x600. 
Data set: 
Test set:54 images,60 targets.  Training set: 300 images. 
 
B. Data Augmentation 
Because of the shortage of training set, the author 
uses data augmentation to get more images. 
Data augmentation is a strategy that enables 
practitioners to significantly increase the diversity of data 
available for training models, without actually collecting 
new data[10]. Data augmentation techniques such as 
cropping, padding, and horizontal flipping are commonly 
used to train large neural networks.  
In view of the shortage of training data set samples 
(the original training set only had 300 images and 359 
targets), the data augmentation techniques were adopted 
to augment the training samples. Considering the 
importance of color information in crop detection, color 
brightness, color contrast and color saturation were not 
modified during data expansion. This study uses the 
following five types: horizontal flipping, random 
translation, random cropping, random rotation and adding 
gaussian noise[11]. it must ensure that all objects are 
included in the images after augmentation.  
After that, the training set was increased from 300 to 
1800 images. 
 
C. Evaluation Metric  
Several Terms[12]: 
True Positive(TP): The number of positive examples 
that can be correctly classified, i.e., the number of 
instances (samples) that are actually positive and where 
the classifiers can flourish.  
False Positive(FP): The number of False positives, 
where there may be a negative one, but where the 
classifiers can flourish;  
False negative(FN): is incorrectly divided into the 
number of negative examples, that is, the number of 
instances that are actually positive examples but are 
divided into negative examples by the classifier. 
   True negative(TN): is correctly divided into the 
number of negative examples, that is, the number of 
instances that are actually negative examples and are 
divided into negative examples by the classifier. 
Recall: Recall is the ratio of correctly predicted 




  (1) 
Precision: Precision is the ratio of correctly 




  (2) 
F1 score:F1 score is the weighted average of 
Precision and Recall. 
𝐹1	𝑠𝑐𝑜𝑟𝑒 = 2 × 789:;;×(<89=>=?@
789:;;)(<89=>=?@
  (3) 
Average precision(AP): Average precision is a 
measure that combines recall and precision for ranked 
retrieval results. Average precision computes the average 
precision value for recall value over 0 to 1. 




D. Experiment Results 
The following are some comparison results images of the 
original model and the improved model.  
Model BBoxes True False Recall Precision F1-score AP FPS 
Faster-RCNN 
+FPN 
90 56 34 0.617 0.411 0.493 0.541 14.7 
Faster-RCNN 
+FPN + Aug 
73 46 27 0.767 0.630 0.692 0.746 15.5 
Faster-RCNN 
+FPN+CA+Aug 
55 51 4 0.850 0.927 0.886 0.847 13..6 
Faster-RCNN 
+FPN+DCN+Aug 




58 55 3 0.950 0.983 0.966 0.949 12.1 
Table 1 Results of different models 
P-R Curve 
Fig.6  P-R Curve 
Red line : Original Model(Faster-RCNN+FPN)  
Blue line : Faster-RCNN+FPN + Aug 
Pink line : Faster-RCNN+FPN + CA+Aug 
Yellow line : Faster-RCNN+FPN +DCN+Aug 





There are some sample images about detection results 
and the GT results . 
 
Fig.7 Example 1 of visualization results 
Fig.8 Example 2 of visualization results 







The author trained the original network, and then 
made some improvements on it, and got good results. The 
outstanding performance is in the accuracy of detection. 
Both recall and precision get good results.  
First, in order to solve the problem of insufficient 
data set, the author augment the training set. The results 
show that this method is effective. From the above 
experiments, we can see that adding the data augmentation, 
the results increase from 54.1% to 74.6%, which is mainly 
because the data augmentation increase the diversity of 
training samples and thus improve the detection accuracy.  
From the PR curve, we can see that the effect is 
obviously better after data augmentation. Both accuracy 
and recall rates have been improved visually. When the 
threshold is set appropriately, the results with data 
enhancement are far better than those without. There are 
very important, without data enhanced precision when 
recall is equal to 0.6 there will be a rapid decline, but after 
data enhancement, at the time of recall is equal to 0.8 
precision will be obviously decreased, which fully shows 
the data enhancement effect, and fully demonstrates the 
network of the new type of modified strong learning 
ability. 
Secondly, in order to improve the accuracy, the 
author adds channel attention（CA） and deformable Conv
（DCN） modules to the original model. As shown in the 
above results, by combining these two modules, the 
results have improved significantly. Then obtain the 
detection results by 94.9%. 
In order to further clarify what role CA and DCN 
play in the model, on the basis of the original model, 
separate experiments of CA and DCN were done 
separately. 
As can be seen from the above results, the AP with 
only the CA module is 0.847, and the AP with only the 
DCN module is 0.896. These show that both can improve 
the results. We think there are two reasons:  
1. For DCN, we believe that the DCN can capture 
more direction information through position offset 
compared with the standard Conv operation, so adding 
DCN in the backbone can capture better features of plants 
in multiple directions.  
2. For CA, it adaptive adjusts the response of the 
channel dimension, which strengthens useful information, 
suppresses redundant information, and provides 
discriminative features for subsequent classification and 
regression.  
From the visualization results in Figures 6, 7, and 8, 
we can see that both CA and DCN effectively eliminate 
redundant bounding boxes, only the angle of possible 
elimination is different. In my opinion, the one is to 
eliminate redundant information, and the other is 
equivalent to the shape of the convolution kernel closer to 
the real target, so there are no redundant bounding boxes. 
DCN is to change that convolution kernel. 
Equivalent to shrink box, so there is no redundant 
information.CA is more like the bounding boxes 
unchanged, eliminating redundant information in the 
original bounding boxes. 
V. CONCLUSION 
The main work of this report is the detection of 
Bakanae disease, in order to help farmers improve rice 
yield. 
The data set contains multi-scale objects, a single 
feature map cannot effectively solve the multi-scale 
problem. For this reason, the author chose to add feature 
pyramid network to the traditional Faster-RCNN as the 
baseline, and then put forward the following two 
improvement measures according to the characteristics of 
rice seedlings: 
Considering the arbitrariness of rice seedling shape, 
the deformation convolution is introduced into the 
backbone network to capture the characteristics of the 
target in any direction. 
For the redundant information in the network, a 
channel attention module is added after the FPN to 
enhance the useful information adaptively and suppress 
the interference of redundant information. 
In addition, to solve the problem of insufficient data, 
the training set is expanded. 
Comprehensive experiments show the effectiveness 
of the method. If we put all our previous improvement 
measures together, we can see that the effect is very 
obvious. Both in the speed of convergence and in the final 
result, there is a significant improvement. This network 
structure is very easy to adjust parameters, after adding 
these improvements, the author only needs to use the 
original network super parameters can get satisfactory 
results. This does not need to reset their own super 
parameters, greatly facilitate the use of the network. 
Similarly, the learning ability of our network structure is 
greatly improved, and the results obtained by the original 
network structure cannot meet people’s needs. After our 
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