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Abstract
In an age of increasing energy demand it is clear that we must utilise our energy
resources as efficiently as possible. Current oil extraction methods only recover in
the region of a third of the oil in a reservoir. Presently oil is recovered through
primary methods (pressure differentials) and secondary methods (water-flooding).
However, it has been shown that incremental oil recovery beyond secondary meth-
ods can be achieved via using water floods of decreased salinity. The aim of this
research is to bring clarity to the fundamental mechanisms behind low-salinity en-
hanced oil recovery (EOR), a technique where sea water, partially desalinated, is
used to push increasing amounts of crude oil from existing, and future, oil reser-
voirs, increasing the reservoir lifetime and overall production. In this thesis, the key
mechanisms driving low-salinity EOR have been examined with atomic resolution
using classical molecular dynamics (MD) simulations. Simulations have focussed on
modelling the three-phase properties of clays (montmorillonite and kaolinite) with
model oil compounds (containing decane, decanoic acid and decanamine) at varying
salt concentrations of brines (NaCl and CaCl2). The key result presents that clay
minerals play an important role in the phenomenon of low-salinity EOR. The oil-
wettability of a clay mineral surface is dictated by several factors, including: (a) the
surface charge density of the mineral; (b) the nature of the charge balancing cation
(monovalent vs divalent); (c) the amount of polar components within the oil phase;
(d) the salt concentration of the surrounding flood.
Declaration
The work in this thesis is based on research carried out in the Layered Mineral
Group, the Department of Earth Sciences, Durham, England. No part of this thesis
has been submitted elsewhere for any other degree or qualification. It is all my own
work unless referenced to the contrary in the text.
Copyright© 2017 by Thomas Underwood.
“The copyright of this thesis rests with the author. No quotations from it should be
published without the author’s prior written consent and information derived from
it should be acknowledged”.
iv
Acknowledgements
To all my friends and family, colleagues and acquaintances. I would like to thank
you all for helping me get to the end of my PhD.
To Bia, who has been the foremost supportive figure during this period. To
all my friends from Ustinov. Taras, Elise, Tom, Elena, Jenine, Cahir, Fienke, and
countless others. My life has been enriched by getting to know you all. To the guys
at 214, you were some of the best, most fun housemates I could ever have ask for.
Adam, Fienke, Ben, Edward, Liz; it was a pleasure to spend two years with you.
We had some of the most ridiculous parties, and the annual trips to Amsterdam
will always be cherished. To Adam, for the mumbles we done did speak. To all the
friends I have made along the way. From Friday night football, a weekly ritual that
has been with me since Year 9 (long may it continue); to dance outings in Newcastle.
To my primary supervisor, Chris, who has enabled me to explore the science
that interests me the most. Who has always been there when needed, and who has
always been a friend foremost. To Valentina, who spent an inordinate amount of
time listening to my drunken scientific (and non-scientific) rambles. To Rikan, for
helping my geology throughout. To Pablo, Hala Madrid! To all those within the
group at Durham. I thank you all.
To my family, Mum, Dad and Alice. To Grandma and Grandad. To the Adams
and the Freestones and the Underwoods. You have been the constant in my life.
The backbone. I thank you all for the support, not just during the PhD, but in all
the times beforehand. Here is to new adventures!
v
Contents
Abstract iii
Declaration iv
Acknowledgements v
1 Introduction 1
1.1 Low-Salinity Enhanced Oil Recovery . . . . . . . . . . . . . . . . . . 4
1.1.1 Mechanisms of Low-Salinity Enhanced Oil Recovery . . . . . . 5
1.1.2 Understanding Low-Salinity Enhanced Oil Recovery . . . . . . 7
1.2 Thesis Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Understanding Oil-Brine Interfaces 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Water and Oil Models in Literature . . . . . . . . . . . . . . . 22
2.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1 System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Force Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.3 Molecular Dynamics Simulations . . . . . . . . . . . . . . . . 32
2.2.4 Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1 The Alkane-Vapour Interface . . . . . . . . . . . . . . . . . . 36
2.3.2 The Water-Vapour Interface . . . . . . . . . . . . . . . . . . . 38
2.3.3 The Water-Vapour Interface at Various NaCl Concentrations . 40
vi
Contents vii
2.3.4 The Water-Alkane Interface at Various NaCl Concentrations . 43
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3 Montmorillonite-Organic Interactions under Varying Salinity 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.1 Model Construction . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.2 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.3 Simulation Details . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.4 Analysis Techniques . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.5 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Electric Double Layer Effects . . . . . . . . . . . . . . . . . . 69
3.3.2 Effects of Salinity on Decane . . . . . . . . . . . . . . . . . . . 71
3.3.3 Effects of Salinity on Decanoic Acid . . . . . . . . . . . . . . . 75
3.3.4 Effects of Salinity on Na-decanoate . . . . . . . . . . . . . . . 76
3.3.5 Oil-Wet vs. Water-Wet Clays . . . . . . . . . . . . . . . . . . 79
3.3.6 Extended Simulations of Initially Oil-Wet Ca-Montmorillonite 83
3.3.7 Dynamic Clustering Analysis . . . . . . . . . . . . . . . . . . 84
3.3.8 Dynamic Divalent Cation Bridge Analysis . . . . . . . . . . . 86
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4 The Hofmeister Series for Montmorillonite 94
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2.1 Model Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2.2 Equilibration Details . . . . . . . . . . . . . . . . . . . . . . . 99
4.2.3 Metadynamic Details . . . . . . . . . . . . . . . . . . . . . . . 100
4.2.4 Simulation Details . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2.5 Analysis Details . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3.1 Free Energy Profiles . . . . . . . . . . . . . . . . . . . . . . . 104
July 13, 2017
Contents viii
4.3.2 Na-Montmorillonite . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.3 K-Montmorillonite . . . . . . . . . . . . . . . . . . . . . . . . 109
4.3.4 Cs-Montmorillonite . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.5 Ca-Montmorillonite . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3.6 Ba-Montmorillonite . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4.1 Accuracy of Results . . . . . . . . . . . . . . . . . . . . . . . . 115
4.4.2 Coordination Analysis . . . . . . . . . . . . . . . . . . . . . . 118
4.4.3 Equilibrium Constants and the Hofmeister Series for Mont-
morillonite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5 Kaolinite-Organic Interactions 128
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.1.1 Kaolinite Structure and Properties . . . . . . . . . . . . . . . 131
5.1.2 Kaolinite-Organic Adsorption Mechanisms . . . . . . . . . . . 132
5.1.3 Previous Simulation Studies of Kaolinite . . . . . . . . . . . . 135
5.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.2.1 Model Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.2.2 Simulation Details . . . . . . . . . . . . . . . . . . . . . . . . 141
5.2.3 Analysis Techniques and Visualization . . . . . . . . . . . . . 142
5.3 Results & Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.3.1 Interactions of Decane with Kaolinite . . . . . . . . . . . . . . 144
5.3.2 Interactions of Decanoic Acid with Kaolinite . . . . . . . . . . 149
5.3.3 Interactions of Decanoate Anions with Kaolinite . . . . . . . . 153
5.3.4 Interactions of Decanamine with Kaolinite . . . . . . . . . . . 157
5.3.5 Interactions of Protonated Decanamine with Kaolinite . . . . 161
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6 Kaolinite Wettability at Varying Brine Concentrations 171
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.1.1 Conceptual Model . . . . . . . . . . . . . . . . . . . . . . . . 174
July 13, 2017
Contents ix
6.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.2.1 System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.2.2 Force Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.2.3 Molecular Dynamics Simulations . . . . . . . . . . . . . . . . 181
6.2.4 Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.3.1 Contact Angle Measurements . . . . . . . . . . . . . . . . . . 184
6.3.2 Energy of Adhesion . . . . . . . . . . . . . . . . . . . . . . . . 187
6.3.3 Surface Excess Measurements . . . . . . . . . . . . . . . . . . 189
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7 Thesis Conclusions 195
7.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
7.2 Other Ventures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
7.2.1 A Theoretical Model of Low-Salinity Enhanced Oil Recovery . 202
7.2.2 Dissipative Particle Dynamics . . . . . . . . . . . . . . . . . . 204
7.2.3 Classical/Fluid Density Functional Theory . . . . . . . . . . . 205
7.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Appendix 209
A Supplementary Information 209
A.1 Chapter 3: Supplementary Information . . . . . . . . . . . . . . . . . 209
A.2 Chapter 5: Supplementary Information . . . . . . . . . . . . . . . . . 215
July 13, 2017
List of Figures
1.1 The global energy consumption by source from 1990 to 2040 . . . . . 1
1.2 The increase in oil output during a low salinity flood . . . . . . . . . 3
1.3 Increasing oil output due to wettability alteration . . . . . . . . . . . 6
1.4 The scales of research examining low-salinity EOR . . . . . . . . . . . 8
2.1 Snapshots of the alkane-vapour, water-vapour & water-alkane interface 25
2.2 Surface tension of decane as a function of temperature . . . . . . . . 36
2.3 Density profiles of the decane-vapour interface . . . . . . . . . . . . . 38
2.4 The density profile of TIP4P2005 and SPC/E water models . . . . . 39
2.5 The surface tension dependence on NaCl concentration . . . . . . . . 40
2.6 The surface excess of NaCl at the water-vapour interface . . . . . . . 42
2.7 The decane-water interfacial tension dependence on NaCl concentration 44
2.8 The relationship between water-vapour and water-alkane surface tension 45
3.1 The Gouy-Chapman-Stern model of a clay’s electric double layer. . . 56
3.2 A schematic of the bridging mechanisms influencing low-salinity EOR 57
3.3 The unit cell of montmorillonite . . . . . . . . . . . . . . . . . . . . . 61
3.4 Snapshot of an initially oil-wet and initially water-wet NaMMT . . . 63
3.5 The electric field surrounding montmorillonite at various NaCl con-
centrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.6 Snapshot of decane and decanoic acid interacting with montmorillonite 72
3.7 Density of decane and decanoic acid at the surface of montmorillonite 73
3.8 Na-decanoate interacting with montmorillonite . . . . . . . . . . . . . 77
3.9 Enhanced snapshots of Na-decanoate and montmorillonite . . . . . . 77
3.10 Density profile of oil interacting with Ca-montmorillonite . . . . . . . 78
x
List of Figures xi
3.11 Density profiles of oil-wet vs water-wet montmorillonite . . . . . . . . 80
3.12 Cluster analysis of the oil molecules interacting with montmorillonite 85
3.13 The amount of cation bridges between oil and montmorillonite . . . . 87
4.1 An montmorillonite supercell used in the simulations . . . . . . . . . 98
4.2 The free energy profile of all cations as a function of clay-ion separation104
4.3 The water oxygen density surrounding montmorillonite . . . . . . . . 105
4.4 The RDF of each cation at the surface of montmorillonite . . . . . . . 106
4.5 The xy-planar density of cations at the surface of montmorillonite . . 107
4.6 A comparison of ionic densities surrounding the clay surface . . . . . 117
5.1 Optical microscope, atomic force microscope and MD images of clay
minerals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2 A schematic of four proposed organic-clay adsorption mechanisms . . 133
5.3 The unit cell of Kaolinite used in this study . . . . . . . . . . . . . . 137
5.4 A snapshot of the initial decane-kaolinite setup . . . . . . . . . . . . 138
5.5 The pH range of the AlOH aluminol surface modelled . . . . . . . . . 140
5.6 A schematic of angle definitions . . . . . . . . . . . . . . . . . . . . . 143
5.7 A snapshot of decane interacting with kaolinite . . . . . . . . . . . . 144
5.8 Snapshots of decane at various timestamps . . . . . . . . . . . . . . . 145
5.9 Re-scaled density profiles of decane across the pore spacing . . . . . . 146
5.10 The angle distribution of decane molecules . . . . . . . . . . . . . . . 147
5.11 Post-production snapshots of decanoic acid interacting with kaolinite 150
5.12 Re-scaled density profiles of decanoic acid across the pore spacing . . 151
5.13 The angle distribution of decanoic acid molecules . . . . . . . . . . . 152
5.14 A post-production snapshot of Na-decanoate interacting with kaolinite153
5.15 Re-scaled density profiles of deprotonated decanoic acid . . . . . . . . 155
5.16 The angle distribution of deprotonated decanoic acid molecules . . . . 156
5.17 Post-production snapshots of decanamine . . . . . . . . . . . . . . . . 158
5.18 Re-scaled density profiles of decanamine across the pore spacing . . . 159
5.19 The angle distribution of decanamine molecules . . . . . . . . . . . . 160
5.20 A post-production snapshot of protonated decanamine . . . . . . . . 161
July 13, 2017
List of Figures xii
5.21 Re-scaled density profiles of protonated decanamine . . . . . . . . . . 162
5.22 The angle distribution of protonated decanamine . . . . . . . . . . . 164
6.1 A schematic oil droplet within a reservoir . . . . . . . . . . . . . . . . 174
6.2 The relationship between water-vapour and water-alkane surface tension176
6.3 A schematic water droplet on a clay mineral . . . . . . . . . . . . . . 177
6.4 An example simulation used to examine the energy of adhesion . . . . 179
6.5 The protocol used to calculate the contact angle of a water droplet . 183
6.6 The siloxane contact angle variation with NaCl concentration . . . . 184
6.7 The aluminol contact angle variation with NaCl concentration . . . . 185
6.8 A post-simulation snapshot of the aluminol surface of kaolinite . . . . 186
6.9 The energy of adhesion of water on kaolinite . . . . . . . . . . . . . . 188
6.10 The surface excess of NaCl at various interfaces . . . . . . . . . . . . 190
6.11 The distribution of water, Na, and Cl, at the siloxane-water interface 191
6.12 The distribution of water, Na, and Cl, at the aluminol-water interface 191
7.1 Snapshots of a decane grafted chemical force microscope tip . . . . . 201
7.2 A snapshot of a hydrated montmorillonite surface used to examine
the surface excess of ions . . . . . . . . . . . . . . . . . . . . . . . . . 201
7.3 Snapshots of a DPD simulation used to probe three-phase wettability 204
7.4 The density profiles of a hard sphere fluid calculated using 1D classical
density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . 206
July 13, 2017
List of Tables
1.1 Mechanisms proposed to explain low-salinity enhanced oil recovery . . 5
2.1 The amount of water molecules, aqueous sodium ions and chloride
ions in each simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 The nonbonded input parameters of oil models . . . . . . . . . . . . . 27
2.3 The nonbonded input parameters of water models . . . . . . . . . . . 27
2.4 The custom 1-4 pair interactions used in CGenFF . . . . . . . . . . . 28
2.5 The angle and bonded terms for OPLS-AA and TraPPE-UA . . . . . 30
2.6 The torsion terms for OPLS-AA and TraPPE-UA . . . . . . . . . . . 30
2.7 The angle, bonded and torsion terms for CGenFF . . . . . . . . . . . 31
2.8 The surface tension, density and interfacial width of decane at 293.15K 37
2.9 The surface tension, liquid density and interfacial width of water . . . 38
2.10 The decane-water interfacial tensions . . . . . . . . . . . . . . . . . . 43
2.11 The custom Lennard-Jones interaction parameters used in TIP4P2005* 44
3.1 The proposed mechanisms of multicomponent ionic exchange . . . . . 57
3.2 Permutations of the initial conditions modelled . . . . . . . . . . . . . 64
4.1 Binding energies of cations to the surface of montmorillonite . . . . . 103
4.2 The atomic radii and therefore charge to size ratio for each ion . . . . 114
4.3 The coordination number of each ion in each surface complexation state119
4.4 The binding energy difference (∆∆GAB) between ion species . . . . . 121
4.5 The exchange equilibrium constants (KBA ) for each ion exchange . . . 121
5.1 The adsorption mechanisms of organic-clay interactions . . . . . . . . 132
xiii
List of Tables xiv
6.1 The amount of water molecules and aqueous sodium and chloride ions
in each simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.2 The nonbonded parameters used in this study . . . . . . . . . . . . . 180
6.3 The contact angle of fresh water on kaolinite . . . . . . . . . . . . . . 185
July 13, 2017
Chapter 1
Introduction
Global energy demand is increasing year on year. Annual energy consumption is
predicted to increase 48% by the year 2040, compared to levels of consumption in
2012. The International Energy Agency forecasts that energy expenditure from all
sources (fossil, renewable and nuclear) is expected to grow between 2016 and 20401,
as shown in Figure 1.1.
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Figure 1.1: The global energy consumption by source from 1990 to 2040. Historical
data (left of vertical dotted line) and projected trends (right of vertical dotted line).
Data have been extracted from the IEA Internation Energy Outlook 2016 1. Units
are in Btu (British thermal units), where 1 Btu ≈ 1.054 kJ.
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Concerns about the environmental impact of fossil fuels will see an increase in the
energy produced from renewable sources. However, combustible fuels will remain
the largest contributor to total global energy consumption for the foreseeable future.
Fossil fuels are predicted to provide 78% of the world’s total energy consumption
in 2040, with petroleum and other liquid-based fuels notably providing the largest
share. The majority of this consumption will occur in the transportation sector,
where petroleum based engines will remain the standard1. Now, more so than ever,
it is becoming increasingly important to optimise oil extraction rates, as the demand
in liquid-fuel is unlikely to waver over the next half century.
Over the past fifty years the oil industry has improved the efficacy of its ex-
traction techniques, in some cases extracting up to 50% of the original oil in place
(OOIP) from a reservoir, up from a recovery rate of typically 30% in the 1970s2,3.
This is due to an increased understanding in the geology surrounding the reservoir
environment, as well as the physical and chemical processes occurring during extrac-
tion. Yet, whilst extraction rates have improved, at least half of the OOIP remains
currently unavailable to supply the world energy markets. That is, at least half of
all petroleum remains locked away within reservoirs around the world.
Current oil extraction procedure follows a three-step process. Upon drilling
into a reservoir, a primary flood of oil is produced due to the inherent pressure
difference between the surface and the reservoir. This pressure gradient can produce
approximately 5-10% of the OOIP, before the reservoir pressure equilibrates with
the surface4.
Beyond this, secondary recovery increases the production lifetime of a reservoir
by displacing the OOIP with an injected flooding-fluid/gas. This technique, also
known as water-flooding for a water-based injection, once again increases the pres-
sure within the reservoir. The secondary flood process can extract a further 20-25%
of the OOIP from a reservoir5.
Tertiary recovery, also known as enhanced oil recovery (EOR), is any additional
technique beyond secondary recovery. It is achieved by modulating the chemistry of
the fluid/gas used in a secondary flood. This causes a change in the wettability of
the reservoir rock, releasing yet more previously unobtainable oil from the reservoir.
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Whilst the aim of EOR is to increase oil extraction rates as much as possible, in
reality, such techniques can only procure an additional few percent of the OOIP over
a secondary water-flood6.
Currently, the most common EOR techniques are either thermal based, such as
steam injection and in situ combustion; or chemical based, such as CO2 injection or
polymer/surfactant floods6. One particularly compelling technique is low-salinity
enhanced oil recovery, whereby the amount of recoverable OOIP can be increased
upon flushing a reservoir with a flooding fluid with a lower salinity6,7, see Figure 1.2.
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Figure 1.2: The increase in oil output during a low salinity flood. The shaded region
integrates to give the total additional oil produced after introducing a low-salinity
water-flood at injected volume V = 4 (arbitrary units). Image adapted from GE
Power: Water and Process Technologies online resources7.
This technique has numerable advantages over other EOR technologies. It is
sustainable, cheap, the low-salinity injection water can be produced in situ, and
the process is comparatively environmentally friendly8. Industrial interest in the
technique has significantly increased in the past twenty years, however, one problem
remains. Namely, there has been no scientific consensus on how the process truly
works9.
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1.1 Low-Salinity Enhanced Oil Recovery
The history of low-salinity EOR can be traced back almost 60 years. In 1959,
Martin et al. noted that an injection of diluted seawater into the Maracaibo basin,
Venezuela, led to incremental improvements in oil recovery10. Their findings were
expanded upon in 1967 by Bernard et al. who systematically studied the salinity
effects in controlled core-flooding experiments11. Significant potential for enhanced
oil recovery was found when the sodium chloride (NaCl) concentration of the flooding
fluid dropped sequentially from 15% to 0.1% (mass percentage)11.
More recently, several key criteria have been observed linking the chemical envi-
ronment of the reservoir and the chemical composition of the low-salinity flood to
the efficacy of the low-salinity water-flood. Current understanding states that the
low-salinity enhanced oil recovery phenomenon depends on several key conditions:
• The salinity and ionic composition of the flooding fluid.
Webb et al.12 and Jerauld et al.13 noted that optimal oil extraction rates
occurred when the total dissolved ionic solids were reduced to less than 5000
ppm (n.b. seawater has approximately 35000 ppm total dissolved ionic solids).
Morrow et al.14 also noted that different brine compositions correlated directly
with the amount of oil recovered. Yildiz et al.15 saw that oil extraction rates
were significantly improved upon reducing the overall divalent cation concen-
tration in the water-flood, compared to reducing monovalent cation concen-
trations solely. These results present that the ionic composition (the ratio of
divalent cations to monovalent cations) of a water-flood is just as important
as the overall salinity of the water-flood.
• The presence of clay minerals in the reservoir.
Clay minerals are widely present in the pores of sandstone reservoirs, where
they form surface coatings upon the underlying quartz. These minerals are
thought to interact significantly with the oil in the reservoir, and therefore play
a determining role in the overall wettability of the rock16,17. Sandstone reser-
voirs are considered more viable for low-salinity EOR compared to carbonate
reservoirs, as they contain more clay mineral content18.
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• The presence of polar components in the recovered oil.
Zhang et al.19 have noted that refined oils, stripped of polar oil components,
do not present incremental oil recovery rates at lower salinities compared to
oils containing polar groups. It has been argued that the polar functional
groups interact primarily with the clay minerals present within the reservoir,
whereby the clay can tether the oil to the reservoir rock (acting like a link in
a chain), reducing the tendency of the oil to be released from the surface20.
It has also been argued that the polar components in the oil act as natural
surfactants and directly alter the wettability of the three-phase rock-oil-brine
system21,22.
1.1.1 Mechanisms of Low-Salinity Enhanced Oil Recovery
To date, studies have proposed more than 17 separate mechanisms by which a low-
salinity water flood can enhance oil recovery. These are explained in some detail in
the review by Sheng9. Some of the more frequently cited mechanisms are highlighted
in Table 1.1.
Table 1.1: A selection of mechanisms proposed to explain the low-salinity enhanced
oil recovery phenomenon. Generally, each mechanism can be categorised into one of
two classes, either fines migration (FM) or wettability alteration (WA).
Mechanism Class Original Source
Fines mobilisation FM Tang and Morrow (1999)16
Release of mixed-wet particles FM Buckley and Morrow (2011)23
Salinity induced pH changes WA McGuire et al. (2005)6
Multicomponent ionic exchange WA Lager et al. (2008)24
Electric double layer expansion WA Ligthelm et al. (2009)25
Salting-in effects WA RezaeiDoust et al. (2009)26
Osmotic pressure effects WA Buckley and Morrow (2011)23
Many of these 17 mechanisms share similar features and can be categorised into
two separate phenomenological classes (also indicated in Table 1.1):
(a) Increasing oil output due to fines (cf. clay particles) migration. Upon flushing
the reservoir with a low-salinity flooding fluid, oil-bearing clay particles are
released from the reservoir surface and carry the oil downstream9.
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(b) Increasing oil output due to wettability alteration. The introduction of a low-
salinity flooding fluid into the three-phase rock-oil-brine interface directly al-
ters the interfacial properties of the system. This makes the reservoir increas-
ingly water-wet, releasing more oil, as shown in Figure 1.3.
Figure 1.3: A schematic of the wettability change at the clay-oil-brine interface.
The wettability is changed from a traditional water-flood (left) to a low-salinity
water-flood (right), releasing previously unobtainable oil.
The mechanisms described by fines mobility can explain why the presence of clay
minerals in the reservoir is important, but cannot describe why the salt composition
and polar component concentration play a role in low-salinity EOR. The release of
initially surface-bound clay minerals explains why certain clays are produced along-
side the oil during a low-salinity flood. Notably, kaolinite particles (see Chapter 5
for a full introduction) are frequently displaced during a low-salinity flood, and are
therefore released from the reservoir alongside the oil16.
Conversely, the wettability alteration mechanisms explain why the chemical com-
position of the oil and the brine are linked to the potential for low-salinity EOR, but
cannot explain the correlation between oil recovery and clay content in the resulting
oil.
In summary, it appears as though both phenomenological classes occur during
a low-salinity enhanced oil recovery flood, as neither one alone can explain all the
requirements noted for a low-salinity flood. Ultimately, both phenomena are likely to
be simultaneously responsible. The question then becomes: can we truly understand
each phenomenon, and if so, can we utilise our understanding to further optimise
oil extraction rates through low-salinity enhanced oil recovery?
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1.1.2 Understanding Low-Salinity Enhanced Oil Recovery
Recently, scientists have begun to use a wide variety of techniques to help further
our understanding of low-salinity enhanced oil recovery. Geological approaches have
used core-flooding experiments to determine the conditions and relationships rele-
vant for a low-salinity water-flood27. This, however, does not provide a complete
picture of the physics and chemistry dictating the low-salinity effect. Rather it
just informs upon the empirical end results. Beyond this, techniques such as scan-
ning electron microscopy (SEM) and environmental scanning electron microscopy
(ESEM) can provide information about the migration of clays by examining the
state of a reservoir rock prior to, and post, water-flooding, as well as information
about the wettability of a mineral surface by examining the contact angle of brine on
the surface27. Again, this provides empirical information about the mechanisms at
play, but does not provide a complete picture of the low-salinity EOR phenomenon.
Ultimately, the understanding of wettability alteration is a surface chemistry
problem, which can only be explored using techniques of finer and finer detail.
Atomic force microscopy (AFM) is a promising approach that has been used to
provide information about the wettability alteration of a mineral surface at various
brine compositions and ionic strengths28. Furthermore, computational techniques
such as density functional theory and classical molecular dynamics are being increas-
ingly used to understand the phenomenon of low-salinity enhanced oil recovery at
an atomic resolution, see Figure 1.4. For this reason, these techniques seem ideally
placed to interpret the low-salinity phenomenon at the nanoscale.
Density functional theory (DFT) is a computation technique based upon the
principles of quantum mechanics (QM). The method explicitly includes electron
interactions, and is able to model reaction mechanisms between clay, oil and brine.
Recently, DFT simulations have become a useful tool to model the interaction of
simple organic molecules on reservoir surfaces, for example the adsorption of oil-
relevant monomers on clay surfaces29 and upon carbonates30. That noted, the
complexity of composition and structure of most clay minerals and the sheer number
of interactions involved in low-salinity EOR often rules out the use of QM methods
with their restricted time- and length-scales.
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Figure 1.4: The scales of research examining low-salinity EOR. Optical microscope
image (left) of a sandstone core presenting a composition of large quartz grains
(silver), pore water (blue) and clay minerals between quartz grains (grey and brown).
Atomic force microscope image of clay grains stacked upon each other (centre), and
the atomic structure of a single clay layer (right). ESEM and AFM images have
been taken from unpublished work by R. Kareem and P. Cubillas.
In contrast, classical atomistic molecular dynamics (MD) can probe the mecha-
nisms of low-salinity enhanced oil recovery at notably larger time- and length-scales.
Atomistic molecular dynamics simulations treat atoms as spheres, intramolecularly
bonded to one another via a set of springs. Compared to DFT, this simpler approach
dramatically increases both the length-scale and time-scale that can be simulated.
The main disadvantage of classical MD simulations is the lack of bond breaking and
bond formation, hence chemical reactions are impossible to model using classical
MD without the use of specialist parameter sets (such as ReaxFF31). A comprehen-
sive overview of the techniques and implementations of classical molecular dynamics
is presented in the work of Cramer32 and Frenkel & Smit33.
Due to its potential to unravel physical processes with molecular resolution,
classical MD is becoming one of the key techniques used to model clay systems.
Historically, computational studies have been restricted to understanding the struc-
tural and mechanical (i.e. bulk) properties of clay minerals. Such examinations have
been highlighted in the review article by Greenwell et al.34. Similarly, the large-scale
structural properties of clay minerals have been examined by Suter et al.35. Only
recently have the models begun to see use in understanding the interfacial properties
of clay surfaces, as highlighted in the article by Greathouse et al.36. In particular,
the interface between clay and oil has rarely been discerned using classical MD. This
forms the key objective of this thesis.
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1.2 Thesis Objectives
This thesis is a computational study into the phenomenon of low-salinity enhanced
oil recovery. Interactions between clay mineral surfaces, model oil compounds, and
brine solutions have been modelled using classical atomistic molecular dynamics.
The emphasis of this study is on understanding the dominant factors controlling
low-salinity EOR at an atomic level, by using MD simulations to further our under-
standing of the technique. The main objectives of the thesis are:
1. To understand the role that clay particles play in low-salinity EOR at an
atomic level, and to understand how different clays interact with oil.
As to examine the work of Tang and Morrow16, who state that clay minerals
play an important role in the phenomenon of low-salinity EOR.
2. To understand the role of salt concentration and ionic composition in low-
salinity EOR. Whether the distinction between monovalent and divalent cation
(primarily Na+ or Ca2+) is important in determining the oil-clay interactions.
To determine the ‘salinity’ component of low-salinity EOR; and to determine
whether an ion exchange mechanism is important for low-salinity EOR, as
proposed by Lager et al.24
3. To interpret the role of oil composition for oil-clay interactions. To understand
how different functional groups (carboxylic acid, primary amines) alter the
behaviour of alkanes at the oil-clay interface.
To examine the role of polar functional groups in low-salinity EOR, as observed
by Zhang et al.19.
4. To probe how useful MD simulations can be to help us interpret surface wetting
and wettability alterations at the atomic level.
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1.3 Thesis Outline
With these aims in mind, the thesis is broken down into several chapters. Each
chapter is self-contained and is presented in an article-style format. Each chapter
has been written with forethought of being submitted for publication in the future
(Chapters 2 and 6), or has already been published in peer-reviewed journals (Chap-
ters 3, 4 and 5). A brief description of each chapter follows:
Chapter 2: Understanding Oil/Brine/Oil-Brine Interfaces: Validation of
Force Fields and the Role of NaCl Concentration.
This chapter is currently being finalised for submission. The chapter introduces
the concept of using atomistic simulations to model the interfacial properties of dif-
ferent liquid phases. The presented work focusses solely on the liquid-vapour and
liquid-liquid interfaces of alkanes and NaCl electrolytes. This chapter trials various
force fields in an attempt to interpret their applicability to model more complex
(three-phase) systems. It is shown that the most commonly used models of water
frequently underestimate the absolute surface tension of water, however, their vari-
ation with salt concentration generally agrees with the experimental measurements.
The surface tensions of alkanes are in agreement with experiment for various force
fields, and the water-alkane interfacial tensions also agree with experimental trends.
All parameters utilised in later chapters are validated and are shown to accurately
reproduce the alkane-brine interfacial tension as a function of NaCl concentration.
July 13, 2017
1.3. Thesis Outline 11
Chapter 3: Montmorillonite-Organic Interactions under Varying Salinity.
This chapter has previously been published in its presented form in the Journal of
Physical Chemistry C:
Thomas Underwood, Valentina Erastova, Pablo Cubillas & H. Chris Greenwell.
Molecular Dynamics Simulations of Montmorillonite-Organic Interactions
under Varying Salinity: An Insight into Enhanced Oil Recovery.
J. Phys. Chem. C, 2015, 119 (13), pages: 7282-7294, DOI: 10.1021/acs.jpcc.5b0055
The main aim of this chapter is to interpret the phenomenon of low-salinity EOR
at the surface of montmorillonite, a highly-charged clay. The chapter has an in-depth
breakdown of the potential mechanisms driving wettability alteration at clay sur-
faces. The MD simulations examine a mixture of decane and decanoic acid at various
NaCl concentrations with Na+- and Ca2+- charge-balanced montmorillonite. The
results present that expansion of the electric double layer (a concept introduced in
detail in Chapter 3) is not able to fully explain the effects of low-salinity enhanced
oil recovery. The pH surrounding a clay’s basal surface, and hence the protonation
and charge of acid molecules, is determined to be one of the more dominant effects.
Furthermore, it is shown that the presence of calcium cations can drastically alter
the oil wettability of a clay mineral surface. Replacing all divalent cations with
monovalent cations dramatically increases the water wettability of a clay surface.
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Chapter 4: The Hofmeister Series for Montmorillonite.
This chapter was invited for publication in a special issue of Clay and Clay Minerals.
It has previously been published in its presented form in the Clay and Clay Minerals
journal:
Thomas Underwood, Valentina Erastova & H. Chris Greenwell.
Ion Adsorption at Clay Mineral Surfaces:
The Hofmeister Series for Hydrated Smectite Minerals.
Clays & Clay Min., 2016, 64 (4), pages: 472-487, DOI:10.1346/CCMN.2016.0640310
The main aim of this chapter is to quantify the strength of adsorption of charge-
balancing cations to the mineral surface montmorillonite, previously introduced in
Chapter 3. This is achieved by calculating the free-energy of adsorption of the ion
to the surface using the well-tempered metadynamics algorithm. Primarily, the aim
is to discern whether divalent or monovalent ions will be preferentially adsorbed to
the mineral surface, and therefore whether the low-salinity effect can be explained
by cation exchange (whereby it is energetically favourable for a monovalent sodium
ion to replace a divalent calcium ion that is initially charge balancing the clay).
The results show that the ions exhibit a wide variety of behaviours, readily forming
several metastable states above the clay surface depending upon the ions hydration
properties and the hydration properties of the clay. In this instance, sodium ions
will energetically replace calcium ions on the surface of montmorillonite, driving the
low-salinity effect through mechanisms presented in Chapter 3.
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Chapter 5: Kaolinite-Organic Interactions.
This chapter has previously been published in its presented form in the Journal of
Physical Chemistry C:
Thomas Underwood, Valentina Erastova& H. Chris Greenwell.
Wetting Effects and Molecular Adsorption at Hydrated Kaolinite Clay
Mineral Surfaces.
J. Phys. Chem. C, 2016, 120 (21), pp 1143311449, DOI: 10.1021/acs.jpcc.6b00187
This chapter introduces kaolinite, an uncharged clay, and models its interactions
with various organic molecules representative of the basic molecular building blocks
of oil. The interactions of decane, decanoic acid and primary decanamine with kaoli-
nite are studied. Kaolinite presents two different basal surfaces to the pore spaces
within the reservoir, and both surfaces are considered. The primary result is that
the relative affinity of the organic molecules to the kaolinite surface may be readily
switched between the hydroxylated aluminol surface and the silicate surface accord-
ing to the pH and the nature of the organic head functional group.
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Chapter 6: Kaolinite Wettability at Varying Brine Concentration.
This chapter builds upon the work presented in Chapter 5 by introducing elec-
trolyte solutions at various NaCl concentrations to the surface of kaolinite. The
chapter attempts to elucidate the phenomenon of low-salinity EOR by decoupling
the three-phase clay-oil-brine system into simpler two-phase systems: clay-oil, clay-
brine and oil-brine. Immersion energies (work of adhesions) of NaCl brines to kaolin-
ite surfaces are calculated and compared to experimental values. Furthermore, con-
tact angles are measured for brine-clay interfaces, and are compared to experiment.
A molecular mechanism for the salinity component of the low-salinity enhanced oil
recovery phenomenon is discerned. Overall, this chapter attempts to introduce a
more quantitative and insightful approach to interpreting the phenomenon of low-
salinity EOR via atomistic MD simulations. This chapter is currently being finalised
for submission.
Chapter 7: Conclusions and Future Outlook
This chapter draws together the results of all other chapters and highlights the
key conclusions of the thesis. It presents the overall successes of the work and
discusses where there is future potential for examining the phenomenon of low-
salinity enhanced oil recovery using atomistic simulations.
Also presented in this chapter is a set of ideas (additional alleyways examined
throughout the period of research) that may lead to fruitful insights related to
surface chemistry/low-salinity enhanced oil recovery.
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Chapter 2
Understanding Oil-Brine
Interfaces: Validation of Force
Fields and the Role of NaCl
Concentration
This chapter introduces the concept of using atomistic simulations to model the
interfacial properties of different liquid phases. The presented work focusses solely
on the liquid-vapour & liquid-liquid interfaces of alkanes and NaCl electrolytes.
This chapter trials various force fields in an attempt to interpret their applicability
to model more complex (three-phase) systems. The primary aim of this chapter is
to validate the choice of oil and water models used in later chapters. Whilst the
article is written in the plural form (i.e. we rather than I ) the entirety of the article
(simulations, analysis and writing) has been completed by thesis author.
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Abstract
In this study, classical molecular dynamic simulations have been used to calculate
the surface tension of water and decane in their liquid-vapour phases. Six different
force fields for water, and three further force fields for alkane are compared to ex-
perimental data. CGenFF, OPLS-AA and TraPPE-UA all accurately reproduce the
interfacial properties of decane. The TIP4P2005 (four-point) water model is shown
to be the most accurate water model for predicting the interfacial properties of wa-
ter. The SPC/E water model is the best three-point parameterisation of water for
this purpose. The salinity dependence on surface/interfacial tension is accurately
captured using the Smith & Dang parameterisation of NaCl. We observe that the
Smith & Dang model slightly overestimates the surface/interfacial tensions at higher
salinities. This is ascribed to an overestimation of the ion exclusion at the interface.
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2.1 Introduction
The liquid-liquid interface plays an important role in many physical, chemical and
biological processes. From phase transfer catalysis to liquid chromatography; liquid-
liquid extraction to pharmaceutical drug delivery1.
One compelling process dictated by the liquid-liquid interface is low-salinity en-
hanced oil recovery (EOR). A procedure where oil extraction rates are improved
upon decreasing the salt concentration of a water-flood2. The low-salinity EOR ef-
fect is thought to be due to wettability alterations at the oil-brine-mineral interface
over a wide range of scales, from the macroscopic to nanoscopic2. Yet, despite ex-
tensive scientific efforts, the underlying mechanisms driving this wettability change
are yet to be fully discerned, especially at the molecular level3. Consequently, it is
becoming increasingly important to understand the properties of the brine-oil in-
terface with atomic resolution, and how these properties change upon introduction
(or reduction) of inorganic salts. A true molecular understanding of the brine-oil
interface may provide the key needed to unlock the mystery of low-salinity EOR.
Experimental studies of the atomic structuring of fluid-fluid interfaces have his-
torically been hindered by the lack of appropriate techniques capable of probing the
interface with sufficient resolution. More recently, however, surface sensitive exper-
imental techniques, such as sum frequency generation (SFG) spectroscopy, second
harmonic generation (SHG) spectroscopy, and x-ray reflectivity measurements, have
been able to probe the properties of fluid-vapour and fluid-fluid interfaces4. For ex-
ample, Braslau et al. measured the surface width of the water-vapour interface (the
distance between bulk-like liquid region of water and bulk-like vapour region) as
3.2 A˚ using x-ray reflectivity and capillary wave theory5, whilst similar experiments
by Sanyal et al. discerned the ethanol-vapour interfacial width as 6.9 A˚6. The inter-
face between water and alkane has also been experimentally measured using x-ray
reflectivity, as in the study of Mitrinovic et al., who measured the width of the
water-hexane interface as 3.5 A˚7; and Tikhonov et al., who measured the interfacial
width of water-docosane (C22H46) as 5.7 A˚
8.
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Such advancements in experimental techniques have been mirrored in the compu-
tational realm. Recently, classical molecular dynamics (MD) simulations have been
used to help interpret the phenomena present at the interfaces of water-vapour9,
electrolyte-vapour10 and water-alkane11,12. In turn, MD simulations, are becom-
ing increasing utilised to understand the phenomenon of low-salinity enhanced oil
recovery. Such simulations frequently examine the interface between rock, oil and
brine at the molecular level13,14,15,16. Many of these studies, however, fundamentally
fail to validate the accuracy of the underlying interactions at the liquid-surface and
liquid-liquid interface; viz. the studies fail to validate the mutual compatibility of
the force fields (the set of interaction parameters) describing the clay, the oil, the
water, and the inorganic solvated ions.
2.1.1 Water and Oil Models in Literature
No single force field is truly universal, and most MD studies of low-salinity enhanced
oil recovery combine at least three separate force fields without prior validation of
their respective interfacial properties.
Many different water models exist in the literature, and most excel at capturing
certain aspects of water’s unusual physical properties. For example, the TIP4P2005
model excels at modelling the phase behaviour of water over a variety of tempera-
tures and pressures, especially when compared to other models such as SPC/E17,18.
However, the SPC/E model of water more accurately reproduces the experimen-
tal dielectric constant of water17,18. As no one water model is truly universal, it
is not uncommon to observe various models being used in three-phase MD simula-
tions. Commonly used water models applied to low-salinity EOR include the SPC19,
SPC/E20, TIP3P21 and TIP4P21 parameterisations.
Similar arguments also apply to the various parameterisation of oil molecules.
Typical oil models used in previous work include CGenFF22, TraPPE23 and OPLS24.
Both TraPPE and OPLS were parameterised to model organic solvents (with TraPPE
specifically parameterised to model alkanes)23,24. OPLS, however, is frequently com-
bined with ClayFF13,25 (a force field frequently used to model mineral surfaces), de-
spite the fact that both force fields are parameterised with different Lennard-Jones
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mixing rules, and are therefore not inherently compatible. In contrast to TraPPE
and OPLS, CGenFF is more general. CGenFF offers fully automated atom typing,
and therefore offers large potential throughput.
The InterfaceFF26 force field has seen increasing use in recent years27,28. It has
been parameterised empirically to accurately reproduce the interfacial properties of
mineral surfaces, however its potential to model three-phase simulations is limited
by the compatibility between organic and water models.
With the increasing quantity of MD simulations related to enhanced oil recovery
being presented in literature, it is becoming more apparent that the two-phase in-
terfacial behaviour between oil and water must be examined in thorough detail. In
particular, it is becoming important to understand the role that salt concentration
plays upon the interfacial behaviour between oil and water.
In the present work, we investigate the utility of various force fields to accurately
reproduce the interfacial behaviour between water and decane at different NaCl
concentrations. The aim of the article is to interpret the phenomena of the liquid-
liquid interface at the molecular level, and to trial various organic force fields for
future use in more complex three-phase simulations.
The rest of the article is organised as follows. Section 2.2 describes the compu-
tational methodology used throughout the paper. Section 2.3 presents the results
of this study. The results section is further broken down into an examination of
the alkane force fields at various temperatures (section 2.3.1), the properties of the
water-vapour interface without salts (section 2.3.2) and with salts (section 2.3.3),
and finally the properties of the water-alkane interface at various NaCl concentra-
tions (section 2.3.4).
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2.2 Computational Methods
2.2.1 System Setup
Three different systems are presented in this study. In the first, a 5×5×5 nm3 box
of 392 decane molecules is inserted into 5×5×20 nm3 simulation box. In the second,
a 5×5×5 nm3 box of 4139 water molecules is inserted into 5×5×20 nm3 simulation
box. The number of decane and water molecules in each film is calculated to match
the bulk density of each solvent at 293.15 K and 1.01325 bar, 0.727 g/cm3 for decane
and 0.9982 g/cm3 for water respectively29. In the third system, the decane and water
films are combined in a 5×5×10 nm3 simulation box. Each system was generated
using the Packmol software package30. A post-equilibration snapshot of each system
is presented in Figure 2.1.
Systems involving water were further examined at various NaCl concentrations.
Systems were setup in terms of NaCl molal concentration, up to a maximum of
3.00 mol/kg, in increments of 0.50 mol/kg. This was achieved by replacing water
molecules with the relevant amount of sodium and chloride ions. The number of
water molecules and ions present in each simulation is presented in Table 2.1. Ad-
ditionally, 0.20 mol/kg NaCl solution was examined. Whilst simulation results are
presented in molal concentration (mol/kg), experimental results are often presented
in terms of molar concentration (mol/L). The conversion from molar concentration
to molal concentration is presented in Table 2.1, using data extrapolated from the
CRC Handbook of Chemistry & Physics31.
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Figure 2.1: The alkane-vapour, water-vapour and water-alkane interface examined
in this study (top to bottom). Each simulations is 5 × 5 nm in the xy-plane.
Liquid-vapour simulations are extended to 20 nm in the z-axis, whilst water-alkane
simulations are extended to 10 nm in the z-axis.
Table 2.1: The amount of water molecules, aqueous sodium ions and aqueous chlo-
ride ions present in each simulation. Conversions between molal and molar con-
centrations have been calculated using the density of NaCl electrolyte at various
concentrations31.
m
Nwater NNa NCl
MassNaCl ρ M
(mol/kg) (%) (g/cm3) (mol/L)
0.00 4139 0 0 0.0 0.998 0.00
0.20 4109 15 15 1.1 1.005 0.20
0.50 4063 38 38 2.9 1.018 0.51
1.00 3989 75 75 5.7 1.040 1.02
1.50 3913 113 113 8.6 1.061 1.56
2.00 3837 151 151 11.3 1.082 2.10
2.50 3763 188 118 13.9 1.102 2.63
3.00 3687 226 226 16.6 1.122 3.17
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2.2.2 Force Fields
Three different force field parameterisations for decane have been tested in this
study: TraPPE-UA23, OPLS-AA32,24 and CGenFF22,33,34. TraPPE-UA is a united
atom force field, where CH3- and -CH2- groups are modelled as soft spheres. OPLS-
AA and CGenFF are both all atom models, where carbon and hydrogen atoms are
modelled explicitly.
Six different water models were examined in the water-vapour interface: SPC19,
SPC/E20, TIP3P21, TIP3Pc22, TIP4P21 and TIP4P200535. TIP3Pc refers to the
CHARMM variant of the original TIP3P parameterisation, whereby hydrogen atoms
contain Lennard-Jones sites.
The Smith and Dang parameterisation has been used to model aqueous sodium
and chloride ions36.
In all simulations, non-bonded interactions between two atoms in different
molecules, or between atoms separated by three or more bonds within the same
molecule, have been calculated using a combination of Coulomb’s law and a 12-6
Lennard-Jones potential:
U(rij) =
1
4pi0
qiqj
rij
+ 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.2.1)
where ij represents the strength of the non-bonded dispersion interaction, σij rep-
resents the equilibrium separation, and rij is the current separation distance be-
tween atoms i and j. A complete list of the non-bonded parameters is presented in
Table 2.2 and Table 2.3 for decane and water respectively. Interaction parameters
for sodium and chloride ions are also presented in Table 2.3.
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Table 2.2: The nonbonded input parameters of CGenFF, OPLS-AA & TraPPE-UA.
CH2* corresponds to the carbon atom bonded to CH3, i.e. CH2(-CH3).
CGenFF OPLS-AA TraPPE-UA
σ  q σ  q σ 
(nm) (kJ/mol) (e) (nm) (kJ/mol) (e) (nm) (kJ/mol)
CH3 0.365 0.326 −0.271 0.350 0.276 −0.180 0.375 0.815
CH2* 0.358 0.234 −0.179 0.350 0.276 −0.120 0.395 0.815
CH2 0.358 0.234 −0.180 0.350 0.276 −0.120 0.395 0.815
H3 0.239 0.100 +0.090 0.250 0.126 +0.060 N/A
H2 0.239 0.146 +0.090 0.250 0.126 +0.060 N/A
Table 2.3: The nonbonded input parameters of the examined water models. Also
presented are the input parameters for aqueous NaCl. Empty entries correspond to
null inputs. The Mw atom type corresponds to the charge-carrying dummy atom in
the 4-point water models.
Force Field Atom
σ  q
(nm) (kJ/mol) (e)
SPC
O 0.316557 0.650194 −0.82
H +0.41
SPC/E
O 0.316557 0.650194 −0.8476
H +0.4238
TIP3P
O 0.315057422683 0.63639 −0.834
H +0.417
TIP3Pc
O 0.315057422683 0.63639 −0.834
H 0.0400013524445 0.192464 +0.417
TIP4P
O 0.315365 0.648520
H +0.52
Mw −1.04
TIP4P2005
O 0.315890 0.774908
H +0.5564
Mw −1.1128
Smith-Dang
Na 0.23500 0.54392 +1
Cl 0.44000 0.41840 −1
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All simulations (except those involving OPLS) utilised Lorentz-Berthelot mixing
rules to calculate the non-bonded Lennard-Jones interactions between unlike species:
σij =
σii + σjj
2
ij =
√
iijj (2.2.2)
Simulations involving OPLS have used geometric mixing rules to calculate cross-
term Lennard-Jones interactions:
σij =
√
σiiσjj ij =
√
iijj (2.2.3)
The non-bonded (Lennard-Jones and electrostatic) interactions between atoms sepa-
rated by exactly three bonds (1-4 pair interactions) are excluded in simulations using
the TraPPE-UA force field and are scaled by half in simulations using OPLS-AA.
For CGenFF, the Lennard-Jones 1-4 pair interactions are calculated using custom
mixing terms as presented in Table 2.4, whilst 1-4 Coulomb interactions are fully
evaluated.
Table 2.4: The 1-4 pair interactions between carbon and hydrogen used in CGenFF.
i j
σij ij
(nm) (kJ/mol)
C* C* 0.338541512893 0.041840000000
C* H* 0.288651184677 0.078275472531
Covalent bonds between atoms have been modelled in terms of harmonic poten-
tials:
U(rij) =
kr
2
(rij − r0)2 (2.2.4)
where rij is the bond distance. The TraPPE-UA parameterisation maintains fixed
bond lengths for all C-C bonds in a simulation.
Bond bending interactions are modelled in terms of harmonic potentials for
OPLS-AA, TraPPE-UA and all water models:
U(θ) =
kθ
2
(θ − θ0)2 (2.2.5)
where θ is the angle formed between three atoms.
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CGenFF used a Urey-Bradley potential to define bond bending interactions:
U(θ) =
kθ
2
(θ − θ0)2 + k
UB
2
(rik − r0)2 (2.2.6)
where rik is the distance between atom i and k in the angle formed by the triplet
ijk.
The torsion (dihedral) potential describes the interaction between the planes
formed by the first three, and last three atoms, of four consecutively bonded atoms.
The torsion about a carbon-carbon bond is defined using the Ryckaert and Bellemans
model for both OPLS-AA and TraPPE-UA:
U(φ) =
5∑
i=0
Ci(cos(ψ))
i (2.2.7)
where ψ = φ− 180◦ and φ is the angle between the planes. CGenFF uses a dihedral
potential of the form:
U(φ) = kφ(1 + cos(nφ− φs)) (2.2.8)
where φs sets the angle of minimum energy and n determines the number of minima
in the dihedral potential.
Covalent (harmonic) bonds involving hydrogen atoms were constrained in all
simulations using the LINCS algorithm with a series expansion accurate to fourth
order.
A complete list of bonded parameters used in this study are presented in Tables
2.5, 2.6 and 2.7.
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Table 2.5: The angle and bonded terms for OPLS-AA and TraPPE-UA. r0 is given
in nm and kr is in kJ/(mol·nm2). θ0 is given in degrees and kθ is in kJ/(mol·rad2).
OPLS-AA TraPPE-UA
Bond r0 kr r0 kr
C-C 0.1529 224262.4 0.154 Fixed
C-H 0.109 284512 N/A N/A
Angle θ0 kθ θ0 kθ
C-C-C 112.7 488.273 114 519.65389
C-C-H 110.7 313.8 N/A N/A
H-C-H 107.8 276.144 N/A N/A
Table 2.6: The torsion terms for OPLS-AA and TraPPE-UA. All torsion coefficients
are in units of kJ/mol.
Force Field Torsion C0 C1 C2 C3 C4 C5
TraPPE-UA C-C-C-C 8.39736 16.78632 1.13393 -26.3176 0 0
CGenFF C-C-C-C 2.9288 -1.4644 0.2092 -1.6736 0 0
C-C-C-H 0.6276 1.8828 0 -2.5104 0 0
H-C-C-H 0.6276 1.8828 0 -2.5104 0 0
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Table 2.7: The angle, bonded and torsion terms for CGenFF. r0 is given in nm; kr,
kUB and kφ are in kJ/(mol·nm2); θ0 and φs are in degrees; and kθ is in kJ/(mol·rad2).
Bond r0 kr
CH3-CH2 0.1528 186188
CH2-CH2 0.153 186188
CH3-H3 0.1111 269449.6
CH2-H2 0.1111 258571.2
Angle θ0 kθ r0 k
UB
CH2-CH2-CH2 113.6 488.2728 0.2561 9338.69
CH3-CH2-CH2 115 485.344 0.2561 6694.4
CH3-CH2-H2 110.1 289.5328 0.2179 18853.1
CH2-CH2-H2 110.1 221.752 0.2179 18853.1
CH2-CH3-H3 110.1 289.5328 0.2179 18853.1
H3-CH3-H3 108.4 297.064 0.1802 4518.72
H2-CH2-H2 109 297.064 0.1802 4518.72
Torsion φs kφ n
CH2-CH2-CH2-CH2 0 0.269868 2
180 0.626554 3
0 0.395723 4
0 0.470742 5
CH3-CH2-CH2-CH2 0 0.629734 2
180 0.340285 3
0 0.452876 4
0 0.853159 5
CH2-CH2-CH2-H2 0 0.81588 3
CH3-CH2-CH2-H2 0 0.75312 3
H2-CH2-CH2-H2 0 0.92048 3
H3-CH3-CH2-CH2 0 0.66944 3
H3-CH3-CH2=H2 0 0.66944 3
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2.2.3 Molecular Dynamics Simulations
All simulations were calculated using GROMACS 5.1.437 with an electrostatic and
van der Waals cutoff radii of 2.0 nm. Long range electrostatics were calculated
using a Particle-Mesh-Ewald (PME) summation with grid spacings of 0.1 nm. The
PME summation used a spline interpolation order of 4, and long-range electrostatic
interactions were accurate to within 99.999%.
All simulations were initialised with an energy minimisation calculation to min-
imise any unphysical atomic overlaps. This was achieved using a steepest descents
algorithm, which was terminated once the maximum force on any one atom was less
than 100 kJ/(mol·nm).
All simulations were subsequently equilibrated for 1 ns. Simulations of liquid-
vapour phase surface tensions were calculated in the canonical ensemble (constant
particle number - N , constant volume - V and constant temperature T ) at 293.15K,
using a V-rescale thermostat set to rescale system temperatures every 0.5 ps. Liquid-
liquid interfacial tension simulations were calculated in the isothermal-isobaric en-
semble (constant particle number - N , constant volume - V and constant pressure
- P ) at 293.15 K and 1.01325 bar. NPT simulations were equilibrated using a
V-rescale thermostat with a temperature coupling constant of 0.5 ps. Pressure cou-
pling was achieved using a Berendsen barostat, with a pressure coupling constant
of 1 ps.
Following equilibration, all simulations were run for a production period of 10 ns.
During the production period, all simulations used a Nose´-Hoover thermostat with a
temperature coupling constant of 0.5 ps and a Nose´-Hoover chain length of 1. NPT
simulations used an isotropic Parrinello-Rahman barostat during the production
period, with a pressure coupling constant of 1 ps. Unless otherwise stated, all
production simulations have been calculated at 293.15 K and 1.01325 bar.
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2.2.4 Analyses
Thermodynamic data from each simulation were output every 1 ps. Final values for
thermodynamic quantities were averaged over all 10 ns, and errors were calculated
using a block-averaging method, with each block averaging over a 1 ns timeframe. In
all figures, error bars are presented to ±2 standard errors of the mean (a confidence
interval of 95%).
The surface tension across an interface has been calculated using the diagonal
components of the local pressure tensor:
γ =
1
2
∫ Lz
0
[pN(z)− pT(z)]dz (2.2.9)
where Lz is the length of the simulation in z (the direction normal to the interface)
and pN(z) & pT(z) represent the normal and tangential components of the pressure
tensor with respect to the interface:
pN(z) =
pxx(z) + pyy(z)
2
(2.2.10)
pT(z) = pzz(z) (2.2.11)
The diagonal components of the local pressure tensor (pxx, pyy & pzz) have been
calculated using the Irving-Kirkwood formalism38.
Density profiles across the interface have been calculated following a two-stage
process. Firstly, the simulation trajectory is centred about the centre of mass of the
primary solvent phase in each simulation (typically water). This reduces artefacts
caused by the collective drift of the interface throughout the simulation. The primary
phase is calculated by clustering all molecules in the system. The largest cluster is
then selected as the primary (liquid) phase. Any molecule further than 0.35 nm from
the primary phase is excluded from the centre of mass calculation, and therefore
does not affect the centering of the system. A cutoff of 0.35 nm was selected as
this corresponds to the first minimum in the radial distribution function (RDF)
of water39,40. Consequently, water molecules in the vapour phase are excluded in
the centre of mass calculation for the bulk liquid water phase, and therefore do
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not artificially shift the resulting density profiles normal to the interface. After the
system has been centred, the density profile is calculated across the interface using
a bin size of 0.01 nm. Where applicable, the density profile has been fit to the
equation:
ρ(z) =
ρl + ρv
2
+
ρl − ρv
2
erf
(
z − z0√
2∆
)
(2.2.12)
where ρl is the liquid density of the primary phase, ρv is the vapour density of the
primary phase, z0 is the location of the interface, and ∆ is the interfacial width.
The error function has been shown to optimally map to fluid-vapour and fluid-
fluid interfaces under capillary wave (thermal) fluctuations41. Note that the tanh
function is frequently used to map to equilibrium fluid-vapour and fluid-fluid inter-
faces. A comparison between the tanh and error functions for the density profiles of
fluid-vapour interfaces has been performed by Bu et al. They note that, when the
interface is subject to capillary wave fluctuations, the error function more accurately
reproduces the experimental density profiles (calculated by XRF) of liquid-vapour
interfaces compared to the tanh function41.
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The density profiles calculated using the above methodology are subject to capil-
lary waves due to thermal fluctuations. Recently, computation techniques have been
able to resolve the intrinsic density profile of the liquid-vapour and liquid-liquid in-
terface42. That is, the interface between two phases excluding the contribution of
thermal fluctuations (capillary waves), which act as to smear the density profiles
across the interface. The amplitude of these capillary waves scales as:
〈
ξ2(q)
〉 ∝ kT
q
(2.2.13)
where the maximum wave vector, q, depends upon the size of the simulated interface.
The calculation of the intrinsic density profile has been evaluated by offsetting
the amplitude of the thermal fluctuations (ξ) from the interface:
ρi(z) =
1
A
〈∑
i
δ(z − zi + ξ(xi, yi))
〉
(2.2.14)
where index i sums over all atoms of phase i, and z is the position of the local
non-intrinsic interface. The intrinsic density profiles have been calculated using the
ITIM method42 as presented by Sega et al.43, using a probe sphere radius of 0.2 A˚.
Within the ITIM method a probe sphere is moved along test lines perpendicular
to the plane of the fluid-vapour or fluid-fluid interface. Once the probe sphere
touches the first atom within of the phase of interest, this molecule is marked as
being interfacial. This process is repeated over the entire interfacial area in the
simulation. The intrinsic density profile is then calculated using the offset (ξ) of the
marked interfacial atoms.
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2.3 Results
2.3.1 The Alkane-Vapour Interface
Figure 2.2 presents the calculated surface tension values of decane over a range
of temperatures. The results show that the three tested force fields accurately
reproduce the overall trend of surface tension at various temperatures. Whilst we
have examined decane solely, the considered force fields are widely transferable.
Both OPLS-AA and TraPPE-UA have previously been shown to accurately predict
the surface tension values of ethane through to hexadecane44,45. To the author’s
knowledge, there have been no surface tension calculations of alkanes using the
CGenFF force field.
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Figure 2.2: Surface tension of decane as a function of temperature. Data points
have been offset for clarity. Experimental curve has been reproduced from the NIST
standard reference database29 and from Jesper & Kring46.
Both OPLS-AA and TraPPE-UA systematically underestimate the surface ten-
sion of decane at all temperatures, OPLS more-so than TraPPE-UA. CGenFF over-
estimates surface tension at lower temperatures, and underestimates surface tension
at higher temperatures. Our results concord with the work of Ismail et al., who show
that OPLS-AA consistently underestimates the surface tension of various saturated
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n-alkanes44; and with Mendoza et al., who present that TraPPE-UA is generally in
good agreement with experimental data45. Our results are also consistent with the
study of Caleman et al., who show that OPLS-AA often underestimates the surface
tension values of a wide variety of organic liquids47.
Previous work by Nicolas & Smit has shown that the accurate calculation of
surface tension for saturated alkanes is linearly proportional to the liquid density
predicted in the simulations48. Values for the liquid and vapour density of decane
have been calculated by fitting the interfacial density profile to equation 2.2.12.
The liquid density (ρl), vapour density (ρv) and interfacial width (∆) of decane at
293.15 K is presented in Table 2.8.
Table 2.8: The surface tension, density and interfacial width of decane at 293.15K.
γ ρl ρv ∆
Oil Model (mN/m) (kg/m3) (kg/m3) (A˚)
TraPPE-UA 22.6 (0.4) 729.8 0.039 2.6
CGenFF 25.7 (1.6) 741.5 0.060 2.4
OPLS-AA 22.6 (0.4) 730.3 0.036 2.5
Experimental29 23.823 730.33 0.007
Our results show that both TraPPE-UA and OPLS-AA marginally underesti-
mate the liquid density of decane at 293.15 K, and consequently both underesti-
mate the surface tension. Conversely, CGenFF overestimates the liquid density, and
therefore the surface tension of decane. The accurate reproduction of liquid-vapour
densities depends on the treatment of long-range dispersion forces49. Ismail et al.
show that Lennard-Jones cutoffs greater than 16 A˚ are required to yield results
in agreement with explicit long range methods (evaluated in reciprocal space)44,
whilst the simulations of Mendoza et al. and Lopez et al. also show the utility of
using Ewald-summations to treat these long range dispersion forces45,50.
Figure 2.3 presents the interfacial density profiles (both intrinsic and non-intrinsic)
of the decane-vapour interface at 293.15K. The density profiles show that all three
force fields act remarkably similarly, even though CGenFF and OPLS-AA are all-
atom representations of decane, and TraPPE-UA is a united-atom representation.
The intrinsic density profiles present four discrete peaks of decane before the density
becomes bulk-like.
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Figure 2.3: The intrinsic (bold line) and non-intrinsic (dashed line) interfacial den-
sity profiles of decane using various force fields.
Overall, our simulations of alkane-vapour interfaces agree with experimental ob-
servables and with various previous computational results. Our novel result is to
show that CGenFF is equally adaptable to model n-alkane interfaces as the more
frequently used TraPPE-UA and OPLS-AA.
2.3.2 The Water-Vapour Interface
The calculated surface tension values of pure water are presented in Table 2.9. It
can be seen that almost all water models underestimate the experimentally observed
surface tension of water by at least 15%. The only exception to this is TIP4P2005,
which underestimates the surface tension of water by 7%. Our results compare
favourably to the study of Vega & De Miguel17. Like their work, we find that the
accurate reproduction of surface tension follows the trend:
TIP4P2005 > SPC/E > TIP4P > SPC >TIP3P
Table 2.9: The surface tensions, liquid densities and interfacial widths of water-
vapour interfaces using various force fields. Two standard errors of the mean are
presented in parentheses.
Water Model
γ δsimexp ρl ∆
(mN/m) (%) (g/cm3) (A˚)
SPC 54.1 (0.8) -26 979.2 3.7
SPC/E 61.8 (0.7) -15 1000.4 3.3
TIP3P 50.8 (0.6) -30 987.8 3.9
TIP3Pc 55.8 (0.5) -23 1016.9 3.7
TIP4P 56.3 (0.5) -23 995.2 3.6
TIP4P2005 67.9 (0.7) -7 997.2 3.2
Experiment31 72.8 998.2 3.25
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The TIP3Pc model, which introduces LJ sites on hydrogen atoms, performs
better than the original TIP3P parameterisation, but still underestimates the surface
tension of water by 23%. We observe that, generally, the four-point water models
perform better than the three-point models, in keeping with the observations of
Vega & De Miguel17. Of all the three-point water models, SPC/E most accurately
reproduces the experimental surface tension of water, whilst of the four-point water
models, the TIP4P2005 parameterisation performs the best.
The density profiles of TIP4P2005 and SPC/E water are presented in Figure 2.4.
Analysing the intrinsic density profiles, it can be seen that water forms three sep-
arate density peaks at the water-vapour interface. This information is lost due to
the capillary wave fluctuations present in the simulation when examining the non-
intrinsic density profile solely. Also notable, is that most water models appear to
overestimate the interfacial width of water compared to the results of Braslau et al.5,
see Table 2.9. The TIP4P2005 and SPC/E water model most accurately predict the
experimentally observed interfacial width of water. Overall, the TIP4P2005 is best
placed to model water-vapour interfaces. Of the three-point water models, SPC/E
is the most favourable.
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Figure 2.4: The intrinsic (bold line) and non-intrinsic (dotted line) density profile
of TIP4P2005 and SPC/E water models.
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2.3.3 The Water-Vapour Interface at Various NaCl Concen-
trations
Upon introducing inorganic salts to a solvent, the surface tension of the solution
increases. Typically, this behaviour is explained due to an exclusion of ions from
the liquid-vapour interface3. This directly alters the surface tension between the
two phases as described by Gibbs adsorption isotherm:
dγ = −ΓNadµNa − ΓCldµCl (2.3.15)
where Γi is the surface excess and µi is the chemical potential of species i ∈ {Na, Cl}.
Proceeding, we have chosen three water models to examine the trends in surface
tension as a function of salinity. The TIP4P2005 and SPC/E water models were
examined as they represent the best four-point and three-point water models respec-
tively. The TIP3Pc water model was also examined, as it is frequently simulated
in conjunction with secondary organic phases15,16. The variation of surface tension
with NaCl concentration is presented in Figure 2.5.
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Figure 2.5: The variation of surface tension with additional NaCl salts. The exper-
imental curve is extrapolated using data from Vargaftik et al.51, Ali et al.52, and
Aveyard & Saleem53.
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Firstly, we note that the overall trend of surface tension variation with NaCl
concentration is well captured by the classical MD simulations. The simulations are
able to accurately predict the experimental surface tensions of NaCl solutions up
to 1.5 mol/kg, however, the simulations slightly overestimate the surface tension of
NaCl electrolyte at higher concentrations, deviating more drastically as concentra-
tions increase beyond 2.0 mol/kg. Similar behaviour was noted by D’Auria & Tobias,
who observed that the surface tension of the TIP3P water model was overestimated
when used in conjunction with the Smith & Dang parameterisation at NaCl con-
centrations of 1.2 mol/kg and 6.17 mol/kg54. With respect to low-salinity enhanced
oil recovery, it appears that the MD simulations (at their current scale) are not di-
rectly be able to capture the low-salinity effect, whereby optimal salt concentrations
function below 5 mM (mol/L)2. The error bars associated with the computations
are far larger than the resolution required to resolve interfacial properties at the
mM scale. However, the overall trend of interfacial wettability alteration with salt
concentration can be discerned from the classical MD simulations.
Secondly, we observe that the simulated surface tensions of all three water models
agree with each other at each concentration. This implies that the accurate mod-
elling of interfaces containing electrolytes depends more so on the parameterisation
of the ion, rather than the water model. This conclusion concords with the work of
Neyt et al. , who presented that the salinity dependence of the electrolyte-vapour
interface varied primarily with ion parameterisation, rather than the water model,
whilst the utilised water model sets the accuracy of the surface tension calculation
without additional NaCl55. Notably, Neyt et al. presented that the TIP4P2005 wa-
ter model used in conjunction with the OPLS parameterisation of NaCl, typically
returned surface tensions within 0.2% of the experimental trend55.
As presented in equation 2.3.15, the change in surface tension is linked to the
surface excess (or reduction) of ions at the liquid-vapour interface. In this study, the
surface excess of Na+ and Cl− ions across the electrolyte-water interface has been
calculated as:
Γi =
∫ zGibbs
−∞
[ρi(z)− ρliqi ]dz +
∫ ∞
zGibbs
[ρi(z)− ρvapi ]dz (2.3.16)
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where ρi(z) is the non-intrinsic density profile of phase i across the interface, ρ
liq
i is
the bulk liquid density of phase i, and ρvapi is the bulk vapour density of phase i
(typically ρvapi = 0 for ions in liquid-vapour simulations). zGibbs is the location of the
Gibbs dividing plane, which is priorly calculated by minimising Γwater, such that:
Γwater =
∫ zGibbs
−∞
[ρwater(z)− ρliqwater]dz +
∫ ∞
zGibbs
[ρwater(z)− ρvapwater]dz = 0 (2.3.17)
Figure 2.6 presents the negative total surface excess of ions (ΓNaCl = ΓNa + ΓCl)
at the water-vapour interface calculated from all simulations as a function of NaCl
concentration. We observe that, compared to the experimental data of Ali et al.,
the simulations marginally overestimate the negative total surface excess of NaCl,
−ΓNaCl, especially at higher concentrations56. In turn, this elucidates why the sur-
face tension values are overestimated in the simulations at higher salt concentrations.
The surface tension values are overestimated due to the overestimation of ionic ex-
clusion at the liquid-vapour interface.
Overall, the MD simulations appear capable of capturing the key mechanisms
dictating the water-vapour interface at various NaCl concentrations.
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Figure 2.6: The surface excess of NaCl at the water-vapour interface as a function
of NaCl concentration. Experimental data is taken from Ali et al.56
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2.3.4 The Water-Alkane Interface at Various NaCl
Concentrations
Table 2.10 presents the interfacial tension values of the decane-water interface, with-
out salts, for various force field combinations as predicted by the MD simulations.
We have chiefly examined TraPPE-UA and CGenFF due to their compatibility (i.e.
consistent use of Lennard-Jones mixing rules) with ClayFF; which makes these force
fields more suitable for use in complex three-phase simulations. Priority has also
been placed on testing the TIP4P2005 and SPC/E water models, as these most
accurately model the interfacial properties of pure water. TIP3Pc has also been
examined as it is the default three-point water model used in conjunction with
CGenFF22.
Table 2.10: The decane-water interfacial tensions calculated using a combination of
various force fields. Two standard errors of the mean are presented in parenthe-
ses. Experimental results are from Zeppieri et al.57, Goebel & Lunkenheimer58 and
Aveyard & Haydon59.
Oil Model Water Model
γ δsimexp
(mN/m) (%)
TraPPE-UA TIP4P2005 56.7 (1.7) +8
TraPPE-UA TIP4P2005* 54.2 (1.0) +3
CGenFF SPC/E 55.3 (1.2) +5
CGenFF TIP3Pc 48.2 (1.2) −8
CGenFF TIP4P 51.9 (1.8) −1
Experiment 52.5 (0.6)
In addition to the usual TIP4P2005 water model interacting with TraPPE-UA,
we have examined the parameters as described by Ashbaugh et al.60, presented
in Table 2.11, denoted TIP4P2005*. The TIP4P2005* water model uses custom
Lennard-Jones interactions between the oxygen atoms of water and the TraPPE-UA
beads. These custom interactions have been finely tuned to accurately reproduce
the hydration free energy of alkanes60. All other parameters of the TIP4P2005*
water model are identical to the original TIP4P2005 parameterisation.
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Table 2.11: The custom Lennard-Jones interaction parameters used in TIP4P2005*,
as described by Ashbaugh et al.60.
i j
σij ij
(nm) (kJ/mol)
CH3 OW 1.155913149 0.036137328
CH2 OW 1.080777512 0.055639523
We note that the MD simulations are able to predict the interfacial tension
of the water-decane interface within 10% of the empirically observed values. The
simulations of this interface are notably more accurate than the simulations of the
water-vapour interface. The combination of different force fields appears more robust
for the water-decane interface, compared to the water-vapour interface. This is likely
due to the absence of a vapour phase in the simulations, which when inaccurately
modelled (in particular, the vapour density), can lead to deviations in the predicted
surface tension, as noted by Nicolas & Smit48.
Figure 2.7 presents the deviation of decane-water interfacial tension with in-
creasing NaCl concentration for various combinations of force fields. The computed
interfacial tensions accurately follow the experimental trend observed by Aveyard
& Saleem53 up to 1.0 mol/L.
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Figure 2.7: The variation of decane-water interfacial tension with additional NaCl
salts. Experimental data are taken from Aveyard & Saleem53.
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Much like the water-vapour interface, the different parameter sets agree with each
other at each NaCl concentration. This again highlights that the ion parameterisa-
tion may be more important for the accurate modelling of the water-vapour/water-
decane interface.
The variation in interfacial tension predicted at the interface between water and
decane is remarkably similar to that at the water-vapour interface. This is apparent
in Figure 2.8, which compares the change in surface tension at the water-vapour
interface against the change in interfacial tension at the water-alkane interface. This
implies that the overall change in interfacial tension is therefore due to the properties
primarily within the water phase.
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Figure 2.8: The change in surface tension at the water-vapour interface (y-axis)
against the change in interfacial tension at the water-alkane interface (x-axis). The
diagonal line represents when the two properties are linearly proportional.
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2.4 Conclusions
In this study the interfacial properties of water and decane have been examined
at various NaCl concentrations using classical molecular dynamics. By choosing
an appropriate set of interaction parameters (force fields), one can obtain remark-
able agreement between model and experimental observation. In particular, the
TIP4P2005 water model is best placed to examine the interfacial properties of wa-
ter. The SPC/E parameterisation is the best three-point water model to interpret
the interfacial behaviour of water. CGenFF, OPLS-AA and TraPPE-UA all ac-
curately reproduce the interfacial properties of decane. In combination, CGenFF
and TraPPE-UA are compatible with various water models, and are able to ac-
curately predict the interfacial tension of the water-decane interface. The salinity
dependence on surface/interfacial tension is well captured using the Smith & Dang
parameterisation of NaCl. We observe that the model slightly overestimates the
surface/interfacial tensions at higher salinities. This is due to an overestimation of
the ion exclusion at the interface. The simulations further suggest that the salin-
ity dependence on surface/interfacial tension is dictated by the parameterisation of
the salt ions. Future work will examine this hypothesis, and will model different
ion parameterisations. Future work will also examine the role of divalent cations
at the water-vapour/water-alkane interface, whereby, charge inversion may play a
determining role on the behaviour of the liquid-liquid interface. Furthermore, dif-
ferent monovalent and divalent ions will be examined, as many are important to the
phenomenon of low-salinity enhanced oil recovery.
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Chapter 3
Montmorillonite-Organic
Interactions under Varying
Salinity
The main aim of this chapter is to interpret the phenomenon of low-salinity EOR
at the surface of montmorillonite, a highly-charged clay. The chapter has an in-
depth breakdown of the potential mechanisms driving wettability alteration at clay
surfaces. The MD simulations examine a mixture of decane and decanoic acid at
various NaCl concentrations with Na+- and Ca2+- charge-balanced montmorillonite.
This chapter has previously been published in its presented form in the Journal
of Physical Chemistry C:
Thomas Underwood, Valentina Erastova, Pablo Cubillas & H. Chris Greenwell.
Molecular Dynamic Simulations of Montmorillonite-Organic Interactions
under Varying Salinity: An Insight into Enhanced Oil Recovery.
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Abstract
Enhanced oil recovery is becoming commonplace in order to maximise recovery
from oilfields. One of these methods, low-salinity enhanced oil recovery (EOR) has
shown promise, however the fundamental underlying chemistry requires elucidating.
Here, three mechanisms proposed to account for low-salinity enhanced oil recovery
in sandstone reservoirs are investigated using molecular dynamic simulations. The
mechanisms probed are electric double layer expansion, multicomponent ionic ex-
change and pH effects arising at clay mineral surfaces. Simulations of smectite basal
planes interacting with uncharged non-polar decane, uncharged polar decanoic acid
and charged Na-decanoate model compounds are used to this end. Various salt
concentrations of NaCl are modelled: 0‰, 1‰, 5‰ and 35‰ to determine the role
of salinity upon the three separate mechanisms. Furthermore, the initial oil/water-
wetness of the clay surface is modelled. Results show that electric double layer
expansion is not able to fully explain the effects of low-salinity enhanced oil recov-
ery. The pH surrounding a clay’s basal plane, and hence the protonation and charge
of acid molecules is determined to be one of the dominant effects driving low-salinity
EOR. Further, results present that the presence of calcium cations can drastically
alter the oil wettability of a clay mineral surface. Replacing all divalent cations with
monovalent cations through multicomponent cation exchange dramatically increases
the water wettability of a clay surface, and will increase EOR.
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3.1 Introduction
In an age of increasing energy demand global oil resources must be utilised as effi-
ciently as possible. Current primary and secondary oil recovery methods may leave
up to 65% of the original oil in place (OOIP) within a reservoir1. Growth in oil
demand, oil price and ageing reservoirs are but a few reasons why companies have
been looking at different methods to optimise oil recovery rates within existing assets
over the past few decades. Such techniques are referred to as enhanced oil recovery;
these include a wide variety of processes such as steam injection, CO2 injection, in
situ combustion and chemical flooding. Since the 1990s an additional EOR method,
injection of low-salinity water, has been tested in both the lab and the field, with
promising results2. Low-salinity EOR could offer many economical benefits com-
pared to other EOR methods as low-salinity water can be produced on-site and does
not require the addition of specialty chemicals.
It has been established that the salinity and saturation of formation water3,4,5,
the reservoir’s initial wettability3 along with the presence of clay minerals6,7 and
polar oil components4 all play an important role on the degree to which the injec-
tion of low-salinity water increases oil production. Moreover, the presence of clay
minerals is seen to be a key requirement for low-salinity EOR to operate4,6,7,8. This
is due to the role that clays play in determining the wettability state of a rock. Clay
minerals and quartz grains are widely present in the pores of sandstone reservoirs,
where they form surface coatings. As such, clay surfaces are thought to interact
heavily with the polar components of oil4,9. Different types of clay are present in
sandstone reservoirs, with the dominant clay minerals being kaolinite, illite, smec-
tite, illite-smectite mixed layer clays and chlorite10. Kaolinite is considered as oil
wetting while smectite/chlorite surfaces are water wetting11.
To date, studies have proposed more than 17 separate mechanisms by which
low-salinity flooding can enhance oil recovery. These are explained in some detail
in the recent review by Sheng (2014)12. Nevertheless, a definitive conclusion as to
which mechanism truly underpins low-salinity enhanced oil recovery has yet to be
fully determined. In the present paper three of the frequently cited mechanisms
are tested at the molecular level. They are: electric double layer (EDL) expansion,
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multi-component ionic exchange and pH level reactions.
The electric double layer is a description of the electric field surrounding a
charged colloid particle, in this instance, a negatively charged clay particle within a
reservoir. A widely accepted model of a colloidal EDL is the Gouy-Chapman-Stern
double layer13, whereby a portion of the charge-balancing interlayer cations are ad-
sorbed to the clay, in what is known as a Stern Layer, whilst the remaining cations
and anions create the traditional diffuse double layer, see Figure 3.1.
Figure 3.1: The Gouy-Chapman-Stern model of a clay’s electric double layer.
The important relationship that dictates the depth of the EDL, and hence the
electric field strength at a fixed point, can be predicted by DLVO theory13. Ac-
cording to DLVO theory, a clay’s EDL expands as salinity decreases, hence any
positively charged molecule bound to the clay surface will become more strongly
attracted to the clay surface, whilst negatively charged molecules will become in-
creasingly repelled by the charged clay’s surface13. Furthermore, as the EDL of a
clay expands, it becomes more likely to interact with surrounding clay particles, and
bulk clay swelling can occur. It is exactly this process that is proposed to cause the
release of fine clay particles, along with associated oil, in the fines migration theory
of low-salinity EOR4,14.
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Multicomponent ionic exchange is another theory proposed to explain the ef-
fects of low-salinity EOR14. It is thought that there are eight separate mechanisms
through which oil molecules can be bound to a clay surface15, though only 4 of
these mechanisms are believed to be of importance to low-salinity EOR14. These
mechanisms are presented in Table 3.1 and Figure 3.2.
Table 3.1: The mechanisms of multicomponent ionic exchange15. Key mechanisms
relevant to low-salinity EOR have been highlighted14.
Mechanism Organic functional group
Cation exchange Amino, ring NH, heterocyclic N (aromatic ring)
Cation bridging Carboxylate, amines, carbonyl, alcoholic OH
Ligand exchange Carboxylate
Water bridging Amino, Carboxylate, carbonyl, alcoholic OH
Anion exchange Carboxylate
Hydrogen bonding Amino, carbonyl, carboxyl, phenolic OH
Protonation Amino, heterocyclic N, carbonyl, carboxylate
Van der Waals interaction Uncharged organic units
(a) Cation exchange (b) Ligand exchange (c) Cation bridging (d) Water bridging
Figure 3.2: A schematic of the important bridging mechanisms influencing low-
salinity EOR.
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Cation exchange is a mechanism whereby positively charged organic ions, such
as amine/ammonium groups or heterocyclic rings containing nitrogens, are able to
replace the inorganic cations that usually charge balance a clay surface (Figure 3.2a).
Ligand bridging is a phenomenon where multivalent cations, for example Ca2+ or
Mg2+, form covalent bonds between tetrahedral clay oxygen and, for example, an
oxygen atom on a charged organic molecule present in oil (Figure 3.2b). Cation
bridging is an adsorption mechanism between an organic molecule ionically bonded
to a divalent cation, which in turn, is charge balancing the surface of the clay
(Figure 3.2c). It is a weaker bonding mechanism compared to ligand bridging.
Finally, water bridging can occur if a strongly solvated cation, for example Mg2+,
is charge balancing the clay. In this instance, the solvation shell surrounding the
Mg2+ ion, can order such as to attract organics through a dipole-dipole interaction
(Figure 3.2d). It is hypothesised that low-salinity EOR occurs because the divalent
cations that bridge the organic oil molecule to the clay can be readily exchanged by
monovalent cations due to the expanded electric double layer14, thereby releasing
the oil molecules by disrupting ligand bridging, cation bridging or water bridging.
To be more explicit, the mechanism leading to oil-cation-clay bridging between
divalent calcium and uncharged polar organic molecule is referred to as cation-
polar bridging in this work. The bridging mechanism via calcium ion and charged
deprotonated acid is referred to as cation-charged bridging.
Mechanisms leading to low-salinity EOR owing to pH effects encompass a large
range of effects that depend on the pH level of the system surrounding the clay
surface. It has been proposed that the generation of surfactants from crude oil
components at elevated (i.e. alkaline) pH levels alter the overall wettability of the
reservoir matrix16. The concept has been further developed, with the suggestion that
the injection of low-salinity water can produce hydroxyl ions from a clay-calcium
site, following the equilibrium reaction14:
Clay−Ca2+ + H2O −−⇀↽− Clay−H+ + Ca2+ + HO−
Such a pH change would cause a low-salinity flood to act like an alkaline flood,
which has been theorised to improve oil recovery rates16. However, more recent
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studies dispel the hypothesis of a low-salinity flood acting akin to an alkaline flood14.
To date, the best low-salinity water flooding results have been on crude oil that
possessed an acid number less than 0.05 mg/g, whilst an alkaline flood requires an
acid number greater than 0.2 mg/g14. Furthermore, it has been argued that the
CO2 found inherently within most reservoirs can act as a pH buffer in the connate
water, reducing the potential of large pH fluctuations14.
A further pH dependent mechanism has been proposed whereby the hydroxyl
ion released from a clay-calcium-water interaction is able to interact with a polar
oil compound. The free hydroxyl ion interacts with a polar organic, for example a
carboxylic acid, and depending on the pH level, deprotonates the organic, removing
the hydrogen bonding mechanism tethering the organic to the clay8.
Clay−RCOOH + OH− −−⇀↽− Clay + RCOO− + H2O
A key challenge arises owing to the problems associated with probing all these
postulated processes directly with molecular level insight. This is a wider chal-
lenge, occurring in related areas of clay science and to address this, computational
chemistry simulations have become an essential adjunct to laboratory experimental
methods for studying clay surfaces and interlayers.
In recent times, quantum mechanical (QM) simulations have become a useful
tool to model the interaction of simple organic molecules on clays, for example the
adsorption of monomers on kaolinite surfaces17 amongst others18,19. Such methods
explicitly include electron interactions, and are able to model reaction mechanisms
between clay, brine, organic and water. However, the complexity of composition
and structure of most clay minerals and the sheer number of interactions involved
in low-salinity EOR rule out the use of QM methods with their restricted time- and
length-scales in this instance.
Atomistic molecular dynamics (MD) treat atoms as spheres, intramolecularly
bonded to one another via a set of springs. This simpler approach dramatically
increases both the length scale and time scale that can be simulated. Indeed, classical
MD is one of the key techniques used to model clay systems in the literature20,21.
The main disadvantage of classical MD simulations is the lack of bond breaking and
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bond formation, hence chemical reactions are impossible to model using classical
MD without specialist forcefields22.
The aim of the present study is to model the effects of double layer expan-
sion, multicomponent ionic exchange, and pH levels on the absorption of organic oil
molecules on smectite clay basal surfaces as a function of salt concentration using
atomistic MD. This present study only considers clay basal surfaces, owing to the
challenge in modelling highly dynamic and pH responsive clay edges using classical
MD. Clay minerals representative in terms of structure, composition and charge
density, of smectite (montmorillonite) clay basal surfaces in sandstone oil reservoirs
were modelled. The effect of changing from monovalent to divalent cation type,
using Na+ and Ca2+, and varying salinities from freshwater (0‰, 0 parts NaCl per
1000 H2O by weight) to seawater (35‰) on the adhesion of model oil molecules
(including non polar, polar neutral and polar charged functional groups) to clay
surfaces was studied. Both initially water-wet and initially oil-wet systems have
been modelled.
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3.2 Methodology
3.2.1 Model Construction
The clay unit cell used in this study was a Wyoming-like montmorillonite (MMT)
with stoichiometry [Al3Mg1] [Si8O20] (OH)4 ·nH2O. The octahedral layer of the clay
contained one Mg atom for every three Al atoms, whilst both tetrahedral layers
contained no isomorphic substitutions. The resulting unit cell, shown in Figure 3.3,
possessed a single net negative charge, which was subsequently balanced with Na+
or Ca2+ cations in the simulations of Na-montmorillonite and Ca-montmorillonite
respectively.
Figure 3.3: The montmorillonite unit cell used in this study. Colours as defined in
Section 3.2.5.
Montmorillonite was deemed the most suitable 2:1 clay for this study due to
its high cation exchange capacity and its proposed role in low-salinity enhanced oil
recovery10. In contrast, other clays commonly found in reservoirs, such as illites
and kaolinites, possess a lower cation exchange capacity (CEC) or are 1:1 non-
swelling clays respectively, and do not exemplify properties such as cation exchange
or double layer expansion. The montmorillonite clay was constructed using data
readily available on the American mineralogist crystal structure database23.
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The organic molecules considered in this study were neutral non-polar decane
(C10H22), protonated polar neutral decanoic acid (CH3(CH2)8COOH) and charged
sodium decanoate Na+(CH3(CH2)8COO)
−. This set of organics was ideal to high-
light the effects of ionic exchange in low-salinity EOR. Additionally, pH level effects
were modelled by altering the protonation state of the decanoic acid. Basal {001}
surfaces of montmorillonite (the periodic models have no edge sites) are relatively
pH stable and unlikely to vary within the pH range encountered within a typical
oil reservoir24,25. All organic molecules used in this study were created using the
Avogadro molecular editing suite26.
Periodically replicated supercells contained one layer of montmorillonite com-
posed of 84 unit cells (12×7×1), dimensions of approximately 6×6×6 nm3, and a
d -spacing of approximately 5 nm. Montmorillonite structures initially occupied the
region 0 < z < 0.7 nm in all models, and the clay position varied little over all
timescales modelled. Subsequently, 80 organic molecules of either decane, decanoic
acid or (Na)decanoate were inserted above the single clay layer. The simulations
of protonated decanoic acid represented a pH level below the pKa of decanoic acid
(4.9)27 and were ideal to probe cation-polar bridging effects. Simulations of depro-
tonated decanoate represented pH levels greater than the pKa of decanoic acid and
were ideal to simulate the cation-charged bridging mechanism.
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Initially water-wet simulations were generated by randomly dispersing the or-
ganic molecules and ions within the interlayer and subsequently solvating the sys-
tem. To create initially oil-wet conditions, the clay mineral was fixed in place. The
interlayer was randomly dispersed with organics and ions, and a subsequent MD
simulation was run to allow the organic molecules to equilibrate at the clay surface.
The system was subsequently solvated, and the position restraints on the clay layers
relaxed. This process created ideal starting configurations for both water-wet and
oil-wet clay surfaces, see Figures 3.4a and 3.4b respectively.
(a) Initially oil-wet NaMMT. (b) Initially water-wet NaMMT.
Figure 3.4: Snapshot of an initially oil-wet (left) and initially water-wet (right)
NaMMT intercalated with decane molecules, pre-production, water molecules not
represented. Colours as defined in Section 3.2.5.
The variations of initial configurations are presented in Table 3.2. In total, 56
separate configurations were set up and simulated.
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Table 3.2: The permutations of the initial conditions modelled within this study.
Variable Permutation
Clay Mineral NaMMT CaMMT
Intercalated Organic Decane Decanoic Acid Na-Decanoate None
Starting configuration Oil-wet Water-wet
Salt concentration (NaCl) 0‰ 1‰ 5‰ 35‰
3.2.2 Parameters
The ClayFF forcefield, specifically parameterised to model clays and clay-like min-
erals, was used to model the montmorillonite clay within this study28. The ClayFF
force field is designed such that the entire interactions within, and structure of, the
clay is described wholly by the non-bonded Lennard-Jones and Coulomb potentials
(with the exception of hydroxyl groups within the clay layer, however all bonds
involving hydrogens were constrained in this study).
The CGenFF forcefield was utilised to model the organic molecules interacting
with clay layers. This forcefield has been parameterized for organic systems, has
proven to reproduce physically accurate representations of hydrocarbons and similar
organics29,30, and is compatible with ClayFF31.
The TIP3P water model was used to simulate the water between clay layers. It
has been shown that this water model is consistent with both ClayFF and CGenFF
force fields31.
Lorentz-Berthelot mixing rules for van der Waals interactions are utilised in both
CGenFF and ClayFF force fields, and have been used here to model organic-brine-
clay interactions.
3.2.3 Simulation Details
All MD simulations were performed using GROMACS version 4.6.532 with electro-
static and the van der Waals cutoff distances set to 1.2 nm.
Every simulation was initialised with an energy minimisation run to reduce ex-
cessive forces on any one atom. This was accomplished using a steepest descents
algorithm, with convergence achieved once the maximum force on any one atom was
less than 100 kJ/(mol·nm).
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Subsequently, simulations were run for a 50 ps equilibration period in the con-
stant number of particles, pressure and temperature (NPT ) ensemble with a velocity-
rescale Berendsen thermostat, temperature coupling constant set to 0.1 ps, and a
semi-isotropic Berendsen barostat (in which the pressure fluctuations x and y are
coupled, but the pressure fluctuations in z are independent of those in xy), with
pressure-coupling constant 1 ps. The Berensden thermostat and barostat offered
swift equilibration of the system, and convergence was validated as the d -spacing
(the separation between the clay layers through the periodic boundaries) and po-
tential energy converged.
Unless otherwise stated, equilibration was followed by a 10 ns production run in
the NPT ensemble using a velocity-rescale thermostat, with a temperature coupling
constant of 1 ps, and a semi-isotropic Parrinello-Rahman barostat, with a pressure
coupling constant of 1 ps. All simulations were run at approximately ambient con-
ditions, a pressure of 1 bar and a temperature of 300 K. It was necessary to run
simulations at ambient, rather than reservoir temperatures, as the ClayFF force field
has been parameterised to model systems at room temperature, and considerable
validation would be needed against, for example neutron scattering data, to ensure
it holds at high T and P , work presently ongoing for future studies.
3.2.4 Analysis Techniques
Analysis of densities and electric potentials across the interlayer of the clay were
carried out using the analysis tools within GROMACS 4.6.5. Cluster analysis was
carried out using VMD 1.9.1, with a cluster defined when two organic molecules are
within 3 A˚ of one other, or when an organic molecule is within 3 A˚ of previously
defined cluster. The cutoff distance was set to 3 A˚ to exclude water molecules being
between two organics within any cluster33.
Divalent cation bridges were defined as any divalent cation, i.e. Ca2+, within 5
A˚ of the clay basal plane and within 3 A˚ of an organic molecule. The 5 A˚ cutoff
between clay and cation was determined using radial distribution functions (RDFs)
to include the cations contained within the both the Stern layer and first hydration
layer of the clay surface. Again, the 3 A˚ cutoff was determined to be the correct
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length to exclude water molecules existing between organic and divalent cation.
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3.2.5 Visualization
All snapshots were taken using VMD 1.9.134. All simulations contain a single clay
layer, which has been reproduced twice in all snapshots at the bottom and top of the
figures. The clay layers are identical and are periodic images of one another. The
colour scheme of all snapshots are defined as follows. The clay structure contains
silicon (yellow), oxygen (red), aluminium (blue), magnesium (pink) and hydrogen
(white) atoms. Organic molecules contain carbon (light blue), hydrogen (white) and
oxygen (red). Ions are represented as large spheres and consist of sodium (blue),
chloride (red) and calcium (green) atoms. Unless specified this colour scheme is kept
consistent.
Density profiles between clay layers contain organics (black), sodium (blue),
calcium (green) and chloride (red).
Colour schemes are presented in legends for all figures for both dynamic cluster
analysis and cation bridging plots.
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3.3 Results and Discussion
Unless otherwise stated, all data presented in the following sections were averaged
from the last 5 ns of the 10 ns production simulation.
Section 3.3.1 discusses the potential role of double layer expansion in low-salinity
EOR via MD simulations of charged smectite clays. Sections 3.3.2, 3.3.3 and 3.3.4
introduce organic oil molecules and examine their interactions with water-wet clay
surfaces. Section 3.3.2 discusses non-polar uncharged decane, section 3.3.3 regards
polar uncharged decanoic acid and section 3.3.4 regards the interactions of charged
Na-decanoate with water-wet Na/CaMMT.
Section 3.3.5 discusses the key differences between initially oil-wet and water-
wet simulations of Na/CaMMT interacting with the complete set of oil organic
molecules. Section 3.3.6 investigates the properties of organic desorption from
CaMMT over extended production runs up to 100 ns. Sections 3.3.7 and 3.3.8
regard the dynamic properties of all simulations. Section 3.3.7 presents the rate of
organic clustering and Section 3.3.8 presents the rate of change of divalent cation
bridges in the system as a function of time and salt concentration.
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3.3.1 Electric Double Layer Effects
To examine the effects of salinity on double layer expansion simulations were run
on NaMMT and CaMMT without organic molecules at various brine strengths.
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(a) The electric field strength of Na-MMT.
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(b) The electric field strength of Ca-MMT.
Figure 3.5: The variation in electric field strength, and hence electric double layers,
generated by NaMMT (left) and CaMMT (right) basal planes at various salinities.
Colours as defined in legend.
Figure 3.5a presents the electric field between the surface of the clay and z = 2 nm
averaged over the last 5 ns of a 10 ns production run as a function of salt concen-
tration. Figure 3.5b presents the electric field between the surface of the clay and
z = 2 nm for CaMMT as a function of salt concentration. Note that the electric
field strength presents identical trends for both NaMMT and CaMMT in Figure 3.5.
This suggests that EDL expansion is not the key mechanism driving divalent cation
exchange, as double layers should differ between NaMMT and CaMMT for ionic
exchange to occur. Furthermore, both figures highlight several other important
features.
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Firstly, it can be noted that the electric field generated by the clay is entirely
screened by the charge of the ions in the double layer within 1.5 nm from the
clay basal plane for both NaMMT and CaMMT at all tested salt concentrations.
Henceforth, the results presented in subsequent sections are to be considered as
simulations of organic oil molecules interacting with two independent clay basal
planes, rather that organics intercalated between two clay sheets.
Secondly, and more pertinently, there is no correlation between double layer
expansion and salt concentration present in these simulations. The results show no
expansion of the EDL. The results agree with several recent findings, whereby a
Stern layer of fixed cations charge balance the clay, and the simulations refute the
double layer expansion hypothesis of low-salinity EOR in this instance35,36.
DLVO theory states that for a sufficiently highly charged clay-like surface, a
Stern layer of immobile cations will be adsorbed to the clay, and act as a buffer to
cancel the charge of the clay. The oscillatory nature of the electric field presented
in Figure 3.5 can be described in this manner, whereby an exchangeable layer of
cations charge balanced the clay, followed sequentially by a more mobile layer of
anions and cations.
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3.3.2 Effects of Salinity on Decane
The non-polar decane models in this study include partial charges on all carbon
and hydrogen atoms and are expected to scarcely interact with the clay. Previous
work has shown that decane molecules form organic aggregates in brines of various
strength.37
The Interactions of Decane with Initially Water-Wet NaMMT
Figure 3.6a presents the final snapshot of a NaMMT simulation interacting with 80
decane molecules at a salt concentration of 5‰ NaCl.
The formation of organic aggregates is clear in Figure 3.6a. The decane molecules
coalesce together and act independently of the charged clay surface. This behaviour
is not surprising. It is energetically favourable for the hydrophobic hydrocarbons to
aggregate and minimise their surface interactions with the polar solvent molecules.
Figure 3.7a presents the density profile of decane molecules and salt ions across
the clay interlayer at varying salt concentrations. Note the symmetry across the
interlayer and the discrete separation between the organic molecules and the fully-
solvated ions shielding the clay. The organic molecules always form aggregates
between the clay layers independent of salinity. The results show that non-polar un-
charged molecules do not interact with the silicate surfaces of the water-wet clay, in
concordance with previous experimental work, where the majority of hydrocarbon-
clay interactions occur on hydroxyl clay surfaces.11
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(a) A snapshot of NaMMT interacting with decane molecules.
(b) A snapshot of NaMMT interacting with decanoic acid molecules.
Figure 3.6: Post-production snapshots of decane (left) and decanoic acid (right)
interacting with NaMMT modelled with 5‰ NaCl after 10 ns. Both snapshots
present to formation of organic aggregates. Colours as defined in Section 3.2.5.
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(a) The density profile of NaMMT interacting with decane.
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(b) The density profile of CaMMT interacting with decane.
Figure 3.7: Density profiles of NaMMT (left) and CaMMT (right) interacting with
decane at various salinities averaged over the last 5 ns of a 10 ns production simu-
lation. Colours as defined in Section 3.2.5.
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The Interactions of Decane with Initially Water-Wet CaMMT
The introduction of calcium as the charge balancing cation of the clay does not
affect the observed behaviour of intercalated decane, as shown in the density profile
of CaMMT with decane, Figure 3.7b. The formation of organic aggregates can be
seen across all simulations of decane, under all variations of brine strength and clay
composition.
It is notable however, that the divalent calcium cations are able to form a Stern
layer at the clay surface, whilst the sodium cations are always fully hydrated, as
can be seen from the small peak of calcium ions adjacent to the clay in Figure 3.7b.
A Stern layer of calcium ions was observed to form at all salt concentrations, and
suggests that the divalent cation bridging mechanisms may act, at least partially,
independent of the salt concentration. The results agree with the conclusions of
Bourg et al., that Stern layer adsorption is independent of salinity, however, the
cited study found a preference for sodium ions over calcium ions within the Stern
layer35. The chief difference between the presented study and the work of Bourg et
al. is the utilisation of different water models. Here, we have used the TIP3P water
model, whilst the work of Bourg et al. uses the SPC/E water model35.
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3.3.3 Effects of Salinity on Decanoic Acid
The introduction of polar carboxylic functional groups in the form of decanoic acid
molecules is expected to alter the behaviour of the clay-organic interactions. Bulk
decanoic acid in brine forms micelles37, however cation-polar bridging events are
expected to be seen in the simulations of decanoic acid interacting with smectite
clays.
The Interactions of Decanoic Acid with Initially Water-Wet NaMMT
Figure 3.6b presents the final snapshot of polar uncharged decanoic acid in NaMMT
with a brine concentration of 5‰ NaCl. The Figure shows that the polar un-
charged organic molecules form micelles between the clay layers, with the hydrophilic
carboxylic functional groups orientated on the external surface of the micelle and
the hydrophobic hydrocarbon tails minimising their contact with the polar water
molecules on the inside of the micelle. Once again, the results show that the organic
aggregates, in this case micelles, do not interact with the clay.
The Interactions of Decanoic Acid with Initially Water-Wet CaMMT
The introduction of calcium as the charge balancing cation of the clay does not affect
the observed behaviour of decanoic acid interacting with water-wet montmorillonite.
The formation of micelles is observed in all simulations of decanoic acid, under all
variations of brine strength and clay composition.
To summarise, the results present the formation of micelles in the simulations
of polar decanoic acid interacting with both water-wet NaMMT and water-wet
CaMMT at all salinities. Furthermore, simulations show a tendency for divalent
calcium cations to balance the charge of the clay and form a Stern layer. This
behaviour was observed in all simulations of decane and decanoic acid interacting
with water-wet CaMMT, and the behaviour is independent of salinity. The results
show that cation bridging between clay and polar organic is not present in water-
wet clays. The importance of initially oil-wet clays is paramount for the low-salinity
EOR effect, as has been observed previously in experiments.3
July 13, 2017
3.3. Results and Discussion 76
3.3.4 Effects of Salinity on Na-decanoate
The introduction of charged organic decanoate molecules was expected to produce
the most relevant results to describe cation-charged bridging in low-salinity EOR.
Interplay between clays and the organic molecules were expected to increase, as
direct Coulomb forces are much stronger than the dipole interactions between polar
organics.
The Interactions of Na-Decanoate with Initially Water-Wet NaMMT
Figure 3.8a is an end-snapshot of a simulation of NaMMT with 80 Na-decanoates
at a salt concentration of 5‰ NaCl.
Again, the aggregation of organic molecules can be noted. The conglomerates
are smaller in comparison to the uncharged polar decanoic acid molecules.
Furthermore, the distance between clay basal plane and organic cluster is larger
than that in the previous examples of decane and decanoic acid. This is due to the
overwhelming interaction between clay and organic being Coulomb repulsive and
the absence of mediating divalent cations.
The Interactions of Na-Decanoate with Initially Water-Wet CaMMT
The presence of divalent calcium cations introduced several interesting features to
the simulations. Figure 3.8b is an end-snapshot of a simulation of CaMMT inter-
acting with 80 Na-decanoate molecules at a salt concentration of 5‰ NaCl. It can
be observed that the majority of sodium and calcium cations appear to screen the
charge of the clay from the organic molecules.
Despite this shielding, there are features indicative of cation-charged bridging
present in Figure 3.8b. First, note the bridging between the clay and organic
molecules. See Figure 3.9a for magnified view.
July 13, 2017
3.3. Results and Discussion 77
(a) A snapshot of NaMMT with 80 Na-
decanoate molecules.
(b) A snapshot of CaMMT with 80 Na-
decanoate molecules.
Figure 3.8: Post-production snapshots of Na-decanoate interacting with NaMMT
(left) and CaMMT (right) modelled with 5‰ NaCl after 10 ns. Colours as defined
in Section 3.2.5.
(a) Cation-charged bridging between clay
and charged Na-decanoate molecules.
(b) Cation-charged bridging between identi-
cal organic molecules.
Figure 3.9: Enhanced snapshots of Na-decanoate interacting with CaMMT,
Figure 8b. Colours as defined in Section 3.2.5.
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The results show the capability for divalent cations to bridge between like-
charged clay layers and organic molecules. This is evidence that cation-charged
bridging can play a role in oil recovery. However, the distribution of calcium cations
between clay layers does not fluctuate as a function of salinity, see Figure 3.10.
Salinity does not affect the amount of divalent cations between water-wet clays and
charged organics. Hence, the cation-charged exchange mechanism is independent of
salinity for water-wet clays.
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Figure 3.10: The density profile of CaMMT interacting with 80 Na-decanoate
molecules at various salinities. Colours as defined in Section 3.2.5.
Figure 3.8b also presents divalent cation-charged bridging between organic molecules
(see Figure 3.9b for an enhanced snapshot). This indicates that divalent cations
within the interlayer can link separate aggregates or micelles to one another.
The density profiles present that the cation-charged bridging mechanism for
charged organics is independent of salinity for water-wet clays. The snapshots show
that cation-charged bridging mechanism events can occur in the simulations, how-
ever scarcely.
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3.3.5 Oil-Wet vs. Water-Wet Clays
To examine the difference between initially water-wet and initially oil-wet clay basal
surfaces, the corresponding oil-wet systems were created as described in Section 3.2.1.
The following results are taken from the last 5 ns of a 10 ns production run.
Initially oil-wet simulations of organics interacting with NaMMT resulted in the
formation of organic aggregates between clay layers at all salinities. Initially oil-wet
clays behaved identically to water-wet clays in the absence of divalent cations.
Initially oil-wet simulations of decane interacting with CaMMT resulted in the
formation of organic aggregates between the clay layers at all salinities, showing
that non-polar uncharged organic molecules do not contribute to the wettability of
a clay surface.
Figure 3.11a and Figure 3.11b presents the density profiles of decanoic acid and
Na-decanoate between CaMMT clay layers at various salinity levels.
Figure 3.11a presents the density profiles of decanoic acid molecules and ions
between initially oil-wet CaMMT layers. Note the widely varying density profiles
of organic molecules as a function brine concentration. The fresh water system
creates an almost homogenous distribution of organics, whilst the calcium ions shield
the charge of the clay. As the brine strength is increased to 1‰ and 5‰ NaCl
respectively, the formation of organic aggregates on the clay surface is seen.
Figure 3.11b presents the density profile of Na-decanoate interacting with CaMMT
at various salt concentrations. The presence of charged organics and divalent cations
maintain the oil-wet state of the system regardless of the salt concentration. This
highlights that the protonation of the acids in the oil, and hence the pH level sur-
rounding the clay, plays a vital role in low-salinity EOR.
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(a) CaMMT interacting with decanoic acid. Averaged between 5 ns and 10 ns.
 1
 2
 3
 4
 5
 0.01
 0.1
 1
 10
 100
 0
 50
 100
 150
 200
 250
 300
 350
 400
D
en
si
ty
 (k
g/m
3 )
z-Distance (nm)
Salt Concentration (ppt)
D
en
si
ty
 (k
g/m
3 )
(b) CaMMT interacting with Na-decanoate. Averaged between 5 ns and 10 ns.
Figure 3.11: Density profiles of initially oil-wet CaMMT interacting with decanoic
acid (top) and Na-decanoate (bottom) at various salinities averaged over various
times of the same production run. Colours as defined in Section 3.2.5.
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(c) CaMMT interacting with decanoic acid. Averaged between 15 ns and 20 ns.
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(d) CaMMT interacting with Na-decanoate. Averaged between 45 ns and 50 ns.
Figure 3.11: Density profiles of initially oil-wet CaMMT interacting with decanoic
acid (top) and Na-decanoate (bottom) at various salinities averaged over various
times of the same production run (cont.). Colours as defined in Section 3.2.5.
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(e) CaMMT interacting with decanoic acid. Averaged between 45 ns and 50 ns.
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(f) CaMMT interacting with Na-decanoate. Averaged between 95 ns and 100 ns.
Figure 3.11: Density profiles of initially oil-wet CaMMT interacting with decanoic
acid (top) and Na-decanoate (bottom) at various salinities averaged over various
times of the same production run (cont.). Colours as defined in Section 3.2.5.
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3.3.6 Extended Simulations of Initially Oil-Wet CaMMT
The large discrepancy in density profiles of oil-wet and water-wet charged organics
interacting with CaMMT suggested extended simulations were warranted.
Figures 3.11c and 3.11e present the density profiles of polar decanoic acid av-
eraged between 15 ns and 20 ns, and 45 ns and 50 ns of the same production run
respectively. The results show that extending the simulation of decanoic acid inter-
acting with initially oil-wet CaMMT to 50 ns reproduced organic aggregates between
clay layers. The final state of polar decanoic acid interacting with CaMMT is inde-
pendent of salinity, however the dynamics of polar organic desorption appear to be
salt dependent (see the following Sections 3.3.7 and 3.3.8).
Figures 3.11d and 3.11f present the density profiles of charged decanoate aver-
aged between 45 ns and 50 ns, and 95 ns and 100 ns of the same production run.
Both figures show desorption of organics from one basal plane as divalent cations
are replaced by monovalent cations. Again, it is concluded that the replacement
of divalent for monovalent cations and hence the ionic content of a flood is more
important than its salinity.
To summarise, all initially oil-wet simulations of NaMMT show desorption of
organic matter from the clay surface. Hence, replacing all the divalent cations in
the system with monovalent cations will increase EOR effects.
Negatively charged decanoate molecules will remain adsorbed to a clay surface
when a bridging cation is present via the cation-charged bridging mechanism. This
effect is independent of salt concentration.
The results concord with the hypothesis that the initial wetness of the reservoir
matrix is of importance to EOR3, but also propose that that the wettability of a
reservoir is directly affected by its ionic content. Initially oil-wet NaMMT becomes
water-wet independent of the organic molecule and salt concentration, whilst ini-
tially oil-wet CaMMT may remain oil-wet depending upon the organics constituting
the oil. Further, the results suggest that the ionic content of a water-flood may be
more important that its salinity, flooding a field with monovalent ions will increase
the wettability of the reservoir matrix.
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3.3.7 Dynamic Clustering Analysis
Clustering of organic molecules is observed in all simulations to some extent. Clus-
tering analysis over a simulation’s trajectory probes the dynamic effects of this
process.
Figure 3.12a shows the number of clusters in the simulation of decanoic acid
interacting with initially water-wet NaMMT as a function of time and salt con-
centration. It can be seen that the formation of micelles occurs on the nanoscale
independently of salinity. The noise at approximately 6 and 8 ns corresponds to
a single molecule breaking off of the dominant cluster and instantaneously being
reabsorbed into the micelle.
The behaviour presented in Figure 3.12a is typical amongst all the initially water-
wet simulations of both NaMMT and CaMMT with all three forms of organics.
Figure 3.12b presents the number of organic clusters for initially water-wet
NaMMT interacting with Na-decanoate. In this system, the organics form several
separate clusters, rather than one large aggregate, as is also the case of Na-decanoate
interacting with CaMMT. This is because the charged decanoate molecules repel
each other, whilst in the water-wet CaMMT system, the divalent cations can bridge
the like-charged organics to one another.
Figure 3.12c presents the number of clusters of polar decanoic acid interacting
with initially oil-wet NaMMT as a function of time and salt concentration. The
initial number of clusters in this simulation is two, i.e. one cluster on each of
the modelled clay surfaces. As the simulations progress, several organic molecules
break away from the oil-wet surface to create a new separate cluster. This process
continues, and within 1 ns the maximum number of separate clusters can be seen.
After a nanosecond, the separate clusters begin to coalesce, and any further organics
desorbed from the clay surface are rapidly encompassed in one of the previously
existing clusters.
The only scenario where this behaviour is not observed is for originally oil-wet
simulations of CaMMT interacting with charged decanoate, Figure 3.12d. These
systems remain oil-wet as previously discussed, and the number of clusters does not
vary over the timescale modelled.
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(a) Initially water-wet NaMMT with de-
canoic acid.
 0
 5
 10
 15
 20
 25
 30
 35
 0  2  4  6  8  10
N
o.
 o
f C
lu
st
er
s
Time (ns)
Fresh water
Low salinity
High salinity
Sea water
(b) Initially water-wet NaMMT with Na-
decanoate.
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(c) Initially oil-wet NaMMT with decanoic
acid.
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(d) Initially oil-wet CaMMT with Na-
decanoate.
Figure 3.12: The number of clusters in a simulation as a function of time and salt
concentration. See legends for colour scheme.
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3.3.8 Dynamic Divalent Cation Bridge Analysis
A divalent cation bridge is determined to be any divalent cation that is within 5 A˚
of the clay surface and within 3 A˚ of an organic oil molecule, as discussed in the
analysis techniques, Section 3.2.4. This measure is a useful quantity in determining
the rate of organic desorption from a clay surface, and is useful to determine both the
occurrence of divalent cation bridging as well as its dependence on salt concentration.
Figure 3.13a presents the number of divalent cation-polar bridges for the ini-
tially oil-wet simulation of CaMMT interacting with polar decanoic acid. Here, the
number of cation bridges decreases as the simulation progresses, and that the dif-
ference between salinity levels is minimal. At the end of all simulations the number
of potentially cation bridging cations has reduced to near zero.
Figure 3.13b presents the number of divalent cation-charged bridges for initially
oil-wet simulations of CaMMT interacting with charged Na-decanoates at various
salt concentrations. Note, the increased amount of bridges in this system compared
to the polar decanoic acid. This is due to the charge of the organic. There is a slight
decrease in the total number of bridges with time, however the number of cation-
charged bridges appears to converge to a non-zero number during the simulation.
Also note the independence of salinity in cation-charged bridging.
In general, all systems of CaMMT present a decrease of divalent cation bridges
with time, and all are independent of interlayer salinity. The amount of cation
bridges in simulations of oil wet CaMMT with decane decreases to zero after 1 ns,
decreases to zero after 10 ns for decanoic acid, and converges to a finite number with
decanoate.
Figure 3.13c shows the number of divalent cation bridges for initially water-wet
CaMMT interacting with Na-decanoate. It can be seen that there are intermittent
cation-charged bridging events occurring throughout the simulation, however these
events flitter in and out of existence. The initial wettability of a clay appears to
be an important factor for the cation-charged bridging mechanism, as previously
discussed.
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(a) Initially oil-wet CaMMT with decanoic acid.
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(b) Initially oil-wet CaMMT with Na-Decanoate.
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(c) Initially water-wet CaMMT with Na-Decanoate.
Figure 3.13: The amount of potentially bridging divalent cations as a function of
time and salt concentration. See legends for colour scheme.
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3.4 Conclusions
The use of molecular dynamics simulations has helped elucidate some of the key
mechanisms underpinning low-salinity enhanced oil recovery. The following are the
key conclusions discerned from the simulations of smectite clays with oil organics as
a function of salinity and initial clay wetness.
Electric double layer expansion does not vary with salinity, and is not a driving
factor for low-salinity EOR. Further work is required to interpret the importance of
pH on the effective charge of the clay basal plane.
All multicomponent ionic exchange mechanisms proposed to affect low-salinity
EOR are independent of salt concentration and hence cannot explain the effects
of low-salinity EOR. Non-polar, uncharged organic molecules do not interact with
charged hydrated smectite clay minerals to any extent. Polar, uncharged molecules
form micelles, and do not interact with charged smectite clay surfaces profusely.
Depending upon a clay’s initial wettability, charged organic molecules can interact
heavily with clay basal planes. For an initially oil-wet clay, the cation bridging
mechanism is prevalent, whilst for an initially water-wet clay, the cation bridging
mechanism is absent. Water bridging has not been observed in any simulation, how-
ever more densely charged divalent cations, i.e. Mg2+, may be required to observe
such effects. A Stern layer of unhydrated calcium cations is observed in both oil-wet
and water-wet simulations of CaMMT. The amount of unhydrated cations in the
Stern layer is independent of the salt concentration of the system, and hence divalent
cation bridging and ligand bridging may occur independently of salt concentration.
The simulations present that, in the systems studied, the key drivers of low-
salinity EOR are twofold.
One, the pH level surrounding the clay, and hence the protonation and charge of
organic oil molecules. Cation-charged bridging is present between oil-wet clay and
organic, however divalent cation-polar bridging is not. A key question arises in how
the salt concentration surrounding the clay surface might affect the protonation
of the polar acids within oil. Investigation of this mechanism would require QM
modelling.
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Two, that the wettability of a clay is dependent upon the charge balancing cation.
The simulations show that replacing divalent calcium ions with monovalent sodium
cations will increase clay water wetness, and subsequently improve oil recovery rates.
The ionic content of a flood is more important that the concentration.
The molecular level insight into clay organic interactions occurring during EOR
offer hitherto unaccessed resolution. Future work shall investigate the role of CaCl2
as well as NaCl brine to further elucidate the effect of monovalent vs divalent cations
on the wetness of clays. Highly hydrating cations, such as Mg2+ may also be mod-
elled to examine the full potential of water bridging in EOR. The cation exchange
mechanism shall be investigated by modelling positively charged organics (contain-
ing nitrogen in the functional group) and organics containing aromatic rings. This
shall determine whether cation-pi interactions play any role in low-salinity EOR. Fur-
ther clay minerals found at a higher abundance within reservoirs, such as kaolinite
and illite, shall also be modelled.
Supplementary Information
Radial distribution functions have been used to determine cut-offs for cation bridging
events, these can be viewed in the appendices. Additional density profiles, dynamic
clustering and dynamic cation bridging figures are also available in the appendices.
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Chapter 4
The Hofmeister Series for
Montmorillonite
The aim of this chapter is to quantify the strength of adsorption of charge-balancing
cations to the mineral surface montmorillonite, previously introduced in Chapter 3.
This is achieved by calculating the free-energy of adsorption of the ion to the surface
using the well-tempered metadynamics algorithm. Primarily, the aim is to discern
whether divalent or monovalent ions will be preferentially adsorbed to the mineral
surface, and therefore whether the low-salinity effect can be explained by cation
exchange (whereby it is energetically favourable for a monovalent sodium ion to re-
place a divalent calcium ion that is initially charge balancing the clay).
This chapter was invited for publication and has previously published in its pre-
sented form in the Clay and Clay Minerals journal:
Thomas Underwood, Valentina Erastova & H. Chris Greenwell.
Ion Adsorption at Clay Mineral Surfaces:
The Hofmeister Series for Hydrated Smectite Minerals.
Clays & Clay Min., 2016, 64 (4), pages: 472-487, DOI:10.1346/CCMN.2016.0640310
Thomas Underwood was responsible for running all simulations and writing the
published article. Valentina Erastova and H. Chris Greenwell helped proofread the
final article.
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Abstract
Many important properties of clay minerals are defined by the species of charge-
balancing cation. Phenomena such as clay swelling and cation exchange depend
upon the cation species present and it is therefore important to understand how the
cations bind with the mineral surface at a fundamental level. In the present study,
the binding affinities of several different charge-balancing cations with the basal
surface of the smectite clay montmorillonite have been calculated using molecular
dynamics in conjunction with the well-tempered metadynamics algorithm. The
results follow a Hofmeister series of preferred ion adsorption to the smectite basal
surfaces of the form:
K+ > Na+ > Ca2+ > Cs+ > Ba2+
The results also reveal the energetically favourable position of the ions above the clay
basal surfaces. Key features of the free energy profiles are illustrated by Boltzmann
population inversions and analyses of the water structures surrounding the ion and
clay surface. The results show that weakly hydrated cations (K+ and Cs+) prefer-
entially form inner-sphere surface complexes (ISSC) above the ditrigonal siloxane
cavities of the clay. The strongly hydrated cations (Na+, Ca2+ and Ba2+) prefer-
entially form outer-sphere surface complexes. The results provide insight into the
adsorption mechanisms of several ionic species upon smectite clay minerals, and are
relevant to many phenomena thought to be affected by cation-exchange, such as nu-
clear waste disposal, herbicide/pesticide-soil interactions and enhanced oil recovery.
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4.1 Introduction
Clays are naturally occurring layered phyllosilicate minerals which are known to play
an important role in many geochemical processes, whether within marine systems,
terrestrial soils or within the subsurface in aquifers and oil reservoirs1. Owing to
their high surface area, permanent negative charge and cation exchange properties,
smectite clay minerals have found an increasing multitude of practical applications
and have been extensively studied using analytical laboratory based techniques.
In recent years, computational techniques, such as molecular dynamics (MD) and
ab-initio calculations (including density functional theory - DFT), have become in-
creasingly beneficial in helping improve our understanding of clay mineral properties
at the atomistic level2,3.
Three types of clay mineral surfaces are apparent: (i) the external basal sur-
faces, (ii) the external clay edges; (iii) the interlayer basal surfaces. The adsorption
and exchange of cations at the different clay minerals surfaces can comprehensively
alter the physical and chemical properties of the clay mineral. Interlayer bound
potassium, for example, acts as a swelling inhibitor, preventing hydration and ex-
pansion of the interlayer region, whilst sodium promotes swelling when present in
smectite-like clay minerals4. Furthermore, owing to their use as a barrier material
in underground nuclear waste repositories it is becoming increasingly important to
understand how radioactive cations, such as barium and caesium, adsorb to clay
mineral surfaces, with potentially significant ramifications for nuclear waste reposi-
tory design and operation5. Since the behaviour of clay minerals depend upon the
species of charge-balancing cation, it is important to understand how the cation
binds with the mineral surface, and how the cations affinity to the surface differs
from ion to ion; however, studying the behaviour of cations at clay mineral sur-
faces and within interlayers is particularly challenging. Nuclear magnetic resonance
(NMR) studies have been undertaken on non-paramagnetic synthetic clays offering
insight on ion dynamics and distribution6, while the use of quasi-elastic neutron
scattering (QENS) on well-ordered vermiculite clay gels, as well as smectites, has
allowed the study of cation/water structure in interlayers7,8. Additional insight into
swelling energetics and structure has been obtained from computer simulation of
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hydrated clay minerals4,9,10.
A key property of many clay minerals is cation-exchange, where a more la-
bile cation is substituted by a less labile one to modify the clay mineral activity.
The traditional view of alkaline metal ion selectivity for cation-exchange follows a
Hofmeister-like series11:
K+ ≈ Cs+ > Na+ > Ba2+ ≈ Ca2+
The reasoning for this sequence have been postulated through (at least) two argu-
ments:
1. The ratio of hydrated cation size to interlayer spacing, whether the hydrated
ion can fit within the steric cavities of the interlayer spacing12,13;
2. The cation’s ability to partially dehydrate at the mineral surface and thus
form strong inner-sphere surface complexes14.
Whilst many historical studies of the Hofmeister series have examined the hy-
dration properties of the ions, in recent years it has become increasingly apparent
that ion-macromolecule interactions also play a dominant role15. Previous compu-
tational work has been able to elucidate some of the properties of cation-exchange
clay systems. It has previously been shown that whilst the binding energy between
potassium and montmorillonite is greater than that between caesium and mont-
morillonite, the caesium-montmorillonite system is overall more stable due to the
decreased enthalpy of hydration of the potassium over the caesium in the solvent
phase16. The result shows it is important to consider not only the effect of the ion
interacting with the mineral surface, but also with the bulk solvent phase. Previ-
ously, this has been achieved using an explicit solvent bath or through the use of
thermodynamic cycles17,18.
In this present study, classical molecular dynamic simulations have been used
in conjunction with well-tempered metadynamics to determine the free energy of
adsorption of, as well as the competition between, cations at the hydrated basal
surfaces of the smectite clay mineral montmorillonite. The following simulations
are particularly pertinent for understanding of the phenomenon of multicomponent
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cation-exchange during low salinity enhanced oil recover, whereby organic matter,
bridged to the surface through divalent cations, becomes desorbed from the basal
surface of a clay mineral19.
4.2 Methods
4.2.1 Model Setup
The clay unit cell used in this study was a Wyoming-like montmorillonite with
atomic coordinates taken from the American Mineralogist Crystal Structure Database
and with stoichiometry20,21:
M+ [Al3Mg1][Si8O20](OH)4.nH2O
In this model the octahedral sheets of the clay contained one Mg atom for every
three Al atoms, whilst both tetrahedral sheets contained no isomorphic substitu-
tions. The resulting unit cell possessed a single net negative charge, corresponding
to a surface charge density of approximately 0.35 C m−2. Periodically replicated
super-cells were generated containing one layer of montmorillonite, composed of 18
unit cells (6×3×1), with dimensions of approximately 30×30×100 A˚, and a pore-
spacing of approximately 90 A˚ (Figure 4.1).
Figure 4.1: An example supercell used in the simulations. This example is of sodium
cations (dark blue) interacting with montmorillonite. The colour scheme of the clay
is as follows: Silicons are yellow; oxygens are red; aluminums are blue; magne-
siums are pink and hydrogens are white. Also presented in stick form are the water
molecules within the nano-pore spacing.
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Montmorillonite structures initially occupied the region 0 < z < 7 A˚ in all the
following simulations, and the clay position varied little over all timescales modelled.
The simulation super-cells were subsequently hydrated (with approximately 2500
water molecules) and the requisite number of cations added to the system to charge
balance the montmorillonite surface. In total, five independent systems were set up
differing according to the type of charge-balancing cation. The cations considered
in this study were: sodium (Na+), potassium (K+), caesium (Cs+), calcium (Ca2+)
and barium (Ba2+).
The clay mineral has been modelled using the ClayFF force field, which is specifi-
cally parameterised to model layered minerals22. The ClayFF force field is designed
such that the entire interactions within, and structure of, the clay is described
wholly by the non-bonded Lennard-Jones and Coulomb potentials (hydroxyl groups
are bonded as an exception). The standard SPC water model has been used to
parameterise the solvent23. Ion parameters are taken from a variety of sources and
are consistent with the ClayFF and SPC force fields24,25,26,27,22.
4.2.2 Equilibration Details
All simulations have been initialized with an energy minimization run to reduce any
excessive force on any one atom. This was accomplished using a steepest descents
algorithm, with convergence achieved once the maximum force on any one atom was
less than 10 kJ mol−1 A˚−1. Subsequently, equilibration simulations were run for a
10 ns period in the constant number of particles, pressure and temperature (NPT )
ensemble at 300 K and 1 bar using a velocity-rescale Berendsen thermostat, tem-
perature coupling constant set to 0.1 ps, and a semi-isotropic Berendsen barostat
(in which the pressure fluctuations x and y are coupled, but the pressure fluctu-
ations in z are independent of those in xy), with pressure-coupling constant 1 ps.
The Berensden thermostat and barostat offered swift equilibration of the system,
and convergence was adjudged to have been attained once both the d-spacing (the
separation between the clay layers through the periodic boundaries) and potential
energy had converged.
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4.2.3 Metadynamic Details
Subsequent to equilibration, the super-cell was translated along the z-axis such that
the apical oxygen atoms of the silicate sheet of the lowest clay basal surface lay
upon the z = 0 A˚ plane. Before any free energy calculations were carried out, the
clay model was fixed in place as a rigid structure. Subsequently, a single cation was
chosen at random to be the test ion, upon which the free energy calculations have
been performed. All other ions in the system were free to move according to the
force fields used in the simulations.
The well-tempered metadynamics algorithm was used to explore the free energy
curve of the clay-ion-water system as a function of the clay-ion separation (i.e. the
reaction coordinate). During the metadynamics simulation the forces calculated
with conventional molecular dynamics are modulated by adding Gaussian functions
to the Hamiltonian at points along the reaction coordinate28. Here, twenty-five sep-
arate well-tempered metadynamic simulations were run, five for each cation type.
It is important to run multiple ensemble simulations when calculating equilibrium
thermodynamic properties, such as binding energies, since any one simulation is
unlikely to sufficiently sample all of the phase-space required to satisfy the ergodic
hypothesis29. Five separate ensemble simulations were deemed sufficient to reduce
the total uncertainty in the free energy profiles generated using the metadynamic
algorithm in this work. Each metadynamic simulation was run for a duration of 200
ns at 300 K in the constant number of particles, volume and temperature (NV T )
ensemble. Gaussian functions with an initial height of 1.20 kJ mol−1, a width of
0.10 A˚, and a bias factor of 10 were applied to the Hamiltonian every 0.5 ps. Con-
vergence of the well-tempered metadynamics algorithm was ensured by observing
that the Gaussian height tended to zero throughout all well-tempered metadynamic
simulations. Checks were also made to ensure that the test ion sampled all of the
available planar xy-space, in conjunction with clay-ion separation space.
Due to the translational symmetry of the clay mineral, additional bias potentials
were added to the test ion. This constrained the ion within a single unit cell of the
montmorillonite surface. Any additional sampling would simply increase computa-
tional time, yet yield no additional information. This constraint was achieved using
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a spring-like bias of the form:
Vwall(x) = k(x− xmin)4 ∈ x > xmax (4.2.1)
where k is the elastic spring constant of the wall, set to 500 kJ mol−1, and xmax is
the lower limit of the wall. Similar boundaries were setup to constrain the lower
bounds of the test ion in the x-direction, to constrain the ion in the y-direction, as
well as to keep the test ion within 10 A˚ of the mineral surface.
4.2.4 Simulation Details
All MD simulations were performed using GROMACS version 4.6.730 with the
Particle-Mesh-Ewald summation method for determining the electrostatic contri-
bution, with a real-space electrostatic cut-off of 12 A˚, a reciprocal space precision
of 99.999%, in addition to a van der Waals cut-off distance of 1.2 A˚. The well-
tempered metadynamic algorithm has been implemented using PLUMED 2.1.231,32,
which works in conjunction with GROMACS, whilst all images of the simulated
structures have been produced using VMD 1.9.233.
4.2.5 Analysis Details
All free energy analyses have been carried out using the internal tools for GRO-
MACS 4.6.7 and PLUMED 2.1.231,32. The Python module MDAnalysis 0.1334 and
Matplotlib 1.5.135 were used to further analyse simulation trajectories and generate
figures of water densities and radial distribution functions (RDFs). The plotted free
energy profiles present the average free energy at each point along the reaction co-
ordinate as a bold line and the relative error (plus-minus) is presented in the shaded
area. The values of individual binding energies are given with the corresponding
standard error as plus-minus. All ion density profiles (dotted lines in the free energy
profiles) have been calculated using the last 5 ns of the 10 ns equilibration period,
i.e. from an unbiased simulation.
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4.3 Results
It is initially worth highlighting the general shape of the free energy curves (Figure
4.2). After a short range repulsion between ion and mineral surface, and beyond (of-
ten several) minima, the free energy profiles plateau. In the long clay-ion separation
limit, this plateau can be decomposed as a combination of clay (F clayself ), ion (F
ion
self )
and solvent (Fwaterself ) self-energies; clay-water (F
clay
hydration) and ion-water (F
ion
hydration)
hydration energies; as well as long-range interaction terms (F clay−ionelectrostatic). Namely
the binding free energy (F ), can be expressed as:
lim
z→∞
F (z) = F clayself + F
ion
self + F
water
self + F
clay
hydration + F
ion
hydration + F
clay−ion
electrostatic (4.3.2)
This means that the overall binding energy (∆Fbinding) of the ion to the surface can
be calculated as:
∆Fbinding = F (zmin)− lim
z→∞
F (z) (4.3.3)
where zmin is the location of the global energy minimum with respect to clay-ion
separation. Note that at sufficiently large z, the individual self-energies of the un-
bound system and hydration terms in equation 4.3.2 are independent of z, since the
hydration shells of the ion and clay no longer overlap. Thus, at large z, when com-
paring binding energies between different ion species, one needs only to consider the
difference between the long-range clay-ion electrostatic term. Since all simulations
have been run at the same temperature (300 K) and ionic strengths the long-range
electrostatic term, which can be described through Poisson-Boltzmann theory, is
postulated to be equal for all different ions at any arbitrary z. It is therefore justi-
fied to normalise the free energy profiles subject to the boundary condition that for
large clay-ion separation:
lim
z→∞
F (z) = 0 (4.3.4)
Following this argument, a direct comparison of the binding free energies differences
between dissimilar species of monovalent and divalent cations have been calculated
(Table 4.1).
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4.3.1 Free Energy Profiles
Figure 4.2: The free energy profile of all cations as a function of clay-ion separation.
The shaded region indicates the standard error in the metadynamic calculation at
each point along the free-energy diagram. Also presented is the ion density as a
function of distance from clay basal surface (dotted line). The points (A), (B), (C)
and (D) are noted as points of interest within the free-energy diagram.
The free energy profile for all the systems considered (Figure 4.2), highlight
several points of interest along the reaction-coordinate. These are highlighted by the
points (A), (B), (C), (D) and (E) across the top of the figure. To be consistent, the
points correspond to the coordination states of the ion. In brief, (A) corresponds to a
primary inner-sphere surface complex (ISSC); (B) corresponds to a secondary ISSC;
(C) corresponds to outer-sphere surface complex (OSSC) and (D) corresponds to a
secondary hydration shell surface complex (SHSSC). These terms shall be explained
in the following sections. The point (E) corresponds to a clay-ion separation of 10 A˚,
the maximal distance of the reaction-coordinate in the metadynamic simulations.
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Figure 4.5: The xy-planar density of the examined cations at each point of interest
along the free energy curve.
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4.3.2 Na-Montmorillonite
The free energy profile for the sodium-montmorillonite system (Figure 4.2 - Na)
shows that at close separation distances (less than 2 A˚) the montmorillonite-ion in-
teraction is entirely repulsive. This represents the close-range repulsion between clay
and ion due to electron wave-function overlap. Beyond this, the ion experiences three
individual clay-ion separations of (meta-)stable equilibria. The global minimum, and
thus the most energetically favorable montmorillonite-sodium separation is at 3.8 A˚,
with a binding energy of -9.00±0.35 kJ mol−1 (Figure 4.2 - Na(C)). A secondary,
metastable minimum, is located nearer to the clay surface, at a clay-sodium distance
of 2.3 A˚, with a binding energy of -2.76±0.43 kJ mol−1 (Figure 4.2 - Na(B)). A third,
metastable minimum, is located further from the clay surface, at a separation value
of 6 A˚ and with a binding energy of -3.68±0.37 kJ mol−1 (Figure 4.2 - Na(D)).
The global minimum corresponds to a system where the sodium cation is fully hy-
drated, and the ions solvation shell is associated to the mineral surface via hydrogen
bonding. This can be observed in the overlapping water structures of the first hydra-
tion shell of the ion with the first hydration layer of the clay (Figure 4.3 - Na(C)).
This phenomenon is well known, and referred to as an outer-sphere solvation complex
(OSSC). In contrast, the metastable minimum nearer the clay surface corresponds
to an inner-sphere solvation complex (ISSC), whereby the cation is only partially hy-
drated, and is directly adsorbed to the mineral surface via electrostatic interactions
(Figure 4.3 - Na(B)). The metastable minimum farthest away from the clay surface
corresponds to where the second hydration shell of the sodium ion overlaps with the
first hydration layer of the clay (Figure 4.3 - Na(D)). This situation is observed for
several cations and shall be hereafter denoted as a secondary hydration shell surface
complex (SHSSC). Also presented is the water structure surrounding the ion and
clay at a clay-ion separation of 10 A˚ (Figure 4.3 - Na(E)). It can be noted that at
such distance, the hydration layers of the clay and ion no longer overlap.
The radial distribution functions (RDFs) between sodium ion and water/basal
clay oxygen further reiterate that the minima correspond to ISSC and OSSC. It
can be seen that for the ISSC (Figure 4.4 - Na(B)), the basal clay oxygen atoms are
shared with water oxygen atoms in the first coordination shell of the ion. In contrast,
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for the OSSC (Figure 4.4 - Na(C)), the basal clay oxygen atoms are contained within
the second coordination shell of the ion. For the SHSSC (Figure 4.4 - Na(D)), the
clay basal oxygen atoms contribute to the third coordination shell of the sodium
ion. Also presented is the RDF for the system at a clay-ion separation of 10
A˚ (Figure 4.4 - Na(E)). In this case the hydration layers of the ion and clay no
longer interact and the resulting RDF is that of the sodium ion with bulk water.
The planar density of the ion above the mineral surface shows that, for the ISSC,
the sodium ion is extremely localised above a single basal clay oxygen (Figure 4.5 -
Na(B)). In contrast, the OSSC is less localised above the clay basal surface (Figure
4.5 - Na(C)), with a preference to be located above one of the hexagonal siloxane
cavities of the mineral surface. For the SHSSC and beyond, the ion’s position above
the basal clay surface is no longer localised, and is homogeneously dispersed across
the unit cell (Figure 4.5 - Na(C) and Na(D)).
4.3.3 K-Montmorillonite
The free energy profile for potassium (Figure 4.2 - K) presents several features similar
to that of sodium. Again, it can be seen that beyond the typical close distance repul-
sion, three separate (meta)stable minima are observed. The global minimum, in this
instance, is located near the surface of the mineral, at a montmorillonite-potassium
separation of 1.3 A˚, with a binding energy of -10.56±1.29 kJ mol−1 (Figure 4.2 -
K(A)). The next most stable minimum is located at 4.7 A˚, with a binding energy
of -3.83±0.37 kJ mol−1 (Figure 4.2 - K(C)). There is also a metastable minimum
between these two points at a clay-potassium separation of 2.6 A˚ with a binding
energy of -2.46±0.70 kJ mol−1 (Figure 4.2 - Na(B)).
Focusing on the global energy minimum (point A), both the water structure
(Figure 4.3 - K(A)) and the RDF (Figure 4.4 - K(A)) reveal that the ion forms an
ISSC in its most energetically favourable state. In particular, the RDF shows that
the first coordination shell of the potassium ion is largely composed of clay oxygen
atoms. The xy-planar density of the potassium ion in its ISSC state (Figure 4.5
- K(A)) shows that the ion is extremely localised above the hexagonal cavities of
the clay surface. This behaviour is in contrast to the ISSC observed for sodium.
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The terms primary ISSC and secondary ISSC are here introduced to denote the
difference between these two different forms of ISSC. A primary ISSC denotes an
ion that sits above one of the hexagonal cavities of the clay surface, whilst the term
secondary ISSC denotes that the ion sits above one of the basal oxygen atoms of
the clay.
The least energetically favourable metastable minimum is located at point (B) in
the free energy profile (Figure 4.2 - K(B)). The water structure (Figure 4.3 - K(B))
and RDF (Figure 4.4 - K(B)) indicate that this minimum is also an ISSC. The xy-
planar density of the ion above the surface (Figure 4.5 - K(B)) indicates that this is
a secondary ISSC. The results show that potassium can stably form both primary,
and secondary, inner-sphere surface complexes.
The most energetically favourable metastable minimum is located at point (C)
in the free energy profile (Figure 2 K(C)). Here the potassium ion forms an OSSC,
as the first hydration shell of the ion overlaps with the first hydration layer of the
clay (Figure 4.3 - K(C)). The RDF (Figure 4.4 - K(C)) also highlights that the basal
clay oxygen atoms coordinate within the second hydration shell of the potassium
cation. Like the sodium ion, the OSSC of potassium is loosely localised above
the hexagonal siloxane cavities of the basal surface, as evidenced by the xy-planar
density distribution (Figure 4.5 - K(C)). Beyond this point, the potassium ion is
not observed to form a SHSSC and moves freely across the xy-plane (Figure 4.5 -
K(E)).
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4.3.4 Cs-Montmorillonite
The free energy diagram for the caesium-montmorillonite system (Figure 4.2 - Cs)
is very similar to that of potassium. Again, three separate minima are observed.
The global energy minimum is at a montmorillonite-caesium separation of 2.0 A˚
with a binding energy of -8.34±0.40 kJ mol−1 (Figure 4.2 - Cs(A)). The secondary
minimum is at a clay-ion distance of 2.7 A˚ with a binding energy of -7.51±0.38 kJ
mol−1 (Figure 4.2 - Cs(B)) and the tertiary minimum is located at a clay-ion distance
of 4.6 A˚ with a binding energy of -4.64±0.26 kJ mol−1 (Figure 4.2 - Cs(C)).
The global minimum of caesium forms an ISSC as can be observed through the
water structure (Figure 4.3 - Cs(A)) and caesium-oxygen RDF results (Figure 4.4 -
Cs(A)). Like potassium, the global energy minimum of caesium is localised above the
hexagonal siloxane cavities of the clay surface (Figure 4.5 - Cs(A)) and is therefore
observed to form primary ISSCs.
The second and third minima of caesium correspond to a secondary ISSC and
OSSC respectively. This is evidenced by the overlapping of the water structures
surrounding the ion and clay (Figure 4.3 - Cs (B) and Cs(C)), the overlapping oxygen
atoms in the RDFs (Figure 4.4 - Cs(B) and Cs(C)), as well as the ion localisations
above the xy-plane (Figure 4.5 - Cs(B) and Cs(C)). Much like potassium therefore,
caesium readily forms both secondary ISSCs and OSSCs. Unlike potassium however,
the secondary ISSC is more energetically stable than the OSSC.
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4.3.5 Ca-Montmorillonite
In contrast with the results for other ions presented so far, the free energy profile for
calcium shows only one stable minimum (Figure 4.2 - Ca). This minimum is at a
clay-ion distance of 3.8 A˚ and has a binding energy of -16.76±0.41 kJ mol−1 (Figure
4.2 - Ca(C)). The water structures surrounding the calcium and clay in conjunction
with the RDFs between ion and oxygen atoms show that this global energy minimum
is an OSSC. The water structure (Figure 4.3 - Ca(C)) shows that the first hydration
shell of the calcium overlaps with the first hydration layer of the clay basal surface.
Furthermore, the RDF (Figure 4.4 - Ca(C)) indicates that the basal oxygen atoms of
the clay contribute to the second hydration shell of the calcium. The planar density
of the calcium ion in its global OSSC state (Figure 4.5 - Ca(C)) presents that the
calcium ion sits above the hexagonal siloxane cavities of the basal surface of the clay,
in agreement with the trends observed for the monovalent ions. Nonetheless, the
OSSC for the calcium ion is more localised compared to the OSSCs for monovalent
ions.
Point (D) in the calcium system refers to the sudden change in gradient of the
free energy curve. This change in gradient is due to the completion of the second
hydration shell of the calcium ion as is shown in the water density profile (Figure
4.3 - Ca(D)). At this point the clay no longer contributes to the hydration shells of
the calcium ion, as is confirmed by comparing the RDF between calcium and basal
clay oxygen atoms with the RDF between calcium and all oxygen atoms (Figure
4.4 - Ca(D)). The planar density profile for point (D) (Figure 4.5 - Ca(D)) shows
that calcium ion sits above the either the basal oxygen of silicon atoms of the clay.
Therefore, the aforementioned completion of the second coordination shell of the
calcium ion is achieved with water oxygen atoms.
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4.3.6 Ba-Montmorillonite
The free energy profile of the montmorillonite-barium system (Figure 4.2 - Ba)
presents several interesting features not observed in the free energy profile for cal-
cium. The global energy minimum (point C) corresponds to a clay-ion separation of
4.2 A˚ with a binding energy of -16.66±1.46 kJ mol−1 (Figure 4.2 - Ba(C)). There is
also a second, energetically expensive, metastable minima in the free energy curve
(point A). This metastable minimum is located at a clay-ion separation value of
1.9 A˚ and has a binding energy of +18.26±3.55 kJ mol−1 (Figure 4.2 - Ba(A)), i.e.
energy is required to place the ion into this metastable minimum. Two plateaus
can also be seen in the free energy profile of barium. Point (B) is at a clay-ion
separation of 2.6 A˚ and has a binding energy of -0.54±1.82 kJ mol−1 (Figure 4.2
- Ba(B)), whilst point (D) is at a clay-ion separation of 5.8 A˚ and has a binding
energy of -8.38±1.25 kJ mol−1 (Figure 4.2 - Ba(D)).
The water density profiles and RDFs of the barium-montmorillonite system ex-
plain how the ion binds with the mineral surface. At points (A) and (B), the ion is
directly coordinated by basal oxygen atoms, forming primary and secondary ISSCs
respectively (Figures 4.3 and 4.4 - Ba(A) and Ba(B)). The water structure shows
that the global energy minimum occurs when the barium ion is an OSSC (Figure
4.3 - Ba (C). In such an occurrence, the basal oxygen atoms of the clay contribute
to the second hydration shell of the cation, as can be seen in the corresponding RDF
(Figure 4.4 - Ba(C)). The plateau at point (D) of the free energy curve occurs when
the second hydration layer of the barium ion begins to completely coordinate with
water oxygen atoms (Figure 4.3 - Ba(D)).
Analysis of the planar density of barium above the xy-plane of the clay shows
that the two ISSCs are extremely localised above a cavity of the clay siloxane (Figure
4.5 - Ba (A)) or directly above basal oxygen atoms (Figure 4.5 - Ba (B)) for the
metastable minimum (point A) and plateau (point B) respectively. Similar to all
other OSSCs, the OSSC of barium is localized above one of the hexagonal siloxane
cavities of the clay (Figure 4.5 - Ba (C)), whilst at all clay-ion separations greater
than this distance, the cation freely traverses across the xy-plane of the clay mineral
(Figure 4.5 - Ba (D)).
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4.4 Discussion
The results show that the charge-balancing cations of montmorillonite can form four
different stable surface complexes: a primary ISSC located above the siloxane cavity
of the basal clay surface; a secondary ISSC located above a basal oxygen atom; an
OSSC loosely located above siloxane cavity; and a SHSSC, which is due to the
overlap of the ions second hydration sphere with the clay minerals first hydration
layer. No further surface complexes were observed in the simulations.
The formation of two separate ISSCs has been noted in the literature previously.
In particular, it has been shown that weakly hydrated interlayer cations (K+, Cs+)
form ISSCs above the siloxane cavity of the clay interlayer36,37,38, whilst strongly
hydrated cations (Na+) form ISSCs on tetrahedral charge sites4,39,38. The results
presented here supplement this previous work, and further suggest that the forma-
tion of ISSCs for strongly hydrating cation can occur in the absence of tetrahedral
charge substitutions. Moreover, they implicate that the formation of different sur-
face complexes is related to the hydration properties of the cation. The stable surface
complexation of a cation is related to the hydrated radii of the atom, which is, in
turn, inversely proportional to the charge/size ratio of the ion (see Table 4.2).
Table 4.2: The atomic radii and therefore charge to size ratio for each ion. The
hydrated radii are calculated as the first minima in the RDF of each respective ion.
The stable surface complex of each ion is linked to the size of the ions hydration
radii and thus charge to size ratio.
Ion Atomic Radii Charge/Size Ratio Hydrated Radii Stable Complex
Na+ 1.90 0.53 3.23 OSSC
K+ 2.43 0.41 3.83 ISSC
Cs+ 2.98 0.34 3.87 ISSC
Ca2+ 1.94 1.03 3.13 OSSC
Ba2+ 2.53 0.79 3.49 OSSC
The weakly hydrated cations, K+ and Cs+, have very similar hydration radii (Ta-
ble 4.2), and therefore exhibit similar behavior. In both cases, the primary ISSC is
the most energetically favourable state of the ion, and the secondary ISSC and OSSC
are metastable. The strongly hydrated monovalent cation, Na+, forms secondary
ISSCs, OSSCs and SHSSCs, and is energetically most stable in its OSSC. Similarly,
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divalent cations form globally stable OSSCs, in concordance with the relevant liter-
ature ((Brown and Kevan, 1988)40, (Papelis and Hayes, 1996)41, (Chen and Hayes,
1999)42, (Strawn and Sparks, 1999)43, (Greathouse et al., 2000)44). Barium exhibits
interesting behaviour; it is an ion that can form stable primary ISSCs and OSSCs,
with plateaus in the free energy profile associated with the formation of a secondary
ISSC and a SHSSC45. This is due to the larger atomic radius of barium compared
to calcium, whereby the charge/size ratio of barium lies somewhere between that of
calcium and sodium.
Overall, the results are well converged. The largest errors encountered are for
the free energy profiles of potassium and barium. Since the free energy profile for
barium contains several plateaus and minima, the metadynamic algorithm requires
more simulation time to sample all clay-ion separation phase space compared to
other ions. The potassium ion contains a large error due to the lack of convergence
in the global energy minimum. This is due to the complex coordination of oxygen
atoms to the potassium ion, and shall be elaborated upon further in the following
sections.
4.4.1 Accuracy of Results
To further analyse the accuracy of the free energy profiles, a comparison is made
between the equilibrium density profile of the unbiased equilibration simulation with
the density profile derived from the free energy. The cation density surrounding the
montmorillonite surface is derived from the free energy profile as:
n(d) ∝ exp
(−∆F (d)
kT
)
(4.4.5)
where n(d) is the density profile of the ion surrounding the clay, ∆F (d) is the
corresponding free energy at the point d and kT is the thermal energy at temperature
T .
The analysis shows that the free energy profiles capture the overall trends ob-
served in the unbiased density profile (Figure 4.6). In particular, the strongly hy-
drating cations (Na+, Ca2+ and Ba2+) density profiles match extremely well. The
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free energy profiles generated for Na+, Ca2+ and Ba2+ capture the essential details
of the equilibrium density profile and agrees with previous results of cationic distri-
bution surrounding montmorillonite basal surfaces46,47. The ion densities calculated
from the free energy profiles for the weakly hydrating cations (K+ and Cs+) vary
considerably compared to the equilibrium density. In the case of potassium, the
metadynamic density underestimates the the proportion of secondary ISSCs and
OSSCs, suggesting that the free energy calculation overestimates the global binding
energy of potassium to montmorillonite. In contrast, the metadynamic density over-
estimates the proportion of secondary ISSCs and OSSCs for caesium. This suggests
that the free energy profile underestimates the global binding energy of caesium.
Clearly, there is a phenomenon occurring for the weakly hydrated cations, causing
their binding energies to be less accurate compared to their more strongly hydrated
counterparts.
The chief difference between the unbiased and the metadynamic simulations is
that the coordinates of the clay are kept constant within the metadynamic simula-
tions. This may alter the overall accuracy of the free energy results by undermining
the dynamic properties of the clay. This noted, however, the metadynamic sim-
ulations were simulated for two hundred times longer than the unbiased potential
simulations. One would therefore expect the free energy profiles of the metadynamic
simulation to be more converged in comparison to the overall unbiased density pro-
files.
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Figure 4.6: A comparison of ionic densities surrounding the clay surface. Bold
coloured line is the density calculated from the free energy profile, and the dotted
line is the density calculated from an unbiased simulation.
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4.4.2 Coordination Analysis
The lower accuracy in the binding energies for potassium and caesium can be ex-
plained by examining the coordination number of the ion in its most energetically
stable state. This is calculated by integrating under the first peak of the radial
distribution function (RDF) for each ion (Table 4.3). Note that in bulk, the coor-
dination of ions ranges between 6 to 8 oxygen atoms, systematically 1 to 2 counts
over the expected literature values48. In the SHSSC and OSSC states, the ion re-
mains completely coordinated with water oxygen atoms. In the secondary ISSC the
strongly hydrated sodium ion is coordinated by five water oxygen atoms and one
clay oxygen atom. This, along with the xy-planar density for sodium in its ISSC,
proves that the strongly hydrated monovalent cation coordinates directly above a
single basal clay oxygen atom. The coordination of the secondary ISSCs for the
weakly hydrating cations, potassium and caesium, show that 2 to 3 clay oxygen
atoms are contained within the ions first coordination shell. The secondary ISSCs
for potassium and caesium complex with a triad of basal oxygen atoms, in keeping
with previous literature36.
Profoundly, for the primary ISSC of potassium and caesium, the ion is coordi-
nated with six oxygen clay atoms, as well as four/six water oxygen atoms. This
drastic change in the total coordination number of potassium and caesium is the
reason that the binding energy calculations are less precise for these ions. It is be-
lieved that the structure of the basal siloxane surface is formed of ditrigonal cavities,
rather than the hexagonal cavities observed in these simulations49. This suggests a
limitation in the force field used within these calculations. The recently developed
polarizable force field is parameterised to accurately reproduce the ditrigonal struc-
ture of a clay mineral surface, and may be a more suitable choice going onwards with
further binding energy calculations49. Also, the Interface force field, which includes
explicit bonding between surface atoms and dissimilar atom types for basal oxygen
atoms, may be more suited to this task50.
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Table 4.3: The coordination number of each ion in each surface complexation state.
Expected coordination numbers are taken from Varma etal48.
Expected Observed Clay Water Clay Water
Species CN CN CN CN (%) (%)
Primary ISSC
Na+ 5 - - - - -
K+ 6 9.3 5.9 3.4 64 36
Cs+ 7 11.8 5.9 5.9 50 50
Ca2+ 5-7 - - - - -
Ba2+ 5-7 8.5 1.1 7.4 13 87
Secondary ISSC
Na+ 5 5.9 1.1 4.8 19 81
K+ 6 7.6 1.9 5.7 25 75
Cs+ 7 9.4 2.7 6.7 29 71
Ca2+ 5-7 - - - - -
Ba2+ 5-7 8.5 1.1 7.4 13 87
OSSC
Na+ 5 5.9 0 5.9 0 100
K+ 6 7.6 0 7.6 0 100
Cs+ 7 9.3 0 9.3 0 100
Ca2+ 5-7 8 0 8 0 100
Ba2+ 5-7 9 0 9 0 100
SHSSC
Na+ 5 5.8 0 5.8 0 100
K+ 6 - - - - -
Cs+ 7 - - - - -
Ca2+ 5-7 8 0 8 0 100
Ba2+ 5-7 9 0 9 0 100
Bulk
Na+ 5 5.9 0 5.9 0 100
K+ 6 7.8 0 7.8 0 100
Cs+ 7 8.2 0 8.2 0 100
Ca2+ 5-7 8 0 8 0 100
Ba2+ 5-7 9 0 9 0 100
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4.4.3 Equilibrium Constants and the Hofmeister Series for
Montmorillonite
To compare binding energies between divalent and monovalent cations at basal sur-
faces it is required to divide the divalent binding affinity by two (or double the
monovalent value) since it takes two monovalent ions to replace a single divalent ion
in identical clay systems. This is valid assuming that the chemical environments
of the two monovalent ions do not overly interact with one another. Following this
procedure, the results present a Hofmeister-like series for ion adsorption to smectite
mineral surfaces of the form:
K+ > Na+ > Ca2+ > Cs+ > Ba2+
Furthermore, the binding energy difference between ion A and B (∆∆GAB)can
be tabulated by considering the difference in global binding energies between the
respective atoms (Table 4.4). These values are related to the exchange equilibrium
constant (KBA ) as
51:
∆∆GAB = −RT ln(KBA ) (4.4.6)
where KBA relates to the equilibrium reaction between clay, cation A and cation B
51:
A−Clay + B+ −−⇀↽− B−Clay + A+ (4.4.7)
The calculated equilibrium constants generally agree with the literature values (Ta-
ble 4.5). The ∆∆GAB binding energy differences are of the order of the thermal
energy at 300K (2.476kJ) or smaller in all instances. Overall, the values of KBA
and ∆∆GAB show that the basal surface of montmorillonite is weakly selective, in
agreement with literature results51.
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Table 4.4: The binding energy difference (∆∆GAB) between ion species.
∆∆GAB Na
+ K+ Cs+ Ca2+ Ba2+
Na+ -1.56 0.66 0.62 0.67
K+ 1.56 2.22 2.18 2.23
Cs+ -0.66 -2.22 -0.04 0.01
Ca2+ -0.62 -2.18 0.04 0.05
Ba2+ -0.67 -2.23 -0.01 -0.05
Table 4.5: The exchange equilibrium constants (KBA ) for each ion exchange reaction.
Literature values of Bourg & Sposito and Benson are presented in bold51,52.
KBA Na
+ K+ Cs+ Ca2+ Ba2+
Na+ - 1.87 0.77 0.78 0.76
K+ 0.54 - 0.41 0.42 0.41
0.58
Cs+ 1.30 2.44 - 1.02 1.00
1.23
Ca2+ 1.28 2.40 0.98 - 0.98
1.21 1.04 0.26
Ba2+ 1.31 2.45 1.00 1.02 -
1.44
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4.5 Conclusions
In this study multiple ensembles of molecular dynamic simulations used in conjunc-
tion with well-tempered metadynamics, have been used to form the basis for deriving
the adsorption energies and mechanisms of simple ions to hydrated mineral surfaces.
The methodology is robust and can be transferred to a wide variety of applications
to measure the affinity between mineral surfaces and a marked assortment of organic
material. The results immediately suggest further ways to improve the accuracy of
the calculation of binding energies to clay mineral surfaces. When calculating the
binding energy of poorly hydrating molecules to clay surfaces, such as potassium and
caesium, it is critically important to accurately portray the ditrigonal coordination
of basal surface oxygens on the siloxane surface.
Detailed analysis of the water structure and planar xy density of cations in their
energetically favourable states has revealed four separate surface-ion complexations.
Both primary and secondary ISSCs are observed for the weakly and strongly hy-
drated cations respectively. A second hydration shell surface complex, whereby the
second hydration shell of the cation overlaps with the first hydration layer of the
mineral surface, is observed for sodium. Outer-shell surface complexes are observed
to form for the strongly hydrated ions, sodium, barium and calcium. Using the
metadynamic algorithm, the results have confirmed the idea of a Hofmeister series
for smectite-like minerals. For basal surfaces, the series follows the form:
K+ > Na+ > Ca2+ > Cs+ > Ba2+
and this insight impacts upon a wide range of industrial applications of clay minerals.
Finally, the preference for monovalent ions to be adsorbed to the surface over the
naturally occurring divalent ions is important for many industrial applications using
the cation-exchange mechanism, whereby an inherently present divalent calcium
ion is replaced with monovalent cation which can improve, for example, water-
wettability, and thus increase oil extraction rates in enhanced oil recovery. Future
work entails studying the adsorption of ions as a function of salt concentration, the
energetics of intercalated ions as well as the calculating the energy barriers at clay
edge sites. Furthermore, the role of tetrahedral substitutions may play a large role
in the stability of such ionic systems.
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Chapter 5
Kaolinite-Organic Interactions
This chapter introduces kaolinite, an uncharged clay, and models its interactions
with various organic molecules representative of the basic molecular building blocks
of oil. In this chapter, the interactions of decane, decanoic acid and primary de-
canamine with kaolinite are studied. Kaolinite is a mineral presenting two different
surfaces to pore spaces within the reservoir, and both surfaces are considered in this
chapter.
This chapter has previously been published in its presented form in the Journal
of Physical Chemistry C:
Thomas Underwood, Valentina Erastova& H. Chris Greenwell.
Wetting Effects and Molecular Adsorption at Hydrated Kaolinite Clay
Mineral Surfaces.
J. Phys. Chem. C, 2016, 120 (21), pp 1143311449, DOI: 10.1021/acs.jpcc.6b00187
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Abstract
In this study, classical molecular dynamics simulations have been used to under-
stand the key interactions and surface structure of a set of organic molecules at
the hydrated surfaces of the 1:1 clay mineral kaolinite. Decane, decanoic acid and
decanamine have been modelled at both the hydroxylated and silicate surfaces of
kaolinite. Additionally, the effect of pH is observed via looking at the protonated
decanamine and decanoate anion forms. The key results show that relative affinity
of the organic molecules to the kaolinite surface may be readily switched between
the hydroxylated and silicate surfaces according to the pH and the nature of the
organic head functional group. Decane molecules readily form droplets atop the sil-
icate surface and do not adsorb to the hydroxyl surface, as do protonated decanoic
acids. In stark contrast, decanoate anions do not adsorb to the silicate surface, yet
adsorb to the hydroxyl surface through an anion exchange mechanism. Decanamine
readily adsorbs to both silicate and hydroxyl surfaces, though the hydroxyl-amine
interactions are mediated through water bridges. Once charged, the decanamine
remains adsorbed to both surfaces, however, both interactions are ionically medi-
ated, rather than through van der Waals and hydrogen bonds. Furthermore, proto-
nated decanamine is observed to adsorb to the hydroxyl surface via anion bridges,
a phenomenon that is typically associated with positively charged layered double
hydroxides rather than negatively charged clay minerals.
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5.1 Introduction
Hydrated mineral surfaces play an important role in many geochemical processes,
whether within lacustrine/marine systems, terrestrial soils, aeolian dusts or within
the subsurface in aquifers and oil reservoirs1. Under hydrous conditions, stable min-
eral surfaces include the silicates, carbonates, (oxy)hydroxides, inter alia 2,3. Fur-
thermore, a wide spectrum of low molecular weight organic molecules can exist
within the natural environment, either as a result of natural processes or through
anthropogenic inputs. Such organics encompass, amongst others, herbicides and pes-
ticides, nutrients/fertilisers and detrital materials, weathered organic matter from
peats and soils (typically humic and fulvic acids), crude oil derived hydrocarbons,
fats/oils, explosives, pharmaceuticals, endocrine disrupting chemicals, etc. Owing
to the moderate abundance of aqueous or humid environments, coupled with a rel-
atively high hydration energy of many minerals, the interactions between minerals
and organic molecules rarely involve ideal dry surfaces, but are far more likely to oc-
cur at hydrated surfaces with consequently very different physi- and chemisorption
properties.4
Owing to the abundance of silica within the Earth’s crust, weathering processes
and hydrothermal alteration results in the formation of finegrained silicate minerals.
When aluminium becomes incorporated in the structure, aluminosilicate minerals
form, including the cation exchange mineral families: zeolites and clay minerals5.
As a result of their high surface area and cation exchange properties, these minerals,
whether from natural deposits or synthetic analogues, have found multiple practical
applications and have been extensively studied using both analytical laboratory
based techniques as well as molecular simulations6,7,8. The surfaces of both zeolite
and clay minerals present an interesting contrast to silicate minerals as surface bound
exposed cations possess a large enthalpy of hydration and (depending on the cation)
present water wetting domains, where as the silicate domains behave more akin to
quartz, with hydrophobic properties9.
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Though the clay minerals with large cation exchange capacity are of significant
interest, they constitute a far smaller fraction of total soil mineral content relative
to the aluminosilicate kaolinite minerals10. Kaolinite minerals make up a signif-
icant volume fraction of soil, aeolian and riverine/lacustrine minerals, and also a
significant proportion of available surfaces in sandstone oil reservoirs11. Kaolinite is
noted for its industrial applications, particularly in the production of porcelain and
other ceramics, as a coating agent in, for example, paper production and also as an
adsorbent and binder. These applications arise owing to the properties of kaolinite
as a result of its structure.
5.1.1 Kaolinite Structure and Properties
Clay minerals, along with quartz, often form surface coatings in the pores of sand-
stone reservoirs5, as can be seen from scanning electron and atomic force microscopy
for example, Figure 5.1. Illites, smectites, illite-smectites mixed layers and kaolinites
are amongst the most abundant types of clay mineral found within sandstone reser-
voirs5, and whilst illites and smectites are generally considered as water-wetting,
kaolinite is considered to be oil-wetting4.
Figure 5.1: Optical microscope image (left) of a sandstone core presenting a com-
position of large quartz grains (silver), pore water (blue) and clay minerals between
quartz grains (grey and brown). Atomic force microscope image of kaolinite grains
stacked upon each other (center), and the atomic structure of a single kaolinite layer
(right).12
Structurally, kaolinite is a member of the 1:1 non-swelling group of clay minerals,
where the structure of each layer is composed of one tetrahedral (T) SiO4 sheet
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bonded to a gibbsite-like octahedral (O) AlO6 sheet, giving rise to an OT structure
(Figure 5.1, right). The cation exchange clay minerals mainly belong to the 2:1 clay
minerals, where the octahedral layer is sandwiched between two tetrahedral sheets
(TOT repeat unit). As such, while the 2:1 clay minerals present a similar basal
surface either side of the layer mid-plane, in kaolinite the upper and lower surfaces
of one sheet are very different, where the gibbsite-like oxygens are often terminated
by hydrogen atoms, creating a layer of hydroxyl groups. Henceforth, the gibbsite-
like layer shall be referred to as the hydroxyl surface, whilst the SiO4 layer shall be
referred to as the siloxane surface.
Due to the low amount of isomorphic substitutions in kaolinite, kaolinite group
clay minerals (including dickite and nacrite) do not have a permanent charge and do
not swell, and the majority of clay-organic interactions occur either at particle basal
planes or at at clay edge sites. In contrast, swelling 2:1 clays interact with organic
matter at basal planes, edge sites and within the intercalated region between adja-
cent clay sheets1. The surface charge of kaolinite is pH dependent, as deprotonation
of the hydroxyl groups can induce a net negative charge, however, in most instances,
the major charge sites of kaolinite occur along the edges, rather than on the basal
planes, of the clay particle13,14,15.
5.1.2 Kaolinite-Organic Adsorption Mechanisms
The possible adsorption mechanisms of small organic molecules on clay basal sur-
faces have been previously studied in the literature16. Table 5.1 presents the impor-
tant reported adsorption mechanisms between clay and organic molecules, and the
relevant functional groups associated with each adsorption mechanism.
Table 5.1: The adsorption mechanisms of organic-clay interactions.16
Mechanism Organic functional group
Cation exchange Amino, ring NH, heterocyclic N (aromatic ring)
Anion exchange Carboxylate
Water bridging Amino, carboxylate, carbonyl, alcoholic OH
Cation bridging Carboxylate, amines, carbonyl, alcoholic OH
Hydrogen bonding Amino, carbonyl, carboxyl, phenolic OH
Van der Waals interaction Uncharged organic units
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The exchange mechanisms in Table 5.1 (cation and anion exchange) describe the
dynamic replacement of a small metal ion M initially adsorbed to a clay surface by
a larger organic molecule, functional group B. The cation exchange mechanism, see
Figure 5.2 (left), can be represented by the formula:
Clay−M+ + B+(aq) −→ Clay−B+ + M+(aq) (5.1.1)
In this instance, B usually refers to a organic molecule with a quaternary nitrogen
atom (in this study -NH+3 ) and M is typically a monovalent cation (for example,
Na+).
Figure 5.2: A schematic of four proposed organic-clay adsorption mechanisms. Left
presents an example of cation exchange, where an organic molecule is directly bound
to the clay. Center left presents the analogous mechanism, anion exchange. Center
right presents cation bridging, whereby a hydrated divalent ion bridges a charged
organic molecule to a like-charged clay surface. Right is an example of water bridg-
ing, whereby an organic molecule is adsorbed to the clay through several separate
molecules including water.
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Anion exchange is the analogous mechanism to cation exchange. In this case,
the organic molecule contains a negatively charged functional group, for example a
carboxyl, and M is a univalent exchangeable anion bound to a protonated surface
hydroxyl group or clay edge site. The mechanisms is thought to be more prominent
in metal hydroxides (the positively charged clay counterpart) compared to negatively
charged clay minerals.16
Cation and water bridging mechanisms, see Figure 5.2 (center right and right re-
spectively), are both weak bonding mechanisms between clay and organic molecules.
Water bridging can be represented by the formula:
Clay−M(H2O) + B(aq) −→ Clay−M(H2O)B (5.1.2)
where B is an anionic or polar functional group and M is a hydrated exchangeable
cation. Water bridging is thought to be more prevalent in the presence of strongly
solvated cations (for example Mg2+), since B is less likely to displace the bridging
water molecule in such instances. When a direct bond is formed between B and M,
the bonding mechanism is known as cation bridging.
Hydrogen bonding between organics and clay sites typically occur between -OH
functional groups of an organic and mineral surface oxygens. The hydrogen bonding
mechanism is proposed to be scarce and is weakly bonding as the clay surface oxygens
are not excessively electronegative16. The van der Waals interaction mechanism, in
contrast, occurs between all organics and a clay surface, and is ever-present.
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5.1.3 Previous Simulation Studies of Kaolinite
Computational simulations offer great potential to examine the properties of clay
mineral interfaces at an atomistic level. Previous simulation studies of clay mineral
surfaces are widespread, and have broached a vast array of topics, from clay disorder-
ing, to dynamics and hydration. In particular, the use of computational simulations
to study the properties of organic molecules at or on mineral surfaces has provided
fertile ground for research (see the article by Greenwell et al.8 for a recent review on
the uses of molecular simulations for clay minerals). Whilst mineral-organic inter-
faces have been heavily studied in the past, previous simulation studies of kaolinite
minerals in particular, have primarily focused on the adsorption mechanisms of ei-
ther a single molecule, or a relatively small number, of organic molecules to the clay
surface.
Ab-initio quantum mechanical density functional theory (DFT) calculations have
been used to model the adsorption of simple monomers17, sugars18 and saturated
hydrocarbons19 on both the hydroxyl and the siloxane surfaces of kaolinite. Such
studies frequently minimise the ground state structure of an organic molecule on
the surfaces of kaolinite (sometimes including water) without including any dy-
namic properties. Most studies observe a preference for organic adsorption to the
hydrophilic hydroxyl surface, compared to the hydrophobic siloxane surface, due to
the formation of short lived hydrogen bonds between the surface, the organic, and
mediating water molecules17,18,19. With the inclusion of charged species and salts,
ionic interactions become more favourable than the hydrogen bonds and become the
primary cause of organic adsorption to the hydroxyl surface17. Furthermore, it has
also been shown that whilst polar molecules tend to form a complex hydrogen bond-
ing network with the hydroxyl surface, the polar functional group does not affect the
interaction between the organic and the siloxane surface, thus the polar molecules
interact similarly with the siloxane surface as that of their non-polar counterpart19.
In contrast to quantum mechanical methods, classical molecular dynamic and
Monte Carlo simulations can sample a larger range of phase space, and have been
able to model the effects of a multitude of organics on solvated kaolinite surfaces.
Recent results have concluded that, for example, certain organic molecules (cationic
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dyes) have a preference to adsorb to the siloxane, rather than the hydroxyl surface20,
in disagreement with most DFT studies based on energy analyses18,19. The study
noticed the formation of organic aggregates on the siloxane surface after 10 ns, a
timescale untenable to ab-initio calculations at this point in time.
In the previous work by the current authors, the interactions of organic matter
with smectite clay surfaces at various salinities had been investigated21. The work
presented that it was the ionic composition of the brine, rather than the salinity
itself, that played an important role upon the adsorption of organic matter to mineral
surfaces.
The aim of the present study is to model the interactions of small organic
molecules with hydrated kaolinite basal surfaces, to ascertain under what condi-
tions small organic materials adsorb to the siloxane and hydroxyl surface. Organic
molecules possessing a shared 10 carbon alkyl backbone, but with varying func-
tional groups, have been simulated on kaolinite clay basal surfaces using classical
molecular dynamics. The results are pertinent to a range of phenomena dominated
by clay-organic interactions. The aim is to gain a fundamental understanding of
the effect of the functional group and charge upon the adsorption of the organic
molecules to both the siloxane and hydroxyl basal surfaces of kaolinite. In Section
2 the computational model and input parameters are described. The results for
decane interacting with the basal surfaces of kaolinite are presented in Section 5.3.1.
The results for decanoic acid and decanoate anions are presented in Sections 5.3.2
and 5.3.3 respectively, whilst the results for decanamine and protonated decanamine
are presented in 5.3.4 and 5.3.5.
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5.2 Computational Details
5.2.1 Model Setup
The kaolinite unit cell used in this study had the stoichiometry Al2Si2O5(OH)4 (see
Figure 5.3), with initial atomic positions taken from the American Mineralogist
Crystal Structure Database22,23, and whilst the unit cell possessed zero net charge,
the siloxane and hydroxyl surfaces possess a slight net negative and positive surface
charge respectively due to electron polarization (whereby this polarization is implic-
itly captured by the partial charges on each atom as defined by the utilized force
field).
Figure 5.3: The unit cell of Kaolinite used in this study. The clay structure contains
silicon (yellow), oxygen (red), aluminum (pink), and hydrogen (white) atoms.
Periodically replicated supercells contained two adjacent sheets of kaolinite com-
posed of 168 unit cells (12 × 7 × 2), with dimensions of approximately 6 × 6 × 10
nm, with each pair of layers separated by a nanopore spacing of approximately 9 nm.
The kaolinite structures initially occupied the region 0 < z < 1.2 nm in all models,
and the clay position varied little over all timescales modelled. Two hundred organic
molecules were subsequently positioned near the hydroxyl and siloxane surfaces, one
hundred within 1 nm of the hydroxyl surface, and the other hundred within 1 nm
of the siloxane surface, as to increase clay-organic interactions and reduce phase-
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space sampling time21. This was achieved using the program PackMol24, resulting
in a system similar to that presented in Figure 5.4. The system was subsequently
solvated with (approximately 9000) water molecules to recreate hydrous conditions.
It has previously been shown that the organic molecules considered in this study
adsorb to the mineral surface when simulated in vacuum21.
Figure 5.4: A snapshot showing the initial model of decane interacting with kaolinite
before water is added. The PackMol software package24 has been used to create the
densely packed organic phase adjacent to the siloxane and hydroxyl surfaces. All
simulations start with similar configurations. The clay structure contains the same
color scheme as in Figure 5.3, whilst the oil molecules contain carbon (blue) and
hydrogen (white).
The organic molecules considered in this study were neutral non-polar decane
(C10H22), polar decanoic acid (CH3(CH2)8COOH) and decanamine (CH3(CH2)8NH2).
Additionally, pH effects were considered by altering the protonation state of the de-
canoic acid and decanamine. Decanoic acid has a pKa of approximately 4.9
25, and
is likely to be found in both neutral and anionic forms in the majority of natu-
ral settings. In contrast, the pKa of decanamine is approximately 10.6
26, meaning
that the decanamine will most likely be found in its protonated cationic form in
the majority of natural environments, with the notable exception for cementitious
materials or drilling fluids where alkaline conditions exist. The following simulations
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where all decanamine molecules are neutral are unlikely to be encountered in most
environmental conditions but a portion of the population of decanamine molecules
will be neutral and thus the simulations provide a useful proxy for comparison. Both
decanoate CH3(CH2)8COO
−) and protonated decanamine (CH3(CH2)8NH+3 ) have
been simulated. In such simulations the system has been charge-balanced by the
addition of sodium and chloride ions respectively. All organic molecules used in this
study were created using the Avogadro molecular editing suite27.
In this study it has been assumed that the charge of the clay basal surface
remains neutral, though the protonation state of the organic species varies. The pH
at which a mineral surface is neutral is termed the point of zero charge (pzc). At the
pzc the mineral surface is net neutral, and though the majority of surface sites will
be neutral (e.g. AlOH) there will also be a contribution from a balance of negative
(e.g. AlO−) and positively charged (AlOH+2 ) sites. From a simulation perspective,
for a surface containing approximately 1000 hydroxyl groups, the simulations are
too small to accurately describe the bulk properties of the required charged sites (1
in approximately 333)28. In recent work by Gupta and Miller29 it has been shown
through the use of atomic force microscopy that the pzc for the aluminol surfaces of
kaolinite is between pH 6 and pH 7. It has also been shown that the siloxane surface
of kaolinite is SiO2 coordinated at pH > 4, and that major silica pH variations arise
from edge sites rather than relatively inert basal surfaces13. The surface charge of the
aluminol hydroxyl surface is strongly pH dependent, with AlOH+2 groups starting
to become AlOH groups at approximately pH 6 and AlOH groups beginning to
deprotonate to AlO− groups at approximately pH 8. As can be seen in work by
Jiang, Hirasaki and Miller28, the AlOH coordination of the aluminol surface exists
between pH ranges of approximately 6 and 12, with peak AlOH coordination at
approximately pH 9. This then limits the feasibility of the hydroxyl surface model
used in the simulations to a range of pH values between approximately pH 6 and pH
12 as can be seen in Figure 5.5, with the most representative pH of the surface model
at approximately pH 9. Also presented on Figure 5.5 is the relative concentration
of R-COOH to R-COO− and R-NH2 to R-NH+3 as a function of pH. Note that the
siloxane surface model is representative of pHs above approximately 4, and is thus
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likely to accurately represent the interactions of the siloxane surface of kaolinite with
all organics tested. In contrast, the hydroxyl surface model is most representative of
a system at approximately pH 9, and is thus better suited at emulating the properties
of R-COO− and R-NH+3 with the aluminol surfaces of kaolinite. The simulations of
R-COOH and R-NH2 interacting with the aluminol surface of kaolinite are presented
for comparative purposes, but as shall be shown, the organic-siloxane interactions
dominate in both these scenarios. Overall, the force fields utilised in this study have
not been parameterised to model pH imbalances on mineral surfaces, however this
topic is currently being considered and is subject to future work. The authors note
in particular the recent work by Heinz that has been shown to correctly model pH
variations on mineral faces30,31.
Figure 5.5: The pH range of the AlOH aluminol surface modelled within the sim-
ulations.28. The silicate surface is assumed to be SiO2 coordinated at pH’s above
approximately 413,32. Also presented are the fractional portions of R-COOH (red)
to R-COO− (dotted red) and R-NH+3 (blue) to R-NH2 (dotted blue) as a function
of pH.
The ClayFF force field33 has been used to model the kaolinite clay mineral
within the simulations. The force field has been specifically parameterized to model
clay-like minerals, and is described wholly through non-bonded Lennard-Jones and
Coulomb potentials (with the exception of bonded hydroxyl groups within the clay
structure). The CHARMM36 force field34,35 was utilized to model the organic oil
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molecules within the clay nanopore. The force field was designed to describe organic
systems, and has been proven to reproduce physically accurate representations of
hydrocarbons, lipids and similar organics36. The CHARMM36 TIP3P water model
(which is derived from the TIP3P parameterization by Jorgensen37 but includes LJ
sites on hydrogens and flexible geometry) was used to simulate the water molecules
between clay mineral layers. Although ClayFF has been parameterized consistently
with the SPC water model, it has since been shown that the force field equally pro-
duces qualitatively accurate results when used in conjunction with the CHARMM36
TIP3P water model38. Both ClayFF and CHARMM36 force fields have recently
been tested in conjunction, and have been shown to accurately reproduce the equi-
librium properties of organic molecules interacting with hydrated mineral surfaces38.
Previous simulations have been able to show that the adsorption of, for example,
acetate and ammonium molecules parameterized with CHARMM, to quartz surfaces
parameterized with ClayFF, are not only consistent with ab-initio molecular dynam-
ics, but also with experimental X-ray reflectivity (XRF) data39. Both the quantity
and length of hydrogen bonds between the organic molecules and mineral surface
agreed within error to both DFT and XRF data. Lorentz-Berthelot mixing rules for
van der Waals interactions are utilized in both CHARMM36 and ClayFF force fields,
and have been used here to model the intermolecular organic-clay interactions.
5.2.2 Simulation Details
All simulations were performed using the molecular dynamics suite, GROMACS
4.6.740,41. All simulations were run using real-space particle-mesh-Ewald (PME)
electrostatics and a van der Waals cutoff of 1.2 nm. Each simulation was initialized
with an energy minimization using a steepest descents algorithm, with convergence
achieved once the maximum force on any one atom was less than 100 kJ mol−1
nm−1. Subsequently, simulations were run for a 50 ps equilibration period in the
constant number of particles, pressure and temperature (NPT ) ensemble with a
velocity-rescale Berendsen thermostat, temperature coupling constant set to 0.1 ps,
and a semi-isotropic Berendsen barostat, with pressure-coupling constant 1 ps. The
Berensden thermostat and barostat offered swift equilibration of the system, and
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convergence was validated as the d -spacing and potential energy converged. The
use of a semi-isotropic barostat allowed computationally efficient decoupling of vol-
ume fluctuations in the z direction and xy plane. This equilibration simulation was
followed by a 50 ns production run in the NPT ensemble using a velocity-rescale
thermostat, with a temperature coupling constant of 1 ps, and a semi-isotropic
Parrinello-Rahman barostat, with a pressure coupling constant of 1 ps. All sim-
ulations were run at approximately ambient conditions, a pressure of 1 bar and a
temperature of 300 K. It was necessary to run simulations at ambient, as the ClayFF
force field has been parameterized to model systems at room temperature, and con-
siderable validation would be needed to ensure it accurately reproduces structures
and properties at various other temperatures and pressures.
5.2.3 Analysis Techniques and Visualization
All subsequent snapshots of simulation trajectories have been produced using VMD
1.9.242. All simulations contain two adjacent kaolinite layers, which have been re-
produced twice in all snapshots at the left and right of the figures. The clay layers
are identical and are periodic images of one another. The color scheme of all snap-
shots are defined as follows. The clay structure contains silicon (yellow), oxygen
(red), aluminum (pink), and hydrogen (white) atoms. Organic molecules contain
carbon (light blue), hydrogen (white), oxygen (red) and nitrogen (dark blue). Ions
are represented as van der Waals spheres and consist of sodium (blue) and chloride
(red) ions. Unless otherwise specified this color scheme is kept consistent. Water
molecules are present in all simulations, but are not rendered in the snapshots for
clarity.
Atomic partial densities across the nanopore were calculated using the built-in
analysis tools within GROMACS 4.6.7, and subsequently plotted using Python and
MatPlotLib. All density profiles have been averaged over the final 5 ns of the 50
ns production run, and have been subsequently integrated and re-scaled such that
the maximum peak in partial density is set to one, in an attempt to increase clarity.
The zero in the z-distance of the density plots correspond to the siloxane surface of
the kaolinite clay mineral.
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The average end-to-end molecular angle has been calculated using the MDAnal-
ysis43 Python library. The angle of an organic molecule is defined via the vector
generated between CH3 carbon and the final carbon (or nitrogen for decanamine) on
the opposing molecular functional group. For decane, the choice between head and
tail end of the vector is arbitrary. Each organic molecule generates one vector, and
the orientation of this organic is measured in spherical coordinates over the final 5
ns of the 50 ns production simulation. The convention used in the present work is
such that the clay mineral sheet lies upon the xy plane, and the azimuthal angle
is defined as the angle around the z axis upon the clay plane, originating from the
x axis, see Figure 5.6 (left) for a schematic. The elevation angle is thus defined as
the orientation above or below the xy plane and therefore above or below the clay
mineral. A positive elevation angle means that the functional group of an organic
points away from the hydroxyl surface and toward the siloxane surface, whilst a
negative elevation angle represents the opposite molecular orientation. See Figure
5.6 (center) and Figure 5.6 (right) for a schematic representation of a vector with
positive and negative elevation angles respectively.
Figure 5.6: A schematic of angles definitions. The azimuthal angle (left) is defined
as the angle on the xy plane, about the z axis. The elevation angle (right) is defined
as the angle above or below the xy plane, and thus above or below the basal surface
of the clay.
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5.3 Results & Discussion
5.3.1 Interactions of Decane with Kaolinite
Decane forms the backbone of all the subsequent organic molecules tested, and the
behaviour observed for decane is expected to play a role in the mechanics of the other
simulations. The simulation results show complete organic molecule withdrawal
from the hydrophilic hydroxyl surface, with organic adsorption to the hydrophobic
siloxane surface, as is clear from the final snapshot of the simulation in Figure
5.7. This process occurs very rapidly. After a 50 ps equilibration period both oil
aggregates have formed clear droplet structures, with the hydroxyl droplet already
withdrawn from the surface, see Figure 5.8 (top). After a few nanoseconds, the two
oil droplets coalesce and form a single droplet, Figure 5.8 (bottom).
Figure 5.7: The post-production snapshot of decane interacting with kaolinite. Note
the complete withdrawal of decane from hydroxyl surface and adsorption to siloxane
surface.
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Figure 5.8: Simulation snapshots of decane interacting with kaolinite at various
times throughout the simulation. The upper snapshot presents the rapid formation
of two separate oil droplets after the 50 ps equilibration period, whilst the lower
snapshot presents the two oil droplets coalescing after 2 ns. Following this process,
the oil droplet remains adsorbed to the siloxane surface.
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Figure 5.9 (top) presents the partial density profile of decane molecules across
the pore spacing. It can be seen that the organics nearest the siloxane surface of
the kaolinite form discrete layers parallel to the plane of the surface. The results
suggest that the organics near the surface lie horizontally and stack upon one other.
This effect can also be observed slightly in Figure 5.7. Future work shall examine
how the phenomenon originates, comparing the average oxygen-oxygen distance of
the siloxane surface and determining whether this correlates to the carbon-carbon or
hydrogen-hydrogen separation of the oil. In previous work, Swadling et al.44,45 and
Thyveetil et al.46,47 have observed coupling between molecular alignment and the
thermal undulations within layered minerals, though these are less likely in kaolinite
owing to the thickness of the double repeat used in these simulations.
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Figure 5.9: The re-scaled density profiles of decane across the pore spacing. The
top subfigure presents all components in the system, kaolinite (green), water (grey)
and decane (black). The lower subfigure presents the density profile of CH3 carbons
within the functional groups of decane.
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Figure 5.9 (bottom) presents the partial density of CH3 carbons within the pore
spacing. Again it is clear that the CH3 groups form well ordered layers adjacent to
the clay. Due to the symmetry of decane, neither end of the molecule has a larger
binding affinity to the clay surface, nor possess differing hydration enthalpies, and it
is not surprising that the saturated alkanes lie parallel to the plane in this instance.
The first prominent peak in the decane partial density profile is approximately
3.1 A˚ from the siloxane surface, with subsequent peaks approximately 4.4 A˚ apart
from each other. These peaks correspond to the interactions of the clay with the
backbone carbons, and the interactions between intermolecular carbons respectively.
The simulations present that van der Waals interactions are the primary adsorption
mechanism for decane on the siloxane surface, as the electrostatic partial charges
of decane are minimal. It is favourable for water, rather than decane, to hydrate
the surface of the clay mineral, establishing extensive hydrogen bonding with the
hydroxylated surface. Overall, van der Waals interactions between decane and the
clay surface are responsible for organic adsorption to the siloxane surface, whilst the
preferential hydrogen bonding between water and the clay surface is responsible for
the withdrawal of decane from the hydroxyl surface.
Figure 5.10 (left) presents the angle distribution for decane molecules within the
kaolinite nanopore. Note the fairly large spread of organic molecule orientation,
however, also note that some organic molecules possess a favourable orientation at
an elevation angle of 0 rad, i.e. parallel to the kaolinite surface, and an azimuthal
angle of +pi/3 rad and −2pi/3 rad.
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Figure 5.10: The angle distribution of all decane molecules in the pore spacing (left),
decane molecules within 0.5 nm of the siloxane surface (center) and decane furthest
from the clay surface, at least 3 nm from surface (right).
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Figure 5.10 (center) presents the orientation of the organic subset closest to the
siloxane surface, i.e. all organics within the first density peak in the density profile
of Figure 5.9 (z > 9.5 nm). There is a strong relationship between the elevation
angle of an organic and its proximity to the basal surface. The azimuthal angle is
heavily biased toward +pi/3 rad and −2pi/3 rad. These angles correspond to oppos-
ing directions, hence the organics lie along the same axis of symmetry. This axis of
symmetry happens to be one of the hexagonal axes of symmetry of the siloxane sur-
face, and to be specific, it pertains to one of the axes of symmetry of basal oxygens.
The results present that the organics closest to the surface not only lie horizontally,
but also tend to lie along one of the siloxane axes of hexagonal symmetry. Future
work shall examine the origin of this ordering phenomenon, comparing the aver-
age oxygen-oxygen distance of the siloxane surface and determining whether this
correlates to the carbon-carbon or hydrogen-hydrogen separation of the oil.
Figure 5.10 (right) presents the angle profile of decane molecules furthest from
the siloxane surface (z < 7 nm in Figure 5.9). This subset of adsorbed organics
possesses no prejudice to azimuthal angle. The orientation of organics is distributed
evenly, and the organics are oriented as though the clay minerals were not present.
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5.3.2 Interactions of Decanoic Acid with Kaolinite
Decanoic acid is still dominated by the alkane chain and thus might be expected
to behave similarly to decane, however, the role of the hydrophilic COOH group
is considered to alter the behaviour of organic-clay and organic-water interactions.
Figure 5.11 (top) presents a post-production snapshot of decanoic acid interacting
with kaolinite. Again, when compared to the starting configuration in Figure 5.4, it
is clear that organics readily withdraw from the hydroxyl surface and adsorb on the
siloxane surface. Note that the decanoic acid forms a less broad droplet compared
to decane, indicating that the polar functional groups act as to increase the contact
angle, and thus interfacial tension, of the oil phase. Upon rotating the system,
the simulations present that the droplet additionally acts as a film across the clay
surface, see Figure 5.11 (bottom).
Figure 5.12 (top) presents the density profiles of the clay, organic molecules and
water across the pore space. As with decane, the decanoic acid molecules form hori-
zontal layers close the siloxane surface, and the effect of the COOH functional group
appears to be minimal to the overall adsorption behaviour of decanoic acid. Figure
5.12 (bottom) shows the partial densities of CH3 and COOH functional groups
across the pore space. It can be seen that in close proximity to the clay surface,
the behaviour of CH3 and COOH is very similar. The density of COOH appears to
reach further into the pore spacing compared to CH3 however. This is due to the
hydrophilic nature of the COOH functional groups; it is favourable for the organic
cluster to create a micelle-like structure on the clay surface, minimising hydrophilic-
hydrophobic interactions between CH3/CH2 groups in the decanoic acid with water.
The first peak distance between the clay surface and the CH3 functional group is
again 3.1 A˚, whilst the distance between surface and the COOH functional group is
3.4 A˚. Further peaks are separated by approximately 4.4 A˚ for both CH3 and COOH.
Again, the primary adsorption mechanism seen here is van der Waals interactions
between organic and siloxane surface.
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Figure 5.11: Post-production snapshots of decanoic acid interacting with kaolinite
(top and bottom rotated through 90◦). Note the complete withdrawal of the organic
from hydroxyl surface, with adsorption to siloxane surface, much like decane, Figure
5.7.
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Figure 5.12: The re-scaled density profiles of decanoic acid across the pore spacing.
The top subfigure presents all components in the system, kaolinite (green), water
(grey) and decanoic acid (black). The lower subfigure presents the density profile of
CH3 carbons (red) and COOH carbons (blue) of the decanoic acid molecules within
the nanopore.
As with the decane simulations, no interactions between hydroxyl surface and
organic molecules are observed. The results confirm that the binding affinity of the
water phase is greater than that of the polar COOH group, and that the hydroxyl
surface is readily hydrated by water in preference to decanoic acid. In contrast,
the binding affinity of the hydrocarbons on the siloxane surface is greater than the
hydration energy of water on the same siloxane surface.
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Figure 5.13 (left) presents the angle analysis for all decanoic acid molecules within
the kaolinite pore. The organic molecules generate a very distinctive concentric
elliptical distribution of angles, very dissimilar to that observed for decane, Figure
5.10. Figure 5.13 (center) again presents the orientation of the organics closest to
the clay, i.e. all organics within the first peak in the density profile of Figure 5.12 (z
> 9.5 nm). Note that the organics lie azimuthally along one of the hexagonal axis
of symmetry of the siloxane surface (once again, in line with basal oxygen atoms),
at an angle of +pi/3 rad and −2pi/3 rad. The two primary nodes (the areas of
highest angle concentration) are centred upon the xy plane, i.e. where the elevation
angle is zero, and thus the majority of the organics lie horizontal to the siloxane
surface. Figure 5.13 (right) presents the angle profile of decanoic acid molecules
furthest from the siloxane surface (z < 7 nm in Figure 5.11). It can be seen that the
organics maintain a preferential orientation, with the carboxylic acid heads pointing
into the pore spacing (negative elevation), thus increasing polar-polar interactions
between organic and solvent. The preference in azimuthal angles is due to the
cylindrical droplet formation of the organics at the surface. The polar functional
groups have a marked effect on the orientation of the organics far into the pore
spacing, a phenomenon that is not observed in the decane simulations.
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Figure 5.13: The angle distribution of all decanoic acid molecules in the pore spacing
(left), organic molecules within 0.5 nm of the siloxane surface (center) and decanoic
acid molecules furthest from the clay surface, at least 3 nm from surface (right).
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5.3.3 Interactions of Decanoate Anions with Kaolinite
The deprotonation of decanoic acid is expected to dramatically alter organic-clay
behaviour as ionic interactions are far stronger than the hydrogen bonds observed
for decane and protonated decanoic acid17. Figure 5.14 presents the final snapshot
of the production run of Na-decanoate interacting with kaolinite. The behaviour
is comprehensively different to that of decane and decanoic acid. The results show
complete organic withdrawal from the siloxane surface, and adsorption to the hy-
droxyl surface.
Figure 5.14: The post-production snapshot of Na-decanoate interacting with kaoli-
nite. Note the stark difference in behaviour compared to protonated decanoic acid
(Figure 5.11), viz complete withdrawal from the siloxane surface yet adsorption to
hydroxyl surface.
It is also worth highlighting, in particular, the distribution and behaviour of the
charge-balancing sodium cations. Figure 5.15 (top) clearly presents the affinity of
sodium to adsorb to both the electronegative siloxane and electropositive hydroxyl
surfaces of kaolinite. The simulations show that the sodium cations form inner-
sphere surface complexes (ISSCs) on the hydroxyl surface and outer-sphere surface
complexes (OSSCs) on the siloxane surface. ISSCs are defined as ions directly
adsorbed to the surface of a mineral, whilst OSSCs are hydrated ions indirectly
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adsorbed to the surface via a mediating water molecule. One may think that ISSCs
are inherently more strongly bound to a clay surface, whilst OSSCs in comparison
are less strongly bound to a mineral surface, however this has recently been shown
to not necessarily be true, and any conclusions drawn from the behaviour ISSC
versus OSSC must be considered on a case-by-case basis48. The result is surprising
however, not only are sodium ions able to adsorb to the electronegative siloxane
surface, but also the electropositive hydroxyl surface. The sodium adsorption to the
hydroxyl surface may be ascribed to ionic interactions between cations and atoms
further within the clay mineral, for example the gibbsite oxygens or aluminums,
whilst the phenomenon may also be described by the presence of the negatively
charged organic matter.
Figure 5.15 (top) also presents the density profile of the decanoate molecules
in the pore spacing. The profile shows two distinct regions of organic aggregation,
one set of organics adsorbed to the hydroxyl surface of the clay and a separate
cluster within the pore spacing. The partial densities show that the charged organics
withdraw readily from the siloxane surface, and do not interact with the clay surface
thereafter. No occurrence of cation bridging between siloxane and decanoate is
observed here, a result that is consistent with previous observations of the siloxane
surfaces in 2:1 smectite clays21. The decanoates initially adjacent to the hydroxyl
surface remain adsorbed throughout the 50 ns production run via an anion exchange
mechanism.
Figure 5.15 (bottom) presents the distribution of the decanoate CH3 and COO
−
groups within the nanopore spacing. It is clear from the Figure that the COO−
functional groups mediate the organic adsorption to the hydroxyl surface, whilst
the CH3 groups play a minimal role.
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Figure 5.15: The re-scaled density profiles of Na-decanoate across the pore spacing.
The top subfigure presents all components in the system, kaolinite (green), water
(grey), decanoic acid (black) and charge balancing sodium ions (orange). The lower
subfigure presents the density profile of CH3 carbons (red) and COO
− carbons (blue)
of the decanoate anions within the nanopore.
July 13, 2017
5.3. Results & Discussion 156
Figure 5.16 (left) presents the angle profile of decanoate organics adsorbed to
the hydroxyl surface (z < 4 nm). There appears to be little trend in the angle
distribution, which suggests that organics point in all directions. A slight prefer-
ence for the elevation angle to be aimed toward −pi/2 rad relates to the attraction
between charged functional groups and the sodium ions adsorbed to the hydroxyl
surface. Figure 5.16 (right) presents the angle distribution of organic molecules float-
ing within the pore spacing. It can be seen that the organics orientate randomly, as
expected of a spherical aggregate.
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Figure 5.16: The angle distribution of all Na-decanoate molecules adsorbed to the
hydroxyl surface spacing (left), and those floating within the nanopore region (right).
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5.3.4 Interactions of Decanamine with Kaolinite
The effect of introducing NH2 functional groups can be seen in Figure 5.17 (top),
the post-production snapshot of decanamine on kaolinite. Two separate organic
aggregates can be observed in the snapshot, one tightly packed cluster adsorbed to
the siloxane surface, and another in close proximity of the hydroxyl surface. Upon
rotating the system, Figure 5.17 (bottom), it can be observed that both aggregates
create cylindrical films, one adsorbed directly to the siloxane surface, and one float-
ing above the hydroxyl surface.
The film adsorbed upon the siloxane surface forms clear horizontal layers, similar
to the results of uncharged and polar organics previously presented. The film within
the pore spacing appears to have withdrawn from the hydroxyl surface, however, the
aggregate drifts very little throughout the simulation, as can be seen from the density
profiles, Figure 5.18 (top). The implication is that the NH2 functional groups can
form strong hydrogen bonds and subsequently form water-bridging networks with
the hydroxyl surface.
The partial density profile of CH3 and NH2 functional groups are presented in
Figure 5.18 (bottom). The distance between siloxane surface and the first peak of
CH3 and NH2 is 3.3 A˚ and 2.8 A˚ respectively. The increased affinity between surface
and NH2 group is due to the larger degree of polarity in the primary amine com-
pared to CH3 groups. The large electronegative nitrogen and slightly electropositive
hydrogens are thought to create strong N−H · · ·O hydrogen bonds with the sur-
face in comparison to the van der Waals interactions formed by the CH3 termini.
The average distance between density peaks on the siloxane surface is again 4.4
A˚, which suggests that the intermolecular interactions between organic molecules
is similar for decane, decanoic acids and decanamine. Also note the density pro-
file of NH2 groups in the cluster near the hydroxyl surface. Here, the NH2 groups
form small density maxima near the hydroxyl surface. In comparison to the water
density in Figure 5.15 (top) it can be seen that the NH2 maxima lie within the
hydration peaks of the clay surface. That is, the NH2 groups lie between the first
and second hydration layer/shell of the hydroxyl surface. The results present the
formation of water bridges between clay and organic molecule, however, unlike tra-
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Figure 5.17: Post-production snapshots of decanamine interacting with kaolinite.
Observe the adsorption of organic molecules to both hydroxyl and siloxane surfaces.
July 13, 2017
5.3. Results & Discussion 159
0 2 4 6 8 10
z-distance (nm)
0.0
0.2
0.4
0.6
0.8
1.0
N
o
rm
a
lis
e
d
 p
a
rt
ia
l 
d
e
n
si
ty
0 2 4 6 8 10
z-distance (nm)
0.0
0.2
0.4
0.6
0.8
1.0
N
o
rm
a
lis
e
d
 p
a
rt
ia
l 
d
e
n
si
ty
Figure 5.18: The re-scaled density profiles of decanamine across the pore spacing.
The top subfigure presents all components in the system, kaolinite (green), water
(grey) and decanamine (black). The lower subfigure presents the density profile of
CH3 carbons (red) and NH2 nitrogens (blue) of the decanamine molecules within
the nanopore.
ditional water-bridging where the interaction is mediated by a strongly solvated ion,
here the bridging occurs without salt. The NH2 functional group is able to form
water bridges with the hydroxyl surface through a layer of water molecules. It has
previously been observed that the first hydration layer of the hydroxyl surface can
be frozen in place49,50, and this may explain why such an effect is observed here.
The simulations present that NH2 functional groups can adsorb to both surfaces of
the kaolinite clay.
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Figure 5.19 (left) shows the angle distribution amongst the molecules contained
within the cluster in close proximity to the hydroxyl surface. The figure presents a
slight preference for the polar groups to be pointing toward the hydroxyl surface,
inferring that clay-organic interactions exist. There is also a preference for the or-
ganics to be orientated at ±pi/2 rad in the azimuthal plane. This effect is due to
the cylindrical structure of the organic droplet in this simulation after 50 ns. Figure
5.19 (center) presents the angle distribution of decanamine in the organic cluster
adsorbed to the siloxane surface. A clear preference for the NH2 group to point into
the pore spacing can be seen. This infers that the NH2 group is liable to interact
with the surrounding solvent, whilst the CH3 chain ends interact with the hydropho-
bic siloxane surface. Figure 5.19 (right) is the angle distribution of organics closest
to the siloxane surface, contained within the peak closest to the clay in Figure 5.18
(z > 9.5 nm). It is clear that the majority of organics lie parallel to the basal surface
here, with an elevation angle of 0 rad. The distinct azimuthal pattern observed in
Figure 5.19 (center) can also be seen here, with the majority of organics lying along
an azimuthal angle of 0 and ±pi rad, and a small portion lying along the azimuthal
angle of −3pi/2 rad. All of these axes correspond to one of the hexagonal axis of
symmetry of the siloxane surface, as previously discussed.
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Figure 5.19: The angle distribution of the decanamine cluster adjacent to the hy-
droxyl surface (left), decanamine molecules adsorbed to the siloxane surface (center)
and decanamine molecules closest to the siloxane surface, at least 0.5 nm from sur-
face (right).
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5.3.5 Interactions of Protonated Decanamine with Kaolin-
ite
Figure 5.20 is the post-production snapshot of protonated decanamine interacting
with kaolinite. Again, two separate organic aggregates can be observed in Figure
5.20, one adsorbed to the siloxane surface, and another adsorbed to the hydroxyl
surface.
Figure 5.20: The post-production snapshot of protonated decanamine interacting
with kaolinite. Note the difference in behaviour compared to deprotonated de-
canamine (Figure 5.17), viz adsorption to both siloxane surface and hydroxyl sur-
faces.
Figure 5.21 (top) is the density profile of protonated decanamine and chloride
ions across the pore spacing. Unlike the organic anions in the decanoate simulations,
the charge balancing chloride ions only adsorb to the positive hydroxyl layer of the
kaolinite surface. The result suggests that the hydroxyl surface will readily adsorb
both anions and cations, whilst the siloxane surface will selectively adsorb cations.
The organic molecules adsorbed to the siloxane surface are less ordered compared
to the layered structuring observed in the previous simulations. This is due to the
ionic repulsion between NH+3 functional groups overwhelming the van der Waals
and hydrogen bonding networks previously stacking the organic molecules upon
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Figure 5.21: The re-scaled density profiles of protonated decanamine across the pore
spacing. The top subfigure presents all components in the system, kaolinite (green),
water (grey), decanamine (black) and charge balancing chloride ions (orange). The
lower subfigure presents the density profile of CH3 carbons (red) and NH
+
3 nitrogens
(blue) of the protonated decanamine molecules within the nanopore.
the siloxane layer. Despite this, the layer of organic molecules closest to the clay
surface appear to be positioned parallel to the siloxane layer. This orientation then
maximizes both the ionic interactions between NH+3 and the surface as well as the
van der Waals interactions between the backbone of the organic and the surface.
It can also be seen from the partial density profile of NH+3 and CH3 functional
groups, Figure 5.21 (bottom), that the first layer of organics on the siloxane surface
lie parallel to the surface. Beyond this, the organics are less strictly structured,
as NH+3 functional groups repel one another. The primary adsorption mechanism
observed here is cation exchange for NH+3 groups, and van der Waals interactions
for CH3/CH2 backbones.
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The adsorption of the organic molecules to the hydroxyl surface is mediated by
the small anions within the pore spacing. Note that the chloride ions appear to
form slight inner-sphere surface complexes, suggesting that the primary adsorption
mechanism is anion bridging in this instance. This is a mechanism that is not
well described in literature, as it is thought to be too weak and short lived to
play a significant role in the structure of kaolinite surfaces. As previously noted,
it is thought that anion bridging occurs primarily on positively charged hydroxide
minerals (layered double hydroxides), and is short-lived as the anions are readily
replaced by water molecules16. The presented results here show that anion bridging
is not only possible, but also occurs in 1:1 clays, in addition to layered hydroxide
minerals.
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Figure 5.22 (left) presents the angle distribution of organics adsorbed to the
hydroxyl surface of the kaolinite clay (z < 5 nm). The figure presents no clear pref-
erence for azimuthal direction of organics, however a clear trend in elevation can
be seen. The organics tend to face either directly toward or away from the clay
surface, at an angle of −pi/2 or +pi/2 respectively. The result suggests that the
NH+3 functional groups are directly causing the adsorption of decanaminium to the
hydroxyl surface. Figure 5.22 (center) shows the angle distribution for the organics
adsorbed to the siloxane surface. It can be seen that there is a preference for the
organics to lie horizontal to the basal plane, and a slight preference for the NH+3
functional groups to point into the pore spacing. Figure 5.22 (right) presents the
angles of organics nearest the siloxane surface (z > 9.5 nm) and also shows an indis-
tinct azimuthal preference. However, it is clear from the figure that the NH+3 groups
point directly toward the clay. Figure 5.22 (right) presents that the protonated
decanamine molecules are ionically attracted to the siloxane clay surface, forming
cation exchange adsorption sites.
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Figure 5.22: The angle distribution of protonated decanamine molecules adsorbed to
the hydroxyl surface (left), protonated decanamine molecules adsorbed to the silox-
ane surface (center) and protonated decanamine molecules closest to the siloxane
surface, at least 0.5 nm from surface (right).
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5.4 Conclusions
In this article, the authors have been able to describe the interaction between a
range of organic molecules; including non-polar, polar, and ionic molecules, with
the hydrated siloxane and hydroxyl mineral surfaces of kaolinite using molecular
dynamic simulations. To the author’s knowledge, this is the first time that such a
systematic study has been carried out with a large amount of organic molecules on
kaolinite.
The results present, in the first instance, the formation of clusters and micelle-
like films upon the siloxane surface for decane, decanoic acid and decanamine. Upon
altering the pH of the system, and thus the charge of the organic molecules, dras-
tic changes occur between the clay-organic interactions. As ionic interactions for
charged organics overwhelm the weaker hydrogen bonding network between water
and clay17, the affinity between organic molecules and hydroxyl surfaces can be dras-
tically altered. The current work suggests that the charge of the organic molecule,
and thus the pH of the system, has a particular relevance to alter the behaviour of
the clay-organic interactions, with large implications for a wide range of applications,
from surfactant treatments to enhanced oil recovery.
Additionally, the work presents how charge balancing ions play an important role
in the interactions between organic matter and clay minerals. The simulation results
present that both siloxane and hydroxyl surfaces will adsorb sodium ions, whilst
chloride ions are selectively adsorbed to the hydroxyl surface. This unusual property
warrants further examination, and is currently under investigation from the current
authors. Anion bridging has also been observed between kaolinite and positively
charged organics, a phenomenon not typically associated with clay minerals.
The work presents the important role that molecular dynamic simulations can
play in elucidating the fundamental interactions between molecules at an atomic
resolution. It shows the marked variety of properties that clay minerals possess,
and that kaolinite exhibits a far richer range of chemistry compared to the typically
examined 2:1 clay minerals. Further work on this topic will address the role of salt
composition and concentration within the nanopore, and the function this plays
upon the clay-organic interactions.
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Supplementary Information
Further details on the computational models and parameterisations thereof can be
found in the Appendices.
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Chapter 6
Kaolinite Wettability at Varying
Brine Concentrations
This chapter builds upon the work presented in Chapter 5 by introducing electrolyte
solutions of various NaCl concentrations to the surface of kaolinite. The chapter
attempts to elucidate the phenomenon of low-salinity EOR by decoupling the three-
phase clay-oil-brine system into simpler two-phase systems. The primary aim of
this chapter is to determine the wettability dependence of kaolinite on NaCl brine
concentration. Whilst the article is written in the plural form (i.e. we rather than
I ) the entirety of the article (simulations, analysis and writing) has been completed
by thesis author.
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Abstract
This research aims to clarify the fundamental mechanisms of clay-oil-brine interfaces
that underpin low-salinity enhanced oil recovery (EOR), a technique whereby sea
water, partially desalinated, is used to yield increasing amounts of crude oil from
reservoirs. In this study we have used classical molecular dynamic simulations to
examine salinity induced wettability changes at the basal surfaces of kaolinite. We
have measured both the contact angle, and the energy of adhesion, of water to the
siloxane and aluminol surface of kaolinite as a function of NaCl concentration. We
observe kaolinite to become increasingly water-wet at lower salinities, and therefore
less oil-wet at lower salt concentrations. We determine that this wettability alter-
ation is due to the entropically driven alterations at the oil-brine interface. The
results describe a direct mechanism that can explain the salinity dependence of
low-salinity enhanced oil recovery.
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6.1 Introduction
Low-salinity enhanced oil recovery (EOR) is a technique used to optimise extraction
rates from sandstone reservoirs. The technique, whereby sea water, partially desali-
nated, is used to push increasing amounts of crude oil from reservoirs, boosts both
reservoir lifetime and overall production rates of oil1. Unfortunately, the underlying
mechanisms driving the process remain a mystery. Formation of a complete and
coherent picture of the physics driving the low-salinity phenomenon can help un-
lock previously untapped resources, and help alleviate the impending global energy
crisis2.
The processes dictating low-salinity EOR are currently thought to be due to
molecular-level interactions located at the three-phase clay-oil-brine interface. This
is due to the complex surface chemistry frequently exhibited amongst clay minerals1.
These minerals often form surface coatings in the pores of sandstone reservoirs3.
Illites, smectites, illite-smectites mixed layers and kaolinites are amongst the most
abundant types of clay mineral found within sandstone reservoirs3, and whilst illites
and smectites are generally considered as water-wetting, kaolinite is considered to
be oil-wetting4. Subsequently, the presence of kaolinite material is deemed one of
the major potential contributors to the low-salinity effect5.
Recently, molecular dynamics (MD) simulations have seen increasing use in in-
terpreting the phenomenon of surface wettability at the molecular level. Kaolinite,
in particular, has been examined several times in literature. Sˆolc et al. examined
various different water models on the two separate basal surfaces of kaolinite using
classical MD simulations6. They observed that all tested water models completely
wetted the hydroxylated aluminol surface of kaolinite, however, their simulations
contained a limited amount of water molecules (not enough to completely saturate
the surface), and therefore this conclusion can be questioned. They also observed
that all water models formed droplets on the silicate surface of kaolinite, with a
resulting contact angle of 105◦ ± 1◦. Tenney & Cygan examined the contact angle
formed between supercritical CO2, brine and kaolinite
7. They measured the result-
ing contact angle of CO2 and observed discrete differences between neat water, water
containing 0.78 mol/kg NaCl, and water containing 0.26 mol/kg CaCl2. They ob-
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served the surfaces of kaolinite to become increasingly water-wet upon introducing
inorganic salts. Their results clearly show that the salinity and ionic composition of
a brine can alter the wettability of a third phase at a mineral surface.
In the present work, we attempt to understand the wettability alteration at
the basal surfaces of kaolinite owing to changes in salt concentration within the
bulk water phase. The aim is to understand how salinity can cause the effects
observed in low-salinity enhanced oil recovery. The article is broken down into the
following sections. Section 6.1.1 introduces a conceptual model which decouples the
complex three-phase (clay-oil-brine) system into three separate two-phase systems.
Consequently, we argue that the clay-oil-brine system can be examined by proxy
by modelling the simpler two-phase clay-brine system. Section 6.2 describes the
computational models and simulation input parameters used within the study, and
section 6.3 presents the key results of the study.
6.1.1 Conceptual Model
Consider the system presented in Figure 6.1, an oil droplet adsorbed to a clay mineral
surrounded by an electrolyte solution (brine).
Figure 6.1: A schematic oil droplet within a reservoir. The angle formed between
the oil and the clay can be described by Young’s equation.
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The behaviour of this three-phase system can be described by Young’s equation:
cos(θ) =
γCB − γCO
γOB
(6.1.1)
where γCB is the interfacial tension between clay and brine, γCO is the interfacial
tension between clay and oil, and γOB is the interfacial tension between oil and brine.
We note that this equation assumes an ideal droplet, i.e. there are no additional
terms in equation 6.1.1 due to, for example, line tension. Using this expression, we
are able to describe the complex three-phase clay-oil-brine system by examining the
properties of the three separate interfacial tensions in equation 6.1.1. The primary
question now becomes, how does Young’s equation/interfacial tensions vary with
salt concentration?
Let us propose that γCO is independent of the salt concentration in the system.
This is valid assuming that the ions are immiscible in the oil. Note, γCO may de-
pend on salt composition, i.e. divalent cation bridges may increase γCO compared to
monovalent ions, but we shall assume that it is independent of the salt concentration.
The oil-brine interfacial tension, γOB, will vary with salt concentration. That is:
γOB = γOB(c) (6.1.2)
Let us also propose that γOB(c) scales as γBV(c), where γBV is surface tension between
brine and its vapour. This statement has been proven in previous MD simulation
results (see Chapter 2), and is apparent in Figure 6.2. The physical reasoning behind
this is that the dielectric properties of the alkane phase are much closer to a vacuum,
than they are to a phase of water.
Finally, we shall assume that γCV, the interfacial tension between water vapour
and clay, is independent of salt concentration. Consequently, the complex three-
phase clay-oil-brine system represented in Figure 6.1 can be approximated by sys-
tems excluding the oil phase. For example, the salinity dependence in low-salinity
enhanced oil recovery can be examined by modelling the two-phase water-clay sys-
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Figure 6.2: The change in surface tension at the water-vapour interface (y-axis)
against the change in interfacial tension at the water-alkane interface (x-axis). The
diagonal line represents when the two properties are linearly proportional.
tem presented in Figure 6.3, and by the Young’s equation:
cos(θ) =
γCV − γCB
γBV
(6.1.3)
In the following study, we have calculated MD simulations of water droplets
at different salinities on the basal surfaces of kaolinite. We have also examined
the energy of adhesion of water to each surface at different salinities. The results
attempt to resolve the salinity dependence of low-salinity EOR.
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Figure 6.3: A schematic water droplet on a clay mineral. The salinity dependence
of this system scales much like the three-phase clay-oil-brine system.
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6.2 Computational Methods
6.2.1 System Setup
The kaolinite unit cell used in this study had the stoichiometry Al2Si2O5(OH)4 with
initial atomic positions taken from the American Mineralogist Crystal Structure
Database8,9. Contact angle simulations used a supercell of 32×5×3 kaolinite unit
cells. The simulation was extended in the direction normal to the basal plane of
the clay (the z direction) to 30 nm. The resulting simulation had dimension of
approximately 17×5×30 nm3. Subsequently, 2000 water molecules were placed in
a cylindrical geometry directly adjacent to the clay. This was achieved using the
program Packmol10. The cylindrical geometry of the droplet reduced undesirable
effects due to line tension altering the final contact angle7,11. A set amount of
water molecules were replaced with sodium and chloride ions to generate droplets
of various salinities. The concentrations examined were 0, 0.2, 0.5, 1.0, 1.5 and 2.0
mol/kg. The precise amount of water molecules, sodium ions and chloride ions in
each simulation is presented in Table 6.1.
Table 6.1: The amount of water molecules and aqueous sodium and chloride ions in
each contact angle simulation.
m (mol/kg) Nwater NNa NCl
0.00 2000 0 0
0.20 1986 7 7
0.50 1964 18 18
1.00 1928 36 36
1.50 1892 54 54
2.00 1856 72 72
Additional simulations have been set up to examine the energy of adhesion of
water to each surface of kaolinite. In such simulations, the unit cell of kaolinite was
replicated 8 x 5 x 4 times. The system was, once again, extended in the z direction
to 30 nm, and a film of water was placed adjacent to the interface of interest. The
water film contained 4000 water molecules. Consequently, the amount of ions at
each salt concentration is double that presented in Table 6.1. The final simulation
dimensions measured approximately 4 x 4 x 30 nm3, see Figure 6.4.
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Figure 6.4: An example simulation used to examine the energy of adhesion of water
to the aluminol surface of kaolinite.
6.2.2 Force Fields
In all simulations, non-bonded interactions between two atoms have been calculated
using a combination of Coulomb’s law and a 12-6 Lennard-Jones potential:
U(rij) = Uelec(rij) + Udisp(rij) =
1
4pi0
qiqj
rij
+ 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
(6.2.4)
where ij represents the strength of the non-bonded dispersion interaction, σij repre-
sents the equilibrium separation, and rij is the current separation distance between
atoms i and j.
All simulations have utilised Lorentz-Berthelot mixing rules to calculate the non-
bonded Lennard-Jones interactions between unlike species:
σij =
σii + σjj
2
ij =
√
iijj (6.2.5)
The ClayFF forcefield, specifically parameterized to model clays and clay-like
minerals, was used to model the kaolinite clay within this study12. The ClayFF
force field is designed such that the entire interactions within, and structure of, the
clay is described wholly by the non-bonded Lennard-Jones and Coulomb potentials
(with the exception of hydroxyl groups within the clay layer).
The TIP4P2005 water model was used to simulate the water, as it has been
shown to most accurately reproduce the interfacial properties of water compared to
other available models, see Chapter 2 and Vega et al.13.
The Smith and Dang parameterisation has been used to model aqueous sodium
and chloride ions14. It has also been shown to accurately model the interfacial
properties of water at various NaCl concentrations (see Chapter 2).
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A complete list of non-bonded interaction parameters for clay, water, and ions
is presented in table 6.2.
Table 6.2: The nonbonded parameters used in this study for clay, water, and ions.
σii ii qi
Description Atom-type (nm) (kJ/mol) (e)
Clay Tetrahedral Silicon ST 0.33020 7.701E-06 2.1
Clay Octohedral Aluminium AO 0.42712 5.564E-06 1.575
Clay Bridging Oxygen OB 0.31655 0.6502 -1.05
Clay Hydroxyl Oxygen OH 0.31655 0.6502 -0.95
Clay Hydroxyl Hydrogen HO 0.425
Water Oxygen OW 0.315890 0.774908
Water Hydrogen HW 0.5564
Water Charged Site MW -1.1128
Aqueous Sodium Ion NA 0.235 0.54392 +1
Aqueous Chloride Ion CL 0.44 0.4184 -1
Covalent bonds between atoms have been modelled in terms of harmonic poten-
tials:
U(rij) =
kr
2
(rij − r0)2 (6.2.6)
where rij is the bond distance. The equilibrium bond separation for TIP4P2005 was
set to rOH = 0.9572 A˚ and rOM = 0.1546 A˚. The equilibrium bond separation for
hydroxyl atoms in the clay was set to rOH = 1.0 A˚. All bonds were constrained in all
simulations using the LINCS algorithm with a series expansion accurate to fourth
order.
Bond bending interactions are modelled in terms of a harmonic potential for the
TIP4P2005 water model:
U(θ) =
kθ
2
(θ − θ0)2 (6.2.7)
where θ is the angle formed between hydrogen-oxygen-hydrogen atoms. The equi-
librium HOH angle for this water model was set to θ0 = 104.52
◦ with a harmonic
spring constant of kθ = 628.02 kJ/(mol·rad2).
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6.2.3 Molecular Dynamics Simulations
All simulations were calculated using GROMACS 5.1.415 with an electrostatic and
van der Waals cutoff radius of 1.4 nm. Long range electrostatics were calculated
using a Particle-Mesh-Ewald (PME) summation with grid spacings of 0.1 nm. The
PME summation used a spline interpolation order of 4, and long-range electrostatic
interactions were accurate to within 99.999%.
All simulations were initialised with an energy minimisation calculation to min-
imise any unphysical atomic overlaps. This was achieved using a steepest descents
algorithm, which was terminated once the maximum force on any one atom was less
than 100 kJ/(mol·nm).
All simulations were subsequently equilibrated for 1 ns in the canonical (NV T )
ensemble at 293.15 K. Temperature coupling was achieved using a velocity-rescale
thermostat set to rescale system temperatures every 0.5 ps.
Following equilibration, all simulations were run for a production period of 10 ns.
During the production period, all simulations used a Nose´-Hoover thermostat with
a temperature coupling constant of 0.5 ps and a Nose´-Hoover chain length of 1.
6.2.4 Analyses
Thermodynamic data from each simulation was output every 1 ps. Final values for
thermodynamic quantities (energy of adhesions) were averaged over all 10 ns, and
errors were calculated using a block-averaging method, with each block averaging
over a 1 ns timeframe. In all figures, error bars are presented to ±2 standard errors
of the mean (a confidence interval of 95%).
Contact angles have been extracted from the simulations using the following
protocol:
1. At each time-step, the system is centred about the center of mass of the clay.
2. The trajectory is split up into 200 ps intervals. This generates 50 separate
trajectories for each simulation.
3. The 1D density of the clay in the z direction is output to a file.
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4. The clay density is analysed to extract the location of outermost atomic layer
of clay.
5. The 2D density of water (along to the axis of the cylidrical droplet) is output
to a file.
6. The water density is normalised by the bulk density of water. Contours are
extracted corresponding to half the bulk density of water. We use this contour
profile to define the edge of our water droplet. An example of this is presented
in Figure 6.5 (middle).
7. A circular Hough transform is applied to the contour data calculated in the
previous step. The circular Hough algorithm is able to find imperfect instances
of circles within the density data using a voting algorithm. The five circles of
best fit are output and used in the analysis of contact angles.
8. The contact angle between clay surface and water droplet is calculated using:
(a) the location of the clay basal surface, (b) the location of the circle of best
fit (the circle’s origin in {x, y}), (c) the radius of the circle of best fit.
An example of this protocol is presented in Figure 6.5. In this image, the contact
angle formed by water on the aluminol surface of kaolinite is presented. The top
image presents a snapshot from the trajectory. The water density is averaged over
200 ps chunks, and the edge of droplet is defined by the contour of half bulk water
density, as shown in the middle image. The bottom image presents the overall
density profile of water. Also presented is the circle of best fit, and a horizontal
line corresponding to the outermost atomic layer of the clay. Note that the circular
Hough transform is robust enough to ignore the formation of a water droplet on the
lower (siloxane) surface of the clay, as well as the formation of a monolayer of water
on the aluminol surface.
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Figure 6.5: The protocol used to calculate the contact angle of a water droplet.
The water density is calculated in 200 ps chunks over the entire trajectory (top). A
contour is defined at the density half that of bulk water (middle). A circular Hough
transform is used to automatically fit a circle to this contour (lower).
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6.3 Results
6.3.1 Contact Angle Measurements
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Figure 6.6: The contact angle variation of water as a function of NaCl concentration
on the siloxane surface of kaolinite and pyrophyllite.
Figure 6.6 presents the salinity induced change in contact angle of a water droplet
adsorbed to the siloxane surface of kaolinite. Also presented is the contact angle
variation on the basal surface of pyrophyllite, which is chemically identical to the
siloxane surface of kaolinite. We observe a linear trend of increasing contact angle
with increasing NaCl concentration. Consequently, the siloxane surface becomes de-
creasingly water-wet at higher salinities, viz. the siloxane surface becomes increas-
ingly water-wet at lower salinities. This has direct ramifications for low-salinity
EOR, whereby we observe optimal water-wet siloxane surfaces at the lowest possi-
ble salt concentration, i.e. pure water. The result here presents a direct molecular
description of the low-salinity effect. At lower salt concentrations, the wettability
of a surface is increased. Consequently, the mineral surface is less oil-wet, and more
oil can be recovered from a low-salinity water-flood. The same trend is observed for
the hydroxylated aluminol surface of kaolinite, as is shown in Figure 6.7.
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Figure 6.7: The contact angle variation of water as a function of NaCl concentration
on the aluminol surface of kaolinite.
Table 6.3: The fresh water contact angles calculated in this study. Experimental
data is from (a) Janczuk & Bialopiotrowicz16, (b) Shang et al.17 and (c) Wu18.
Siloxane(SiO) Aluminol(AlOH)
This Study 101.7 ± 0.5 36.6 ± 0.3
Sˆolc et al. 105 ± 1 0
Experiment 17.4a, 27.8b, 46.1c
Overall, our results concord with previous simulation and experimental results,
as presented in Table 6.3. The wide variation in experimental data is likely due to the
difficulty in producing pure crystalline surfaces of kaolinite, large enough to measure
contact angles on. As a result, compacted pellets of kaolinite are frequently used as
a substrate16,18. The amount of exposed siloxane and aluminol surface subsequently
varies from study to study. Our results present that the aluminol surface is the
major contributor to experimental contact angle studies. Our results imply that the
aluminol surface of kaolinite is exposed in larger quantities compared to the siloxane
surface.
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In contrast to the simulation work of Sˆolc et al.6, we observe a finite contact
angle on the aluminol surface of kaolinite. Much like their work, we observe strong
wetting behaviour between the hydroxyl groups of the aluminol surface and the wa-
ter, causing the water to spread across the surface. We observe a monolayer of water
forming at the aluminol surface of kaolinite, which remains present throughout the
simulation. Sˆolc et al. did not see such behaviour, as their systems lacked the requi-
site amount of water molecules required to fully saturate the surface and create this
monolayer. The formation of this monolayer is clear in Figure 6.8, which presents
the post-simulation snapshot of the aluminol surface of kaolinite.
Figure 6.8: A post-simulation snapshot of a water droplet forming on the alumi-
nol surface of kaolinite. The monolayer of water is present throughout the entire
simulation trajectory of the water droplet on the aluminol surface.
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6.3.2 Energy of Adhesion
To further examine the mechanisms driving the salinity induced wettability alter-
ation, we have examined the energy of adhesion of water to the surfaces of kaolinite.
The energy of adhesion is defined as the energy released upon forming the hydrated
clay-water interface from its constituent parts, i.e. from individual interfaces of clay
and water. The energy of adhesion has been calculated using the following equation:
W adh =
〈Eclay-water〉 − 〈Eclay〉 − 〈Ewater〉
A
(6.3.8)
where Eclay-water is the potential energy of the simulation containing the interface
between clay and water (as in Figure 6.4), Eclay is the potential energy of a simu-
lation containing kaolinite solely, and Ewater is the potential energy of a simulation
containing water solely. A is the area of the interface within the simulations.
The energy of adhesion for both siloxane and aluminol surfaces is presented in
Figure 6.9. We observe no salinity dependence on the adsorption energetics of water
to either siloxane or aluminol surface of kaolinite. The experimental line averages
over the work of Zoungrana et al.19, Sakizci et al.20 and Brooks et al.21. As with the
contact angle results, we observe a larger contribution from the aluminol surface to
the experimentally determined enthalpy of hydration.
The results suggest that the contact angle variation is an entropically driven
process, rather than being driven solely by energetic changes. To examine this, we
have examined the surface excess at both the clay-water and water-vapour interfaces.
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Figure 6.9: The energy of adsorption of water as a function of NaCl concentration
on the siloxane and aluminol surfaces of kaolinite.
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6.3.3 Surface Excess Measurements
Upon introducing inorganic salts to a solvent, the surface tension of the solution
increases. This behaviour is explained due to an exclusion of ions from the liquid-
vapour interface22. This directly alters the surface tension between the two phases
as described by Gibb’s adsorption isotherm:
dγ = −ΓNadµNa − ΓCldµCl (6.3.9)
where Γi is the surface excess and µi is the chemical potential of species i.
In this study we have calculated the surface excess of sodium and chloride ions
across the water-vapour interface as:
Γi =
∫ zGibbs
−∞
[ρi(z)− ρliqi ]dz +
∫ ∞
zGibbs
[ρi(z)− ρvapi ]dz (6.3.10)
where ρi(z) is the non-intrinsic density profile of phase i across the interface, ρ
liq
i is
the bulk liquid density of phase i, and ρvapi is the bulk vapour density of phase i
(typically ρvapi = 0 for ions in liquid-vapour simulations). zGibbs is the location of the
Gibbs dividing plane, which is priorly calculated by minimising Γwater, such that:
Γwater =
∫ zGibbs
−∞
[ρwater(z)− ρliqwater]dz +
∫ ∞
zGibbs
[ρwater(z)− ρvapwater]dz = 0 (6.3.11)
The surface excess of sodium and chloride ions at the clay-water interface has
been calculated as:
Γi =
∫ ∞
zClay
[ρi(z)− ρliqi ]dz (6.3.12)
where zClay is the location of the outermost atomic layer of clay.
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Figure 6.10: The surface excess of sodium and chloride ions at the water-vapour,
water-siloxane, and water-aluminol interface.
The surface excess at the water-vapour interface, the siloxane-water interface,
and the aluminol-water interface is presented in Figure 6.10. We note that the
surface excess at the water-vapour interface agrees with the experimental work of
Ali et al.23, and depends on NaCl concentration. In contrast, we observe no salinity
dependence in the surface excess of ions at the clay-water interface. Moreover, we
observe the surface excess of ions at the clay-water interface to be several orders of
magnitude lower compared to the water-vapour interface. This is further exemplified
by examining the density profiles of sodium and chloride ions at the clay-water
interface.
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Figure 6.11: The normalised density distribution of water, sodium, and chloride
about the siloxane-water interface at various NaCl concentrations.
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Figure 6.12: The normalised density distribution of water, sodium, and chloride
about the aluminol-water interface at various NaCl concentrations.
Figure 6.11 and Figure 6.12 present the distribution of water molecules, sodium
ions, and chloride ions, at the clay-water interface for the siloxane and aluminol
surfaces of kaolinite respectively. Notably, we observe no change in the distributions
of ions surrounding the clay at different NaCl concentrations, in keeping with our
observations of the surface excess.
Overall, our results present an entropic reasoning for the salinity induced wet-
tability changes at the surface of kaolinite. We observe an increased structuring at
the water-vapour interface (an increased amount of ion exclusion), which, in turn,
decreases the overall entropy of the system. Consequently, the surface tension asso-
ciated with the liquid-vapour interface increases, causing the clay mineral to become
decreasingly water-wet at higher NaCl concentrations. Recall that the contact angle
scales with liquid-vapour interfacial tension as:
cos(θ) ∝ 1
γlv
(6.3.13)
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6.4 Conclusions
In this study we have used classical molecular dynamic simulations to examine salin-
ity induced wettability changes at the basal surface of kaolinite. Our results help
explain the phenomenon of low-salinity enhanced oil recovery. By understanding
complex three-phase clay-oil-brine systems in terms of Young’s equation, we have
been able to interpret the underlying mechanisms driving low-salinity EOR using
simpler two-phase simulations. Contact angle simulations clearly present a wet-
tability alteration at low-salinities. We observe kaolinite to become increasingly
water-wet at lower salinities, and therefore less oil-wet at lower salt concentrations.
By examining the adsorption characteristics of water to kaolinite surfaces, we have
been able to discern that this wettability change is an entropically driven process.
In particular, our results imply that this change is due to the structural changes
at the liquid-vapour interface. In the context of low-salinity EOR, this means that
the primary wettability alterations will occur due to the changes in the oil-brine
interfacial tension. This then raises the question: why does the efficacy of a low-
salinity enhanced oil recovery water-flood depend on the clay mineral content of the
reservoir?
Future work will examine this problem. Future work will examine charged clays
and other mineral surfaces. Charged clays, such as smectites and illites, are well
known to form salinity dependant electric double layers, regions where ionic distri-
butions are perturbed. Consequently, one may find that the surface excess at the
clay-water interface is concentration dependent for charged clays.
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Chapter 7
Thesis Conclusions
This thesis has been a study into the molecular mechanisms driving low-salinity
enhanced oil recovery. Interactions between clay mineral surfaces, model oil com-
pounds, and brine solutions have been successfully modelled using classical atomistic
molecular dynamics.
In Chapter 1, several key aims were highlighted, to be examined by the MD
simulations. They were:
1. To understand the role that clay particles play in low-salinity EOR at an
atomic level, and to understand how different clays interact with oil.
2. To understand the role of salt concentration and ionic composition in low-
salinity EOR. Whether the distinction between monovalent and divalent cation
(primarily Na+ or Ca2+) is important in determining the oil-clay interactions.
3. To interpret the role of oil composition for oil-clay interactions. To understand
how different functional groups (carboxylic acid, primary amines) alter the
behaviour of alkanes at the oil-clay interface.
4. To probe how useful MD simulations can be to help us interpret surface wetting
and wettability alterations at the atomic level.
Each of these aims have been tested and validated to varying success. The following
pages discuss the successes of each chapter with respect to these aims.
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Aim 1:
To understand the role that clay particles play in low-salinity EOR at an atomic
level, and to understand how different clays interact with oil.
The three-phase clay-oil-brine interactions have been examined and discussed
primarily in Chapters 3 and 5. These chapters focussed on two different clay min-
erals, montmorillonite and kaolinite respectively. Through both chapters, a diverse
range of clay-oil-brine behaviours have been observed at the molecular level.
In Chapter 3, the interactions of montmorillonite with decane and decanoic acid
have been modelled. The simulations present primarily that the wettability of the
clay depends upon the nature of the charge balancing cation. The simulations show
that divalent calcium ions increase oil-clay interactions, whilst monovalent sodium
ions decrease oil-clay interactions.
In Chapter 5, the interactions between a range of organic molecules; including
non-polar, polar, and ionic molecules, with the hydrated siloxane and hydroxyl
surfaces of kaolinite were examined. The key result presents the formation of oil
clusters upon the siloxane surface for decane, decanoic acid and decanamine.
Comparing both studies, one can formulate predictions regarding the role of
clay minerals in low-salinity enhanced oil recovery. The siloxane surface of kaolinite
appears oil-wetting in all simulations (a conclusion also presented in Chapter 6), and
therefore is likely play an important role in oil recovery. In contrast, the siloxane
surface of montmorillonite is primarily water-wetting. However, if divalent cations
are present within the reservoir, then such clays must also be fully considered to
truly understand low-salinity EOR.
The key difference between these two minerals is their apparent surface charge.
Kaolinite is an uncharged clay, whilst montmorillonite contains a permanent negative
surface charge. The results suggest that the properties of a mineral surface depends
largely on its surface charge. Heterogeneities observed within experimental results
(for example, varying contact angle measurements within local regions, see the PhD
thesis by R. Kareem1) may be explained due to local domains of varying surface
charge. The simulations present that clay minerals are likely to play an important
role in low-salinity EOR.
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Aim 2:
To understand the role of salt concentration and ionic composition in low-salinity
EOR. Whether the distinction between monovalent and divalent cation (primarily
Na+ or Ca2+) is important in determining the oil-clay interactions.
The role of salt composition was examined in Chapter 3. The chapter presented
that by replacing divalent calcium ions with monovalent sodium cations, the clay
surface became increasingly water-wet. It is therefore concluded that the distinction
between monovalent and divalent cation is extremely important in determining the
oil-clay interactions, and therefore determining overall oil recovery rates in low-
salinity EOR.
This naturally led to the question: will monovalent sodium ions energetically re-
place divalent calcium ions? This was answered in Chapter 4, by examining the bind-
ing energy of charge-balancing cations to the basal surface of montmorillonite. Us-
ing the well-tempered metadynamics algorithm, it was shown that aqueous sodium
ions would replace charge-balancing cations on the surface of montmorillonite. A
Hofmeister-like series of cation-exchange was determined as:
K+ > Na+ > Ca2+ > Cs+ > Ba2+
This chapter focussed on the aqueous environment surrounding montmorillonite, and
further work would be required to fully examine cation-exchange in the three-phase
clay-oil-brine system.
The role of salt concentration was examined throughout the thesis, however, key
results were observed in Chapters 2 and 6. Chapter 2 successfully tested that the
atomistic MD simulations were capable of capturing the essential physics at liquid-
liquid and liquid-vapour interfaces over a range of NaCl concentrations. In Chapter
6, kaolinite was observed to become increasingly water-wet, and therefore less oil-wet
at lower salt concentrations. The apparent wettability change is deemed a potential
mechanism for driving the low-salinity enhanced oil recovery phenomenon.
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Aim 3:
To interpret the role of oil composition for oil-clay interactions. To understand how
different functional groups (carboxylic acid, primary amines) alter the behaviour of
saturated alkanes at the oil-clay interface.
The role of polar oil components have been examined upon the surfaces of mont-
morillonite and kaolinite in Chapters 3 and 5 respectively.
In Chapter 3 it was observed that the pH level surrounding the clay, and hence the
protonation and charge of organic oil molecules plays an important role in the clay-
oil interaction. Cation bridging is observed between initially oil-wet montmorillonite
and oil containing polar functional groups.
In Chapter 5 it was observed that the decane molecules readily form droplets
atop the siloxane surface of kaolinite, yet do not adsorb to the hydroxyl surface.
The same behaviour was observed for protonated polar decanoic acids. In contrast,
decanoate anions do not adsorb to the siloxane surface, but adsorb to the hydroxyl
surface. Decanamine readily adsorbs to both silicate and hydroxyl surfaces. Once
charged, the decanamine remains adsorbed to both surfaces.
In the context of low-salinity enhanced oil recovery, it appears that polar oil
components play an important role, primarily dictating the oil-wettability at the
surfaces of negatively charged clay minerals, e.g. montmorillonite. This is because
divalent cations are capable of acting as ionic bridges between the clay and the
oil. It is concluded, once again, that the ionic content of the low-salinity flood is
important, especially when there is a large portion of polar functional groups in the
oil.
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Aim 4:
To probe how useful MD simulations can be to help us interpret surface wetting and
wettability alterations at the atomic level.
Throughout this thesis, molecular dynamics simulations have been used to inter-
pret the interfacial properties of liquid-liquid and liquid-solid interfaces. The work
has highlighted several qualitative and quantitative techniques using classical MD
that can help interpret the phenomenon of surface wetting and wettability alter-
ation. One of the key advantages of computational techniques, such as atomistic
molecular dynamics and density functional theory, is that they can provide both
quantitative and qualitative results.
In Chapter 2, it was discussed that calculating properties directly at the low-
salinity EOR regime was likely inaccessible. This was due to the margins of error
within the simulations being much larger than the resolution required to resolve dif-
ferences between pure water and ‘low-salinity’ water. These errors could be reduced
by running larger simulations, with more atoms. This, however, requires more com-
pute time, both in terms of resolving each time-step (there are more atoms to move
per time-step), but also in terms of calculating thermodynamic properties (larger
systems need more time to reach an equilibrated state). This double-hit of compu-
tational cost means that classical MD is unlikely to model the physical conditions
of low-salinity EOR directly in the near future.
In contrast, Chapter 2 was very clear in being able to discern trends in thermody-
namic quantities at various salt concentrations. Overall, the MD simulations provide
useful insight into the overall trends of surface wetting, wettability alterations and
low-salinity enhanced oil recovery at various salt concentrations.
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7.1 Future Work
Throughout this thesis, atomistic molecular dynamics simulations have been used
to help understand the phenomenon of low-salinity enhanced oil recovery at the
molecular level. The primary aim of this study was to examine the interfaces between
brine, oil and clay minerals. In this context, the study has been limited to examining
two mineral surfaces (montmorillonite and kaolinite), several model oil compounds
(decane, decanoic acid and decanamine) and brines containing solely NaCl or CaCl2.
A natural progression for further work would be to run similar studies on further
minerals, illites or quartz for example; including more complex model oil compounds;
and with various different inorganic salts and mixtures thereof.
Chronologically (throughout the period of supervised study), Chapters 3 and 5
were calculated first. Both chapters attempt to combine a mineral surface, model
oil, and brine within the simulations. Such simulations return insightful qualitative
results, but frequently fail to return as much useful quantitative and predictive
results. Chapters 4 and 6 were an attempt to resolve this issue. By posing a very
clear problem in the first instance, the MD simulations often return more fruitful
results. Chapter 4 was successful in determining the adsorption characteristics of
charge balancing cations on the mineral surface of montmorillonite. Chapter 6 was
successful in modelling the salinity induced wettability changes at the surface of
kaolinite. Both of these methodologies can be extended to examine further systems
(minerals and brines) in future work.
Free energy methods, such as thermodynamic integration, umbrella sampling
and metadynamics, provide a useful way of calculating quantities directly compatible
with experiment. One may, in future, attempt to model the free energy of adsorption
of a chemical ‘tip’ (a monolayer of decane for example) to a mineral surface. Such
a calculation would be directly comparable to the force-distance curves generated
using an atomic/chemical force microscope. Figure 7.1 presents an example of a
chemical decane tip simulated using classical MD. The overlap between atomistic
MD and experiment is an area filled with fruitful potential.
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Figure 7.1: Snapshots of a chemical force microscope tip created and equilibrated
using classical MD. (Left) presents the initial setup of decane molecules grafted upon
an inert tip (yellow). Yellow atoms are chemically inert and would not interact with
any substrate or solvent molecules. (Right) presents the equilibrated structure of a
decane grafted chemical force microscope tip.
Another clear area of expansion is to study the salinity induced wettability al-
terations at the surfaces of charged clay minerals. As presented in Chapter 6, the
surface excess of ions at the mineral surface was: (a) orders of magnitude lower
than the surface excess at the water-vapour interface; (b) independent of salt con-
centration. This result may not be the case for charged clays, whereby a salinity
dependent electric double layer can form. A natural progression would be to run
the calculations present in Chapter 6, but for the charged clay montmorillonite, as
in Figure 7.2.
Figure 7.2: A snapshot of the supercell used to examine cation binding in Chapter
4. A similar setup could be used to examine the surface excess of ions at the mineral
surface of montmorillonte.
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7.2 Other Ventures
Throughout the period of supervised study, several further techniques were examined
and shown (at least partially) to have some applicability to low-salinity EOR. These
are listed in the following pages. Several of these techniques may be useful in
interpreting the phenomenon of low-salinity enhanced oil recovery in the future.
7.2.1 A Theoretical Model of Low-Salinity Enhanced Oil
Recovery
Following the work of Chapter 2 and Chapter 6, it was discerned that the change
in surface tension at an interface could be described by Gibb’s adsorption isotherm.
Namely, the surface tension change could be expressed as:
dγ = −ΓNadµNa − ΓCldµCl (7.2.1)
where Γi is the surface excess and µi is the chemical potential of species i ∈ {Na, Cl}.
In principle, one could derive theoretical expressions for both the surface excess
and chemical potential of NaCl at the brine-vapour, brine-oil and brine-clay inter-
face. From which, the complete behaviour of the three-phase clay-oil-brine system
could be derived.
Such calculations have previously been derived for the brine-vapour and brine-
oil interfaces. The Onsager-Samaras theory describes how the surface tension varies
with salt concentration at the liquid-vapour interface by the equation2:
∆γ =
cbλb
2
kBT
[
− ln κλb
2
− 2γE + 3
2
]
(7.2.2)
where cb is the bulk electrolyte concentration, γE is Euler’s constant, λb is the Bjer-
rum length constant, and κ is the inverse Debye length, defined (for a 1:1 electrolyte)
as:
κ =
√
2cbe2
0rkBT
(7.2.3)
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The Onsager-Samaras theory breaks down at salinities greater than 0.1 mol/L3,
however, the model should be sufficient to describe the effects of low-salinity EOR,
where optimal salt concentrations operate on the milli-molar scale. Extensions to
the theory have been developed to include liquid-liquid interfaces4, and to include
finite ion size effects5.
A theoretical model of low-salinity EOR is currently being derived by combining
the Onsager-Samaras theory for liquid-vapour/liquid-liquid interface with similar
calculations for the liquid-mineral interface. This is being achieved by calculating
the surface excess at the brine-mineral interface using the mean-field Gouy-Chapman
model of the electric double layer6,7. The description of the electric double layer was
calculated using the Poisson-Boltzmann equation, from which it can be shown that
the surface excess at the brine-clay interface follows the expression:
ΓNaCl =
4cb
κ
{
cosh
(
eψ0
2kBT
)
− 1
}
(7.2.4)
where ψ0 is the electrostatic potential of the charged surface.
This model is currently being finalised and is likely to lead to a theoretical
explanation of salinity induced wettability changes at charged surfaces. Currently,
the model determines the wettability of a surface solely on the salt concentration
within the water phase, and the electrostatic surface potential of the mineral. The
theory can be easily extended to include finite-ion size effects.
Similar thermodynamic models have been also been produced to examine the
surface tension of oil-brine systems in the presence of dilute surfactants8. Upon
introducing the surfactants to the model, a minimum was observed in the oil-brine
interfacial tension. This was due to the partitioning of the surfactant between the
oil and brine phases at the surfactant’s critical micelle concentration. Such consid-
erations may be implemented into the developing model, and the small presence of
surfactant molecules may prove important to the phenomenon of low-salinity EOR.
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7.2.2 Dissipative Particle Dynamics
Dissipative particle dynamics (DPD) is a computation technique, similar to atom-
istic molecular dynamics, used for simulating the properties of complex fluids. In
this technique, each particle represents a region of bulk fluid, rather than a single
atom. Subsequently, the length- and time-scales modelled by DPD can far exceed
those of the all-atom classical MD simulations.
Dissipative particle dynamics simulations have been tested during the period of
supervised study, and have shown promise in modelling the wettability alterations of
the three-phase clay-oil-brine system (to be more general, the three-phase surface-
liquidA-liquidB system). Figure 7.3 presents one such simulation, whereby two types
of liquid particles have been simulated interacting with a fixed surface. In this sim-
ulation, the fluid beads (red and pink) are presumed immiscible, and quickly phase
separate. Both fluids possess the same interaction parameters with the wall (blue
particles). As such, a contact angle of approximately 90◦ is observed. Introduc-
ing charges into beads of either phase would be an easy way to mimic the overall
phenomenon of low-salinity enhanced oil recovery.
Figure 7.3: Snapshots of a DPD simulation used to probe three-phase wettability.
(Left) presents the initial setup of a DPD simulation containing two fluid beads
(red and pink) and a wall (blue). (Right) presents the final snapshot of the DPD
simulation, whereby a fluid droplet has formed atop the surface.
The main disadvantage of DPD is in parameterising the interactions between
fluid particles. The interaction parameters within DPD are difficult to compare
against experimental or theoretical observables. This may cause a problem if one is
interested in modelling low-salinity EOR as accurately as possible.
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7.2.3 Classical/Fluid Density Functional Theory
Classical (also known as fluid) density functional theory (DFT) is a technique used
to describe the equilibrium thermodynamic properties of complex fluids. It shares
many similarities with the more familiar quantum mechanical density functional
theory, however, rather than minimising the Hamiltonian with respect to the ground
state electron density, one minimises the Grand Potential, Ω (the characteristic state
function of the Grand Canonical ensemble - constant chemical potential µ, constant
volume V , and constant temperature T ), with respect to the average one-body
particle density. The utility of classical DFT is large since the modelled ‘particles’
can represent atoms, ions, molecules, or even larger colloidal particles.
The formal definition of the Grand Potential functional used in classical DFT is
given as:
Ω[ρ(r)] = F [ρ(r)] +
∫
ρ(r)(Vext(r)− µ)dr (7.2.5)
where F is the intrinsic Helmholtz free energy of the system, µ is the intrinsic
chemical potential of the system, Vext is the externally applied potential and ρ(r) is
the average one body fluid density.
The beauty of classical DFT is that the intrinsic Helmholtz free energy and
chemical potential of a fluid is unique to that fluid. It is therefore independent of
any applied external potential. The potential form of F and µ is typically broken
down into a sum of linear contributions:
F [ρ(r)] = Fid[ρ(r)] + Fhs[ρ(r)] + ... (7.2.6)
µ = µid + µhs + ... (7.2.7)
In this example, id and hs represent the ideal gas and hard-sphere contributions to
the Grand Potential functional respectively. It is simple to add additional physics
to the system by introducing more terms into equations 7.2.6 and 7.2.7.
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Ultimately, one can derive a functional form of F and µ for a fluid independent
of any mineral/surface, then apply a wall potential (for example, a 10-4 or 10-3
Lennard-Jones potential) to model the fluid interactions with said mineral surface.
Figure 7.4 presents an example of the classical density functional theory applied to
a hard sphere fluid in 1D. In the presented figure, a repulsive external wall potential
is applied at z = 0 and z = 10. The hard spheres are of radius r = 1. The packing
fraction of system 1 (left) is 50%, whilst the packing fraction of system 2 (right) is
75%.
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Figure 7.4: The density profiles of a hard sphere fluid calculated using 1D classical
density functional theory. Hard spheres are of radius r = 1, (left) presents the
density profile with a packing fraction of 50%, (right) presents the density profile
with a packing fraction of 75%.
Many advancements have already been progressed in developing accurate intrin-
sic Helmholtz and chemical potentials functionals for hydrocarbons and ions, for
example, the SAFT model (statistical associating fluid theory)9,10. The applicabil-
ity of classical DFT to low-salinity enhanced oil recovery will be determined by the
availability of accurate representative functionals for the oil and brine phases. The
technique appears to offer an exciting opportunity to unravel the mechanisms driv-
ing surface wettability over a variety of length-scales, and to unravel the mysteries
of low-salinity enhanced oil recovery.
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7.3 Concluding Remarks
Overall, this thesis has successfully described some of the key mechanisms driving
low-salinity enhanced oil recovery at the molecular level using atomistic classical
molecular dynamics.
The cation-exchange phenomenon, whereby divalent cations are replaced by
monovalent cations at a negatively charged mineral surface, is deemed to be one of
the more important mechanisms driving the low-salinity effect. This phenomenon
is observed at the basal surface of montmorillonite, whereby replacing calcium ions
with sodium ions drastically alters the mineral surface to overwhelmingly water-wet.
The salinity component of low-salinity EOR remains rather elusive. It has been
discerned that the wettability of the clay-oil-brine system varies due to the changes
at the oil-brine interface. If this were strictly true, then the phenomenon of low-
salinity EOR would be mineral independent. Work is currently being undertaken
to further examine the role of the mineral surface on altering the salinity-induced
wettability changes.
Whilst a complete picture of low-salinity enhanced oil recovery remains incom-
plete, the simulations presented in this thesis have helped form a more coherent
picture of the phenomenon.
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A.1 Chapter 3: Supplementary Information
Further analyses calculated for Chapter 3 are presented in the following pages. Ra-
dial distribution functions have been used to determine cut-offs for cation bridging
events. Additional density profiles, dynamic clustering and dynamic cation bridging
figures are presented.
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A.2 Chapter 5: Supplementary Information
Further details on the computational models and parameterisations used in Chapter
5 are presented in the following pages.
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