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Wisconsin-Madison, Madison, WisconsinABSTRACT Small RNAs are integral regulators of bacterial gene expression, the majority of which act posttranscriptionally by
basepairing with target mRNAs, altering translation or mRNA stability. 6S RNA, however, is a small RNA that is a transcriptional
regulator, acting by binding directly to s70-RNA polymerase (s70-RNAP) and preventing its binding to gene promoters. At the
transition from exponential to stationary phase, 6S RNA accumulates and globally downregulates the transcription of hundreds
of genes. At the transition from stationary to exponential phase (outgrowth), 6S RNA is released from s70-RNAP, resulting in a
fast increase in free s70-RNAP and transcription of many genes. The transition from stationary to exponential phase is sharp,
and is thus accessible for experimental study. However, the transition from exponential to stationary phase is gradual and
complicated by changes in other factors, making it more difficult to isolate 6S RNA effects experimentally at this transition.
Here, we use mathematical modeling and simulation to study the dynamics of 6S RNA-dependent regulation, focusing on tran-
sitions in growth mediated by altered nutrient availability. We first show that our model reproduces the sharp increase in s70-
RNAP at outgrowth, as well as the behavior of two experimentally tested mutants, thus justifying its use for characterizing
the less accessible dynamics of the transition from exponential to stationary phase. We characterize the dynamics of the two
transitions for Escherichia coli wild-type, as well as for mutants with various 6S RNA-RNAP affinities, demonstrating that the
6S RNA regulation mechanism is generally robust to a wide range of such mutations, although the level of regulation at single
promoters and their resulting expression fold change will be altered with changes in affinity. Our results provide insight into the
potential advantage of transcription regulation by 6S RNA, as it enables storage and efficient release of s70-RNAP during tran-
sitions in nutrient availability, which is likely to give a competitive advantage to cells encountering diverse environmental
conditions.INTRODUCTIONTranscription regulation plays a central role in cellular life
and in the response of cells to internal or external stimuli.
Transcription initiation is a primary step of regulation and
requires that a promoter be recognized and bound by RNA
polymerase (RNAP). In bacteria, promoter recognition is
mediated by a specificity factor (s70 for the housekeeping
RNAP in Escherichia coli) within the RNAP holoenzyme
(s70-RNAP). Two promoter elements centered ~35 and 10
basepairs upstream of the transcription start site are the pri-
mary interaction sites with s70-RNAP (reviewed in Saecker
et al. (1)). Transcription initiation can be strongly influ-
enced, either positively or negatively, by protein transcrip-
tion factors that bind to specific DNA sequences in the
promoter vicinity (reviewed in Browning and Busby (2)
and Lee et al. (3)). In addition, transcription is regulated
by factors that directly interact with RNAP rather than
DNA (reviewed in Haugen et al. (4)). Factors that act at
this level include proteins, small molecules, and small
RNAs, such as DksA and Spx proteins, the alarmone ppGpp,
and 6S RNA (4–7).
6S RNA is a noncoding RNA that is highly conserved in
many bacteria (8–12) and has been best characterized in
E. coli (reviewed in Willkomm and Hartmann (13) and Was-Submitted August 30, 2013, and accepted for publication January 10, 2014.
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0006-3495/14/03/1205/10 $2.00sarman (14)). 6S RNA accumulates to a high level during
late stationary phase (~10,000 copies/cell by 24 h of
growth), although substantial levels of 6S RNA have been
observed at all times of growth (~1000 copies/cell in early
exponential phase) (7,15). 6S RNA binds efficiently and
specifically to s70-RNAP, such that throughout exponential
and stationary phases>90% of 6S RNA that is present in the
cell is bound to s70-RNAP (7, 12). By late stationary phase,
when 6S RNA reaches its maximal level, the vast majority
of s70-RNAP is in complex with 6S RNA (7). 6S RNA
binding to s70-RNAP results in downregulation of transcrip-
tion at many s70-dependent promoters (16–20). Surpris-
ingly, despite its interaction with the main transcription
machinery, this type of regulation results in promoter-
specific changes in transcription.
The 6S RNA secondary structure is highly conserved and
reminiscent of the conformation of DNA in the open com-
plex during transcription initiation, which suggested that
6S RNA interactions with s70-RNAP might largely mimic
RNAP-DNA interactions (9,12). This hypothesis was sup-
ported by mutagenesis studies (12) and by the discovery
that 6S RNA binds within the active site of s70-RNAP
(19,21). In addition, 6S RNA was shown to block binding
of promoter DNA to s70-RNAP in late stationary phase,
suggesting that 6S RNA-dependent downregulation of
gene transcription occurs through direct competition (21).
When stationary-phase cells encounter an environment
with increased nutrients, they undergo a transition termedhttp://dx.doi.org/10.1016/j.bpj.2014.01.025
1206 Nitzan et al.outgrowth, during which there are vast changes in gene
expression and metabolism required before cell division
and growth can restart for exponential-phase growth (22).
During outgrowth in E. coli, 6S RNA is used as a template
by s70-RNAP to produce a product RNA (pRNA), resulting
in the release of 6S RNA from s70-RNAP (21,23–25).
In vitro studies have shown that initiation of pRNA synthe-
sis is very similar to transcription initiation on promoter
DNA, including generation of abortive products and even-
tual release of s70 (19,21). However, in contrast to DNA-
templated transcription, stable elongation complexes are
not formed on a 6S RNA template. Instead, the 6S RNA:
RNAP transcribing complexes are unstable, and 6S RNA
is released from RNAP in the form of 6S RNA:pRNA
duplexes (21). 6S RNA:pRNA duplexes are unable to rebind
RNAP (26), and it has been hypothesized that the released
6S RNA:pRNA duplexes are more susceptible to cellular
RNases, and that pRNA synthesis therefore contributes to
the decrease in 6S RNA level observed in early exponential
phase (7). In turn, s70-RNAP is freed from 6S RNA inter-
actions and regulation. Studies in Bacillus subtilis have
revealed that 6S RNA acts similarly to E. coli 6S RNA
except for an additional complexity, as there are two
B. subtilis 6S RNAs that act independently of each other
(26–29). The modeling and simulation presented here are
based on the mechanism revealed in E. coli.
Many of the details concerning the underlying mecha-
nistic principles of transcription regulation by 6S RNA are
not fully understood. The characteristics underlying the dy-
namics of exchange between DNA and RNA binding to
RNAP and how they contribute to promoter-specific regula-
tion in vivo have not been reliably reproduced in vitro, mak-
ing them difficult to study experimentally. Likewise, key
characteristic behaviors of this system and the advantages
it presents over other possible global regulatory mechanisms
have not been addressed. Here, we use a mathematical
model scaffold to address unsolved issues and provide
insights into 6S RNA regulation. We show how the compo-
nents of this regulatory mechanism give rise to its distin-
guishing characteristics, namely, the storage of inactive
RNAPs when NTP level is low, which are available for
release when NTP level increases. This regulatory cycle is
expected to confer an advantage to cells when they
encounter environmental changes.MATERIALS AND METHODS
Mathematical model
The analyses were carried out using a deterministic model based on rate
equations. The model consists of a set of coupled ordinary differential equa-
tions, where each equation evaluates the time derivative of the number of
one type of molecule or complex. These equations account for the number
of each component in the regulatory module, namely, free 6S RNA, free
RNAP, RNAP bound to promoter, RNAP elongating down the gene, 6S
RNA:RNAP complexes, and mRNA of a regulated gene.Biophysical Journal 106(5) 1205–1214The model is based on several assumptions made to simplify the equa-
tions and their analysis, such as that the binding rates of pairs of molecules
are diffusion-limited, and the generation rate constants, gS and gR, incorpo-
rate all the molecular processes involved in the transcription and processing
of 6S RNA and the transcription and translation of RNAP, respectively.
The model presented here focuses on the interplay between 6S RNA and
RNAP levels and the resulting 6S RNA:RNAP complexes, which are all
generally present in high numbers in the cell. In addition, we chose to pre-
sent the behavior of a characteristic regulated gene in response to the
change in RNAP level, or rather, an average response of regulated genes.
Overall, although many of the actual molecular mechanisms underlying
the 6S RNA regulation mechanism are stochastic in nature, the character-
ization of the dynamics of the system components in the limit of high
copy numbers, along with the characterization of averaged dynamics of
regulated genes, justifies the use of a deterministic model.Experimental procedures
To examine the pRNA level experimentally, E. coli K12 (KW72) cells were
used. For stationary-phase cells, a colony was inoculated into 10 mL Luria
Broth (LB) medium and grown shaking for 18 h at 37C. Outgrowth was
initiated by dilution of the stationary-phase culture 1:50 into LB followed
by incubation at 37C for 2–30 min. Cells were collected by centrifugation
and pRNA level was examined in E. coli K12 cells (KW72) as previously
described (26). In brief, total small RNAwas isolated using miRVana RNA
isolation kit (Applied Biosystems, Foster City, CA), separated on a dena-
turing MOPS gel (15% polyacrylamide, 8 M urea, 1 MOPS) (10
MOPS; Lonza, Basel, Switzerland), transferred to uncharged nylon mem-
brane (Hybond NX, Amersham, Little Chalfont, United Kingdom), chem-
ically cross-linked by treatment with 1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide, and hybridized with a 50-end-labeled locked nucleic acid
(LNA) oligonucleotide (G þ GGC þ CAG þ TCC þ CCT þ GAG þ
CCG þ AT).RESULTS AND DISCUSSION
Model
We describe 6S RNA-mediated regulation of gene expres-
sion by a mathematical model, following the dynamics of
each component of the system, its interactions with other
system components and their influence on gene expression
(see Eqs. 1a–1f below and Fig. 1). We consider transitions
between two relevant stages of bacterial growth: the transi-
tion from stationary to exponential phase (called outgrowth)
and the transition from exponential to stationary phase. The
model considers the two basic components, 6S RNA and
RNAP, and the complex formed by their interaction, 6S
RNA:RNAP. In addition, we include interactions between
promoter DNA and RNAP, and the result of the dynamic in-
teractions on transcriptional output from a promoter (i.e.,
mRNA product).
We analyze the regulation by 6SRNAusing a set of six rate
equations that describe the change in number of each compo-
nent over time, where in each equation all processes that in-
fluence this component are included. For clarity, a list of
notations of the dynamic variables appears in Table 1. In
addition, a list of the model parameters (generation, degrada-
tion, binding, and dissociation (unbinding) rates), including
typical values based on the literature appears in Table 2. To
FIGURE 1 Schematic representation of the dy-
namic interactions between 6S RNA, promoter
DNA, and RNAP. 6S RNA and DNA promoters
compete for binding to RNAP. Variables are
defined in Table 1 and rate constants are as defined
in text and in Table 2. P, promoter; t, transcription
terminator. To see this figure in color, go online.
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values, and to cover a wide range of biologically plausible
parameter values, we repeated the simulations while both
increasing and decreasing each parameter value individually
by threefold relative to its initial value as reported in Table 2.
We observed that the major dynamical features of the system
components, namely, the qualitative dynamical form of the
components presented in Figs. 2 and 3, remained unchanged
across this parameter range. The model equations (Eqs. 1a–
1f) take the form
dNS
dt
¼ gS  dSNS  bSRNSNR þ uSSRNSR (1a)
The change in the number of free 6S RNA molecules ðNSÞ
over time depends on their generation rate ðgSÞ and degrada-
tion rate ðdSÞ. In addition, 6S RNA molecules bind to RNAP
molecules at rate bSR and the complex dissociates spontane-
ously to its constituents at rate uSSR.
dNR
dt
¼ gR  dRNR  bSRNSNR þ uSSRNSR
þ uPSRNSRf ðNNTP;No; TÞ
þ mP
 bPRNRð1 NPRÞ þ uSPRNPR þ uTPRNPR
(1b)
We simplify the model by treating s70-RNAP as a single
component (hereinafter, RNAP), in agreement with experi-TABLE 1 Variables in the 6S RNA regulation model
Symbol Biological meaning in the cell
NS Number of free 6S RNA molecules
NR Number of free RNAP molecules
Nm Number of mRNA molecules transcribed from a
s 70-dependent promoter
NSR Number of 6S RNA:RNAP complexes
NPR Average number of RNAP molecules bound to a promoter
NeR Number of RNAP molecules elongating down a genemental observations that 6S RNA only interacts with s70-
RNAP and not core RNAP or free s70 (12). In addition,
core RNAP is in excess over s70 (30), also consistent with
observations that there is very little free s70 (7). These ob-
servations suggest that any free s70 will rebind core
RNAP very rapidly to form s70-RNAP. The change in the
number of free RNAP molecules ðNRÞ over time depends
on their generation rate ðgRÞ and degradation rate ðdRÞ.
Binding and spontaneous dissociation of 6S RNA:RNAP
complexes take place as in Eq. 1a. During outgrowth the
complex 6S RNA:RNAP dissociates to RNAP and 6S
RNA:pRNA through the process of pRNA synthesis at
rate upSR. Since the released 6S RNA:pRNA cannot bind to
RNAP (24, 26, 28), and it is thought to be rapidly degraded,
released 6S RNA:pRNA is not included in Eq. 1a. pRNA
synthesis occurs in response to an increase in nutrients, as
described by the function f ðNNTP;No; TÞ, which is elabo-
rated upon below. In addition, assuming that there are mP
s70-dependent promoters (which in our simulations assumes
the value mP ¼ 1000), the number of free RNAPs is affected
by the binding and dissociation of free RNAPs and pro-
moters, occurring at rates bPR and u
S
PR, respectively. Also,
as transcription proceeds, RNAPs clear the promoters at
rate uTPR to form elongating RNAPs that will be released
from DNA after reaching a terminator.
dNSR
dt
¼ bSRNSNR  uSSRNSR  uPSRNSRf ðNNTP;No; TÞdSRNSR
(1c)
The change in the number of 6S RNA:RNAP complexes
ðNSRÞ over time depends on the binding and dissociation
of 6S RNA and RNAP, occurring at rates bSR and u
S
SR,
respectively. In addition, during outgrowth, the 6S RNA:
RNAP complex dissociates to its constituents after the tran-
scription of pRNA at rate uPSR depending on the function
f ðNNTP;No; TÞ. The degradation rate of 6S RNA:RNAPBiophysical Journal 106(5) 1205–1214
TABLE 2 Parameters in 6S RNA regulation model
Symbol Biological meaning
Value used in
simulation (s1)a Reference/reasoning
gs 6S RNA generation rate 0.4 Values reported for generation rates of various sRNAs were in the range
0.02 (32)–7.5 s1. The upper limit was obtained by assuming that the
steady-state level of oxyS was due to
synthesis and degradation processes, gs ¼ Ns  ds ¼ 4500 
(0.0005–0.00167 s1) (33) ¼ 2.5–7.5 s1
gR RNAP generation rate 0.42 At steady state, gR¼ (total number of RNAPs in the cell)  dR ¼
1500 (34)  0.00028 s1 (35) ¼ 0.42 s1
dS1 6S RNA degradation rate in
exponential phase
0.0033 Value for sRNA degradation rate (32)
dS2 6S RNA degradation rate in
stationary phase
0.00033 In our model, 6S RNA degradation rate was assumed to be lower during
stationary phase, dS2<dS1
dR RNAP degradation rate 0.00028 (35)
dSR 6S RNA:RNAP complex
degradation rate
0.00028 The RNAP bound by 6S RNA, which is very small relative to the size of RNAP,
is not expected to substantially alter the interaction with protein degradation
machinery, and therefore, we assumed dSR ¼ dR
dm mRNA degradation rate 0.0045 (36)
bSR 6S RNA:RNAP complex
binding rate
0.00067 The affinity of binding of RNAP to 6S RNA is similar to that of promoter
DNA (21), and we therefore assumed bSR ¼ bPR
uPSR Dissociation rate for 6S RNA:RNAP
complex via pRNA synthesis
0.008 It was shown that most of the 6S RNA is off of RNAP by 2–5 min during
outgrowth (21), which is also when the maximal pRNA level is observed
(26). Therefore, we assumed a dissociation rate of 0.5 min1 ¼ 0.008 s1
uSSR 6S RNA:RNAP complex
spontaneous dissociation rate
0.03 Based on the similarity between 6S RNA/RNAP and DNA/RNAP (37),
we used uSSR ¼ uSPR
bPR Binding rate of RNAP to promoter 0.00067 Based on deHaseth et al. (38), assuming the total number of RNAP molecules
in the cell is 1500 (34)
uSPR Spontaneous dissociation rate for
RNAP from promoter
0.03 uSPR ¼ kON/kB ¼ (3  107 M1 s1) (38)/(106–109 M1) (39) ¼ 0.03–30 s1
uTPR Rate of RNAP clearance from
promoter through transcription
1 1-3 s1 (40)
uTeR Rate of release of transcribing
RNAP from the gene through
transcription termination (i.e.,
completing synthesis of mRNA)
0.07 uTeR ¼ (rate of elongation of RNAP)/(average length of mRNA) ¼
(50–100 nts s1) (40)/1000 nts (41) ¼ 0.05–0.1 s1
aSimulations were repeated while each parameter value was increased and decreased individually by threefold relative to the values reported in the table, to
cover a wide range of biologically plausible parameter values. Using this wide parameter range, the qualitative dynamical features of the system components
remained unchanged.
1208 Nitzan et al.complexes, dSR, is expected to be similar to the degradation
rate of RNAP alone, dR, since the size of RNAP is much
larger than 6S RNA and 6S RNA resides mostly protected
within the RNAP channel; therefore, RNAP and 6S RNA:
RNAP should be recognized similarly by the protein degra-
dation machinery.
dNPR
dt
¼ bPRNRð1 NPRÞ  uSPRNPR  uTPRNPR (1d)
NPR is the average number of RNAPs bound to a promoter,
where the average is taken over an ensemble of identical
promoters. NPR can also be interpreted as the probability
that a promoter is occupied by an RNAP. The change in
NPR over time depends on RNAP binding and spontaneous
dissociation to/from the promoter, occurring at rates bPR
and uSPR, respectively. In addition, RNAP starts elongating
and releases the promoter at rate uTPR. Note that the value
of NPR is limited to the range from 0 to 1, due to the fact
that only one RNAP may be bound by a certain promoter
at a given time, reflected by the factor ð1 NPRÞ.Biophysical Journal 106(5) 1205–1214dNeR
dt
¼ uTPRNPR  uTeRNeR (1e)
The change in the number of elongating RNAPs ðNeRÞ over
time depends on the rate at which RNAP dissociates from
the promoter and starts elongating, uTPR, and on the rate at
which it transcribes a gene into mRNA, uTeR, after which
the RNAP and the mRNA are released from the gene.
dNm
dt
¼ uTeRNeR  dmNm: (1f)
The change in the number of mRNAs ðNmÞ over time
Tdepends on the rate of transcription, ueR; as well as on the
degradation rate of mRNA, dm. Eqs. 1d–1f describe the
regulation of a single gene, but they can be expanded to
include the regulation of any number of genes.
Even though all six rate equations in Eq. 1 are required
to describe the specific time-dependent regulation of
different genes in the cell by 6S RNA, the global features
of RNAP regulation are captured by Eqs. 1a–1c, specifying
Transcription Regulation by a Small RNA 1209the dynamics of 6S RNA, RNAP, and 6S RNA:RNAP
complexes.
The function f ðNNTP;No; TÞ accounts for the fact that
pRNA synthesis depends on the NTP level. In its simplest
form, f ðNNTP;No; T ¼ 0Þ is a step function,
f ðNNTP;No; T ¼ 0Þ ¼

0 ; NNTP<N
o
1 ; NNTP>N
o

; (2)
according to which pRNA synthesis takes place only when
the NTP level exceeds a certain threshold, No. A smoothed
and more realistic form is given by
f ðNNTP;No; TÞ ¼

eðN
oNNTPÞ=T þ 11; (3)
where the level of pRNA synthesis increases with increasing
NTP levels. As the parameter T is increased, the function be-
comes smoother and its steepness decreases. In our simula-
tions, we assumed the values T ¼ 1000 and No ¼ 6000. It
should be noted that NTP level does not change dramati-
cally within the different stages examined here; NTP level
is high during exponential phase and low during stationary
phase. During outgrowth, NTP level increases very rapidly
(e.g., within 1–5 min), whereas the transition from exponen-
tial to stationary phase is more gradual (31).
The rate equations can be analytically solved for the
steady-state levels of the different components of the regu-
lation mechanism during the different biological phases:
NR ¼ gR
dR
 dSR
dR
NSR (4a)
gS þ uS NSR
NS ¼ SR
dS þ bSR NR (4b)
uT

uS þ uT 1FIGURE 2 Dynamics of the 6S RNA regulation system components dur-
ing outgrowth. (A–D) Dynamic analysis results by number of molecules for
6S RNA (A), free RNAP (B), 6S RNA:RNAP complexes (C), and mRNA of
regulated genes (D). In the simulation, outgrowth was initiated at t ¼ 0 by
raising the NTP levels and increasing the 6S RNA degradation rate. Notice
that free 6S RNA (A) comprises only a small fraction of the total 6S RNANm ¼ PR
dm
1þ PR PR
bPR NR
: (4c)
The steady-state number of the 6S RNA:RNAP complexes
is given by the expression
NSR ¼ b5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  4cp
2a
; (5)
where
a ¼ gSgR
dR
(6a)
dSR S gR 	 S
(i.e., free plus RNAP-bound) during stationary phase. (E) Northern analysis
of pRNA generated during outgrowth from wild-type E. coli K12 cells
showing the time after dilution of stationary-phase cells in high-nutrient
broth (LB). St, stationary phase (t¼ 0). To see this figure in color, go online.b ¼  gS
dR
þ uSRdR  dSR þ uSR
þ uPSR f ðNNTP;No; TÞ

 dS
bSR
þ gR
dR
 (6b)dSR 	 P o 
c ¼
dR
dSR þ uSR f ðNNTP;N ; TÞ : (6c)
In the analysis below, the rate equations are solved by direct
numerical integration starting from initial steady-state con-
ditions (derived analytically in Eqs. 4–6).Time-dependent analysis
We regarded in the dynamic analysis the two growth tran-
sitions relevant to 6S RNA regulation: 1) the transition
between late stationary phase and exponential phase
(outgrowth), and 2) the transition between exponential
phase and stationary phase. The shift from stationary to
exponential phase is sharp and hence could be studied
experimentally. The shift from exponential to stationary
phase is gradual (as the level of NTPs changes gradually)
and it is therefore difficult to differentiate the contribution
of different parameters experimentally. To analyze the role
of 6S RNA regulation, we isolated its effect by studying a
minimal model that characterizes the transitions between
exponential and stationary phases only by changes that areBiophysical Journal 106(5) 1205–1214
FIGURE 3 Dynamics of the 6S RNA regulation system components at
the transition from exponential phase to stationary phase. Shown are the dy-
namic analysis results by number of molecules for 6S RNA (A), free RNAP
(B), 6S RNA:RNAP complexes (C), and mRNA of regulated genes (D). In
the simulation, stationary phase was initiated at t ¼ 0 by lowering the 6S
RNA degradation rate and decreasing NTP levels. To see this figure in color,
go online.
1210 Nitzan et al.directly related to 6S RNA, namely, changes in 6S RNA
degradation rate and pRNA-induced dissociation of 6S
RNA:RNAP complexes. The shift from exponential to sta-
tionary phase was induced by an instantaneous decrease in
6S RNA degradation rate and a gradual decrease in NTP
level, whereas the shift from stationary to exponential phase
(outgrowth) was induced by an instantaneous increase in 6S
RNA degradation rate and a sharp (relative to the former
transition) increase in NTP level, as specified in the next
two sections and in Table 2.
The dynamics derived from the model are shown for
outgrowth in Fig. 2 and for the transition into stationary
phase in Fig. 3.
Outgrowth: transition from late stationary to exponential
phase
As cells transition from late stationary to exponential phase,
6S RNAwithin 6S RNA:RNAP complexes is used as a tem-
plate for pRNA synthesis, resulting in the dissociation of the
complex into free RNAP and 6S RNA:pRNA duplexes (21).
The 6S RNA:pRNA duplexes are unable to rebind RNAP
(24,26,28), and the number of 6S RNA molecules is sub-
stantially decreased at this time (7). To model the transition
from stationary to exponential phase, the NTP level was
linearly increased from an initial value of 0, at a rate of
No/120 s1. Note that in our model, the absolute NTP level
is meaningful only in relation to the function f ðNNTP;No; TÞ,
which sets the dependence of pRNA transcription rate on
NTP level. In addition, 6S RNA degradation rate was
increased, consistent with respective changes during the
transition from exponential to stationary phase, as described
in the next section. The mathematical model, using theBiophysical Journal 106(5) 1205–1214parameters introduced above, successfully reproduced
experimental observations qualitatively (Fig. 2). 6S
RNA:RNAP complexes are rapidly dissociated through
pRNA synthesis (21), as also demonstrated experimentally
by accumulation of pRNA during this time frame of several
minutes (Fig. 2 E). The model predictions for the timeframe
of decrease in 6S RNA:RNAP complexes (Fig. 2 C) are
consistent with these experimental results. The rapid disso-
ciation of the complexes, together with their inability to
reform, leads to a steep drop in the number of complexes,
which in turn leads to a steep increase in the number of
free RNAP molecules (Fig. 2 B). In addition, the decrease
in the number of complexes leads to reduced synthesis of
pRNA, which, together with pRNA degradation, leads to
a decrease in pRNA level, as shown by the experimental
results presented in Fig. 2 E. Note that pRNA decay does
not have an effect on the simulated quantities in Fig. 2,
A–D, since the 6S RNA:pRNA duplexes are unable to rebind
RNAP and thus no longer play a role in our model. The sud-
den increase in RNAP results in binding between RNAP and
the low level of free 6S RNA, making 6S RNA:RNAP com-
plexes that then dissociate almost immediately via pRNA
synthesis. Overall, these dynamics result in the rapid degra-
dation of the total 6S RNA (i.e., both in complexes and free).
mRNA synthesis at most promoters is largely dependent on
the number of free RNAP molecules; therefore, mRNA
levels follow the trend of free RNAP dynamics.
Transition from exponential to stationary phase
The computational model successfully captured the proper-
ties of the outgrowth transition observed experimentally,
thus providing confidence that the model would provide
valid predictions for the transition from exponential to
stationary phase. To model this transition, NTP level
was gradually decreased in accordance with the slow
transition observed experimentally (31). More specifically,
the NTP level was linearly decreased from an initial value
of No, at a rate of No/1200 s1. In addition, it has been
experimentally observed that 6S RNA level rises signifi-
cantly through growth, reaching its maximal level in late
stationary phase (7). The mechanism underlying this
increase in 6S RNA level remains unclear, although it
is postulated that it results from changes in stability, since
the synthesis rate of 6S RNA is not substantially increased
over this time frame and artificially changing synthesis rates
does not result in substantial changes in 6S RNA level
(A. T. Cavanagh and K.M.Wassarman, unpublished results).
Therefore, we used a change in 6S RNA degradation rate
during the transition into stationary phase as a primary
determinant of change of 6S RNA level in addition to
changes in pRNA synthesis rates dependent on decreasing
NTP level. However, it is important to note that the change
in 6S RNA level may be representative of composite
changes in more than one parameter, which are not repre-
sented here. In general, many other processes take place
FIGURE 4 Mutant dynamics. Comparison of RNAP dynamics in cells
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ary phase, as well as during the opposite transition. Howev-
er, to isolate the effect of 6S RNA regulation, we study a
minimal model that characterizes the transitions only by
changes that are known to be directly related to 6S RNA.
In addition, by focusing on the specific timing of these tran-
sitions, there should be minimized impact of cell division, as
cells are not yet dividing during outgrowth and cell division
rates are slowing very rapidly during transition into station-
ary phase.
The gradual decrease in pRNA synthesis, resulting from
decreased NTP level, and the increase in 6S RNA stability
(i.e., decrease in degradation rate) lead to a gradual increase
in 6S RNA level with a concurrent decrease in free RNAP
(Fig. 3). Thus, mRNA levels also change more gradually
during the transition into stationary phase than during the
sharp transition during outgrowth.containing the wild-type 6S RNA (line) and two types of mutant: 1) 6S
RNA that does not bind to RNAP, 6S(M5) RNA (circles); and 2) 6S
RNA that binds to RNAP but is unable to support pRNA synthesis,
6S(M68) RNA (crosses). The dynamics of free RNAP (number of mole-
cules) is shown for the transition in outgrowth (A) and between exponential
phase and stationary phase (B), both initiated at t ¼ 0. To see this figure in
color, go online.Dynamics of the system with mutant 6S RNA
Having a mathematical model that closely follows the dy-
namics of the biological system, we can take a further step
and ask how the system behavior would be affected by muta-
tions in 6S RNA. The advantage of having a valid mathemat-
ical model is that we can gain insight into the dynamics of
mutants that already have been characterized experimentally,
and can also predict the effects of other types ofmutations not
yet studied. We first compared the model predictions to
experimental results for the behavior of two types ofmutants:
1) a 6S RNA that binds to RNAP in a manner similar to that
of the wild-type but does not support pRNA synthesis
(6S(M68) RNA (26) ðuPSR ¼ 0Þ); and 2) a 6S RNA that does
not bind to RNAP (6S(M5) RNA (17) (bSR¼0)) (see
Fig. 4). For cells containing 6S(M68) RNA, which does not
support pRNA synthesis, the dynamics obtained in the simu-
lations for stationary phase are similar to those observed in
wild-type cells. This result is in agreement with experimental
observations showing that the regulation of target promoters
by the mutant 6S(M68) RNA is similar to that by wild-type
6S RNA in timing and extent of regulation during stationary
phase (26). During outgrowth, however, 6S(M68) RNA:
RNAP complexes do not dissociate via the rapid pRNA-syn-
thesis-dependent process and must rely solely on the
spontaneous dissociation rate. As a result, the dynamic
characteristics of this dissociation, namely the sharp drop
in complexes and the sharp rise in free RNAP level, are
absent, whereas the relatively mild change in RNAP level
is a result of the change in 6S RNA degradation rate
(Fig. 4). The milder RNAP increase in mutants due to the
absence of pRNA synthesis implies that during outgrowth,
RNAP accumulation is much slower in the mutant cells
than in the wild-type cells, conceivably leading to delayed
restart of growth, as observed experimentally (26).
For cells containing the inactive 6S(M5) RNA, which
does not bind RNAP, the levels of free RNAP and targetmRNA remain unchanged through growth with respect to
6S RNA, which would be anticipated to lead to unregulated
transcription with respect to 6S RNA-dependent regulation
(Fig. 4). This result is in agreement with experimental
observations, demonstrating that 6S(M5) RNA does not
regulate transcription (12).
We also predicted the effect of 6S RNA mutants with a
wide range of rates of binding to and dissociation from
RNAP (Figs. 5 and 6). We simulated the two transitions,
changing the binding rate and dissociation rate by a factor
of a and 1/a, respectively, relative to the wild-type 6S
RNA (a ¼ 0.2, 0.5, 1, 2, and 5). For simplicity, we refer
to changes in a (i.e., binding and dissociation) as changes
in affinity. As shown in Fig. 5, the change in affinity affects
the levels of all system components (i.e., 6S RNA, RNAP,
6S RNA:RNAP complex, and mRNA) in stationary phase,
indicating that the starting points before the transition at
outgrowth are variable; however, after outgrowth, for each
component, similar levels are reached for different affinity
values. Therefore, it is the high level of NTP and extensive
pRNA synthesis that drive the level of free RNAP, and thus
of mRNA, to maxima, irrespective of affinity.
When examining the transition from exponential to sta-
tionary phase, again the variance in affinity affects the levels
of the system components at stationary phase, resulting in
changes in dynamics of this transition as well as the extent
of potential regulation. For example, when the affinity is
reduced (e.g., a ¼ 0.2) a much lower fraction of 6S RNA
is bound in 6S RNA:RNAP complexes, resulting in minimal
changes to the free RNAP level and thus also to mRNA
levels (Fig. 6).Biophysical Journal 106(5) 1205–1214
FIGURE 5 Dynamics of the 6S RNA regulation system components
at outgrowth for various 6S RNA-RNAP affinity values. Shown are the
dynamic analysis results at outgrowth by number of molecules for 6S
RNA (A), free RNAP (B), 6S RNA:RNAP complexes (C), and mRNA of
regulated genes (D). Outgrowth initiation was similar to that described in
Fig. 2. Binding and dissociation rates of 6S RNA-RNAP were changed rela-
tive to the values used in Figs. 2 and 3 by factors a and 1/a, respectively,
where a ¼ 0.2, 0.5, 1, 2, and 5. The affinity affects the levels of the system
components at stationary phase, but not their final levels after the transition
to exponential phase, which is dominated by pRNA synthesis and is inde-
pendent of a. To see this figure in color, go online.
1212 Nitzan et al.Overall, our simulations indicate that the regulatory
mechanism governed by 6S RNA is resilient to moderate
changes in affinity between 6S RNA and RNAP, but aFIGURE 6 The dynamics of the 6S RNA regulation system components
at the transition from exponential to stationary phase, for various 6S RNA-
RNAP affinity values. Shown are the dynamic analysis results by number of
molecules for 6S RNA (A), free RNAP (B), 6S RNA:RNAP complexes (C),
and mRNA of regulated genes (D). Stationary phase initiation was similar
to that described in Fig. 3. Binding and dissociation rates for 6S RNA-
RNAP were changed as described in Fig. 5. The variance in affinity affects
the levels of the system components at stationary phase. To see this figure in
color, go online.
Biophysical Journal 106(5) 1205–1214drastic decrease in affinity results in lack of dynamic regu-
lation. Interestingly, the affinity plays very little role in the
pRNA-synthesis-mediated regulation of 6S RNA during
exponential phase.When and under what conditions is 6S RNA
regulation most relevant?
The mechanism of 6S RNA regulation would be ineffective
when the level of RNAP is substantially higher than that of
6S RNA, for example, soon after the transition to outgrowth,
when there is a substantial rise in free RNAP due to release
of 6S RNA from 6S RNA:RNAP complexes that results in its
degradation. During the transition from exponential phase
to stationary phase, 6S RNA molecules have reaccumulated
such that the levels of 6S RNA and RNAP are more similar,
resulting in regulation. However, if 6S RNA or RNAP levels
were disturbed at this time, such that RNAP was much more
abundant than 6S RNA, even the association of a high
fraction of 6S RNAwith RNAP would have a minimal effect
on free RNAP level, and thus would not substantially affect
mRNA levels of regulated genes either. Therefore, 6S RNA
regulation of transcription would be most relevant when 6S
RNA and RNAP levels are similar, as indeed is the case in
wild-type cells in stationary phase. In addition, the regula-
tion process would be effective for cells that will eventually
encounter nutrient-enriched environment, enabling the
transition to outgrowth. Otherwise, the storage of inactive
RNAPs would be energetically wasteful.CONCLUSIONS
In this work, we constructed a mathematical model of global
regulation of transcription by 6S RNA via its binding to
RNAP. The dynamics resulting from the model are in agree-
ment with experimental results regarding the transition of
E. coli during outgrowth (Fig. 2) (26). In addition, the simu-
lation results are consistent with experimental results for
two types of mutants, 6S(M68) and 6S(M5) RNAs (Fig. 4
and (26)). Once validated, we next used our model to char-
acterize the less-understood transition between exponential
and stationary phase (Fig. 3). Finally, we demonstrated
the robustness of the levels of the system components dur-
ing exponential phase and the timing of changes during
outgrowth to mutations with a wide range of affinities
between 6S RNA and RNAP (Figs. 5 and 6).
In addition to these insights, the framework we have
developed can be used in future studies to generate reliable
quantitative predictions regarding specific timeframes and
component levels once parameter values have been experi-
mentally determined more accurately. Furthermore, the
model could be expanded to include mechanisms that are
involved in 6S RNA regulation that are currently poorly
characterized and might be better characterized in the
future, such as promoter specificity.
Transcription Regulation by a Small RNA 1213We suggest that global regulation of transcription by 6S
RNA is likely to be advantageous over other possible types
of regulation, such as transcription-factor-mediated tran-
scriptional regulation or sRNA-mediated posttranscriptional
regulation of RNAP. Although regulation of either transcrip-
tion or translation of RNAP will eventually lead to altered
transcription of target genes, 6S RNA facilitates an elegant
connection between nutrient availability (e.g., via NTP
level) and free RNAP level that can respond very rapidly
to changes (e.g., such as during outgrowth). In addition, in-
activating RNAP through binding prevents the need for
degradation and resynthesis of RNAP during changes in
nutrition. Therefore, it is likely that storage of RNAP in
6S RNA:RNAP complexes and then rapid release of active
RNAP via pRNA synthesis are energetically favorable for
the cell and allow for very rapid changes in active/free
RNAP levels. In addition, this rapid timing is likely to pro-
vide an important competitive advantage to cells in diverse
populations of bacteria, as they are equipped with a mecha-
nism to restart growth more rapidly than are cells without a
stored, readily available source of RNAP.
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