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Abstract: Considering the relatively poor robustness of quality
scores for different types of distortion and the lack of mecha-
nism for determining distortion types, a no-reference image quali-
ty assessment (NR-IQA) method based on the AdaBoost BP neu-
ral network in the wavelet domain (WABNN) is proposed. A 36-
dimensional image feature vector is constructed by extracting natu-
ral scene statistics (NSS) features and local information entropy
features of the distorted image wavelet sub-band coefficients in
three scales. The ABNN classifier is obtained by learning the rela-
tionship between image features and distortion types. The ABNN
scorer is obtained by learning the relationship between image fea-
tures and image quality scores. A series of contrast experiments
are carried out in the laboratory of image and video engineer-
ing (LIVE) database and TID2013 database. Experimental results
show the high accuracy of the distinguishing distortion type, the
high consistency with subjective scores and the high robustness of
the method for distorted images. Experiment results also show the
independence of the database and the relatively high operation
efficiency of this method.
Keywords: image quality assessment (IQA), AdaBoost BP neu-
ral network (ABNN), wavelet transform, natural scene statistics
(NSS), local information entropy.
DOI: 10.21629/JSEE.2019.02.01
1. Introduction
High quality natural images with rich information can help
ensure the accuracy and effectiveness of the information
transmission, which can enhance the ability of the per-
ceived image information. The quality of images can be
affected by various factors in the imaging procedure, such
as image acquisition, transmission and processing; thus it
is crucial to quantify the effects of various distortions on
Manuscript received December 19, 2017.
*Corresponding author.
This work was supported by the National Natural Science Foundation
of China (61471194; 61705104), the Science and Technology on Avioni-
cs Integration Laboratory and Aeronautical Science Foundation of China
(20155552050), and the Natural Science Foundation of Jiangsu Province
(BK20170804).
image quality [1]. The no-reference image quality assess-
ment (NR-IQA) method can assess the distorted images
without the information of perfect reference images. More-
over, human observers can assess the quality as well as
the distortion type without the reference images. Consid-
ering the perfect reference images are usually unavailable
in practice, the NR-IQA has high values in the research of
the human visual system (HVS) as well as the image qual-
ity assessment and practical applications.
NR-IQA methods are usually divided into two cate-
gories. One is for a specific type of distortion. Zhu et al.
[2] proposed a method for white noise (WN) images utiliz-
ing the local gradient feature. Chen et al. [3] and Marichal
et al. [4] proposed a method for blur images by using
multi-scale gradient features and histogram of non-zero
discrete cosine transform (DCT) coefficients. Shao et al.
[5] proposed a method for blur and noise images based
on the HVS and the structural similarity. Wang et al. [6]
proposed a method for joint photographic experts group
(JPEG) images by using block effects. Sazzad et al. [7]
proposed a method by using the pixel and edge informa-
tion for joint photographic experts group 2000 (JP2K) dis-
torted images. Horita et al. [8] proposed a method based
on the blackness, the average absolute difference and the
zero-crossing rate for JPEG/JP2K. Xie et al. [9] proposed
a method for images distorted by haze based on the con-
trast map calculated by Weber’s law. Those methods need
to know the type of image distortion and are limited when
applied in practice [10]. The other category is to establish
a general NR-IQA model. Most of these models rely on
machine learning such as support vector machine (SVM),
neural network, etc. Moorthy et al. [11] proposed a method
in the two-step framework of the blind image quality in-
dex (BIQI). The 18-dimensional natural scene statistics
(NSS) features are extracted first, then the SVM classifi-
cation is used to calculate the probability that the image
belongs to each distortion type, then the support vector
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regression (SVR) analysis model is used to calculate the
quality score of the distorted images belonging to different
types of distortion, and the final score is obtained accord-
ing to the probability weighting. Li et al. [12] proposed
an NR-IQA method by using the generalized regression
neural network (GRNN). The phase congruency and gra-
dient features of the images are extracted, and the map-
ping relation between the features and the image quality
is simulated by the neural network to achieve the qual-
ity assessment. The real-time performance of the BIQI
and the GRNN is relatively poor due to the complex-
ity of parameter setting and model mapping. Thus, some
scholars work on improving the BIQI method. Moorthy
et al. [13] proposed the distortion identification-based im-
age verity and integrity evaluation (DIIVINE) with more
88-dimensional NSS features in the wavelet domain. The
performance of the DIIVINE is better for the WN dis-
tortion; for other types, the performance is only average.
Saad et al. [14,15] proposed the blind image integrity no-
tate using DCT statistics (BLIINDS-II), which extracts
the NSS features in the DCT domain. The BLIINDS-II
performs well, but it is of high computation complexity.
Mittal et al. [16 – 18] proposed the natural image quality
evaluation (NIQE) method and the blind/referenceless im-
age spatial quality evaluation (BRISQUE) method, both
of which extract the NSS features in the spatial domain.
Liu et al. [19] proposed the spatial-spectral entropy based
quality index (SSEQ) method, which extracts spatial en-
tropy features and spectral entropy features. The perfor-
mance of the SSEQ for WN distorted images needs to be
improved. Li et al. [20] proposed the blind IQA metric
based on high order derivatives (BHODs) algorithm, using
the histogram features of local binary patter (LBP) corre-
sponding to the original map and the 3-order gradient map
to evaluate image quality. The BHOD has a high subjec-
tive consistency. However, the number of the features is
too big. Li et al. [21] proposed the no-reference quality
assessment using statistical structural and luminance fea-
tures (NRSL), which extracts local normalized luminance
features and LBP features of the local normalized lumi-
nance map to build the NR model. The NRSL has a high
subjective consistency. However, the transfer-domain fea-
tures are not extracted. Liu et al. [22] proposed the ori-
ented gradients IQA (OGIQA), which extracts the gradient
feature and uses the AdaBoosting BP to obtain the quality
score. The NRSL and the OGIQA perform well. However,
the transfer-domain features are not extracted. Most of the
existing NR-IQA methods can only calculate the quality
score of the distorted image, and they cannot produce the
judgment of the image distortion type, so the practical ap-
plicability is limited.
Considering the relatively poor robustness of quali-
ty scores for different types of distortions and the lack of
mechanism for determining distortion types, an NR-IQA
method based on the adaBoost bP neural network in the
wavelet domain (WABNN) is proposed. A 36-dimensional
image feature vector is constructed by extracting the NSS
features and the local information entropy features of
the distorted image wavelet sub-band coefficients in three
scales. The ABNN scorers and classifiers are trained to ob-
tain an image quality score and determine the type of the
image distortion.
2. Image feature extraction in wavelet domain
High quality natural images have regular statistical charac-
teristics, and the distortions can alter the image structure as
well as the statistical characteristics [23,24]. Thus, the type
and degree of the distortion can be characterized by the
changes of the statistical characteristics. The distortion can
alter the image information entropy. Therefore, the type
and degree of the distortion can also be characterized by
the changes of the information entropy. Moreover, consid-
ering the multi-channel characteristics of human eyes, the
proposed method extracts 18-dimensional NSS featuresF1
and 18-dimensional local information entropy features F2
in the wavelet domain to construct a 36-dimensional image
feature vector F = (F1,F2)T.
2.1 Image NSS features in the wavelet domain
2.1.1 Determination of image distortion type based on
wavelet subband coefficient distribution
There are certain statistical laws in natural images, which
are closely related to the image quality and will change
with different distortions. As an example shown in Fig. 1,
with different mean opinion scores (DMOS) a reference
(REF) image and the corresponding five distorted images
of different distortion types are randomly selected from
the laboratory of image and video engineering (LIVE)
database [25 – 27]. The distortion types include Gaussian
WN, Gaussian blur (BLUR), fast rayleigh fading (FF),
JPEG and JP2K. Fig. 2 shows the first scale normalized
histograms of wavelet sub-band coefficients (WSCs) for
the images of Fig. 1 in diagonal orientation.
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Fig. 1 REF image and the five corresponding WN distorted images
with different distortion degrees
Fig. 2 First-scale normalized histograms of WSC for the images of
Fig. 1 in diagonal orientation
Fig. 2 shows that the histogram distributions of WSCs
are zero means, and different from the different types of
distortions. The WN image has a relatively flat coefficient
distribution curve, indicating that the WSC distribution is
relatively uniform. The distribution curve of the FF is most
similar to and basically in coincidence with that of the REF
image. The coefficient distribution curves of the JPEG im-
age and the JP2K image are similar, but the curve of the
JP2K image is sharper, and the number of sub-band coef-
ficients at mean is larger than that of the REF image. The
distribution of the BLUR is the most concentrated, with
fewer coefficients around the mean. The WN, FF, BLUR,
JPEG and JP2K distortion can be distinguished by his-
togram distributions of WSCs. Thus, the distribution of the
WSCs can be used as an indicator of the distortion type.
2.1.2 Determination of image distortion degree based on
the WSC distribution
As shown in Fig. 3, taking WN as an example, a REF im-
age and the corresponding five distorted images with dif-
ferent degrees of distortion are randomly taken from the
LIVE to explore the relationship between the WSC distri-
bution and the degree of distortions.
Fig. 3 REF image and the corresponding five WN distorted images
with different distortion degrees
The wavelet transform over three scales and three orien-
tations is also applied to these six images, and Fig. 3(a) is
taken as the example shown in Fig. 4.
The wavelet sub-band of Fig. 3 for the first scale and the
horizontal orientation is taken as the example as shown in
Fig. 5.
The first scale normalized histogram of WSCs for the
images of Fig. 5 in horizontal orientation is shown in
Fig. 6. The higher the DMOS value is, the smoother the
distribution curve is. Overall, the peak value of curves at
zero is lower than that of the REF image. Thus, the dis-
tribution of the WSC can be used as an indicator of the
distortion degree.
2.1.3 Extracting image NSS features in the wavelet
domain
A wavelet sub-band of an image contains thousands of co-
efficients. The total number of all sub-bands coefficients
is very large. Considering the computational complexity
and efficiency, in the current method, the statistical model,
instead of the WSC, is used to characterize the image fea-
tures. The edge distribution [11] of the WSC for a natu-
ral image accords with a generalized Gaussian distribution
(GGD) model.
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Fig. 4 Wavelet transform over three scales and three orientations on Fig. 3(a)
Fig. 5 Wavelet sub-band of Fig. 3 for the first scale and horizontal
orientation
Fig. 6 First scale normalized histograms of WSCs for the images of
Fig. 5 in horizontal orientation
The GGD model is defined as follows:
gX(x;μ, σ
2, γ) = α exp(−[β|x − μ|]γ), x ∈  (1)
where x is a wavelet sub-band of the image, μ is the mean
of the coefficients on the sub-band x, σ2 is the variance
of the coefficients on the sub-band x, γ is the shape para-
meter of the GGD model fitted by the sub-band x. α and β
are proportional constants and are defined as follows:
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α =
βγ
2Γ (1/γ)
β =
1
σ
√
Γ (3/γ)
Γ (1/γ)
(2)
where Γ (·) is a function defined as follows:
Γ (z) =
∫∞
0
tz−1e−tdt, z > 0. (3)
The three parameters μ, σ2 and γ of the GGD model are
obtained by using the method of the generalized Gaussian
proportional function [28].
Since the wavelet transform decomposes the image into
multiple-channels, which is similar to the bandpass filter, it
can be assumed that the mean of the WSC of the REF im-
age and different types distorted images are all zero, that
is, μ = 0, as shown in Fig. 2 and Fig. 6. In this case, the
GGD model, which represents the distribution of the sub-
band x, contains only two parameters σ2 and γ. There-
fore, a two-parameter GGD model is used to fit the coef-
ficient distribution of a wavelet sub-band. In this way, dif-
ferent from the original expression which needs thousands
of sub-band coefficients, the expression of image features
(distortion type and degree) can be simplified to two pa-
rameters. For a distorted image, 18 wavelet-domain NSS
parameters can be extracted in three scales and three ori-
entations. The 18-dimensional vector consists of 18 param-
eters, that is F1 = (f1, f2, . . . , f18). The meanings of the
elements in this 18-dimension vector are shown in Table 1.
Table 1 Meaning of image NSS feature vector elements in wavelet domain
Vector elements Meaning
f1 – f3 Variance σ2 of the three sub-bands in the horizontal orientations and the first, second and third scales
f4 – f6 Variance σ2 of the three sub-bands in the vertical orientations and the first, second and third scales
f7 – f9 Variance σ2 of the three sub-bands in the diagonal orientations and the first, second and third scales
f10 – f12 Shape parameter γ of the three sub-bands in the horizontal orientations and the first, second and third scales
f13 – f15 Shape parameter γ of the three sub-bands in the vertical orientations and the first, second and third scales
f16 – f18 Shape parameter γ of the three sub-bands in the diagonal orientations and the first, second and third scales
2.2 Image information entropy feature in the
wavelet domain
2.2.1 Image two-dimensional local information
entropy in the wavelet domain
For an image A, the pixel can be seen as a random variable,
and the image information entropy can represent the aver-
age information quantity. The image information entropy
can be expressed as follows:
H = −
∑
a∈A
p(a) log2 p(a) (4)
where p(a) is the probability of a pixel with a gray value
of a in the image.
The image information entropy, also known as one-
dimensional entropy, represents the aggregation feature of
the gray distribution in the image. However, there are block
structures for the distribution of the natural image, and
there are correlations between the pixels in geometric po-
sitions. The one-dimensional entropy cannot well reflect
the spatial characteristics of the image. Therefore, the two-
dimensional information entropy is used to represent the
structural information of the image [29].
The local entropy of the image can better reflect the
distortion comparing with the global entropy. In this pa-
per, based on the wavelet decomposition, coefficients of a
wavelet sub-band are divided into blocks and each block is
named as the unit block W . The size of W is 8× 8 and the
amount of W is M ×N . The WSC of W is normalized to
obtain the spectral probability of W in the wavelet domain:
P (i, j) =
w(i, j)2
‖W ‖22 + C
(5)
where w(i, j) is the WSC in the unit blockW , 1  i  8,
1  j  8, ‖W‖2 is the two-norm of matrixW , and C is
a minimal positive constant and set to be 10−7.
Hw(m,n), the wavelet-domain information entropy of
W , can be expressed as follows:
Hw(m,n) = −
∑
i
∑
j
P (i, j) log2P (i, j) (6)
where m = 1, 2, . . . ,M , n = 1, 2, . . . , N .
The wavelet-domain 2-dimensional local information
entropyHw is constructed by computing the information
entropy Hw(m,n) of all M ×N blocks in a wavelet sub-
band.
2.2.2 Determination of the type and degree of image
distortion based on image two-dimensional local
information entropy
The normalized histogram of the two-dimensional local in-
formation entropy of the sub-band in the first scale and di-
agonal orientation for images in Fig. 1 is shown in Fig. 7.
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Fig. 7 shows that the mean value of the wavelet sub-band
local information entropy for the reference image is about
7, and thus the skewness is left skewed (central mean value
is 8). The mean and the skewness of the curve vary with
different types of distortions. For WN, BLUR and JP2K,
the mean of the curve increases, while the mean of JPEG
and FF decreases. As for skewness, JP2K results in an ob-
vious right skew condition. The image wavelet sub-band
local information entropy varies with different types of dis-
tortion. Thus, the local information entropy can be used to
distinguish different types of image distortion.
Fig. 7 Normalized histogram of two-dimensional local information
entropy of the sub-band in the first scale and diagonal orientation for
images in Fig. 1
Fig. 8 is the normalized histogram of the two-
dimensional local information entropy of the sub-bands in
the first scale and diagonal orientation for images in Fig. 3.
The higher the DMOS value is, the larger the mean of
wavelet sub-band local information entropy is. The mean
value varies with the degree of distortion and can effec-
tively distinguish the degree of distortion. Thus, the mean
value of the local information entropy can be used to dis-
tinguish different degrees of the image distortion.
Fig. 8 Normalized histogram of two-dimensional local information
entropy of the sub-band in the first scale and diagonal orientation for
images in Fig. 3
In conclusion, the wavelet sub-band local information
entropy can be used to distinguish the type and degree of
the image distortion.
2.2.3 Features extraction of two-dimensional local
information entropy in the wavelet domain
For a distorted image, the two-dimensional local informa-
tion entropyHw is a matrix whose size is M ×N . It con-
tains M × N parameters, which is not suitable as image
features. In this paper, two parameters of Hw, mean and
skewness, are selected as the local information entropy fea-
tures of the wavelet sub-band. The mean μw and skewness
Sw are defined as follows:
μw =
M∑
m=1
N∑
n=1
Hw(m,n)
M ×N (7)
Sw =
(M ×N)2
(M ×N − 1)(M ×N − 2)×
1
M ×N
M∑
m=1
N∑
n=1
[Hw(m,n)− μw]3
⎛
⎝
√√√√ 1
M ×N − 1
M∑
m=1
N∑
n=1
[Hw(m,n)− μw]2
⎞
⎠
3 . (8)
For a distorted image, 18 parameters can be extracted
from nine sub-bands which are obtained by three scales
and three orientations wavelet decomposition. The 18-
dimensional vector consists of 18 parameters, that is F2 =
(f19, f20, . . . , f36). The meanings of the elements in this
18-dimension vector are shown in Table 2.
3. Method of NR-IQA based on WABNN
The NR-IQA method based on the WABNN is proposed.
This method extracts the NSS features and the local in-
formation entropy features of the known distorted image
in the wavelet domain, and constructs the corresponding
feature matrix. Two ABNNs are trained as the image dis-
tortion classifier and the image quality scorer by using the
known distorted image feature matrix, the distortion types
and the subjective scores. The NSS features F1 and the lo-
cal information entropy features F2 of the to-be-evaluated
distorted images are then extracted in the same way. The
constructed feature matrix of the to-be-evaluated distorted
image is then entered the trained ABNNs to derive the dis-
tortion type and the objective score. The flow chart of the
WABNN method is shown in Fig. 9.
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Table 2 Meaning of local information entropy feature vector elements in wavelet domain
Vector
elements
Meaning
f19 – f21 Mean μw of sub-band local information entropy in the first scale and the horizontal, vertical and diagonal orientations
f22 – f24 Mean μw of sub-band local information entropy in the second scale and the horizontal, vertical and diagonal orientations
f25 – f27 Mean μw of sub-band local information entropy in the third scale and the horizontal, vertical and diagonal orientations
f28 – f30 Skewness Sw of sub-band local information entropy in the first scale and the horizontal, vertical and diagonal orientations
f31 – f33 Skewness Sw of sub-band local information entropy in the second scale and the horizontal, vertical and diagonal orientations
f34 – f36 Skewness Sw of sub-band local information entropy in the third scale and the horizontal, vertical and diagonal orientations
Fig. 9 Flow chart of WABNN method
3.1 WABNN method implementation steps
The NR-IQA WABNN method is realized by the following
steps:
Step 1 All the distorted images in the database are di-
vided into the training set and the test set. The number of
distorted images in the training set is P . The number of
distorted images in the test set is Q. P and Q are numbers
satisfying P  2Q.
Step 2 All the distorted images in the training set are
applied with wavelet decomposition over three scales and
three orientations. NSS features and local information en-
tropy features of each image are extracted according to the
methods in Section 2.1 and Section 2.2. Combine these two
kinds of features to construct a 36-dimensional image fea-
ture vector Fp, Fp = (Fp1,Fp2)T, the feature vectors of
all training images constitute an image feature matrix Fp,
Fp = (F 1p ,F
2
p , . . . ,F
P
p )
T. The size of Fp is p× 36.
Step 3 Using the image feature matrix Fp, the corre-
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sponding subjective scores Sp of the training set distorted
image, and the corresponding image distortion type Tp to
train the ABNNs. Fp and Sp are used to train the neural
network grader, and Fp and Tp are used to train the neural
network classifier.
Step 4 The feature vector Fq of each distorted image
in the test set are extracted by the same method given in
Step 2, and the feature matrix Fq of the test set images is
constructed, Fq = (F 1q ,F
2
q , . . . ,F
Q
q )
T, the size of Fq is
q × 36.
Step 5 The image feature matrixFq of the test set is en-
tered into the trained ABNN to obtain the objective quality
score Sa and the distortion type judgment Ta of the test set
image.
3.2 ABNN image quality grader and image distortion
classifier
In this paper, two independent ABNNs with the same
structure are designed separately as the image quality
grader and the image distortion classifier, which are inde-
pendent of each other, as shown in Fig. 9.
A single ABNN is mainly composed of Nbp BP neural
networks and a set of preconditions. Each BP neural net-
work works as a weak classifier or weak grader that pro-
duces an output. The output of each BP neural network is
compared with the preconditions and the results will affect
the weight of the BP neural network. Finally, the final out-
put of a single AdaBoost BP network is calculated as the
weighted sum of the outputs of every BP neural network.
3.2.1 ABNN image quality grader
The AdaBoost algorithm is an improved self-adaptive
boosting algorithm [30]. The idea is to constantly add a
new weak classifier until a predetermined small enough er-
ror rate is reached [31]. The AdaBoost algorithm is com-
monly used for classification. In recent years, it has also
been used in the field of predictive data analysis and has
shown excellent predictive accuracy [32,33].
In the proposed method WABNN, the ABNN is used as
an image quality scorer. Specific steps are as follows:
Step 1 Initialize the distribution weights of the training
image feature matrix Fp. Since the size of Fp is p × 36,
which is composed of the 36-dimensional feature vectors
of P distorted images, the initial weight of each distorted
image, i.e., the initial distribution weight of training image
feature matrix Fp, is set as follows:
D1(i) = 1/P, i = 1, . . . , P. (9)
Step 2 Initialize each BP neural network in the ABNN
scorer. According to the size of the training image feature
matrix Fp, which is p × 36, a total of 36 columns are put
in columns. The output of the image scorer is a concrete
numerical value. Therefore, each BP neural network is set
to be a three-layer structure of 36−n0−1, where n0 is the
number of the hidden layer nodes, and n0 = 36 in the ex-
periment. The sigmoid function and the linear function are
selected as transfer functions in turn.
Step 3 Nbp BP neural networks cycle. Let n =
1, . . . , Nbp:
(i) The training image feature matrix Fp and the training
image subjective score Sp (the size of Sp is p×1) are used
as the input and the output of the network to train the nth
BP neural network. The trained nth BP network is denoted
as netn.
(ii) Calculate the weight hn of the trained nth BP net-
work netn:
hn =
1
2× exp
∣∣∣∣∣
P∑
i=1
Dn(i)
∣∣∣∣∣
. (10)
(iii) Put the test image feature matrix Fq (the size of Fq
is q × 36) into the network netn to obtain the output an of
netn of the test images. The size of an is q × 1.
(iv) Put the training image feature matrix Fp into the
network netn again to obtain the output bn of netn of the
training images. The size of bn is p×1. Calculate the error
between bn and the true subjective scores Sp of the training
images:
errn(i) = bn(i)− Sp(i), i = 1, 2, . . . P. (11)
(v) Calculate the distribution weights of the training im-
age feature matrix Fp of the (n + 1)th BP neural network:
Dn+1(i)=
{
k0Dn(i), |errn(i)|>0.25
Dn(i), else
(12)
where i = 1, 2, . . . , P , k0 is the distribution weight ad-
justment coefficient, which generally takes value of 1.1.
|errn(i)| > 0.25 is the preset judgment condition, which
is determined after many experiments.
(vi) Normalize the distribution weights of training image
feature matrices Fp in the (n + 1)th BP neural network:
Dn+1(i) =
Dn+1(i)
P∑
i=1
Dn+1(i)
. (13)
The purpose of the normalization is to make the sum of
the distribution weights of the training image feature ma-
trix to be 1 when the proportion is constant.
Step 4 Determine the output of the ABNN image qua-
lity scorer. Firstly, normalize the weights hn of Nbp BP
neural networks. Then, calculate the weighted sum of an
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and hn. Finally, the output Sa of the ABNN image quality
scorer is obtained.
hn =
hn
Nbp∑
n=1
hn
(14)
Sa =
Nbp∑
n=1
anhn (15)
Repeat the above algorithm several times. The number
Nbp of BP neural network is set as Nbp = 20.
3.2.2 ABNN image distortion classifier
In the method of WABNN, the algorithm of the ABNN
image distortion classifier is basically the same as the al-
gorithm of ABNN image quality grader mentioned above
with only changes in the form of the input and output. The
input of ABNN image distortion classifier includes train-
ing the set distorted image feature matrix Fp and train-
ing the image distortion type Tp. Keep the form Fp un-
changed. Since the selected LIVE database contains five
types of distortion, Tp is set as a vector of the form p× 1.
For each element Tp(i) ∈ {1, 2, 3, 4, 5} in the vector, let 1
represents WN, 2 represents BLUR, 3 represents JPEG, 4
represents JP2K, and 5 represents FF.
The output Ta of the ABNN image distortion classi-
fier is obtained by using the algorithm mentioned in Sec-
tion 3.2.1 with Fp and Tp as the input. At this point Ta is
usually a non-integer value. Each value in Ta represents a
type of image distortion.
Ta =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, Ta < 1.5
2, 1.5  Ta < 2.5
3, 2.5  Ta < 3.5
4, 3.5  Ta < 4.5
5, Ta  4.5
(16)
4. Experimental results and analysis
The proposed WABNN method and the eight NR-IQA
methods are performed in the LIVE database and the
TID2013 database [34]. Their performance is compared by
four indexes, which are root mean-squared error (RMSE),
linear pearson correlation coefficient (LPCC), spearman
rank order correlation coefficient (SROCC) and kendall
rank order correlation coefficient (KROCC). All experi-
ments are performed on a Dell OptiPlex desktop computer,
which has an Intel Core i7-4790 processor with 8 G memo-
ry. The operating system is Win10, and the experimental
platform is Matlab R2014a.
4.1 Experiments on LIVE database
4.1.1 Assessment database preprocessing
There are 982 images in the LIVE database, including 29
different reference images and 779 distorted images. The
distortion types include WN, BLUR, JPEG, JP2K and FF,
and the subjective DMOS of distorted images are given as
well. In this paper, only 779 distorted images in the LIVE
database are selected for training and testing the neural net-
works. The selected images are divided into five datasets,
each dataset contains five or six image classes of different
types of distortion and degrees of distortion. The detailed
information of these datasets is shown in Table 3.
Table 3 LIVE database classification
Types and numbers of distorted image
Dataset Categories of distorted images
WN BLUR JPEG JP2K FF All
1
Bikes, building2, buildings,
caps, carnivaldolls, cemetry
30 30 38 34 30 162
2
Churchandcapitol, lighthouse, dancers,
coinsinfountain, house, loweronih35
30 30 36 37 30 163
3
Lighthouse2, manfishing, monarch,
ocean, parrots, paintedhouse
30 30 37 34 30 161
4
Plane, rapids, sailing1,
sailing2, sailing3, sailing4
30 30 34 35 30 159
5
Statue, stream, womanhat,
studentsculpture, woman
25 25 30 29 25 134
All distorted images in LIVE database 145 145 175 169 145 779
4.1.2 Subjective consistency of WABNN
Five-fold cross validation is applied to the above five
datasets. Each dataset is used as the test set in turn, while
the other four are used as the training set. The WABNN
scoresSa and the subjective scoresSq of the test set images
are regressed to obtain the subjective consistency value of
the WABNN. At the same time, the distortion type Ta of
the WABNN method is compared with the true distortion
type Tq of the test set images to obtain the accuracy of the
distortion type judgment of the WABNN.
As shown in Fig. 10, two or three different kinds of
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distorted images corresponding to the same image are se-
lected from the five data sets. The objective score and
the type of distortion determined by the WABNN method
are compared with the given true distortion type and the
DMOS of each distorted image. Fig. 10 shows that the
WABNN method can accurately evaluate the degree of dis-
tortion and determine the type of distortion on each dataset,
and the objective and subjective scores are consistent.
Fig. 10 Subjective consistency of WABNN method for different datasets images
Table 4 shows the consistency scores between the ob-
jective and subjective scores of the WABNN method for
all distorted images on each dataset.
Table 4 Subjective consistency between objective and subjective
scores of the WABNN method on different datasets
Dataset RMSE LPCC SROCC KROCC
Dataset 1 8.674 1 0.948 4 0.940 8 0.780 1
Dataset 2 9.135 9 0.922 7 0.917 3 0.763 5
Dataset 3 9.948 6 0.915 9 0.908 8 0.756 2
Dataset 4 8.825 4 0.935 5 0.926 5 0.768 7
Dataset 5 8.936 6 0.949 1 0.935 2 0.778 1
All 9.110 7 0.936 4 0.924 9 0.766 4
The results show that the value of the RMSE is lower
than 10, the value of LPCC and SROCC are around 0.93,
and the value of KROCC is more than 0.75, which indi-
cates that the WABNN method can accurately evaluate the
degree of image distortion without a REF image. The sta-
bility and monotonicity of objective scores are good and
the results are consistent with the human eye’s subjective
judgment.
Table 5 shows the accuracy scores of the WABNN
method for determining the type of image distortion with-
out a reference image for different datasets. The experi-
mental results show that the WABNN method is more than
90% accurate in determining the type of image distortion
on the whole LIVE database, which demonstrates that the
WABNN method performs well in classifying and judg-
ing the type of image distortion. Comparison of accuracy
scores across each distortion type shows that the WABNN
method is more accurate in identifying WN, BLUR and
JPEG compression (accuracy scores are all higher than
90%). The judgment accuracy for WN images is the high-
est.
Table 5 Accuracy of the distortion type judgment of the WABNN
method on different datasets %
Dataset WN BLUR JPEG JPEG2000 FF All
Dataset 1 96.67 90.00 97.37 85.29 86.67 91.36
Dataset 2 96.67 93.33 94.44 89.19 86.67 92.02
Dataset 3 100.00 90.00 91.89 88.24 90.00 91.93
Dataset 4 100.00 93.33 88.24 88.57 86.67 91.19
Dataset 5 96.00 92.00 96.30 89.66 88.00 93.13
All 97.87 91.73 93.65 88.19 87.60 91.93
Table 4 and Table 5 show that the proposed WABNN
method can effectively evaluate the quality of the distorted
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images and distinguish the types of image distortions. Ex-
perimental results show a high evaluation accuracy and
subjective consistency.
4.1.3 Comparison of subjective consistency with other
NR-IQA methods
The subjective consistency scores of the eight cur-
rently commonly used NR-IQA methods (BIQI, DIIVINE,
BLIINDS-II, NIQE, BRISQUE, SSEQ, BHOD, NRSL) for
the images of five different distortion types in the LIVE
database are shown in Table 6.
Table 6 Comparison of the subjective consistency of different NR-
IQA methods on LIVE database
Distortion
type
Method RMSE LPCC SROCC KROCC
BIQI 6.721 4 0.953 8 0.951 0 0.821 9
DIIVINE 5.481 5 0.988 0 0.984 0 0.878 2
BLIINDS-II 6.011 2 0.979 9 0.978 3 0.851 1
NIQE 6.254 6 0.977 3 0.966 2 0.849 5
WN BRISQUE 5.327 1 0.985 1 0.978 6 0.876 3
SSEQ 5.928 9 0.980 6 0.978 4 0.859 7
BHOD 6.554 4 0.980 1 0.972 8 0.864 5
NRSL 5.384 6 0.986 8 0.980 1 0.891 6
WABNN 5.439 4 0.985 5 0.981 6 0.870 8
BIQI 8.964 8 0.829 3 0.846 3 0.779 5
DIIVINE 7.996 1 0.923 0 0.921 0 0.796 1
BLIINDS-II 7.6863 0.9381 0.9432 0.832 8
NIQE 7.056 7 0.952 5 0.934 1 0.828 6
BLUR BRISQUE 7.239 5 0.950 6 0.943 5 0.837 9
SSEQ 6.864 9 0.960 7 0.948 3 0.846 1
BHOD 6.166 9 0.966 0 0.964 9 0.854 7
NRSL 7.850 4 0.944 7 0.942 0 0.808 1
WABNN 6.633 9 0.957 2 0.9442 0.840 7
BIQI 10.144 0 0.901 1 0.891 4 0.783 9
DIIVINE 9.5101 0.9210 0.910 0 0.808 5
BLIINDS-II 8.654 1 0.937 6 0.931 1 0.825 7
NIQE 8.298 2 0.941 4 0.938 2 0.821 8
JPEG BRISQUE 7.204 2 0.973 4 0.964 7 0.846 6
SSEQ 7.570 5 0.970 2 0.951 0 0.841 5
BHOD 8.173 5 0.972 6 0.946 1 0.820 6
NRSL 7.568 4 0.976 4 0.950 8 0.829 4
WABNN 7.483 8 0.942 3 0.934 8 0.838 1
BIQI 12.013 3 0.808 6 0.799 5 0.736 8
DIIVINE 9.610 9 0.922 0 0.913 0 0.765 6
BLIINDS-II 9.505 5 0.934 8 0.950 6 0.816 8
NIQE 9.502 4 0.937 0 0.917 2 0.781 8
JP2K BRISQUE 9.875 2 0.922 9 0.913 9 0.769 3
SSEQ 8.165 3 0.946 4 0.942 0 0.801 1
BHOD 7.482 1 0.966 2 0.946 2 0.818 0
NRSL 7.311 1 0.967 1 0.951 4 0.824 3
WABNN 8.916 5 0.941 2 0.931 0 0.795 1
BIQI 18.103 2 0.732 8 0.706 7 0.606 4
DIIVINE 14.429 5 0.888 0 0.863 0 0.668 6
BLIINDS-II 13.505 5 0.895 5 0.865 7 0.684 1
NIQE 12.605 8 0.912 8 0.859 4 0.665 3
FF BRISQUE 11.799 6 0.914 8 0.886 1 0.721 6
SSEQ 12.685 8 0.916 2 0.903 5 0.749 3
BHOD 10.181 3 0.944 5 0.919 8 0.776 0
NRSL 11.934 8 0.923 8 0.902 9 0.753 5
WABNN 11.591 3 0.918 9 0.911 0 0.766 2
The scores for the WABNN method are compared with
those of the eight existing NR-IQA methods. In Table 6,
the bold font indicates that the correlation coefficient of
the method is in the top three among all methods.
Table 6 shows that the proposed WABNN method and
the existing BHOD and NRSL methods have a high sub-
jective consistency. The proposed WABNN method has 14
out of 20 scores in the top three of the four correlation co-
efficients for five different types of distorted images, while
BHOD and NRSL each has 13 out of 20 scores in the
top three, indicating that the proposed WABNN method
achieves good evaluation results for all types of distortion
and thus exhibits high robustness.
The scatter plots of the subjective and objective consis-
tency scores of different NR-IQA methods are shown in
Fig. 11.
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Fig. 11 Scatter plots of the subjective and objective consistency
scores of different NQ-IQA methods
The x-axis denotes the objective score obtained by the
IQA method and the y-axis denotes the subjective score
obtained by human eyes. Fig. 11 shows that, compared
with BHOD and other methods, the scatter points of
WABNN, SSEQ and BRISQUE are more concentrated and
the deviation of the points from the fitting curves is smaller,
indicating a better objective-subjective consistency.
Table 6 and Fig. 11 show that, compared with other
methods which can only give the quality score of the dis-
torted image, the proposed WABNN method not only gives
quality scores with high subjective consistency, but also
can determine the type of image distortion, indicating the
superiority of the proposed WABNN method over the exi-
sting methods.
4.2 Experiments on TID2013 database
4.2.1 Comparison of subjective consistency with other
NR-IQA methods
The 24 natural images in TID2013 database are selected
and the distortion types include WN, BLUR, JPEG and
JP2K. The subjective consistency scores of the eight
currently commonly used NR-IQA methods for the im-
ages with four different distortion types in the TID2013
database are shown in Table 7. The scores for the WABNN
method are compared with those of the eight existing NR-
IQA methods. In Table 7, the bold font indicates that the
correlation coefficient of the method is in the top three
among all methods.
Table 7 Comparison of the subjective consistency of different NR-
IQA methods on TID2013 database
Distortion
type
Method RMSE LPCC SROCC KROCC
BIQI 0.292 2 0.910 6 0.901 5 0.737 7
DIIVINE 0.338 3 0.877 3 0.810 4 0.708 9
BLIINDS-II 0.385 7 0.839 5 0.821 5 0.626 7
NIQE 0.399 4 0.842 8 0.815 5 0.605 0
WN BRISQUE 0.330 5 0.884 1 0.868 8 0.683 3
SSEQ 0.310 8 0.900 2 0.894 6 0.726 7
BHOD 0.485 8 0.729 5 0.710 6 0.522 1
NRSL 0.312 7 0.896 7 0.889 1 0.713 3
WABNN 0.280 4 0.916 3 0.916 6 0.728 9
BIQI 0.635 6 0.855 2 0.836 2 0.663 3
DIIVINE 0.479 9 0.921 1 0.916 5 0.760 0
BLIINDS-II 0.380 3 0.951 0 0.946 2 0.811 4
NIQE 0.670 2 0.825 4 0.815 5 0.589 0
BLUR BRISQUE 0.483 7 0.919 4 0.911 5 0.749 0
SSEQ 0.531 2 0.901 2 0.893 1 0.720 0
BHOD 0.668 2 0.919 3 0.910 7 0.746 7
NRSL 0.396 5 0.945 6 0.934 6 0.793 3
WABNN 0.430 3 0.934 5 0.928 7 0.779 6
BIQI 1.022 0 0.728 8 0.670 3 0.493 3
DIIVINE 0.684 5 0.884 4 0.810 4 0.620 0
BLIINDS-II 0.461 5 0.950 7 0.905 4 0.733 0
NIQE 0.559 5 0.926 8 0.866 5 0.649 8
JPEG BRISQUE 0.521 2 0.936 1 0.870 8 0.700 0
SSEQ 0.462 2 0.948 7 0.900 9 0.737 9
BHOD 0.475 3 0.948 3 0.871 2 0.686 7
NRSL 0.413 4 0.958 7 0.900 5 0.732 3
WABNN 0.413 9 0.944 6 0.919 8 0.766 3
BIQI 0.761 2 0.893 4 0.822 0 0.631 1
DIIVINE 0.636 7 0.924 9 0.877 3 0.700 0
BLIINDS-II 0.546 6 0.944 9 0.926 9 0.780 0
NIQE 0.715 5 0.907 2 0.898 1 0.706 2
JP2K BRISQUE 0.672 3 0.912 8 0.907 3 0.752 3
SSEQ 0.601 1 0.932 8 0.899 9 0.737 9
BHOD 0.609 3 0.933 2 0.890 7 0.720 0
NRSL 0.656 2 0.920 4 0.883 1 0.713 3
WABNN 0.699 6 0.913 6 0.906 6 0.749 3
Table 7 shows that the proposed WABNN method and
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the existing BLIINDS-II and SSEQ methods have a high
subjective consistency. The proposed WABNN method has
13 out of 16 scores in the top three of the four correla-
tion coefficients for four different types of distorted im-
ages, while BLIINDS-II and SSEQ have 12 and 8 out of 16
scores in the top three respectively, indicating that the pro-
posed WABNN method achieves good evaluation results
for all types of distortion and thus exhibits high robustness.
4.2.2 Accuracy of the distortion type judgment of the
WABNN method
Table 8 shows the accuracy scores of the WABNN method
for determining the type of image distortion without the
REF image. The experimental results show that the accu-
racy of the WABNN method in determining the type of
image distortion on the selected four distorted databases
of the TID2013 is 79%, which demonstrates that the
WABNN method performs well in classifying and judg-
ing the type of image distortion. Comparison of the ac-
curacy scores across each distortion type shows that the
WABNN method is more accurate in identifying WN
and JPEG compression (accuracy scores are all higher
than 80%). The judgment accuracy for WN images is the
highest.
Table 8 Accuracy of the distortion type judgment using the
WABNN method %
WN BLUR JPEG JP2K ALL
accuracy 88 72 80 76 79
4.3 Database independence experiments
To verify that the performance of the WABNN is inde-
pendent of the particular database used, database indepen-
dence experiments are performed on the LIVE database
and the TID2013 database. 80% of the distorted images
in the LIVE database are selected as the training set, and
80% of the distorted images in the TID2013 database are
selected as the test set. The SROCC are used as the testing
indicator. The subjective consistency scores of the eight
currently commonly used NR-IQA methods for the im-
ages of four different distortion types are shown in Table 9.
Furthermore, 80% of the distorted images in the TID2013
database are selected as the training set, and 80% of the
distorted images in the LIVE database are selected as the
test set. The SROCC are used as the testing indicator. The
subjective consistency scores of the eight NR-IQA met-
hods for the images of four different distortion types are
shown in Table 10. The scores for the WABNN method
are compared with those of the eight existing NR-IQA
methods.
Table 9 Comparison of the subjective consistency of different NR-
IQA methods on LIVE database (training set) and TID2013 database
(test set)
Method WN Blur JPEG JP2K ALL
BIQI 0.876 8 0.876 6 0.666 5 0.855 9 0.819 0
DIIVINE 0.883 9 0.893 9 0.852 4 0.789 5 0.854 9
BLIINDS-II 0.723 1 0.583 3 0.566 2 0.611 2 0.621 0
NIQE 0.815 5 0.815 5 0.866 5 0.898 1 0.848 9
BRISQUE 0.906 7 0.904 5 0.891 7 0.888 8 0.897 9
SSEQ 0.861 6 0.898 6 0.918 3 0.902 3 0.895 2
BHOD 0.748 9 0.914 8 0.881 5 0.915 5 0.865 2
NRSL 0.842 2 0.909 4 0.909 2 0.777 9 0.859 7
WABNN 0.901 0 0.897 1 0.922 1 0.841 2 0.890 4
Table 10 Comparison of the subjective consistency of different NR-
IQA methods on LIVE database (test set) and TID2013 database
(training set)
Method WN Blur JPEG JP2K ALL
BIQI 0.656 2 0.848 3 0.599 5 0.759 2 0.715 8
DIIVINE 0.406 1 0.923 7 0.923 7 0.848 2 0.775 4
BLIINDS-II 0.947 9 0.845 5 0.869 7 0.701 0 0.841 0
NIQE 0.966 2 0.934 1 0.938 2 0.917 2 0.938 9
BRISQUE 0.897 6 0.873 4 0.957 0 0.897 4 0.906 4
SSEQ 0.609 8 0.881 0 0.949 5 0.922 2 0.840 6
BHOD 0.944 4 0.903 6 0.923 6 0.927 3 0.924 7
NRSL 0.970 1 0.840 8 0.935 5 0.930 0 0.919 1
WABNN 0.958 0 0.847 2 0.948 4 0.898 4 0.913 0
Table 9 and Table 10 show that the SROCC of the pro-
posed WABNN method is about 0.9, indicating that the
method has database independence.
4.4 Time consumption of WABNN
The mean time that the seven good performance NR-
IQA methods (DIIVINE, BLIINDS-II, SSEQ, BRISQUE,
BHOD, NRSL, WABNN) spent to extract features from all
images in the LIVE database and the TID2013 database are
shown in Table 11 and Table 12, respectively. The runtime
of the NR-IQA methods is mainly generated in the process
of extracting image features.
Table 11 Mean time of extracting all images features for different NR-IQA methods on LIVE database s
DIIVINE BLIINDS-II SSEQ BRISQUE BHOD NRSL WABNN
Mean time/s 19.645 0 62.372 0 2.135 7 0.171 8 0.827 3 0.296 4 0.251 3
Table 12 Mean time of extracting all images features for different NR-IQA methods on TID2013 database s
DIIVINE BLIINDS-II SSEQ BRISQUE BHOD NRSL WABNN
Mean time/s 14.733 8 62.372 0 1.414 6 0.111 7 0.549 8 0.170 3 0.238 6
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Table 11 and Table 12 show that the mean time of
the feature extraction of the proposed WABNN method
is fewer than that of DIIVINE, BLIINDS-II, SSEQ and
BHOD methods both in the LIVE database and the
TID2013 database. For the NRSL method, the mean time
is 0.045 1 s more in LIVE and merely 0.068 3 s fewer in
TID2013 than that of the WABNN. Compared with the
BRISQUE method, the mean time is merely 0.079 5 s
fewer in LIVE and 0.126 9 s fewer in TID2013 than that
of the WABNN. Therefore, the proposed WABNN method
has a high assessment accuracy and operation efficiency.
5. Conclusions
In this paper, a 36-dimensional image feature vector con-
sists of NSS features and two-dimensional wavelet-domain
local information entropy features in three scales. Two
ABNNs are trained as the image distortion classifier and
the image quality scorer by using a known distorted im-
age feature matrix, a distortion type and the subjective
scores. A series of contrast experiments are carried out
in the LIVE database and TID2013 database. Experi-
mental results show the high accuracy of the distinguish-
ing distortion type, the high consistency with subjective
scores and the high robustness of the proposed method
for distorted images. Moreover, experimental results show
the independence for the databases and the relatively high
operation efficiency. The research mainly focuses on the
single-distorted images. Assessment of multiply-distorted
images, which is of greater practical significance, will be
addressed in future research.
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