Abstract-On one hand, IMS are a research area that has been gaining attention from the research community. It aims to provide cellular access to all Internet services. I t is a control architecture on the top of the I P layer whose goal is dependent on the provision of the Quality of Service (QoS), integrated services and fair charging scheme throughout standard interfaces. On the other hand, VANETs are a new communication paradigm that enables the wireless communication between vehicles moving with high speeds, as well as the vehicles and the road side equipments found along the roads. This opened the door to develop several new applications like traffic engineering, traffic management, dissemination of emergency information to avoid critical situations, comfort and entertainment and other user applications. Moreover, VANETs are sub-class of Mobile Ad-hoc Networks; the performance of the communication depends on how better the routing takes place in the network. This work proposes a presence-based architecture for the integration of VANETs with the IMS in the presence of WSNs too. The presence of the middleware is used to make an instantaneous awareness of the VANETs' changes as well as the IMS format and to select the best delivery strategy between the two architectures.
Everything is becoming wireless. The fascination of mobility, accessibility and flexibility makes wireless technologies the dominant method of transferring all sorts of information. Satellite television, cellular phones and wireless Internet are well-known applications of wireless technologies. Moreover, recently, applications and technologies are rarely seen isolated. Users expect to have access to a set of services without needing to know which system handles which service. Thus, systems integration and standardization has become a key-point towards ubiquitous access. This paper focuses on integrating three technologies together; VANETs, IMS and WSNs. Each one of them are evolving technologies and have gain more interest in the research community in recent years cause of the great advantages and services they provide. As in this work, the integration of each world provides further services and applications in a standardized and decoupled environment. This work presents a promising gateway that interconnects the VANET world, IMS world and the WSN world and introduces a tiny contribution to its research community.
The key element of the 3G networking right now is the IMS. It is deployed in such a way that it can provide multimedia services to the end-users on the top of the IP layer [I] . Furthermore, it handles access from WiFi networks, and is continuing to be extended into an access-independent platform for service delivery, including broadband fixed-line access.
On the other hand, VANETs is a new challenging network environment that pursues the concept of ubiquitous computing for the future [2] . Vehicles are equipped with wireless communication technologies and they act like computer nodes will be on the road soon and this will revolutionize the concept of travelling. They are considered as an off-shoot of Mobile Ad-hoc Networks (MANETs); however they have some distinguishing characteristics too [2] . WSNs are technology which is becoming more mature and is gaining momentum as one of the enabling technologies for the future Internet. Therefore, it is being applied ubiquitously and, in particular, to Intelligent Transportation Systems (ITS). They consist of medium to large networks of inexpensive wireless sensor nodes capable of sensing, processing and distributing information acquired from the environment through the collaborative efforts of nodes [3] . They provide significant advantages both in cost as well as in distribute intelligence. Fuithern~ore, distributed intelligence enables the developillent of diverse real-time trafiic safety applications not feasible with centralized solutions. Moreover, WSNs cannot be regarded just as stand-alone systems intended for ITS; on the contrary, they should be considered in the ITS context as additional components of a heterogeneous system, where they co-operate with other technologies such as VANETs.
REQIJIREMENTS AND RELATED WORKS

A. Requirements
The integration between the three different worlds will be made via a gateway that interconnects each one of them. The j k s t essential requirement is that the gateway should be independent from the three existing architectures. This guarantees minimal changes to each technology found. Also it ensures miniinal changes to the gateway itself if the VANET, IMS and WSN change. A second requirement is that all services provided by the IMS (i.e. Internet access, videoidata streaming provisioning and IP multimedia services, etc.) should be available to the VANET via the gateway. Another requirement is that the gateway being able translates fromito the information model used in each of the presented architecture. For the fourth requirement, the presence of the appropriate provision of the Quality of Service (QoS) according to the function of each IMS and VANET, different paranleters must be satisfied including reliability, availability and priority, etc.
Fifth requirement is that the gateway should have enough storage and processing capabilities to handle requests from IMS and WSNs as a way to support both synchronous and asynchronous mode to access its services. Our sixtlz requirement for the gateway is that it should be scalable and equipped with fault tolerance mechanisms, allowing multiple nodes to join and leave the networks (i.e. IMS and mobile vehicles). Seventh and last, the easy way of determining the location of the gateway. At the session setup, the VANET should be able to determine the location of the gateway; also in return, the IMS should be able to determine the gateway to send the requested services.
B. Related works
Ref. [4] proposes a gateway which integrates Personal Networks (PNs) and WSNs into IMS. Their objective is to enable the future creation of smart environments where different types of devices provide different services. The interconnection is done with a key component called the PN Gateway. Although this proposal offers integration between WSN and IMS, some of the requirements are not fully satisfied. This architccturc offcrs ncithcr storagc nor processing nor translation. It doesn't show how different types of information and entities could be identified in IMS. Furthernore, the solution does not iinpleinent recovery mechanisms in case of the PN gateway fails or is overloaded.
Ref.
[5] presents an e-SENSE architecture to send the contextual information from sensors to IMS's users. This e-SENSE Gateway subscribes to the IMS, schedules, buffers and prioritizes the data, it enables the publishisubscribe services. However, when we analyzed the requirements, the solution is not suitable to be followed. The solution introduces a new entity in IMS that doesn't assure independence. Scalability and fault tolerance are not considered and, since the gateway is centralized without load-balancing or recovery mechanisms, we assume that it is doesn't support scalability.
Ref. [6] presents a gateway that integrates the both IMS and WSN by connecting with the WSN sink and acting in IMS as a Presence External Agent (PEA). In the light of stated requirements, the gateway meets most of them. First of all, it is independent; also it stores, processes, translates and publishes information. It is centralized, that's why it is not scalable and not fault tolerant. No additional procedures have been defined for this purpose. The design depends on one single node to pass the information to the P2P network, which could easily become a bottleneck.
Authors in [7] present a hybrid system architecture that combines the best of VANET and WSN worlds. Their objective is to enable the creation of smart environments where different types of networks provide different services. The interconnection is done with a hybrid VANET-WSN gateway. The gateway collects all sensed information, maintains collected data in local database and injects data into the VANET. It meets most of our requirements too that it determines the gateway's location, translates the format between the two architectures, also it is independent where changes made to the overlay are generic and are made to support different types of data (i.e. spatial, and environmental). Additionally, it supports storage, process and publishing information. This last proposal is quiet suitable to accomplish our objectives and will be considered further in the design process. Specifically, they propose and demonstrate two types of architectures, the centralized and the distributed modules deployed in both the road side and on board units respectively.
PROPO5ED ARCHITECTURE
This section depicts our gateway for the integration of the three mentioned different worlds (VANETs, IMS and WSNs). The gateway is motivated by the requirements defined before; especially the ability to deliver the multimedia services to the VANET users.
First, we are going to explain the design and the basis of the architecture. Afterwards focusing on the rules that govern the gateway; including the factors, interactions and protocols used. Finally, evaluating and assessing the performance of the gateway.
A. Principles ofthe avchitectuve 1) Assumptio?zs: Our idea is to provide a gateway that interconnects VANETs, IMS and WSNs all together, however there are some assumptions that need to be mentioned at this point. Concerning the entire system, we assume that all entities of the system are configured to know each other. Also during the design of the architecture we try to ensure that minimal changes and adjustments will have to be made in case of format changes.
2) Pvinciples: The principles of our architecture are based on the gateway which will be the central point of the integration. It is made up of six groups. Each group is in charge of providing one or more services and has one leader node. The first group is in charge of the interaction with the VANET world, the second group is similar to the first one, but offers connectivity to the IMS world. The third group is responsible for the interaction of the WSN with the whole system. The fourth and fifth groups deal with handling data management processes when the information from the sensor nodes is ready. They are in charge of caching and processing information respectively. Finally, the last group's role is to interconnect services in the gateway. It inanages all interactions between the other mentioned groups, allowing the communication between them. This group is formed by the leader node from each group.
3) At-chitectuve topology and intevactions: Figure 1 shows the topology that has been designed based on [he key principles of the architecture. This topology is depicted as a two-tier topology where the first level provides all other services, and the second level is exclusively for caching information from sensor nodes. It's a fully mesh network to allow exchange of information and effectively respond to the requests.
Factors
When describing the principles of our design and architecture, we describe the six groups that compose it. Each one has a leading role that enables the services as was previously defined. A functionality is an identification that determines the services and the logic provided by each node in Fig. 1 . Overlay Gateway the overlay. The first group is responsible for providing an integration point with the IMS. This group has two participant roles; the Presence Service Ingress Spot (PSIS) and the Super Presence Service Ingress Spot (SPSIS). The PSIS acts strictly as an entry point, it provides connection to IMS Call Session Control Function's (CSCF) servers, enabling the communication between the IMS and the gateway. This role interacts exclusively with the SPSIS. The SPSIS is the leader of the group; but it also has the ability to provide the connection with the IMS. Moreover, it sends and responses to and from IMS and other groups in the gateway. The second group is the one in charge of the connection with the sensor network; made exclusively through the sensor nodes. This group includes the Sensor Ingress Spot (SIS) and the Super Sensor Ingress Spot (SSIS). SIS allows the connectivity with the sensor nodes, enabling the transference of messages between networks. The SSIS is the leader node of the group, it is in charge of SIS nodes, interprets and analyzes information received from the WSN and is capable to determine whether this data should be stored, processed or sent directly to the VANET users. As the SPSIS, this leader also has the ability to play the basic role, connecting the sensor nodes with the gateway. The third group is responsible for the connection with the VANET world; made though the moving vehicles on the road. This group includes the VANET Ingress Spot (VIS) and the Super VANET Ingress Spot (SVIS). SVIS allows the connectivity with the moving vehicles; enabling the transference of the messages between the VANET users. The SVIS is the leader node of this group. It is in charge of VIS nodes.
The fourth and fifth groups, as defined in the architecture, handle caching and processing of information, they share the same leader. The leader (i.e. Data Management Unit (DMU)) manages the group and the interaction between its groups and the rest of the groups in the gateway. The processing group is composcd by thc Proccssing rolc that can transform, aggrcgatc or compress information and the DMU; as mentioned before, the DMU is also a leader. The final group is composed of the Super nodes (i.e. SVIS, SPIS and SSIS) froill the seven groups previously stated. They collaborate with each other to offer their services to the overlay and allow access to the other groups found within the architecture.
Interactions
In this part, the interactions that are made inside the group members will be highlighted. The communication and message exchange depends on the source and the destination of the messages. The first group is the IMS Ingress Spot that offers connection with the IMS. As explained before, the SPIS connects all the PISs to the gateway. When a message is received from another entity in the leader's group, the SPIS sends the message to one of the PISs so it can be forwarded to the IMS. The second group is the Sensor Ingress Spot group that connects with the sensors WSN. The SSIS receives data from and sends requests to the WSN through the SISs. Each SIS is connected to one or more sensors. Once information is collected from the sensors WSN, the SIS receiving the information, forwards it to the SSIS. It decides where the data should go (i.e. whether to store, to process or to publish), thus it sends a request to one of the other nodes in the leader group. Additionally, when a request is sent to the group to retrieve information from the WSN, the SSIS will forward the request to all SISs.
The third group is the VANET Ingress Spot that gives the connection with the VANET world entities. As mentioned, the SVIS connects all the vehicles to the gateway. When a message is ready to be received; it is transferred by the SVIS to the VIS. The fourth and flfth groups are related to caching and processing of information gathered from the sensor nodes. Firstly, the DMU receives requests from the SPIS, SSIS and the SVIS. If these requests are related to some basic information about the environment; these requests will be resent to the caching nodes in the second level of the architecture which will later send a response with the information to the DMU if a copy is found there. Secondly, if processing of data is demanded, the DMU forwards the requests to one of the processor nodes that will perform the action and return the transformed data. Finally, interactions inside the Interconnection Group are explained. We mentioned before that the SSIS decides whether the information should be stored, processed or published. If storage or processing needs to be done, then the SSIS sends a message to the DMlJ and if it need to be published then it is routed to the SVIS.
The SPIS handles publication towards the IMS Ingress Spot group, thus it receives the requests and disseminate it according to the definitions inside the group. When information is requested from IMS and reaches the SPIS, it forwards the requests to the DMU. Finally, there is the DMU which responds to requester nodes asking to store, to process or to retrieve any information. Storage and process are handled inside their respective groups; however retrieval of information is first analyzed by the node. If history of data is required or if the time of the stored data is below demanded time Ihreshold, incormation is retrieved Srom [he Storage group; otherwise the DMU sends the request to the SSIS so that retrieval is made directly from the sensor nodes WSN.
B. Overlay rules
This section presents the rules governing the architecture described in the previous section. This includes the information models used inside the gateway, the protocols used by nodes to communicate with each other and the description to different procedures supported by the overlay.
Protocols
We have selected the Session Initiation Protocol (SIP) [8] to be the protocol for the gateway since it meets our requirements. First of all, it is a standard protocol. Secondly, it's widely deployed and easily extensible. It has been implemented to work in devices with limited capacity and its structure is simple. It offers two extensible procedures, the SUBSCRIBE I NOTIFY methods and the INFO method, described in RFC3265[9] and RFC2976 [lo] respectively.
Self Organization
The gateway should be functional when at least one vehiclelone sensor node is available, so we decided that first node to join the network is the SVIS andlor SSIS. Once it starts to play its role, it creates two groups; the iirst is for being leader node, meaning that it enables the reception through the multicast address. And the second one is for the VIS and the SIS respectively, offering the connectivity for the moving vehicles and the sensor nodes. When another node joins the network, it determines the roles it can play and the groups it should join. Then, it sends a SIP INFO message to the multicast address requesting the address of their leading node in charge of its group (i.e. the selected leader). The answer is sent by any of the leading peers in another SIP INFO message indicating whether there is a leading node (sending its address) or not.
If there is no leader yet, the node becomes the leader node for the group. This implies that the multicast address is assigned to it and the reception of the SIP SUBSCRIBE messages from nodes belonging to its groups is enabled. Figure 2 presents a dynamic view of the system. Two processes are described, presenting the main capabilities the system offers. One hand, a detailed description of nodes (i.e. vehicleslsensor nodes) joining the networks. It shows how the components participate in order to finder the leader of the group and interact with it. On the other hand, if the leader is not present, the new joining node will be the leader for that group and will accept new nodes to join in the network.
IV. IMPLEMENTATION AND VALIDATION
This section shows the performance analysis of our architecture in the context of our requirements as compared to othcr architccturcs and thcn a vast simulation is hcld to evaluate the proposed solution.
1) PeuJbumance analysis Different solutions are found in the related works as explained before. Bulk of these solutions are based on a fixed architecture for a proactive integration of even VANETs or WSN and the services they provide in the IMS architecture, as opposed to the reactive architecture that we propose. For this reason we use the same analytical model for the proactive architectures and compare it to the model developed for our solution. We will compare the perforinance of these two types of architecture with respect to the number of packets generated per requested service and number of services found per service request. We deiine the following parameters to achieve our objectives: average probability that a IMS offers the requested service P, , , average probability that a WSN offers the requested service 1. I ) Number ofpackets generated peu request service Here we are considering the punctual services that are answered only once. For punctual services after analyzing the presented work in [I 11 , the average number of packets per unit time to get the aimed service(s) for the proactive architectures Nproact is given by:
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On the other hand, for our reactive architecture, the average number of packets per unit time NReact is independent of the frequency of both the requested and service packets responded and is given by: ( 2 ) From equation (1) and (2) we can calculate the ratio of proactive to reactive number of packets per service in the following equation:
(3) Using Matlab we plotted these equations in figure 3 . figure 3 show clearly that the proactive architecture yields a lower packet overhead when the average number of packets per request of the vehicles and sensor nodes is equal to 1, but this advantage is quickly lost as conlpared to our reactive architecture when the average number of packets per request to service frequency increases. This result is normal cause the packet overhead in the proactive architectures depends on the number of vehicles, sensors, the average number of packets per request and the service provided frequency ratio. In the reactive architecture, this overhead depends on the number of vehicles and sensor nodes. On the other side, for the reactive architecture we propose, the average number of discovered services Nseruproactper unit time depends on the number of discovered vehicles and sensors nu, nwsN according to the average number of requests sent from the vehicles and sensors NReq to the gateway and the average probability of getting this service requested from the requested networks Pi,,, PwsN. So the average number of discovered services for our reactive architecture NseruReact can be represented mathematically as: figure 4 shows that naturally as the reactive to reactive deployment level ratio increases, the number of services discovered by the iirst architecture is higher than the second.
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Pmbdhearingas-s Fig. 4 . Proactive to reactive average number of discovered services 2) Vast sirnulatiovl and results In this section, we evaluate the perforinance of the proposed solution through extensive simulation. We simulate our solution on the Network Simulator 2 (NS-2) [12] . For the simulation, four different scenarios were generated. Figure 5 , groups the average throughput (in Mbits/s) of the gateway for handling (50, 100, 200 and 400 vehicles). It indicates that the average throughput of the gateway for handling 50 vehicles is the best among other numbers of nodes. As the number of nodes is getting small, they could be served better and get the aimed services quickly with a small delay. Also it shows that the performance of the gateway degrades when serving 400 vehicles. The following figure, figure 6 , shows the average latency (in sec) between the gateway and the nodes to be serviced with the real time application(s). It shows that the 50 nodes have a sinall latency to get the requested service(s) compared with the case of the 400 nodes; this is obvious because serving small number of nodes will result in a shorter time rather than that of serving larger number of nodes. In this article we proposed a gateway for the integration of VANETs, IMS and WSNs. To prove our concept, we analyzed the performance of the of the proposed architecture in a comparative and computational studies, then we did extensive simulations on NS-2 that showcd that thc throughput is maintained high for the small number of nodeslvehicles and it degrades as the number is increasing, and that the latency tends to be low with the small number of nodeslvehicles and quickly increased with number of nodeslvehicles is getting high.
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