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Abstract 
Guaranteed quality of service (QoS) and aggregate data throughput is needed for a variety of applications ranging 
from real-time data collection to multimedia applications. This paper presents a novel design and implementation 
technique called QoS and aggregate data throughput scheduling model (QTT) which solves the availability 
bandwidth and aggregate throughput problems in resource reservation system. The QTT is composed of batch 
generation module (BGM) and   PEM. The BGM selects requests from reservation queue and places them in a batch. 
The PEM schedules requests in each batch to achieve the maximal aggregate throughput while providing a given 
level of QoS guarantees. The experimental results indicate that our scheduling model achieves remarkable aggregate 
throughput under a given level of QoS guarantees. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of ICAE2011. 
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1. Introduction
As general-purpose computer system has become increasingly powerful, they are called upon to
reserve service for multimedia applications, such as network and disk bandwidth. Therefore, there is need 
to incorporate QoS mechanism into storage systems. Some fairness algorithms try to schedule tasks that 
provide QoS guarantees, which are based on Weighted Fair Queuing and Generalized Processor Sharing 
[1, 2]. YFQ [4] guarantees low delay, cumulative service for individual application, but it hinders the 
improvement of aggregate throughput. Although these schedulers provide QoS guarantees, they are 
bound tightly to a specific resource, such as a CPU or a disk. Other real-time scheduling algorithms [2] 
aim to optimize disk performance while meeting real-time guarantees by combining seek-optimizing 
algorithms such as SCAN with EDF scheduling scheme. Globally seek-optimizing rescheduling (GSR) [3] 
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schedule  task to anywhere in the in the input schedule to improve data throughput while guaranteeing a 
feasible schedule in real-time scheduling. 
Previous work aimed at optimizing single resource performance, such as network bandwidth or 
aggregate disk throughput, but few researchers have focused on considering all these resources together. 
QoS and aggregate throughput trade-off scheduling model is presented in this paper, which accounts for 
reservation bandwidth and aggregate disk throughput in an integral manner. Our system model consists of 
batch generation module (BGM) and performance evaluation module (PEM). BGM is introduced to 
create a number of requests (a batch) from the reservation queue. The deadlines of requests are estimated 
by translating reservation bandwidth to latency. On the basis of BGM, PEM applies globally seek-
optimizing rescheduling scheme (GSR) into each batch to achieve the maximal aggregate throughput 
while providing a given level of QoS guarantees.  
The rest of this paper is organized as follows. The architecture of system model is described in Section 
2. Section 3 gives the experimental evaluation. Conclusions and future work is shown in Section 4. 
2. System model 
The architecture of system consists of batch generation module (BGM) and performance evaluation 
module (PEM). Each I/O request that arrives at the scheduler specifies the respective reservation 
bandwidth. The scheduler enqueues each request to the corresponding reservation queue. The BGM 
removes the request from the reservation queue with the smallest finish tag.  It was configured to select 
requests at a time and place them in the batch kR . The PEM attempts to achieve the maximal aggregate 
throughput while providing a given level of QoS guarantees by controlling parameters. 
2.1. Batch generation module 
BGM describes the behavior of Batch Generation Module, which selects the request r  from 
reservation queue with the minimal virtual finish tag i
i
F  and makes virtual clock iv t , i i .Note 
that it selects b  requests at a time and places them in the batch  to improve aggregate throughput. 
( ) S= S F=
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2.2. Performance evaluation algorithm 
Fig.1 shows performance evaluation algorithm (PEA), which is based on global seek-optimizing disk-
scheduling (GSR) [3] is different from GSR for two reasons: firstly, the PEA algorithm selects requests 
from a batch, while not from the whole request set. The deterioration of QoS is limited by a function of 
the batch size. Secondly, PEA considers the last request from previous batch and current batch which 
contributes to optimizing disk performance between two batches. In Step 1, the PEA algorithm obtains a 
stream of scan-groups. In Step 2, after identifying all scan-groups, it attempts to reschedule each task into 
all scan-groups before its own scan-group and to compute the improvement of data throughput of each 
rescheduling result. The one with the largest improvement while guaranteeing a given level of QoS is 
selected for rescheduling (the task is rescheduled from its own scan-group to the new one). The PEA 
algorithm attempts to achieve the maximal aggregate throughput and reservation bandwidth by 
controlling  and __d exceed γ .
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 Fig. 1. Performance Evaluation algorithm  
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3. Performance analysis 
In this section, We presented an experimental performance evaluation of system model by finding four 
optimal values of and
3.1 Experimental setup and workload characteristic 
Here we use simulation method to evaluate the performance of BGM and PEM. The experimental 
testbed is based on DiskSim. We set three reservation queues .The reservation disk bandwidth is 
configured as 10, 30 and 60. Since systems break down large I/O requests data into fragment I/O requests 
of data length below 64KB if the data size exceeds 64KB, the request size ranges from 4KB to 64KB. The 
disk parameters are outlined in Table 1. 
Table 1.  disk parameters 
disk type 
read seek-time write seek-time rotational latency transfer rate 
HP-C2249A 
18.0ms 18.46ms 5.14ms 43.60MB/s 
3.2 Finding parameters  and _d exceed γ
A further aggregate throughput enhancement can be achieved by increasing parameter  where 
=8. Fig.2 shows the aggregate data throughput achieves 97.5% of the maximum aggregate throughput 
where =12.31%. Fig.3 shows that, There are 4 requests with QoS deterioration in queue1 
and queue 2 where d =3.3%, and the level of QoS deterioration is 15%. But there are only 2 
requests with QoS deterioration in queue 3. where d =12.31%, and the level of QoS 
deterioration is 5%.
_d exceed
b
_d exceed
_ exceed
_ exceed
Fig.2.  reduces QoS deterioration where there are batches of different size _d exceed
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Fig.3. Single request bandwidth in a batch where =3.3% and =12.31%_d exceed _d exceed
4. Conclusions 
In this paper, we presented a novel resource reservation model which accounts for reservation disk 
bandwidth and aggregate throughput in an integrated manner. Through extensive simulations, it obtains 
97.5% of the maximal throughput and 95% bandwidth guarantees when b =8 and =12.31%.  _d exceed
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