Abstract-This article presents a machine learning method for solving classification and approximation problems. This method uses the divide-and-conquer algorithm design technique (taken from machine learning models based on a tree), with the aim of achieving design ease and good results on the training examples and allows semi-global actions on its computational elements (a feature taken from neural networks), with the aim of attaining good generalization and good behavior in the presence of noise in training examples. Finally, some results obtained after solving several problems with a particular implementation of SEPARATE are presented together with their analysis.
I. INTRODUCTION
W HEN automatic systems are studied in terms of their general structure and their design properties deriving from this structure [4] , two kinds of these systems, which are used to solve classification or approximation problems, can be noted: 1) Automatic systems based on the tree model. [1] , [3] , [5] , [9] , [15] - [17] , [19] . The design of these systems consists (if a problem cannot be directly solved) of dividing the input space of the problem into several regions and trying to solve the global problem in each region independently. The procedure for local division inside each region can be repeated until achieving regions in the input space where solving the problem is simple (algorithm design technique called divide-and-conquer [2] ). Finally, a tree structure is obtained. Due to the design philosophy of these automatic systems, their building is easy because they make their structure based only on the input examples, and they achieve rather exact results on the training examples. On the other hand, when these systems are being designed, the knowledge about the general structure of the problem is lost (local action in every region), this fact causes bad generalization (bad results on the test examples) and a high sensitivity to the noise in the training examples. 2) Automatic systems based on the neural network model [12] , [13] , [21] . Basically, the performance of these systems consists of the combined action of several computational elements (or neurons) that influence the whole problem space. Therefore, the design of these systems
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consists of the adjustment of the simultaneous working of all their computational elements. This fact implies a high difficulty of building, both by the adjustment problem and through the need of knowing beforehand the number of computational elements for solving a problem, and results on the training examples less exact than ones obtained by the automatic systems in the previous paragraph. On the other hand, the global influence of the computational elements lets us observe the general structure of the problem during the design phase of the system, thus obtaining good generalization (good results on the test examples) and good behavior in the presence of noise in the training examples. In this work, a design method for a new model of automatic system is presented. This method overcomes the troubles from one of the two kinds of automatic systems previously commented on using the advantages of the other and vice versa. That is, the difficulty of building and lack of accuracy in the training examples from the automatic systems based on the neural network model will be solved using the divide-and-conquer algorithm design technique and we shall try to solve the bad generalization and the high sensitivity before the noise on the training examples from the automatic systems based on the tree model by means of semi-global action of the elements of the automatic system during their design phase.
The aim of the design method of automatic systems SEPA-RATE (SEmi-global PARtitions to design Automatic sysTEms) consists of managing to divide the input space of a problem into regions where the problem can be solved (divide-and-conquer technique). However, unlike the automatic systems based on the tree model, at a specific time in the design phase, the task of dividing is not locally carried out inside a particular region, but it is performed bearing in mind the greatest possible number of regions. A partition in SEPARATE tries to distinguish the training examples erroneously solved in the present time of design from the rest, without considering the examples that belong to regions where there is no erroneous example. In this way, some elements in the system designed by SEPARATE (elements that define the partitions of the space) have a semi-global action during the design phase.
SEPARATE is based on ideas presented in other works. 1) Delimit the erroneous training examples in a design step with the aim of acting on them in a special way. This idea is taken from the supervised learning algorithm of the neural network architecture called cascade-correlation [8] . 2) Find the processing element that acts correctly inside the greatest possible number of regions in the problem space. This idea is taken from the algorithm to generate a neural network architecture presented in [7] . Some terms that will be used later are defined as follows.
• An erroneous example will be a misclassified example in a classification problem or an example with an error greater than a given threshold and greater than the mean error in the region of the example in an approximation problem. • A correct region will be a region in the input space of a problem that has not any erroneous example. • A solver system will be a system that starting out from several examples belonging to a specific region is able to learn and, next, return an output for each input. • A processing element will be a system that is trained in order to distinguish the erroneous examples of a problem, obtaining a system that classifies the input examples as correct or incorrect.
• An erroneous zone will be the area of the input space of a problem determined by a processing element as erroneous. The rest of this paper is organized as follows. In Section II-A, the SEPARATE design method is generally explained, i.e., it is presented without indicating the particular tools for building the processing elements and the solver systems. In Section II-B1, the SEPARATE design method is commented on when its processing elements are built with binary perceptrons [14] . In this section, a data structure is also described for representing the system designed by SEPARATE and an example of application of SEPARATE. In Section II-B2, the method for designing a solver system in our implementation of SEPARATE is commented on. Section III presents the results provided by systems designed with SEPARATE when approximation or classification problems are solved. These results are compared with the ones provided by other machine learning methods. Finally, some conclusions are exposed.
II. SEPARATE

A. General Algorithm
This section explains the SEPARATE method (semi-global partitions to design automatic systems) to design an automatic system that solves a classification or approximation problem. For that purpose, it is assumed that a set of training examples (pairs input-classification or input-approximation value) and a set of test examples are available. The tools used for building a processing element or a solver system are not presented in this section.
Initially, when a problem is being solved with SEPARATE, the input space of the problem is composed by only one region that includes all the training examples and, a solver system has been designed that provides an output for each possible input. Starting out from this initial situation, the SEPARATE algorithm consists of repeating successively the next process until every training example is correct.
1) Delimit the erroneous examples from the correct ones without considering the examples belonging to correct regions. 2) Operate on the examples in the erroneous zone in order to solve the problem in this area. Specifically, starting out from the previous initial situation, the SEPARATE method consists of applying the following steps iteratively that divide the problem space into regions until every region is correct.
Build a processing element that distinguishes the erroneous examples and acts on the greatest possible number of regions in the input space without taking into account the correct regions. In the examples in this work, binary perceptrons will be used as processing elements. However, any system that manages to distinguish the erroneous examples can be used. For example, the method presented in [5] uses an error correlation based system for delimiting the erroneous examples. Carry out a special treatment on the delimited zone with erroneous examples that consists of designing a solver system to overcome the problem inside this zone. This special treatment may be one of two types. B1) Special treatment that forgets the previous partitions. For example, let us suppose that a system is available that solves an approximation problem, that it has divided the input space of the problem into several regions [ Fig. 1(a) ] and that a straight line has delimited a zone with erroneous examples that contains several previous partitions [ Fig. 1(b) ], then the previous approximations of each particular region would be forgotten in this zone and a new approximation would be designed for the whole zone (approx5 in Fig. 1(c) ). B2) Special treatment that takes into consideration the previous partitions. For example, let us suppose that a classifier system is available which has divided Adjust the solver systems that act on incorrect regions that are not inside the erroneous zone. For instance, adjust approx1, approx2, approx3 and approx4 in Fig. 1 (c). The main motivation for this step is the possible situation of a region that is not able to transform into correct because it has some troubled examples. These examples can be included in the erroneous zone when the region is divided by the processing element. Hence, the solver system that acts on this region can be adjusted for transforming it into correct. In Algorithm 1, SEPARATE design algorithm is presented. Three matters are not specified in this algorithm: 1) the tool used for building a processing element; 2) the method for designing a solver system; and 3) the type of special treatment. The first matter is explained in Section II-B1. The rest are tackled in Section II-B2.
It may be noted that the SEPARATE design method divides the input space of a problem into regions, solving the problem inside each of them (divide-and-conquer technique), so that the automatic systems that SEPARATE builds have the advantage of design ease because they define their structure and accuracy on the training examples. Besides, when a processing element for dividing is designed, all the regions with erroneous examples are considered, in this way, an overall view of the problem structure is obtained, so that the automatic systems designed with SEP-ARATE have a generalization capacity and a behavior before the noise in the training examples that can be compared with the ones in the automatic systems based on the neural network model.
B. Implementation of SEPARATE
Next, an implementation of SEPARATE is described. Processing elements are built with binary perceptrons. The design of the solver systems is commented later on.
1) Processing Elements are Binary Perceptrons:
This section presents a particular implementation of SEPARATE, where the processing elements that partition the input space of a problem will be binary perceptrons [14] trained with the pocket Algorithm 1: SEPARATE design algorithm Input: Classification or approximation problem. Output: Automatic system that solves the problem. Initial conditions: global solver system that provides an output for each input example. 1. Determine correct regions. 2. While some incorrect region exists:
2.1. Build a processing element to distinguish the erroneous examples from the rest that belong to incorrect regions.
2.2. Carry out in the erroneous zone a type of special treatment, i.e., design a solver system (or several) that acts on the erroneous zone for solving the problem.
2.3. Adjust the solver systems that act on the examples that are outside of the erroneous zone and that do not belong to correct regions.
algorithm [10] . Some features of SEPARATE are necessary to guarantee its good performance because of the properties of the system chosen as the processing element:
• Let us suppose that an erroneous zone delimited by a binary perceptron totally contains one or more regions in the input space [ Fig. 3(b) ]. It is not reasonable to carry out special treatment of the erroneous zone in these regions because either the actions previously performed on these regions are lost or the same action is repeated in every region. Therefore, the special action that is carried out on the erroneous zone only affects the parts of the regions divided by the perceptron that are inside the erroneous zone.
• On the other hand, it is possible that the part of a divided region that is inside the erroneous zone does not have any erroneous example [ Fig. 4 ], because perceptron is designed considering all the regions with erroneous examples. In this case, this region is not affected by special treatment of the erroneous zone.
• If a binary perceptron is designed to delimit erroneous examples and the special treatment of the erroneous zone does not manage to influence any part of the input space of the problem, then perceptron is trained again without considering the region with the least proportion of erroneous examples. This step is repeated until making special treatment influences some part of the space or, until perceptron is designed considering only one region. For the latter, it is obligatory that the examples in this region be divided by perceptron. The steps for this particular implementation of SEPARATE are presented in Algorithm 2 together with the specific features that are necessary for its good performance. The method for building a solver system and the type of special treatment are not specified in Algorithm 2.
a) Data structure to represent a system designed by SEP-ARATE: A way for representing a system identified by SEPA-RATE is described in this section. This representation is composed by three kinds of elements (Fig. 5 ).
• Solver modules: they try to correctly classify or approximate the training examples in a region (solver systems).
• Decision nodes: these are the binary perceptrons that divide the input space of a problem with hyperplanes.
• Index nodes: they indicate to the input examples which decision node to consult for being able to move through the data structure until reaching a solver module that returns an output value. There are two types of data structures in terms of the special treatment that is carried out on the erroneous zone.
1) If this special treatment does not take into consideration the previous partitions, then the index nodes that point at the same decision node have a common son in the data structure. 2) If the special treatment takes into consideration the previous partitions, then every index node has its own descendants in the data structure. b) Example for the application of SEPARATE: Let us consider the problem of distinguishing nine positive points and eight negative points from the seventeen points in Fig. 6(a) [7] . The steps for designing a system with SEPARATE that solves this problem are described in Fig. 6 . In order to design a system Algorithm 2: Steps for the particular implementation of SEPARATE with all the necessary features for its correct performance Input: Classification or approximation problem. Output: Automatic system that solves the problem. Initial conditions: global solver system that provides an output for each training example. 1. Train a binary perceptron for delimiting erroneous examples. 2. If perceptron divides at least one region of the input space having one erroneous example or more in the part that is inside the erroneous zone go to 4, else go to 3. 3. Forget the region with the least proportion of erroneous examples and go to 1, with the exception of that perceptron has been trained on only one region, in this case, perceptron is trained again forcing the division of the region. 4. Carry out a type of Special Treatment on the parts of the correctly divided regions that are inside the erroneous zone, i.e., design a new solver system or several ones for solving the problem inside the erroneous zone. 5. Adjust the solver systems that act on the input space outside of the erroneous zone without including the solver systems that act on correct regions. 6. If any region has no erroneous examples then mark it as correct. 7. If all the regions are correct finish, else go to 1.
for solving the problem, several matters in the SEPARATE algorithm must be specified.
• The processing elements are binary perceptrons whose action can be represented by means of straight lines on the input space of the problem. • The solver system is a classifier that determines the class of a point in terms of the majority class in the region of the point.
• The special treatment of the erroneous zones takes into consideration the previous partitions. Since the positive points are in the majority in the whole space, the first solver system would consider every point as positive. In this manner, the first straight line tries to delimit the negative points (erroneous examples) from the rest [ Fig. 6(b) ]. This first straight line divides the input space into two regions and the solver systems of every region classify the points of a region as negative and the ones from the other as positive.
The next step consists of determining the erroneous points [ Fig. 6(c) ] and designing a straight line for trying to delimit them [ Fig. 6(d) ]. This new straight line together with the first one give rise to four regions in the input space that are classified by the solver systems.
It is observed that two regions have no erroneous points (correct regions). Therefore, when the following straight line for delimiting erroneous points is designed, these correct regions will not be considered [ Fig. 6(e) ]. With this third straight line [ Fig. 6(f) ] that only influences inside a subset of the input space, this is divided into six regions that have no erroneous points after being classified by the solver systems. Hence, the algorithm finishes at this step after correctly classifying all the points.
Let us suppose that the number of positive and negative points are the same inside a region from the previous example. In this case, the solver system determines the class of this region randomly. Hence, this region can be labeled with the incorrect class, producing a mistake in the global learning process. However, if this region is not divided by the next binary perceptron, it is classified again when step 5 in Algorithm 2 is executed. The region will be correctly classified at some iteration of SEPARATE and the learning process will finish successfully. With the aim of avoiding these situations of conflict, the solver systems of the SEPARATE method for classifying presented in the following section, will be more efficient than the solver system from the previous example (majority class).
2) Solver Systems and Special Treatment: The SEPARATE method has been implemented for designing automatic systems that solve approximation problems or binary classification problems. In this implementation, the special treatment carried out on the erroneous zone does not take into consideration the previous partitions, and the solver systems are feedforward neural networks with only one hidden layer composed by two neurons, trained with the supervised learning algorithm backpropagation [18] . The training is slightly different in terms of the kind of problem (classification or approximation).
III. EXPERIMENTAL RESULTS
A. Approximation Problems
In this section, the implementation of SEPARATE is used for designing systems that solve approximation problems. In order to be able to make a comparative study, two other machine learning methods have been implemented. 1) A machine learning method that builds a tree of neural networks. With the aim of comparing the systems designed by SEPARATE with an automatic system based on the tree model that uses the same tools, in the implemented tree of neural networks, the regions of the input space of a problem are locally divided by means of binary perceptrons and feedforward neural networks with one hidden layer composed by two neurons are used inside every region for approximating their points. The tree of neural networks is inspired by the method presented in [5] in which an error correlation based partition and dynamic threshold quadratic sigmoidal neural networks [6] are used. The implemented tree of neural networks does not have these features for the purpose of comparing it to SEPARATE which uses binary perceptrons for partitioning and neural networks with standard sigmoid activation functions. 2) Neural networks with one hidden layer that globally solve approximation problems. Four functions have been used to test the previously mentioned approximation methods. 1,000 pairs have been randomly taken from each function. 500 points have been used as training points and the other 500 as test points.These functions are
In every approximation method implemented, the parameters of a system are adjusted if the error of a point is greater than a given threshold (normally, ) and, a method finishes when the mean square error of every point is less than a constant (normally, ). In SEPARATE and in the tree of neural networks, a point is erroneous if its error is greater than (and greater than the mean square error of its region, a region is correct if its mean square error is less than , the cycle number that a neural network is trained inside a region is equal to 2000 and the cycle number at which a binary perceptron is trained is equal to 1000. In global neural networks, the cycle number trained is equal to 10 000.
The results that appear in the tables in this section are the arithmetic mean of the output values offered by five independent executions of the approximation methods together with their standard deviation. The information in these tables is distributed into four columns. 1) Accuracy: It corresponds to the mean square error of the training points. 2) Generalization: It corresponds to the mean square error of the test points. 3) Necessary space: It corresponds to the number of computational elements that a system needs to keep. In SEP-ARATE and in the tree of neural networks, the value of this column is equal to the addition of two terms: the number of decision nodes (perceptrons) and the number of solver systems (neural networks with one hidden layer composed by two neurons). In global neural networks, this value corresponds to the number of neurons in the hidden layer. 4) Answer time: It corresponds to the number of computational elements that must be activated in a system for obtaining an output starting out from a particular input. In global neural networks, this value also coincides with the number of neurons in the hidden layer. In SEPARATE and in the tree of neural networks, this value is equal to the mean of the number of elements activated by every possible path in the tree or in the structure of SEPARATE. In a particular approximation problem, the value "answer time" obtained by a system designed with SEPARATE is used for setting up (in a rough way) the number of neurons in the hidden layer of the neural network that tries to solve this problem globally. This step is necessary because when a neural network is used for solving a problem, its topology must be indicated beforehand.
In Table I , the results offered by the three methods for approximating (SEPARATE, tree of networks and neural networks) are shown when learning the training points in function F1 and the parameters that control the precision of a system are fixed to and . In these executions, it was observed that the task was too easy. These experiments were repeated requiring more precision in the results and ). The outputs obtained are presented in Table II . It may be noted how the precision on the training examples can be controlled with the aim of achieving greater accuracy.
In Table III , the results on function F4 with and are shown. Bad results for generalization are observed both in SEPARATE and in the tree of networks. To avoid this problem, the experiments were repeated requiring less precision on the training points and ). The results obtained are shown in Table IV . It can be noted how the control on the precision in SEPARATE can also be used to regulate the results of generalization.
1) Results Analysis:
In Table V , the best results of each method applied on each function are presented. Next, these results will be analyzed from different points of view (design, accuracy, generalization, necessary space and answer time).
• Design: This is a great advantage of using SEPARATE as opposed to the use of global neural networks. SEPARATE has the feature (taken from the automatic systems based on the tree model) for defining the structure of a system (quantity and arrangement of its computational elements) during its design phase, whereas the topology of a neural network must be defined beforehand; that is, the number of neurons and its connections must be fixed before training the network.
• Accuracy: In Table V , it may be observed that the tree of networks is the method with the greatest accuracy on the training examples. It is also noted that the results about accuracy of the systems designed by SEPARATE are smaller than the ones for the trees but they are somewhat better than the ones obtained by the global neural networks. These results about accuracy of the neural networks are due to the fulfillment of a global and simultaneous adjustment of its computational elements, and this fact prevents a good accuracy in the training examples. Therefore, if an approximation problem is stated and there is much confidence on the training examples, both in consistency (examples without noise) and in completeness (the examples cover the whole problem space), then a tree of networks or SEPARATE will be used for solving it. • Generalization: In Table V , it may be seen that the results about generalization of the tree of networks are very bad. This is due to the fact that the tree has specialized V  THE BEST RESULTS OF THE THREE METHODS WHEN APPROXIMATING THE FUNCTIONS F1, F2, F3, AND F4 the training examples. On the other hand, the systems designed by SEPARATE and the global neural networks have achieved good results about generalization. The results of SEPARATE are a little better than the ones for the neural networks because an adjustment on the precision of the training examples has been carried out with the aim of attaining good generalization of SEPARATE. However, a similar study, adjusting the topology of a neural network, could have been carried out for improving the results about generalization of the global networks. Therefore, when the aim consists of designing a system with good generalization, it is necessary to decide the easiest action, either adjusting the precision during the training of a SEPARATE system or adjusting the topology of a neural network.
• Necessary space: It can be observed in Table V that this feature is a great advantage of the global neural networks because, by not keeping many computational elements (not many neurons), a neural network is able to achieve acceptable results. On the other hand, it is noted that the trees and the systems designed by SEPARATE need to keep many computational elements for achieving good results. Therefore, when a machine learning method has to be chosen for solving a problem and the fact of keeping computational elements (memory need) is an important factor, then neural networks will be selected as opposed to the SEPARATE systems and the trees.
• Answer time: This feature is not useful for comparing the global neural networks and the systems designed by SEP-ARATE, because the value of this feature in the SEPA-RATE systems has been used for setting the topology of the networks. However, it can be noted that the trees of networks need a great deal of time for returning a solution due to the fact that they require great depth for achieving good precision.
After experimentally observing the good results about accuracy for the systems designed by SEPARATE, its design ease (they define its structure) and its capacity for controlling the results about generalization (forcing more or less precision during the training), thus achieving results that can be compared with the ones from the neural networks, it can be concluded that it is advisable to use SEPARATE for designing automatic systems.
B. Classification Problems
In this section, the SEPARATE method has been implemented for designing automatic systems that solve binary classification problems. The tree of neural networks and the global feedforward neural network have also been modified for solving classification problems. So, these methods can be compared.
Two classification problems have been used for testing the classification methods.
1) Two spirals problem [11] consists of learning to discriminate between two sets of training points which lie on two different spirals on the -plane. Two sets (training and test) of 194 points have been used in the experiments. The use of two spirals problem as a benchmark has the advantage of being able to show the results on the -plane. Hence, the difference in generalization between the systems designed by SEPARATE and the tree of neural networks can be observed graphically. 2) PIMA problem [20] consists of knowing whether a person is diabetic starting from eight input variables. The PIMA problem includes 768 examples. In each experiment, these examples are divided into two sets of 576 and 192 elements that will be used as training and test examples, respectively. This problem has the special feature of obtaining bad results about generalization. Hence, this problem will be used to test the capacity of SEPARATE for achieving good results about generalization controlling the accuracy required on the training examples.
In the experiments, the neural networks are trained when the output provided by the network differs from the desired classification output over a threshold (normally 0.2). An example is classified as positive (diabetics or spiral 1) if its output is greater than 0.5 and otherwise as negative.
The results presented later on are the arithmetic mean of five independent executions together with the standard deviation. The information in the tables is divided into two columns.
• Accuracy: It corresponds to the percentage of correct answers on the training examples.
• Generalization: It corresponds to the percentage of correct answers on the test examples. Table VI presents the results obtained by SEPARATE systems, trees of neural networks and global neural networks with 11 neurons in the hidden layer when the two spirals classification problem is solved.
1) Two Spirals Problem:
In this table, it can be noted that the global neural networks do not successfully solve the problem. This failure is due to the features of two spirals problem. It is very difficult to simultaneously adjust several neurons that act globally for solving the problem. The divide-and-conquer technique is necessary.
SEPARATE and the tree of neural networks use the divide-and-conquer technique. Hence, they achieve 100% accuracy. The results of SEPARATE in generalization are slightly better than the ones for the tree of neural networks. With the aim of showing the good generalization of the systems designed by SEPARATE as opposed to the tree of neural networks because of the semi-global action of their processing elements, the classifications performed by these two kinds of systems are illustrated in Figs. 7 and 8. It can be noted that the system designed by SEPARATE manages to draw the two spirals better than the tree of neural networks.
2) PIMA Problem: In the previous example, the automatic system designed by SEPARATE achieved 100% accuracy. This fact may involve a bad generalization in some problems. It may be interesting not to attain 100% accuracy. With the PIMA problem, the capacity of SEPARATE for achieving good generalization by means of controlling the accuracy required on the training examples will be exposed. Table VII shows the results after designing SEPARATE systems for classifying the examples in the PIMA problem, forcing the interruption of the design when a percentage on the training examples is achieved , , , and ). It can be noted how generalization is smaller if the accuracy required for the system is greater. Therefore, if an automatic system with good generalization is required, it is necessary to find the optimal level in accuracy for attaining the best results in generalization.
Table VIII presents the results achieved when the PIMA problem is solved by 1) C4.5 algorithm with pruning [16] ; 2) a global feedforward neural network with six neurons in its hidden layer; 3) a system designed with SEPARATE that forces the interruption of its design with . In this table, the results of the C4.5 algorithm are presented instead of the ones from the tree of neural networks, because the C4.5 algorithm designs automatic systems based on the tree model optimized for attaining good generalization.
In this table, it can be noted that the system designed by SEP-ARATE achieves the best results in generalization. The global neural network obtains acceptable results both in accuracy an in generalization, but it does not improve the ones obtained by SEPARATE. On the other hand, the C4.5 algorithm achieves very good results in accuracy, but it has bad results in generalization.
The results of Table VIII are in line with the reasoning set out in this work:
• attaining very good results in accuracy is difficult for automatic systems based on the neural network model, but they obtain acceptable results in generalization; • C4.5 algorithm that designs automatic systems based on the tree model obtains very good results in accuracy but bad ones in generalization; • systems designed by SEPARATE achieve results in accuracy better than those from the global neural networks and worse than the ones for the systems designed with the C4.5 algorithm; on the other hand, by controlling the accuracy level required on the training examples, they obtain results in generalization better than the ones for the systems designed by the C4.5 algorithm and the global neural networks.
IV. CONCLUSIONS
In this work, an automatic systems design method for solving classification and approximation problems has been presented (SEPARATE). This method uses the divide-and-conquer algorithm design technique taken from automatic systems based on the tree model and allows a semi-global action of the elements of the automatic system. These features involve 1) design of systems with SEPARATE is easy as opposed to the difficulty for building the automatic systems based on the neural network model; 2) systems designed with SEPARATE have accurate results on the training examples; 3) designed systems have a good generalization. Experimentally, the use of SEPARATE is advisable due to several causes.
• The arrangement of the elements of the automatic system is defined during the design phase.
• The results about generalization for the automatic systems designed can be improved by means of the control on the required precision when the training examples of a problem are handled.
• The good results with regards to accuracy. When very reliable training examples are available, great precision can be required from the system designed keeping less elements than the automatic systems based on the tree model. Finally, it may be observed that the SEPARATE method has been defined starting out from abstract components: processing elements that partition and solver systems. These components may be specified by means of different tools in terms of their availability and the problem to be solved.
