A technical inequality involving the Chebyshev polynomials of the first kind plays an important role in the convergence analysis of smoothed aggregation algebraic multigrid established by Brezina et al.
Introduction
Smoothed aggregation algebraic multigrid (SA-AMG) has become a popular method for solving large sparse linear systems arising from discretizations of elliptic partial differential equations (see, e.g., [8, 7, 1, 2, 3, 6, 5] ). Convergence analysis of SA-AMG method has been established by Brezina et al. [2] , which improves the previous results in [7, 9] . The result in [2] imposes only one restriction on the aggregates formed at every level, that is, to have a diameter bounded above by a specific number which is only related to the polynomial degree used in the construction of the prolongation matrix. By applying a special polynomial smoother in relaxation processes, they also extended the previous analysis to allow for aggressive coarsening so that the convergence bound is independent of the coarsening ratio.
Similar to other AMG methods, SA-AMG must ensure that algebraically smooth error components (i.e., the error components that are not sufficiently attenuated by relaxation processes) are eliminated by the coarse-grid correction. Let I c be a tentative prolongation operator (e.g., a piecewise constant interpolation). As is well known, when used as a multigrid transfer operator, I c may lead to highly non-scalable convergence of multigrid V-cycle. Hence, the tentative prolongation operator is not directly used in SA-AMG in general. Instead, the actual prolongation operator (or interpolation operator) P is of the form
where S is a matrix polynomial with smoothing properties.
Recall that the well-known Chebyshev polynomials of the first kind T k (t) can be recursively defined as follows:
can be explicitly expressed as T k (t) = cos(k arccos t). In [2] , a polynomial ϕ ν (t) is used to form the matrix polynomial S, whose construction is based on the classical Chebyshev polynomials (1.1). More specifically, for a given b > 0, the function ϕ ν (t) is defined by
Indeed, ϕ ν (t) is a polynomial of degree ν such that ϕ ν (0) = 1 (i.e., ϕ ν (t) can be rewritten as ϕ ν (t) = 1 − tq ν−1 (t) for some polynomial q ν−1 (t) of degree ν − 1) and max t∈[0,b] |ϕ ν (t)| = 1. The polynomial ϕ ν (t) has the optimality property
Furthermore, it holds that
where the quantity
is independent of b. It was proved by Brezina et al. (see [2, Proposition A2]) that 
According to the numerical results in Table 1 , we observe that the sharp upper bound for Cν 2ν+1 is likely to be
3 . And, for large ν, the quantity behaves asymptotically as
0.318 · · · (see also [2, Table I] ). Obviously, the upper bound in (1.7) is still not tight. In this paper, we prove that, for any ν ≥ 1, Table 1 : Numerical evaluation of the quantity
Preliminaries
In this section, we review some properties of the Chebyshev polynomials of the first kind, which are useful for our analysis. Let T k (t) be the Chebyshev polynomials defined by (1.1). An obvious fact is that |T k (t)| ≤ 1 for any k and t ∈ [−1, 1]. Moreover, if k is an odd number and t ∈ [0, 1], the following estimate (see, e.g., [9, Proposition 6 .26]) holds.
The following lemma (see, e.g., [9, Proposition 6 .25]) gives two special expansions of T k (t), which are needed in our derivations later on. Lemma 2.2. The Chebyshev polynomials defined in (1.1) have the following expansions:
where P k (0) = 0, Q k (0) = 0, and both P k (x) and Q k (x) are polynomials of degree k.
On the basis of (1.1), (2.2a), and (2.2b), we readily obtain that
In addition, the polynomials P k and Q k in Lemma 2.2 have the following recursive relations (see [2, Proposition A1]).
Lemma 2.3. Let P k and Q k be given in Lemma 2.2. Then
3a)
(2.3b)
Main result
We are now in a position to present the main result of this paper.
Theorem 3.1. Let T k (t) be the Chebyshev polynomials of the first kind defined by (1.1). For any positive integer ν, we define
Then, it holds that
for all ν ≥ 1.
Proof. From Table 1 , we have seen that Let α > 1 and β > 1 be two undetermined parameters satisfying that
where m denotes the largest integer that is not larger than m. By partitioning the interval (0, 1] into two disjoint parts, namely, 0, 
where
(i) Estimate for S 1 (α): By (2.2b), we have
For any nonnegative integer k (0 ≤ k ≤ ν), we define
In view of (2.3a) and (2.2b), we have
which yields
In the last inequality, we have used the estimate (2.1). By applying (3.5) recursively, we immediately obtain that
In addition, from (2.3b), we have
Note that |4t 2 − 1| ≤ 1 due to t ∈ 0,
. We then have
which leads to
Using (3.4) and (3.6), we obtain
, it follows that
Therefore,
Direct computations yield
Here, u i (ν) denotes the derivative of u i (ν) with respect to ν. Taking β = 5 2 , we have
Clearly, u 1 (ν) < 0 and u 2 (ν) < 0 if ν > 30. Thus, if ν > 30, we have
(ii) Estimate for S 2 (α): On the other hand, it is easy to see that
(iii) Combining (3.3), (3.8), and (3.9), we get
Straightforward calculations yield that
Consequently, for any ν ≥ 1, it holds that
This completes the proof. Therefore, we conclude that 1 4 ≤ C ν 2ν + 1 ≤ 4 9 holds for any ν ≥ 1. 
