Periodicities of a class of infinite integer sequences modulo M  by Kwong, Y.H.Harris
JOURNAL OF NUMBER THEORY 31, 64-79 (1989) 
Periodicities of a Class of Infinite Integer 
Sequences Modulo n/r 
Y. H. HARRIS KWONG 
SUNY College at Fredonia, 
Fredonia, New York 14063 
Communicated by H. Zassenhaus 
Received March 3. 1988 
We study properties of the periodicity of an infinite integer sequence (mod M) 
generated by l/f(x), where f(x)E Z[x] and f(0) = 1. In particular, we consider the 
case in which J(x) is a product of t polynomials, all of them congruent to d(x),% 
modulo p, where 4(x) is irreducible modulo p. Consequently, we determine the 
minimum periods, modulo pN, of the sequences generated by n:=, (1 -r,x)-I, 
where r, are integers. Many results, both old and new, will be obtained. c 1989 
Academic Press. lnc 
1. INTRODUCTION 
An inifnite integer sequence {a,, },, a 0 is said to be periodic module h4, 
with period n if there exists l-2 0 such that 
a n+a=an (mod M) for n 2 r. 
The smallest such rt is called the minimum period, modulo M, of {a, } n a ,, , 
and is denoted by p. Obviously, p divides all other periods and r is exactly 
the number of non-repeating terms in (a, ) n >,O. If r = 0, the sequence is 
said to be purely periodic. 
Periodicities of various infinite integer sequences had been studied 
before. For instance, binomial coefficients were studied by Trench [ 131 and 
Zabek [14], their q-analogs by Fray [5]. Becker and Riordan [2] found 
the minimum period (mod p) of the Stirling numbers. Upper bounds for 
their periods modulo pN were later obtained by Carlitz [3]. The author of 
this paper showed that some of Carlitz’s results are indeed minimum [S]. 
Recently, Nijenhuis and Wilf [ 111 found the minimum periods (mod p) of 
the partitions and the Stirling numbers of the second kind. In addition, 
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In this paper, we shall develop a uniform treatment of integer sequences 
via their generating functions. Using the main theorems proved here, we 
are able to obtain results, both old and new, under a unified setting. 
2. PRELIMINARIES 
We shall study the period of (un}n2O modulo M via its generating 
function A(x). We shall refer to the period, modulo M, of {an},, t 0 as the 
period of A(x) modulo M. The following results are obvious. 
LEMMA 1. If A(x)EZ[X], then 7t is a period of A(x) module M iff 
(1-x”) A(x)EZ,[X]. 
COROLLARY 2. Zf A(x) E Z[x], then its minimum period modulo M is the 
smallest integer z such that (1 -x”) A(x) E Z,[x]. 
LEMMA 3. Let p be the minimum period of A(x) modulo M, and let d be 
the degree of (1 -x”) A(x) module M. Then A(x) modulo M is purely 
periodic iff d< p - 1; and if A(x) module M is not purely periodic, then 
r=d-(p- 1). 
In this paper, we are interested in A(x) = l/j(x), where f(x) E Z[x] and 
f (0) = 1. Then, rc is a period of l/f(x) modulo M if and only if f(x) divides 
1 - xn modulo M. It is easy to check that {a,}, 20 generated by l/f(x) 
satisfies the recurrence relation whose characteristic polynomial is exactly 
x”f( l/x), where k is the degree of f(x). Therefore, (an)“30 is determined by 
the initial conditions a,, a,, . . . . uk-, ; so it is periodic modulo any integer 
M> 1. Futhermore, Lemma 3 implies that 
COROLLARY 4. Let f(x) E Z[x], with f(0) = 1 and leading coefficient 
relatively prime to M> 1. Then the sequence (u~}~)~ generated by l/f(x) is 
purely periodic modulo M. 
For example, the sequence of binomial coefficients {(I+ “,- ’ ) }, > ,, is 
purely periodic modulo M > 1 since it is generated by (1 -x)-I. We also 
have the following 
LEMMA 5. Let p, and pL2 be the minimum periods, modulo M, of llf(x) 
and l/f,(x), respectively, where f,(x), fi(x) E Z[x], f,(O) = fi(0) = 1, and 
fi(x) divides f2(x) (mod M). Then p1 divides pLz. 
Proof From the definition of pLz, we know that fi(x) divides 1 - xP2 
modulo M. Since fi (x) divides fi(x), we also have f,(x) divides 1 - xp2 
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module M. So pLz is a period (but not necessarily minimum) of l/f(x) 
modulo M. Therefore, ,u, divides p2. u 
The next theorem allows us to assume, for the rest of our discussion, that 
A4 is a prime power pN. 
THEOREM 6. Let M = p;‘p’,2 .. . p;$ be the prime factorization of M, and 
let pi be the minimum period of (a,} n d0 module p;. Then the minimum 
periodof(a,J,,, module M is lcm{,u, , p2, . . . . pL,}. 
LEMMA 7. If 71 is a period of llf(x) module pN, then pz is also a period 
of l/f(x) modulo pN + ‘, where f(x) is any polynomial in Z[x] with f(0) = 1. 
Proof From the definition of rr, 
xn = 1 -,f‘(.u) h(x) + pNg(x) 
for some polynomials h(x) and g(x). Then 
xpn= (1 -f(x)h(x)}P+pN+‘G(x) 
= 1 -f(x) H(x) + pN+‘G(x) 
for some G(x), H(X) E Z[x]. So j(x) 1 1 - .uP”(mod pN+ ‘). 1 
COROLLARY 8. Lfz is a period of l/j(x) module pN, where f(x)EZ[x] 
andf(O)= 1, then p”n is a period of l/f(x) module pNtM for all M30. 
COROLLARY 9. Gioen f(x) E Z[x] with f(0) = 1, the minimum period of 
l/f(x) module pN has the same p-free part for N 3 1. 
3. DIVISIBILITY IN Z,,[x] 
Since we are interested in the divisibility of 1 - xn by f(x) modulo pN, we 
need a better understanding of division in Z,N[X]. Let 9 = U?= O 9$, where 
9j is the collection of f(x) E Z[x] of degree k as given below: 
f(x)= i c;xi, co= 1, gcd(c,, P) = 1. 
i=O 
(1) 
We define 01 to be a zero of f(x) modulo pN if f(a) ~0 (mod pN). Since 
gcd(c,, P) = 1, 
akE -,.-I & (2) 
PERIODICITIES OF SEQUENCES 67 
So z,N[a] is a finitely generated Z, N-module. Assume that f(x) E B is also 
irreducible modulo pN; by the order of a modulo pN, we mean the smallest n 
such that a” E 1 in the arithmetic of Z,,[a]. Let I= an-‘, then a/3 = 1 
(mod p”). Hence, we call b the inverse of a modulo pN, and write b = a-’ 
(mod p”). 
If f(x) is irreducible modulo p, then it is also irreducible modulo pN 
and its zeros modulo pN are distinct. Let them be a,, a*, . . . . ak and let 
9 = ZJa,, . . . . ak]. If w(x)~Z~~[x] and w(ai) ~0 (mod p”) for some ai, 
then it is not difficult to show that w(aj)-0 (mod p”) for 1 <j< k. These 
ai act like conjugates, as in the case over complex numbers. It is clear that 
f(x) divides w(x) in 9[x]. However, we are not sure whetherf(x) divides 
w(x) in Z,N[X]. However, there exist q(x), r(x) E Z,N[X] such that 
w(x) =f(x) q(x) + xbr(x) (mod pN), 
where D=deg(w(x)} -deg{f(x)} + 1 and O<deg{r(x)} <deg{f(x)). If 
deg{r(x)} > 0, then w(ai) -f(a,) = 0 (mod pN) and af’ f  0 (mod p) imply 
that r(ai) E 0 (mod p”) for 1 < i < k. This in turn implies that 
deg{r(x)) 2 degLf(x)l, a contradiction. Thus, r(x) = 0 (mod p”), andf(x) 
divides w(x) in Z,N[X] as well. We have just proved 
THEOREM 10. Let f (x) E 9 be irreducible module p and let a be any zero 
off(x) modulo pN. Given any w(x) E Z[x], f(x) divides w(x) (mod p”) iff 
w(a) = 0 (mod p”). 
COROLLARY 11. Let f(x) e.9 be irreducible over Z,, and let a be any 
zero of f(x) modulo pN. Then the minimum period of l/f(x) module pN is the 
order of a module pN. 
Proof Let p be the minimum period of l/f(x) modulo pN, and let n be 
the order of a modulo pN. Since f(x) divides 1 -x’ modulo pN, n must 
divide ~1. Theorem 10 implies that f(x) divides 1 - xn modulo pN. So u also 
divides n. 1 
COROLLARY 12. Let f(x) E 9 be irreducible modulo p, then the orders, 
modulo pN, of the zeros of f(x) modulo pN are identical. 
COROLLARY 13. Let f(x) E 9j be irreducible modulo p; then the minimum 
period of l/f(x) modulo pN is at least k. 
In practice, we do not have to know the exact value of a in order to 
compute p. We simply use (2) repeatedly to find the smallest T such that 
a’ E m (mod p”) for some m E Zp~. Then the order of a modulo pN will be 
T .ord,~(m). Geometrically, each repeating cycle of the sequence is itself 
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further divided into p/z subcycles, each one of length t, and it can be 
obtained by multiplying the preceding subcycle by m. 
With the notion of 9, Lemma 5 and Corollary 8 can be further relined. 
THEOREM 14. Let f,(x), f2(x) E Z[ ] x so that f,(O) =fJO) = 1. Let 7~ he 
a period of l/f,(x) mod&o pN. Zff*(x) = 1 (mod p), then II is also a period of 
l/f,(x) fi(x) modulo pN. Zf f2(x) E 9 and irreducible module p. then 7~ is also 
a period of l/fI(x) fi(x) modufo pN iff h(a) = 0 (mod p”), where c1 is a zero 
of f2(x) module pN, and h(x) = (1 -x”)/f,(x). 
Proof From the definition of n, h(x)E Z,N[X]. We want to know if 
j-*(x) divides h(x) modulo pN. If fi(x) = 1 (mod p), then it is invertible 
modulo pN. So h(x)/f,(x)EZ,,[x]. If f,(x)Eg, then fi(x) divides h(x) 
modulo pN if and only if h(cc) = 0 (mod pN). 1 
THEOREM 15. Given f(x)Epk with f(O)= 1, let u(p”) be the minimum 
period of l/f(x) mod&o pN. Let A be the largest integer such that 
u(p)=u(P2)= ... =u(p”)=u ifpb3; or u(4)=u(8)= ... =~(2~)=u if 
p = 2. Then for N > A, u(pN) = pN- Au. 
Proof Let u(p”) = p’u. It suffices to show that t > N- A. The 
definition of A implies the existence of h(x), g(x)E Z[x], where 
deg{ g(x)) <deg( f(x)) and p j g(x), such that 
x” = 1 -f(x) h(x) - p”g(x). 
Then there exists H(x)eZ[x] so that 
x”“={l-pAg(x)}P-f(x)H(x). 
For p > 3, there exists G(x) E Z[x] such that 
{ 1 - pAg(x)} p = 1 - pA + ‘g(x){ 1 + pAG(x)}. 
Note that 1 + p”G(x) is invertible in Z,N[X]. For p = 2, we have 
{1-2Ag(x)}*=1-2 A+lg(x){ 1 -2AP’g(x)}. 
Since A 22 for p=2, 1-2 A - ‘g(x) is also invertible in Z,N[X]. By induc- 
tion, we get 
x~‘~ = 1 - PA + 1 g(x) Q(x) -f(x) H(x), 
where Q(x), H(x)eZ[x], and Q(x) is invertible in Zp~[x]. Therefore, 
1 - XP’P 
H(x) A+,gtx) 
Q(x)f(x)=m+P f(x)’ 
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Since f(x) divides 1 - x~‘~ and Q(x) is invertible modulo pN, 
pA +‘g(x)/f(x) E Z,N[X]. But g(x)/f(x) E Z,N[X]. So we need pN ( pA+‘. u 
4. MAIN RESULTS 
In the first half of this section, we will first find the minimum period of 
l/Ql(x)’ modulo pN, where &X)EJ? and is irreducible modulo p. For t= 1, 
the minimum period is given in Corollary 11. So we may assume t > 1. We 
shall first obtain an upper bound and then show that it is indeed the 
minimum period. 
Let a be a zero of d(x) modulo pN. It is also a zero of 4(x) modulo p. Let 
;1 be its order modulo p ; so I is also the minimum period of l/d(x) modulo 
p. If q5(x)ePk,, the zeros of d(x) modulo p are precisely (01, CI~, . . . . CI~“-‘}, 
and tlPk E u (mod p). Hence 11 pk - 1, implying that gcd(l, p) = 1. The next 
theorem follows from Corollary 9. 
THEOREM 16. If $(x) E 5!? is irreducible when reduced module p, and A is 
the minimum period of 1/4(x) modulo p, then gcd(ll, p) = 1, and A is the 
p-free part of the minimum periods module pN of l/&x)* for all t, N> 1. 
Let ~1 be a period of l/d(~)~* modulo p, b 2 1. Then (1 - fix)” divides 
1 - x” modulo p. Let fl= IX ~ ’ (mod p) and let x = cry, where y is an indeter- 
minate. Then 
1 - (crv)” 
(1 -P@YJPb 
EZ,C~lCYl =zpc~lcxl. 
Since ~1~ = 1 (mod p), we have 
1 - (ay)” 1-y” = 1 (mod p). 
(l-pay)pb-(l-y)~-l-y~~ 
Therefore, Apb / p. On the other hand, 
1 _ X’.Pb l-x” Pb 
(1 -pxp= 1 -px ( ) 
E zpC4Cxl. 
Hence, for b 2 1, the minimum period of l/#(x)@ modulo p is precisely 1~‘. 
This implies that for pb- ’ < t < pb, b > 1, the minimum period of l/#(x)’ 
modulo p is either ApbP1 or 1~‘. It follows from Corollary 8 that for 





(1 - px)pb-’ 
E z,~bl [xl. 
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Since d(x) E 9, we conclude from Corollary 4 that the infinite integer 
sequence generated by l/4( x ’ is always purely periodic. So we have ) 




We would like to know if ApPN+ h- 2 is still the minimum period of 
l/$(~)~~-‘+’ modulo pN. We compute H(a) in order to apply Theorem 14: 
H(a)= (mod pN). 
It is well known that the highest power of p which divides the binomial 
coefficient ( “A’ B, is the number of carries in the p-ary addition A + B. (See, 
for example, Dickson [4, pp. 27&271] or Singmaster [ 12, Theorem 61.) 
Applying this result to H(a), we get pN- ’ 11 H(a). Hence, the minimum 
period of 1/4(x)““-‘” modulo pN is a proper multiple of ApN+‘-‘. But we 
have already shown that it divides lpN+ hP ‘. Thus, we have proved 
THEOREM 17. Suppose d(x) E 9 is irreducible when reduced module p. 
Let 1 be the minimum period of l/&.x) module p. Then for ph ~ ’ < t < ph, 
where b d 1, the minimum period of 1/4(x)’ module pN is ;IpN+‘-‘. 
The hypotheses in Theorem 17 cannot be weakened. 
EXAMPLE 1. Let d(x) = 1 +x+x2. It reduces to (1 -x)’ (mod 3), but is 
irreducible modulo 9. Numerical computations give the following minimum 
periods of l/&x)’ 
t modulo 3 modulo 9 
1 3 3 
2 9 27 
3 9 27 
4 9 21 
5 27 81 
A zero of d(x) modulo 9 is a = 4 + &. Then 5 the order of a modulo 3, 
is 1. In Theorem 17, if we only require b(x) to be irreducible modulo pN, it 
would have implied that the minimum period of 1/4(x)’ modulo 9 is 
lp’ = 9, a contradiction. Even if we take 1 to be the order of a modulo 9, 
i.e., I = 3, Theorem 17 would have implied that the minimum period of 
l/b(~)~ modulo 9 is Ap3 = 81, another contradiction. 
Therefore 4(x) has to be irreducible modulo p instead of irreducible 
modulo pN. 
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EXAMPLE 2. Since 5 is zero of 1-2x modulo 9, if 
i = ord,(5) = 6, the minimum period of (1 - 2~))~ modulo 9 
been Ap* = 54. Yet. 
we assume 
would have 
The minimum periods of {2”(mod9)),,, and {n+ l(mod9)),,, are 6 
and 9, respectively. So the minimum period of (1 - 2x))* modulo 9 should 
be lcm(6,9) = 18. 
Therefore, A must be the order of a zero of d(x) modulo p instead of 
modulo pN. 
Before we prove our main result, we need the following lemmas, which 
are obvious. 
LEMMA 18. The infinite integer sequences { pw,(mod P~)}“~ O and 
h(mod P~-‘))~~~ have identical minimum periods for N > 1. 
COROLLARY 19. Let f(x)~Z[x] with f (0) = 1. Then for M < N, the 
minimum period of PM/f(x) module p N is identical to the minimum period of 
l/f(x) module pNbM. 
COROLLARY 20. Let #(x)E 9 be irreducible modulo p, and let I the 
minimum period of l/$(x) modulo p. Then for A4 < N, the minimum period of 
p”/d(x)’ modulopN is ;IpNpM+‘-’ ifpb-‘< t<pb, 62 1. 
We are now ready to study a special case, in which f(x) = f,(x) is a 
product of t polynomials, every one of which is congruent, modulo p, to 
qqxy, s B 1, 
fi(x)= n {4(x)“-Poi(x)}3 
i= 1 
(3) 
where d(x) E B is irreducible modulo p, and d(x)’ J O,(x) for 1 d i 6 t. Note 
that f,(x) is not necessary in 9. 
Let A be the minimum period of l/d(x) module p, and assume that 
P b-’ <st < pb. Since f,(x) - b(x)” (mod p), A.P~+~-’ is an upper bound 
for the minimum period of llf,(x) modulo pN. We would like to show that 
AP N+ bP * is not a period, thus the minimum period must be ApPNfb-‘. 
Because of Theorem 15 we have to consider two cases. If p 2 3, we can 
simply assume N = 2, and show that Ap” is not a period. If p = 2, we have to 
consider N = 3, and show that A2’+’ is not a period. Let is rewrite (3) as 
#(X)“-pOi(X)=~(x)s (1 -‘g). 
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Then, for p > 3, there exists a polynomial H(x) such that 
1 1 
pH(x) (mod p’). 
f,o = qqxy + q5(x)s’+s 
If Apb is a period of l/f,(x) modulo p2, then 
1 _ XGh 1 - Xi.@ pH(x)( 1 - XQ) 
f,(x) 
=$o”‘+ qqx)s’+s (mod p2) (4) 
is a polynomial modulo p2. Let us further assume that 
‘- ’ < st < (t + 1 )s 6 pb. Then the minimum period of p/4(x)“‘+” modulo 
;’ is identical to the that of l/&x)“+’ modulo p, which is exactly 1~‘. So 
cp(x)s’+s divides pH(x)( 1 -x@) modulo p*. It now follows from (4) that 
4(x)” divides 1 - xiph modulo p2. This contradicts Theorem 17. So the 
minimum period of l/‘,(x) modulo pN is AP~+~-‘. 
For p = 2, there exist H,(x), H2(x) E Z[x] such that 
1 1 2H,(x) - - 4H2(x) (mod 8). 
fi(x)=$(x)“‘+~(X)~‘+J-+(b(X)~~+2~ 
We want to show that i2’+ ’ is nor a period. If 2’- ’ < st < (t + 1 )s 6 2’ and 
(t+2)s<2b+l, then the minimum period is A2’+‘, as in the case of p > 3. 
These results can be improved. 
THEOREM 21. Let s, b 2 1 be fixed. Suppose there exists T> 1 such that 
if p > 3, then 
(T-l)sdp’-‘<Ts<(T+l)s<pb, 
or tf’p = 2, then 
(T- l)s<2’-‘<sT<(T+ l)s<2’ and (T+2)s<2’+l. 
Then for any t satisfying the condition pb- ’ < ts < pb, the minimum period of 
l/fJx) module pN is AP~+~-‘, where f,(x) is giuen in (3), and 1 is the 
minimum period of l/d(x) modulo p. That is, l/f,(x) and l/q5(x)“’ have 
identical minimum periods module pN. 
Proof Let p, be the minimum period of l/f,(x) modulo pN. The 
definition of T ensures pT = ApN+ b- ‘. T is also the smallest t for which 
P b-‘<tS<pb; so ApN+b-l ) p, for pb- ’ < t < pb. But, these p, also divide 
JJP N+b-‘. Hence, u,=A~~+~-l. fl 
One may consider, if one prefers, T as a “breaking point” where the 
minimum period changes from ApNfb-’ to AP~+~-‘. As an example, 
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consider s = 1. If p 2 3, the existence of T in Theorem 21 is guaranteed. I f  
p = 2, we need 
t-1<2b~1<t<t+1~2b and t+2<2b+‘, 
where b > 1. This means both 2’- ’ + 1 and 2’- ’ + 2 must lie in the same 
interval (2’-i, 2’1. It always holds, except when b = 1. Therefore, we have 
the following important result. 
THEOREM 22. Assume that 62 1 if pa 3 and that 632 $ p=2. Let 
P b-kt<pb, 
f(x) = n Mx) - PW,ll 
i=l 
where 4(x) E P is irreducible modtdo p, and 4(x) j Bi(x). Then the minimum 
period of l/f(x) modulo pN is lpN+ b- ‘, where I is the minimum period of 
l/d(x) module p. 
We still have to solve the case of p = 2 and t = 2, in which (3) becomes 
f(x) = {4(x, - 2u4H~(x) - Wx)) 
After inverting both sides of the equation, we have 
1 1 -- 
f(x) i(x)2 
1 + 2(f3,(x) + e,(x)) + 4Gb) 
4(x) 
m (mod 81, 
for some polynomial G(x). Our same old trick gives us the following 
theorem. 
THEOREM 23. Suppose d(x) E 9 is irreducible modulo 2, and 4(x) 1 e,(x), 
e,lx). Let 
f(x) = bw - 2wmw - 2e,w. 
Suppose O,(x) + t&,(x) is divisible by 2 or by b(x); then the minimum period 
of l/f(x) module 2N is exactly 12N, where 1 is the minimum period of l/d(x) 
module 2. 
5. APPLICATIONS 
As a consequence of Theorems 17 and 22, we have 
THEOREM 24. Let b > 1 if p is odd, and let b 2 2 if p = 2. For 
P bp’<t<pb, let 
f(x)= i (1 -rix), 
i=l 
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where ri E r f 0 (mod p) for 1 d i 6 t. Then dpN + h ~ ’ is the minimum period 
of both l/f(x) and ( 1 - rx) ~ ’ module pN, where d = ord,(r). 
COROLLARY 25 (Zabek [14], Trench [13]). The minimum period, 
modulopN, of the binomial sequence { (‘+~~~‘))jbO is 1 tft = 1 andpN+‘-’ tf 
P Npl<t<pN, b>l. 
Proof The sequence is generated by (1 -x))‘. (Also, see [9].) 1 
For p = 2, t = 2, we can apply Theorem 23 to get a partial result. 
THEOREM 26. The minimum period of { ( 1 - rx)( 1 - sx) } ~ ’ modulo 2N is 
2N ifr=s= 1 or 3 (mod4). 
We still have to consider r = 1, s E 3 (mod 4). We first obtain a rough 
estimate on the minimum period. Let e,(z) denote the highest power of p 
which divides z. 
LEMMA 27. The minimum period of { (1 - rx)( 1 - sx)} -’ module 2N, 
where r= 1, s=3 (mod4), and N>2, is 
max{ordZN(r), ordZN(s), 2 N-q(l+rs-‘)+I 2N-q(l+r-Is)+1 3 1, 
where r-l, SC’ are the inverses, modulo 2N, of r and s, respectively. 
Proof Let the minimum period be 2”, which must be a multiple of both 
ordIN and ord*N(s). It remains to show that N-e,(l + rs-‘)+ 1, 
N-e,(l +r-Is)+ 1 GC. Let 
1 -x2’ 
H(X)=l--rx= ’ ri’;:“’ = ‘fi’ { 1 + (rx)“} (mod 2N). 
/=O 
Since 1 -sxI H(x) (mod 2N), according to Theorem 14, we need 
H(s-‘) ~0 (mod 2N). Now (rsp1)2 E 1 (mod 8) since r, s f 0 (mod 2). So 
e,(l+(rs-‘)2’)=l for l<j<c-1; and we need e,(l+rs-‘)aN-r+l. 
Similarly, we need e2( 1 + r - ‘s) > N - c + 1. 1 
It can be shown that 
The same argument can be applied to ez( 1 + r ~ ‘s) to get 
COROLLARY 28. Zf r= 1, SE 3 (mod 4), the minimum period of 
((1 -rx)(l -sx)}-’ module 2N is max(ordZN(r), ord2N(s), 2NPe2(r+s)+ ‘}. 
PERIODICITIES OF SEQUENCES 75 
Using induction, we also get 
LEMMA 29. The order of r module 2N is 2’, where 
(a) if r = 1 (mod 4) and r # 1, then t = 1 if e2(r- 1) > N; otherwise 
t=N-e*(r- 1); 
(b) ifr=3(mod4)andr#-1, thent=l ife,(r+l)>N;otherwise 
t=N-e,(r+ 1). 
Applying Lemma 29 to Corollary 28, we are now finally able to restate 
Lemma 27 : 
THEOREM 30. If r EE 1 and s E 3 (mod 4), the minimum period of 
{(1-rx)(l -sx)}-’ module 2N is 2’, where 
(a) if e,(r-l)#e,(s+l), then t=2 if e,(r+s)aN; otherwise 
t=N-e,(r+s)+ 1; 
(b) if eJr- l)= e,(s+ l), then t =2 if e2(r- l)>N; otherwise 
t = N - e2(r - 1). 
Proof: The case of r = 1 is obvious, which follows from Corollary 28 
and Lemma 29. So we shall assume that r > 1. Note that r + s can be 
rewritten as r + s = (r - 1) + (s + 1). 
If ez(r- l)#e,(s+ I), then e,(r+s)=min{e,(r- l), e,(s+ l)}. From 
Corollary 28 and Lemma 29 we have t = N - eJr + s) + 1. 
If e2(r- l)=e,(s+ l), then e,(r+s)>e,(r- l)=e,(s+ 1). The proof 
can now be completed by applying Lemma 29. 1 
Theorem 24 can be extended to 
THEOREM 3 1. Suppose p > 3 and g(x) is a product of linear factors of the 
form 1 - rx. For each j E Z,, let gj(x) be the product of those linear factors in 
which r = j (mod p). More specifically, let 
P-1 
g(x) = n gjtx) and gj(X) = lj (1 - rj,iX), 
j=O i= 1 
where rI , = . . . = r, ,, = j (mod p). For 0 <j < p - 1, let p, be the minimum 
period of l/gj(x) module pN. Then 
I 
1 if tj=O or j=O; 
I+ = ord,drj. 1) if tj = 1 ; 
ord,(j).~~+~~’ if pbp’<tj<pb, 621. 
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Let p be the minimum period of l/g(x) modulo pN. Then p = lcm(pj: 1 <j< 
p - 1). In particular, the p-free part of p is lcm { ord,( j) : tj > 1 }. 
With Theorem 31, we can determine the minimum periods of the Stirling 
numbers of the second kind. For fixed k, { S(n + k, k)},,, is generated by 
l/f&), where 
fk(x) = fi (1 -ix). 
i=l 
If 1 <k < p, the minimum period of llfk(x) modulo pN is the least com- 
mon multiple of ord,N(i) where 1 6 i < k. If p is odd, the case of k = p - 1 
can be determined precisely. A primitive root of p is called strong if it is 
also a primitive root of p2, p3, . . . . Kruyswijk [lo] showed that for every 
odd prime p, at least half of all primitive roots in the interval [0, p] are 
strong (See Math. Reoiew 33, No. 3995.) Hence, there is an i, 1 < i < p - 1, 
with ord,N(i) = (p - 1) pN- ‘. So the minimum period of l/fp _ ,(x) modulo 
pN is (p- l)pNP ‘. 
According to Theorem 14, if pi k, then l/&(x) and llfk- i(x) have the 
same minimum period modulo pN. Therefore, we may assume p J k. 
Considerph-‘<k<pb,whereb~2ifpisodd,andbk3ifp=2.LetLbe 
the residue class modulo p to which k belongs. Then, from Theorems 24 
and 31, l/fk(x) has the same minimum period as 
Lfi, (1 - i~)‘~‘~’ “fil (1 - jx)Lk’p’, 
j=L+l 
where pbe2 < rk/pJ < pb ~ ‘. Therefore, we have 
THEOREM 32. For odd prime p, let 1 -C g < p - 1 be the smallest primitive 
root of pN. Then the minimum period, module pN, of {S(n, k)},,, is 
(a) lcm{ordpN(i): l<i<k} ifl<k<g; 
(b) (p-l)pNP’ ifg<kdp; 
(c) (p- l)~~+~-* ifpb-‘<k<pb, b>2. 
For p = 2, we still have to consider k = 3. In this case, the minimum 
period of ((1 -x)(1 -3x)}-’ modulo 2N can be obtained directly from 
Theorem 30(a). 
THEOREM 33. The minimum period, module 2N, of { S(n, k)},,,, is 
(a) 1 ifk=l or 2; 
(b) 2zyk=3or4andN=l; 
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(c) 2N-’ ifk=3 or 4 and Na2; 
(d) 2 N+b-2 if2b-1<k<2b, b>3. 
Our results verify that, for odd p, those upper bounds obtained by 
Becker and Riordan [2] and Carlitz [3] are indeed minimum. For p = 2, 
our results actually improve Carlitz’s by a factor of 2. 
Next, we look for the minimum period of the sequence 
{ CiZ,(mod pN)Lk, where 
n [I =(q”-l)(q”-l-l)...(q”-&f’-1) k4 (qk-l)(qkP’-l)...(q-l) (5) 
denotes the q-binomial coefficient, which is also known as the Gaussian 
polynomial. For simplicity, we shall omit the subscript q. From, for exam- 
ple, [6, p. 4071, we have 
m n 4 Xk n=k k X”=(l-X)(l-qx)(l-q~x)...(l-qkX)~ (6) 
If p 1 q, the period of (6) is, of course, 1. If p j q, Theorems 24, 30, and 31 
imply 
THEOREM 34 (Fray [S]). For p j q, let g = ord,(q) and let h be the 
highest power of p which divides qg - 1. Zf k < g, then the minimum period of 
(6) is 
ord,N(q) = g 
if N<h; 
gP 
N-h if N>h. 
THEOREM 35 (Fray [S]). Suppose k > ord,(q) = g ifp > 3, or k > 1 for 
p = 2. Then the minimum period of (6) is gpN+b- ‘, where gpb- ’ < k < gpb. 
THEOREM 36 (Fray [S] ). Zf p = 2 and k = 1, then the minimum period of 
(6) is 
(a) 2N ifq= 1 (mod 4); 
(b) 2 ifq=3 (mod4) and Nde,(l +q); 
(c) 2N-r2(1+4)+1 ifq=3 (mod4) and N>e,(l+q). 
So far, we have used our results to determine the minimum periods of 
infinite integer sequences modulo a prime power. It is interesting to know 
that they can also be used to answer a seemingly unrelated problem. Given 
a binomial XQ - 1, how many linear factors (mod p”) does it contain? 
Bates and Olson [ 11 studied this problem via Taylor expansions. All their 
result can also be obtained from ours. Some of them are listed below. 
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THEOREM 37 (Bates and Olson [ 11). Let q, d be integers such that 
gcd(q, p) = 1 and gcd(q, p - 1) = d. Let r be a zero of xd - 1 = 0 (mod p). Zf 
b> 1, then 
fi (x - ri) 1 xyp”+h-’ - 1 (mod pN) 
,=I 
for any choice of r,, where ri = r (mod p), while 
ph+ 1 
n (x - r,) / x4p”‘h-’ - 1 (mod p”) 
r=l 
for any choice of r,, where ri = r (mod p). 
THEOREM 38 (Bates and Olson [ 1 I). For odd q, the binomial x@ - 1 
has exactly two linear factors (mod 2N) if 1 < b < N, and it has 2’- N+ ’ 
linear factors if b 3 N. On the other hand, x4 - 1 has precisely one linear 
factor (mod 2N). 
THEOREM 39 (Bates and Olson [ 11). For odd prime p, if gcd(q, p) = 1 
and gcd(q, p - 1) = d, then xqph - 1 has precisely d linear factors (mod p”) if 
0 6 b < N, and it has dpb ~ N + 1 linear factors if b Z N. 
6. FINAL REMARKS 
Similar arguments can be used to determine minimum periods of other 
integer sequences. Consider the partition function p(n; S), which counts the 
numbers of ways to partition n using parts from the fixed set of positive 
integers S. It is generated by n, E s ( 1 - xa) ~ i. This is similar to (3), and its 
minimum period (mod p) was recently obtained by Nijenhuis and 
Wilf [ll]. We generalized the results to pN, which will appear in a 
forthcoming paper. 
Still, there are many unsettled problems related to our discussion here. 
To cite a few, 
(1) It is interesting to note that the minimum periods we have 
obtained follow a pattern of multiplying by p whenever N is increased or t 
is bigger than pb. Many integer sequences have this property. What is the 
criterion for having this nice property? 
(2) If f(x)=&x)“‘(mod p), are the minimum periods of l/f(x) and 
l/&x)“’ modulo pN identical? The numerical data in Example 1 and the 
results from Theorem 33 suggest that the usual pattern of multiplying by p 
may no longer hold. 
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(3) In general, an infinite integer sequence may satisfy a recurrence 
relation. In this case, its generating function will take the form of u(x)/‘(x), 
where u(x), f(x) E Z[x] andf(0) = 1. Modulo p, U(X) may dividef(x); but 
U(X) may be irreducible modulo pN. How does u(x) affect the minimum 
period of l/‘(x)? Do we still have the same old property of multiplying by 
p to obtain the minimum period modulo the next higher power of p? 
Some of these problems were partially settled in [7], which also contains 
some general properties of an infinite integer sequence derived from its 
generating function. They will be discussed elsewhere. 
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