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A Discrete Morse Theory for Hypergraphs
Shiquan Ren*, Chong Wang*, Chengyuan Wu*, Jie Wu*
Abstract. A hypergraph can be obtained from a simplicial complex by delet-
ing some non-maximal simplices. By [11], a hypergraph gives an associated
simplicial complex. By [4], the embedded homology of a hypergraph is the
homology of the infimum chain complex, or equivalently, the homology of the
supremum chain complex. In this paper, we generalize the discrete Morse
theory for simplicial complexes by R. Forman [5–7] and give a discrete Morse
theory for hypergraphs. We use the critical simplices of the associated simpli-
cial complex to construct a sub-chain complex of the infimum chain complex
and a sub-chain complex of the supremum chain complex, then prove that the
embedded homology of a hypergraph is isomorphic to the homology of the
constructed chain complexes. Moreover, we define discrete Morse functions
on hypergraphs and compute the embedded homology in terms of the critical
hyperedges. As by-products, we derive some Morse inequalities and collapse
results for hypergraphs.
1 Introduction
Hypergraph is an important model for complex networks, for example, the collaboration
network. An edge in a graph consists of two vertices, while a hyperedge in a hypergraph
allows multiple vertices (cf. [3]). In topology, a hypergraph can be obtained from a simplicial
complex by deleting some non-maximal simplices (cf. [4, 11]).
Let VH be a totally-ordered finite set. Let 2
V denote the powerset of V . Let ∅ denote
the empty set. A hypergraph is a pair (VH,H) where H is a subset of 2V \ {∅} (cf. [3, 11]).
An element of VH is called a vertex. Let k ≥ 0. We call a hyperedge σ ∈ H consisting of
k + 1 vertices a k-dimensional hyperedge, or a hyperedge of dimension k, and denote σ as
σ(k). For any hyperedges σ, τ ∈ H, if σ is a proper subset of τ , then we write σ < τ or τ > σ.
Throughout this paper, we assume that each vertex in VH appears in at least one hyperedge
in H. Hence VH is the union
⋃
σ∈H σ, and we simply denote a hypergraph (VH,H) as H.
Given two hypergraphs H and H′, if each hyperedge of H is also a hyperedge of H′, then
we write H ⊆ H′ and say that H can be embedded in H′.
An (abstract) simplicial complex is a hypergraph satisfying the following condition (cf. [8,
p. 107], [14, Section 1.3]): for any σ ∈ H and any non-empty subset τ ⊆ σ, τ must be a
hyperedge in H. A hyperedge of a simplicial complex is called a simplex.
Let H be a hypergraph. Let R be a commutative ring with multiplicative unity. Let n be
a nonnegative integer. Let R(H)n be the collection of all the formal linear combinations of
the n-dimensional hyperedges of H, with coefficients in R. In particular, if H is a simplicial
complex, then we also denote R(H)n as Cn(H;R).
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We consider a simplicial complex K such that H ⊆ K. Let ∂K∗ be the boundary maps of
K. By [4], as sub-chain complexes of {Cn(K;R), ∂Kn }n≥0, the infimum chain complex of H
is defined by
Infn(R(H)∗) = R(H)n ∩ (∂
K
n )
−1R(H)n−1, n ≥ 0; (1.1)
and the supremum chain complex of H is defined by
Supn(R(H)∗) = R(H)n + ∂
K
n+1R(H)n+1, n ≥ 0. (1.2)
Here (∂Kn )
−1 denotes the pre-image. It is proved in [4] that both (1.1) and (1.2) do not
depend on the choice of K. Hence we may choose K as the smallest simplicial complex such
that H ⊆ K, which is called the associated simplicial complex of H (cf. [11]) and is denoted
as ∆H in this paper.
By [4], the homology of (1.1) and (1.2) are isomorphic. The embedded homology of H,
denoted as H∗(H;R), is defined as the homology of (1.1) and (1.2). In particular, if H is
a simplicial complex, then both (1.1) and (1.2) are Cn(H;R), and H∗(H;R) is the usual
homology of the simplicial complex.
In [5–7], R. Forman has developed a discrete Morse theory for simplicial complexes (and
general cell complexes). He defined discrete Morse functions f on simplicial complexes by
assigning a real number f(σ) to each simplex σ such that for any n ≥ 0 and any simplex
α(n), there exist at most one β(n+1) > α(n) with f(β) ≤ f(α) and at most one γ(n−1) < α(n)
with f(γ) ≥ f(α). Then he defined discrete gradient vector fields grad f by assigning
arrows from α to β whenever α(n) < β(n+1) and f(α) ≥ f(β). The critical simplices are
essentially the simplices which are neither the heads nor the tails of any arrows in grad f .
R. Forman constructed a chain complex consisting of the formal linear combinations of the
critical simplices. He proved that the homology of the new chain complex is isomorphic to
the homology of the original simplicial complex.
In this paper, we generalize the discrete Morse theory for simplicial complexes in [5–7]
and give a discrete Morse theory for hypergraphs. Let K be a simplicial complex such that
H ⊆ K. Let fK be a discrete Morse function on K. We denote the collection of all the
critical simplices of fK as M(fK,K). The first main result is the next theorem.
Theorem 1.1 (Main Result I). Let H be a hypergraph and n ≥ 0. Then we have the
following isomorphisms of homology groups
Hn(H;R) ∼= Hn({R(M(fK,K))k ∩ Infk(R(H)∗), ∂˜
K
k }k≥0)
∼= Hn({R(M(fK,K))k ∩ Supk(R(H)∗), ∂˜
K
k }k≥0).
Here ∂˜Kk is (the restriction of) the boundary map from R(M(fK,K))k to R(M(fK,K))k−1
whose explicit formula is given in [5, Theorem 8.10].
We also generalize discrete Morse functions and discrete gradient vector fields on sim-
plicial complexes and define them on hypergraphs. We define discrete Morse functions g on
H by assigning a real number g(σ) to each hyperedge σ ∈ H such that for any n ≥ 0 and
any hyperedge α(n), there exist at most one hyperedge β(n+1) > α(n) with g(β) ≤ g(α) and
at most one hyperedge γ(n−1) < α(n) with g(γ) ≥ g(α). Then we define discrete gradient
vector fields grad g on H by assigning arrows from a hyperedge α to a hyperedge β whenever
α(n) < β(n+1) for some n ≥ 0 and g(α) ≥ g(β). The critical hyperedges are essentially the
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hyperedges which are neither the heads nor the tails of any arrows in grad g. We denote
the collection of all the critical hyperedges of g as M(g,H). The second main result is the
next theorem.
Theorem 1.2 (Main Result II). Let H be a hypergraph. Suppose for any k ≥ 1 and any
hyperedges β(k+1) > α(k) > γ(k−1) of H, there exists αˆ(k) ∈ H, αˆ 6= α, such that β > αˆ > γ.
Let g be a discrete Morse function on H. Then there exists a discrete Morse function fK
on K such that grad (fK) is grad g on H, and grad (fK) is vanishing on K \ H. Moreover,
Hn(H;R) ∼= Hn({R(M(g,H))k ∩ (∂
K
k )
−1(R(H)k−1), ∂˜
K
k }k≥0). (1.3)
Here ∂˜Kk is (the restriction of) the boundary map from R(M(fK,K))k to R(M(fK,K))k−1
whose explicit formula is given in [5, Theorem 8.10]. Furthermore, the chain complex
{R(M(g,H))k ∩ (∂
K
k )
−1(R(H)k−1), ∂˜
K
k }k≥0 (1.4)
is determined by H and g, and does not depend on the choice of K and the choice of fK.
The paper is organized as follows. In Section 2, we give some preliminary knowledge
of the associated simplicial complexes and the embedded homology of hypergraphs. In
Section 3−7, we develop a discrete Morse theory for hypergraphs by studying the discrete
Morse functions, discrete gradient vector fields, discrete gradient flows, and the critical
simplices and critical hyperedges subsequently. Then in Section 8, we prove Theorem 1.1
and Theorem 1.2.
We give some by-products in Section 9−11. We prove some Morse inequalities for hy-
pergraphs in Theorem 9.1 and Theorem 9.2. We prove that the collapses of hypergraphs
preserve the embedded homology, in Theorem 10.3. We study the collapse of level hyper-
graphs in Corollary 11.1.
We point out that an alternative approach to construct a discrete Morse theory for
hypergraphs is to apply the algebraic Morse theory in [9,10,12] to the chain complexes (1.1)
and (1.2). Nevertheless, our approach has the advantage that we can observe the geometric
meaning of the critical hyperedges, hence we can apply our discrete Morse theory directly
to concrete hypergraphs.
Finally, we discuss some potential research which is not included in the remaining sections
of this paper. (i). We intend to study the potential connections between the discrete Morse
theory of graphs [1, 2] and our discrete Morse theory of hypergraphs. (ii). Inspired by [13],
we intend to equip a weight on each hyperedge and consider weighted discrete Morse theory
for weighted hypergraphs.
2 Associated Simplicial Complexes and Embedded Ho-
mology
Let H be a hypergraph. In this section, we introduce the associated simplicial complex ∆H,
the lower-associated simplicial complex δH, and the embedded homology H∗(H).
1. Associated Simplicial Complexes. Firstly, we introduce ∆H and δH. For a
single hyperedge σ = {v0, v1, . . . , vn} of H, the associated simplicial complex ∆σ of σ is the
collection of all the nonempty subsets of σ
∆σ = {{vi0 , vi1 , . . . , vik} | 0 ≤ i0 < i1 < · · · < ik ≤ n, 0 ≤ k ≤ n}. (2.1)
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The associated simplicial complex ∆H of H is the smallest simplicial complex that H can
be embedded in (cf. [11]). Explicitly, ∆H has its set of simplices as the union of the ∆σ’s
for all σ ∈ H
∆H = {τ ∈ ∆σ | σ ∈ H}. (2.2)
We use
∂∗ : C∗(∆H;R) −→ C∗−1(∆H;R), ∗ = 0, 1, 2, . . . ,
to denote the boundary maps of ∆H. For simplicity, we sometimes denote ∂∗ as ∂ and omit
the dimensions. Let the lower-associated simplicial complex δH be the largest simplicial
complex that can be embedded in H. Then the set of simplices of δH consists of the
hyperedges σ ∈ H whose associated simplicial complexes ∆σ are subsets of H
δH = {σ ∈ H | ∆σ ⊆ H}
= {τ ∈ ∆σ | ∆σ ⊆ H}. (2.3)
We notice that as hypergraphs,
δH ⊆ H ⊆ ∆H. (2.4)
By (2.2) and (2.3), it can be verified that in (2.4), one of the equalities holds iff. both of the
equalities hold iff. H is a simplicial complex. The boundary map of δH is the restriction of
∂∗ to δH
∂∗ |C∗(δH;R): C∗(δH;R) −→ C∗−1(δH;R), ∗ = 0, 1, 2, . . . .
2. Embedded Homology. Secondly, we introduce the embedded homology H∗(H).
Let D∗ be a graded sub-R-module of C∗(∆H;R). By [4, Section 2], the infimum chain
complex is defined as
Infn(D∗) = Dn ∩ ∂
−1
n (Dn−1), n ≥ 0,
which is the largest sub-chain complex of C∗(∆H;R) contained in D∗ as graded R-modules;
and the supremum chain complex is defined as
Supn(D∗) = Dn + ∂n+1(Dn+1), n ≥ 0,
which is the smallest sub-chain complex of C∗(∆H;R) containing D∗ as graded R-modules.
Moreover, as chain complexes,
{Infn(D∗), ∂n |Infn(D∗)}n≥0 ⊆ {Supn(D∗), ∂n |Supn(D∗)}n≥0
⊆ {Cn(∆H;R), ∂n}n≥0. (2.5)
By [4, Section 2], the canonical inclusion
ι : Infn(D∗) −→ Supn(D∗), n ≥ 0,
induces an isomorphism of homology groups
ι∗ : H∗({Infn(D∗), ∂n |Infn(D∗)}n≥0)
∼=−→ H∗({Supn(D∗), ∂n |Supn(D∗)}n≥0). (2.6)
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We call the homology groups in (2.6) the embedded homology of D∗ (cf. [4, Section 2]), and
denote the homology groups as Hn(D∗), n ≥ 0.
Now we take
Dn = R(H)n, n ≥ 0. (2.7)
As chain complexes, we have the inclusions
{Cn(δH;R), ∂n |Cn(δH;R)}n≥0 ⊆ {Infn(R(H)∗), ∂n |Infn(R(H)∗)}n≥0
⊆ {Supn(R(H)∗), ∂n |Supn(R(H)∗)}n≥0 ⊆ {Cn(∆H;R), ∂n}n≥0.
By substituting (2.7) into (2.6), the embedded homology groups of H is defined as (cf. [4,
Subsection 3.2])
Hn(H) = Hn(R(H)∗), n ≥ 0.
In particular, if H is a simplcial complex, then (2.7) is a chain complex and
R(H)n = Infn(R(H)∗) = Sup∗(R(H)∗), n ≥ 0.
The embedded homology is reduced to the usual homology of simplcial complexes.
3. Morphisms of Hypergraphs. Thirdly, we observe that morphisms between hy-
pergraphs induce simplicial maps between the (lower-)associated simplicial complexes and
homomorphisms between the embedded homology. Let H and H′ be hypergraphs. A mor-
phism of hypergraphs from H to H′ is a map ϕ sending a vertex of H to a vertex of H′ such
that whenever σ = {v0, . . . , vk} is a hyperedge of H, ϕ(σ) = {ϕ(v0), . . . , ϕ(vk)} is a hyper-
edge ofH′. Let ϕ : H −→ H′ be such a morphism. By an argument similar to [4, Section 3.1],
ϕ induces two simplicial maps
δϕ : δH −→ δH′, ∆ϕ : ∆H −→ ∆H′
such that ϕ = (∆ϕ) |H and δϕ = ϕ |δH. The simplicial maps δϕ and ∆ϕ induce homomor-
phisms between the homology groups
(δϕ)∗ : H∗(δH) −→ H∗(δH
′), (2.8)
(∆ϕ)∗ : H∗(∆H) −→ H∗(∆H
′). (2.9)
Moreover, by [4, Proposition 3.7], we have an induced homomorphism between the embedded
homology
ϕ∗ : H∗(H) −→ H∗(H
′). (2.10)
In particular, if both H and H′ are simplicial complexes, then ϕ is a simplicial map and the
three homomorphisms (δϕ)∗, (∆ϕ)∗ and ϕ∗ are the same.
4. Examples. Finally, we give some examples to show that ∆H, δH and H∗(H) detect
H from different aspects, in the remaining part of this section.
Example 2.1. Let
H = {{v0, v1, v2, v3}, {v0}},
H′ = {{v0, v1, v2, v3}, {v0, v1}, {v0, v2}, {v0, v3}, {v1, v2}, {v1, v3}, {v2, v3}, {v0}}.
Then δH = δH′ = {{v0}}, and both ∆H and ∆H
′ are the tetrahedron. Moreover, H1(H) = 0
and H1(H′) = Z⊕3.
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Example 2.2. Let
H = {{v0}, {v1}, {v2}, {v3}, {v4}, {v5},
{v0, v1, v3}, {v1, v2, v4}, {v3, v4, v5}},
H′ = {{v0}, {v1}, {v2}, {v3}, {v4}, {v5},
{v0, v1, v3}, {v1, v2, v4}, {v1, v3, v4}, {v3, v4, v5}}.
Then δH = δH′ = {{v0}, {v1}, {v2}, {v3}, {v4}, {v5}}, Hn(H) = Hn(H′) = 0 for n ≥ 1, and
H0(H) = H0(H′) = Z⊕6. Moreover, H1(∆H) = Z, and H1(∆H′) = 0.
v0 v1 v2
v3 v4
v5
H:
v0 v1 v2
v3 v4
v5
∆H:
v0 v1 v2
v3 v4
v5
H′:
v0 v1 v2
v3 v4
v5
∆H′:
Figure 1: Example 2.2.
Consider a hypergraph morphism ϕ : H −→ H′. The following example shows that (2.8),
(2.9) and (2.10) can be distinct.
Example 2.3. Let H = {{v0, v1}, {v1, v2}, {v0, v2}}. Let σ = {v0, v1, v2}. Let H′ =
H
⋃
{σ}. Let ϕ be the canonical inclusion of H into H′. Then
(a). H0(H) = H0(H′) = 0, H1(H) = Z, and H1(H′) = 0. Moreover, ϕ∗ is the identity map
from zero to zero in dimension 0, and the zero map on Z in dimension 1;
(b). δH = δH′ = ∅. Moreover, (δϕ)∗ is the identity map from zero to zero in all dimensions;
(c). ∆H ≃ S1 and ∆H′ ≃ ∗. Moreover, (∆ϕ)∗ is the identity map on Z in dimension 0,
and the zero map on Z in dimension 1.
3 Discrete Morse Functions and Critical Hyperedges
In this section, we define the discrete Morse functions on H and the critical hyperedges of
the discrete Morse functions.
Definition 3.1. A function f : H −→ R is called a discrete Morse function on H if for
every n ≥ 0 and every α(n) ∈ H, both of the two conditions hold:
(i). #{β(n+1) > α(n) | f(β) ≤ f(α), β ∈ H} ≤ 1;
(ii). #{γ(n−1) < α(n) | f(γ) ≥ f(α), γ ∈ H} ≤ 1.
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Let f be a discrete Morse function on H.
Definition 3.2. A hyperedge α(n) ∈ H is called critical if both of the following two condi-
tions hold:
(i). #{β(n+1) > α(n) | f(β) ≤ f(α), β ∈ H} = 0;
(ii). #{γ(n−1) < α(n) | f(γ) ≥ f(α), γ ∈ H} = 0.
We use M(f,H) to denote the set of all critical hyperedges. For α(n) ∈ H, it is direct to
see that α /∈M(f,H) if at least one of the following conditions hold:
(A). there exists β(n+1) > α(n), β ∈ H, such that f(β) ≤ f(α);
(B). there exists γ(n−1) < α(n), γ ∈ H, such that f(γ) ≥ f(α).
In particular, if H is a simplicial complex, then the discrete Morse functions defined in
Definition 3.1 are the same as the discrete Morse functions defined in [5, Definition 2.1]; and
the critical hyperedges defined in Definition 3.2 are the same as the critical simplices defined
in [5, Definition 2.2].
The next lemma follows from Definition 3.1. It is a generalization of [5, Lemma 2.1].
Lemma 3.1. Let H and H′ be two hypergraphs such that H′ ⊆ H. Suppose f : H −→ R is
a discrete Morse function on H. Let f ′ = f |H′ be the restriction of f to H
′. Then f ′ is a
discrete Morse function on H′.
The next proposition follows from Lemma 3.1 immediately.
Proposition 3.2. (i). Let f : ∆H −→ R be a discrete Morse function on ∆H. Then
f = f |H is a discrete Morse function on H;
(ii). Let f : H −→ R be a discrete Morse function on H. Then f = f |δH is a discrete
Morse function on δH.
By [5, Section 4], there always exists a discrete Morse function on ∆H. Hence the next
corollary is a consequence of [5] and Proposition 3.2.
Corollary 3.3. For any hypergraph H, there exist discrete Morse functions f on ∆H, f on
H, and f on δH such that f = f |H and f = f |δH= f |δH.
In [5, Lemma 2.5], it is proved that for a discrete Morse function f on a simplicial complex
K and a simplex α ∈ K, the conditions (A) and (B) cannot both be true. However, if we
substitute K with a hypergraph H and let f be a discrete Morse function on H, then the
next example shows that for certain hyperedge α ∈ H, both (A) and (B) can be true.
Example 3.1. Let H = {{v0}, {v0, v1}, {v0, v1, v2}}. Let
f({v0}) = 2, f({v0, v1}) = 1, f({v0, v1, v2}) = 0.
Then f is a discrete Morse function on H, and {v0, v1} is not critical.
(i). The hyperedge {v0, v1} satisfies both of the conditions (A) and (B);
(ii). The discrete Morse function f cannot be extended to a discrete Morse function on
∆H.
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In Example 3.1, it is direct to verify (i). To prove (ii), we suppose to the contrary, f is
given by the restriction f = f |H, where f : ∆H −→ R is a discrete Morse function on ∆H.
Then since the conditions (A) and (B) cannot both be true for f and any fixed simplex in
∆H, (A) and (B) also cannot both be true for f and the hyperedges in H. This contradicts
with (i). Hence we obtain (ii).
Example 3.2. Suppose H satisfies the following condition
(C). for any n ≥ 1 and any hyperedges β(n+1) > α(n) > γ(n−1) of H, there exists
αˆ(n) ∈ H, αˆ 6= α, such that β > αˆ > γ.
Then conditions (A) and (B) cannot both be true.
Example 3.2 can be obtained by an analogous argument of [5, Lemma 2.5]. In particular,
if H is a simplicial complex, then (C) is satisfied and Example 3.2 gives [5, Lemma 2.5].
By Example 3.1 (ii), the extension property of discrete Morse functions (cf. [5, Lemma 4.2]
for the simplicial complex case) may not hold for general hypergraphs. The next example
shows that the extension property even may not hold for the hypergraphs satisfying condi-
tion (C).
Example 3.3. Let H = {{v0}, {v1}, {v2}, {v0, v1, v2}}. Let f({v0}) = f({v1}) = f({v2}) =
2, f({v0, v1, v2}) = 0. Then f is a discrete Morse function on H. All the hyperedges are
critical. Moreover, f cannot be extended to be a discrete Morse function on ∆H.
4 Discrete Gradient Vector Fields
In this section, we define the discrete gradient vector fields on H.
Definition 4.1. A discrete gradient vector field V on H is a collection of pairs {α(n) <
β(n+1)} of hyperedges of H, n ≥ 0, such that there is no nontrivial closed paths of the form
α
(n)
0 , β
(n+1)
0 , α
(n)
1 , β
(n+1)
1 , α
(n)
2 , · · · , α
(n)
r , β
(n+1)
r , α
(n)
r+1 = α
(n)
0 ,
where for each 0 ≤ i ≤ r, {α
(n)
i < β
(n+1)
i } ∈ V and αi 6= αi+1 < βi. In addition, if each
hyperedge of H is in at most one pair in V , then we call V a proper discrete gradient vector
field.
Given a discrete gradient vector field V on H, we can obtain an R-linear map
V : R(H)n −→ R(H)n+1, (4.1)
where V sends each α(n) ∈ H to −〈∂β, α〉β if {α(n) < β(n+1)} ∈ V , and sends α(n) to 0
otherwise. Here 〈∂β, α〉 is the incidence number of β and α in the chain complex C∗(∆H;R)
(cf. [5, p. 98]). Hence 〈∂β, α〉 takes the values ±1 where 1 refers to the multiplicative unity
of R. We observe that V is proper iff. as an R-linear map,
V ◦ V = 0.
In particular, if H is a simplicial complex, then the proper discrete gradient vector fields
defined in Definition 4.2 and (4.1) are exactly the discrete gradient vector fields defined
in [5, Definition 6.1].
Let f be a discrete Morse function on H.
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Definition 4.2. Let α(n) ∈ H. If there exists β(n+1) > α(n), β ∈ H, such that f(β) ≤ f(α),
then we set
V (α) = −〈∂β, α〉β.
If there does not exist such β, then we set
V (α) = 0.
We call V the discrete gradient vector field of f and write V = grad f .
We can regard grad f defined in Definition 4.2 as the collection of pairs {α(n) < β(n+1)}
of the hyperedges of H where
(grad f)α = −〈∂β, α〉β.
It can be verified that grad f is a discrete gradient vector field on H. The next example
shows that the discrete gradient vector fields of discrete Morse functions on hypergraphs
may not be proper.
Example 4.1. Consider the hypergraph H and the discrete Morse function f given in
Example 3.1. Let V be the discrete gradient vector field of f . Then
V ({v0}) = {v0, v1},
V ({v0, v1}) = −{v0, v1, v2}.
Hence V ◦ V ({v0}) = −{v0, v1, v2} 6= 0.
By a similar argument with [5, Theorem 6.3] (1), we can prove that ifH satisfies condition
(C) (cf. Example 3.2), then grad f is a proper discrete gradient vector field. Moreover,
if H is a simplicial complex, then it is proved in [6, Theorem 3.5] that for any proper
discrete gradient vector field V defined in Definition 4.1, there exist discrete Morse functions
f : H −→ R such that V = grad f .
5 Auxiliary Results
In this section, we prove some auxiliary results about discrete Morse functions and discrete
gradient vector fields on hypergraphs. The main result of this section is Proposition 5.10.
Lemma 5.1. Let H and H′ be two hyperedges such that H′ ⊆ H. Let f : H −→ R be a
discrete Morse function on H and let f ′ = f |H′ . Then
M(f,H) ∩H′ ⊆M(f ′,H′).
Proof. The lemma follows from a straight-forward verification by using Definition 3.2.
The next lemma follows from Lemma 5.1 immediately.
Lemma 5.2. Let f : ∆H −→ R be a discrete Morse function on ∆H. Let f : H −→ R and
f : δH −→ R be the discrete Morse functions induced from f . Then
M(f,∆H) ∩H ⊆ M(f,H), (5.1)
M(f,∆H) ∩ δH ⊆ M(f, δH),
M(f,H) ∩ δH ⊆ M(f, δH).
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Lemma 5.3. Let H and H′ be two hypergraphs such that H′ ⊆ H. Let V be a proper discrete
gradient vector field on H′. Then V is also a proper discrete gradient vector field on H.
Proof. Let V be a proper discrete gradient vector field on H′. We generalize the Hasse
diagram construction (cf. [6, Section 6]) of simplicial complexes and apply a similar argu-
ment to hypergraphs. We construct a digraph DH (resp. DH′) whose vertices are in 1-1
correspondence with the hyperedges of H (resp. H′). For any hyperedges α and β of H
(resp. of H′), we assign a directed edge in DH (resp. in DH′) from β to α, denoted as
β → α, iff. α(n) < β(n+1) for some n ≥ 0. For any directed edge β(n+1) → α(n) in DH′ , if
{α(n), β(n+1)} ∈ V , then we reverse the direction of β → α in DH′ and obtain a new directed
edge α → β. We obtain a new digraph DH′,V . Let the vertices of DH,V be the vertices of
DH. Let
E(DH,V ) = E(DH′,V ) ∪ (E(DH) \ E(DH′)), (5.2)
where E(−) denotes the set of directed edges of a digraph. We notice that for any directed
edge β → α in E(DH) \ E(DH′), at least one of α and β is not a vertex of DH′ . Hence
the union in (5.2) is a disjoint union. Since there is no nontrivial closed directed path in
E(DH′,V ), there is no nontrivial closed directed path in E(DH,V ) as well. By a similar
argument of [6, Theorem 6.2], it follows that V is a discrete gradient vector field on H.
Moreover, each hyperedge of H appears in at most one pair in V . Hence V is a proper
discrete gradient vector field on H.
The next lemma is a consequence of Lemma 5.3.
Lemma 5.4. Let V be a proper discrete gradient vector field on H. Then V extends to a
proper discrete gradient vector field V on ∆H such that V |H= V and V |∆H\H= 0.
The next lemma follows from Lemma 5.4.
Lemma 5.5. Suppose H is a hypergraph satisfying condition (C) (cf. Example 3.2). Let g
be a discrete Morse function on H. Then there exists a discrete Morse function f on ∆H
such that
(i). grad f = grad g where f = f |H;
(ii). (grad f) |∆H\H= 0.
Proof. Since H satisfies condition (C), by Example 3.2, grad g is a proper discrete gradient
vector field on H. By Lemma 5.4, grad g extends to a proper discrete gradient vector field
grad g on ∆H such that
grad g |H= grad g
and
grad g |∆H\H= 0.
By [6, Theorem 3.5], there exists a discrete Morse function f on ∆H such that grad g =
grad f . Hence
grad f = grad (f |H) = (grad f) |H= grad g |H= grad g,
and
grad f |∆H\H= grad g |∆H\H= 0.
The assertion is obtained.
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By Lemma 5.5, in order to study the discrete gradient vector fields of discrete Morse
functions on hypergraphs satisfying condition (C), it is sufficient to study the discrete gra-
dient vector fields of discrete Morse functions on associated simplicial complexes as well as
the restrictions of the discrete gradient vector fields to the hypergraphs.
Lemma 5.6. Let H and H′ be two hypergraphs such that H′ ⊆ H. Let f and f ′ be discrete
Morse functions on H and H′ respectively such that f ′ = f |H′ . Let V = grad f and
V ′ = grad f ′. Then
V ′ = pi(H,H′) ◦ V (5.3)
where pi(H,H′) is the canonical projection from R(H)∗ to R(H′)∗ sending an R-linear com-
bination of hyperedges
∑
i
xiσi +
∑
j
yjτj ,
where σi ∈ H′, τj ∈ H \ H′ and xi, yj ∈ R, to the R-linear combination of hyperedges
∑
i
xiσi.
Proof. Let α(n), β(n+1) ∈ H. Then
α, β ∈ H′ and V ′(α) = −〈∂β, α〉β ⇐⇒ α, β ∈ H′ and V (α) = −〈∂β, α〉β, (5.4)
α ∈ H′ and V ′(α) = 0 ⇐⇒ α ∈ H′ and V (α) = 0. (5.5)
By extending V linearly over R, we obtain (5.3) from (5.4) and (5.5).
By Corollary 3.3, we let f and f be discrete Morse functions on ∆H and δH respectively
such that f = f |δH. Let f = f |H be the discrete Morse function on H. We let
(i). V = grad f on H,
(ii). V = grad f on ∆H,
(iii). V = grad f on δH.
The next lemma follows from [5, Theorem 6.3] and Lemma 5.6.
Lemma 5.7. (i). V ◦ V = 0;
(ii). M(f,H) = {σ ∈ H | σ /∈ Im(V ) and V (σ) = 0};
(iii). #{γ(n−1) ∈ H | V (γ(n−1)) = α} ≤ 1 for any α(n) ∈ H;
(iv). The following diagram commutes
Cn(δH;R)
V

inclusion
// R(H)n
V

inclusion
// Cn(∆H;R)
V

Cn+1(δH;R) R(H)n+1
pi(H,δH)
oo Cn+1(∆H;R).
pi(∆H,H)
oo
Proof. The proofs of (i), (ii), (iii) are similar with the proofs of (1), (2), (3) of [5, Theorem 6.3]
respectively. The proof of (iv) follows from Lemma 5.6.
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The next lemma follows from Lemma 5.2 and Lemma 5.7.
Lemma 5.8. Let σ ∈ H. Then
σ ∈M(f,H) \ (M(f,∆H) ∩H) (5.6)
iff. one of the followings holds
(a). V (σ) = ±η for some η ∈ ∆H \H, and for any τ ∈ ∆H, V (τ) 6= ±σ;
(b). V (σ) = ±η for some η ∈ ∆H \H, and there exists τ ∈ ∆H \H such that V (τ) = ±σ;
(c). V (σ) = 0, and there exists τ ∈ ∆H \H such that V (τ) = ±σ.
Proof. Let σ ∈ H. By Lemma 5.2, the set complement in (5.6) is well-defined. By
Lemma 5.7 (ii),
σ ∈M(f,∆H) ∩H ⇐⇒ V (σ) = 0 and V (τ) 6= ±σ for any τ ∈ ∆H.
Hence
σ /∈M(f,∆H) ∩H
iff. either
V (σ) 6= 0 (5.7)
or
there exists τ ∈ ∆H such that V (τ) = ±σ. (5.8)
On the other hand, by Lemma 5.7 (ii),
σ ∈M(f,H)⇐⇒ V (σ) = 0 and V (τ) 6= ±σ for any τ ∈ H.
By Lemma 5.7 (iv),
V (σ) = 0 ⇐⇒ pi(∆H,H) ◦ V (σ) = 0
⇐⇒ V (σ) = 0 or V (σ) = ±η for some η ∈ ∆H \H; (5.9)
and for any τ ∈ H,
V (τ) 6= ±σ ⇐⇒ pi(∆H,H) ◦ V (τ) 6= ±σ
⇐⇒ V (τ) 6= ±σ. (5.10)
Therefore, (5.6) holds iff. both (5.9) and (5.10) hold, and at least one of (5.7) and (5.8)
holds; iff. one of the following cases is satisfied
Case 1. (5.9), (5.10), and (5.7) hold. Then by (5.9), V (σ) = ±η for some η ∈ ∆H \H.
By (5.10), we have the following subcases.
Subcase 1.1. For any τ ∈ ∆H, V (τ) 6= ±σ. Then we obtain (a).
Subcase 1.2. There exists τ ∈ ∆H \H such that V (τ) = ±σ. Then we obtain (b).
Case 2. both (5.9) and (5.10) hold, and (5.7) does not hold. Then (5.8) holds. By
(5.10), we have τ ∈ ∆H \H in (5.8). We obtain (c).
Summarizing the above cases, it follows that (5.6) holds iff. one of (a), (b) and (c) is
satisfied.
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The next lemma is a consequence of Lemma 5.8.
Lemma 5.9. Suppose V (α) = V (α) for α ∈ H and V (α) = 0 for α ∈ ∆H \H. Then
M(f,H) = M(f,∆H) ∩H.
We obtain the next proposition from Lemma 5.5 and Lemma 5.9.
Proposition 5.10. Suppose H satisfies condition (C) (cf. Example 3.2). Let g be a discrete
Morse function on H, f a discrete Morse function on ∆H given in Lemma 5.5, and f = f |H.
Then
M(g,H) = M(f,H) =M(f,∆H) ∩H.
Proof. By Lemma 5.5, V (α) = V (α) for α ∈ H and V (α) = 0 for α ∈ ∆H \ H, where
V = grad f = grad g. By Lemma 5.9, the assertion follows.
Remark 5.1. In Proposition 5.10, by substituting ∆H with a general simplicial complex K
such that H ⊆ K, we will obtain
M(g,H) = M(f,H) = M(fK,K) ∩H. (5.11)
The proof of (5.11) is similar with Proposition 5.10.
6 Discrete Gradient Flows
In this section, we study the discrete gradient flows on the associated simplicial complex
∆H. We use the discrete gradient flows to calculate the embedded homology H∗(H) in
Theorem 6.3.
By [5, Definition 6.2], the discrete gradient flow of ∆H is defined by
Φ = Id+ ∂V + V ∂,
which is an R-linear map
Φ : Cn(∆H;R) −→ Cn(∆H;R), n ≥ 0.
Let
CΦ∗ (∆H;R) =
{∑
i
niαi | Φ(
∑
i
niαi) =
∑
i
niαi, ni ∈ R,αi ∈ ∆H
}
be the sub-chain complex of C∗(∆H;R) consisting of all Φ-invariant chains (cf. [5, p. 119]).
By [5, Theorem 7.2], there exists a positive integer N large enough such that
Φ
N
= Φ
N+1
= Φ
N+2
= · · · (6.1)
We denote the stabilized map in (6.1) as Φ
∞
. By the proof of [5, Theorem 7.3], we have the
following chain homotopy
Φ
∞
: C∗(∆H;R) −→ C
Φ
∗ (∆H;R),
i : CΦ∗ (∆H;R) −→ C∗(∆H;R).
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Here i is the canonical inclusion. It is proved in [5, Theorem 7.3] that
Φ
∞
◦ i = Id (6.2)
and
i ◦ Φ
∞
= Id. (6.3)
Lemma 6.1. Let C′∗ be a sub-chain complex of C∗(∆H;R). Then we have two maps
Φ
∞
|C′
∗
: C′∗ −→ C
′
∗ ∩ C
Φ
∗ (∆H;R), (6.4)
i |C′
∗
∩CΦ
∗
(∆H;R) : C
′
∗ ∩ C
Φ
∗ (∆H;R) −→ C
′
∗, (6.5)
which satisfy
(Φ
∞
|C′
∗
) ◦ (i |C′
∗
∩CΦ
∗
(∆H;R)) = Id, (6.6)
(i |C′
∗
∩CΦ
∗
(∆H;R)) ◦ (Φ
∞
|C′
∗
) = Id (6.7)
and give a chain homotopy.
Proof. By (6.2) and (6.3), once the maps Φ
∞
|C′
∗
in (6.4) and i |C′
∗
∩CΦ
∗
(∆H;R) in (6.5) are
proved to be well-defined, then these two maps have to satisfy (6.6) and (6.7). We notice
that the map (6.5) is well-defined. Hence we only need to prove that (6.4) is well-defined.
Let α ∈ C′∗. Since
i ◦ Φ
∞
(α) = α,
we have
Φ
∞
(α) ∈ C′. (6.8)
On the other hand,
Φ
∞
(α) ∈ CΦ∗ (∆H;R). (6.9)
It follows from (6.8) and (6.9) that
Φ
∞
(α) ∈ C′∗ ∩C
Φ
∗ (∆H;R).
Hence the map Φ
∞
|C′
∗
in (6.4) is well-defined.
Lemma 6.2. For n ≥ 0,
Φ
∞
Infn(R(H)∗) ⊆ Infn(Φ
∞
R(H)∗), (6.10)
Φ
∞
Supn(R(H)∗) = Supn(Φ
∞
R(H)∗). (6.11)
Moreover, if
Supn−1(R(H)∗) ⊆ C
Φ
n−1(∆H;R), (6.12)
then the equality holds in (6.10).
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Proof. Firstly, we prove (6.10) and (6.11). Let α ∈ Infn(R(H)∗). Then
α ∈ R(H)n (6.13)
and
∂nα ∈ R(H)n−1. (6.14)
It follows from (6.13) that for any N ≥ 1,
Φ
N
α ∈ Φ
N
R(H)n. (6.15)
On the other hand, since Φ∂n = ∂nΦ (cf. [5, Theorem 6.4 (i)]), it follows from (6.14) that
∂nΦ
N
α = Φ
N
∂nα ∈ Φ
N
R(H)n−1. (6.16)
Therefore, it follows from (6.15) and (6.16) that
Φ
N
α ∈ (Φ
N
R(H)n) ∩ ∂
−1
n (Φ
N
R(H)n−1) = Infn(Φ
N
R(H)∗). (6.17)
From (6.1) and (6.17), we obtain
Φ
∞
α ∈ Infn(Φ
∞
R(H)∗).
Consequently, we obtain (6.10). The assertion (6.11) follows from a direct calculation
Φ
∞
Supn(R(H)∗) = Φ
∞
R(H)n +Φ
∞
∂n+1R(H)n+1
= Φ
∞
R(H)n + ∂n+1Φ
∞
R(H)n+1
= Supn(Φ
∞
R(H)∗).
Secondly, suppose (6.12) holds. We will prove the equality in (6.10). We notice that
(6.12) implies that the map
Φ
∞
|Sup
n−1(R(H)∗)
: Supn−1(R(H)∗) −→ Supn−1(R(H)∗) ∩ C
Φ
n−1(∆H;R)
is an isomorphism. In other words,
Supn−1(R(H)∗) ∩ (KerΦ
∞
) = {0}. (6.18)
Let α′ ∈ Infn(Φ
∞
R(H)∗). We have
α′ = Φ
∞
β (6.19)
for some β ∈ R(H)n, and
∂α′ = Φ
∞
γ (6.20)
for some γ ∈ R(H)n−1. Since Φ∂n = ∂nΦ, it follows from (6.19) that
∂α′ = ∂Φ
∞
β = Φ
∞
∂β. (6.21)
Combining (6.20) and (6.21), it follows that
Φ
∞
(∂β − γ) = 0. (6.22)
15
On the other hand, we notice that
∂β − γ ∈ Supn−1(R(H)∗). (6.23)
Hence by (6.18), (6.22) and (6.23),
∂β − γ = 0. (6.24)
It follows from (6.24) that
∂β = γ ∈ R(H)n−1,
which implies
β ∈ Infn(R(H)∗). (6.25)
Therefore, by (6.19) and (6.25), we have
α′ ∈ Φ
∞
Infn(R(H)∗).
The equality holds in (6.10).
Given a hypergraph H, we consider the following sub-chain complexes of C∗(∆H;R):
InfΦn (R(H)∗) = Infn(R(H)∗) ∩ C
Φ
∗ (∆H;R),
SupΦn (R(H)∗) = Supn(R(H)∗) ∩ C
Φ
∗ (∆H;R).
By the proof of Lemma 6.1,
InfΦn (R(H)∗) = Φ
∞
Infn(R(H)∗), (6.26)
SupΦn (R(H)∗) = Φ
∞
Supn(R(H)∗). (6.27)
With the helps of Lemma 6.1 and Lemma 6.2, we have the next theorem.
Theorem 6.3. Let H be a hypergraph and n ≥ 0. Then the embedded homology of H
satisfies the following isomorphisms of homology groups
Hn(H;R) ∼= Hn(Inf
Φ
∗ (R(H)∗))
∼= Hn(Sup
Φ
∗ (R(H)∗))
∼= Hn(Sup∗(Φ
∞
R(H)∗)).
Moreover, if (6.12) is satisfied, then
Hn(H;R) ∼= Hn(Inf∗(Φ
∞
R(H)∗)).
Proof. By Lemma 6.1, there is a chain homotopy between Inf∗(R(H)∗) and Inf
Φ
∗ (R(H)∗).
Hence
H∗(Inf∗(R(H)∗)) ∼= H∗(Inf
Φ
∗ (R(H)∗)). (6.28)
Also by Lemma 6.1, there is a chain homotopy between Sup∗(R(H)∗) and Sup
Φ
∗ (R(H)∗).
Hence
H∗(Sup∗(R(H)∗)) ∼= H∗(Sup
Φ
∗ (R(H)∗)). (6.29)
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By (6.28) and (6.29), we have
Hn(H;R) ∼= Hn(Inf
Φ
∗ (R(H)∗)) ∼= Hn(Sup
Φ
∗ (R(H)∗)). (6.30)
On the other hand, by (6.11) and (6.27), we have
SupΦ∗ (R(H)∗) = Sup∗(Φ
∞
R(H)∗). (6.31)
Hence by (6.30) and (6.31), we have
Hn(H;R) ∼= Hn(Sup∗(Φ
∞
R(H)∗)).
The first assertion follows.
In addition, suppose (6.12) is satisfied. Then by Lemma 6.2, we have
Φ
∞
Infn(R(H)∗) = Infn(Φ
∞
R(H)∗). (6.32)
By (6.26), (6.30) and (6.32), the second assertion follows.
7 Critical Simplices and Critical Hyperedges
In this section, we use critical simplices of ∆H and critical hyperedges of H to calculate the
embedded homology. we prove Theorem 1.1 and Theorem 1.2 for the special case that the
simplicial complex K is ∆H, in Theorem 7.3 and Corollary 7.6 respectively.
By [5, Theorem 8.2], there is an isomorphism of graded R-modules
Φ
∞
|R(M(f,∆H))∗ : R(M(f,∆H))∗ −→ C
Φ
∗ (∆H;R). (7.1)
The next lemma follows.
Lemma 7.1. Let D∗ be a graded sub-R-module of C∗(∆H;R). Then we have an isomor-
phism of graded R-modules
Φ
∞
|R(M(f,∆H))n∩Dn : R(M(f,∆H))n ∩Dn −→ Φ
∞
Dn, n ≥ 0.
Proof. By a direct calculation, it follows from (7.1) that
Φ
∞
(R(M(f,∆H))n ∩Dn) = Φ
∞
(R(M(f,∆H))n) ∩ Φ
∞
Dn
= CΦ∗ (∆H;R) ∩ Φ
∞
Dn
= Φ
∞
Dn.
The lemma is proved.
The next lemma follows from Lemma 7.1.
Lemma 7.2. We have the following isomorphisms of graded R-modules:
(i). R(M(f,∆H))n ∩ Infn(R(H)∗)
Φ
∞
−→ Φ
∞
Infn(R(H)∗), n ≥ 0;
(ii). R(M(f,∆H))n ∩ Supn(R(H)∗)
Φ
∞
−→ Φ
∞
Supn(R(H)∗), n ≥ 0.
Proof. By substituting Dn in Lemma 7.1 with Infn(R(H)∗) and Supn(R(H)∗) respectively,
we obtain (i) and (ii).
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For each n ≥ 0, we consider the natural projection
piM : Cn(∆H;R) −→ R(M(f,∆H))n
sending each critical simplex to itself and sending each non-critical simplex to zero. Re-
stricting piM to C
Φ
∗ (∆H;R), we have an isomorphism of graded R-modules
piM |CΦ
∗
(∆H;R): C
Φ
∗ (∆H;R) −→ R(M(f,∆H))∗. (7.2)
By [7, Theorem 2.2],
piM |CΦ
∗
(∆H;R)= (Φ
∞
|R(M(f,∆H))∗)
−1.
The next theorem follows from Theorem 6.3 and Lemma 7.2 (i), (ii).
Theorem 7.3. Let H be a hypergraph and n ≥ 0. Then the embedded homology of H
satisfies the following isomorphisms of homology groups
Hn(H;R) ∼= Hn({R(M(f,∆H))k ∩ Infk(R(H)∗), ∂˜k}k≥0)
∼= Hn({R(M(f,∆H))k ∩ Supk(R(H)∗), ∂˜k}k≥0).
Here
∂˜k = (piM |CΦ
∗
(∆H;R)) ◦ ∂k ◦ (Φ
∞
|R(M(f,∆H))∗) (7.3)
is the boundary map from R(M(f,∆H))k to R(M(f,∆H))k−1. The explicit formula of ∂˜k
is given in [5, Theorem 8.10].
The next corollary follows from Lemma 5.2 and Theorem 7.3.
Corollary 7.4. Let H be a hypergraph and n ≥ 0. Suppose there are discrete Morse func-
tions f on ∆H and f = f |H on H such that the equality of (5.1) holds. Then
Hn(H;R) ∼= Hn({R(M(f,H))k ∩ ∂
−1
k (R(H)k−1), ∂˜k}k≥0). (7.4)
Proof. Suppose the equality of (5.1) holds. Then for each k ≥ 0,
R(M(f,∆H))k ∩R(H)k = R(M(f,H))k. (7.5)
Since Infk(R(H)∗) ⊆ R(H)k and R(M(f,H))k ⊆ R(H)k, it follows from (7.5) that
R(M(f,∆H))k ∩ Infk(R(H)∗)
= R(M(f,H))k ∩ Infk(R(H)∗)
= R(M(f,H))k ∩ ∂
−1
k (R(H)k−1).
Hence by Theorem 7.3, we obtain (7.4).
The next corollary follows from Lemma 5.9 and Corollary 7.4.
Corollary 7.5. Let H be a hypergraph and n ≥ 0. If (grad f)(α) = (grad f)(α) for α ∈ H
and (grad f)(α) = 0 for α ∈ ∆H \H, then (7.4) holds.
The next corollary follows from Proposition 5.10 and Corollary 7.4.
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Corollary 7.6. Let H be a hypergraph satisfying condition (C) (cf. Example 3.2). Let g be
a discrete Morse function on H. Then
Hn(H;R) ∼= Hn({R(M(g,H))k ∩ ∂
−1
k (R(H)k−1), ∂˜k}k≥0). (7.6)
Theorem 7.3 can be used to calculate the embedded homology of hypergraphs. The
following is a concrete example.
Example 7.1. Let H = {{v0}, {v1}, {v2}, {v3}, {v0, v1}, {v0, v3}, {v1, v3}, {v0, v1, v2}}. Then
∆H is the simplicial complex obtained by adding the 1-simplices
{v0, v2}, {v1, v2}
to H. Let f be a discrete Morse function on ∆H given by
f({v0}) = 1,
f({v1}) = f({v2}) = f({v3}) = 0,
f({v0, v1}) = f({v1, v2}) = f({v1, v3}) = 1,
f({v0, v2}) = f({v0, v3}) = 2,
f({v0, v1, v2}) = 2.
Then
M(f,∆H) = {{v1}, {v2}, {v3}, {v0, v3}, {v1, v2}, {v1, v3}},
and
R(M(f,∆H))0 ∩ Inf0(R(H)∗) = R({v1}, {v2}, {v3}),
R(M(f,∆H))1 ∩ Inf1(R(H)∗) = R({v0, v3}, {v1, v3}),
R(M(f,∆H))2 ∩ Inf2(R(H)∗) = 0.
Let V = grad f be the discrete gradient vector field on ∆H. Then
V ({v0}) = {v0, v1},
V ({v0, v2}) = {v0, v1, v2},
V (σ) = 0 for any σ ∈ ∆H \ {{v0}, {v0, v2}}.
Let Φ = Id+ ∂V + V ∂ be the discrete gradient flow on ∆H. Then
Φ({v0}) = {v1}, Φ({v1}) = {v1},
Φ({v2}) = {v2}, Φ({v3}) = {v3},
Φ({v1, v2}) = {v1, v2}, Φ({v1, v3}) = {v1, v3},
Φ({v2, v3}) = {v2, v3}, Φ({v0, v1}) = 0,
Φ({v0, v2}) = {v1, v2}, Φ({v0, v3}) = {v0, v3} − {v0, v1},
Φ({v0, v1, v2}) = 0.
By a direct calculation Φ
∞
= Φ. Hence (7.1) is given by
Φ
∞
|R(M(f,∆H)): R({v1}, {v2}, {v3}, {v0, v3}, {v1, v2}, {v1, v3}) −→
R({v1}, {v2}, {v3}, {v0, v3} − {v0, v1}, {v1, v2}, {v1, v3})
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sending {v0, v3} to {v0, v3} − {v0, v1} and sending the other generators {v1}, {v2}, {v3},
{v1, v2}, {v1, v3} to themselves. And piM |CΦ
∗
(∆H;R) in (7.2) sends {v0, v3} − {v0, v1} to
{v0, v3} and sends the other generators to themselves. Hence by (7.3),
∂˜1{v0, v3} = ∂˜1({v1, v3}) = v3 − v1.
Therefore, by Theorem 7.3,
H0(H;R) = R
⊕2, H1(H;R) = R, H2(H;R) = 0.
v0
v1 v2
v3
H:
v0
v1 v2
v3
∆H and V :
Figure 2: Example 7.1.
8 Proofs of Theorem 1.1 and Theorem 1.2
Theorem 1.1 is a slight generalization of Theorem 7.3. The proof of Theorem 1.1 is an
analogue of the proof of Theorem 7.3.
Proof of Theorem 1.1. Let K be a simplicial complex such that H ⊆ K. Let fK be a discrete
Morse function on K. By substituting ∆H with K, ∂∗ with ∂
K
∗ , ∂˜∗ with ∂˜
K
∗ , and f with fK
through the related argument from Section 3 to Section 7, Theorem 1.1 follows analogously
with Theorem 7.3.
Theorem 1.2 is a slight generalization of Corollary 7.6. Similar with Corollary 7.6,
Theorem 1.2 can be derived from Theorem 1.1 and Proposition 5.10 (Remark 5.1).
Proof of Theorem 1.2. LetH be a hypergraph satisfying condition (C). Let K be a simplicial
complex such that H ⊆ K. Let g be a discrete Morse function on H. By Lemma 5.5, there
exists a discrete Morse function f on ∆H such that both (i) and (ii) in Lemma 5.5 are
satisfied. By [4, Subsection 3.1], ∆H is a simplicial sub-complex of K. By [5, Lemma 4.2],
the discrete Morse function f on ∆H can be extended to be a discrete Morse function fK
on K such that grad (fK) is grad f on ∆H and grad (fK) is vanishing on K \∆H. With
the help of Lemma 5.5 (i) and (ii), we have that grad (fK) is grad g on H and grad (fK) is
vanishing on K\H. Therefore, each critical simplex of fK on K must be a critical hyperedge
of g on H. Similar with Corollary 7.6, (1.3) follows from Theorem 1.1 and Proposition 5.10
(Remark 5.1).
We observe that ∂K∗ |∆H, the boundary map of ∆H, does not depend on the choice of K
as well as the choice of fK. Hence for each k ≥ 0,
R(M(g,H))k ∩ (∂
K
k )
−1(R(H)k−1) (8.1)
does not depend on the choice of K as well as fK.
We also observe that (grad fK) |∆H is determined by grad g, and does not depend on
the choice of K as well as fK. Hence by letting Φ(K) be the discrete gradient flow of fK on
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K, we have that Φ(K) |∆H is determined by grad g, and does not depend on the choice of
K as well as fK. Moreover, by [7, Theorem 2.2], we have
∂˜Kk = (piM |CΦ(K)∗ (K;R)
) ◦ ∂Kk ◦ (Φ(K)
∞ |R(M(f
K
,K))∗
)
and
piM |CΦ(K)∗ (K;R)
= (Φ(K)∞ |R(M(fK,K))∗)
−1.
It follows that restricted to (8.1), ∂˜Kk does not depend on the choice of K as well as fK.
Therefore, the chain complex (1.4) does not depend on the choice of K as well as fK.
9 Morse Inequalities
In this section, we give some Morse inequalities for hypergraphs in Theorem 9.1 and Theo-
rem 9.2.
Firstly, we consider a chain complex
0 −→ Cn
∂n−→ Cn−1
∂n−1
−→ · · ·
∂2−→ C1
∂1−→ C0 −→ 0 (9.1)
where for each 0 ≤ i ≤ n, Ci is a finite dimensional vector space over a field F. We use ci to
denote the dimension of Ci. Then
ci = dimKer∂i + dim Im∂i. (9.2)
Let
Hi(C∗) = Ker∂i/Im∂i+1.
The i-th Betti number is
bi = dimHi(C∗)
= dimKer∂i − dim Im∂i+1. (9.3)
By a direct calculation of (9.2) and (9.3), we have the following statements.
(i). (The Weak Morse Inequalities). For every N ≥ 0,
cN ≥ bN ; (9.4)
(ii). (The Strong Morse Inequalities). For every N ≥ 0,
cN − cN−1 + cN−2 − · · ·+ (−1)
Nc0 ≥ bN − bN−1 + bN−2 − · · ·+ (−1)
Nb0; (9.5)
moreover,
c0 − c1 + c2 − c3 + · · ·+ (−1)
ncn = b0 − b1 + b2 − b3 + · · ·+ (−1)
nbn. (9.6)
Secondly, let H be a hypergraph and let F be a field. For each n ≥ 0, let
bn = dimHn(H;F),
rn = Rank(F(M(f,∆H)) ∩ Infn(F(H)∗)),
Rn = Rank(F(M(f,∆H)) ∩ Supn(F(H)∗)).
The next theorem follows from Theorem 6.3, Lemma 7.2 and (9.4) - (9.6).
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Theorem 9.1. For any N ≥ 0,
RN ≥ rN ≥ bN , (9.7)
min
{∑N
n=0(−1)
nrN−n,
∑N
n=0(−1)
nRN−n
}
≥
∑N
n=0(−1)
nbN−n, (9.8)∑
n≥0(−1)
nbn =
∑
n≥0(−1)
nrn =
∑
n≥0(−1)
nRn. (9.9)
Proof. By Lemma 7.2,
rn = Rank(Φ
∞
Infn(F(H)∗)),
Rn = Rank(Φ
∞
Supn(F(H)∗)).
We notice Rn ≥ rn. By Theorem 6.3 and (9.4), we obtain (9.7). By Theorem 6.3 and (9.5),
we obtain (9.8). By Theorem 6.3 and (9.6), we obtain (9.9).
Finally, let K be a general simplicial complex such that H ⊆ K. Let
rKn = Rank(F(M(f,K)) ∩ Infn(F(H)∗)),
RKn = Rank(F(M(f,K)) ∩ Supn(F(H)∗)).
The next theorem can be proved analogously with Theorem 9.1.
Theorem 9.2. For any N ≥ 0 and any simplicial complex K such that H ⊆ K,
RKN ≥ r
K
N ≥ bN ,
min
{∑N
n=0(−1)
nrKN−n,
∑N
n=0(−1)
nRKN−n
}
≥
∑N
n=0(−1)
nbN−n,
∑
n≥0(−1)
nbn =
∑
n≥0(−1)
nrKn =
∑
n≥0(−1)
nRKn . (9.10)
We observe that for each n ≥ 0, both rKn and R
K
n depend on the choice of K. However,
by (9.10) we see that both of the alternating sums
∑
n≥0(−1)
nrKn and
∑
n≥0(−1)
nRKn do
not depend on the choice of K.
10 Collapses and Embedded Homology
In this section, we define the collapses of hypergraphs as a generalization of collapses of
simplicial complexes. We prove in Theorem 10.3 that the collapses preserve the embedded
homology.
Let H be a hypergraph. Let σ(n) < τ (n+1) be hyperedges of H, n ≥ 0, such that
(1). σ is not a proper subset of any other hyperedges of H;
(2). each proper subset η of τ is a hyperedge of H.
Let
H′ = H \ {σ, τ}. (10.1)
We say H collapses onto H′ and call the operation (10.1) a single elementary collapse. We
notice that (1) implies that τ is a maximal hyperedge of H.
More generally, for two hypergraphs H and H′, we say H collapses onto H′ and write
H ց H′, if H can be transformed into H′ by a finite sequence of single elementary collapses.
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Example 10.1. Let K be a simplicial complex. Let H be a hypergraph. Suppose
V (K) ∩ V (H) = {v0, v1, . . . , vn}.
Then the hypergraph K ∪H has its vertex-set V (K) ∪ V (H) and its hyperedge-set K ∪H. If
σ(n) < τ (n+1) are simplices of K such that
(i). σ < τ give an elementary collapse of K;
(ii). for any 0 ≤ i ≤ n, vi /∈ σ,
then σ < τ also give an elementary collapse of K ∪H.
We prove some lemmas.
Lemma 10.1. Let H and H′ be two hypergraphs. Then H ց H′ by a sequence of single
elementary collapses iff. both of the followings hold
(i). both δH ց δH′ and ∆H ց ∆H′ by the same sequence of single elementary collapses;
(ii). H \H′ = ∆H \∆H′ = δH \ δH′.
Proof. (=⇒). Suppose H ց H′. With out loss of generality, we can assume that H ց H′
by a single elementary collapse (10.1). Then there exist hyperedges σ(n) < τ (n+1) of H such
that both (1) and (2) are satisfied. By (2), we have τ ∈ δH. We observe that by removing σ
and τ , we have a single elementary collapse from ∆H onto ∆H′, and also a single elementary
collapse from δH onto δH′. We obtain (i) and (ii).
(⇐=). Suppose by a sequence of single elementary collapses, both δH ց δH′ and
∆H ց ∆H′. With out loss of generality, we assume that the sequence is a single elementary
collapse, i.e.
∆H ց ∆H′ by removing certain σ(n) and τ (n+1), (10.2)
and
δH ց δH′ by removing σ and τ (10.3)
as well. Suppose H \ H′ = ∆H \ ∆H′ = δH \ δH′. Then we have (10.1). By (10.2), σ is
not a proper subset of any other simplices of ∆H, hence σ is not a proper subset of any
other hyperedges of H. By (10.3), each proper subset η of τ is a simplex of δH, hence each
η is a hyperedge of H. Thus both (1) and (2) are satisfied for σ, τ ∈ H. Hence H ց H′ by
removing σ and τ .
Lemma 10.2. Suppose H ց H′. Let f : ∆H′ −→ R be a discrete Morse function on ∆H′.
Then f can be extended to be a discrete Morse function g on ∆H such that there is no
critical simplices of g in ∆H \∆H′.
Proof. By Lemma 10.1, we have ∆H ց ∆H′. Letting the simplicial complexes in [5,
Lemma 4.3] be ∆H and ∆H′, we obtain the lemma.
The next theorem follows from the above Lemma 10.1, Lemma 10.2 and Theorem 7.3.
Theorem 10.3. Let H and H′ be two hypergraphs. If H ց H′, then H∗(H) ∼= H∗(H
′),
H∗(∆H) ∼= H∗(∆H′), and H∗(δH) ∼= H∗(δH′).
23
Proof. Without loss of generality, suppose H ց H′ by a single elementary collapse. Then we
have (10.1) where σ(n) < τ (n+1) are hyperedges of H satisfying both (1) and (2). Moreover,
∆H ց ∆H′ by a single elementary collapse, i.e.
∆H′ = ∆H \ {σ, τ}
where σ(n) < τ (n+1) are simplices of ∆H satisfying (i). σ is not a proper subset of any other
simplices of ∆H; (ii). each proper subset η of τ is a simplex of ∆H.
By Corollary 3.3 and Lemma 10.2, there exist discrete Morse functions g on ∆H and f
on ∆H′ such that f = g |∆H′ and there is no critical simplices in ∆H \∆H
′. Hence
M(g,∆H) = M(f,∆H′). (10.4)
On the other hand, for each i ≥ 0,
Supi(R(H)∗) = R(H)i + ∂i+1R(H)i+1
= R(H′)i +R(σ, τ)i + ∂i+1R(H
′)i+1 + ∂i+1(R(σ, τ)i+1)
= Supi(R(H
′)∗) +R(σ, τ)i + ∂i+1(R(σ, τ)i+1). (10.5)
Here in (10.5), we use the notation
R(σ, τ)∗ =


R(σ), if ∗ = n,
R(τ), if ∗ = n+ 1,
0, if ∗ 6= n, n+ 1.
We notice that
R(σ, τ) ∩R(M(f,∆H′)) = 0, (10.6)
R(∂n+1τ) ∩R(M(f,∆H′)) = 0. (10.7)
Moreover, since each proper subset η of σ is also a proper subset of τ , it follows from (2) that
each η is a hyperedge of H as well as of H′. By taking η as the faces of σ of co-dimension
1, we obtain
R(∂nσ) = R(
∑n
i=0(−1)
idiσ) ⊆ R(H′)n−1 ⊆ Supn−1(R(H
′)∗). (10.8)
Here in (10.8), di are the face maps deleting the i-th vertex of σ, i = 0, 1, . . . , n. It follows
from (10.4) - (10.8) that
R(M(g,∆H)) ∩ Supi(R(H)∗)
= R(M(f,∆H′)) ∩ (Supi(R(H
′)∗) +R(σ, τ)i + ∂i+1(R(σ, τ)i+1))
= R(M(f,∆H′)) ∩ Supi(R(H
′)∗).
Hence by Theorem 7.3, we have H∗(H) ∼= H∗(H′).
Moreover, it follows from Lemma 10.1 and [5] that H∗(∆H) ∼= H∗(∆H′) and H∗(δH) ∼=
H∗(δH
′).
11 Level Hypergraphs
In this section, we define level hypergraphs and give a collapse result in Corollary 11.1.
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Let H be a hypergraph. Let f be a discrete Morse function on H. For each c ∈ R, we
define the level hypergraph as the sub-hypergraph
H[c] =
⋃
σ∈H s.t.
f(σ)≤c
σ (11.1)
of H. The associated simplicial complex of H[c] is
∆(H[c]) =
⋃
σ∈H s.t.
f(σ)≤c
⋃
τ∈∆σ
τ
=
⋃
σ is a maximal hyperedge
of H s.t.f(σ)≤c
⋃
τ∈∆σ
τ ; (11.2)
and the lower-associated simplicial complex of H(c) is
δ(H[c]) =
⋃
σ∈δH s.t. for any
τ∈∆σ,f(τ)≤c
⋃
τ∈∆σ
τ. (11.3)
Here ∆σ is defined in (2.1). Particularly, for a simplicial complex K, we point out that our
level hypergraph K[c] may not be a simplicial complex, and is different from K(c) defined
in [5, Definition 3.1]. In fact, K(c) is the associated simplicial complex of K[c].
Suppose f : ∆H −→ R is a discrete Morse function on ∆H, and the discrete Morse
functions f : H −→ R and f : δH −→ R are given by f = f |H and f = f |δH respectively.
Letting the CW -complex M in [5, Definition 3.1] be ∆H, we have
(∆H)(c) =
⋃
σ∈∆H s.t.
f(σ)≤c
⋃
τ∈∆σ
τ
=
⋃
σ is a maximal simplex
of ∆H s.t.f(σ)≤c
⋃
τ∈∆σ
τ. (11.4)
We notice that for any σ ∈ ∆H, σ is a maximal hyperedge of H iff. σ is a maximal simplex
of ∆H. Hence (11.2) and (11.4) give the same simplicial complex
∆(H[c]) = (∆H)(c) := ∆H[c]. (11.5)
Letting the CW -complex M in [5, Definition 3.1] be δH, we have
(δH)(c) =
⋃
σ∈δH s.t.
f(σ)≤c
⋃
τ∈∆σ
τ. (11.6)
By (11.3) and (11.6), we have
δ(H[c]) ⊆ (δH)(c). (11.7)
In particular, if all the simplices in δH are critical with respect to f , then the equality in
(11.7) holds.
The next corollary is a consequence of Lemma 10.1 and [5, Theorem 3.3].
Corollary 11.1. If a < b are real numbers such that
(i). [a, b] contains no critical values of f : ∆H −→ R;
25
(ii). H[b] \ H[a] = ∆H[b] \∆H[a] = δ(H[b]) \ δ(H[a]),
then H[b]ց H[a].
Proof. By (i) and [5, Theorem 3.3], ∆H[b] ց ∆H[a] by a sequence of single elementary
collapses. We notice that δ(H[b]) (resp. δ(H[a])) is a simplicial subcomplex of ∆H[b] (resp.
∆H[a]). Hence by (ii), δ(H[b]) ց δ(H[a]) by the same sequence of single elementary col-
lapses. Therefore, by Lemma 10.1, H[b]ց H[a].
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