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Preface
Ergonomics is the scientific discipline that studies the interactions between
human beings and the elements of a system and presents multiple applica-
tions in areas such as clothing and footwear design or both working and
household environments. In each of these sectors, knowing the anthropo-
metric dimensions of the current target population is fundamental to ensure
that products suit as well as possible most of the users who make up the
population. Anthropometry refers to the study of the measurements and
dimensions of the human body and it is considered a very important branch
of Ergonomics because its considerable influence on the ergonomic design of
products [162].
Human body measurements have usually been taken using rules, calipers
or measuring tapes. These procedures are simple and cheap to carry out.
However, they have one major drawback: the body measurements obtained
and consequently, the human shape information, is imprecise and inaccu-
rate. Furthermore, they always require interaction with real subjects, which
increases the measure time and data collecting. The development of new
three-dimensional (3D) scanning techniques has represented a huge step for-
ward in the way of obtaining anthropometric data. This technology allows
3D images of human shape to be captured and at the same time, generates
highly detailed and reproducible anthropometric measurements.
The great potential of these new scanning systems for the digitalization
of human body has contributed to promoting new anthropometric studies in
several countries, such as United Kingdom, Australia, Germany, France or
USA, in order to acquire accurate anthropometric data of their current popu-
lation. In this context, in 2006 the Spanish Ministry of Health commissioned
a 3D anthropometric survey of the Spanish female population, following the
agreement signed by the Ministry itself with the Spanish associations and
companies of manufacturing, distribution, fashion design and knitted sec-
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tors. A sample of 10415 Spanish females from 12 to 70 years old, randomly
selected from the official Postcode Address File, was measured. The two main
objectives of this study, which was conducted by the Biomechanics Institute
of Valencia, were the following: on the one hand, to characterize the shape
and body dimensions of the current Spanish women population to develop a
standard sizing system that could be used by all clothing designers. On the
other hand, to promote a healthy image of beauty through the representa-
tion of suited mannequins [3]. In order to tackle both objectives, Statistics
plays an essential role. Thus, the statistical methodologies presented in this
PhD work have been applied to the database obtained from the Spanish
anthropometric study.
Clothing sizing systems classify the population into homogeneous groups
(size groups) based on some key anthropometric dimensions. All members
of the same group are similar in body shape and size, so they can wear the
same garment. In addition, members of different groups are very different
with respect to their body dimensions. An efficient and optimal sizing system
aims at accommodating as large a percentage of the population as possible, in
the optimum number of size groups that better describes the shape variability
of the population. Besides, the garment fit for the accommodated individuals
must be as good as possible. A very valuable reference related to sizing
systems is the book Sizing in clothing: Developing effective sizing systems for
ready-to-wear clothing, by Susan Ashdown [7]. Each clothing size is defined
from a person whose body measurements are located toward the central value
for each of the dimensions considered in the analysis. The central person,
which is considered as the size representative (the size prototype), becomes
the basic pattern from which the clothing line in the same size is designed.
Clustering is the statistical tool that divides a set of individuals in groups
(clusters), in such a way that subjects of the same cluster are more similar to
each other than to those in other groups [115]. In addition, clustering defines
each group by means of a representative individual. Therefore, it arises in
a natural way the idea of using clustering to try to define an efficient sizing
system. Specifically, four of the methodologies presented in this PhD thesis
aimed at segmenting the population into optimal sizes, use different clustering
methods. The first one, called trimowa, has been published in Expert Systems
with Applications [102]. It is based on using an especially defined distance to
examine differences between women regarding their body measurements. The
second and third ones (called biclustAnthropom and TDDclust, respectively)
will soon be submitted in the same paper [214]. BiclustAnthropom adapts
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to the field of Anthropometry a clustering method addressed in the specific
case of gene expression data [140]. Moreover, TDDclust uses the concept
of statistical depth [132] for grouping according to the most central (deep)
observation in each size. As mentioned, current sizing systems are based
on using an appropriate set of anthropometric dimensions, so clustering is
carried out in the Euclidean space. In the three previous proposals, we have
always worked in this way. Instead, in the fourth and last approach, called
kmeansProcrustes, a clustering procedure is proposed for grouping taking
into account the women shape, which is represented by a set of anatomical
markers (landmarks). For this purpose, the statistical shape analysis [47]
will be fundamental. This contribution has been submitted for publication
[216].
A sizing system is intended to cover the so-called “standard” popula-
tion, discarding the individuals with extreme sizes (both large and small).
In mathematical language, these individuals can be considered outliers. An
outlier is an observation point that is distant from other observations. In our
case, a person with extreme anthopometric measurements would be conside-
red as a statistical outlier. Clothing companies usually design garments for
the standard sizes so that their market share is “optimal”. Nevertheless,
with their foreign expansion, a lot of brands are spreading their collection
and they already have a special sizes section. In last years, Internet shopping
has been an alternative for consumers with extreme sizes looking for clothes
that follow trends. The custom-made fabrication is other possibility with
the advantage of making garments according to the customers’ preferences.
The four aforementioned methodologies (trimowa, biclustAnthropom, TDD-
clust and kmeansProcrustes) have been adapted to only accommodate the
“standard” population.
Once a particular garment has been designed, the assessing and analysis
of fit is performed using one or more fit models. The fit model represents
the body dimensions selected by each company to define the proportional
relationships needed to achieve the fit the company has determined. The
definition of an efficient sizing system relies heavily on the accuracy and
representativeness of the fit models regarding the population to which it is
addressed. In this PhD work, a statistical approach is proposed to identify
representative fit models. It is based on another clustering method originally
developed for grouping gene expression data. This method, called hipamAn-
thropom, has been published in Decision Support Systems [215]. From well-
defined fit models and prototypes, representative and accurate mannequins
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of the population can be made.
Unlike clothing design, where representative cases correspond with central
individuals, in the design of working and household environments, the varia-
bility of human shape is described by extreme individuals, which are those
that have the largest or smallest values (or extreme combinations) in the
dimensions involved in the study. This is often referred to as the accommo-
dation problem. A very interesting reference in this area is the book entitled
Guidelines for Using Anthropometric Data in Product Design, published by
The Human Factors and Ergonomics Society [93]. The idea behind this way
of proceeding is that if a product fits extreme observations, it will also fit
the others (less extreme). To that end, in this PhD thesis we propose two
methodological contributions based on the statistical archetypal analysis.
An archetype in Statistics is an extreme individual that is obtained as a
convex combination of other subjects of the sample [37]. The first of these
methodologies has been published in Computers & Industrial Engineering
[54], whereas the second one has been submitted for publication [213].
The outline of this PhD report is as follows:
Chapter 1 reviews the state of the art of Ergonomics and Anthropometry
and introduces the anthropometric survey of the Spanish female population.
Chapter 2 presents the trimowa, biclustAnthropom and hipamAnthropom
methodologies.
In Chapter 3 the kmeansProcrustes proposal is detailed.
The TDDclust methodology is explained in Chapter 4.
Chapter 5 presents the two methodologies related to the archetypal analy-
sis.
Since all these contributions have been programmed in the statistical
software R [165], Chapter 6 presents the Anthropometry R package [212],
that brings together all the algorithms associated with each approach.
In this way, from Chapter 2 to Chapter 6 all the methodologies and results
included in this PhD thesis are presented.
At last, Chapter 7 provides the most important conclusions.
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Objetivos
La Ergonomı´a es la disciplina que estudia las interacciones entre los seres
humanos y los elementos de un sistema y presenta numerosas aplicaciones en
a´mbitos como el disen˜o de indumentaria y calzado o entornos tanto laborales
como relacionado con el hogar. En cada uno de estos sectores, el conocimiento
de las dimensiones antropome´tricas de la poblacio´n objetivo actual es funda-
mental para que los productos que van a ser desarrollados se adapten lo mejor
posible a la mayor parte de los usuarios que componen dicha poblacio´n. La
Antropometr´ıa se refiere al estudio de las medidas y dimensiones del cuerpo
humano y esta´ considerada como una rama muy importante de la Ergonomı´a
por su considerable influencia en el disen˜o ergono´mico del producto [162].
Las medidas corporales de las personas han sido habitualmente tomadas
utilizando reglas, calibradores o cintas me´tricas. Estos procedimientos son
sencillos y baratos de utilizar. Sin embargo, presentan una gran desventaja:
cada medida antropome´trica extra´ıda y, en consecuencia la informacio´n rela-
cionada con la forma de las personas, es imprecisa e inexacta. Adema´s,
requieren siempre la interaccio´n con sujetos reales, lo que incrementa el
tiempo de toma de medidas y de recogida de datos. El desarrollo de nuevas
te´cnicas de escaneado tridimensional (3D) ha supuesto un gran paso adelante
en la manera de obtener datos antropome´tricos. Esta tecnolog´ıa permite cap-
turar las ima´genes 3D de las formas de las personas que son escaneadas y al
mismo tiempo genera con una gran precisio´n sus medidas antropome´tricas,
que adema´s son reproducibles.
El gran potencial de estos nuevos sistemas de escaneado para la digi-
talizacio´n del cuerpo humano ha contribuido a llevar a cabo nuevos estudios
antropome´tricos en diferentes pa´ıses, como por ejemplo, EEUU, Alemania, el
Reino Unido, Francia o Australia, con el fin de obtener datos antropome´tricos
vii
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precisos de sus actuales poblaciones. En este contexto, el Ministerio de
Sanidad y Consumo del Gobierno de Espan˜a promovio´ en 2006 el Estudio
Antropome´trico de la Poblacio´n Femenina en Espan˜a, tras el acuerdo suscrito
por el propio Ministerio con las asociaciones y empresas de los sectores de
confeccio´n, distribucio´n, disen˜o de moda y ge´nero de punto en Espan˜a. En
total, se recogieron las medidas corporales de 10.415 mujeres espan˜olas, con
un rango de edad comprendido entre los 12 y 70 an˜os.
Los dos objetivos principales de este Estudio Antropome´trico, el cual fue
realizado por el Instituto de Biomeca´nica de Valencia, eran los siguientes: por
un lado, caracterizar la forma y dimensiones del cuerpo de la actual poblacio´n
de mujeres espan˜olas para desarrollar un sistema de tallaje esta´ndar que
pudiera ser utilizado por todos los disen˜adores de ropa. Por otro, fomentar
una imagen de belleza saludable mediante la representacio´n de maniqu´ıes
adecuados a las dimensiones reales de la misma poblacio´n [3].
Para acometer ambos objetivos, la Estad´ıstica juega un papel esencial.
De este modo, las metodolog´ıas estad´ısticas que se presentan en esta tesis
doctoral han sido aplicadas sobre la base de datos de este Estudio.
Metodolog´ıa
Un sistema de tallaje de ropa clasifica a la poblacio´n en grupos homoge´neos
utilizando el conjunto de dimensiones antropome´tricas que se consideran ma´s
relevantes para tal fin. Todos los miembros de un mismo grupo (talla) son
similares en su forma y taman˜o corporal, por lo que deber´ıan poder usar
la misma prenda de ropa. Asimismo, los miembros de distintos grupos son
muy distintos en sus dimensiones corporales. Todo sistema de tallaje o´ptimo
y eficiente tiene como objetivo acomodar el ma´ximo porcentaje posible de
la poblacio´n, en el menor nu´mero de tallas posible que mejor describan la
variabilidad en la forma de la misma poblacio´n. Adema´s, el ajuste de las
prendas de ropa para los individuos cubiertos por el sistema de tallaje debe
ser el mejor posible.
Cada talla de ropa se define a partir de una persona cuyas medidas cor-
porales esta´n localizadas alrededor del valor central para cada una de las
dimensiones consideradas en el ana´lisis. Dicha persona central (llamada pro-
totipo), a la que se considera como la representante de esa talla, se convierte
en el patro´n ba´sico a partir del cual se disen˜a la l´ınea de ropa en esa misma
talla. Una referencia muy valiosa sobre sistemas de tallaje es el libro Sizing
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in clothing: Developing effective sizing systems for ready-to-wear clothing,
escrito por Susan Ashdown [7].
El ana´lisis de conglomerados (en ingle´s, clustering) es la herramienta es-
tad´ıstica que divide un conjunto de elementos en grupos (clusters) de manera
que los individuos de un mismo grupo sean tan similares entre s´ı como sea
posible y al mismo tiempo, tan diferentes a los miembros de los dema´s grupos
como sea posible [115]. Adema´s, los me´todos clustering permiten definir cada
grupo mediante un individuo representativo. Por lo tanto, nos parece natural
tratar de definir un sistema de tallaje o´ptimo utilizando te´cnicas clustering.
En concreto, cuatro de las metodolog´ıas que se presentan en esta memo-
ria con el objetivo de segmentar a la poblacio´n en tallas eficientes, utilizan
diferentes me´todos de clustering.
El primero de estos me´todos, al que llamaremos trimowa, ha sido publi-
cado en Expert Systems with Applications [102]. Se basa en utilizar una dis-
tancia especialmente definida para estudiar las diferencias entre mujeres de
acuerdo a sus medidas corporales. El segundo y tercer me´todo (denominados
biclustAnthropom y TDDclust, respectivamente) sera´n pro´ximamente someti-
dos en un mismo art´ıculo [214]. BiclustAnthropom adapta al a´mbito de la
Antropometr´ıa un me´todo clustering desarrollado para trabajar con datos
de expresio´n de genes [140]. Por su parte, TDDclust utiliza el concepto de
profundidad estad´ıstica [132] para agrupar en funcio´n de las mujeres ma´s
centrales (profundas) en cada talla. Como se ha comentado anteriormente,
los sistemas de tallaje actuales se basan en utilizar un conjunto adecuado
de medidas antropome´tricas, por lo que los procedimientos clustering se de-
sarrollan en un espacio Eucl´ıdeo. En las tres anteriores propuestas se ha
trabajado de esta manera. Por el contrario, en el cuarto y u´ltimo enfoque,
llamado kmeansProcrustes, proponemos un procedimiento clustering que per-
mite agrupar segu´n la forma de las mujeres, la cual se representa por una
serie de marcadores anato´micos (en ingle´s, landmarks). Para ello, el ana´lisis
estad´ıstico de formas (statistical shape analysis, en ingle´s) [47] sera´ ba´sico.
Esta u´ltima contribucio´n se encuentra sometida [216].
Todo sistema de tallaje esta´ pensado para cubrir a la poblacio´n conocida
como “esta´ndar”, en la que se han eliminado aquellos individuos con tallas
extremas (tanto grandes como pequen˜as). En el lenguaje matema´tico, estos
individuos pueden ser considerados outliers. Un outlier es una observacio´n
que es nume´ricamente distante del resto de los datos. En nuestro caso de
estudio, una persona que tuviera medidas antropome´tricas extremas se con-
siderar´ıa un outlier estad´ıstico. La pol´ıtica habitual de las empresas de ropa
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consiste en disen˜ar prendas para las tallas “esta´ndar” con el fin de optimizar
su cuota de mercado. Sin embargo, con la expansio´n al extranjero, muchas
marcas esta´n ampliando su coleccio´n de tallas y ya cuentan con una seccio´n
de tallas especiales. En los u´ltimos an˜os, la compra por Internet ha supuesto
una alternativa para los consumidores con tallas extremas que buscan ropa
que siga las tendencias. La fabricacio´n artesanal y a medida es otra opcio´n,
con la ventaja de poder confeccionar las prendas al gusto del cliente.
Las cuatro metodolog´ıas comentadas anteriormente (trimowa, biclustAn-
thropom, TDDclust y kmeansProcrustes) se han adaptado para acomodar
u´nicamente a la “poblacio´n esta´ndar”.
Una vez una determinada prenda ha sido disen˜ada, la evaluacio´n y ana´lisis
de su ajuste se realiza utilizando uno o varios modelos llamados modelos de
ajuste o, en ingle´s, fit models. Un modelo de ajuste representa las propor-
ciones y medidas corporales que el/la disen˜ador/a de una empresa de ropa
ha especificado para fabricar y producir sus prendas con el ajuste que e´l/ella
mismo/a ha fijado. La definicio´n de un sistema de tallaje eficiente depende en
gran medida de lo representativos y precisos que sean los modelos de ajuste
de la poblacio´n a la que va dirigido.
En este trabajo doctoral, se propone una metodolog´ıa para identificar
modelos de ajuste representativos de la poblacio´n basada en otro me´todo
clustering, el cual fue creado originalmente para agrupar datos de expresio´n
de genes. Este me´todo, al cual llamaremos hipamAnthropom, ha sido publi-
cado en Decision Support Systems [215]. A partir de tanto un modelo de
ajuste bien definido, como de un prototipo, se pueden construir maniqu´ıes
adecuados a la poblacio´n.
A diferencia del disen˜o de indumentaria, donde los casos representativos
se corresponden con individuos centrales, en el disen˜o de entornos de trabajo
o dome´sticos, la variabilidad de la forma humana se describe mediante in-
dividuos extremos, que son aquellos que presentan los valores ma´s grandes,
ma´s pequen˜os o combinaciones extremas, en las dimensiones implicadas en
el estudio. Esto es lo que se conoce como el problema de acomodacio´n. Una
referencia muy interesante en este a´rea es el libro titulado Guidelines for
Using Anthropometric Data in Product Design, publicado por The Human
Factors and Ergonomics Society [93]. La idea detra´s de esta manera de pro-
ceder consiste en que si un producto se acomoda a los individuos extremos
de la poblacio´n, tambie´n se acomodara´ los dema´s. Para tal fin, se propo-
nen otras dos aportaciones metodolo´gicas basadas en el ana´lisis estad´ıstico
de arquetipos. Un arquetipo en Estad´ıstica es un individuo extremo que se
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obtiene como una combinacio´n convexa de los dema´s sujetos de la muestra
[37]. La primera de estas metodolog´ıas ha sido publicada en Computers &
Industrial Engineering [54], mientras que la segunda se encuentra sometida
[213].
Todos los algoritmos asociados a los me´todos presentados en esta tesis
doctoral se han reunido en un paquete de R llamado Anthropometry
[165, 212], el cual esta´ disponible para cualquier usuario en el CRAN de
R, http://cran.r-project.org/package=Anthropometry.
La estructura de la tesis se indica a continuacio´n:
En el cap´ıtulo 1 se introduce el estado del arte de las disciplinas de la
Ergonomı´a y la Antropometr´ıa y se detallan los aspectos ba´sicos del Estudio
Antropome´trico de la Poblacio´n Femenina en Espan˜a.
En el cap´ıtulo 2 se presentan los me´todos trimowa, biclustAnthropom y
hipamAnthropom.
En el cap´ıtulo 3 se detalla la propuesta kmeansProcrustes.
La metodolog´ıa TDDclust se explica en el cap´ıtulo 4.
El cap´ıtulo 5 incluye las dos metodolog´ıas relacionadas con el ana´lisis
estad´ıstico de arquetipos.
En el cap´ıtulo 6 se presenta el paquete de R Anthropometry.
Por tanto, los cap´ıtulos 2, 3, 4, 5 y 6 presentan toda la metodolog´ıa y los
resultados incluidos en esta tesis doctoral.
Por u´ltimo, el cap´ıtulo 7 recoge las conclusiones ma´s importantes de este
trabajo.
Conclusiones
La presente tesis doctoral se ha planteado con el fin de ser una aportacio´n
cient´ıfica rigurosa, desde el punto de vista matema´tico y estad´ıstico, a las dis-
ciplinas de la Ergonomı´a y de la Antropometr´ıa. A lo largo de esta memoria,
se han desarrollado diferentes metodolog´ıas estad´ısticas que puedan ser de
utilidad para mejorar el disen˜o ergono´mico del producto, en especial para el
disen˜o o´ptimo y eficiente de ropa y de lugares de trabajo.
Los sistemas de tallaje de ropa utilizados hoy en d´ıa por la industria de
indumentaria no se encuentran optimizados para ajustar de manera correcta
a la poblacio´n a la que van dirigidos. Como consecuencia, una gran parte de
dicha poblacio´n, especialmente entre las mujeres, no encuentra ropa que le
acomode bien (que le venga bien), incluso tras probarse varias prendas. Esta
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situacio´n genera que las tiendas de ropa acumulen una gran cantidad de ropa
sin vender, incluyendo aquellas prendas que han sido devueltas por el con-
sumidor porque no quedo´ satisfecho/a con su compra. Un llamativo efecto de
esta circunstancia en Espan˜a es la proliferacio´n de tiendas outlet. Uno de los
principales problemas para desarrollar nuevos patrones y disen˜os de ropa es
la falta de datos actualizados de la poblacio´n actual. La utilizacio´n de tablas
de tallaje basadas en medidas de la poblacio´n anticuadas provoca una gran
diferencia en el tallaje ofrecido por las distintas compan˜ias de ropa. En este
contexto, el Instituto Nacional de Consumo (INC) del Ministerio de Sanidad
y Consumo del Gobierno de Espan˜a firmo´ un acuerdo con las principales
empresas de ropa espan˜olas para llevar a cabo el Estudio Antropome´trico de
la Poblacio´n Femenina en Espan˜a, el cual fue realizado en 2006 por el Insti-
tuto de Biomeca´nica de Valencia. La informacio´n antropome´trica obtenida
se genero´ tanto de manera unidimensional (1D) como tridimensional (3D).
La principal motivacio´n era caracterizar la forma y dimensiones del cuerpo
de la poblacio´n femenina actual de Espan˜a.
Cada uno de los nuevos enfoques estad´ısticos aqu´ı presentados ha uti-
lizado los datos de este Estudio Antropome´trico. De esta manera, uno de
los objetivos esenciales de este trabajo doctoral ha consistido en crear y de-
sarrollar te´cnicas matema´ticas y estad´ısticas que permitan explotar grandes
bases de datos del cuerpo humano orientadas al disen˜o ergo´nomico del pro-
ducto. Del mismo modo, esta tesis doctoral se enmarca dentro de las activi-
dades realizadas por el proyecto de investigacio´n relacionado con el Estudio
Antropome´trico de la Poblacio´n Femenina en Espan˜a.
En Ergonomı´a y Antropometr´ıa, la variabilidad en el taman˜o corporal
dentro de la poblacio´n objetivo se caracteriza mediante la definicio´n de un
nu´mero concreto de casos antropome´tricos. Un caso puede ser, o bien un ser
humano en particular, o una combinacio´n de medidas corporales. En funcio´n
del problema, hay tres tipos de casos: centrales, extremos o distribuidos. Los
me´todos propuestos en esta tesis persiguen identificar tanto casos centrales
como extremos.
Las metodolog´ıas desarrolladas utilizando algoritmos de agrupamiento
(o clustering), es decir, trimowa, biclustAnthropom, TDDclust, kmeansPro-
crustes y hipamAnthropom, permiten definir casos centrales 1D y 3D, los
cuales se corresponden con modelos estad´ısticos o prototipos (y fit models o
modelos de ajuste en el caso de hipamAnthropom) del cuerpo humano que
representan a la poblacio´n objetivo. Tanto los modelos de ajuste como los
prototipos pueden ser utilizados para fabricar maniqu´ıes de pasarela y es-
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caparate adecuados a las dimensiones de la poblacio´n real, que ayuden a
fomentar una imagen de belleza saludable. Las cinco propuestas comentadas
anteriormente han seguido la misma l´ınea metodolo´gica. En primer lugar,
el conjunto de datos seleccionado se segmenta utilizando una primera di-
mensio´n control (el per´ımetro de busto en el caso de trimowa, TDDclust,
kmeansProcrustes y hipamAnthropom y el per´ımetro de cintura en el caso
de biclustAnthropom). A continuacio´n, se lleva a cabo una subsiguiente par-
ticio´n utilizando otras variables antropome´tricas control secundarias. De
este modo, la primera segmentacio´n permite al usuario elegir su talla de una
manera sencilla, mientras que los grupos resultantes basados en el busto (o
la cintura) y otras dimensiones corporales optimizan el tallaje. Mediante la
aplicacio´n de un enfoque puramente estad´ıstico como es el clustering, se ob-
tienen grupos homoge´neos teniendo en cuenta la variabilidad antropome´trica
de esas dimensiones secundarias que influyen de manera relevante en el ajuste
de las prendas. Cada uno de estos me´todos ha sido adaptado para acomodar
u´nicamente a la poblacio´n esta´ndar. Para elegir las variables control pri-
marias y secundarias se utilizo´ la norma EN 13402-3-2004 [59]. Este texto
fue elaborado por la Unio´n Europea y pretende ser una gu´ıa de orientacio´n
para la industria textil. El texto, el cual no es de obligado cumplimiento, pro-
mueve la implantacio´n de un sistema de tallaje basado en la consideracio´n
de tres variables: per´ımetro de busto, cintura y cadera, en funcio´n de la
estatura.
Por otro lado, las metodolog´ıas basadas en el ana´lisis estad´ıstico de ar-
quetipos permiten identificar casos extremos, es decir aquellos individuos que
presentan medidas corporales extremas. La idea ba´sica de este procedimiento
radica en que acomodar estos casos extremos permitira´ la acomodacio´n del
resto de la poblacio´n (con unas medidas menos extremas). Esta estrategia es
de gran valor en todos aquellos problemas de interaccio´n hombre-ma´quina,
como por ejemplo, el disen˜o de cabinas de aviones o camiones (los as´ı llama-
dos problemas de acomodacio´n). Cuando se disen˜an estaciones de trabajo,
es comu´n emplear solamente un nu´mero reducido de modelos humanos (que
son casos extremos) como modelos de prueba virtuales. En esta tesis doc-
toral, hemos demostrado que el ana´lisis de arquetipos representa una mejor
alternativa para determinar casos extremos, en comparacio´n con el enfoque
habitualmente utilizado basado en el ana´lisis de componentes principales
(PCA). A diferencia del PCA, el ana´lisis de arquetipos asegura alcanzar el
nivel deseado de acomodacio´n. Adema´s, el usuario puede decidir el nu´mero
de arquetipos que desea calcular, tanto de manera subjetiva como utilizando
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un criterio matema´tico. En la literatura, hay un debate en curso acerca de
si los arquetipos deben corresponderse con una observacio´n real, puesto que
en el ana´lisis de arquetipos tradicional los arquetipos pueden ser individuos
reales o no. Sin embargo, en algunos problema es crucial que los arquetipos
s´ı sean observaciones concretas de la muestra. En este trabajo doctoral, se
ha introducido un nuevo concepto arquet´ıpico para abordar este problema:
el arquetipoide. Se ha presentado un algoritmo eficiente para calcularlos y se
ha demostrado algunas de sus ventajas con respecto a los arquetipos cla´sicos.
El ana´lisis de arquetipos y arquetipoides podr´ıa suponer una mejora en aque-
llas pra´cticas de la industria en las que se utilizan modelos humanos para el
disen˜o de productos y entornos de trabajo.
Todos los algoritmos computacionales asociados a los me´todos presenta-
dos en esta memoria se han recopilado en un paquete de R llamado An-
thropometry, el cual se puede descargar libremente desde el CRAN de R,
http://cran.r-project.org/package=Anthropometry.
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Chapter 1
Introduction: anthropometric
data and statistical methods
1.1 Motivation
When designing a product that is going to be used by many different users,
such as clothes or workstations, engineers and statisticians working in Er-
gonomics must have databases with relevant anthropometric measurements
of the so-called target population or target audience. The main goal of re-
searchers in this field is to achieve a successful fit, understood as the best
possible fit between the product and its users, taking into account other cri-
teria such as task performance, ease of use and comfort [162]. Anthropometry
plays a prominent role in achieving this purpose because variations in body
dimensions have a great influence on fit and other criteria [100]. To ensure
the intended level of accommodation, it is necessary to consider anthropo-
metric diversity [20, 14]. Indeed, anthropometric measurements are the basic
and mandatory information for a suitable design and manufacture of indus-
trial products [87]. The type of anthropometric data varies according to the
product to be designed and the field of application [170].
An anthropometric database is a collection of body dimensions taken from
a sample of people [100]. A major issue when developing new products and
equipment that adapt to the current population and that fit well is the lack
of up-to-date anthropometric data. Improvements in health, nutrition and
living conditions and the transition to a sedentary life style have changed the
body dimensions of people over recent decades. The data measurements of
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anthropometric databases must therefore be updated regularly. Traditiona-
lly, the same set of anthropometric tools has been used to measure a body
manually [189, 137, 185]. As expounded in [188], this set consists of seven
instruments: a camera for photographing subjects, a weighing scale for ob-
taining weight, a tape measure for measuring circumferences and curvatures,
an anthropometer for determining height and different traverse diameters of
the body, a caliper for measuring diameters, a sliding compass for measuring
short diameters and a head spanner for measuring head height. These proce-
dures are simple (user-friendly), non-invasive and cheap. The measurements
obtained are often called traditional measurements because the instruments
used to take them have been used for hundreds of years [169]. Nevertheless,
they have important methodological problems. Manual measurements are
usually affected by several potential sources of error, so the set of measure-
ments and consequently the shape information, is imprecise and inaccurate.
In addition, this process is time-consuming since it involves interaction with
real subjects [218, 137].
1.2 Novel scanning methods and anthropo-
metric surveys
In recent years, advances and improvements in modern optical technologies,
such as new 3D body scanner measurement systems, has opened up a great
range of opportunities for collecting and updating anthropometric data. 3D
full body scanning technologies have been successfully applied to the mea-
surement and scanning of the human body in several industrial sectors. They
provide accurate and reproducible anthropometric data from which 3D shape
images of the people being measured can be obtained [107, 128, 218, 38]. Ano-
ther important advantage is the speed of the process. Several studies have
been published comparing 3D body scan measurements and manual mea-
surements, as discussed in [88]. The rapidly emerging 3D body scanning
techniques constitute a true breakthrough in realistically characterizing peo-
ple and they have made it possible to conduct new large-scale size surveys in
different countries (for instance, in the USA, France, the UK, Germany and
Australia).
Most of the anthropometric surveys performed in the past included only
military populations and surveys of civilians were quite unusual [171]. The
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Civilian American and European Surface Anthropometry Resource study
(CAESAR study) was the first anthropometric survey to provide 3D human
models aimed at civil society [168]. Data were collected from North America,
the Netherlands and Italy. SizeUK was the first national survey of the UK
adult population since the 1950’s and used 3D body scanners to extract
measurements [61]. In the USA, a comprehensive sizing survey of the U.S.
population was done in 2004. It was the first such survey in over 40 years [190,
157]. In this particular context, the Spanish Ministry of Health sponsored a
3D anthropometric study of the Spanish female population in 2006 [3].
1.3 Anthropometric survey of the Spanish fe-
male population
The Spanish National Institute of Consumer Affairs (INC according to its
Spanish acronym) of the Spanish Ministry of Health and Consumer Affairs
commissioned a 3D anthropometric study of the Spanish female population
in 2006, after signing a commitment with the main Spanish companies in the
apparel industry. The Spanish National Research Council (CSIC in Spanish)
planned and developed the design of experiments, the Complutense Univer-
sity of Madrid was responsible for providing advice on Anthropometry and
the study itself was conducted by the Biomechanics Institute of Valencia.
The two main objectives of the project were as follows: firstly, to charac-
terize the morphology of females in Spain in order to develop a standard
sizing system for the garment industry and secondly, to encourage an image
of healthy beauty in society by means of mannequins that are representative
of the population.
The target sample was made up of 10415 women grouped into 10 age
groups ranging from 12 to 70 years, see Table 1.1.
Age group 1 2 3 4 5 6 7 8 9 10
Range 12-13 14-15 16-17 18-19 20-24 25-29 30-39 40-49 50-59 60-70
Table 1.1: Definition of the 10 age groups in which the women were divided.
They were randomly selected from the official Postcode Address File (the
census of the population of each town and city) in 61 different locations that
represent the seven Spanish NUT areas (statistical territorial units defined
by the European Community), see Fig. 1.1.
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Figure 1.1: Spanish locations where the women’s measurements were taken.
Women enrolled in the study were scanned using a Vitus Smart 3D body
scanner from Human Solutions, a non-intrusive laser system consisting of
four columns containing the optical system, which moves from head to feet
in ten seconds performing a sweep of the body. Two scanning postures were
registered for each subject (standard and standing) and the sitting posture
was scanned for a random percentage of 25%, see Fig. 1.2.
Figure 1.2: Scanning postures: standard (left), standing (center) and sitting
(right).
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Associated software provided by the scanner manufacturers made a trian-
gulation providing the 3D spatial location of a large number of points on the
body surface. A 3D binary image of the trunk of each woman (white pixel
if it belongs to the body otherwise black) is produced from the collection of
points located on the surface of each woman scanned as explained in [101].
The location is extracted by translating each image to the origin in such a
way that its centroid coincides with the origin. Each trunk is also rotated to
make its principal inertia axis coincide with the canonical axis of coordinates.
All the women wore a standard white garment, a swimming cap, a top
and shorts, see Fig. 1.3. These items were designed and scaled in 5 sizes in
order to harmonize the measurements. From the 3D mesh, 95 body measure-
ments were extracted using a semi-automatic methodology that combined
automatic measurements (Fig. 1.4) with a manual review (Fig. 1.5).
Figure 1.3: Standard garments worn by the women in the measuring process.
Figure 1.4: Automatic measuring process.
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Figure 1.5: Semi-automatic detection of anthropometric markers.
In addition, the shape of all the women was represented by a set of points
that were comparable between individuals, called landmarks. These land-
marks were placed in three different ways:
• Automatic landmarks: automatically calculated with scanner program
algorithms, based on geometrical features of the body.
• Manual landmarks: points which are not reflected on the external body
geometry; they were located through palpation by expert personnel and
identified by a physical marker.
• Digital landmarks: detected on the computer screen in the 3D scanned
image. They are not robust on the automatic calculation but are easy
to detect on the screen.
Furthermore, a socio-demographic questionnaire was included, collecting
the user characterization (her age, weight, place of birth, etc.), aspects related
to health and eating habits, the woman’s satisfaction with her body and
questions about clothes shopping habits. The important point to note here
is that women were also asked about their size in the current Spanish sizing
system. Because of the lack of rigor in its definition, their answers were in
some cases numerical and in other cases qualitative (small, large, etc.) and
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was only an approximation in all cases. This study was presented in more
detail in [3].
1.4 Objectives of Anthropometry (sizing sys-
tems) and Ergonomics (accommodation
problem)
In the design process, anthropometric variability among users is commonly
summarized using a small number of cases that accommodate a certain per-
centage of the population [111]. A case represents the most relevant combi-
nation of body dimensions for a particular design problem. Depending on
the product being designed and according to the distribution of the set of di-
mensions chosen, three types of strategies can be distinguished for searching
for cases [100]:
1. Central cases : points located toward the middle of the distribution of
dimensions selected. These cases are required for designing a multiple-
size product (n sizes to fit n groups of people within a designated
accommodation percentage of the population), apparel sizing system
design being the most common application. Central cases represent
the basic proportions in a clothing line and they are critical in defining
a sizing system.
2. Boundary cases : determined on the boundary of the distribution of di-
mensions, that is to say, they are extreme cases. In designing a one-size
product (one-size to fit people within a specified portion of accommo-
dation) such as working environments or the passenger compartment of
any vehicle including aircraft cockpits, the representative subjects are
boundary cases. These design problems fall into a more general cate-
gory: the accommodation problem. If the product is properly designed
to fit the extreme individuals, then it will also fit other less extreme
users. Therefore, it is worth pointing out that these cases can also be
used in apparel design in combination with central cases.
3. Distributed cases : spread throughout the distribution. Central and
boundary cases can be considered particular distributed cases. Howe-
ver, distributed cases need not include the former two cases.
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In this PhD thesis, we aim to define central and boundary cases to tackle
the apparel sizing system design problem and the workplaces design problem
(focusing on the particular case of an aircraft cockpit).
1.5 Sizing systems: multiple-size products
1.5.1 Background of sizing systems
The use of anthropometric databases to enhance apparel design and fit has
mainly been aimed at defining new sizing systems. A sizing system divides
a population into homogeneous subgroups with similar body measurements
(size groups), in such a way that all individuals in a size group can wear the
same garment [7, 34]. In current sizing systems, the body dimensions used
to obtain the size groups are called control dimensions or key dimensions.
The primary control dimension separates the set of individuals into major
size groups along the anthropometric measurement that is considered the
most important dimension for designing a particular garment. Next, these
major size groups are divided into subgroups according to a secondary con-
trol dimension that is considered the second most important dimension for
the same garment (more than one secondary control variable can be used).
Each subgroup is described by certain values of the control dimensions se-
lected, thus a body of specific proportions, called body shape or body type,
is defined. Of course, subgroups can be further split according to a tertiary
control dimension, etc. Each further subdivision of the groups identifies the
body shape of the size group more closely. The set of values of each control
dimension to be covered in the sizing chart is called the size range along that
control dimension. The percentage of the population that is accommodated
by the sizing system is called the accommodation rate of the sizing system.
The size range of each control dimension is divided into a set of sizes known
as the size scale. The size scale depends on the increment between adjacent
sizes. This increment is called the size interval, size step or size grade and
can have a fixed or variable value. Once the size groups are determined,
the values of certain other body dimensions needed for garment manufac-
turing can be added to the sizing chart. These additional measurements are
called secondary dimensions (not to be confused with secondary control di-
mensions). Finally, the coding system used to identify the body dimensions
for which the garment was designed is called size designation (or better still,
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labeling). The combination of the size designation method and the sizing
charts constitutes the sizing system, size roll or tariff system of the specified
garment. In particular, a sizing system is specified with a table of numbers
that details the values of the body dimensions used to define each size group.
Table 1.2 summarizes the decision steps to be made when defining a sizing
chart.
1. Primary and secondary control dimensions to classify the population.
2. Range of values covered by each control dimension (size range and size scale).
3. Division of the size scale of each variable into segments (size interval).
4. Number of size groups to produce.
5. Additional secondary dimensions that are relevant for creating the garment.
6. Labeling to identify the dimensions of each size group.
Table 1.2: Decisions to be made when defining a sizing system for a specified
type of garment, see [7].
Most manufacturers from different apparel companies create and adjust
their own size charts by trial and error using the information collected from
sales studies, returned goods reports and small-scale customer surveys. Fur-
ther changes to the dimensions of garments of specific sizes are made in a
stepwise manner, often without adapting the size designation.
The sizing systems resulting from this process are the reason for the lack
of fit of the clothes that companies offer, a large amount of unsold and re-
turned garments and a less competitive business [30]. Furthermore, because
each apparel company creates its own sizing system, garments from one com-
pany may fit differently to those of another with the same size-label. All
makes for a highly unsatisfactory and confusing clothes shopping experience
for customers. In order to remedy this situation, several standardization or-
ganizations have arisen, which propose a regulation of the sizing system. In
1968 the Swedish member body of the International Organization for Stan-
dardization (ISO) proposed that a Technical Committee (ISO/TC 133, which
was established in 1969) should be set up to create a global sizing system for
clothing [221, 7]. This committee reached the conclusion that developing a
unique sizing system to accommodate the world’s population would be ine-
ffective because of the variability inherent to different countries or ethnic
groups. However, they concentrated on deciding which the most relevant
elements were for defining a sizing system. In 1991, ISO/TC 133 published
a report providing the preferred control dimensions, values and intersize in-
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tervals for defining a sizing system based on anthropometric data from a
particular population [103, 7]. Several countries have revised their size desig-
nation systems in accordance with the standards published by ISO. The Eu-
ropean Committee for Standardization has developed several standards (EN
13402 Size Designation of Clothes) from the ISO standards. In this report, we
will use two of those EN reports to propose the definition of an efficient stan-
dard sizing system which may be used for every Spanish apparel company:
the Size designation of clothes. Part 2: Primary and secondary dimensions
[58] and the Size designation of clothes. Part 3: Measurements and intervals
[59].
1.5.2 Background of fit models
The final evaluation of garment fit requires models to test every new design
before the production phase. These models are the dress form, the human
fit model and the virtual fit model. Of these three, the human fit model
plays the most important role. Companies try to enhance the quality of
fit by scanning their fit models and deriving dress forms from those scans
[7, 193]. The fit model represents the commercial measurements established
by each company to define the proportional relationships needed to achieve
the company’s fit [225]. Beyond merely wearing the garment for examination,
a fit model is a person who provides objective feedback about fit, movement,
comfort and visual appearance of a garment in place of the consumer. A fit
model therefore acts as a live mannequin.
The current practice in apparel fit analysis is based on using expert panels
[8]. An expert panel is an experienced working team that judges the fit of a
garment. In the apparel industry, fit analysis is tested with a live fit model.
Almost every apparel company develops its own sizing system by using a
different fit model which covers their whole target market [224]. This means
that apparel companies only attempt to fit one body type, generating base
patterns and grade rules that match the proportions of their fit model [6].
However, there might be many shapes and body types within a size and this
single idealized fit model may not adequately address the differences between
them [7, page 133]. Furthermore, there is little information available to help
choose a fit model whose body size and shape are consistent with the body
characteristics of the target market [6].
During recent years, research has been done to examine the reliability of
using virtual 3D scan models instead of fit models to improve garment fit
10
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[8, 24]. These virtual 3D models come from scanned live fit models. They
can be used similarly to fit models but offer many benefits in different areas
of apparel design and manufacture [157, 8]. Indeed, the tailoring procedure
followed by fashion designers and manufacturers needs real individuals to be
scanned to generate 3D clothes from 2D patterns [142, 217]. Consequently,
a representative fit model of the target population, whether a live fit model
or a 3D scan model, is critical for improving garment fit and has become an
integral part of the design process. Good fit models are basic for defining an
accurate sizing system.
1.5.3 Literature review and our statistical proposals
Three types of approaches can be distinguished for creating a sizing system:
traditional step-wise sizing, multivariate methods and optimization methods.
The main difference between the traditional approach regarding multivariate
and optimization methods is that the size groups that it defines form a fixed
regular pattern along each control dimension, while the other approaches de-
fine size groups that are spaced randomly (without constraints) in the space
defined by the key dimensions. Traditional methods use bivariate distribu-
tions to define a sizing chart and cross tabulation to select the sizes gradually,
covering the highest percentage of population. The size interval is set accor-
ding to common practice or fit and style considerations of the designers. This
approach is too simplistic. It is not possible to cover the different body types
of the population because other relevant anthropometric dimensions are not
considered.
More recently, more advanced mathematical methods have been develo-
ped. From the statistical point of view, Principal component analysis (PCA)
and clustering methods have been widely used. PCA has been used as a
dimensionality reduction technique. The usual procedure consists of selecting
the first two principal components that explain the bulk of the data variance
and generating the bivariate distribution in which to define the sizing chart
[85, 97, 138, 179]. Partitioning clustering methods, especially the k-means
algorithm, have been used to classify the target population into different
morphologies by using every anthropometric measurement available as an
input [96, 34, 230, 155, 9]. Other alternatives combining data mining and
decision trees have also been proposed [98].
The first proposal using an optimization method was put forward by
Peter Tryfos in [204]. He developed an integer programming procedure to
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optimize the number of sizes in such a way garment sales were maximized.
An alternative to Tryfos’proposal was introduced in [147], where a nonlinear
optimization technique was used to maximize the quality of fit instead of
sales. More recently, a linear programming approach to divide the population
into homogenous size groups has been proposed in [86].
In this PhD work, we propose several methodologies to divide the popu-
lation into efficient sizes from a central case in each size. They are based
on clustering, statistical shape analysis and the statistical concept of data
depth. On the other hand, to the best of our knowledge, no statistical method
has been developed for the purpose of defining representative fit models. A
clustering methodology is developed with this goal in mind.
1.6 Accommodation problem in human
modelling: one-size products
1.6.1 Background
As regards one-size products, the most common approach is to search for
boundary cases. In the design of workplaces or also household environments,
the primary goal is to fit the majority of individuals in terms of the structural
size of the human body. Use of boundary representative human models (ex-
treme cases) provides designers with an efficient way to do this. The design
for extreme cases makes it possible to determine the minimum and maximum
value for the target population to be accommodated. The supposition is that
the accommodation of boundaries will facilitate the accommodation of inte-
rior points with less-extreme dimensions [14, 161]. For instance, a garage
entrance must be designed for a maximum case, while for reaching things
such as a brake pedal, the individual minimum must be obtained.
A major advantage of considering boundary points is that a large range
of accommodation is achieved while using a relative small number of cases.
For example, in [16] it is showed that in using only 17 cases (16 boundary
and 1 centroid) they were able to get the same accommodation percentage
as with 400 distributed cases. For final evaluation, it is important to assess
the product with mock-ups corresponding as much as possible to actual in-
dividuals or even better with “live” test subjects [175]. Physical mock-ups
can only be built when enough information is available about the design. In
case of difficulties, the mock-up should be modified or even a new mock-up
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should be built [122]. However, building a mock-up involves considerable
time, effort and money [18]. For instance, for the ergonomic design of a car
many mock-ups are usually built and each mock up costs between $500,000
and $1,000,000 [21]. In addition, the number of test individuals that are
needed for assessing the mock-ups is large (about 30 individuals in the cock-
pit design [120]). Given this problem, if we were able to identify these “hard
to fit” individuals prior to assessing mock-ups, we would improve the design
from the beginning and would cut down on the time and cost of the design
process. Another related benefit would be the reduction in the number of real
individuals needed to build the mock-ups, which represents a very significant
advance in practice.
1.6.2 Literature review and our statistical proposals
The most common approaches used to define boundary cases have been per-
centile analysis, regression analysis and especially PCA. Percentile analysis
is useful when there is only one key anthropometric dimension. The draw-
backs of this simple approach have been highlighted in [228, 151, 172]. An
alternative to percentile analysis is regression analysis [172, 64, 144]. It se-
lects one or two key measurements and predicts values for other dimensions.
Today, the most widely used method of obtaining extreme cases is PCA
[228, 16, 83, 71, 99, 173]. The typical procedure is to build a probability
ellipse that includes any desired percentage of the population ellipse in the
first two or three components that explain as much variability as possible.
Ref. [70] provides critical analysis of this approach. We propose to use other
statistical tool in this work: archetypal analysis.
1.7 Final remark: selecting cases
All the methodologies we have developed have been applied to the data
obtained from the anthropometric study of the Spanish female population.
In addition, archetypal analysis has been also applied to an aircraft pilot
database, which will be presented in Chapter 5.
Fig. 1.6 shows a decision tree, analogous to that one shown in [100], that
helps us to decide which statistical approach is best suited to obtain valid
and representative anthropometric cases. In this tree, the first decision to
be made is whether determining boundary cases is useful in our particular
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design problem. If it is not, we probably face a problem where determining
central cases will be the most suitable approach. On the contrary, the second
step is to assess whether the number of boundary points we are going to
determine is enough to represent the whole population. If it is not enough,
we must define distributed cases scattered throughout the distribution. But
if they are enough, the third question is related to the number of relevant
anthropometric dimensions. If only one dimension is important, percentiles
could suffice. For two or more dimensions, our proposal based on archetypal
analysis should be used.
Boundaries Yes
important? No
Boundaries Yes
sufficient? No
Use a central
point or mean
One Yes
dimensional? No
Use distributed cases
Use percentiles
Use archetypal analysis
Figure 1.6: Decision tree for case selection methods based on [100].
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Antropometric dimensions
based clustering
2.1 Introduction 1
Clustering methods can be classified in two categories: partitioning methods
and hierarchical methods.
Partitioning procedures classify the objects into k clusters, where k is
usually fixed in advance (k can also be data-adaptively selected). The most
well-known and commonly used partitioning techniques are k-means and k-
medoids (also called Partitioning Around Medoids, PAM). Both methods
are based on the assumption that a central point represents each cluster
[12]. With k-means the notion of a centroid is used, which is the mean of
a set of points. With k-medoids the concept of medoid is used. Note that
the centroids do not have to correspond to actual data points, whereas the
medoids are restricted to be one of them. The k-means method has been
proposed by several scientists in different forms. The original algorithms are
[134, 66, 139, 91] and, although there have been many attempts to improve
the performance of the partition, see e.g. [114, 154], they are still used as
standard methods. In short, k-means aims at partitioning the observations
into k sets in such a way that the average squared separation of objects to
their closest centroid is minimized.
Let x1, ..., xn be n observations of dimension p. Let k be the number of
1Section 2.3 is published in [102], Section 2.4 belongs to a paper in progress [214] and
Section 2.5 is published in [215].
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groups. The k-means method searches for a set of k points, m∗1, ..., m
∗
k, the
centroids, verifying
{m∗1, ...,m∗k} = argminm1,...,mk
1
n
n∑
i=1
inf
1≤j≤k
‖xi −mj‖2, (2.1)
and each point xi is assigned to its closest centroid m
∗
j (argmin is the ar-
gument of the minimum (argminxf(x) is the value of x for which f(x) is
minimized)). The Minkowski metric is defined as
‖x− y‖q =
( p∑
i=1
|xi − yi|q
)1/q
(2.2)
The Euclidean distance is a particular case, with q = 2 [1].
Regarding PAM, its goal is to minimize the average separation of objects
to their closest medoid. PAM has two phases [115]. In the first phase, called
BUILD, a sequential selection of k objects is done forming the initial parti-
tion. The first object is the one for which its separation to all other objects
is minimal. Afterwards, the object that decreases the objective function as
much as possible is chosen. This procedure is repeated until k elements are
found. In the second phase, called SWAP, one tries to improve the set of
k representatives and consequently, the quality of clustering, by exchanging
selected objects with unselected objects.
Hierarchical clustering methods seek to build a hierarchy of clusters.
There are two types of hierarchical algorithms: agglomerative and divisive.
Agglomerative methods start with as many clusters as objects and pairs
of clusters are merged as one moves up the hierarchy. On the contrary,
in divisive methods all observations start in one cluster, and splits are per-
formed recursively as one moves down the hierarchy. AGglomerative NESting
(AGNES) and DIvisive ANAlysis (DIANA) [115] are, respectively, examples
of an agglomerative and a divisive hierarchical method.
In some contexts, especially in the analysis of gene expression data, con-
ventional clustering methods are not suitable. Gene expression data are
organized in a data frame where rows refer to genes and columns to experi-
mental samples (conditions). Clustering applied to this kind of data is only
able to identify groups of genes that show a similar pattern under all the
conditions and groups of conditions that are defined for the whole of genes.
However, it is well known that some sets of genes are only expressed in a
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subset of conditions. In order to overcome this drawback, a novel clustering
method, called biclustering, was developed. Biclustering aims at identifying
subgroups of rows and subgroups of columns in a rectangular or square data
matrix, by performing a simultaneous clustering of the rows and columns.
Each row in a conventional row cluster is defined using all the columns that
belong to that cluster. On the other hand, each column in a column cluster
is defined using all the rows of that cluster. However, regarding biclustering,
each row in a bicluster is defined using only a subset of columns and vice
versa. In this way, clustering defines a global model but biclustering defines
a local one. This interesting feature can be used to look for groups in other
databases different from gene expression databases, such as anthropometric
databases.
Clustering and outlier detection are very related problems. Outliers may
seriously influence the results of the standard clustering procedures [75], so
their possible detection and further deletion should be a primary step in
any clustering application in order to make it robust. Robustness is a very
desirable property for clustering methods if they want to be useful in practice.
One of the strategies to remove outlier observations is the trimming approach.
It consists in removing (“trimming”) a proportion α (between 0 and 1) of
the most outlying observations.
The k-means method is not a robust procedure because their clustering
results can be influenced by outliers and extreme data, or bridging points
between clusters. By incorporating a trimmed procedure into k-means, its
robustness increases. Given k and the trimming size α, trimmed k-means
searches k points, m∗1, ..., m
∗
k such that
{m∗1, ...,m∗k} = argminY,{m1,...,mk}
1
dn(1− α)e
∑
xi∈Y
inf
1≤j≤k
‖xi −mj‖2, (2.3)
where Y ranges on subsets of x1, ..., xn containing dn(1 − α)e data points
(d·e denotes the integer part of a given value). Each non-trimmed point xi
is assigned to its closest centroid m∗j . An algorithm for computing trimmed
k-means is introduced in [74] and it is available in the tclust R package [72].
In this chapter, we introduce the methodologies called trimowa, biclust-
Anthropom and hipamAnthropom, that cluster individuals according to their
anthropometric measurements. The outline of this chapter is as follows: Sec-
tion 2.2 introduces the background. Sections 2.3, 2.4 and 2.5 give, respecti-
vely, the theoretical details, experimental results and summary of the three
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mentioned approaches. Finally, the most important conclusions of this chap-
ter are presented in Section 2.6.
2.2 Background
This opening section explains some methods that help the user to select the
number of clusters, introduces the ordered weighted average operators and
details the dissimilarity used in trimowa and hipamAnthropom.
2.2.1 Methods for selecting the number of clusters
The determination of the number of clusters, k, in the data is one of the
hardest problems to solve when applying a clustering method. Partitioning
methods usually require the specification of the k parameter. For hierarchical
clustering, the common approach is to look at the tree of clusters and choose
the level of the tree at which the clusters are still meaningful.
One method for selecting the number of groups is called the average
silhouette width (asw). It can deal with any kind of data (continuous, binary
or qualitative). It is used not only to estimate the correct number of clusters,
but also to evaluate the quality of a classification [115]. Let us introduce its
mathematical definition:
For a given clustering, C = {C1, . . . , Ck}, the silhouette width for the ith
observation xi ∈ C(xi), i = 1, . . . , p, is defined as follows:
s(xi) = 1− ai
bi
if ai < bi
= 0 if ai = bi
=
bi
ai
− 1 if ai > bi
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In one single formula:
s(xi) =
bi − ai
max{ai, bi} , where
ai =
1
|C(xi)|
∑
xj∈C(xi)
d(xj, xi)
bi = min
C 6=C(xi)
1
|C|
∑
xj∈C
d(xj, xi)
From the definition, we can see that −1 ≤ s(xi) ≤ 1. The higher the value
of s(xi) is, the better the clustering of xi in C(xi) is. The average silhouette
width is obtained as asw(C) =
1
p
p∑
i=1
s(xi). The partition with the maximum
average silhouette width can be considered as the optimal partition. This
maximum is called the silhouette coefficient (SC).
The authors of [115] claim that SC is a useful measure to evaluate the
amount of clustering structure that has been found by the clustering method
used. From their experience, they established a subjective interpretation of
SC, which is summarized in Table 2.1.
SC Proposed interpretation
0.71− 1.00 A strong structure has been discovered.
0.51− 0.70 A reasonable structure has been found.
0.26− 0.50 The structure is weak and could be artificial.
Additional clustering methods should be
used to compare.
≤ 0.25 No substantial structure has been found.
Table 2.1: Subjective interpretation of the silhouette coefficient (SC).
In addition, the silhouette plot displays the silhouettes of all the elements
that belong to the same cluster, ranked in decreasing order. As an example,
Fig. 2.1 shows the silhouette of four clusters discovered in the Ruspini data
used in [115]. The average silhouette width of this particular partition is
equal to 0.74, so, according to Table 2.1, a strong clustering structure has
been discovered. This plot has been generated using the silhouette function
of the cluster R package [141].
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Silhouette width si
0.0 0.2 0.4 0.6 0.8 1.0
Silhouette plot of pam(x = ruspini, k = 4)
Average silhouette width :  0.74
n = 75 4  clusters  Cj
j :  nj | avei∈Cj  si
1 :   20  |  0.73
2 :   23  |  0.75
3 :   17  |  0.67
4 :   15  |  0.80
Figure 2.1: Silhouette plot for four clusters using the Ruspini data [115].
A new measure of cluster structure has been recently developed: the
index number clusters atypical (INCA) criterion [104]. It has been defined
not only to assess the number of clusters, but also to determine whether
a new observation belongs to one of those identified clusters or it may be
considered as an outlier. Next we give its definition.
First, we start with n observartions assigned into k clusters C1, . . . , Ck of
sizes n1, . . . , nk. The data of the cluster Ci can be considered as a random
sample of a continuous random vector Yi. Any new point y0 should be classi-
fied into one of the previously defined clusters Cj, j = 1, . . . , k. However,
it may happen that y0 would actually be an outlier regarding those fixed
clusters. In that case, y0 would belong to a new cluster, whose center would
be a convex combination of the previous centers:
∑k
i=1 αiE(Yi), where the
weights αi are assessed by minimizing the following L(y0) objective function
and E(Yi) refers to the expected value of Yi.
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Let δ(x, y) be a particular distance function. Given the point y0, the
following function, called the INCA statistic, is evaluated:
W (y0) = min
(α1,...,αk):
∑k
i=1 αi=1
L(y0), (2.4)
where
L(y0) =
k∑
i=1
αiφ
2
i (y0)−
∑
1≤i<j≤k
αiαj∆
2
ij (2.5)
being
φ2i (y0) =
1
ni
∑
l∈Ci
δ2(y0, yl)− Vδ(Ci), (2.6)
Vδ(Ci) =
1
2n2i
∑
l,m∈Ci
δ2(yl, ym), (2.7)
∆2ij =
1
ninj
∑
l∈Ci,m∈Cj
δ2(yl, ym)− Vδ(Ci)− Vδ(Cj). (2.8)
All the theoretical details and more references are given in [104] and [5].
The procedure for determining the number of clusters is then as follows.
Given a fixed cluster Cj, the value W (y) is calculated for every observation
y of the data set considering all clusters excepting Cj. The value W (y) is
denoted as WCj(y). If WCj = maxz /∈Cj WCj(z) (the maximum of the squared
orthogonal distances for all the observations not belonging to Cj), the follo-
wing rule is stated:
• Observation y ∈ Cj is well classified in Cj if WCj(y) > WCj .
• Observation y ∈ Cj is not well classified in Cj if WCj(y) ≤ WCj .
The basic idea is that if y is at a greater distance from any cluster (diffe-
rent from Cj) even than the more distant z from any cluster, then y must be
located in Cj.
Then, the INCA index, INCAk, to estimate the number of clusters can be
introduced. It is defined as the probability of properly classified individuals
and it is estimated with the following expression:
INCAk =
1
k
k∑
j=1
Nj
nj
(2.9)
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where Nj is the total number of units in Cj which are well classified.
The closer INCAk to 1 is, the more units correctly classified are. But the
closer INCAk to 0 is, the more units not correctly classified are. Therefore,
the value of k helps to select the approppriate number of clusters. The rule
proposed in [104] is that k should be chosen as the value of k preceding the
first biggest slope decrease.
It is worth pointing out that if the INCAk is small for all k, then there
is only one cluster made up of all the points.
The INCA criterion is implemented in the ICGE R package [106].
2.2.2 Ordered weighted average operators
In multicriteria decision making problems, a decision has to be made based
on several alternatives. The different criteria are attributes or features, which
are expressed numerically.
As an example taken from [13], different attributes such as the price,
quality, fuel consumption, brand, etc, should be evaluated before buying a
car. In order to choose which car to buy, the customer should assign to each
attribute of each car a score indicating how important to her/him is that
attribute. Then, she/he should combine in some way all the scores related
to each particular car. After combining them, a general score representing
each car would arise. Then, the person should compare all the general scores
to finally make a decision.
In this way, the efficient combination (or better said, aggregation) of infor-
mation constitutes a very important task in these types of problems. Aggre-
gation is the procedure that transforms a set of elements into a summary
measure describing the whole set. There are different types of functions
(called aggregation function or operators [13]) for this purpose. The arith-
metic mean, minimum or maximum are three simple examples. Another type
is the ordered weighted averaging (OWA) function, introduced for the first
time by Yager [227].
Let d1, . . . , dp the values to be aggregated. An OWA operator of dimen-
sion p is a mapping f : Rp → R where f(d1, . . . , dp) = w1b1 + . . .+wpbp, being
bj the jth largest element in the collection d1, . . . , dp (i.e., these values are
ordered in decreasing order) and W = (w1, . . . , wp) an associated weighting
vector such that:
• wi ∈ [0, 1], 1 ≤ i ≤ p
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•
p∑
j=1
wj = 1
From this definition, the maximum, minimum and arithmetic mean can
be easily obtained from a particular set of weights:
• If W = (1, 0, . . . , 0), then f(d1, . . . , dp) = maxi di
• If W = (0, 0, . . . , 1), then f(d1, . . . , dp) = mini di
• If W = (1
p
,
1
p
, . . . ,
1
p
), then f(d1, . . . , dp) =
1
p
p∑
j=i
di
A fact to be emphasized of OWA is regarding the re-ordering step: di is
not associated with a weight wi, but the wi is associated with the ith largest
element bi. In other words, the weights are not associated with a particular
input, but rather with its value.
Because the OWA operators are bounded between the max and min ope-
rators, a measure called orness was defined in [227] to classify the OWA
operators between these two. The orness quantity adjusts the importance to
be attached to the values d1, . . . , dp, depending on their ranks:
orness(W ) =
1
p− 1
p∑
i=1
(p− i)wi. (2.10)
In particular:
• If W = (1, 0, . . . , 0), then orness(W ) = 1
• If W = (0, 0, . . . , 1), then orness(W ) = 0
• If W = (1
p
,
1
p
, . . . ,
1
p
), then orness(W ) = 0.5
Thus, when orness = 1, the highest importance is given to the largest
aggregated value. On the contrary, when orness = 0, the highest importance
is given to the smallest aggregated value. In addition, when orness = 0.5, all
aggregated values are equally important.
A major issue in the OWA operators theory is the determination of the
associated weights. In [227] two ways of doing this are discussed, but since
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then, other methods have been developed to the same end, as it is discussed
in [127]. In our case, the procedure that we will use to generate the set
of weights W = (w1, . . . , wp) is the following. According to the corollary 1
explained in [127, p.2626], the orness α of a set of weights W = (w1, . . . , wp)
is calculated as orness(W ) = α = λ(1 − prob) + (1 − λ)0.5 where λ ∈ [0, 1]
is a mixture parameter and prob is the success probability in a binomial
distribution Bi(p− 1, prob).
A direct consequence of this equation is that, for a given α, we can gene-
rate a vector of weights using a mixture of binomial and discrete uniform
distributions, λBi(p− 1, prob) + (1− λ)U(1, p).
The relationship between α, λ and prob can be formulated as 2α − 1 =
λ(1−2prob). Therefore, fixed α, we have two options to determine the other
two parameters:
1. Fixed α and prob, λ is calculated.
2. Fixed α and λ, prob is calculated.
We choose the second option. We give orness a value of α = 0.7 in order
to highlight the largest aggregated values. In addition, we fix λ = 0.5 to give
equal importance to both binomial and discrete uniform. Thus, prob = 0.1
and our binomial can be expressed as Bi(p− 1, prob = 1.5− 2 · orness). It is
worth pointing out that this binomial only exists for orness ∈ [0.3, 0.7]. For
our application, these values are the most relevant.
Specifically, each weight is calculated as wi = λ · pii + (1−λ) · 1p , where pii
is the binomial probability for each i = 0, . . . , p− 1. This way of proceeding
allows us to give every aggregated value at least a small influence in the
overall computation of the OWA operator. All the theoretical properties are
given with great detail in [127].
We decide to use this particular procedure because the weights are easily
obtained and are also easy to interpret. Furthermore, our practical experi-
ments have shown that it works well for this case.
We are going to use an OWA operator to combine dissimilarities.
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2.2.3 Dissimilarity measure
Clustering methods require the selection of a function that determines how
far every pair of elements are. In our everyday life we use the concept of
distance to quantify the degree of closeness between two objects [41]. Here
we focus on its mathematical definition.
Let X be a subset of Rp. A distance (also called metric) is defined as a
function d : X ×X → R that satisfies [183]:
1. Non-negativity: d(x, y) ≥ 0 and d(x, y) = 0 if and only if x = y for
all x, y ∈ X
2. Symmetry: d(x, y) = d(y, x) for all x, y ∈ X
3. Triangle inequality: d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X
When any of these three axioms is not met, d is called a dissimilarity.
In the definition of a sizing system, a dissimilarity function allows to
mathematically represent the idea of garment fit. Let x = (x1, . . . , xp) be an
individual of the user population represented by a feature vector of size p of
his/her body measurements. In the same way, let y = (y1, . . . , yp) be the p
measurements of the prototype of a particular size. Then, d(x, y) measures
the misfit between a particular individual and the prototype. In other words,
d(x, y) indicates how far a garment made for prototype y would be from the
measurements for a given person x. In this way, the function used to quantify
the misfit between an individual and the prototype is a key element to define
an efficient sizing system. Next, we introduce the dissimilarity that we use
in trimowa (Section 2.3) and hipamAnthropom (Section 2.5). It is defined
considering the same ideas stated in [147]:
i. The larger the individual differences between a person and the proto-
type, the worse the fit.
ii. Fit is better predicted by proportional rather than absolute differences
between individual and prototype features.
iii. There is a range of values where there is no difference between the
measurements xi and yi (i = 1, . . . , p), probably because the fit is
perfect although those values do not exactly coincide.
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iv. A too small garment may not affect fit in the same way as one which
is too large.
v. Discrepancies in certain features are more important than others.
Several functional forms may satisfy the above criteria. We will assume
the same as in [147], which has the following expression:
di(xi, yi) =

ali(ln(yi)− bli − ln(xi)) if ln(xi) < ln(yi)− bli
0 if ln(yi)− bli ≤ ln(xi) ≤ ln(yi) + bhi
ahi (ln(xi)− bhi − ln(yi)) if ln(xi) > ln(yi) + bhi
(2.11)
where ali, b
l
i, a
h
i and b
h
i are constants for each dimension and have the
following meaning: bi corresponds to the range in which there is a perfect
fit (condition iii.); ai indicates the rate at which fit deteriorates outside this
range, i.e., it reflects the misfit rate. In addition, measurements are log
transformed to meet the condition ii. Fig. 2.2 illustrates this function.
ln(xi)
ln(yi) − bil ln(yi) ln(yi) + bih
slope − ai
l slope + ai
h
Figure 2.2: This plot, based on [147], illustrates the marginal dissimilarity
between the prototypes and each individual for the ith dimension.
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From condition iv., we can state that this functional form (and any satis-
fying these conditions) is not symmetric. In particular, for a given value of
|xi − yi|, the discrepancy may be smaller if xi < yi than if xi > yi. The
global dissimilarity between individuals x and y was finally defined in [147]
as a sum of squared discrepancies over each of the p body measurements:
d(x, y) =
p∑
i=1
(
di(xi, yi)
)2
(2.12)
2.3 Trimowa
This methodology was introduced aimed at developing an efficient apparel
sizing system [102]. It is close to that one proposed in [147]. However, there
are two main differences. First, when searching for the k prototypes, we use
a more statistical approach instead of the continuous optimization problem
developed in [147]. Specifically, we use a trimmed version of the PAM (or
k-medoids) algorithm. We aim at looking for medoids i.e., for typical people
within the sample, which means that our final prototypes will correspond
to real subjects of the data set. We use a trimmed procedure because an
apparel sizing system is intended to cover only what we could call standard
population, leaving out those individuals who might be considered outliers
with respect to a set of measurements. Second, we propose to modify the
dissimilarity measure defined in [147], by taking into account to the people
morphology using an OWA operator.
2.3.1 Methodology
2.3.1.1 Global dissimilarity measure
As mentioned in Section 2.2.3, the global dissimilarity described in [147] is
merely defined as a sum of squared discrepancies over each of the p anthro-
pometric measurements considered:
d(x, y) =
p∑
i=1
(
di(xi, yi)
)2
(2.13)
In this way, the different dissimilarities di(xi, yi)’s are being aggregated
and a lot of possibilities can be opened by looking at the problem under this
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point of view. At first glance, it could be more natural consider:
d(x, y) = max
i
di(xi, yi) (2.14)
or:
d(x, y) = min
i
di(xi, yi) (2.15)
However, if we chose the dissimilarity defined as in eq. (2.14), we would
consider the maximum discrepancy between the individual and the prototype
among all the measurements, which means that we would consider the worse
fit. Otherwise, if we decided to work with the dissimilarity defined as in
eq. (2.15), we would consider the best fit, but again only for one feature.
These two situations are not neither reliable nor practical. We would prefer
an intermediate scenario. To that end, we use an OWA operator. We adjust
the importance of each one of the p discrepancies by assigning to each one
of them a particular weight. The largest discrepancy gets the largest weight,
the second largest discrepancy gets the second largest weight and so on for
the p measurements. On consequence, the dissimilarity we will use in this
methodology and also with hipamAnthropom is defined as follows:
d(x, y) =
p∑
i=1
wi
(
di(xi, yi)
)2
(2.16)
where di(xi, yi) is the ith largest element of the collection of aggregated
dissimilarities d1(x1, y1), . . . , dp(xp, yp) and wi the weight associated with
di(xi, yi). As indicated in [31], the weights of the OWA operator can be
used to achieve a better balance between the fashion style of garments and
the general comfort of wearers.
In addition, the δ distance function related to the definition of the INCA
criterion (see Section 2.2.1) is the distance of eq. (2.16):
δ(x, y) = d(x, y) =
p∑
i=1
wi
(
di(xi, yi)
)2
(2.17)
The core of this methodology is presented in Section 2.3.1.2, while its
results and a brief summary are given in Sections 2.3.2 and 2.3.3, respectively.
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2.3.1.2 Clustering procedure
Trimmed k-medoids (or trimmed PAM) is analogous to k-medoids but a
trimming procedure is added. It includes the advantages of the k-medoids
and the trimmed k-means defined in eq. (2.3).
Let x1, . . . , xn be n observations of dimension p and let k be the number
of groups. Let d(xi, xj) be the dissimilarity defined in eq. (2.16) between
individuals i and j. For a given number of clusters k and a trimming propor-
tion α, trimmed k-medoids searches for k individuals, x∗i1 . . . x
∗
ik
, such that
{x∗i1 , ..., x∗ik} = argminY,xi1 ,...,xik
1
dn(1− α)e
∑
xi∈Y
inf
1≤j≤k
d(xi, xij), (2.18)
where Y ranges on subsets of x1, ..., xn containing dn(1 − α)e data points,
d·] refers to the integer part of a given value and argmin is the argument of
the minimum (argminxf(x) is the value of x for which f(x) is minimized).
Each non-trimmed point xi is assigned to its closest medoid x
∗
ij
.
Then, the trimmed k-medoids algorithm involves the following steps:
1. Initialization: Random selection of k starting points that will serve as
seed medoids.
2. Given the assumption that xi1 , ..., xik are the k medoids obtained in
the previous iteration, then:
(a) Associate each observation to the closest medoid:
di = min
j=1,...k
d(xi, xij), i = 1, ..., n,
and keep the set H having the dn(1− α)e points with lowest di’s.
(b) Split H into H = {H1, ..., Hk} where the observations in Hj are
those closer to xij than to any of the other medoids.
(c) The medoid xij for the next iteration will be the medoid of obser-
vations belonging to group Hj.
3. Repeat the step 2 a few times. After these iterations, compute the final
evaluation function.
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This algorithm is repeated a few times and the best solution is preserved.
Regarding programming, the algorithm of Garc´ıa Escudero et al. [74] was
adapted for computing trimmed k-medoids. The medoid of each cluster is
computed with the pam function (with k = 1 for each group) of the cluster
R package. The detailed algorithm is given in Algorithm 1.
2.3.2 Results
Before presenting our experimental results, we first introduce the database,
the procedure used to apply the trimmed k-medoids and the parameters for
both the dissimilarity and algorithm.
From the whole database introduced in Section 1.3, a selection of 6013
women is done, leaving out pregnant women, breastfeeding women at the
time they participated in the survey, women who have undergone any type
of cosmetic surgery, and the ones younger than 20 or older than 65. In addi-
tion, from all the anthropometric dimensions of the original database, only
the five most relevant in the clothing development process were considered:
bust circumference, chest circumference, neck to ground length, waist cir-
cumference and hip circumference. They are our control or key dimensions.
They were chosen for these three reasons:
• Recommendations of experts.
• They are commonly used in the literature.
• They appear in the European standard to sizing system. Size designa-
tion of clothes. Part 2: Primary and secondary dimensions [58].
According to the European standard. Part 2 [58], bust circumference will
be considered the primary control dimension to define each major size group
and the other four measurements as secondary control dimensions to divide
each major size group into subgroups. Summarizing, the database is made
up of 6013 Spanish women and their body measurements for 5 dimensions.
Summary statistics of these five characteristics are given in Table 2.2.
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Algorithm 1 An algorithm for trimmed k-medoids
Set k, number of groups; ns, (for instance, ns = 10) and nr (for instance, nr = 100).
Select k starting points that will serve as seed medoids (e.g., draw at random k subjects
from the whole data set).
for r = 1→ nr do
for s = 1→ ns do
Assume that xi1 , ..., xik are the k medoids obtained in the previous iteration.
Assign each observation to its nearest medoid:
di = min
j=1,...k
d(xi, xij ), i = 1, . . . , n,
and keep the set H having the dn(1− α)e observations with lowest di’s.
Split H into H = {H1, ...,Hk} where the points in Hj are those closer to xij than
to any of the other medoids.
The medoid xij for the next iteration will be the medoid of observations belonging
to group Hj .
Compute
F0 =
1
dn(1− α)e
k∑
j=1
∑
xi∈Hj
d(xi, xij ). (2.19)
if s == 1 then
F1 = F0.
Set M the set of medoids associated with F0.
else
if F1 > F0 then
F1 = F0.
Set M the set of medoids associated with F0.
end if
end if
end for
if r == 1 then
F2 = F1.
Set M the set of medoids associated with F1.
else
if F2 > F1 then
F2 = F1.
Set M the set of medoids associated with F1.
end if
end if
end for
return M and F2.
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Measurement (cm) Minimum First Quantile Median Mean Third Quantile Maximum
Neck to ground length 116.4 132.9 136.8 137 140.8 161.9
Bust circumference 73 87.4 93.3 95.02 100.7 145.7
Chest circumference 45.91 90.78 96.37 97.92 103.7 150.30
Waist circumference 58.60 75.6 83.10 84.98 92.40 167.6
Hip circumference 72.8 98.3 103.3 104.9 109.9 170.8
Table 2.2: Summary statistics for the five variables considered.
Regarding the constants that define the dissimilarity in eq. (2.11), their
values were chosen keeping in mind the following facts:
1. As in [147], an individual’s anthropometric dimension being larger than
the prototype’s one is penalized three times more than that being
smaller (bli = 3b
h
i and a
h
i = 3a
l
i).
2. The dissimilarity consistent with a perfect fit (bhi ) was chosen within
each bust segment in which the population is first divided, to cover all
the range of values of each dimension in such a way that all the subjects
would be perfectly fitted in exactly one group. In other words, for each
segment j, bhi =
3·Range({xj1i,...xjni})
4k
, where k is the number of groups
into the population is classified.
3. The values of ahi were chosen in the same way as in [147]. They are
shown in Table 2.3.
In addition, the aggregation weights to be assigned to the five dissimi-
larities (one per dimension) computed, are given in Table 2.4. The value of
orness is 0.7. This orness is close to 1 in order to highlight high dissimilarities
in any of the considered measurements.
ali a
h
i
Chest circumference 7.5 22.5
Bust circumference 8.3 25
Neck to ground length 9.5 28.5
Waist circumference 6.7 20
Hip circumference 8.3 25
Table 2.3: Constants that define the dissimilarity function in eq. (2.11) .
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w1 w2 w3 w4 w5
0.42805 0.24580 0.12430 0.10180 0.10005
Table 2.4: Aggregation weights.
The procedure that we propose to obtain size groups is the following:
First, the data set is divided into twelve major bust size groups (also called
segments or classes) according to the bust sizes defined in the European
standard to sizing system. Size designation of clothes. Part 3: Measurements
and intervals [59]. Table 2.5 shows the size range, the size scale and the size
interval along the bust, waist and hip control dimensions.
Bust 74-78 78-82 82-86 86-90 90-94 94-98 98-102 102-107 107-113 113-119 119-125 125-131
Waist 58-62 62-66 66-70 70-74 74-78 78-82 82-86 86-91 91-97 97-103 103-109 109-115
Hip 82-86 86-90 90-94 94-98 98-102 102-106 106-110 110-115 115-120 120-125 125-130 130-135
Table 2.5: Size range, size scale and size interval for bust, waist and hip, used
to define the size groups according to the European standard to sizing system.
Size designation of clothes. Part 3: Measurements and intervals [59].
Then, the trimmed k-medoids is applied to each bust segment with k = 3
clusters, so a total of 36 sizes is obtained. The number of random initializa-
tions was 600, with seven steps per initialization. The trimmed proportion
was prefixed to α = 0.01 per segment (therefore, the accommodation rate in
each bust size will be 99%).
2.3.2.1 Experimental results
Now we are in disposition to illustrate our results. Fig. 2.3 shows the scatter
plots of bust circumference against neck to ground, waist, hip and chest (from
left to right and from top to bottom) jointly with the three medoids obtained
for each bust segment.
A careful examination of the distribution of medoids leads to different
conclusions. In particular, we analyze the medoids corresponding to bust in-
tervals [82, 86[ cm (green crosses in Fig. 2.3) and [94, 98[ cm (brown inverted
triangles). They are described in Tables 2.6 and 2.7.
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Figure 2.3: Bust vs neck to ground (top left), waist (top right), hip (bottom
left) and chest (bottom right) for each one of the medoids. [82, 86[ medoids
are represented with a green cross, while [94, 98[ medoids are represented
with a brown facing down triangle.
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Woman Code Chest Neck to ground Waist Hip Bust Hip - Waist Bust - Waist
CANDE021 88.6283 132.5 79.1 99.1 85.3 20 6.2
SEVI132 88.6745 141.6 71.5 98.4 82.7 26.9 11.2
LLEID074 87.5182 135.1 71.1 96.1 84.5 20 13.4
Table 2.6: Medoids measurements for bust size [82, 86[ cm.
Woman Code Chest Neck to ground Waist Hip Bust Hip - Waist Bust - Waist
SILLE034 96.9951 134.4 83.5 102.5 94.7 19 11.2
JAEN075 101.129 139.3 90.8 108.5 97.8 17.7 7
CANDE068 99.0432 139.4 85.3 104.5 95.7 19.2 10.4
Table 2.7: Medoids measurements for bust size [94, 98[ cm.
Medoids JAEN075 and CANDE068 of [94, 98[ cm have similar neck to
ground values, so two sizes for length could be enough for this bust class.
On the contrary, medoids of range [82, 86[ cm are more distributed for this
dimension, which suggests that three sizes with different lengths would be
more appropriate for this bust range. However, these same medoids just show
an opposite pattern regarding their waist measurements. For bust range
[82, 86[ cm, medoids SEVI132 and LLEID074 have a similar waist, while
for range [94, 98[ cm medoids present a greater variation for this dimension.
Therefore, medoids of [94, 98[ cm are more different in waist, while in range
[82, 86[ cm the variability of length predominates. Regarding hip and chest
dimensions, the most relevant feature is that for [82, 86[ cm, CANDE021 and
SEVI132 are quite overlapped.
Figs. 2.4 and 2.5 show the frontal and lateral perspective of the body
shape of the medoids obtained for the bust size [82, 86[ cm, while Figs. 2.6
and 2.7 show the body shape of the medoids for [94, 98[ cm. The same
patterns just explained above can be more clearly appreciated with these
images.
In addition, we would like to know the improvement we would achieve
in garment fit if we considered the 36 sizes defined by the medoids obtained
in our work instead of those defined by the European standard. Part 3
[59]. First, we must define the measurements of the prototypes for the five
dimensions we are considering in this study. As detailed in Table 2.5, this
standard establishes 12 sizes according to the combinations of bust (from
74 to 131 cm), waist (from 58 to 115 cm) and hip (from 82 to 135 cm)
measurements. However, it does not provide any indication about chest and
height standard measurements.
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Figure 2.4: Front body shape of medoids for size [82,86[ cm (left to right,
CANDE021, SEVI132 and LLEID074).
Figure 2.5: Lateral body shape of medoids for size [82,86[ cm (left to right,
CANDE021, SEVI132 and LLEID074).
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Figure 2.6: Front body shape of medoids for size [94,98[ cm (left to right,
SILLE034, JAEN075 and CANDE068).
Figure 2.7: Lateral body shape of medoids for size [94,98[ cm (left to right,
SILLE034, JAEN075 and CANDE068).
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Regarding chest, we can easily approximate their measurements through
a linear regression analysis because bust and chest measurements are highly
correlated in the women of our data set. This can be seen in the bottom
right plot of Fig. 2.3. We consider the bust dimension as the independent
variable. The obtained values are detailed in Table 2.8.
Bust 76 80 84 88 92 96 100 104 110 116 122 128
Waist 60 64 68 72 76 80 84 88 94 100 106 112
Hip 84 88 92 96 100 104 108 112 117 122 127 132
Chest 79.50 83.38 87.26 91.14 95.02 98.90 102.78 106.66 112.46 118.30 124.12 129.94
Table 2.8: Measurements to define the prototypes (central individuals) for
each size of the European standard to sizing system. Part 3 [59] (see Table
2.5), including the calculated values for chest.
Then, Table 2.8 details the measurements the prototypes would have for
bust, waist, hip and chest according to the European standard. Part 3 [59].
Regarding height, since neck to ground shows no correlation with the other
four variables, we take a different aproach. We consider as neck to ground
values for the standard sizing system the values 132, 136 and 140 cm because
those are the most repeated measurements, and according to the bust vs
neck to ground plot of Fig. 2.8 (top left plot), they are the measurements
which best cover our data set. Once the 12 groups and 3 different neck to
ground measurements per group for the standard prototypes are specified,
we are now in the position to compare the adequacy of the sizing system
defined from our medoids with those standard ones. To that end, Fig. 2.8
shows the same scatter plots as Fig. 2.3, but incorporating the corresponding
measurements of the prototypes obtained following the European standard.
Part 3 [59]. In the four plots, the prototypes would be located just in the
center of the corresponding boxes.
Another valuable analysis of our methodology’s performance could be to
compare how far are the individuals with respect to the medoids obtained
with our approach and the standard prototypes defined by the European
standard. Part 3 [59]. Fig. 2.9 allows this comparison to be made. Fig. 2.9
displays the cumulative distribution functions for the dissimilarities between
all the women and our medoids and for the dissimilarities between all the
women and the standard prototypes. Cumulative distribution functions show
the probability that a distance will be less or equal than a certain value.
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Figure 2.8: Bust vs neck to ground (top left), waist (top right), hip (bottom
left) and chest (bottom right), jointly with our medoids and the prototypes
defined by the European standard. Part 3 [59].
In both cases, dissimilarities have been computed by using the dissimi-
larity of Section 2.2.3. The first thing we see in Fig. 2.9 is that there is a
percentage of population rounding 60%, which gets a perfect fit taking into
account our dissimilarity criteria in both sizing systems. Nevertheless, this
percentage increases until 80% with the sizing system we propose. Because
the cumulative distribution function for our method increases faster than the
cumulative distribution function for the standard system, we can state that
women are closer to their corresponding medoids computed by our methodo-
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logy with respect to the standard prototypes. This can be also seen by com-
puting the expected range of the dissimilarities, that is to say, the values
between the 10th and 90th percentiles. The range for the dissimilarities
between women and our medoids is [0,0.15], while the range for the dissimi-
larities between women and standard prototypes is [0,0.36].
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Figure 2.9: Cumulative distribution function for the dissimilarities between
women and computed medoids and for the dissimilarities between women
and standard prototypes.
All the considerations from the analysis of Fig. 2.8 and Fig. 2.9 suggest
that our method actually defines more efficient sizes where the women are
better accommodated.
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2.3.3 Summary
A new statistical approach using clustering has been developed aimed at
defining an optimal and efficient clothing sizing system. It was conceived
as an extension and improvement of the optimization problem proposed in
[147].
Traditional methodologies are based on segmentation of bivariant distri-
butions of two independent variables. Then, a sizing chart and cross tabu-
lation is defined to select the sizes in a stepwise format that accommodate
as large a percentage of the population as possible. The main advantage
of these types of methods is that they can communicate in an effective way
their size to consumers. However, the variability of other key anthropometric
dimensions is not taken into account. As a consequence, it is very difficult
to fit all the individuals in the same group well and consumer dissatisfaction
may arise.
In the clothing development process, the first step is to divide the popu-
lation into different major size groups usually using one or two control dimen-
sions that are considered to be the most important dimensions for a specific
garment. Each group is represented by a body of specific proportions, called
body shape or body type. Further subdivisions of the groups using some
other secondary dimensions define in more detail the body shape of the size
group. Our proposal is consistent with this procedure: First, we segment
the data set in 12 segments using bust circumference as the principal control
dimension following the recommendations of the European standard. Part
3: Measurements and intervals [59]. Next, we apply a trimmed k-medoids
clustering algorithm to each segment using as secondary control dimensions
the waist, hip and chest circumference and the neck to ground length. In this
way, the pre-segmentation using bust dimension values, which is the primary
dimension for upper garment fitting, provides a first easy input for customers
to choose the size, while the more realistic prototypes optimize sizing using
the anthropometric variability of other secondary dimensions, which are also
very important to define the corresponding sizes.
From the theoretical point of view, the question about which number k of
clusters to choose is a major issue in clustering methods and in particular, in
our application. In defining a sizing system, deciding the number of groups
into a population should be divided, in order to optimize benefits and user
satisfaction, represents an important problem. On the one hand, it is not
profitable to design many sizes because it would increase a lot the production
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and distribution costs. On the other hand, to define too few sizes would
cause a poor accommodation index. Accordingly, we have fixed the number
of groups (sizes) to search for within each bust class to k = 3, because
this number of sizes is quite well aligned to these considerations. Other
theoretical aspects are that we have fixed a disaccommodating rate in order
to discard outlier women and an OWA operator has been incorporated to
the dissimilarity between women and prototypes.
This approach presents many advantages with regard to currently used
systems. In the same way as explained in [147], our methodology selects
simultaneously the disaccommodated individuals and prototypes, and assigns
the individuals to size classes. But, as main findings, the prototypes returned
by our methodology are more realistic because they correspond to specific
women of the data set and the use of OWA operators has resulted in a more
realistic dissimilarity measure.
2.4 BiclustAnthropom
This section presents the most interesting methodologies and results among
those included in my final project for the Master’s degree in Biostatistics,
granted by the University of Valencia. My Master’s thesis, entitled Biclus-
tering methods applied to anthropometric data: Exploring its possible appli-
cation in clothing design (written in Spanish), was aimed at reviewing some
biclustering methods implemented in the biclust R package and assessing
their potential usefulness in the definition of an efficient sizing system orien-
ted toward the clothing design [211].
Biclustering is a data mining technique for clustering rows and columns of
a matrix simultaneously. Boris Mirkin coined this term in his 1996 book [149]
but the earliest biclustering formulation is the direct clustering introduced
in [90]. Biclustering is also known in the literature as co-clustering [15, 123]
or two-mode clustering [208], among others names [140].
Given a data set of n rows (observations) in m columns (variables or
attributes) (i.e., an n ×m matrix), classical clustering algorithms group by
rows using all the m columns. However, working with such data sets, there
is always the opportunity to investigate not only properties of samples, but
also of their attributes [23]. A well-known clustering procedure on variables
is VARCLUS, which divides a set of variables into hierarchical clusters [181].
Variable clustering is essentially used for separating variables into clusters
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that can be considered as a single variable, thus resulting in data reduction.
VARCLUS is implemented in the varclus function of the Hmisc R package
[89]. Accordingly, clustering can be applied to either the rows or the columns
of the data matrix, separately. When clustering is applied, each row in a
given row cluster is defined using all the columns. Similarly, each variable in
a variable cluster is characterized by all the observations that belong to it.
Instead, biclustering identifies subgroups of rows and subgroups of columns,
by performing simultaneous clustering of both rows and columns of the data
matrix. In this way, a bicluster is a group of observations that show similar
behavior under a specific subset of the attributes. Hence, the main difference
between clustering and biclustering is that clustering derives a global model
while biclustering, a local one [140].
Mathematically, let An×m be a matrix with a row set X = {x1, . . . , xn}
and a column set Y = {y1, . . . , ym}, where the element aij corresponds to
a value representing the relation between row i and column j. A bicluster
A′k×s ≡ AIJ = (I, J) is a submatrix of the matrix An×m, with a row subset
I = {i1, . . . , ik} (I ⊆ X and k ≤ n) and a column subset J = {j1, . . . , js}
(J ⊆ Y and s ≤ m).
An interesting approach to classify a particular biclustering algorithm
is regarding the type of biclusters obtained. Four predominant classes are
identified [140]:
1. Biclusters with constant values.
2. Biclusters with constant values on rows or columns.
3. Biclusters with coherent values.
4. Biclusters with coherent evolutions.
Classes 1, 2 and 3 analyze the numeric values in the data matrix and
try to find out subsets of rows and subsets of columns that show similar
behaviors. These behaviors may occur on the rows, on the columns, or in
both dimensions at the same time.
A perfect constant bicluster is a submatrix (I, J), where all values are
equal, ∀i ∈ I and ∀j ∈ J :
aij = µ (2.20)
Table 2.9a is an example of this type of bicluster.
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1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0
(a)
1.0 1.0 1.0 1.0
2.0 2.0 2.0 2.0
3.0 3.0 3.0 3.0
4.0 4.0 4.0 4.0
(b)
1.0 2.0 3.0 4.0
1.0 2.0 3.0 4.0
1.0 2.0 3.0 4.0
1.0 2.0 3.0 4.0
(c)
1.0 2.0 5.0 0.0
2.0 3.0 6.0 1.0
4.0 5.0 8.0 3.0
5.0 6.0 9.0 4.0
(d)
1.0 2.0 0.5 1.5
2.0 4.0 1.0 3.0
4.0 8.0 2.0 6.0
3.0 6.0 1.5 4.5
(e)
S1 S1 S1 S1
S1 S1 S1 S1
S1 S1 S1 S1
S1 S1 S1 S1
(f)
S1 S1 S1 S1
S2 S2 S2 S2
S3 S3 S3 S3
S4 S4 S4 S4
(g)
S1 S2 S3 S4
S1 S2 S3 S4
S1 S2 S3 S4
S1 S2 S3 S4
(h)
70 13 19 10
49 40 49 35
40 20 27 15
90 15 20 12
(i)
↗ ↗ ↘ ↗
↘ ↘ ↗ ↘
↗ ↗ ↘ ↗
↘ ↘ ↗ ↘
(j)
Table 2.9: Examples of different types of biclusters according to [140]. (a)
Constant bicluster, (b) constant rows, (c) constant columns, (d) coherent
values (additive model), (e) coherent values (multiplicative model), (f) overall
coherent evolution, (g) coherent evolution on the rows, (h) coherent evolution
on the columns, (i) coherent evolution on the columns, and (j) coherent sign
changes on rows and columns.
A perfect bicluster with constant rows is a submatrix (I, J), where all the
values within the bicluster can be calculated by means of one of the following
expressions:
aij = µ+ αi (2.21)
aij = µ× αi (2.22)
where µ is the typical value within the bicluster and αi is the adjustment
for row i ∈ I. This adjustment can be obtained either in an additive, see eq.
(2.21) or multiplicative way, see eq. (2.22).
In the same way, a perfect bicluster with constant columns is a submatrix
(I, J), where all the values within the bicluster can be calculated by means
of one of the following expressions:
aij = µ+ βj (2.23)
aij = µ× βj (2.24)
where µ is the typical value within the bicluster and βj is the adjustment
for column j ∈ J . Again, this adjustment is obtained either in an additive,
see eq. (2.23) or multiplicative way, see eq. (2.24).
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Table 2.9b and Table 2.9c show examples of perfect biclusters with cons-
tant rows and columns, respectively, for the additive case.
Following the same reasoning, biclusters with coherent values are different
depending on whether an additive model or a multiplicative one is evaluated.
For the additive case, a perfect bicluster with coherent values is defined as
a subset of rows and a subset of columns, whose values aij can be predicted
with this expression:
aij = µ+ αi + βj (2.25)
where µ is the typical value within the bicluster, αi is the adjustment for
row i ∈ I and βj is the adjustment for column j ∈ J . An illustration of this
type of bicluster can be seen in Table 2.9d. The biclusters of Tables 2.9b and
2.9c are especial cases of this general additive model. This means that eq.
(2.21) and eq. (2.23) are particular cases of eq. (2.25) considering βj = 0
and αi = 0, respectively.
For the multiplicative case (see Table 2.9e), the values aij of a perfect
bicluster with coherent values can be predicted with this expression:
aij = µ
′ × α′i × β
′
j (2.26)
This model is equivalent to the additive one of eq. (2.25) when µ =
log(µ
′
), αi = log(α
′
i) and βj = log(β
′
j).
On the other hand, class 4 tries to find coherent evolutions across the
rows and/or columns of the data matrix , without taking into account of its
exact numeric values. Hence, the matrix elements can be represented with
symbols. There are three options:
• Symbols can be nominal, as in Tables 2.9f, 2.9g and 2.9h.
• Symbols can correspond to a given order, as in Table 2.9i.
• Symbols can represent coherent positive and negative changes relatively
to a normal value (Table 2.9j).
Biclustering algorithms can also be classified according to the structure of
the biclusters they return [140]. There are situations where only one bicluster
is obtained, as in Fig. 2.10a.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i)
Figure 2.10: Examples of different bicluster structure according to [140]. (a)
Single bicluster, (b) exclusive row and column biclusters, (c) checkerboard
structure, (d) exclusive rows biclusters, (e) exclusive columns biclusters, (f)
nonoverlapping biclusters with tree structure, (g) nonoverlapping nonexclu-
sive biclusters, (h) overlapping biclusters with hierarchical structure, and (i)
arbitrarily positioned overlapping biclusters.
Besides, when the existence of several biclusters in the data matrix is
assumed, the following bicluster structures can be found:
1. Exclusive row and column biclusters (rectangular diagonal blocks after
row and column reorder) (Fig. 2.10b).
2. Nonoverlapping biclusters with checkerboard structure (Fig. 2.10c).
3. Exclusive-rows biclusters (Fig. 2.10d).
4. Exclusive-columns biclusters (Fig. 2.10e).
5. Nonoverlapping biclusters with tree structure (Fig. 2.10f).
6. Nonoverlapping nonexclusive biclusters (Fig. 2.10g).
7. Overlapping biclusters with hierarchical structure (Fig. 2.10h).
8. Arbitrarily positioned overlapping biclusters (Fig. 2.10i).
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A third way of classifying biclustering methods is regarding the specific
routine used to identify each bicluster. Given the complexity of the problem,
five approaches can be distinguished [140]:
1. Iterative row and column clustering combination.
2. Divide and conquer.
3. Greedy iterative search.
4. Exhaustive bicluster enumeration.
5. Distribution parameter identification.
A simple way to obtain biclusters is to apply clustering algorithms to the
rows and columns of the data matrix, separately, and then to combine the
results using a type of iterative procedure. A divide and conquer algorithm
breaks the problem into two or more smaller sub-problems of the same (or
related) type, solves the problems recursively and finally, these solutions are
combined to give a solution to the original problem. The greedy iterative
search typically consists in iterations made up from a locally optimal choice
to try to find a globally good solution. Exhaustive bicluster enumeration
approaches assume that the best biclusters can only be identified by means
of an exhaustive enumeration of all possible biclusters inside the matrix.
At last, distribution parameter identification methods are based on the idea
that the biclusters are obtained using a given statistical model and try to
identify the distribution parameters used to generate the data by minimizing
a certain criterion through an iterative loop.
During last years, a number of biclustering algorithms have been develo-
ped. A very detailed survey about such methods can be found in [140]. Two
other informative surveys are [198] and [23]. Biclustering has been widely
used for the analysis of gene expression data [140, 164] but it has also been
applied to other different fields, such as market segmentation (in tourism
[45], with different data sets from the marketing area [77] and for cosmetic
products [186]), in information retrieval and text mining [42, 43], electoral
data [90], or to nutrition data and some foreign exchange data [126]. Several
biclustering algorithms are available from different sources, including R. For
instance, Barkow et al [10] created a Graphical User Interface (GUI) called
BicAT (Biclustering Analysis Toolbox) to help researchers with the analysis
47
CHAPTER 2
and exploration of genetic data. BicAT provides five biclustering and two
standard clustering algorithms. This interface is very easy to use. However,
the programming code of the algorithms is not free, so the users cannot
change and adapt them to analyze their own data. Another pitfall is that
the results generated by BicAT cannot be directly used as input for other
statistical softwares. So far, the most complete R package for biclustering
is biclust [112, 113]. It includes the algorithms related to five methods:
Bimax [164], Cheng & Church [32], plaid model [206, 126], Spectral [123] and
Xmotifs [153]. The main function of biclust is biclust, that allows to execute
the corresponding biclustering algorithm specified in its method-argument
[113, 112]:
• method=BCBimax() or method=BCrepBimax(): Bimax.
• method=BCCC(): Cheng & Church.
• method=BCPlaid(): plaid model.
• method=BCSpectral(): Spectral.
• method=BCXmotifs(): Xmotifs.
Excepting Bimax, that only works with binary and multiple choice data,
the other four deal with continuous data.
Other biclustering R packages such as BicARE [80] and fabia [95] have
been developed in the framework of Bioconductor, which is an open source
software for the analysis and comprehension of genomic data. Its website is
http://www.bioconductor.org/.
The main conclusion of my Master’s final project was that the proposed
methodology using Cheng & Church could be considered as a potential sta-
tistical approach to be used for the clothing design. Besides, Bimax was
helpful to examine the eating habits of the Spanish women. This way of
using Bimax was inspired by the strategy followed in [45].
Section 2.4.1 presents the foundation of the Cheng & Church biclustering
algorithm (from now on, CC). Section 2.4.2 focuses on the methodology
developed using CC (called biclustAnthropom) and on the results obtained.
These results are discussed in Section 2.4.3. The Bimax algorithm and its
application can be found in Appendix.
48
CHAPTER 2
2.4.1 Methodology
Before introducing the CC algorithm, some notation is needed:
• Mean of the ith row in the bicluster:
aiJ =
1
|J |
∑
j∈J
aij (2.27)
• Mean of the jth column in the bicluster :
aIj =
1
|I|
∑
i∈I
aij (2.28)
• Mean of all elements in the bicluster:
aIJ =
1
|I||J |
∑
i∈I,j∈J
aij =
1
|I|
∑
i∈I
aiJ =
1
|J |
∑
j∈J
aIj (2.29)
The CC biclustering algorithm was introduced by Yizong Cheng and
George M. Church in [32]. For them, a bicluster is a subset of rows and
a subset of columns with a high similarity score. In order to check the simi-
larity of a bicluster, they consider the mean squared residue, called H, that
measures the coherence of the rows and columns in the bicluster. The CC
algorithm aims at finding a maximum bicluster with the quantity H lower
than a certain threshold δ ≥ 0. A δ-bicluster is perfect if δ = 0. Biclusters of
Tables 2.9b, 2.9c, 2.9d and 2.9e are examples of perfect biclusters. A perfect
bicluster meets this relation:
aij = aiJ + aIj − aIJ (2.30)
However, δ-biclusters are not usually perfect biclusters due to the presence
of noise in data. Consequently, the concept of residue arises to quantify the
difference between each element aij and its expected value predicted from
aiJ , aIj y aIJ :
r(aij) = aij − aiJ − aIj + aIJ . (2.31)
49
CHAPTER 2
Then, CC defines a δ-bicluster as the subset of rows and the subset of
columns where the following expression is verified:
H(I, J) =
1
|I||J |
∑
i∈I,j∈J
r(aij)
2 < δ, for some δ ≥ 0. (2.32)
In other words, the overall quality of a δ-bicluster is evaluated by means
of the mean squared residue.
CC returns arbitrarily positioned (possibly overlapping) biclusters with
coherent values (corresponding with Tables 2.9d and 2.9e and Fig. 2.10i).
Besides, the CC algorithm is a greedy iterative search method. The authors
proposed several greedy row/column removal/addition algorithms that are
combined in an overall approach that allows to identify a given number of δ-
biclusters. Specifically, the algorithm itself has the next major steps [32, 112]:
1. Let A be a matrix of real numbers, let δ ≥ 0 be the maximum accepta-
ble mean squared residue score and let α > 1 be the threshold for
multiple node deletion. Compute aiJ , aIj, aIJ and H(I, J) ∀i ∈ I ∀j ∈
J , with row subset I and column subset J of A.
Note: If this H(I, J) is fewer than δ, return the bicluster AIJ .
2. Deleting rows i ∈ I with 1|J |
∑
j∈J
r(aij)
2 > αH(I, J)
3. Deleting columns j ∈ J with 1|I|
∑
i∈I
r(aij)
2 > αH(I, J)
4. Adding rows i /∈ I verifying 1|J |
∑
j∈J
r(aij)
2 < δ
5. Adding columns j /∈ J verifying 1|I|
∑
i∈I
r(aij)
2 < δ
These steps are repeated until a maximum number of biclusters is reached
or no bicluster is found.
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2.4.2 Results
The data set used here is made up of the same 6013 women as in trimowa.
However, the CC algorithm is applied to a different set of anthropometric di-
mensions. The idea behind this approach is to use the fact that designing and
manufacturing lower body garments depend not only on the waist circum-
ference (the principal dimension in this case), but also on other secondary
control dimensions (for upper body garments only the bust circumference is
usually needed). Biclustering identifies groups of observations with a similar
pattern in a subset of attributes instead of in the whole of them. Therefore,
it seems more interesting to use CC with lower body dimensions. In this
way, only those measurements related to the lower body part (36 numeric
variables) are finally chosen. Our way of proceeding is the following: first,
the data set is divided into twelve segments (classes) using waist circumferen-
ce values according to the European standard. Part 3: Measurements and
intervals [59]. Then, CC is applied to each waist class. In this way, for each
waist size, each bicluster may be defined for a different number of anthropo-
metric dimensions which will be the most relevant for designing the garments
for the women belonging to that bicluster. All individuals in a same bicluster
(group) can wear a garment with dimensions specific to that group.
In order to use the CC algorithm within the biclust function of biclust,
the maximum number of biclusters to be found must be indicated. We pro-
pose to fix this number for each waist size according to the number of women
it contains. We have guided us by the clothing companies’ policy regarding
the production and distribution time and costs, already mentioned in Section
2.3.3. Table 2.10 summarizes this suggestion.
Number of women in each size Maximum number of biclusters to be found
< 150 2
151− 300 3
351− 450 4
> 451 5
Table 2.10: Proposed number of biclusters to be found in each size.
From the definition of the mean squared residue H, the results provided
by CC may be very influenced by aiJ y aIJ in case of variables involved in
the study are on very different scales. In fact, standardizing the data by
subtracting the mean and by dividing by the standard deviation is widely
51
CHAPTER 2
recommended before applying this algorithm [32, 112, 113]. The selected
variables related to lower body part were indeed on different scales. As a first
practical attempt, CC was applied after standardazing the data. However,
no biclusters were found for any waist size. The same happened with some
other types of preprocessing methods implemented in the clusterSim R
package [49]. To overcome this problem, we propose to select in each waist
class the variables that have a similar scale. We think this is the best choice
so that the influence of aiJ y aIJ dissappear. We mean by a similar scale a
difference among the variables ranges less or equal than 7 cm. We decided
to use an upper limit of 7 cm, because the number of variables which had a
difference of ranges less or equal than 7 in each segment, was an enough and
suitable number to be able to design a garment in a given size, following the
recommendations of experts. Thus, each data matrix referred to each waist
size contains those women with a similar waist measurement and with those
secondary control dimensions with a similar scale. Table 2.11 details each
waist size.
Waist segment [58, 62[ [62, 66[ [66, 70[ [70.74[ [74, 78[ [78, 82[
Number of variables 14 10 13 7 10 15
Number of women 15 121 414 673 809 785
Waist segment [82, 86[ [86, 91[ [91, 97[ [97, 103[ [103, 109[ [109, 115[
Number of variables 11 9 11 9 12 12
Number of women 804 786 676 464 277 162
Table 2.11: Number of women and number of variables with a similar scale
of each waist segment.
In addition to the number of biclusters to search for, two other arguments
are required to call the CC algorithm with the function biclust. They are δ
(δ ≥ 0), which is the maximum acceptable mean squared residue score, and
α, which is a threshold for multiple node deletion (α > 1). We maintain
the same default value fixed for α within biclust. On the other hand, the
CC algorithm might not group every woman into a bicluster (this property
is called nonexhaustivity [140]), so we can consider those no grouped women
as disaccommodated women. Therefore, the value of δ can be iteratively
adapted to the number of disaccommodated women we want to discard in
each size. The proportion of no accommodated sample was prefixed to 0.01
per segment. In this way, a number of women between 0 and the previous
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fixed proportion will not be assigned to any group. The detailed methodology
is given in Algorithm 2.
Algorithm 2 Algorithm to find biclusters and no accommodated women
with CC
We define for each size the objects nc, delta and disac.
nc is the proposed number of biclusters to be found in each size.
delta is the parameter δ of the Cheng and Church method. Its initial value is 1 (by
default for method=BCCC()).
disac is the number of women who will not form part of any group. At the beginning,
it is equally to the number of women belonging to each size.
The proportion of disaccommodated sample is prefixed to 1% per segment.
while disac > ceiling(0.01 ∗ number of women belonging to the size) do
biclust(SizeData, method = BCCC(), delta = delta, alpha = 1.5, number = nc)
disac = number of women not grouped.
delta = delta + 1
end while
2.4.2.1 Experimental results
Once the theoretical and practical details of the CC algorithm are explained,
we can examine the experimental results obtained for each waist size. From
Table 2.12 to Table 2.23 the corresponding results for each waist size are
detailed.
Women and dimensions of this class: 15 14
Disaccommodated women: 0
δ value: 2
BC 1
Number of women: 15
Number of dimensions: 13
Table 2.12: CC results for waist size [58, 62[ cm.
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Women and dimensions of this class: 121 10
Disaccommodated women: 0
δ value: 2
BC 1 BC 2
Number of women: 77 44
Number of dimensions: 9 8
Table 2.13: CC results for waist size [62, 66[ cm.
Women and dimensions of this class: 414 13
Disaccommodated women: 0
δ value: 6
BC 1 BC 2 BC 3
Number of women: 323 81 10
Number of dimensions: 13 7 7
Table 2.14: CC results for waist size [66, 70[ cm.
Women and dimensions of this class: 673 7
Disaccommodated women: 2
δ value: 3
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 415 111 90 46 9
Number of dimensions: 7 7 7 5 6
Table 2.15: CC results for waist size [70, 74[ cm.
Women and dimensions of this class: 809 10
Disaccommodated women: 4
δ value: 3
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 388 119 136 93 69
Number of dimensions: 10 10 10 8 8
Table 2.16: CC results for waist size [74, 78[ cm.
54
CHAPTER 2
Women and dimensions of this class: 785 15
Disaccommodated women: 0
δ value: 4
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 382 123 130 97 53
Number of dimensions: 15 15 15 11 11
Table 2.17: CC results for waist size [78, 82[ cm.
Women and dimensions of this class: 804 11
Disaccommodated women: 0
δ value: 5
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 497 98 82 90 37
Number of dimensions: 11 11 11 8 8
Table 2.18: CC results for waist size [82, 86[ cm.
Women and dimensions of this class: 786 9
Disaccommodated women: 8
δ value: 6
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 488 104 114 43 29
Number of dimensions: 9 9 9 8 6
Table 2.19: CC results for waist size [86, 91[ cm.
Women and dimensions of this class: 676 11
Disaccommodated women: 6
δ value: 5
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 427 88 99 47 9
Number of dimensions: 11 11 10 8 11
Table 2.20: CC results for waist size [91, 97[ cm.
55
CHAPTER 2
Women and dimensions of this class: 464 9
Disaccommodated women: 5
δ value: 7
BC 1 BC 2 BC 3 BC 4 BC 5
Number of women: 302 67 66 15 9
Number of dimensions: 9 8 8 8 6
Table 2.21: CC results for waist size [97, 103[ cm.
Women and dimensions of this class: 277 12
Disaccommodated women: 0
δ value: 5
BC 1 BC 2 BC 3
Number of women: 134 96 47
Number of dimensions: 12 8 8
Table 2.22: CC results for waist size [103, 109[ cm.
Women and dimensions of this class: 162 12
Disaccommodated women: 2
δ value: 7
BC 1 BC 2 BC 3
Number of women: 97 57 6
Number of dimensions: 11 7 8
Table 2.23: CC results for waist size [109, 115[ cm.
When analyzing Tables 2.12 to 2.23, some interesting results are found.
Firstly, for almost all waist sizes, it can be observed that some biclusters
are defined for the whole set of variables considered in each size. These
particular groups could have been identified by any conventional clustering
method, like k-means. However, there are also other biclusters defined for
a smaller number of dimensions regarding the total number. Traditional
clustering could not have defined them. This particular behavior can be seen
for example in Table 2.17: the first three biclusters are defined for the whole
set of 15 dimensions considered in the waist size [78, 82[ cm, whereas the last
two are defined only for 11. Even more, for the [109, 115[ cm segment, no
bicluster is identified for the whole set of 12 dimensions, see Table 2.23.
56
CHAPTER 2
This is one of the main advantages of biclustering: It allows to define
very homogeneous and restrictive groups. We mean by homogeneous groups
those ones whose members agree on all the variables that are characteris-
tic for that group. In addition, we mean by restrictive groups those ones
defined by only those variables, from the total number of them, that are
truly relevant for defining the group. Classical clustering algorithms weigh
each variable equally, so they are viewed as equally important in providing
a segmentation. However, this might not be a desirable option for many
scenarios. It may happen that some attributes included in the database are
not actually critical to the construction of groups. Biclustering can solve
this problem without needing to preprocess data, by using variable selection
methods before segmenting. By looking for observations that show a similar
pattern, non-informative dimensions are automatically ignored because they
do not demonstrate such systematic patterns. This property of biclustering is
very valuable to data analysts because they can safely assume that less rele-
vant variables do not bias the entire segmentation results. In anthropometric
terms, we are finding women with very similar features for specific body di-
mensions. These specific variables describe a body in the detail necessary to
construct a garment to fit that body.
Another relevant result is that, in some waist classes, the number of
disaccommodated women is zero (see for example Tables 2.12, 2.13), so CC
manages to find groups for which every woman can be adapted. Moreover,
the δ parameter is a reduced value in all cases, demonstrating not only the
speed with which this algorithm has been able to find biclusters, given the
relative restriction concerning the percentage of disaccommodated women,
but also and what is more important, that all biclusters have a high similarity
coefficient. A third interesting property of these results is that, in this case,
the returned biclusters by CC are not overlapped. This is very important
in our application because each individual must be assigned to a single size.
Since it is a deterministic algorithm, these results are reproducible.
Next, we show some graphical results. Fig. 2.11 (resp. Fig. 2.12) shows
the scatter plots of waist circumference against neck to ground (resp. hip),
jointly with the median woman of all the biclusters obtained for each waist
class. Plotting waist against neck to ground and hip is the usual analysis
in the literature for lower body part clothing sizing. Fig. 2.11 shows quite
distributed biclusters for all the waist segments, while for Fig. 2.12 this
behavior is only appreciated for certain segments.
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Figure 2.11: Waist circumference against neck to ground, jointly with
the median woman of all the biclusters obtained for each waist class.
Right plot helps to identify the biclusters of each waist class.
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Figure 2.12: Waist circumference against hip circumference, jointly
with the median woman of all the biclusters obtained for each waist
class. Right plot helps to identify the biclusters of each waist class.
It is also meaningful to examine separately the differences that may exist
among biclusters for each waist segment. As an illustrative example, the
results for the [74, 78[ cm size (Table 2.16) will be analyzed because they
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are representative of the results for the rest of sizes. Fig. 2.13 shows the
boxplots for two variables that influence on the lower body clothing design,
such as buttock girth and thigh horizontal girth. Boxplots are ordered from
lower to greater median. Differences among biclusters can be seen for both
variables. We also note that all the boxplots, with the exception of bicluster 4
for buttock girth and bicluster 5 for thigh girth, present an almost symmetric
distribution of the data.
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Figure 2.13: Boxplots of buttock girth and thigh horizontal girth for
waist size [74, 78[ cm.
2.4.3 Summary
The goal of my Master’s thesis was to explore if any of the biclustering
algorithms included in the biclust R package may be useful to deal with an-
thropometric data in order to try to define an efficient sizing system oriented
towards the apparel design. The main conclusion reached there was that
the Cheng & Church algorithm (CC) provided the most promising results.
In this section we have presented the foundation and the application of this
biclustering method.
We have proposed a way of proceeding to enable CC to discard some
individuals who might be considered as disacommodated regarding a set of
measurements. Results returned by CC show that biclustering, unlike con-
ventional clustering methods, obtains groups not always defined for the whole
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number of anthropometric dimensions and at the same time, identifies which
are the most relevant to define each group. In addition, results are repro-
ducible and biclusters are not only very restrictive but also not overlapped.
These features are interesting in garment design. For each waist size, we
find women groups with similar body measurements for a specific number of
dimensions. As known, the women of a same group will wear the same gar-
ment. That garment should be designed considering only those dimensions
identified as the most relevant ones, in addition to the waist circumference.
Moreover, we have included in Appendix the results provided by the
Bimax biclustering algorithm when analyzing eating habits.
According to our analysis, we can say that biclustering, at least some
of biclustering algorithms, can be considered as a potential alternative to
conventional clustering procedures when analyzing both anthropometric and
sociological data.
2.5 HipamAnthropom
This methodology is concerned with the generation of optimal and repre-
sentative fit models for use in apparel sizing [215]. We use the hierarchical
partitioning around medoids (HIPAM) clustering algorithm, originally de-
veloped to work with gene expression data [222]. We modify it to deal with
anthropometric features by incorporating the dissimilarity explained in Sec-
tion 2.2.3. HIPAM is a divisive hierarchical clustering algorithm using PAM.
We propose two HIPAM algorithms. The first one, called HIPAMMO, is a
slightly modification of HIPAM that uses the dissimilarity of Section 2.2.3.
HIPAMMO uses asw as a measure of cluster structure and the maximization
of the asw as the rule to subdivide each already accepted cluster. The use
of asw could be too restrictive. Therefore, we propose a second algorithm,
HIPAMIMO, where the differences regarding the original HIPAM are even
deeper. It incorporates a different criterion: the INCA statistic criterion (see
Section 2.2.1) to decide the number of child clusters and as a stopping rule.
Both algorithms return a set of representative objects (the medoids). As
mentioned, medoids correspond to real individuals of the database, so they
could be used as representative fit models of the target market. The HIPAM
algorithm also makes it possible to identify outliers. Given its hierarchical
nature, HIPAM returns clusters which contain only one or two women. In the
hierarchical clustering methods, all clusters with only one element (singleton
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clusters) are consider as outliers. Regarding clusters with two elements, this
is because three is the minimum number of elements for clustering with PAM.
Extending the property that singleton clusters are considered as outliers in
the hierarchical clustering algorithms, we can also consider the clusters with
two elements as outliers. Remind that discarding the individuals who might
be considered as outliers regarding their measurements is particularly im-
portant in the apparel sizing context, where the target population is not the
whole population.
Functions of the smida R package [223] will be used to implement both
HIPAMMO and HIPAMIMO. This package is freely available from the
authors website: http://www.stats.gla.ac.uk/ microarray/book/smida.html.
2.5.1 Methodology
We detail next both HIPAMMO and HIPAMIMO. They start with all
objects in one single cluster, the highest or top node, T . At each level of the
classification tree, each node corresponds with a cluster. End nodes define
the final partition.
First, we describe the algorithm HIPAMMO. We refer to [207, 222, 223]
for more details. For a given node P , the algorithm must decide whether
it is advisable to split this (parent) cluster into new (child) clusters, or to
stop. If |P | ≤ 2, then it is an end (or terminal) node; otherwise, PAM is
applied to P with k1 groups, where k1 is chosen by maximizing the asw of
the new partition. After a post-processing step, where further partitioning or
collapsing procedures for the k1 clusters try to improve the asw, a partition
C = {C1, . . . , Ck} is finally obtained from P (k is not necessarily equal to
k1). Next, the asw of C, aswC , is obtained, and the same steps used to
generate C are applied to each Ci to generate a new partition. If we denote
the asw of the new partition with i = 1, . . . , k, using SSi (if |Ci| ≤ 2 then
SSi = 0), then the Mean Split Silhouette (MSS) is defined as the mean of
the SSi. If MSS(k) < aswC , then these new k child clusters of the partition
C are included in the classification tree. Otherwise, P is a terminal node.
MSS is a rule to evaluate the average homogeneity of the partition C.
Fig. 2.14 helps to understand this procedure: Node 2 corresponds to
the previous given node P , the partition p2 (consisted of Node 4 and Node
5, red-colored to indicate that it is the candidate partition) to C and SSi,
i = 1, 2, would be calculated for the partitions p3 and p4, respectively.
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Figure 2.14: Mean Split Silhouette (MSS) procedure within the
HIPAM algorithm.
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The algorithm HIPAMIMO is summarized in Algorithm 3.
Algorithm 3 HIPAMIMO
1. Initialization of the tree:
Let the top cluster with all the elements be T .
1.1. Initial clustering: Apply PAM to T with the number of clusters, k1, provided
by the INCA statistic with the following rule:
if INCAk1 < 0.2 ∀k1 then
k1 = 3
else
k1 as the value preceding the first largest slope decrease.
end if
An initial partition with k1 clusters is obtained.
1.2. Post-processing: Apply several partitioning or collapsing procedures to the k1
clusters to try to improve the asw.
A partition with k clusters from T is obtained.
2. Local HIPAM:
while there are active clusters do
Generation of the candidate clustering partition: PHASE I FOR HIPAMIMO
Evaluation of the candidate clustering partition: PHASE II FOR HIPAMIMO
end while
Subroutine 1 PHASE I FOR HIPAMIMO
For each cluster, P , of a partition:
1.
if |P | ≤ 2 then
STOP (P is a terminal node).
else
if INCAk1 < 0.2 ∀k1 then
STOP (P is a terminal node).
else
2. Initial clustering: Apply PAM to P with the number of clusters, k1, provided
by the INCA statistic as the value preceding the first largest slope decrease. An
initial partition with k1 clusters is obtained.
3. Post-processing: Apply several partitioning or collapsing procedures to the
k1 clusters to try to improve the asw.
The candidate partition, C = {C1, . . . , Ck}, from P is obtained.
end if
end if
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Subroutine 2 PHASE II FOR HIPAMIMO
Let the candidate clustering partition be C = {C1, . . . , Ck} obtained from P .
1. Calculate the asw of C, aswC .
2. For each Ci, generate a new partition using steps 1.1. and 1.2. of the initialization
of the tree and calculate its SSi.
3.
if MSS(k) =
1
k
k∑
i=1
SSi < aswC then
C is accepted.
else
C is rejected. STOP (P is a terminal node).
end if
The two algorithms differ mainly in terms of the use of the INCA criterion.
1. At each node P , if there is k such that INCAk > 0.2, then we select
the k prior to the first largest slope decrease.
2. On the other hand, if INCAk < 0.2 for all k, then P is a terminal
node.
However, this procedure does not apply either to the top node T or to
the generation of the new partitions from which the MSS is calculated. In
these cases, even when all INCAk < 0.2, k = 3 is fixed as the number of
groups to divide and proceed. Fig. 2.15 shows a flowchart representing the
steps of HIPAMIMO.
2.5.2 Results
We use the same database (6013 individuals and 5 body dimensions), parame-
ters for the dissimilarity and procedure as in Section 2.3.2, where trimowa
was explained. Two preliminary pre-segmentations have been performed.
The first one uses bust circumference (see Section 2.5.2.1) and the second
one is based on geographical location, i.e., takes into account the region of
provenance of women, see Section 2.5.2.3.
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Figure 2.15: Flowchart as a guide to explain howHIPAMIMO works.
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2.5.2.1 Bust circumference
For this particular study we have only considered the classes corresponding
to the 8 central bust sizes (from 78-82 to 107-113, see Table 2.24) with more
than 250 women per class. This is because there are a few women with a bust
circumference of less than 78 cm or larger than 113 cm. Then, HIPAMMO
and HIPAMIMO have been applied to each class. Table 2.25 details the
number of clusters with more than two women returned with each bust class
and Table 2.26 shows the number of women that contains each one of those
clusters.
Bust 78-82 82-86 86-90 90-94 94-98 98-102 102-107 107-113
Waist 62-66 66-70 70-74 74-78 78-82 82-86 86-91 91-97
Hip 86-90 90-94 94-98 98-102 102-106 106-110 110-115 115-120
Table 2.24: Measurements used to define the eight bust sizes of Eu-
ropean standard. Part 3 [59] involved in the analysis of the HIPAM
methodology.
Bust class [78,82[ [82,86[ [86,90[ [90,94[ [94,98[ [98,102[ [102,107[ [107,113[
Count 287 732 1028 952 818 633 547 356
Num. medoids HIPAMMO 5 3 10 5 4 4 9 2
Num. medoids HIPAMIMO 3 3 3 3 3 3 3 5
Table 2.25: Counts and number of clusters with more than two
women obtained using the algorithms HIPAMMO and HIPAMIMO.
```````````````Algorithm
Bust class
[78,82[ [82,86[ [86,90[ [90,94[ [94,98[ [98,102[ [102,107[ [107,113[
HIPAMMO 88 65 25
67 42
201 304 227 309 94 70 94 71
113 191 27 27 24
318 277 114
160 83
280 282
83 173
163 181
170 119
141 31 19 39
65 20 99 53 72
202 154
HIPAMIMO 98 79 110 234 289 209 366 329 333 318 339 295 331 292
195
182 229
222
213 140 194 140 130
21 47 18
Table 2.26: Size of the clusters with more than two women obtained
by HIPAMMO and HIPAMIMO.
Fig. 2.16 (resp. Fig. 2.17) shows the scatter plots of bust versus hip
circumference (resp. neck to ground), while Fig. 2.18 shows the scatter plots
of hip versus waist circumference, together with the representation of the
medoids in the clusters with more than two elements (left plot forHIPAMMO
and right plot for HIPAMIMO).
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Figure 2.16: Bust vs. hip in the medoids obtained using HIPAMMO
(left) and HIPAMIMO (right).
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Figure 2.17: Bust vs neck to ground in the medoids obtained using
HIPAMMO (left) and HIPAMIMO (right).
The main difference between the two algorithms is in the rule which
selects the number of clusters to be found. If we pay attention for Fig. 2.16
where bust and hip (one of the critical dimensions for determining body
morphotypes) are displayed, we see that HIPAMIMO (right plot) identifies
fewer clusters (around 3) which are more balanced regarding the number of
elements assigned to each group and are better distributed.
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Figure 2.18: Hip vs waist in the medoids obtained using HIPAMMO
(left) and HIPAMIMO (right).
However, for the same two dimensions, HIPAMMO (left plot) shows
closer medoids for each class and some of them are really quite close or even
overlapping. A similar behavior can be seen in Fig. 2.17. These results can be
compared with the PCA-based sizing method, which is the most commonly
used approach in the literature for generating sizes from anthropometric data
[85, 96, 230]. As an example, Fig. 2.19 shows the locations of the medoids in
the [86, 90[ cm class over the first two principal components, that represent
60% of the variance. As we expected, the first PC groups the four body
circumferences considered (bust, chest, waist and hip) and the second PC
refers to the neck to ground variable.
Regarding outliers, HIPAMMO detects 92 whereas HIPAMIMO detects
82. Forty of them match. Table 2.27 shows the percentage of women that are
considered as outliers by both algorithms, for each bust size where outliers
are founded out.
```````````````Algorithm
Bust class
[74,78[ [86,90[ [102,107[ [113,119[ [119,125[ [125,131[
HIPAMMO 30% 0.77% 1.5% 6.5% 23% 78%
HIPAMIMO 17% — — 14% 9% 100%
Table 2.27: Percentage of outliers in each class.
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Figure 2.19: The first two principal components of the medoids in
the [86,90[ cm class obtained using both algorithms.
Figure 2.20 (resp. Fig. 2.21) shows the scatter plots of bust versus hip
(resp. neck to ground), together with the outliers detected by HIPAMMO
(left plot) andHIPAMIMO (right plot), while Fig. 2.22 represents the scatter
plots of hip vs waist with the same outliers. As we can see, HIPAMIMO
only identifies outliers in the four bust classes corresponding to small and
large sizes.
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Figure 2.20: Bust vs. hip in the outliers obtained using HIPAMMO
(left) and HIPAMIMO (right).
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Figure 2.21: Bust vs neck to ground in the outliers obtained using
HIPAMMO (left) and HIPAMIMO (right).
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Figure 2.22: Hip vs waist in the outliers obtained using HIPAMMO
(left) and HIPAMIMO (right).
Next, we want to compare the perfomance of our algorithm to identify
outliers with two other approaches developed with the same goal: confidence
ellipses and the mvoutlier R package [84].
Confidence ellipses is a quite common used method in the clothing litera-
ture to remove abnormal data (see for instance [96]). The usual procedure is
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to define a confidence ellipse that covers a specified percentage of the data,
assuming a bivariate normal distribution for height and weight.
Assuming bivariate normality, the portion of points falling inside the ellip-
se should closely agree with the fixed confidence level. Data falling outside
the ellipse are considered as abnormal and are discarded. Using the function
dataEllipse of the car R package [67], we have generated these types of
ellipses at a 99% confidence level for each bust segment.
As an illustration, Fig. 2.23 identifies the outliers detected by the confi-
dence ellipse for the bust segment [78, 82[ cm. Height is in mm. and weight
in kg.
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Figure 2.23: Outlier women returned by the normality ellipse for the
bust segment [78, 82[ cm.
We would like to point out that by using this procedure, a woman is
considered as outlier at the time she deviates substantially from the mean of
only one of those variables. In addition, Fig. 2.24 represents the bust and hip
measurements of the outliers detected by the confidence ellipses represented
for every bust size (we consider again all the twelve bust classes of Table 2.5).
To make this clear, we use the height and weight of the women belonging
to each bust size, to represent the confidence ellipse with which identifying
outliers and then, we examine some of their body measurements (such as bust
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and hip). If we look at Fig. 2.24, we see oppossite results regarding both
HIPAM algorithms. According to Fig. 2.24, no outliers have been identified
in the most extreme sizes [74, 78[ cm, [119, 125[ cm and [125, 131[ cm, but
there are a lot of women considered as outliers in the central sizes.
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Figure 2.24: Bust vs hip of the outliers obtained using the normality
ellipse within each bust segment.
However, at least for bust and hip measurements, they do not seem out-
liers because they are clearly located over the points cloud.
After finishing the previous comparison, a thorough survey of the R packa-
ges implemented to detect multivariate outliers was done. To the best of our
knowledge, all those packages are based on robust methods. Among them, a
well-known and commonly used R package is mvoutlier [84], which contains
all the programs for the methods developed in [63]. In [63], Filzmoser et al.
proposes to detect outliers by using the minimum covariance determinant
(MCD) estimator to make the Mahalanobis distance robust. To properly
compare mvoutlier with both HIPAM algorithms, we should replace the
Mahalanobis distance within the corresponding functions of mvoutlier by
the particular dissimilarity we are working with. However, given the imple-
mentation of this R package, this is not possible. This seems to mean that
mvoutlier cannot be used for all types of data. Anyway, we have applied
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mvoutlier for the twelve bust segments to analyze its results. As an illus-
tration, Fig. 2.25 identifies the outliers detected for the bust segment [78, 82[
cm (marked with red circles).
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Figure 2.25: Outlier women returned by the mvoutlier R package
for the segment [78, 82[ cm.
Fig. 2.26 joints together the outliers (bust vs hip) detected by mvoutlier
for every bust size. Again, Fig. 2.26 shows that this R package is overesti-
mating the number of outlier women.
Anthropometric analysis of the outliers
To close the study about outliers, we carry out an anthropometric analysis of
the outlier women provided by the HIPAMMO and HIPAMIMO algorithms.
Table 2.28 shows their answers to the question about whether they have had
problems in finding their correct size.
XXXXXXXXXXXXAlgorithm
Answer
Never Almost never Yes, sometimes Yes, always
HIPAMMO 16 7 27 42
HIPAMIMO 14 11 23 34
Table 2.28: Outlier women problems in finding their correct size.
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Figure 2.26: Bust vs hip in the outliers obtained using the mvoutlier
R package.
Noteworthy is most of the outlier women answer that they sometimes or
always have had problems in finding their correct size. To the knowledge of
the experts, there might be several reasons to this:
• HYPOTHESIS 1: The most likely scenario is that they are overweight
and therefore they fall outside the usual sizing range. This is a key
health and sizing issue. Manufacturers usually offer the most common
sizes because they are sent in greater quantities and consequently the
unsold stock is minimized. Following this trend, extremely thin women
will also have problems in finding their size, but these cases will be a
minority since the increasing tendency is to be overweight.
• HYPOTHESIS 2: Another reasonable explanation could be that this
kind of woman, despite not being overweight, presents a less frequent
morphotype, with a narrow waist or wide hip. In this case, the women
would find their clothes size, but items would not fit correctly and they
would need to get the clothes altered.
• HYPOTHESIS 3: Finally, a third possibility would be that these women
could fall between sizes, the difference usually being around 5 cm bust
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or waist circumference depending on whether upper or lower body gar-
ments. In a real situation, when a woman does not fit one brand, it is
probable that she will find her size in another store.
We want to evaluate if some of these hypotheses are met by the outliers
returned by HIPAMMO and HIPAMIMO:
• HYPOTHESIS 1: Regarding the 92 outliers obtained by HIPAMMO,
70 of them are overweight (BMI > 25, BMI is the Body Mass Index),
12 are underweight (BMI < 18.5) and 10 are normal weight (18.5 ≤
BMI < 24.99). Regarding the 82 outliers obtained by HIPAMIMO,
74 are overweight, 7 are underweight and there is only one woman
who is normal weight. Accordingly, the majority of the outliers are
overweight, while underweight women are the minority. Indeed, the
outlier population tends to be overweight.
• HYPOTHESIS 2: We consider those 10 outlier women with normal
weight according to previous hypothesis (the only woman with nor-
mal weight returned by HIPAMIMO is one of the 10 obtained by
HIPAMMO). We analyze their body shape using the drop value [85,
60], which allows to identify different relationships between key anthro-
pometric dimensions that determine body shape and morphotype. The
drop value is defined as the difference between a woman’s hip circum-
ference and bust circumference. The population can be classified into
the following categories (see for instance [85]):
– Triangular or pear-shaped (bust much smaller than hip).
– Inverted triangle (bust much bigger than hip).
– Rectangular (bust equal to hip).
– The other categories lie in between these.
Table 2.29 details hip and bust perimeter and drop value of those
ten outlier women that are normal weight. BARNA066, ELGOI023,
MELGA066, CAMB037, CAMAR142 and SILLE148 can be considered
pear shaped. The other women are rectangle shaped because they have
very similar hip and bust measurements.
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Woman Code BARNA066 ELGOI023 MELGA066 CAMB037 ABAD071 MALAG131 CAMAR142 SILLE148 MADY165 MADY229
Hip measurement 89.4 87.5 96.0 94.2 93.6 91.0 93.1 97.2 93.5 93.0
Bust measurement 77.2 77.1 87.7 88.2 89.0 87.8 86.9 87.0 88.6 89.3
Drop value 12.2 10.4 8.3 6.0 4.6 3.2 6.2 10.2 4.9 3.7
Table 2.29: Drop values for the outlier women with a normal weight
for HIPAMMO.
• HYPOTHESIS 3: We analyze the four women with a rectangular
shape (ABAD071, MALAG131, MADY165 and MADY229). Table
2.30 shows their bust and waist circumferences.
Woman Code ABAD071 MALAG131 MADY165 MADY229
Bust measurement 89.0 87.8 88.6 89.3
Waist measurement 81.1 83.1 80.0 76.7
Table 2.30: Bust and waist measurements for the outlier women with
a rectangular shape.
By examining Table 2.30, ABAD071 and MADY229 might be conside-
red women between two bust sizes (88 and 92) when comparing their
bust measurement with the sizes detailed in Tables 2.5 and 2.8. For
MALAG131 and MADY165 is not so easy to make a similar statement
for their bust or waist.
2.5.2.2 Comparison with standard adopted method
Now, we would like to check the accuracy of our methodology in obtaining
representative fit models. It is not straightforward to compare our approach
to many others in the apparel sizing literature because their objective is
the creation of a sizing system instead of looking for fit models. We think
that, in our case, the most interesting and valuable study is to compare the
main measurements (bust, hip and waist circumference) of the fit models
obtained by HIPAMMO and HIPAMIMO with the corresponding standard
measurements defined by the European standard. Part 3 [59], as we explain
next. Tables 2.31 and 2.32 (resp. Tables 2.33 and 2.34) display the hip and
waist measurements corresponding to the fit models obtained by HIPAMMO
(resp. HIPAMIMO) for the eight bust classes considered before. These
tables also indicates the total number of fit models for each bust class (in
parentheses and bold). These quantities appear in the column corresponding
to the expected measurements according to the European standard. Part 3
[59].
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```````````````Bust class
Hip class
[86,90[ [90,94[ [94,98[ [98,102[ [102,106[ [106,110[ [110,115[ [115,120[ >120
[78, 82[ 1 (5) 2 1 1 0 0 0 0 0
[82, 86[ 0 1 (3) 0 2 0 0 0 0 0
[86, 90[ 0 1 2 (10) 4 2 1 0 0 0
[90, 94[ 0 0 1 1 (5) 2 1 0 0 0
[94, 98[ 0 0 1 0 1 (4) 2 0 0 0
[98, 102[ 0 0 0 1 1 0 (4) 1 1 0
[102, 107[ 0 0 0 1 1 0 3 (9) 3 1
[107, 113[ 0 0 0 0 0 1 0 0 (2) 1
Table 2.31: Hip measurements corresponding to the fit models ob-
tained by HIPAMMO. The total number of fit models for each bust
segment is displayed in parentheses and bold in the column correspon-
ding to the expected measurements.
```````````````Bust class
Waist class
[62,66[ [66,70[ [70,74[ [74,78[ [78,82[ [82,86[ [86,91[ [91,97[ >97
[78, 82[ 0 (5) 4 1 0 0 0 0 0 0
[82, 86[ 0 1 (3) 1 1 0 0 0 0 0
[86, 90[ 0 0 2 (10) 3 3 2 0 0 0
[90, 94[ 0 0 0 1 (5) 0 4 0 0 0
[94, 98[ 0 0 0 0 0 (4) 2 2 0 0
[98, 102[ 0 0 0 0 0 0 (4) 3 1 0
[102, 107[ 0 0 0 0 0 0 0 (9) 4 5
[107, 113[ 0 0 0 0 0 0 0 0 (2) 2
Table 2.32: Waist measurements corresponding to the fit models ob-
tained by HIPAMMO. The total number of fit models for each bust
segment is displayed in parentheses and bold in the column correspon-
ding to the expected measurements.
```````````````Bust class
Hip class
[86,90[ [90,94[ [94,98[ [98,102[ [102,106[ [106,110[ [110,115[ [115,120[ >120
[78, 82[ 0 (3) 2 0 1 0 0 0 0 0
[82, 86[ 0 0 (3) 1 2 0 0 0 0 0
[86, 90[ 0 0 0 (3) 2 1 0 0 0 0
[90, 94[ 0 0 0 1 (3) 1 1 0 0 0
[94, 98[ 0 0 1 0 1 (3) 0 1 0 0
[98, 102[ 0 0 0 1 0 1 (3) 1 0 0
[102, 107[ 0 0 0 0 1 0 1 (3) 1 0
[107, 113[ 0 0 0 0 0 1 1 2 (5) 1
Table 2.33: Hip measurements corresponding to the fit models ob-
tained by HIPAMIMO. The total number of fit models for each
bust segment is displayed in parentheses and bold, in the column
corresponding to the expected measurements.
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```````````````Bust class
Waist class
[62,66[ [66,70[ [70,74[ [74,78[ [78,82[ [82,86[ [86,91[ [91,97[ >97
[78, 82[ 0 (3) 2 1 0 0 0 0 0 0
[82, 86[ 0 1 (3) 1 1 0 0 0 0 0
[86, 90[ 0 0 1 (3) 1 1 0 0 0 0
[90, 94[ 0 0 0 0 (3) 1 2 0 0 0
[94, 98[ 0 0 0 0 0 (3) 1 2 0 0
[98, 102[ 0 0 0 0 0 0 (3) 2 1 0
[102, 107[ 0 0 0 0 0 0 0 (3) 2 1
[107, 113[ 0 0 0 0 0 0 0 0 (5) 5
Table 2.34: Waist measurements corresponding to the fit models ob-
tained by HIPAMIMO. The total number of fit models for each
bust segment is displayed in parentheses and bold, in the column
corresponding to the expected measurements.
Fig. 2.27 (resp. Fig. 2.28) displays the results of HIPAMMO (resp.
HIPAMIMO) as bar charts for hip and waist.
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Figure 2.27: For each bust class, the left bar of (a) (resp. (b)) refers
to the hip (resp. waist) of the fit models obtained by HIPAMMO
while the right bar refers to the expected hip (resp. waist).
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Figure 2.28: For each bust class, the left bar of (a) (resp. (b)) refers
to the hip (resp. waist) of the fit models obtained by HIPAMIMO
while the right bar refers to the expected hip (resp. waist).
When analyzing these numerical and graphical displays, we reach the
same conclusions for both HIPAMMO and HIPAMIMO. First, we see that
for all bust sizes, our fit models have a greater waist than expected. For hip
this feature is not so clear, but it does also tend to be greater. Furthermore,
an even more important aspect is that for some bust sizes there is no fit model
with the expected hip or waist size, see e.g. bust size [98, 102[ cm for the
results of HIPAMMO or bust size [78, 82[ cm for the results of HIPAMIMO.
This analysis may suggest that the European standard. Part 3 [59] is not
accurately representing the real measurements of the current female popula-
tion (at least for Spanish women).
2.5.2.3 Obtaining medoids for different regions
As was said before, as a second approach to apply this methodology, we pro-
pose to segment the population based on geographical location. Geographic
segmentation is common to apparel industries aimed at exploring national
and regional influences on size and fit and defining guidelines. Clothing
manufacturers are interested to know the variations in body size and shape
(between and within national populations) to improve sizing and to offer
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consistent labelling.
For our particular study, we analyze two Spanish regions, one located in
the south and the other in the north. We only consider the bust size [90, 94[
cm because it contains the largest number of women for both regions, 166
women from the southern group and 64 from the northern group. See Table
2.35 for summary statistics of both groups.
Summary statistics for the southern group
Measurement (cm) Minimum First Quantile Median Mean Third Quantile Maximum
Neck to ground length 118.2 134.5 137.4 137.6 140.9 155.8
Bust circumference 90.00 90.90 91.70 91.85 92.80 93.90
Chest circumference 89.63 93.20 94.75 94.83 96.10 101.63
Waist circumference 68.90 78.92 81.55 81.98 84.67 95.00
Hip circumference 91.60 99.78 103.05 103.38 106.75 117.20
Summary statistics for the northern group
Measurement (cm) Minimum First Quantile Median Mean Third Quantile Maximum
Neck to ground length 123.6 131.8 136.0 135.8 139.4 152.4
Bust circumference 90.00 91.20 92.45 92.15 93.12 93.90
Chest circumference 85.47 94.31 95.32 95.58 97.17 101.39
Waist circumference 71.40 78.38 81.65 81.33 83.72 92.20
Hip circumference 88.60 98.12 102.20 102.42 106.12 117.60
Table 2.35: Summary statistics of the groups located in the south
and north of Spain.
Table 2.36 (resp. Table 2.37) describes the identification codes and main
measurements of the medoids returned by HIPAMMO (resp. HIPAMIMO).
Code Chest Neck to ground Waist Hip Bust
ANTAS052 93.8267 139.0 81.1 103.3 92.0
CHIPI018 96.0296 137.5 81.2 101.1 91.6
BILB085 97.4198 131.8 86.6 103.9 93
ELGOI111 94.3988 141.9 81.0 108.0 91
Table 2.36: Measurements of the medoids from the southern group
(first and second row) and the northern group (third and fourth row),
obtained with HIPAMMO.
Fig. 2.29 (resp. Fig. 2.30) shows the 3D representation of the medoids of
HIPAMMO (resp. HIPAMIMO). These medoids have been identified using
the five anthropometric variables considered in the analysis.
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Code Chest Neck to ground Waist Hip Bust
ABAD024 94.0821 139.1 80.1 101.7 92.4
PRTOS159 95.0924 140.3 79.0 108.2 91.5
MALAG004 93.9341 131.5 86.0 101.8 91.1
ELGOI020 94.4474 134.7 73.1 96.3 90.5
ERNAD110 97.1320 139.6 83.8 108.8 93.4
BILB132 94.3286 128.7 87.3 101.2 93.3
Table 2.37: Measurements of the medoids from the southern group
(first to third row) and the northern group (fourth to sixth row),
obtained with HIPAMIMO.
Figure 2.29: Front and lateral 3D representations of the medoids
obtained with HIPAMMO from southern group (first row) and the
northern group (second row).
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Figure 2.30: Front and lateral 3D representations of the medoids
obtained with HIPAMIMO from the southern group (first row) and
northern group (second row).
HIPAMMO finds two medoids while HIPAMIMO obtains three for the
two regions. Let us examine their features for the southern group. Two
of the HIPAMMO medoids, ANTAS052 and CHIPI018, are very similar,
see Table 2.36. However, as it can be seen in Table 2.35, there is relevant
anthropometric variability for this region; for instance, the range for the neck
to ground variable is 37 cm. In contrast, the three HIPAMIMO medoids
present high anthropometric differences. Neck to ground differs by 8.8 cm
between PRTOS159 and MALAG004 and hip circumference differs by 6.5
cm between ABAD024 and PRTOS159, see Table 2.37.
For the northern group the two HIPAMMO medoids are more diverse,
see Table 2.36. In this case, the neck to ground variable differs by 10.1
cm and waist differs by 5.6 cm. Even so, HIPAMIMO shows even more
anthropometric dissimilarity between medoids, see Table 2.37. ELGOI020
and ERNAD110 has a difference in waist circumference of 10.7 cm and neck
to ground between BILB132 and ERNAD110 differs by 10.9 cm. This brief
analysis for these two particular Spanish regions shows that the HIPAMIMO
algorithm performs better at finding representative models for apparel sizing
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and design. The HIPAMIMO medoids represent a subset of the population
with anthropometric diversity and therefore with different fitting require-
ments.
2.5.2.4 HIPAM as an alternative to current sizing system Stan-
dard
Finally, we would like to study the possibility of using a HIPAM algorithm
to define a clothing sizing system, as an alternative to current sizing sys-
tem standards. We apply both HIPAMMO and HIPAMIMO to the whole
database we use in this methodology, without presegmenting into standard
sizes. HIPAMMO returned ten clusters, while HIPAMIMO returned three,
so we will analyze only HIPAMMO groups in order to see if they can be con-
sidered a good approximation of the sizes defined by the European standard.
Part 3 [59]. Fig. 2.31 shows the classification tree generated by HIPAMMO
and Table 2.38 details the key anthropometric measurements of the cluster
medoids ordered by bust circumference in an increasing order.
Table 2.39 shows the basic descriptives for bust dimension for those 10
clusters, while Table 2.40 shows the same descriptives but for the 12 sizes
defined by the European standard. Part 3 [59].
14 15
12 13
9 10 11 16 17 7 8
5 6 3 4
1 2
R
Proposed Hierarchical PAM Clustering
Figure 2.31: Clustering results returned by HIPAMMO applied to
the whole database.
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Label medoid chest neck to ground waist hip bust cluster label
869 84.55 133.20 66.70 89.30 79.50 13
150 86.53 135.10 69.10 94.60 82.30 14
232 88.42 134.90 73.20 96.00 84.60 15
302 91.36 134.80 73.10 97.40 86.30 8
5503 98.68 140.90 86.50 105.70 94.00 3
1120 103.24 130.90 90.40 104.10 99.60 9
1506 102.35 141.60 88.70 114.20 100.00 10
3988 109.26 136.30 100.30 110.20 106.30 11
431 113.83 131.00 105.10 117.40 110.50 16
501 120.86 141.20 112.30 128.30 115.50 17
Table 2.38: Cluster medoids returned by HIPAMMO applied to the whole
database, ordered by bust circumference value.
13 14 15 8 3 9 10 11 16 17
Min. 74.00 74.90 80.00 79.10 81.00 92.50 88.50 97.70 97.40 103.30
1st Qu. 79.20 82.90 84.70 87.80 91.90 99.00 97.93 104.10 110.00 115.60
Median 80.80 84.60 86.50 89.80 94.50 100.40 99.80 106.40 113.60 120.40
Mean 80.96 84.51 86.32 89.38 93.84 100.50 99.60 106.70 113.50 119.90
3rd Qu. 82.98 86.50 88.20 91.40 96.30 102.20 102.00 109.00 117.70 125.80
Max. 86.60 89.60 90.60 95.10 108.00 108.50 106.70 117.00 126.10 130.50
Number women 350 574 396 1106 1389 510 350 575 366 111
Table 2.39: Basic descriptives for bust dimension for each one of the ten
clusters returned by HIPAMMO applied to the whole database.
[74,78[ [78,82[ [82,86[ [86,90[ [90,94[ [94,98[ [98,102[ [102,107[ [107,113[ [113,119[ [119,125[ [125,131[
Min 74.00 78.00 82.00 86.00 90.00 94.00 98.00 102.00 107.00 113.00 119.00 125.20
1st Qu. 76.30 79.55 83.30 87.00 90.90 94.90 98.70 103.00 108.30 113.80 119.80 125.80
Median 77.00 80.50 84.20 88.00 91.80 95.80 99.70 104.20 109.60 115.40 121.20 127.30
Mean 76.64 80.39 84.13 87.97 91.89 95.88 99.74 104.20 109.70 115.60 121.40 127.40
3rd Qu. 77.60 81.30 85.10 89.00 92.80 96.90 100.80 105.40 111.10 117.00 122.70 128.90
Max. 77.90 81.90 85.90 89.90 93.90 97.90 101.90 106.90 112.90 118.90 124.90 130.50
Number women 47 287 732 1028 952 818 633 547 356 203 87 37
Table 2.40: Basic descriptives for bust dimension for the first twelve bust
sizes defined by the European standard. Part 3 [59].
When comparing both tables, we realize that the 10 clusters obtained by
HIPAMMO are somewhat different with respect to the sizes defined by the
current standard. But we also appreciate that those 10 clusters are quite
different to each other, except for clusters labelled as 9 and 10, which are
very similar. For these specified two clusters, we see that the bust measure-
ment of the medoid in cluster 10 is greater than the corresponding one for
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the medoid in cluster 9 (see Table 2.38), but all the descriptives in cluster
9 are greater than those in cluster 10, (see in this case Table 2.39). As a
conclusion, we have seen that HIPAMMO applied to the whole database,
does not approximate well to the sizes defined by the current European stan-
dard. Part 3 [59]. However, we have proved that any HIPAM algorithm does
serve to segment a huge database in different groups according to the most
relevant anthropometric dimensions.
2.5.3 Summary
We have adapted the HIPAM algorithm to deal with anthropometric data
aimed at identifying representative fit models. We have proposed two HIPAM
algorithms, HIPAMMO and HIPAMIMO, where the main differences re-
garding the original one are the dissimilarity used and the criterion used
to divide clusters. In our first analysis we have followed the same proce-
dure as in Section 2.3: we have segmented the data set into twelve standard
bust sizes according to European standard. Part 3 [59] and we have applied
HIPAMMO and HIPAMIMO to each one of them. According to the analysis
of the medoids obtained by both algorithms, we conclude that HIPAMIMO
provides a more cost-effective performance taking into account the fitting
tolerances of clothing. In addition, we also observed that HIPAMIMO only
identifies outliers in the four bust classes corresponding to small and large
sizes (extreme sizes). This is quite well aligned to the clothing industry prac-
tice for the mass production of clothing where the objective is to optimize
sizes by addressing only the most profitable. Extreme sizes are usually offe-
red as “special sizes”. In this way, we could state that HIPAMIMO shows
better performance. However, it is also true that both algorithms provide
consistent results. They identify more realistic fit models, especially when
comparing the results with the European standard. Part 3 [59], and also
detect outliers. These fit models could be shown to experts in a practical
situation to help them in their task.
As a complementary analysis of our methodology we have compared its
performance to detect multivariate outliers with two common used methods.
We reached the conclusion that these two common approaches take the risk
to overestimate the number of outliers. The HIPAM algorithm is based on
hierarchical features to discover outliers and return true outliers. In addition,
the exploratory anthropometric analysis of the outlier women obtained by
both HIPAM algorithms has helped to confirm that those women who state
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that they always have problems in finding their size verify the hypotheses
suggested by the experts to try to explain the reasons for their problems.
We think that this methodology based on HIPAM is a useful tool to help
fashion designers and apparel manufacturers to hire accurate and representive
fit models. They will be used to test the size specifications of their clothes
before the production phase with a consequent improvement of garment fit.
A good fit model is the basis for an accurate sizing system.
2.6 Chapter conclusions
In this chapter we have presented three methodologies based exclusively on
clustering procedures.
The first one, trimowa, has been developed aimed at defining an effi-
cient sizing system. To achieve this, a percentage of women with extreme
anthropometric measurements has been removed. It was found that the seg-
mentation proposed by this first method is an improvement with respect to
the approaches previously published in the literature. Each one of the bust
size groups described by the European standard has been divided into three
groups using a pure clustering procedure. This way of proceeding allows
that each woman belongs to a bust class and within it, she is part of any
of the obtained three groups, which are defined for specific anthropometric
measurements of chest, hip, waist and neck to ground. Thus, with such a
sizing system, a woman wishing to buy an upper body garment, should first
selects those garments whose bust label coincide with her bust measurement.
Finally, she should choose the garment whose label indicating the measure-
ments of the other four dimensions were as approximately as possible to her
measurements. This kind of scenario could facilitate women to find the gar-
ment that fit them correctly in less time, implying greater satisfaction in
the buying process. Commercially, this situation would mean that clothing
stores would not have so many clothes without selling, which also includes
returned clothes. The trimowa methodology obtains representative subjects
for each group which are real women of the data set. As a result, their mea-
surements should be helpful for labelling the garments corresponding to each
size group.
The second methodology, biclustAnthropom, has also been proposed to
define an efficient sizing system, but in this case for lower body garments.
The clustering algorithm on which it is based, is called biclustering and has
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been mainly used with gene expression data. Its main feature is that groups
are described by a non previously determined number of variables. This
number does not have to coincide with the total number of variables used
in the study. This fact has a particular interest in the definition of efficient
sizes since each group may be different from the others according to the set
of dimensions that belong to it, which furthermore are the most relevant to
define this group. On the other hand, it has also investigated the possibility
of using other biclustering method for grouping people according to their
eating habits, following a reference of the literature on market segmentation
(see Appendix). Both approaches using biclustering have had an exploratory
and descriptive nature. In both cases, original and profitable results have
been obtained. For future work, from the point of view of the definition of
an optimal sizing system, we aim at developing a biclustering method that
incorporates a specific distance to deal with anthropometric data. From the
point of view of market segmentation, we think that the type of biclustering
method used could be a convenient alternative for researchers related to the
field of Sociology.
At last, the third methodology, hipamAnthropom, has been raised in order
to identify representative fit models of the population. As far as we know, no
methodology has been proposed in the literature for the same purpose. With
this proposal, we wanted to open a new line of research related not only to
the definition of an efficient sizing system, but also to the identification of
people who according to their morphology, should be considered as the best fit
models to develop clothes for the population that they represent. Specifically,
fit models represent the body dimensions which a company designer has
determined to provide the proportional relationships needed to achieve the
company fit. However, these models may not be so representative of the
target population as might be thought at first glance. This third approach
tries to statistically identify a target set of individuals who best represent
the user population. With them, fit, comfort and visual appearance of the
manufactured clothes could improve. The fashion designer can visually check
the fit of a design on the fit model, effectively acting as a live mannequin.
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Statistical shape analysis
3.1 Introduction 1
The statistical shape analysis (also called geometric morphometrics or sim-
ply Morphometrics) concerns with the statistical study of the variation and
covariation of the shape of objects. The seminal paper on this field was [116].
The word “shape” is frequently used in our day by day to refer the appearan-
ce of an object. We often describe unknown shapes by using known shapes,
e.g. “Italy has the shape of a boot”. Mathematically, shape is defined as the
geometrical information of the object that remains when location, scale and
rotational (orientation) effects are removed from that object [116]. There are
three major approaches to describe an object’s shape [196]:
1. Objects can be treated as subsets of Rm (figures). The basic features
to describe shapes in R2 are area and perimeter. In R3 we could use
volume, for example.
2. They can be described by using functions representing their contours.
3. They are described by using a finite number of points, called landmarks,
that are given by certain geometrical or anatomical properties.
In this chapter we focus on the third approach. A landmark is a point of
correspondence on each object that matches between and within populations.
The configuration is the set of landmarks on an object. In the beginning,
1The methodology presented in this chapter is submitted for publication [216].
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shape was considered an attribute of the structure of the object, which could
be described by using distances, ratios or angles between landmarks, rather
than landmarks themselves. Traditional methods are based on multivariate
analysis of these measurements [145]. However, with these types of methods,
part of the geometric relationships among the measured variables is omitted,
so shape cannot be quantitatively analyzed. It was in the 20th century that
the statistical shape analysis was greatly expanded with the development
of new statistical and numerical methods. These modern techniques are
able to deal directly with the entire geometric information contained in the
configuration, describing shape variation in both qualitative and quantitative
terms.
A basic technique for comparing shapes and quantifying shape differences
is the Procrustes superimposition approach or Procrustes method. Nowa-
days, it is the most widely used method in geometric morphometrics. It
consists in superimposing configurations by translating, scaling and rotating
them, in such a way that the distance among them (a Procrustes-type dis-
tance) is as small as possible. Once they are superimposed, the differences
in the positions of the landmarks can be easily observed. Fig. 3.1 shows
an illustrative example of the performance of the Procrustes superimposition
(based on [202]). A fundamental operation is the computation of the average
configuration of the set of objects. It is called the Procrustes mean and it is
defined as the shape whose sum of squared Procrustes distances to the other
objects is minimal [174].
Clustering of objects according to their shape information is an impor-
tant task related to the statistical shape analysis with direct implications
in many scientific areas, such as Biology, Archaeology, Medicine and, in re-
cent decades, Computer Vision and Pattern Recognition. An unsupervised
detection of elements with similar shape is usually required to facilitate the
analysis of the entire collection of observations.
In this chapter, we present the kmeansProcrustes clustering methodology.
We have used the shapes R package [48], which contains the main routines
for the statistical analysis of shapes. Other interesting R packages related to
Morphometrics are geomorph [2] and Morpho [182]. Our work is based on
[47]. Refs. [35, 174, 191] have been also very helpful.
The outline of this chapter is as follows: Section 3.2 introduces all the
needed theoretical background. Section 3.3 presents the data and procedure
used, the experimental results and a comprehensive summary of kmeansPro-
crustes. Finally, the conclusions of this chapter and future work are discussed
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in Section 3.4.
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Figure 3.1: Procrustes superimposition following [202]: (a) Original position,
(b) centered figures, (c) scaled figures, (d) rotated figures.
3.2 Background
This introductory section describes the basic concepts of the statistical shape
analysis and explains how to adapt the k-means algorithm for use in shape
space.
3.2.1 Shape spaces and Procrustes superimposition
The following general notation will be used: n refers to the number of objects,
h to the number of landmarks and m to the number of dimensions (in our
case, m = 3). Then, each object is described by an h × m configuration
matrix X containing the m Cartesian coordinates of its h landmarks. X has
h × m dimensions. Ref. [192] is a good consultation material to introduce
the most important notions related to shape analysis.
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Definition 1 An m × m rotation matrix Γ satisfies ΓTΓ = ΓΓT = Im and
|Γ| = ±1, where Im is the m×m identity matrix. The set of all m×m rotation
matrices is known as the special orthogonal group of rotations SO(m).
Definition 2 The Euclidean similarity transformations are the set of trans-
lations, scaling and rotations procedures that are applied to a configuration
X:
{βXΓ + 1hγT : β ∈ R+,Γ ∈ SO(m), γ ∈ Rm} (3.1)
where β ∈ R+ is the scale parameter, Γ is an (m × m) rotation matrix, γ is
an (m × 1) location vector and 1h is a column vector of h ones.
Definition 3 A size measure is a positive, real-valued function g(X) satis-
fying:
g(aX) = ag(X) (3.2)
where a is some magnification positive factor.
The most commonly used measure of size for a configuration is the cen-
troid size.
Definition 4 The centroid size is defined as:
S(X) =
√√√√ h∑
i=1
m∑
j=1
(Xij − X¯j)2 (3.3)
where Xij is the (i,j)th element of X and X¯j is the arithmetic mean for the
jth dimension, X¯j =
1
h
h∑
i=1
Xij.
Definition 5 The centroid coordinates of the configuration X are the arith-
metic mean for each dimension j = 1, . . . ,m:
CCX = (X¯1, . . . , X¯m) (3.4)
In our case of m = 3, CCX is a vector with three elements.
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A possibility to remove the location effect from X would consist of sub-
tracting the centroid coordinates of the configuration. In this way, the coor-
dinates of the centroid define the translation parameter γ. This yields the
translated (or centered) configuration, XC , in such a way that the centroid
is sent to the origin: XC = X − 1hCCX . Then, the centroid coordinates of
XC are equal to zero, CCXC = (0, 0, 0) and its centroid size is the same as
the original one: S(X) = S(XC).
Another approach to get the translated configuration is premultiplying X
by the centering matrix C, XC = CX. The matrix C has a diagonal equal to
1−1/h and lower and upper triangle cells equal to −1/h, i.e. C = Ih− 1h1h1Th ,
being Ih the h×h identity matrix. C satisfies CT = C because it is symmetric
and CTC = CC = C because it is idempotent.
Definition 6 The centroid size of XC is expressed as follows:
S(XC) = ‖CX‖ =
√
trace((CX)TCX)
=
√
trace(XTCTCX)
=
√
trace(XTCX)
being ‖X‖ = √trace(XTX) the Euclidean norm.
The problem of this alternative is that the centered configuration XC is
a h × m matrix with a range of h − 1. Instead, it is mathematically more
convenient to work with XH = HX, where H is the Helmert sub-matrix,
a (h − 1) × h orthogonal matrix that satisfies HTH = C and consequently
HTXH = H
THX = CX. Next, Helmert matrices will be fully defined:
Definition 7 The full Helmert matrix HF is a square h×h orthogonal matrix
with its first row of elements equal to 1/
√
h and the remaining rows are
orthogonal to the first row. Specifically, the jth row of HF is given by:
(hj, . . . , hj︸ ︷︷ ︸
j−1
,−(j − 1)hj, 0, . . . , 0︸ ︷︷ ︸
h−j
), hj = −1/
√
j(j − 1) (3.5)
Then, the Helmert sub-matrix, H, is a Helmert matrix with its first row
removed.
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Any centered configuration has hm −m dimensions. Removing the size
effect (scale) can be done by dividing the coordinates of the configuration by
the centroid size. For the centered configuration, XH , this operation has the
following expression:
Z =
XH
S(XH)
=
HX
‖HX‖ =
HX√
trace((HX)THX)
(3.6)
Z is called the pre-shape of the configuration matrix X because all in-
formation about location and scale are removed, but rotation information
remains. This terminology was first introduced in [118]. Z has unit centroid
size, i.e. S(Z) = 1.
Definition 8 The pre-shape of X is all the geometrical information of X
invariant to location and scale:
Z = {βX + 1hγT : β ∈ R+, γ ∈ Rm} (3.7)
Definition 9 The pre-shape space Shm is the set of all possible pre-shapes.
The dimension of Shm is m(h− 1)− 1.
In order to remove the rotation effect, all the rotated versions of the
pre-shape with each other must be identified.
Definition 10 The shape of X is all the geometrical information of X in-
variant under the Euclidean similarity transformations:
[X] = {ZΓ : Γ ∈ SO(m)} (3.8)
Definition 11 The shape space Σhm (named Kendall shape space) is the set
of all possible shapes, which are represented by a single point in this space.
The dimension of Σhm is hm−m− 1−
m(m− 1)
2
.
Fig. 3.2 shows a summary of the hierarchy of the different spaces ex-
plained in this chapter, following [47].
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Original configuration
Helmertized/Centred
remove translation
Pre-shape Size-and-shape
remove rotationremove scale
remove scaleremove rotation
Shape
Figure 3.2: The hierarchy of shape spaces explained in this chapter (following
[47]).
The pre-shape and shape spaces are not Euclidean spaces because there
are less dimensions than geometric coordinates. In order to completely define
a non-Euclidean shape space, a concept of distance between shapes is needed.
The full Procrustes distance is one of the best known distances. It is a
measure of shape difference between two configurations. Given X1 and X2
and their corresponding pre-shapes Z1 and Z2, the full Procrustes distance
is a least-squares type metric where we minimize over rotations and scale to
find the nearest Euclidean distance between Z1 and Z2.
Definition 12 The full Procrustes distance between X1 and X2 is:
dF (X1, X2) = inf
R∈SO(m),β∈R+
‖Z2 − βZ1R‖, (3.9)
Unlike the shape space Σhm, which it is not a familiar space when m > 2,
the pre-shape space Shm is a hypersphere of unit radius in (h−1)m dimensions.
Therefore, we can analyze other distance functions that measure how far two
points on a sphere are, such as the great circle distance. The great circle
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distance is a particular distance which it is commonly used in the shape
space as an alternative to dF .
In Shm, all possible rotations are organized along an orbit called a fiber
[35, 47]. Shm is partitioned into fibers by the rotation group SO(m). Two pre-
shapes on a given fiber differ by a rotation [82]. A fiber in Shm corresponds to a
shape in Σhm, that is to say, the shapes of the configurations are represented
by fibres on Shm. Finding the rotation parameters to superimpose X1 on
X2 is equivalent to finding the shortest distance between both fibers in S
h
m.
Therefore, the distance between two shapes can be defined in the following
way:
Definition 13 The Procrustes distance ρ(X1, X2) is the closest (over rota-
tions) great circle distance between Z1 and Z2 on the pre-shape hypersphere
Smh .
Fig. 3.3 is the same figure as Fig.4.5 of Ref. [35] which is represented
to illustrate the geometric meaning of the pre-shape space and the related
Procrustes-type distances introduced in this chapter. The relationship be-
tween dF and ρ is:
dF (X1, X2) = sin ρ. (3.10)
Z1 Z2
[X2]
[X1]
ρ
dF
Figure 3.3: Illustration of the pre-shape space according to [35] and [47].
Z1 and Z2 represent the pre-shapes on their fibers [X1] and [X2]. Only the
two distances explained in this chapter are indicated. ρ corresponds to the
smallest angle between Z1 and Z2, while dF is the shortest distance between
Z1 and the radius of the fiber [X2] to which Z2 belongs.
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Consider now the case where a set of configuration matrices X1, . . . Xn,
n ≥ m, are available. The concept of mean shape can be introduced. Because
we are not working with Euclidean spaces, there is not a single concept of
mean that corresponds to the arithmetic average of realizations. Otherwise,
we need to use a Fre´chet type mean [68], i.e. one that minimizes the sum of
squared full Procrustes distances from any shape in the set.
Definition 14 Given a set of configuration matrices X1, . . . , Xn, the full
Procrustes mean is given by [µ̂], where:
[µ̂] = arg inf
µ:S(µ)=1
n∑
l=1
d2F (Xl, µ). (3.11)
Definition 15 The full Generalized Procrustes Analysis (full GPA) method
involves matching the configurations, X1, X2, . . . , Xn, by estimating the simi-
larity parameters γ, Γ and β that minimizes a quantity proportional to the
sum of squared norms of pairwise differences:
G(X1, . . . , Xn) =
1
n
n∑
l=1
n∑
j=l+1
‖(βlXlΓl + 1hγTi )− (βjXjΓj + 1hγTj )‖2 (3.12)
under the constraint of the size of the average configuration, S(X¯) = 1, being
X¯ =
1
n
n∑
l=1
(βlXlΓl + 1hγ
T
l ).
Note also that G(X1, . . . , Xn) = inf
µ:S(µ)=1
n∑
l=1
sin2ρ(Xl, µ).
Definition 16 The full Procrustes coordinates of each of the Xi is given by:
XPl = βˆlXlΓˆl + 1hγˆ
T
l , l = 1, . . . , n, (3.13)
where Γˆl ∈ SO(m) (rotation matrix), βˆl > 0 (scale parameter), γˆTl (location
parameter), l = 1, . . . , n, are the minimizing parameters.
Result. The point in shape space corresponding to the arithmetic mean of
the Procrustes coordinates:
X¯ =
1
n
n∑
l=1
XPl (3.14)
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has the same shape as the full Procrustes mean.
Because of the non-Euclidean feature of the shape space Σhm, it is not
recommended to use the standard multivariate statistical methods in this
space. On the contrary, especial statistical techniques should be developed.
However, when variation in shape is small, Σhm can be projected to a tangent
space, called the Procrustes tangent space (also Kendall or Kent tangent
space), where usual Euclidean statistics are acceptable [121]. The point of
tangency corresponds to the mean shape. This approach is summarized in
the following definition:
Definition 17 The Procrustes tangent space is the linearized version of the
shape space in the vicinity of the Procrustes mean. If the data are fairly
concentrated around this mean, the Euclidean distance in the tangent space
is a good approach to the Procrustes distances dF and ρ, so standard statistical
techniques in this space can be performed.
This is an approach to inference on shape space that is extremely impor-
tant and useful for practical shape analysis and it is widely used in many
applications. The projection onto the tangent space can be orthogonal or
stereographic. A detailed explanation of this point is given in Refs. [174, 35].
Fig. 3.4 shows an illustration of the tangent space, shape space and pre-shape
space for the triangle case, following [174, 35]. In the triangle case, the shape
space corresponds to the surface of a sphere of radius r = 1/2 [117] and
the pre-shape space corresponds to a hemisphere of pre-shapes aligned to
the mean reference shape [174, 35]. In Fig. 3.4, O corresponds to the mean
reference shape, point Mk represents the position of a shape in Σ
h
m and Mp is
its corresponding position in Shm. Ms (Mo) is the stereographic (orthogonal)
projection of Mk (Mp) onto the tangent space.
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Figure 3.4: Illustration of a cross-section of the construction of the tangent
space, shape space and aligned pre-shape space (hemisphere with a radius of
1) for triangles, following [174, 35]. In this case, Σhm is a circle with r = 1/2.
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In addition, a way to evaluate if shape variation is small, consists in
plotting Procrustes distances in shape space against Euclidean distances in
the tangent space and checking if they have a highly positive correlation.
3.2.2 The k-means algorithm in the shape space
The objective function of k-means detailed in eq. (2.1) of Chapter 2 can be
easily rewritten in these other terms:
W (C) =
k∑
j=1
∑
i∈Cj
‖xi −mj‖2, (3.15)
where C = (C1, . . . , Ck) is the k-partition of the set O = {x1, . . . , xn} that
provides the minimum value of W (C). This type of one-parameter opti-
mization problem is equivalent to the following two-parameter optimization
problem:
W (C,m1, . . . ,mk) =
k∑
j=1
∑
i∈Cj
‖xi −mj‖2, (3.16)
where minimization is also with respect to all vectors M = (m1, . . . ,mk) of k
points m1, . . . ,mk from Rp, which we call class representatives or prototypes.
The k-means method tries an approximation to this optimum k-partition
by iterating two partial minimization steps [19], see Algorithm 4.
Algorithm 4 Lloyd k-means algorithm
(i) Given a centroid vector M , we minimize with respect to C, assigning
each point to the class whose cluster center (centroid) has the Euclidean
minimum distance to it.
(ii) Given C, we minimize with respect to M , considering the new centroid
vector M = (x¯1, . . . , x¯k), the sample means.
By construction, this algorithm yields a sequence M(0), C(1),M(1), C(2),
M(2), C(3), . . . of centroids and partitions with decreasing values of the ob-
jective function of eq. (3.16) that converges to a (typically local) minimum
value. The new centroid vector M obtained at each step (ii) of the Algorithm
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4 decreases the value of the objective function because of the fact that the
sample mean minimizes the Euclidean distance of any point in the cluster.
Consequently, the k-means algorithm to cluster X1, . . . , Xn configuration
matrices, each of them containing the coordinates of h landmarks of an object
in Rm, that arises by integrating to it the Procrustes distance of definition
(13) and the Procrustes mean of definition (14) is shown in Algorithm 5.
Algorithm 5 Lloyd k-means algorithm adapted to the shape space
(i) Given a centroid vector M = ([M1], . . . , [Mk]) [Mi] ∈ Σhm i = 1, . . . , k,
we minimize with respect to C, assigning each shape ([X1], . . . , [Xn]) to the
class whose centroid has the Procrustes minimum distance to it.
(ii) Given C, we minimize with respect to M , taking M = ([µ̂1], . . . , [µ̂k]),
and [µ̂i] i = 1, . . . , k, the Procrustes mean of shapes in Ci.
Steps (i) and (ii) are repeated until convergence of the algorithm.
At this point, we would like to make a few clarifications on the Algorithm
5:
• In the minimization step (i) of Algorithm 5, it is equivalent to use the
full Procrustes distance dF of eq. (3.9) or Procrustes distance ρ of
definition (13), because the function sin(θ) is an increasing function
in 0 ≤ θ ≤ pi/2. However, we have used the Procrustes distance for
programming and running this algorithm because its computational
time is significantly lower with the shapes R package.
• We choose our starting centroid vector at random.
• Since this algorithm converges to a local optimum, trying several ran-
dom starts is recommended. Then, the solutions corresponding with
the minimum of the objective function (3.16) must be selected.
The original and standard k-means algorithm, known as the Lloyd al-
gorithm in the computer science and pattern recognition fields, is the one
presented in Algorithm 4. Some years later, a more efficient version was
published by Hartigan and Wong in [91]. Its proposal involves looking for a
k-partition with a locally optimal within-cluster sum of squares, by moving
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points from one cluster to another. The obvious distinction with Lloyd is
that Hartigan-Wong proceeds point by point [199]. The Hartigan-Wong al-
gorithm is shown in Algorithm 6. Its adaptation to the shape space is given
in [4].
3.3 kmeansProcrustes
The idea behind the k-means algorithm is to use the fact that the sample
mean is the value that minimizes the Euclidean distance from each point
to the centroid of the cluster to which it belongs. Two basic concepts of
the statistical shape analysis are the Procrustes distance and the Procrustes
mean. Our aim in this methodology has been adapting k-means to the shape
analysis field by replacing the Euclidean distance and the sample mean by
the Procrustes distance and mean, respectively. After a literature search,
two papers were found related to this topic. One the one hand, in [79] a type
of k-means algorithm is used (in some aspects similar to its Lloyd version) to
cluster fuzzy shapes. On the other hand, in [4] the use of the Hartigan-Wong
k-means algorithm for clustering shapes was proposed.
Our approach is very similar to that one of [4] but we use the Lloyd version
of k-means and our application is different. In Section 3.3.2.1 , we will show
that Lloyd k-means performs computationally better than Hartigan-Wong k-
means in the shape analysis context. In addition, in Section 3.3.2.2 the Lloyd
k-means is used as an attempt to define an efficient apparel sizing system
using the 3D shape information of women. Besides, the shape variability for
the clustering results obtained will be analyzed in Section 3.3.2.3.
3.3.1 Methodology
The data set we use is made up of the same women than in the trimowa,
biclustAnthropom and hipamAnthropom methodologies. The women shape is
represented by a configuration matrix of landmarks. Table 3.1 describes the
anthropometric meaning of each of the 66 landmarks we use in this study.
In addition, Fig. 3.5 shows the position of the landmarks on the woman’s
body.
The procedure we use to try to define the sizing system is analogous to
those used with trimowa and hipamAnthropom. However, we segment now
not only by bust circumference, but also by height (following the European
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Algorithm 6 Hartigan-Wong k-means algorithm
(i) Given a centroid vector M = (m1, . . . ,mk), for each point xj (j = 1, 2, ..., n), find
its closest and second closest cluster centroids, and denote these clusters by C1(j) and
C2(j), respectively. Assign point j to cluster C1(j).
(ii) Update the cluster centroids to be the averages of points contained within them.
(iii) Initially, all clusters belong to the live set.
(iv) This stage is called the optimal-transfer stage: Consider each point xj (j =
1, 2, ..., n) in turn. If cluster l (l = 1, 2, ..., k) is updated in the last quick-transfer
stage, then it belongs to the live set throughout that stage. Otherwise, at each step,
it is not in the live set if it has not been updated in the last n optimal-transfer steps.
Let point xj be in cluster l1. If l1 is in the live set, do Step (iv-a). Otherwise, do Step
(iv-b).
(iv-a) Compute the minimum of the quantity, R2 =
nl‖xj−ml‖2
nl+1
, over all clusters l
(l 6= li, l = 1, 2, ..., k). Let l2 be the cluster with the smallest R2. If this value
is greater than or equal to
nl1‖xj−ml1‖2
nl1+1
, no reallocation is necessary and Cl2 is
the new C2(j). Otherwise, point j is allocated to cluster l2 and Cl1 is the new
C1(j). Cluster centroids are updated to be the means of points assigned to them
if reallocation has taken place. The two clusters that are involved in the transfer
of point j at this particular step are now in the live set.
(iv-b) This step is the same as Step (iv-a), except that the minimum R2 is only com-
puted over clusters in the live set.
(v) Stop if the live set is empty. Otherwise, go to Step (vi) after one pass through the
data set.
(vi) This is the quick-transfer stage: Consider each point xj (j = 1, 2, ..., n) in turn.
Let l1 = C1(j) and l2 = C2(j). It is not necessary to check point j if both clusters l1
and l2 have not changed in the last n steps. Compute the values R1 =
nl1‖xj−ml1‖2
nl1+1
and R2 =
nl2‖xj−ml2‖2
nl2+1
. If R1 is less than R2, point j remains in cluster l1. Otherwise,
switch C1(j) and C2(j) and update the centroids of clusters l1 and l2. The two clusters
are also noteworthy for their involvement in a transfer at this step.
(vii) If no transfer took place in the last n steps, go to Step (iv). Otherwise, go to Step
(vi).
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standard to sizing system. Size designation of clothes. Part 3: Measurements
and intervals [59], as usual). With this type of segmentation, all women
belonging to the same group are different in shape but similar in size, so the
size effect is filtered out in an easy way. We select those 10 groups composed
of a reasonable number of women according to the apparel companies policy.
Both bust and height measurements and number of women of each groups
are described in Table 3.2. Finally, we apply the Lloyd algorithm to each
one of the 10 groups with k = 3.
One important drawback to k-means is that k is a tuning parameter and
the question of which number k of clusters to choose is one of the most
difficult problems in data clustering and in particular, in our application.
We initially chose k = 3 because this number of sizes is quite well aligned to
the strategy of designing sizes. However, it may happen in some cases that
k = 2 would be enough to accommodate the whole population. For those
cases, we need some objective measure to help make a decision. Some papers
review the methods to estimate k (see e.g. [194, 108]). In this analysis, we
are going to consider the widely used silhouette plot [115] (see Section 2.2.1).
An appropriate choice of k can be made on the basis of the validity index
the silhouette computes.
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Figure 3.5: Set of 66 body landmarks used in the study. Each number identi-
fies the corresponding landmark described in Table 3.1. This plot represents
the projection in the xy plane of a woman who belongs to the group of height
less than 162 cm and bust between 74 and 82 cm, see Table 3.2.
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Bust Height1 Height2
≤ 162 cm [162− 174[ cm
[74, 82[ cm 240 97
[82, 90[ cm 1052 694
[90, 98[ cm 1079 671
[98, 106[ cm 772 311
[106, 118[ cm 446 170
Table 3.2: Bust and height measurement ranges used to segment our data
set, together with the number of women in each group.
3.3.2 Results
3.3.2.1 Simulation study
Hartigan-Wong k-means requires the mean to be updated many more times
than Lloyd because it proceeds point by point. Although the calculus of the
sample mean in the Euclidean space has a negligible computational cost, the
calculus of the Procrustes mean needs much more time. Consequently, the
Hartigan-Wong should have a high computational cost in the shape space,
losing efficiency. This problem should be stressed when the sample size in-
creases. In order to demonstrate empirically these hypothesis, we carried out
the following simulation study with controlled data.
Configurations are described by l landmarks, each one of them playing
the role of a random variable. Accordingly, we must generate random data
following multivariate distributions. First of all, we build two compact geo-
metric figures, a cube and a parallelepiped, with a number of landmarks equal
to l = 8 and l = 34. Figs. 3.6 and 3.7 display the cube and the parallelepiped
with l = 8 and l = 34 landmarks, respectively.
Once this is done, we simulate n1 cubes corresponding to one cluster and
n2 parallelepipeds corresponding to another cluster. Mathematically, cluster
1 (resp. cluster 2) is defined by a multivariate normal distribution of a 3l-
dimensional mean vector represented by the previously generated cube (resp.
parallelepiped), and an l× l covariance matrix Σ1 = σ1I3l (resp. Σ2 = σ2I3l),
l = 8, 34. Tables 3.3 and 3.4 describes the coordinates of both mean vectors
for l = 8 (Fig. 3.6 shows the landmark labels). For l = 34, its corresponding
mean vectors are too long to show.
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Figure 3.6: Cube and parallelepiped formed by 8 landmarks. Each number
indicates the label of the corresponding landmark according to Tables 3.3
and 3.4.
Figure 3.7: Cube and parallelepiped formed by 34 landmarks.
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hhhhhhhhhhhhhhhhhhLandmark label
Dimension
x y z
1 0 0 10
2 0 10 10
3 0 0 0
4 0 10 0
5 10 10 10
6 10 10 0
7 10 0 10
8 10 0 0
Table 3.3: Coordinates of the
mean shape for cluster 1 in the
case of l = 8.
hhhhhhhhhhhhhhhhhhLandmark label
Dimension
x y z
1 0 0 10
2 10 0 10
3 0 0 0
4 10 0 0
5 10 20 10
6 10 20 0
7 0 20 10
8 0 20 0
Table 3.4: Coordinates of the
mean shape for cluster 2 in the
case of l = 8.
For each l, we first apply the Lloyd k-means and then the Hartigan-Wong
k-means, to the combination of both clusters for different values of n1, n2, σ1
and σ2. We select the same values for n1 and n2 regarding different sample
sizes: small sample (50), medium sample (500) and large sample (900). These
sample sizes are chosen in this way because they approximate the number
of women that belong to each group to we will apply the Lloyd k-means in
Section 3.3.2.2. The values for σ1 and σ2 are selected in such a way that
the data are more or less dispersed (0.1, 3 and 6) and they are equal in
each case as well. Regarding the programming of the algorithms, we fix both
the number of random initializations and maximum number of steps per
initialization to 10. We also fix a relative stopping criteria equal to 0.0001.
For each iteration, we save the random initial values used by Lloyd and next
Hartigan-Wong is executed at the same iteration with the same values.
The clustering effectiveness of both algorithms has been evaluated by
computing the allocation rate. The allocation rate is defined as the propor-
tion of correctly allocated observations from that population in the sample.
The computational time is the time we waited for the code to run. Tables 3.5
and 3.6 describe the results obtained in terms of the basic descriptives (mean,
x¯, and standard deviation, sd) of the allocation rate and computational time
returned at each random initialization for both l = 8 and l = 34.
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l=8 landmarks
Lloyd algorithm Hartigan-Wong algorithm
Alloc. rate Comput. time Alloc. rate Comput. time
n1 n2 σ1 σ2 x¯ sd x¯ sd x¯ sd x¯ sd
25 25 0.1 0.1 1 0 4,67s. 1,88s. 1 0 9,03s. 10,06s.
25 25 3 3 1 0 5,77s. 1,77s. 1 0 8,54s. 9,29s.
25 25 6 6 0.97 0.01 11,52s. 3,59s. 0.98 0 21,09s. 10,67s.
250 250 0.1 0.1 1 0 57,69s. 33,84s. 1 0 14m.15s 14m.
250 250 3 3 1 0 56,47s. 18,87s. 1 0 18m.30s. 25m.05s.
250 250 6 6 0.948 0.0013 2m.12s. 24s. 0.948 0 29m. 13m.25s.
450 450 0.1 0.1 1 0 2m. 1m. 1 0 1h.20m. 58m.36s.
450 450 3 3 0.998 0 1m.30s. 30s. 0.998 0 29m.40s. 46m.25s.
450 450 6 6 0.95 0 3m.30s. 1m.35s. 0.95 0 1h.52m. 1h.03m.
Table 3.5: Allocation rate and computational time of both k-means algo-
rithms applied to the cube and parallelepiped represented by 8 landmarks. s
stands for seconds, m stands for minutes and h stands for hours.
l=34 landmarks
Lloyd algorithm Hartigan-Wong algorithm
Alloc. rate Comput. time Alloc. rate Comput. time
n1 n2 σ1 σ2 x¯ sd x¯ sd x¯ sd x¯ sd
25 25 0.1 0.1 1 0 20s. 3,47s. 1 0 23,59s. 17,71s.
25 25 3 3 0.924 0.05 39,61s. 15,15s. 0.96 0 46s. 19,66s.
25 25 6 6 0.674 0.078 24,78s. 5,79s. 0.712 0.11 43,22s. 9,56s.
250 250 0.1 0.1 1 0 3m.12s. 26,16s. 1 0 22m.08s. 19m.50s.
250 250 3 3 0.9866 0.0013 5m. 38,27s. 0.9863 0.00076 57m.43s. 15m.
250 250 6 6 0.86 0.017 8m.30s. 1m. 0.87 0.009 1h.18m. 11m.
450 450 0.1 0.1 0.988 0.0008 9m. 42s. 0.988 0 2h.45m. 50m.
450 450 3 3 0.989 0.0009 7m.27s. 1m.10s. 0.989 0 2h.29m. 55m.
450 450 6 6 0.903 0.0032 15m. 2m. 0.886 0.004 3h.30m. 1h.10m.
Table 3.6: Allocation rate and computational time of both k-means algo-
rithms applied to the cube and parallelepiped represented by 34 landmarks.
s stands for seconds, m stands for minutes and h stands for hours.
The analysis of the results lead to similar conclusions for both algorithms:
When the sample size is small (n1 = n2 = 25), we see that the Hartigan-
Wong version has a larger computational time than the associated with the
Lloyd version, but its performance is actually quite reasonable. In fact,
it obtains an allocation rate slightly better than the Lloyd algorithm for
l = 34. Nevertheless, when the sample size is larger (n1 = n2 = 250 and
n1 = n2 = 450) for both l = 8 and l = 34, Hartigan-Wong has a poor
performance. Its computational time increases seriously and its allocation
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rate is only the same or even worse than the corresponding one provided by
the Lloyd version in the majority of the cases (see for example, n1 = n2 = 450
with σ1 = σ2 = 6 for both l = 8, 34). The allocation rate of Hartigan-Wong
is slighlty better for l = 34 when n1 = n2 = 250 with σ1 = σ2 = 6 but again,
its computational time is quite larger.
According to this analysis, we would expect that for a larger number of
landmarks and a medium or large sample size the Hartigan-Wong algorithm
will be totally computationally unoperative. We did some checks for l = 44
and l = 56 landmarks with a medium or large sample size and we confirmed
this thought: Hartigan-Wong took so much time to compute only for the first
step, that it was pointless to continue. On the contrary, the Lloyd algorithm
continued performing well.
After this comprehensive study we are able to claim that the Lloyd version
of k-means represents a noticeable reduction in the computation involved in
the context of shape analysis. We will refer the Lloyd k-means adapted to
shape analysis to as kmeansProcrustes.
3.3.2.2 Application of kmeansProcrustes for clustering human
body shapes
Next, we focus on using kmeansProcrustes to try to propose an efficient sizing
system by clustering human body shapes. As an illustrative example of the
global clustering results obtained, we detail the results for the group that
contains women of bust between 90 and 98 cm and height between 162 and
174 cm (671 women). This is the group that shows greater differences among
clusters for the key variables bust, waist and hip circumference and neck to
ground length, also taking into account the number of women belonging to
it. These results can be seen in Table 3.7. In addition, the 3D mean shapes
for each one of the three clusters can be found in Fig. 3.8. In order to
examine the differences among clusters, we represent their boxplots for the
four aforementioned anthropometric dimensions. As it can be seen in Fig.
3.9, the three clusters are very different, especially cluster 2, which it is the
one that presents more different values in all variables.
Cluster 1 Cluster 2 Cluster 3
299 184 188
Table 3.7: Partition for the group with bust ∈ [90, 98[ cm and height of
∈ [162, 174[ cm using the same Lloyd k-means used in the simulation study.
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Figure 3.8: 3D mean shapes for each one of the three clusters.
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Figure 3.9: Boxplots for neck to ground, bust, waist and hip measurements
for the three clusters obtained with the Lloyd k-means applied to the group
with bust of [90, 98[ cm and height of [162, 174[ cm. The three clusters are
very different among themselves.
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Specifically, cluster 2 includes women with lower neck to ground and
larger bust, waist and hip girth measurements regarding the women of clus-
ters 1 and 3. Because these clusters are different to each other for some key
anthropometric variables and include a reasonable number of women, they
could be consider as efficient sizes. Fig. 3.10 displays the Procrustes rotated
data for all the women that belongs to each cluster, with their Procrustes
mean shape superimposed and projected in the xy plane. The point clouds
corresponding to the feet, elbows and wrists present the most variation.
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Figure 3.10: Projection on the plane xy of the rotated points and mean
shape for clusters 1, 2 and 3. The point clouds corresponding to the feet,
elbows and wrists presents the most variation.
The plots of Fig. 3.9 suggest the possibility of choosing only two size
groups because the second cluster seems different than clusters one and three,
but one and three seem quite similar. Accordingly, we investigate whether
k = 2 would be enough to accommodate this population segment. For that
purpose, the silhouette plots for k = 2 and k = 3 are compared.
Table 3.8 shows the clustering results for k = 2.
Cluster 1 Cluster 2
319 352
Table 3.8: Partition for the group with bust ∈ [90, 98[ cm and height of
∈ [162, 174[ cm using the same Lloyd k-means used with k=3 but now with
k = 2.
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These two clusters are also quite balanced. The silhouette plots for both
k = 2 and k = 3 are displayed in Fig. 3.11. We see that both results are
quite similar but slightly better for k = 2. Taking into account that an
efficient sizing system aims at accommodating as large a percentage of the
population as possible, we think that this small difference is not enough to
consider k = 2. However, we also think that the final decision should be
made by an expert.
Silhouette width si
0.0 0.2 0.4 0.6 0.8 1.0
Silhouette plot for 2 clusters
Average silhouette width :  0.18
n = 671 2  clusters  Cj
j :  nj | avei∈Cj  si
1 :   319  |  0.19
2 :   352  |  0.18
Silhouette width si
0.0 0.2 0.4 0.6 0.8 1.0
Silhouette plot for 3 clusters
Average silhouette width :  0.13
n = 671 3  clusters  Cj
j :  nj | avei∈Cj  si
1 :   299  |  0.16
2 :   184  |  0.06
3 :   188  |  0.13
Figure 3.11: Silhouette plot associated with two (left) and three (right) clus-
ters.
3.3.2.3 Analysis of shape variability
After calculating the mean shape of each cluster (its average configuration),
the next step is to examine the variability in shape within the clusters. As
indicated in [47], PCA in Procrustes tangent space coordinates is a very effec-
tive way of analyzing the main modes of variation in shape. For illustration
purposes, we are going to analyze the cluster 1 and the analysis for the other
clusters would be analogous. A first way to visualize the effect of each PC
consists in drawing vectors from the mean shape to +3 sd’s along the first
three PCs. This is represented in Fig. 3.12, where the structure of shape
variability in each one of the first three PCs can be directly evaluated. The
black lines are related to the first PC and we see that the landmarks associa-
ted with arms and wrists present the most variation. The red lines represent
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the second PC. In this case the landmarks associated with feet and knees are
the most variables. The green lines correspond to the third PC. In Fig. 3.12
we only appreciate a small green line in the landmarks related to nipples, so
the most relevant variation for this component occurs in the chest.
Regarding the analysis of the first and second component, it is worth
pointing out that the relative position of women when they were scanned,
has contributed mostly to the shape variability. This is similar to the example
5.5 and figure 64 explained in [47] for describing shape variability in hands.
However, our case study is not so extreme. In the example shown in [47] it
is clearly appreciated that hands differs in position. Instead, in the Spanish
anthropometric survey, every effort was made to place women in the same
position before scanning. A complementary analysis could be done without
landmarks related to extremities.
Figure 3.12: Vectors from the mean shape to +3 sd’s along the first three
PCs. The black lines refer to the first PC, the red lines refer to the second
PC and the green line refer to the third PC.
Figs. 3.13 shows four scatterplots: ρi vs si (top left), ρi vs ci1 (top right),
ρi vs ci2 (bottom left) and ρi vs ci3 (bottom right), where ρi are the Procrustes
distances to the mean shape, si are the centroid sizes of the configuration
and ci1, ci2, ci3 are the first three standardized PC scores, being i = 1, . . . , 299
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(the first cluster has 299 women). Plots ρi vs cij, j = 1, 2, 3 are called PCA
plots and each point represents the shape of a specific women. The closer
two women are, the more similar in shape they are. We see in all plots of Fig.
3.13 that there is a potential outlier. She is a woman with a large Procrustes
distance to the mean shape of her cluster. This woman is the number 139
in the cluster 1 (299 women) and the woman 327 in her height and bust
group (671 women). When we only plot these first three components, see
Fig. 3.14, this woman appears also as an extreme woman for the first two
principal components. On closer inspection of this extreme woman by means
of Fig. 3.15, we observe that the landmarks related to the head, forehead,
neck and shoulders are poorly placed. Thus, the Procrustes distance can be
used to identify outliers.
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Figure 3.13: rho vs. size and rho vs. principal component scores plots.
Woman 139 of cluster 1 (woman 327 in the whole height and bust class) is
marked with a cross.
3.3.2.4 Trimmed kmeansProcrustes
At this point, we propose to use a trimmed procedure for clustering shapes.
Adapted to the shape analysis context, the trimmed k-means algorithm re-
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places the step (i) of the Lloyd k-means stated in Section 3.3, with:
(i) Given a centroid vector M = ([M1], . . . , [Mk]) [Mi] ∈ Σhm i = 1, . . . , k,
we calculate the Procrustes distances of each shape ([X1], . . . , [Xn]) to
its closest centroid. The nα shapes with largest distances are removed,
the n(1−α) left are assigned to the class whose centroid has the mini-
mum full Procrustes distance to it.
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Figure 3.14: Principal component scores plots. Woman 139 of cluster 1
(woman 327 in the whole height and bust class) is marked with a cross.
Figure 3.15: 3D shape for woman 139.
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Incorporating the trimming approach to the Lloyd k-means is very easy.
On the contrary, more difficulties appear when trying to do the same into
the Hartigan-Wong version. We apply the trimmed Lloyd to the same above
explained group (bust ∈ [90, 98[ cm and height ∈ [162, 174[ cm) with the
same algorithm parameters and the proportion of the trimmed sample fixed
at 1%. Hence, the number of women being deleted will be seven. We observe
in Table 3.9 that a similar clustering partition in terms of individuals in each
cluster has been obtained regarding Table 3.7.
Cluster 1 Cluster 2 Cluster 3
187 265 212
Table 3.9: Clustering partition for the group with bust [90, 98[ cm and height
[162 − 174[ cm after applying the trimmed version of the Lloyd k-means
algorithm with random initial values and 10 iterations.
By examining Table 3.10, we analyze the seven trimmed women in an-
thropometric terms. The most relevant aspect is that the woman 327 has
been trimmed. Another interesting fact is that woman 506 has the largest
waist for the considered height and bust group. Fig. 3.16 shows the boxplots
for each cluster with respect to the four same anthropometric dimensions.
Because we have deleted the most extreme individuals, the anthropometric
differences between clusters are now more evident. In addition, the cluster
means are more representative.
Woman label Neck to ground Bust Waist Hip Chest
73 144.2 94.5 84.2 104.1 96.3695
74 141.3 93.9 83.2 97.9 96.3930
205 138.1 92.0 77.7 106.3 92.7016
327 147.0 94.2 82.2 104.2 94.3778
383 143.1 96.5 84.6 101.6 98.7048
463 146.4 96.3 85.9 106.1 99.9697
506 143.8 97.7 98.6 109.9 98.6261
Table 3.10: Anthropometric dimensions of the trimmed women. Woman 327
is highlighted.
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Figure 3.16: Boxplots for neck to ground, bust, waist and hip measurements
for the three clusters obtained with the trimmed k-means algorithm applied
to shape analysis in the group with bust [90, 98[ cm and height [162, 174[ cm.
3.3.3 Summary
We have adapted the k-means clustering algorithm to the shape analysis
context. Two versions of k-means have been compared and one of them
has been used to try to define an efficient clothing sizing system (with and
without trimming). In addition, the shape variation of the clustering results
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obtained has been analyzed.
In two previous papers it was suggested how k-means could be generalised
in the field of statistical shape analysis for clustering elements according to
their shapes. Each one of them used a different version of k-means algorithm:
Amaral et al. [4] adapted its Hartigan-Wong version, whereas Georgescu [79]
proposed a similar but not identical Lloyd k-means on a different context.
Bearing in mind that the computation of the Procrustes mean requires a high
computational cost, we wanted to empirically demonstrate that Lloyd should
perform better than Hartigan-Wong for grouping shapes. To that end, we
have carried out a numerical simulation comparing both k-means versions and
we have concluded that the Lloyd version clearly has a better performance
(considering both computational cost and clustering effectiveness), especially
when the sample size is large. The Hartigan-Wong algorithm is only feasible
for small problems. In fact, in [4] a database made up of only 49 individuals
represented by only 11 landmarks was used. That’s why Hartigan-Wong was
suitable there. However, in case of larger samples, the Lloyd version should
be used. Therefore, our proposal represents a valuable contribution to the
field of statistical shape analysis. In addition, to the best of our knowledge,
our work represents the first attempt at adding a trimmed approach for
clustering shapes.
From the point of our application, we have observed that the clustering re-
sults provided by the Lloyd algorithm show meaningful differences among the
anthropometric dimensions considered, while containing a reasonable number
of women. Hence, these clusters could be consider as efficient sizes and there-
fore, this clustering method could be useful to define optimal sizes groups
when clustering human body shapes represented by landmarks.
3.4 Chapter conclusions
In this chapter we have proposed an approach that represents a novelty in
terms of integrating concepts of the statistical shape analysis in clustering
procedures.
Unlike the trimowa and biclustAnthropom clustering methods presented
in chapter 2, which are used to define an apparel sizing system from a mul-
tivariate perspective taking into account some anthropometric dimensions,
the method developed in this chapter makes it possible to divide the women
sample into efficient size groups by using the information of their body shape
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represented by anatomical markers called landmarks. The proposed algo-
rithms not only allow human beings to be grouped, but also any animal
or fossil species whose shape is clearly determined by an enough amount of
landmarks. Therefore, researchers from a lot of scientific fields, such as Ar-
chaeology or Oceanography, can use our algorithms as a statistically robust
tool for finding common patterns and grouping individuals according to their
morphology, regardless of the sample size.
Three future work possibilities are open: firstly, we would like to consider
the size component and consequently to work at the size-and-shape space.
Size is recognized as an important component of the comparison of structures.
Secondly, we aim at applying our proposal to a larger number of landmarks
representing the whole human body or a single part of the body, such as its
trunk (see Fig. 3.17 for examples of both cases). A big amount of landmarks
represents the shape information of the objects on a more accurate manner.
Besides, we will analyze the results obtained with PAM using as input the
Procrustes distances.
Figure 3.17: Whole human body (left) and trunk (right) represented by a
larger amount of landmarks.
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Statistical data depth
4.1 Introduction 1
Both the univariate median and the univariate mean summarize quantitative
data by means of a single numerical quantity that reflects the central ten-
dency of data. The univariate median is the value that separates the data
into two equal halves: 50% of the numbers are below the median and the
other 50% are above. It is obtained by putting the values in ascending order
and choosing the middle one [220].
Recently, the ordering of multivariate data and consequently the multi-
variate extension of the median concept has received close attention. The
statistical notion of data depth has emerged as a powerful generalization of
the order-related univariate statistical methods. A data depth measures how
deep a point is regarding a multivariate probability distribution or regarding
a data cloud. This leads to a natural center-outward ranking of the sample
points: The deepest points are those closest to the center of the data cloud
and as we move away from the center, the depth of the points decreases.
Given a probability distribution F in Rd, d ≥ 1, a data depth is a way
of measuring how deep (or central) a given point x ∈ Rd is regarding F
or regarding a given data cloud {x1, . . . , xn}. We give its formal definition
following [234]:
Definition 1 Denote by F the class of distributions on Rd. A statistical
depth function is a bounded nonnegative mapping D(·; ·): Rd × F −→ R1
satisfying:
1Section 4.3 belongs to a paper in progress [214].
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1. Affine invariance: D(Ax + b;FAX+b) = D(x;FX), where FX is the
induced probability by the random vector X ∈ Rd, A is a d× d nonsin-
gular matrix and b ∈ Rd. This means that the depth of a point x ∈ Rd
should not depend on the underlying coordinate system.
2. Maximality at center: D(θ;F ) = supx∈RdD(x;F ), for any F ∈ F
whose center is θ. That is, for a distribution having a uniquely de-
fined “center”, the depth function should attain maximum value at this
center.
3. Monotonicity regarding the deepest point: D(x;F ) ≤ D(θ +
λ(x−θ);F ) holds for any F having a deepest point θ and any λ ∈ [0, 1].
This means that as a point x ∈ Rd moves away from θ along any fixed
ray through the center, the depth at x should decrease monotonically.
4. Vanishes at infinity: lim
‖x‖→∞
D(x;F ) = 0, i.e., the depth of a point
x ∈ Rd should approach zero as its norm approaches infinity.
From this definition, different particular cases of depth functions have
been proposed in the last decades [131, 178, 132, 22, 27]. The following
are some of the most broadly used. In [135] (in Spanish), some detailed
comments about them are given.
• Mahalanobis depth [143] at x ∈ Rd with respect to (w.r.t) F is
defined to be:
MhD(x;F ) =
[
1 + (x− µF )Σ−1F (x− µF )
]−1
(4.1)
where µF and ΣF are the mean vector and the variance-covariance ma-
trix of F , respectively. This depth function is based on the Mahalanobis
distance [143].
• Tukey depth (also known as halfspace depth [205]) at x ∈ Rd w.r.t F
is defined to be:
HD(x;F ) = inf
H
{P (H) : H is a closed halfspace in Rd and x ∈ H} (4.2)
It is the minimal probability (P in the above definition) which can
be achieved in a closed halfspace that contains x [36] (a halfspace is
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either of the two parts into which a hyperplane divides an affine space).
• Convex hull peeling depth [11]. Given {x1, . . . , xn} a multivariate
data set, the procedure to calculate this depth function is the following
(it begins with i = 1):
1. The convex hull is built. The set of its vertices is called the convex
layer, Ci.
2. The points belonging to Ci are removed.
3. i increases one unit and the process is repeated until there are no
more remaining points.
The outermost points will be those of C1, and with further Ci (i =
2, . . .), increases the degree of centrality of the points. In this way, the
convex hull peeling depth at xk regarding the data set {x1, . . . , xn} is
the level of the convex layer to which xk belongs.
• Oja depth [156] at x ∈ Rd w.r.t F is defined to be:
OD(x;F ) =
[
1 + EF
{
volume(S[x,X1, . . . , Xd])
}]−1
(4.3)
where S[x,X1, . . . , Xd] is the closed simplex with vertices x and d ran-
dom observations X1, . . . , Xd from F .
• Simplicial depth (also known as Liu depth [131]) at x ∈ Rd w.r.t F
is defined to be:
SD(x;F ) = P
{
x ∈ S[X1, . . . , Xd+1]
}
(4.4)
where S[X1, . . . , Xd+1] is a closed simplex formed by (d + 1) random
observations from F . It is the probability (P in the above definition)
that x belongs to a simplex formed by a sample of F of size (d+ 1).
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• Projection depth [231]. Let µ and σ be univariate location and
scale measures, respectively. Define the outlyingness of a point x ∈ Rd
regarding F as:
O(x;F ) = sup
‖u‖=1
|u′x− µ(Fu)|
σ(Fu)
(4.5)
where u′x is the cross product <u, x>, Fu is the distribution of u′X
and X is a random vector from F .
The projection depth of x ∈ Rd w.r.t F is defined to be:
PD(x;F ) = 1/(1 +O(x;F )) (4.6)
The projection depth and its associated estimators depend on the
choice of (µ(Fu), σ(Fu)). Different choices of (µ(Fu), σ(Fu)) provide
different estimators relevant to robustness and efficiency. The most
commonly used alternatives are µ(Fu) = Med(u
′X), being Med(u′X)
the univariate median, and σ(Fu) = MAD(u
′X), where MAD(u′X) =
Med(|u′X −Med(u′X)|) the median absolute deviation is [133].
• Zonoid depth [51] at x ∈ Rd w.r.t {x1, . . . , xn} is defined to be:
ZD(x;x1, . . . , xn) = sup{α : x ∈ Dα(x1, . . . , xn)} (4.7)
where Dα(x1, . . . , xn) =
{
n∑
i=1
λixi :
n∑
i=1
λi = 1, 0 ≤ λi, αλi ≤ 1
n
∀i
}
.
• Spatial depth [29] at x ∈ Rd w.r.t F is defined to be:
SPD(x;F ) = 1− ‖EFS(x−X)‖ (4.8)
where S(x) = x/‖x‖ is the spatial sign function (S(0) = 0) with Eu-
clidean norm ‖.‖.
Given a notion of data depth, one can compute the depth value associated
with all the sample points x1, · · · , xn and order them in decreasing order,
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getting a center-outward ranking of the sample points. A larger rank will
always be related to a more outlying position regarding the data cloud. Thus,
this ordering starts at the ”middle” sample point and moves outwards in all
directions. In [132], Liu et al. defined several parameters to characterize a
multivariate distribution in terms of its location, scale, skewness and kurtosis,
taking into account the data depth ordering. Specifically, they proposed to
estimate the median or center of the underlying distribution as the deepest
point (or the average of the deepest points, if there were more than one). In
fact, they proved that all deepest points derived from the depths listed above
are unbiased estimators of the mean of a multivariate normal distribution.
Computing data depth is a non-trivial problem. When the number of
dimensions is higher than three and the sample size is large, only approxima-
tions of most depths can be given [197, 105]. Some theoretical notions of
statistical depth are presented in [132] and [234]. Recent work has been
focused on the projection depth [233, 133].
Nowadays, two R packages compute statistical depths. The depth packa-
ge [78] includes algorithms related to three types of depths: the Tukey or half-
space depth, the simplicial or Liu depth and the Oja depth. The ExPD2D
package provides an exact computation of bivariate projection depth (al-
though it is no longer available from the CRAN repository).
Several data analysis statistical methods based on data depth have been
developed for constructing confidence regions, p-values, quality indices and
control charts [177]. The notion of depth in the regression setting is intro-
duced in [176]. In addition, some clustering and classification methods have
been developed in recent years, based on the concept of data depth. For
instance, in Ref. [33], a comparison between modern classification methods
based on support vector machines and on the regression depth method, and
classical discriminant analyisis is done. In Ref. [44], a new divisive clustering
algorithm based on the statistical spatial depth is proposed. Dutta & Ghosh
use the projection depth for robust classification of multivariate points in
[50]. In Ref. [124], a new classification method using the zonoid depth is
developed. Besides, another type of classification method based on the DD-
plot (depth vs. depth plot, see [132]) is introduced in [129]. Other attempts
can be found in [136] and [94].
In a straightforward way, an object can be classified to the group where
it is deepest, that is to say, according to its maximum depth. The author
Rebecka Jo¨rnsten followed this idea in [109] (see also [110]). Her clustering
methodology is called DDclust. In short, she divides all the observations in
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clusters, and assigns to each point z in the data space, the depth value with
respect to its cluster. As depth function, she considers the L1 data depth
(see [209]). We will define the L1 depth in Section 4.2. This depth provides
robust representatives of the cluster and it is non-zero outside the convex
hull of the data cluster, being therefore meaningful when comparing multiple
clusters. The L1 depth also has a closed form which makes it an efficient
building block in complex algorithms [109]. Torrente et al. [203] propose to
improve k-means using bootstrap and data depth, as an alternative to [109].
In this chapter, the application of the Tukey, Oja, Mahalanobis, convex
hull peeling and L1 depths to anthropometric data is evaluated. In addition,
we propose a new algorithm, called TDDclust, which is based on DDclust.
The DDclust algorithm was programmed in R and its code was available
from http://www.stat.rutgers.edu/home/rebecka/DDcl/ (however, the link
to this page doesn’t currently exist as a result of a website redesign). The
TDDclust algorithm is an extension of DDclust where a trimmed approach
is incorporated to discard those individuals who might be considered outliers
regarding a set of measurements, in line with trimowa (see Section 2.3).
The outline of this chapter is as follows: Section 4.2 introduces the foun-
dation of DDclust and TDDclust. Section 4.3 focuses on the results provided
by the above mentioned data depths and by TDDclust. Finally, Section 4.4
includes the conclusions of this chapter and future work.
4.2 Background
In this introductory section, the definition of the L1 multivariate median and
its associated statistical depth function are reviewed. Besides, the clustering
algorithms DDclust and TDDclust are presented.
4.2.1 Clustering based on data depth
In [110, 109], R. Jo¨rnsten presented two new methods for clustering and
classification based on the concept of data depth, and in particular based on
the depth function associated with the L1 multivariate median of Vardi and
Zhang [209]. Data depth based clustering methods had not appeared in the
literature before [109].
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4.2.2 L1 multivariate median
First of all, we define the L1 depth from the L1 multivariate median, which
is defined as the solution of the Weiszfeld problem. For that purpose, we
follow [209].
Weiszfeld problem. Consider the problem of minimizing the weighted
sum of the Euclidean distances from different points x1, . . . , xm in Rd. Let
η1, . . . , ηm be the weights or multiplicities of each xi and let C(y) be the “cost
function”:
C(y) =
∑
i
ηidi(y) (4.9)
where di(y) = ‖y − xi‖ is the Euclidean distance between y and xi.
Then, the objective is to find a point y ∈ Rd (or a set of points) that
minimize the “cost function” C(y), i.e., to find:
M = M(x1, . . . , xm; η1, . . . , ηm) = argmin{C(y) : y ∈ Rd} (4.10)
The solution of this problem is the spatial median or L1 multivariate
median (from now on, L1-MM).
Despite this median being an easy-to-understand concept, computing it
poses a challenge, and only numerical or symbolic approximations to the
solution of this problem are possible. In this way, it is proposed to calculate
an approximation to the L1-MM using an iterative procedure in which each
step produces a more accurate approximation. Procedures of this type can
be derived from the fact that the sum of distances to the sample points is a
convex function, since the distance to each sample point is convex and the
sum of convex functions remains convex. Therefore, procedures that decrease
the sum of distances at each step cannot get trapped in a local optimum.
One common approach of this type, called Weiszfeld’s algorithm after the
work of E. Weiszfeld [219], is a form of iteratively re-weighted least squares.
This algorithm defines a set of weights that are inversely proportional to the
distances from the current estimate to the samples, and creates a new esti-
mate that is the weighted average of the samples according to these weights.
That is,
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yi+1 =

T˜ (yi) =
{∑
xj 6=yi
ηj
‖yi − xj‖
}−1∑
xj 6=yi
ηjxj
‖yi − xj‖ if yi /∈ {x1, . . . , xm},
xk if ∃k ∈ {1, . . . ,m} : yi = xk.
It converges to the L1-MM for a given initial point, if the algorithm never
reaches the set {xk : k = 1, . . . ,m;xk 6= M}. To guarantee the convergence to
the L1-MM from any starting point in Rd, this algorithm has been modified,
defining ∀yi ∈ Rd the new yi+1 as a weighted average of T˜ (yi) and yi. The
definition of the weights can be found in [209].
Given a definition of a multivariate median θ and a distribution function
F , Vardi et al. [209] defined the corresponding depth function (DD) as:
Dθ,F (y) ≡ DF (y) = 1− inf
{
w ≥ 0 : θ
(
wδy + F
1 + w
)
= y
}
(4.11)
where δy is a point mass at y. That is, 1−DF (y) is the amount of probability
mass w needed at y to make y the multivariate median of the mixture (wδy+
F )/(1 + w).
From this definition, Vardi et al. proved that the depth function associa-
ted with the L1-MM is:
D(y) =

1− ‖e¯(y)‖ if y /∈ {x1, . . . , xm},
1− (‖e¯(y)‖ − fk) if y = xk.
(4.12)
where ei(y) = (y − xi)/‖y − xi‖ (unit vector from y to xi) and e¯(y) =∑
xk 6=y ei(y)fi (average of the unit vectors from y to all observations), with
fi = ηi /
∑k
j=1 ηj and ‖e¯(y)‖ is close to 1 if y is close to the edge of the data,
close to 0 if y is close to the center.
In simple terms, for a point y and an observation xi 6= y, take the unit
vector, pointing in the direction from y to xi. Then, compute the average of
all the unit vectors from y to xi in the points cloud. Finally, define the data
depth as D(y) = 1 − ‖Average of unit vectors‖ [158]. Because ei(y) are
vectors of unit length for y 6= xi with ‖e¯(y)‖ ≤
∑
xk 6=y fk ≤ 1, it is verified:
0 ≤ D(y) ≤ 1 (4.13)
126
CHAPTER 4
D is near 0 if the point y is close to edge of the points cloud, and D is
near 1 if the point y is close to the center of mass of the points cloud.
4.2.3 Clustering based on L1 depth: DDclust
This clustering algorithm, due to R. Jo¨rnsten [110, 109], iterates between me-
dian computations via the modified Weiszfeld algorithm [219] and a Nearest-
Neighbor allocation scheme with simulation annealing. In the K-median
method, the cluster representatives are multivariate medians. PAM is an
approximation of the exact K-median. A Nearest-Neighbor criterion is used
to generate a partition, given the K medians. To prevent convergence to
a local maximum a standard simulated annealing approach is applied. The
clustering criterion function used is the maximization of:
C(IK1 ) =
1
N
K∑
k=1
∑
i∈I(k)
(1− λ)sili + λReDi (4.14)
with respect to a partition IK1 = {I(1), . . . , I(K)}, where:
• D(y|k), the L1 data depth of each point y regarding to the kth cluster
(see eq. (4.12)), is computed as:
D(y|k) = 1−max[0, ‖e¯(y|k)‖ − f(y|k)] (4.15)
where ei(y) = (y − xi)/‖y − xi‖, e¯(y|k) =
∑
i∈I(k),y 6=xk
ηiei(y)/
∑
j∈I(k)
ηj,
η(y)
∑
i
ηiI{y = xi} and f(y|k) = η(y)/
k∑
i∈I(k)
ηi.
• The within cluster data depth of observations xi : i ∈ I(k) is defined
as Dwi = D(xi|k) (see eq. (4.15)).
• If I(l) is the nearest cluster of an observation xi : i ∈ I(k), the between
cluster data depth of xi is defined as D
b
i = D(xi|l) (see eq. (4.15)).
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• ReDi = Dwi −Dbi
ReD is the difference between the depths with respect to the cluster an
observation has been allocated to, and the nearest competing cluster.
• λ ∈ [0, 1] is a parameter that controls the influence the data depth has
over the clustering.
• sili is the silhouette width of the point i, see Section 2.2.1.
For practical implementation of an algorithm that maximizes C(IK1 ), an
iterative procedure is followed. A starting point is generated from PAM. At
each iteration, observations xi are moved to new clusters and a new partition
is accepted if C(I˜K1 ) > C(I
K
1 ). The multivariate medians are the cluster
representatives in DDclust. The DDclust algorithm is detailed in Algorithm
7.
4.2.4 Trimmed clustering based on L1 depth: TDD-
clust
Several authors have developed multidimensional trimmed algorithms based
on data depth [76, 46, 232] and trimmed clustering algorithms based on the
Euclidean distance between points [74], but as far as we know, this is the first
time that a trimmed clustering algorithm based on data depth is proposed
in the literature. Following [232], for any 0 < α < α∗ = supx(DDF (x)) ≤ 1,
the α-th trimmed depth region is:
DDαF = {x : DDF (x) ≥ α}. (4.16)
The idea behind our algorithm is to define trimmed regions at each step of
the iterative algorithm and to apply the DDclust algorithm to the remaining
set of observations.
As we did with trimowa in Chapter 2, we propose to add a trimmed
procedure to DDclust because an apparel sizing system aims at covering
only the standard population.
The procedure will be analogous to the followed with DDclust. First, a
starting point is generated from PAM. Then, at each iteration, a proportion
α (between 0 and 1) is discarded. Let R be the set of dn(1−α)e non-trimmed
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Algorithm 7 DDclust [109]
1. Start with an initial partition IK1 obtained with PAM. Set β = βinit.
2. Compute:
• The L1-MM of the K clusters, y0(1), · · · , y0(K).
• The silhouette widths, sili ∀i = 1, · · · , n.
• The relative data depths, ReDi ∀i = 1, · · · , n.
• The total value of the partition, C(IK1 ).
3. Compute ci = (1 − λ)sili + λReDi ∀i = 1, · · · , n. Identify a set of observations
S = {i : ci ≤ T}, where T is a prefixed threshold.
4. For a random subset E ⊂ S, identify the nearest competing clusters. Define the
partition with E relocated as I˜K1 .
5. Compute the value of the new partition C(I˜K1 ).
if C(I˜K1 ) > C(I
K
1 ) then
set IK1 ← I˜K1 .
else
if C(I˜K1 ) ≤ C(IK1 ) then
set IK1 ← I˜K1 with probability Pr(β,∆(C)), being b a tuning parameter, and
∆(C) = C(I˜K1 )− C(IK1 ).
end if
else
Keep IK1 .
end if
Set S = S−E removing the subset E form S.
6. Iterate 4-5 until set S is empty.
7. If no moves were accepted for the last M iterations and β < ∞, set β = ∞ and
iterate 2-6. If no moves were accepted for the last M iterations and β =∞. Otherwise,
set β = 2β and iterate 2-6.
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points. Observations xi ∈ R are moved to new clusters and a new partition
is accepted if C(I˜K1 ) > C(I
K
1 ). In addition, we have fixed a relative stopping
criteria equal to 0.01. This extension of DDclust is called TDDclust and it
is detailed in Algorithm 8.
4.3 Depth measures and TDDclust
4.3.1 Data and methodology
The database used here is made up of the same women as in trimowa, bi-
clustAnthropom and hipamAnthropom. The data set is divided into twelve
bust group sizes according to the bust sizes defined in the European standard
to sizing system. Size designation of clothes. Part 3: Measurements and
intervals [59], see Table 2.5 of Section 2.3.
Two different applications are going to be worked on the same data
set. Firstly, we apply several depth functions to one of the predetermined
bust groups. We aimed at showing the utility of the depth paradigm to
identify prototypes when available groups already exist. The depth mea-
sures used are Tukey (both exact and approximate), Oja, Mahalanobis,
convex hull peeling and L1. The Tukey and Oja depths are calculated
with depth. We programmed the Mahalanobis and convex hull peeling
depths. The L1 depth is computed using the code which was accesible
from http://www.stat.rutgers.edu/home/rebecka/DDcl/. Results are shown
in Section 4.3.2.
Secondly, we will focus on defining an efficient apparel sizing system.
Specifically, we will consider a subset of women of our data set and we will
use TDDclust to get homogeneous groups, to define the prototypes of each
one of them and to identify the disaccommodated women. This application
will be developed in Section 4.3.3.
4.3.2 Statistical depth to get prototypes of prefixed
sizes
For this first example, the largest bust class is selected: it is the bust class
between 86 and 90 cm and contains 1028 women. From the total number
of considered anthropometric variables, we choose three: bust and waist
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Algorithm 8 TDDclust
1. Start with an initial partition IK1 obtained with PAM. Set β = βinit.
2. Compute:
• The L1-MM of the K clusters, y0(1), · · · , y0(K).
• The silhouette widths, sili ∀i = 1, · · · , n.
• The relative data depths, ReDi ∀i = 1, · · · , n.
• The total value of the partition, C(IK1 ).
3. Compute ci = (1− λ)sili + λReDi ∀i = 1, · · · , n. Remove R = {i : ci ≤ α}, being
α the trimming size. Let R be the set of n(1− α) non-trimmed points.
4. Identify a set of observations S = {i ∈ R : ci ≤ T}, where T is a prefixed threshold.
5. For a random subset E ⊂ S, identify the nearest competing clusters. Define the
partition with E relocated as I˜K1 .
6. Compute the value of the new partition C(I˜K1 ).
if C(I˜K1 ) > C(I
K
1 ) then
set IK1 ← I˜K1 .
else
if C(I˜K1 ) ≤ C(IK1 ) then
set IK1 ← I˜K1 with probability Pr(β,∆(C)), being b a tuning parameter, and
∆(C) = C(I˜K1 )− C(IK1 ).
end if
else
Keep IK1 .
end if
Set S = S−E removing the subset E form S.
7. Iterate 5-6 until set S is empty.
8. ∀j ∈ {1, · · · , n xj ∈ R} compute kj = argmax{ckj } being ckj the value of cj as in eq.
(4.14), assuming that the j-th point belongs to cluster k. Assign xj to the kj-th cluster.
9. If no moves were accepted for the last M iterations and β < ∞, set β = ∞ and
iterate 2-8. If no moves were accepted for the last M iterations and β =∞. Otherwise,
set β = 2β and iterate 2-8.
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circumference and neck to ground length. In short, our training database is
made up of 1028 women and 3 dimensions.
The Tukey (both exact and approximate), Oja, Mahalanobis, convex hull
peeling and L1 depths identify the same most centered woman: ABAD101.
The convex hull peeling depth also identifies MALAG103 as the deepest
woman, with the same depth value as ABAD101. The rest of depth measures
considered MALAG103 as the second deepest woman. It is worth pointing
out that Liu’s depth can be only calculated on bivariate datasets, therefore
it is not used in this example. The Oja depth is computationally very costly.
It lasted roughly 30 hours to provide results. Tukey, Mahalanobis and the
convex hull peeling depths took only a few seconds, while L1 depth took just
5 minutes.
Table 4.1 shows the anthropometric dimensions and Fig. 4.1 shows the
body shape of these two particular women. We see that they have very
similar body measurements.
```````````````Woman
Dimension
Neck to ground Waist Bust
ABAD101 137.4 76.6 88
MALAG103 137.2 76.4 87.9
Table 4.1: Body measurements of the most centered (deepest) women, accor-
ding to the considered depth measures: Tukey, Oja, Mahalanobis, the convex
hull peeling and L1 data depths, applied to the [86, 90[ cm bust class.
Figure 4.1: Front body shape of deepest women ABAD101 and MALAG103
(left to right).
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Fig. 4.2 represents a three-dimensional scatterplot where ABAD101 and
MALAG103 are marked with a star. They are clearly located at the center
of the points cloud.
Deepest woman
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Figure 4.2: 3D scatterplot of the [86, 90[ cm bust class. The most centered
(deepest) women, ABAD101 and MALAG103, are marked with a star.
Fig. 4.3 shows a density plot for the Tukey depth with the percentile lines
incorporated. It serves to examine how the depth scores are distributed. A
right-skeweded distribution can be appreciated, where the right tail is longer
and the mass of the distribution is concentrated on the left of the figure
(percentiles 10, 25 and 50 are quite close).
4.3.3 Statistical depth to get an efficient apparel sizing
system
In order to illustrate this methodology and to obtain results in a relative short
period of time, we looked now for a small sized data set, selecting to work
with the second bust segment, ranging between 78 and 82 cm. It contains
287 women.
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Figure 4.3: Percentile lines in a density plot for the Tukey depth applied to
the [86, 90[ cm bust class.
In case of larger samples, this algorithm takes much longer to complete.
The three same variables (neck to ground, waist and bust) as the previous
example were selected. Before applying TDDclust, these variables were stan-
dardized to make sure all variables contribute evenly to the clustering. We
did this because we appreciated that the neck to ground dimension domi-
nated the segmentation. The number of random initializations was 5 and
the number of clusters, 3. In this case, the trimmed proportion was prefixed
to 0.1, therefore, the accommodation rate is 90%. The λ parameter was set
to 0.5 to weight between the average silhouette width and average relative
data depth.
Table 4.2 shows the clustering results. It can be observed that clusters
are quite balanced.
Cluster 1 Cluster 2 Cluster 3
93 88 77
Table 4.2: Number of women in each cluster for the bust group [78, 82[ cm
after applying the TDDclust algorithm.
Fig. 4.4 displays a 3D scatterplot of the returned clusters together with
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the discarded individuals.
Red points are trimmed observations 
 Black stars are the deepest women of each cluster 
 Green, yellow and blue points correspond to cluster 1,2 and 3
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Figure 4.4: 3D scatterplot of the clusters obtained for the [78, 82[ cm bust
class by applying the TDDclust algorithm.
We see very interesting results. The three clusters are clearly separated.
Cluster 2 (yellow points) is related to largest waist and neck to ground.
Regarding cluster 3 (blue points), it also contains women with large waist
circumferences but they are not so tall. In cluster 1 (green points) predomi-
nates small bust values. Finally, and most important, the trimmed women
(red points) are located along the border among clusters, that is to say, they
are indeed extreme women for every cluster. Black stars are the deepest
women of each cluster. Fig. 4.5 shows the clustering results for every varia-
ble combination. As expected because the data preprocessing, no variable
seems to be more important than other one in constructing the segmentation
solution.
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Figure 4.5: Separated plots displaying the clusters obtained for the [78, 82[
cm bust class by applying the TDDclust algorithm.
4.3.4 Summary
Linear order induces an ordering for 1-dimensional points. Median is the
most centered point in the data set. On the contrary, there is no natural
order for dimensions d ≥ 2. As compensation, it is suitable to orient to a
“center” (the so-called the deepest point), which corresponds to the mul-
tivariate median. This involves a center-outward ordering of observations.
Statistical data depth allows the univariate median to be generalized with
respect to a multivariate probability distribution or a data cloud.
The definition of optimal sizes involves the identification of one or even
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several centered individuals, that is, representative prototypes of the body
size groups. Data depth procedures could be very useful to that purpose since
data depth measures the centrality of a point in the data. We have validated
the utility of this approach from two different perspectives. The first attempt
is aimed at identifying prototypes when available size groups already exist.
We have used different well-known data depths and the computational cost
of some of them is highlighted.
However, when the goal is searching for optimal size groups of individuals
with similar body dimensions, a clustering algorithm should be used, in line
with trimowa. Some clustering methodologies based on data depth have been
recently developed. One of them, the DDclust algorithm, is proposed in [109],
where the L1 depth is used. The idea behind [109] is to classify a point to the
class where it has the largest depth value. We have proposed an extension
of DDclust, called TDDclust, where a trimmed procedure is incorporated.
The bust classes defined by the current European Standard to sizing system
are used as data sets. As a preliminar investigation, we have only applied
TDDclust with small bust sizes. According to the results obtained, we have
reached the conclusion that TDDclust provides promising results in terms of
sizing segmentation and the identification of disaccommodated women. In
this way, it could be used with the rest of bust sizes, although computations
will take for a long time. Anyway, we think that this type of algorithm should
be used with small samples, such as “special sizes” (small or larger sizes).
It is well-known that the specifical depths used in this approach, as well
as other classical ones, have serious issues regarding the dimensionality of the
database used in the analysis. Their routines have a high computational cost
when the number of rows or the number of colums or both increases. A major
challenge in this field is to develop computationally efficient algorithms to
calculate depths when the dimensionality is large. A convenient depth could
be the projection depth [231].
4.4 Chapter conclusions
In this chapter we have proposed the use of another statistical approach, the
statistical data depth, to find central individuals oriented at apparel design.
This work can be considered as a preliminar approach to investigate the use
of data depth with anthropometric data. Data depth provides an alternative
way to define efficient sizes because allows the observations near the middle
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of the distribution (the deepest observations) to be identified, from which
designing the garments of the corresponding size. Data depth represents an
alternative approach to find the “center” of multivariate data sets and in
addition, it is useful and robust for clustering.
As a future work, we aim at applying the TDDclust methodology to a
combination of different bust sizes in order to check whether TDDclust is able
to divide the population according to the bust variable. We could compare its
results with the segmentation proposed by the European Standard, by com-
puting for example, the success rate of people belonging to the corresponding
group. Further investigations should be also done for combining clustering
and data depth to develop efficient, computationally tractable algorithms
and even combining biclustering and data depth measures, following [229].
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Archetypal analysis
5.1 Introduction 1
In the multivariate accommodation problem in human modelling and er-
gonomic design, it is fundamental to find representative individuals in a
database using a few observations. These few observations are the extreme
individuals (boundaries) of a sample [14]. The percentage of accommoda-
tion, that is to say, the percentage of excluded people, is a major issue to
determine. The typical required percentage of accommodation is between
90% and 95%. The most commonly used statistical approaches in this field
have been percentile analysis, regression analysis and principal component
analysis (PCA).
Percentile analysis can be considered as the traditional procedure used
to accommodate a portion of the population [228]. A percentile is a very
simple statistic that says the percentage of people who are smaller than a
given individual for a single measurement. For example, if we wanted to
accommodate the 90% of the population, we could define the percentiles
5 and 95. However, percentiles are only relevant from a univariate point of
view. This means that percentiles calculated on one dimension tell us nothing
about the variability of other dimensions involved in the study. Furthermore,
they are not additive [151, 228, 172]. Fig. 5.1, which has been originally taken
from [172], helps to understand this fact: The stature of the individuals of a
population is divided into seven measurements and the percentile 5 value for
each one of them is calculated. The sum of them is equal to 136.89. However,
1Section 5.3 is published in [54] and Section 5.4 is submitted for publication[213].
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the actual percentile 5 of the stature for the whole population is 152.5. The
same thing occurs with the percentile 95 (188.81 6= 173.06). This problem
is particulary relevant when trying to use anthropometric data to develop
human body models.
Figure 5.1: Image taken of [172] that illustrates the reason why percentiles
are not additive.
An alternative to percentile analysis has been regression analysis [172,
228, 64, 144]. This method selects one or two key measurements and pre-
dicts values for other dimensions. Its main advantage regarding percentiles
is that the predicted values are additive. Specifically, this means that if we
used stature and weight in a regression equation to predict the seven derived
variables explained in Fig. 5.1, the resulting values would add up to exactly
the value of stature. On the contrary, the big drawback is that it only pro-
vides average quantities for the predicted dimensions. This is not interesting
when the intention is to look for extreme patterns.
Today, the most used strategy is based on the principal component analy-
sis (PCA) [228, 16, 83, 71, 99, 173]. PCA works as a data reduction technique
by considering only the first two or three components that explain as much
variability as possible. Then, several extreme points are selected in a proba-
bility ellipse (or in a circle if the scores are standardized) that includes any
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desired percentage of the population (see Fig. 5.2). However, this method
also presents several pitfalls, as rightly pointed out in [70]. Because it only
chooses the first PCs, a portion of the data variation is eliminated, but this
variation may represent cases difficult to accommodate. Consequently, when
building the ellipse (or the circle), the covered level of accommodation is not
really the desired percentage (for example, 95%). Therefore, an improved
version of this approach would require the use of a greater number of compo-
nents (even all). However, the more PCs there are, the more cases there will
be. For the first two PCs, eight cases are selected and for the first three PCs,
fourteen (see Figs. 5.2 and 5.3). That is, if we were interested in representing
more than three components to consider more variation, the number of cases
would be too many. In practice, it would not be useful.
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Figure 5.2: PCA procedure for the accommodation problem with two PCs.
The first two PCs are considered and the eight most extreme cases are selec-
ted (marked with blue crosses).
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PC 1
PC 2
PC 3
Figure 5.3: PCA procedure for the accommodation problem with three PCs.
The first three PCs are considered and the fourteen most extreme cases are
selected (marked with blue crosses).
Because none of these procedures correctly identifies the extreme cases
in data that covers a certain portion of the population, a different statistical
approach is proposed in this PhD dissertation: archetypal analysis (from now
on AA). AA was proposed in [37]. It aims at finding some pure types (the
archetypes) in such a way the rest of observations are a mix of them. They
can be easily computed by means of the archetypes R package [56]. This
method was demonstrated useful with head-dimension data, air-pollution
data and for tracking spatio-temporal dynamics. In recent years, AA has
been used in different fields such as market research and benchmarking [130,
163, 148], the evaluation of scientists [184], e-learning [200], the analysis of
astronomy spectra [28, 167], face recognition in vision problems [226], sports
[55], biology [40], multi-document summarization [25, 26] or different machine
learning problems [152, 195]. This is the first approximation that uses AA
with anthropometric data. We emphasize that since appearing archetypes,
AA has increased its activity and the number of applications is even growing
faster.
In this chapter, two methodologies based on AA to tackle the accommo-
dation problem are presented. In a first approach, the advantages of AA re-
garding the currently most used PCA-based procedure will be shown. In the
second approach, a new archetypal concept will be introduced: the archety-
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poid. The outline of this chapter is as follows: Section 5.2 introduces the
archetypal and archetypoid analysis and provides some theoretical proper-
ties of archetypoids. Sections 5.3 and 5.4 give the details, results and a
comprehensive summary of the two methodologies proposed. Finally, the
most important conclusions of this chapter are given in Section 5.5.
5.2 Background
This introductory section gives an overview of archetypal and archetypoid
analysis. In addition, it presents and discusses some theoretical aspects of
archetypoids.
5.2.1 Archetypal analysis
We begin with an n × m matrix X that represents a multivariate data set
with n observations and m variables. Given a number of archetypes equal
to k, the goal of AA is to find a k × m matrix Z that characterizes the
archetypal patterns in the data, such that data can be approximated by
convex combinations of the archetypes. In other words, AA is aimed at
obtaining the two n × k coefficient matrices α and β which minimize the
following residual sum of squares, resulting from the combination of (i) the
equation that shows xi as being approximated by a convex combination of
zj’s (archetypes) and (ii) the equation that shows zj’s as convex combinations
of the data:
(i) ‖xi −
k∑
j=1
αijzj‖2
(ii) zj =
n∑
l=1
βjlxl

⇒
RSS =
n∑
i=1
‖xi −
k∑
j=1
αijzj‖2
=
n∑
i=1
‖xi −
k∑
j=1
αij
n∑
l=1
βjlxl‖2
under the constraints
1)
k∑
j=1
αij = 1 with αij ≥ 0 and i = 1, . . . , n
2)
n∑
l=1
βjl = 1 with βjl ≥ 0 and j = 1, . . . , k
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Constraint 1) implies that xˆi =
k∑
j=1
αijzj. This means that the predictors
of xi are finite mixtures of the archetypes (not confusing with a mixture of
distributions). Each αij is the weight of the archetype j for the individual i,
i.e., the α coefficients represent how much each archetype contributes to the
approximation of each individual.
Constraint 2) implies that zj =
n∑
l=1
βjlxl, i.e., the archetypes are finite
mixtures of the observations.
Archetypes are located on the convex hull of the data, except when k = 1,
where the obtained archetype is the sample mean.
5.2.2 Archetypoid analysis
Archetypes do not have to be exactly sampled individuals. However, in some
circumstances it is crucial that they are. To fill this gap, a novel archetypal
concept is presented: the archetypoid.
Archetypes would correspond to specific individuals when zj = xl for any
l = 1, . . . , n, which is the same as saying that only one βjl is equal to 1 in
the previous constraint 2) of the AA problem, for each j. This implies that
βjl should only take on the value 0 or 1. This line of reasoning leads to the
assumption that in the analysis of archetypoids, the original AA optimization
problem becomes:
RSS =
n∑
i=1
‖xi −
k∑
j=1
αijzj‖2 =
n∑
i=1
‖xi −
k∑
j=1
αij
n∑
l=1
βjlxl‖2 (5.1)
under the constraints
1)
k∑
j=1
αij = 1 with αij ≥ 0 and i = 1, . . . , n
2)
n∑
l=1
βjl = 1 with βjl ∈ {0, 1} and j = 1, . . . , k. Hence, βjl = 1
for one and only one l and βjl = 0 otherwise.
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5.2.3 Location of the archetypoids
Let Conv(X) be the convex hull of the n observations in Rm of the set X.
The convex hull of X in the Euclidean space is the smallest convex set that
contains X. As the number of points in X is finite, Conv(X) is a convex
polytope, which is the convex hull of its vertices. A vertex of Conv(X) is
an observation xi of X for which xi does not belong to Conv(X\{xi}). A
vertex of Conv(X) is also called an extremal point of X. Let V be the set
of vertices of Conv(X) and N be the number of vertices.
Next, we investigate where the archetypoids are located and the differen-
ces with the archetype locations for different values of k.
1. If k = 1, the archetypoid is the medoid (with one cluster) of X conside-
ring the squared Euclidean distance as dissimilarity, since the minimi-
zation of RSS coincides with the definition of the medoid [115]. As
said, the mean is the archetype with k = 1.
2. If k = N (or > N), the archetypoids are V (or V plus any other
observation), as RSS = 0, since Conv(V) = Conv(X).
3. If 1 < k < N , it is not possible to say as true that archetypoids are on
the boundary of Conv(X), as archetypes are. This is discussed in the
following artificial Example 1. It depends on the distribution of the
observations. However, for Normal distributions, archetypoids seem to
be vertices, as it can be seen in the Example 2, where the examples of
[92, Fig. 14.35] and [37, Fig. 14] are reproduced.
Example 1 Fig. 5.4a shows the location of 7 points in R2. Archetypes
and archetypoids are calculated for k = 2 (note that with k = 4 the Conv(X)
is the square formed by vertices 1, 2, 3 and 4, and these are the archetypes and
archetypoids). In this example, archetypoids are not vertices. In addition,
they coincide with the closest points to archetypes. If we compute the RSS
for archetypes and archetypoids, the elbow is at k = 4 (see Section 5.3.2 for
details on the elbow criterion). Fig. 5.4b shows a second artificial example
with k = 2. In this case, the nearest points to the archetypes are 1 and 4
but the archetypoids are 7 and 8 (not vertices either).
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Figure 5.4: Two examples where the archetypoids (circles) are not on the
boundary of Conv(X) as the archetypes (crosses) are.
Example 2 We generate a sample of size 50 from N(µ,Σ), where µ =
( 11 ) and Σ = (
1 0.8
0.8 1 ) and we calculate the archetypes and archetypoids for
k = 2 (Fig. 5.5a), k = 4 (Fig. 5.5b) and k = 8 (Fig. 5.5c). N is equal to 7
in this example. Note that like archetypes, the archetypoids do not nest (as
more archetypoids are found, the existing ones can change to better capture
the shape of the data set).
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Figure 5.5: Archetypes (with crosses) and archetypoids (with solid circles)
for simulated Bivariate Normal Data, with k = 2 (a), k = 4 (b) and k = 8
(c).
We have repeated the experiment 100 times and have now discarded any
points outside the 95% density contour, that is, with Mahalanobis distance
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≥ χ22(0.95), computing the archetypes and archetypoids with k = 4, as in
[37] was done for archetypes. Fig. 5.6a represents the results. It can be
appreciated that like archetypes, the archetypoids cluster around the ends of
the major and minor axes of the 95% density contour. In addition, we have
overlaid the 100 convex hulls of the 4 archetypoids and the resulting image
can be seen in Fig. 5.6b. The whiter the image, the larger the overlap. In
this image, the ellipse corresponding to the 95% and 50% probability regions
for the bivariate Normal distribution are also added to better understand
the results. Fig. 5.6c shows the centroids obtained with k-means with k = 4
and the four medoids obtained with PAM working with the same data used
for obtaining Fig. 5.6a. In this Fig. 5.6c, we have again represented the
archetypes and archetypoids to clearly show that the clustering algorithms
choose the prototypes in the middle of the data cloud, not on the convex hull
of the data.
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Figure 5.6: (a) Location of the 4 archetypes (black crosses) and archetypoids
(grey solid circles) for 100 simulated Bivariate Normal Data; (b) their over-
lapped convex hulls with contour lines for 95% (green dashed line) and 50%
(blue dot-dashed line) probabilities and (c) the location of the 4 centroids
(red crosses) and 4 medoids (red solid circles).
The last theoretical question we want to discuss is regarding stability, that
is to say, if the solution does not change much when the data are slightly
modified. For this purpose, we consider the data of Fig. 5.5b and leave out
one point. Then, we compute the archetypoids and medoids with k = 4 and
save the number of times that each point appears as archetypoid (Fig. 5.7a)
or medoid (Fig. 5.7b). We can see that archetypoids are very stable. Three
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Figure 5.7: Frequencies of the points obtained when one point is left out for
the simulated Bivariate Normal data, for 4 archetypoids (a) and 4 medoids
(b).
points are archetypoids 49 times (every time except the one that is left out),
and the other point is an archetypoid 48 times. The frequencies of the most
repeated medoids are 44, 43, 31 and 28.
5.2.4 Comparison with other unsupervised methods
Using the same matrix notation as in [152], the goal of archetypoid analysis
is to find the optimal matrices C and S that minimize some distortion mea-
sure D(X′|X′CS) (for example, ‖X′ −X′CS‖2 or ‖X′ −X′CS‖2F ), where C
= β and S = α′ and ′ denotes transpose. As an extension of [152], Table
5.1 shows the relationship between archetypoid analysis and different unsu-
pervised methods (seen as a linear mixture type representation of data with
various constraints) in terms of possible values of C and S (note that X′C
are the feature vectors, while S gives the weights for the predictors of X).
Other authors have previously compared archetypal representation with
other unsupervised methods. For instance, in [92, Sec. 14.6.1] a comparison
among AA, k-means and Non-negative matrix factorization (NMF) was made
and also AA, PCA and independent component analysis (ICA) were applied
to the same database. In addition, Mørup et al. [152] analyzed several
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databases with AA, PCA, NMF, ICA and k-means. Finally, in [25] AA,
PCA, NMF and k-means and other multi-document summarization methods
were compared.
PCA
C ∈ R
S ∈ R
NMF
X′C ≥ 0
S ≥ 0
CNMF
C ≥ 0
S ≥ 0
AA
|ck|1 = 1, C ≥ 0
|sn|1 = 1, S ≥ 0
ADA
|ck|1 = 1, C ∈ B
|sn|1 = 1, S ≥ 0
Soft k-means
ck,n =
sk,n∑
n˜ sk,n˜
|sn|1 = 1, S ≥ 0
k-means
|ck|1 = 1, C ≥ 0
|sn|1 = 1, S ∈ B
k-medoids
|ck|1 = 1, C ∈ B
|sn|1 = 1, S ∈ B
Table 5.1: Relationship between archetypoid analysis and several unsu-
pervised methods as in [152]: Principal component analysis (PCA), Non-
negative matrix factorization (NMF), Convex NMF (CNMF), Archetype
analysis (AA), Archetypoid analysis (ADA), Soft k-means (i.e. fuzzy k-means
or the EM-algorithm for clustering), k-means and k-medoids. B represents
the set {0, 1}.
The foundation of AA and clustering is different. The main difference is
that AA favors features that represent corners of the data, i.e., the extremes
in the data or archetypes, while traditional clustering algorithms, like k-
means or PAM, segments subjects based on centroids (averages) or medoids
and focuses on the memberships in each cluster. A simple example is seeking
two profiles of height. The two archetypoids will be the tallest and the
smallest persons in the sample. However, with clustering techniques the
profiles will be inside the data, likely the profiles will be near the men’s and
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women’s average height.
For practical purposes, we will use the same data as in Fig. 5.5b in order
to better understand the differences between some different methodologies for
obtaining representative data (most of them are clustering methods), that
we detail next, and AA. Fig. 5.8 shows the representatives for these above
mentioned different methodologies. Specifically, we have used: a) the Sparse
Modeling Representative Selection method (SMRS) developed in [52]; b) the
Affinity Propagation algorithm (AP) explained in [69]; c) the HottTopixx [17]
(a new approach for NMF, using the code developed in [81]); d) a Bayesian
partial membership model (BPM) [73, 150] (we have represented the points
with the highest membership in each group) and e) PAM, k-means and fuzzy
k-means.
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Figure 5.8: Archetypes (marked with crosses) and archetypoids (with solid
circles) for simulated Bivariate Normal Data, with k =4, together with the
four representatives (with squares) provided by the following methods: (a)
SMRS, (b) AP, (c) HottTopixx, (d) BPM and (e) classical clustering algo-
rithms (PAM with squares, k-means with triangles and fuzzy k-means with
diamonds).
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As we see in the corresponding plots of Fig. 5.8, all methods excepting
SMRS, return representatives around the middle of the data, rather than
in the boundaries. However, regarding SMRS, each point in the data set is
approximated by an affine combination of the representatives, meaning that
the coefficients can be negative (in fact, for this example several coefficients
are negative, the maximum value of the coefficients is 0.669, only 6 coefficients
are above 0.5 and the majority of non-zero values are between 0.2 and 0.3).
On the contrary, in archetypoid analysis the points are approximated by a
mixture of archetypoids and the coefficients therefore add up to one and are
positive. This SMRS behavior makes difficult the intuitive interpretation of
its results. Furthermore, with SMRS it is not possible to select exactly how
many representatives have to be obtained. In this example, SMRS only was
able to return two representatives because the other two representatives were
below a certain threshold. In fact, without considering the threshold, only
four representatives were extracted in total. We could not have obtained five
or more representatives for these particular data with the SMRS algorithm.
5.3 First methodology: AA vs PCA
The objective of this methodology is to compare the performance of both AA
and the common used PCA-approach when obtaining a set of representative
extreme cases to achieve body size accommodation for a specific portion of
the population. We have used the archetypes R package. Section 5.3.1
describes the data set and the methodology used. Section 5.3.2 shows the
results obtained. Finally, Section 5.3.3 gives a comprehensive summary of
this approach.
5.3.1 Methodology
The anthropometric database we use here comes from the 1967 United States
Air Force (USAF) Survey. It can be freely downloaded from the website
http://www.dtic.mil/dtic/. The 1967 USAF Survey was undertaken from
January to March 1967, planned and supervised by the Anthropology Branch
of the Aerospace Medical Research Laboratory, located in Ohio. The target
sample was made up of 2420 Air Force personnel between 21 and 50 years of
age. The measurements were made in 17 different Air Force bases across the
United States of America. A total of 202 variables (including body dimen-
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sions and background variables) were reported from all the participants in
the survey. From those 202 variables, we choose the same six anthropometric
dimensions selected in [228]. They are called cockpit dimensions because they
are the most important dimensions to design and build an aircraft cockpit.
A description of each one of them, according to [119], can be found in Table
5.2. Table 5.3 shows their summary statistics. Fig. 5.9 displays the skeleton
of an aircraft pilot with the six selected measurements detailed.
Measurement Description
Thumb Tip Reach Measure the distance from the wall to the tip of the thumb.
Buttock-Knee Length Measure the horizontal distance from the rearmost surface of
the right buttock to the forward surface of the right kneecap.
Popliteal Height Sitting Measure the vertical distance from the footrest surface to the
superior margin of the right kneecap.
Sitting Height Measure the vertical distance from the sitting surface to the
top of the head.
Eye Height Sitting Measure the vertical distance from the sitting surface to the
right external canthus (outer “corner” of eye).
Shoulder Height Sitting Measure the vertical distance from the sitting surface to the
right Acromion - the bony landmark at the tip of the shoulder.
Table 5.2: Description of the six variables considered.
Measurement (inches) Mean Standard Deviation
Thumb Tip Reach 31.618 1.567
Buttock-Knee Length 23.781 1.064
Popliteal Height Sitting 17.206 0.885
Sitting Height 36.687 1.251
Eye Height Sitting 31.870 1.188
Shoulder Height Sitting 24.037 1.126
Table 5.3: Summary statistics for the six variables considered.
We are going to calculate the archetypes with a 95% accommodated. We
propose to follow these steps: First, depending on the problem, it must be
decided whether or not the data should be standardized. We does standardize
our variables (as in [228]) since they measure different dimensions. Second,
the more extreme 5% data (because the percentage of accommodation is
fixed to 95%) must be removed. If we suppose normality, we can use the
Mahalanobis distance and Chi-square distribution. If not, a non-parametric
approach such as a depth procedure might be used.
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Figure 5.9: Generic skeleton for an aircraft pilot with explanations of the
cockpit dimensions.
Because the PCA approach assumes normality to draw the normality
ellipse or circle (it could be done because we are dealing with anthropo-
metric measurements) we will also assume normality. Specifically, assuming
that the data comes from a multivariate (m-variate) normal, we can use
the fact that the Mahalanobis distance from an observation to the mean,
D2 = (x − µˆ)′Σˆ−1(x − µˆ), where µˆ is the estimated mean and Σˆ is the
estimated covariance matrix, is distributed according to the Chi-square dis-
tribution with m degrees of freedom. Consequently, the observations that
are more far away from the 95th percentil of the Chi-square distribution are
discarded. We would like to point out that very similar results were obtained
when removing the disaccommodated individuals using both the Mahalanobis
distance and depth procedure for this database, although depth presented a
relevant disadvantage: the desired percentage is not under control of the ana-
lyst as with the Mahalanobis procedure. For example, there was almost a
7% of less deep data in the USAF Survey (169/2420 = 0.0698), each one of
them with the same depth. Third and last, once the more extreme 5% data
are removed, AA is applied to calculate the archetypes.
5.3.2 Results
We computed 10 archetypes, k = 1, . . . , 10. In fact, we compute three times
the archetypes for each k and we keep the archetypes with the smallest RSS
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for each k. In Fig. 5.10 we represent with a set of six bars (one per variable,
from dark gray to light gray) the percentile value of each archetype for each
variable, from k = 2 (a) to k = 10 (j). Then, a simple analysis of the
archetypes can be done. For instance, we see in Fig. 5.10a that the first
archetype is low in all variables, whereas the second archetype is high in all
of them.
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Figure 5.10: Percentiles of archetypes from k = 2 to k = 10.
As said before, the archetypes are not nested. In particular, this means
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that if we first calculate three archetypes and then we calculate four, there
is no reason so that these four include the first three obtained. The new four
archetypes may have changed to better capture the shape of the data set.
In this way, we must determine how many archetypes we want to consider.
There might be two ways of doing it. On the one hand, the user may choose
the number of archetypes he/she considers the best for his/her work. This
would be a subjective decision. An objective alternative is based on using
the elbow criterion, which is a very common method in Statistics. It simply
consists in representing the RSS associated with each value of k. The correct
value of k would be the one where a flattening of the curve occurs. As an
illustration of this approach, Fig. 5.11 shows the RSS from k = 2 to k = 15.
We see that an elbow occurs at k = 3, k = 7 and k = 10. In accordance
with the law of parsimony (or Occam’s razor) we consider that three and
seven archetypes are the best number of archetypes. We think that a large
number of representative cases may be counterproductive for the designer.
Nevertheless, the final decision should be taken by the expert.
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Figure 5.11: Screeplot of the residual sum of squares.
We first focus on the case of three archetypes by examining Fig. 5.10b:
The first archetype presents small percentiles for the first three variables
(corresponding to limb dimensions), whereas has average measures for the
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last three variables (corresponding to torso dimensions). The second one
represents individuals which are huge in all dimensions. Regarding the third
archetype, it represents individuals which are small, although for the first
three variables not very small, around the 25th percentile.
To describe the case of seven archetypes we see Fig. 5.10f: the first
and second archetypes just show opposite patterns: the first one has high
percentiles for all variables and the second one, low percentiles. In the same
way, the third and four archetypes also are opposite: Whereas the third
archetype has high percentiles in the first three variables (limb dimensions)
and middle percentiles for the last three variables (torso dimensions), the
fourth archetype presents middle percentiles for the first three variables and
high percentiles for the last three. The fifth and seventh archetypes show
contrary trends as well. In the fifth archetype, the percentiles are middle-
high for the first three variables and low for the last three. This is the
opposite of the seventh archetype. The sixth archetype represents a person
which is huge in all measurements, but with short arms because has high
percentiles for all variables excepting the first one, the only one related to
arms.
In order to make a reliable comparison between the archetypes returned
with our methodology with those cases obtained with PCA as in [228, 173], we
have applied PCA to the whole database with the six variables standardized.
Table 5.4 describes the coefficients for the six principal components, the
percentage of variance explained for each component, and the cumulative
percentage.
PC1 PC2 PC3 PC4 PC5 PC6
Thumb Tip Reach -0.364 0.453 0.697 0.418 0.04 -0.001
Buttock-Knee Length -0.36 0.464 -0.716 0.374 0.036 -0.043
Popliteal Height Sitting -0.39 0.408 0.025 -0.809 -0.144 0.077
Sitting Height -0.46 -0.353 0.02 -0.082 0.305 -0.751
Eye Height Sitting -0.449 -0.367 -0.025 0.004 0.494 0.648
Shoulder Height Sitting -0.416 -0.392 -0.01 0.155 -0.8 0.098
% Explained Variance 61.5 21.0 6.59 5.69 4.08 1.07
Cumulative % 61.5 82.6 89.15 94.84 98.93 100
Table 5.4: PCA coefficients and percentage of explained variance.
The first two components capture the 82.6% of variability (until 89.15%
with the first three). If we selected only the first two components as usual,
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some variability (maybe important) would be discarded. Regarding the in-
terpretation of the components, we see that the first component represents
the overall size of the individuals. The second component contrasts (the sign
is different) the limb dimensions (the first three) and the torso dimensions
(the last three). The third and fourth components show a contrast inside the
limbs dimensions (thumb tip reach versus buttock-knee length for the third,
and thumb tip reach and buttock-knee length versus popliteal height sitting
for the fourth). On the contrary, the fifth and sixth components show an
opposite behavior inside the torso dimensions (sitting height and eye height
sitting versus shoulder height sitting for the fifth, and sitting height versus
eye height sitting for the sixth).
Fig. 5.12 displays the scores for the first two PCs of all individuals with
gray color, with the scores for the three archetypes (a), and seven archetypes
(b) in black squares. We appreciate in Fig. 5.12a that k = 3 archetypes are
similar to those cases that can be obtained with the first two PCs. The second
archetype (marked with a 2) is an extreme of PC1, and the first and third
archetype (marked with a 1 and 3, respectively) correspond to a combination
of extremes of PC1 and PC2 (octants). In the case of the archetypes obtained
with k = 7 archetypes (Fig. 5.12b), all but the sixth archetype (marked with
a 6, the one with scores -1.28 -0.86 for PC1 and PC2 respectively) correspond
to extreme combinations of PC1 and PC2 (they form a circle). This means
that this sixth archetype cannot be extracted as an extreme combination of
the first two PCs. What is more, it cannot be obtained with any extreme
combination of the PCs.
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Figure 5.12: PC scores for three (a) and seven (b) archetypes.
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Now, we want to compare the k = 7 archetypes with the 8 cases extracted
with PCA for 95% accommodation shown in [173]. To that end, in Table
5.5 appears the percentile values for those 8 cases, while Table 5.6 shows the
percentiles for those 7 archetypes.
A B C D W X Y Z
Thumb Tip Reach 98 38 2 62 96 90 4 10
Buttock-Knee Length 98 37 2 63 96 90 4 10
Popliteal Height Sitting 98 31 2 69 97 87 3 13
Sitting Height 80 1 20 99 99 16 1 84
Eye Height Sitting 78 1 22 99 98 16 2 84
Shoulder Height Sitting 74 2 26 98 98 14 2 86
Table 5.5: Percentile values for two principal component representative cases.
1 2 3 4 5 6 7
Thumb Tip Reach 94 2 99 44 68 10 6
Buttock-Knee Length 97 1 86 7 89 66 22
Popliteal Height Sitting 94 2 96 37 77 87 0
Sitting Height 99 0 51 86 3 86 57
Eye Height Sitting 99 1 64 85 2 84 64
Shoulder Height Sitting 99 1 29 93 13 68 57
Table 5.6: Percentile values for seven archetypes.
There are two clear correspondences: case W with archetype 1 and case
Y with archetype 2. The case A is in the middle between archetype 1 and
3 but there is no case with PCA that corresponds to archetype 3. The case
B is in the middle between archetype 2 and 5. The case X is the nearest
to archetype 5 but there is not an exact equivalency. The case C can be
considered in the middle between archetype 2 and 7. In the same way, the
case Z is in the middle between archetypes 4 and 7. Finally, regarding case
D, it could be seen as a mixture of archetypes 1, 4 and 6. However, there
is not case for archetypes 4 and 6. After this examination, it can be stated
that, except in two cases, there is no clear coincidence between the cases for
PCA and archetypes.
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In closing, Table 5.7 (resp. Table 5.8) collects the corresponding values
for each original variable (without standardizing) for the PCA eight cases
(resp. for the seven archetypes). Fig. 5.13 shows the skeletons of the seven
archetypes.
A B C D W X Y Z
Thumb Tip Reach 34.93 31.14 28.31 32.14 34.3 33.61 28.94 29.62
Buttock-Knee Length 26.02 23.44 21.55 24.13 25.60 25.12 21.96 22.44
Popliteal Height Sitting 19.07 16.77 15.35 17.64 18.83 18.21 15.58 16.20
Sitting Height 37.74 33.89 35.63 39.48 39.41 35.46 33.96 37.92
Eye Height Sitting 32.8 29.24 30.98 34.5 34.39 30.67 29.35 33.08
Shoulder Height Sitting 24.77 21.6 23.3 26.48 26.28 22.83 21.8 25.24
Table 5.7: Variable values for two principal component representative cases.
1 2 3 4 5 6 7
Thumb Tip Reach 34.18 28.51 35.34 31.34 32.33 29.69 29.24
Buttock-Knee Length 25.85 21.23 24.94 22.27 25.09 24.18 22.97
Popliteal Height Sitting 18.65 15.39 18.79 16.89 17.84 18.22 14.99
Sitting Height 39.66 33.57 36.7 38 34.46 38.07 36.88
Eye Height Sitting 35.05 29.24 32.28 33.08 29.58 33.04 32.28
Shoulder Height Sitting 26.73 21.26 23.41 25.8 22.82 24.56 24.22
Table 5.8: Variable values for seven archetypes.
5.3.3 Summary
This study has investigated the performance of the Archetypal Analysis to
obtain representative boundary cases that entail a certain percentage of the
population, compared with the most used PCA approach. In short, the
procedure we have proposed is the following: first, depending on the problem,
to standardize the data or not. Then, to use Mahalanobis distance and Chi-
square distribution to obtain the sample in which obtaining the archetypes
as the third and last step.
PCA is mainly a dimensionality reduction technique. On the contrary,
Archetypal Analysis aims at obtaining extreme individuals, so it seems to
be the suitable statistical tool to tackle the accommodation problem. Its
application presents several advantages regarding PCA: the level of accommo-
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dation is exactly reached. Some archetypes could not be obtained with PCA
even if we consider all the components.
Figure 5.13: Skeleton plots visualizing the seven archetypes.
In addition, we have seen that there is not exact matches between the
cases of PCA and archetypes. From a practical point of view, we have pro-
posed to use the elbow criterion and the Occam’s razor to determine the
number of archetypes. A large number of archetypes, that is to say, of
representative cases, may increase the time and cost of the design process
unnecessarily.
160
CHAPTER 5
5.4 Second methodology: Archetypoids
This second approach proposes an extension of AA to handle the accommo-
dation problem. Archetypes can be any point in the convex hull. This means
that they are not necessarily real observed individuals of the data set. Howe-
ver, in some cases it is fundamental that they are. In this context, a new
archetypal concept is proposed: the archetypoid. It is a real observation, not
a mixture of observations. Section 5.4.1 presents an algorithm to compute
archetypoids and how to obtain them when features are unavailable. Section
5.4.2 explains the results obtained by applying the archetypoid algorithm
to three problems in three different fields: sports (specifically, basketball),
aircraft cockpits design and apparel design. At last, Section 5.4.3 discusses
this new approximation.
5.4.1 Methodology
In order to solve the optimization problem related to the archetypoid analy-
sis of eq. (5.1), various alternatives were analyzed. Because the archetypoid
problem includes a variable that is required to be an integer, the optimiza-
tion methods that are related to mixed integer programming [65] were re-
viewed. One widely used strategy due to its efficiency is the branch and
bound method. It consists in dividing an initial unconstrained problem
into a few smaller ones until a good solution is obtained. This method
can be used in Matlab by means of a function called BNB20(), which can
be downloaded from www.mathworks.com/matlabcentral/fileexchange/95-
bnb/content/BNB20.m. Unfortunately, this method did not provide a good
solution when trying to minimize eq. (5.1). We understand as good solution
that one that verifies the problem conditions and reduces the computations
required. As in [65] is pointed out, there are some situations where the
branch and bound method is not appropriate. As a second possibility, we
checked another type of optimization method: the genetic algorithm. It can
also be used in Matlab by means of the function ga(). This algorithm creates
a sequence of new populations from a random initial one and stops as soon
as any of the stopping criteria is met. However, this method did not return
a good solution either. In fact, the results provided by the genetic algorithm
did not verify the equations of the archetypoid analysis problem. It is note-
worthy that both the branch and bound method and genetic algorithm have
a high computational cost for large sample sizes. A more naive option is to
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calculate archetypoids with an exhaustive search, that is to say, to obtain
the set of archetypoids that produces the minimum value of the objective
function, after trying all the possible combinations. This will be called the
combinatorial solution. However, this alternative increases its computational
time seriously as the sample size of the database increases. In view of these
procedures do not work for computing archetypoids, we decided to develop
an algorithm based on PAM.
5.4.1.1 Archetypoid algorithm
Our algorithm has two phases: a BUILD phase and a SWAP phase, as PAM
(see Section 2.1). In the BUILD step, an initial set of archetypoids is deter-
mined. Unlike PAM, we do not obtain this collection in a stepwise format.
Instead, we suggest choosing the set made up of the nearest individuals to the
archetypes returned by archetypes (the best archetypes are selected after
running the algorithm several times, specifically, twenty times). We propose
to define this set in two different ways. A first alternative is to compute the
Euclidean distance between the archetypes and the individuals and choosing
the nearest ones, as mentioned in [54]. Hereafter, this set will be referred to
as nearest. The second option identifies the individuals with the maximum
value of α for each archetype, i.e., the individuals with the largest relative
share for the respective archetype. In this case, this set will be referred to
as which. This is used in [55] and [184]. Accordingly, our initial set of
archetypoids is either nearest or which.
The aim of the SWAP phase of our algorithm is the same as the one of
the SWAP phase of PAM, but changing the objective function. Our SWAP
step attempts to improve the quality of the set of archetypoids by exchanging
selected individuals for unselected individuals and by checking whether these
replacements reduce the objective function of eq. (5.1), namely RSS. In the
inner loop of this second step, for each given set of archetypoids, S, the α
coefficients are updated in order to calculate the effect of the swap. The
corresponding RSS is then calculated. If this RSS is lower than the previous
RSS, S turns into the new initial vector of archetypoids. The SWAP phase
is repeated until there is no change in any archetypoid. As indicated above,
the α coefficients have to be recalculated, so it is necessary to solve n con-
vex least squares problems as in the algorithm implemented in archetypes.
To deal with the n convex least squares problems, a penalized version of
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the non-negativity least squares algorithm by Lawson and Hanson [125] is
used, in such a way that the convexity constraints (being nonnegative and
adding up to one) are fulfilled (see [56, point 2.1 on page 3]). Additionally,
we would like to point out that our algorithm does not update the β coeffi-
cients in the inner loop by solving other k convex least squares problems as
archetypes does. In our algorithm, the β coefficients are “updated” in the
sense that for the individuals considered as archetypoids, their β is equal to
1, being 0 for the other unselected individuals. Because all potential swaps
are considered, the results of the algorithm do not depend on the order of
the objects in the database. Besides, unlike the archetype algorithm that
alternates between finding the best α for given archetypes Z and finding the
best archetypes Z for given α, our algorithm only focuses on finding the best
α for given archetypoids Z. This is because the archetypoids correspond to
sampled objects. A brief outline of the archetypoids algorithm is given in
Algorithm 9. We have considered the 2-norm for the distance ‖X− αβ′X‖2.
As final points, some comments about large sample sizes, local minimum and
standardization of data are listed below:
1. For very large databases, an algorithm using samples of the data like
Clustering LARge Applications (CLARA) algorithm does [115], would
be more suitable.
2. Our algorithm, as PAM, aims at finding good solutions in a short period
of time, although they are not necessarily the best ones. The global
minimum solution could always be obtained with the combinatorial
solution, using as much time as necessary. Nevertheless, it would be
computationally very inefficient.
3. As mentioned in Section 5.3, standardization of data depends on ones
sense about the data. Variables are standardized for a variety of rea-
sons: they measure different dimensions, their scales are not compara-
ble or if their ranges are very different. In our practical examples, we
standardize the data for the basketball and aircraft pilots databases.
On the contrary, we will work with the data as they stand in the appa-
rel design example. We have modified the stepArchetypes function of
archetypes because it standardizes the data by default. Therefore,
our way of proceeding in each problem is the following:
i) Depending on the problem, to standardize or not the data.
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ii) Archetypes must be calculated using a new R function called
stepArchetypesMod, that results from modifying and adapting the
original stepArchetypes function.
iii) Archetypoids are calculated with the archetypoid algorithm, be-
ginning with which and nearest sets, for several values of k. As
in Section 5.3, we select the k where the elbow on the RSS repre-
sentation is found.
5.4.1.2 Archetypoids when features are unavailable
There are problems related to specific fields such as psychology or economy,
especially those where multidimensional scaling applies, where only dissimi-
larities are available. In such situations, we cannot approximate the data
directly as mixtures of archetypoids or archetypes. However, if the dissimi-
larities are Euclidean distances, they can be represented exactly in at most n
- 1 dimensions [146, Theorem 14.4.1] using classical multidimensional scaling
(cMDS). Multidimensional scaling takes an input matrix giving dissimilarities
between pairs of objects and outputs a set of points such that the distances
between the points are approximately equal to the dissimilarities, since the
dimension of the space in which the data have to be represented, is usually
less than n - 1. These new features can be used to find the archetypoids. In
addition, we could also obtain archetypes in this new space, but we cannot
establish a correspondence with the original subjects or to create artificial
subjects, for which only the dissimilarities were available.
If the dissimilarity is a distance, but not an Euclidean distance, cMDS
can be used as an approximation (and it is optimal for a kind of discrepan-
cy measure [146, Theorem 14.4.2]), or we can use the h-plot [53], a recent
alternative method that it also works when the dissimilarity is not a distance.
Next, we detail the phases for obtaining the archetypoids when features
are unavailable. Let D be the n× n matrix that contains the dissimilarities
between the observations i and j, dij.
1. Compute cMDS with a dimension of the space in which the data have
to be represented, equal to m. For that purpose, we have used the
function cmdscale of R. The number m is an integer less than or equal
to n−1 and it is chosen as the first integer for which the goodness of fit
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Algorithm 9 Archetypoid algorithm
Let be an n×m matrix X.
1. PHASE BUILD: Initial vector of k archetypoids.
Select nearest or which vector:
vectini = (x1, . . . , xk)
rssini =
n∑
i=1
‖xi −
k∑
j=1
αij
n∑
l=1
βjlxl‖2
2. PHASE SWAP: Try to improve the set of archetypoids.
Set vectarchet = vectini and rssarchet = rssini.
for j = 1→ k do
setposs = dif. between (x1, . . . , xn) and (x1, . . . , xk)
for t ∈ setposs do
vectswap = (t, x1, . . . , xk−1) (without xj)
rssswap =
n∑
i=1
‖xi −
k∑
j=1
αij
n∑
l=1
βjlxl‖2
if rssswap < rssarchet then
vectarchet = vectswap
rssarchet = rssswap
end if
end for
end for
return vectarchet and rssarchet
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(GOF) measure α2 proposed in [146, eq. 14.4.8], is greater than 90%.
The greater m, the more variables and the more computation time [56].
2. Compute the archetypoids of the n×m matrix X, the matrix returned
by cMDS. This matrix has the coordinates of the points computed to
represent the dissimilarities.
The archetypoids returned by cMDS correspond to a specific set of points,
with a direct correspondence with the original observations. We also obtain
the α coefficients, indicating the contribution of each archetypoid to each
original observation. However, the predictors
k∑
j=1
αijzj of each original ob-
servation cannot be represented with the original information (the dissimila-
rities), in the same way that archetypes cannot be represented in that space.
5.4.2 Results
We present three applications: a sportive (basketball) example, the cockpit
design problem and an apparel design problem.
5.4.2.1 Sportive example
This example is motivated by Ref. [55] where archetypes for two mass sports
such as basketball and soccer are calculated. Because in [55] real players are
analyzed, this reference is of particular interest for us since we are going to
be able to demonstrate that archetypoids need not to be the same as nearest
or which individuals. Among the different examples introduced in [55], we
focus on the NBA database that collects the total minutes played and field
goals made of 441 players from the season 2009/2010. Table 5.9 and Figure
5.14 show in blue color the archetypal players obtained in [55]. They are
Kevin Durant, Dwayne Jones and Jason Kidd. This is both the set nearest
and which.
The first thing we do is to compute the best possible set of archetypal
players, the combinatorial solution. This set is made up of Kevin Durant,
Jason Kidd and Travis Diener (put in a frame in both the Table 5.9 and
Figure 5.14) and was obtained after 9 days of computation, using a forward
sequential search procedure run on a single computer. When applying our
archetypoid algorithm to the same database we have indeed obtained these
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three players as the final archetypoids. The computational time in this case
were a few minutes, both beginning with nearest and which.
Archetypal players of [55] (blue color) and obtained with our proposal ( frame box )
Name Total minutes played Field goals made
124 Kevin Durant 3241 794
236 Dwayne Jones 7 0
243 Jason Kidd 2883 284
113 Travis Diener 50 2
Table 5.9: Archetypal players obtained in [55] (blue color) and by our pro-
posal (frame box).
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Figure 5.14: Total minutes played and field goals made of a set of NBA
players from the season 2009/2010 with the archetypal players obtained in
[55] (blue color) and by our proposal (frame box), also marked with a red
cross.
Next, a brief description of the main features of each of these players
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is introduced. In sport, a detailed analysis of the players performance may
help coaches to create individualized performance profiles. Kevin Durant is
a very good scorer because he scored a lot of shots the time he stayed on
the court. According to these data, if he played an entire NBA game (48
minutes, without overtime periods), he would score almost 12 shots, which
is a very good performance. Durant has won three NBA scoring titles to this
day. Dwayne Jones was not able to score any point because he played very
few minutes. The same thing occurs with Travis Diener who only scored
two points since he hardly played 50 minutes. These kind of players are
called “benchwarmers”. In addition, Jason Kidd might be considered an
“ineffective scorer” because he played a great amount minutes and he did
not scored many baskets. However, it is well-known that Jason Kidd is a
point guard whose main role is assisting instead of scoring. In fact, he is
ranked second on the NBA’s all-time assist list.
5.4.2.2 Cockpit design problem
We search for archetypes and archetypoids in the same data set from the
USAF Survey explained in Section 5.3.1 (discarding the more extreme 5%
data and choosing the six cockpit dimensions). For this example, it was not
possible to obtain the combinatorial solution in a reasonable time because
the large sample size of the database. According to what the screeplots of
Fig. 5.15 suggest, we choose 3 archetypes and archetypoids.
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Figure 5.15: Screeplot of the RSS of the archetypes and archetypoids (from
nearest and which) for the aircraft pilots of the data from the USAF survey.
The elbow is at 3 in all the cases.
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Table 5.10 shows the RSS associated with this number of archetypes,
with the nearest and which individuals to these archetypes and with the
same number of archetypoids.
RSS
3 archetypes 0.012380776
nearest (511,314,1691) 0.01824692
which (1421,314,1691) 0.01947072
3 archetypoids from nearest (2177,2240,1691) 0.012830864
3 archetypoids from which (1632,1822,52) 0.012385042
Table 5.10: RSS associated with each set of archetypes, nearest individuals
or archetypoids for the aircraft pilots of the data from the USAF survey.
We appreciate that the smallest RSS is for the archetypes. This could
be expected because its set of possible solutions is the largest. However,
the RSS related to the nearest and which archetypoids (the archetypoids
obtained beginning from nearest and which, respectively) are pretty close to
the archetype-RSS and what is more, they decrease in each case the RSS
associated with the initial set of the nearest individuals to the archetypes.
Although not outstanding, this reduction is remarkable.
Similarly to Fig. 5.10, we can analyze the percentiles of the three archety-
poids beginning with nearest and which for each one of the six cockpit di-
mensions, see Fig. 5.16.
The first nearest archetypoid has high percentiles for the first three varia-
bles (corresponding to limb dimensions), small percentiles for the fourth
and fifth and an average value for the sixth (shoulder height sitting). The
third which archetypoid presents a similar behavior, except that the shoulder
height sitting is smaller. The second nearest archetypoid and the first which
archetypoid are small in all measurements (although the which archetypoid
is a little larger). Finally, the third nearest archetypoid is high in the six
variables. In the same way, the second which archetypoid shows high values,
but they are not so high. We note that the percentiles of the three which
archetypoids are not so extreme in comparison with the nearest ones. Fig.
5.17 allows to compare the three archetypes from which the nearest and which
archetypoids are computed. We see that the first archetype is small for all
variables (similarly to the second nearest and first which archetypoids). The
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second archetype is similar to the first nearest and third which archetypoids,
whereas the third archetype is similar to the third nearest and second which
archetypoids.
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Figure 5.16: Percentiles of three archetypoids, beginning with nearest (left)
and with which (right) for the aircraft pilots of the data from the USAF
survey.
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Figure 5.17: Percentiles of three archetypes for the aircraft pilots of the data
from the USAF survey, from which the nearest and which archetypoids shown
in Fig. 5.16, are calculated.
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5.4.2.3 Apparel design problem
We use the Spanish anthropometric data (see Section 1.3). From the whole
database, we choose a subsample of the 470 non-pregnant and non-lactating
women, between 25 and 45 years, with a bust circumference between 86
and 90 cm. This age range represents an important potential group for the
apparel market and, at the same time, includes a high variability of body
shapes. As a result, women with the same size (86-90 cm bust for upper
garments) may have very different body shapes [39], causing fitting problems
when a garment is designed to fit a body prototype perfectly. Thus, different
classifications of body types have been proposed for apparel sizing and design
[187], [166], [62], [96].
Within this context, it is proposed that archetypoids should be used to
identify subjects who represent the fittings problems of the target population.
Central cases are used for developing initial design ideas, whereas boundary
cases are useful in determining the extent of adjustment or scaling required
to acommodate the full range of variability in the target population (both the
boundaries and all the individuals between the boundaries). In the design
process, it is important to know how close the design is to accommodating the
boundary cases. If the boundaries are not acommodated, this information
can be used to determine changes necessary to achieve the desired accommo-
dation percentage [100]. Note that we are not seeking to find sub-sizes, but
to accommodate women within a specific size. Central cases and clustering
algorithms should be used to define sizes.
As explained in Section 1.3, a 3D binary image of the trunk of each woman
is available. We can compute the dissimilarity between trunk forms and build
a distance matrix D between women. Let A and B be two binary images
associated with the trunk of two women and defined in a lattice Λ. There are
several metrics for measuring the differences between A and B. We use the
simplest one, which is the misclassification error: d(A,B) = nu(A∆B)
nu(Λ)
, where
∆ is the set symmetric difference, and nu counts the number of pixels in that
set, that is to say, the volume of the set.
We have chosen m = 4, with 92.39% explained, according to the agree-
ment measure for the proportion of the distance matrix D explained. In this
way, we apply the archetypoids algorithm to a matrix with 470 rows and 4
columns. The screeplots of Fig. 5.18 suggest choosing 3 or 5 archetypes and
archetypoids.
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Figure 5.18: Screeplots of the residual sum of squares of the archetypes and
archetypoids for the Spanish women.
In this case, the nearest and which archetypoids agree in both cases of
k = 3 and k = 5. In the interests of brevity and as an illustrative example,
we are going to examine the results of three archetypes and archetypoids.
However, as mentioned, in a real situation the final decision about how many
archetypoids to consider would correspond to the analyst. Again, the first
thing we do is to calculate the combinatorial solution. We can do it in this
case because the sample size is not too large (it is similar to that of the NBA
database). The best possible set is formed by individuals 85, 212 and 447.
It was obtained after 23 days by using a forward sequential search procedure
run on a single computer. By applying our algorithm, we have also obtained
these same three women as the final archetypoids (both nearest and which
archetypoids), taking only a few minutes.
Table 5.11 shows the RSS associated with this number of archetypes, with
the nearest individuals (nearest and which) to these archetypes and with the
same number of archetypoids.
Again, the smallest RSS corresponds to the archetypes. It also occurs in
this case that the RSS related to the archetypoids is smaller than the RSS
of the respective nearest individuals and at the same time, is close to the
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archetype-RSS.
RSS
3 archetypes 3.229195e-05
nearest (212,445,288) 3.648499e-05
which (170,310,120) 3.825974e-05
3 archetypoids from nearest (212,447,85) 3.236335e-05
3 archetypoids from which (212,447,85) 3.236335e-05
Table 5.11: RSS associated with each set of archetypes, nearest individuals
or archetypoids for the Spanish women.
In addition, Table 5.12 describes the archetypoid women according to cer-
tain easily recognized variables: weight, height, waist circumference and hip
circumference. Fig. 5.19 shows these women. RAPITA026 is very different
to the other two in all the measurements. ALCA163 y STAC055 are similar
in terms of their waist and hip measurements but STAC055 is very tall and
thin while ALCA163 is near the limit of being overweight.
Woman code Weight Height Waist circumf. Hip circumf.
RAPIT026 51.2 1.61 70.4 91.7
ALCA163 55.0 1.49 78.9 104.2
STAC055 63.9 1.72 77.2 104.3
Table 5.12: Women archetypoids.
5.4.3 Summary
This methodology introduces the concept of an archetypoid, develops an al-
gorithm for locating them in the data and presents three applications. There
are problems where it is fundamental to find extreme representative data.
The archetypal analysis is a very useful tool to that end but presents a very
important pitfall: the archetypes do not correspond necessarily to observed
individuals. In order to overcome this fact, the usual procedure is to select
those individuals who are the closest to the computed archetypes (which or
nearest archetypes). However, it may even happen that those nearest sub-
jects are not plausible individuals (as in fact ocurrs in [184], where the nearest
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“economists are a mixture of different types”). Furthermore, there are some
cases where is critical that the archetypes are real subjects. To tackle this
problem, a new archetypal concept is introduced: the archetypoid, that is a
real (observed) archetype.
Figure 5.19: Three archetypical women: RAPIT026, ALCA163 and
STAC055.
In order to develop the archetypoids algorithm we follow the idea in PAM
for finding the medoids (build and swap phases), but changing the build
phase for beginning near the archetypoids, and changing in the swap phase
the objective function for our optimization problem, in order to know if we
should make or not the swap. This algorithm is quick and efficient in terms
of computational complexity. The archetypoids do not necessarily coincide
with the which or nearest individuals to archetypes. In fact, in the sportive
example, although similar, the archetypoids were not exactly the same as
those described in [55]. In the cockpit and apparel design problems, this is
more evident, since the RSS of archetypoids is decreased to the same level of
the archetype-RSS, and the set of archetypoids does not coincide with those
obtained by the which or nearest options.
According to our results, it is not possible to state categorically if it is
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more convenient to choose the nearest or which options in the BUILD phase
of the archetypoid algorithm. We have seen that for the apparel design
problem both nearest and which options provided the better solution. On
the contrary, the which alternative offered the local minimum for the cockpit
design problem. In this way, both options must be checked, obviously unless
nearest and which coincide, as it occurs with the NBA database.
5.5 Chapter conclusions
In this chapter, in order to tackle the accomodation problem, we have used
for the first time the archetypal analysis. We have shown in a first approxi-
mation that AA performs better than the common-used method PCA. AA
determines extreme patterns from a population, but does not necessarily
provide specific boundary individuals associated with those patterns. Iden-
tifying real people with the anthropometric features of boundary cases is
usually problematic because boundaries represent extremes in the popula-
tion. Therefore, there are not many people who present the proportions. In
order to overcome this limitation of AA, we have proposed a new archetypal
concept, the archetypoid, which correspond to sampled individuals.
A lot of ergonomic studies require to build several mock-ups to test and
validate the match between product dimensions and related physical mea-
surements in addition to other aspects such as comfort and flexibility. It is
very valuable that boundary cases be identified ir order to improve initially
the mock-ups. Our archetypoid analysis and algorithm should be a very
useful approach in these types of situations.
In fact, the calculus of archetypoids can be successfully applied in all
the fields such as computer vision, text mining, collaborative filtering, etc,
where the archetypal analysis has been used. Furthermore, the archetypoid
analysis can be used beyond multivariate vectors or dissimilarity matrices.
For example, it is suitable with functional data, interval data, images [201],
etc.
We have some different possibilities as future work: From a practical
point of view, a study about the computational complexity of the archety-
poids can be done following the ideas developed in [56, Sect. 4]. Besides, we
aim at implementing an archetypoid algorithm which can be used for very
large databases. From a theoretical perspective, it would be interesting to
perform a numerical simulation with data from different probability distri-
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butions in order to analyze the location of the archetypes and archetypoids
and to study their accuracies using randomization techniques. Another di-
rect extension is to try to define weighted and robust archetypoids, similarly
to the ideas explained in [57], or to consider missing values modifying the
objective function as in [152] is made with archetypal analysis.
Because the main subject of this PhD thesis is the apparel design, we
aim at looking further at the use of archetypoids in the design process, by
considering more body sizes and age populations. In this first approximation,
we have determined three archetypoids. However, it may be more interesting
or appropriate to consider more representative individuals in order to achieve
a better fit of garments. We expect that the archetypoid analysis could serve
as a satisfactory approach to the clothing design problem and to the lack of
fitting of garments.
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Anthropometry R package
The accelerating power of modern 3D scanning technologies has contributed
to the generation of broad anthropometric databases which constitute high
valued data to improve the product design and fitting adapted to the user
population. Accordingly, Ergonomics and Anthropometry are two fields
rapidly becoming more quantitative, so modern software tools and computer
applications are demanded for a more efficient use of anthropometric data.
First of all, we undertook a search of the Internet to look for software
sources related to Ergonomics and Anthropometry. We found a data reposi-
tory in http://www.openerg.com/psz/, where a visual software called People-
Size 2008 is presented. It is a paid software that allows up-to-date data of the
Western population to be downloaded. Most other available sites provide an-
thropometric calculators for computing simple indicators such as percentiles
or z-scores of the children population. These tools help public health re-
searchers and pediatricians to analyze their data. For instance, the World
Health Organization (WHO) has developed the WHO Anthro software, which
is available from http://www.who.int/childgrowth/software/en/. Another
example is NutriStat, a nutritional anthropometric tool created by the Cen-
ters for Disease Control and Prevention, from USA, to examine children
and adolescents (http://nutristat.codeplex.com/). PeopleSize 2008 also com-
putes percentiles of its data.
In recent years, different software systems have been created for the mana-
gement of 3D anthropometric databases. Three examples are Nefertiti [159],
Alexandria and Cleopatra [160]. Furthermore, over the past 50 years, human
modelling software has became more and more available, which has helped to
improve the design, development and quality of workspaces. Modern human
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modelling techniques include Jack and Ramsis, which are two of the most
widely used tools by a broad range of industries [18].
Regarding statistical software, we investigated if any available R package
from CRAN was developed to deal with anthropometric data. Searching by
the keyword anthrop in the list of available packages, sorted by name, (visit
http://cran.r-project.org/web/packages/available packages by name.html),
two packages were highlighted: AnthropMMD [180] and phcfM [210]. On
the one hand, AnthropMMD is a package addressed to anthropologists.
On the other hand, phcfM serves for modelling anthropogenic deforestation.
Anthropogenic refers to the facts caused or produced by humans. Thus, these
packages are not related to the field of Anthropometry. In addition, by re-
peating the same process using the keyword ergon (referring to Ergonomics),
no R package was founded.
As far as we know, there is currently no reference in the literature of
sizing systems that provides the programming of the proposed algorithms.
To the best of our knowledge, with the exception of human modelling tools
like Jack, there are neither general software nor statistical packages available
from the Internet to tackle the common problems related to Anthropometry
or Ergonomics, such as the definition of an efficient sizing system or the
accommodation problem.
In this context, we introduce here the Anthropometry R package that
brings together all the algorithms and functions associated with the statistical
methodologies presented in this PhD dissertation [212]. The most current
version of Anthropometry is always available from the Comprehensive R
Archive Network at http://cran.r-project.org/package=Anthropometry. It
is also available from http://www.uv.es/vivigui/software. Anthropome-
try includes a vignette to assist new users in learning the purpose and use
of this package. As illustrative data of the whole Spanish anthropometric
survey, Anthropometry provides a data set called dataDemo, containing
600 women and their measurements for bust, chest, waist, hip and neck
to ground length. Besides, another data file called landmarks collects the
landmarks representing the shape of the 600 women. The data set of the
USAF survey is also included. A short manual for helping with installation
and first use of this package will be also freely downloable from the same
author’s website http://www.uv.es/vivigui/software.
In the following sections, the main functions to execute each one of the
proposed methodologies are described (related to clustering, the statistical
shape analysis, data depth and the archetypal analysis).
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6.1 Antropometric dimensions based cluste-
ring
The function to compute the dissimilarity presented in eq. (2.16) in Section
2.3 is written in C and it is first exported from the NAMESPACE file. Then,
the GetDistMatrix function calls it from R.
Both trimowa and hipamAnthropom functions, that implement the so-
called methodologies, incorporate the calculus of the dissimilarity matrix
within them. Besides, the CCbiclustAnthropo function is the R function
related to the biclustAnthropom approach.
6.1.1 trimowa function
trimowa(x,w,K,alpha,niter,Ksteps,ahVect=c(23,28,20,25,25))
This function calls the trimmedoid function that is the programming of
the trimmed k-medoids algorithm. Its arguments are the following:
• x: Data frame. In our approach, this is each one of the subframes
originated after segmenting the whole anthropometric Spanish survey
in twelve bust segments, following the European standard to sizing sys-
tem. Size designation of clothes. Part 3: Measurements and intervals
[59]. Each row corresponds to an observation and each column corres-
ponds to an anthropometric variable. All variables are numeric.
• w: The aggregation weights of the OWA operators. They are computed
with the WeightsMixtureUB function.
• K: Number of clusters.
• alpha: Proportion of trimmed sample.
• niter: Number of random initializations.
• Ksteps: Steps per initialization.
• ahVect: Constants that define the dissimilarity function. Given the
five variables considered in our study, this vector is c(23,28,20,25,25).
This vector would be other according to the variables considered.
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6.1.2 CCbiclustAnthropo function
CCbiclustAnthropo(data,waist,waistCirc,lowerVars,nsizes,nBic,
diffRanges,percDisac,dir)
Its arguments are the following:
• data: Data in which searching for biclusters. Each row corresponds
to an observation and each column corresponds to an anthropometric
variable. All variables are numeric.
• waist: Vector containing the waist values of the individuals.
• waistCirc: data is segmented in twelve waist classes following the Eu-
ropean standard to sizing system. Size designation of clothes. Part 3:
Measurements and intervals [59]. This vector contains the waist values
to define each one of the waist segments.
• lowerVars: Lower body dimensions involved in the analysis.
• nsizes: Number of waist sizes.
• nBic: Maximum number of biclusters to be obtained in each waist size.
• diffRanges: List in which each element is a vector whose extremes
indicate the acceptable boundaries for selecting the variables that have
a similar scale.
• percDisac: Proportion of no accommodated sample.
• dir: Working directory for saving the results.
6.1.3 hipamAnthropom function
hipamAnthropom(x,asw.tol=0,maxsplit=5,local.const=NULL,
orness=0.7,type,ahVect=c(23,28,20,25,25),...)
Its arguments are the following:
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• x: Data frame. In our approach, this is each one of the subframes
originated after segmenting the whole anthropometric Spanish survey
in twelve bust segments, following the European standard to sizing sys-
tem. Size designation of clothes. Part 3: Measurements and intervals
[59]. Each row corresponds to an observation and each column corres-
ponds to an anthropometric variable. All variables are numeric.
• asw.tol: If this value is given, a tolerance or penalty can be introduced
(asw.tol > 0 or asw.tol < 0, respectively) in the branch splitting pro-
cedure. Default value (equal to 0) is maintained. See [222, p. 154] for
details.
• maxsplit: Maximum number of clusters that any cluster can be divided
when searching for the best clustering.
• local.const: If this value is given (meaningful values are those between
-1 and 1), a proposed partition is accepted only if the associated asw is
greater than this constant. Default value is also maintained, therefore
this value is ignored. See [222, p. 154] for details.
• orness: Quantity to measure the degree to which the aggregation is like
a min or max operation. This value is used to compute the aggregation
weigths by means of WeightsMixtureUB.
• type: Type of HIPAM algorithm to be used. The possible options are
‘MO’ (for using HIPAMMO) and ‘IMO’ (for using HIPAMIMO).
• ahVect: Constants that define the dissimilarity function. Given the
five variables considered in our study, this vector is c(23,28,20,25,25).
This vector would be other according to the variables considered.
• ...: More arguments to be passed to the internal functions of the HIPAM
algorithms.
6.2 Statistical shape analysis
The function to use the Lloyd version of k-means adapted to shape analysis
(what we called kmeansProcrustes) is LloydShapes. In addition, the function
to use the Hartigan-Wong version of k-means adapted to shape analysis is
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HartiganShapes. The function to execute the trimmed kmeansProcrustes is
trimmedLloydShapes.
6.2.1 LloydShapes function
LloydShapes(dg,Nclusters,Nsteps=10,niter=10,stopCr=0.0001,
simul,print)
Its arguments are the following:
• dg: Array with the 3D landmarks of the sample objects. Each row
corresponds to an observation and each column corresponds to a di-
mension (x,y,z).
• Nclusters: Number of clusters.
• Nsteps: Number of steps per initialization. Default value is 10.
• niter: Number of random initializations. Default value is 10.
• stopCr: Relative stopping criteria. Default value is 0.0001.
• simul: Logical value. If TRUE, this function is used for the simulation
study.
• print: Logical value. If TRUE, certain messages associated with the
running process are displayed.
6.2.2 HartiganShapes function
HartiganShapes(dg,Nclusters,Nsteps=10,niter=10,stopCr=0.0001,
simul,initLl,initials,print)
Its arguments are the following:
• dg: Array with the 3D landmarks of the sample objects. Each row
corresponds to an observation and each column corresponds to a di-
mension (x,y,z).
• Nclusters: Number of clusters.
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• Nsteps: Number of steps per initialization. Default value is 10.
• niter: Number of random initializations. Default value is 10.
• stopCr: Relative stopping criteria. Default value is 0.0001.
• simul: Logical value. If TRUE, this function is used for the simulation
study.
• initLl: Logical value. If TRUE, see next argument initials. If FALSE,
they are new random initial values.
• initials: If initLl=TRUE, they are the same random initial values used
in each iteration of LloydShapes. If initLl=FALSE this argument must
be passed just as an empty vector.
• print: Logical value. If TRUE, some messages associated with the
running process are displayed.
6.2.3 trimmedLloydShapes function
trimmedLloydShapes(dg,n,alpha,Nclusters,Nsteps=10,niter=10,
stopCr=0.0001,print)
Its arguments are the following:
• dg: Array with the 3D landmarks of the sample objects. Each row
corresponds to an observation and each column corresponds to a di-
mension (x,y,z).
• n: Number of observations.
• alpha: Proportion of trimmed sample.
• Nclusters: Number of clusters.
• Nsteps: Number of steps per initialization. Default value is 10.
• niter: Number of random initializations. Default value is 10.
• stopCr: Relative stopping criteria. Default value is 0.0001.
• print: A logical value. If TRUE, certain messages associated with the
running process are displayed.
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6.3 Statistical data depth
The TDDclust function corresponds to the so-called methodology.
6.3.1 TDDclust function
TDDclust(X,K,lambda,Th,A,T0,alpha,lplot,Trimm,data1)
Its arguments are the following:
• X: Data frame. Each row corresponds to an observation and each
column corresponds to an anthropometric variable. All variables must
be numeric.
• K: Number of clusters.
• lambda: Tuning parameter that controls the influence the data depth
has over the clustering, see [109].
• Th: Threshold for observations to be relocated, usually set to 0.
• A: Number of iterations.
• T0: Simulated annealing parameter. It is the current temperature in
the simulated annealing procedure.
• alpha: Simulated annealing parameter. It is the decay rate, default
value is 0.9.
• lplot: Tracking convergence, default value is 0.
• Trimm: Proportion of no accommodated sample.
• data1: The same data frame as X, used to incorporate the trimmed
observations to the rest of them for the next iteration.
6.4 Archetypal analysis
After pre-processing the data by means of the accommodation function (even-
tual standarization and removal of extreme individuals), the archetypesUSAF
function allows some of the results presented in [54] to be reproduced, whereas
the stepArchetypoids function calls the archetypoids function to run the
archetypoid algorithm repeatedly.
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6.4.1 archetypesUSAF function
archetypesUSAF(data,numArchet,verbose,nrep)
Its arguments are the following:
• data: USAF 1967 database (see the dataUSAF file). Each row is an ob-
servation and each column corresponds to an anthropometric variable.
• numArchet: Number of archetypes.
• verbose: Logical value. If TRUE, it shows the progress during execu-
tion (this is the same argument of the stepArchetypes function of the
archetypes R package [56]).
• nrep: For each archetype run archetypes nrep times (this is the same
argument of the stepArchetypes function of archetypes).
6.4.2 archetypoids function
archetypoids(i,data,huge=200,step,init,ArchObj,nearest,sequ,aux)
Its arguments are the following:
• i: Number of archetypoids.
• data: Data set in which looking for archetypoids. Each row corresponds
to an observation and each column corresponds to an anthropometric
variable. All variables must be numeric.
• huge: This is a penalization added to solve the convex least squares
problems regarding the minimization problem to estimate archetypoids,
see [56]. Default value is 200.
• step: Logical value. If TRUE, the archetypoid algorithm is executed re-
peatedly within stepArchetypoids. Therefore, this function requires
the next argument init (but neither the ArchObj nor the nearest argu-
ments) that specifies the initial vector of archetypoids, which has been
already computed within stepArchetypoids. If FALSE, the archety-
poid algorithm is executed once. In this case, the ArchObj and nearest
arguments are required to compute the initial vector of archetypoids.
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• init: Initial vector of archetypoids for the BUILD phase of the archety-
poid algorithm. It is computed within stepArchetypoids. See next
nearest argument to know how this vector is calculated.
• ArchObj: The list returned by the stepArchetypesMod function. This
function is a slight modification of the original stepArchetypes func-
tion of the archetypes R package [56] to apply the archetype algorithm
to raw data. The stepArchetypes function standardizes the data by
default and this option is not always desired. This is needed to compute
the nearest individuals to archetypes. Required when step=FALSE.
• nearest: Initial vector of archetypoids for the BUILD phase of the
archetypoid algorithm. Required when step=FALSE. This argument is
a logical value: if TRUE (FALSE), the nearest (which) vector is calcu-
lated. Both vectors contain the nearest individuals to the archetypes
returned by the archetypes function of archetypes (in [215] (sub-
mitted for publication), archetypes are computed after running the
archetype algorithm twenty times). The nearest vector is calculated
by computing the Euclidean distance between the archetypes and the
individuals and choosing the nearest. It was used in [54]. The which
vector is calculated by identifying consecutively the individual with the
maximum value of alpha for each archetype, until getting the number
of archetypes defined. It is used in [55].
• sequ: Logical value. It indicates whether a sequence of archetypoids
(TRUE) or only a single number of them (FALSE) is computed. It
is determined by the number of archetypes computed by means of
stepArchetypesMod.
• aux: If sequ=FALSE, this value is equal to i -1 since for a single number
of archetypoids, the list associated with the archetype object only has
one element.
6.4.3 stepArchetypoids function
stepArchetypoids(i,nearest,data,ArchObj)
Its arguments are the following:
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• i: Number of archetypoids.
• nearest: Initial vector of archetypoids for the BUILD phase of the
archetypoid algorithm. Required when step=FALSE. This argument is
a logical value: if TRUE (FALSE), the nearest (which) vector is calcu-
lated. Both vectors contain the nearest individuals to the archetypes
returned by the archetypes function of the archetypes R package [56]
(in [215] (submitted for publication), archetypes are computed after
running the archetypes algorithm twenty times). The nearest vector is
calculated by computing the Euclidean distance between the archetypes
and the individuals and choosing the nearest. It was used in [54]. The
which vector is calculated by identifying consecutively the individual
with the maximum value of alpha for each archetype, until getting the
number of archetypes defined. It is used in [55].
• data: Data set where looking for archetypoids. Each row corresponds to
an observation and each column corresponds to a variable. All variables
must be numeric.
• ArchObj: The list returned by the stepArchetypesMod function. This
function is a slight modification of the original stepArchetypes func-
tion of archetypes to apply the archetype algorithm to raw data. The
stepArchetypes function standardizes the data by default and this
option is not always desired. This is needed to compute the nearest
individuals to archetypes.
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Conclusions
This PhD dissertation has been raised in order to be a rigorous scientific
contribution, from the mathematical and statistical point of view, to the dis-
ciplines of Ergonomics and Anthropometry. Throughout this report, we have
developed different statistical methodologies that may be useful to improve
the ergonomic design of products, focusing on the efficient design of clothes
and working places.
Current sizing systems used by the apparel industry are not accurately
optimized to properly fit the target population. As a consequence, a large
part of the population, especially women, does not find clothing that fit well,
even after trying several garments. This results in a poor fit, unsold garments
and a less competitive business. Furthermore, many people return bought
clothes because they are not satisfied with them. Because of this, there are
many obsolete stocks. A striking effect of this circumstance in Spain is the
proliferation of the so-called outlet stores. One of the main problems to de-
velop new patterns and designs is the lack of updated anthropometric data
of the current population. Outdated size charts contribute to sizing varian-
ce between companies. In this context, The Spanish National Institute of
Consumer Affairs (INC, in Spanish) of the Spanish Ministry of Health and
Consumer Affairs commissioned in 2006 a 3D anthropometric survey of the
Spanish female population, in the frame of the agreement signed with the
main Spanish clothing companies. The study was performed by the Biome-
chanics Insitute of Valencia and the anthropometric information recorded
was both 1D and 3D. The main motivation was to characterize the shape
and body dimensions of the current Spanish women.
Each of the new statistical approaches presented in this PhD work has
188
CHAPTER 7
been applied to the anthropometric database obtained from this Spanish
survey. In this way, one of the main goals of this doctoral work consisted
in developing mathematical and statistical techniques and tools for the ex-
ploitation of human body databases with a focus on the ergonomic design
and functional evaluation of products. This dissertation is part of the activi-
ties carried out by the research project related to the Spanish anthropometric
survey and can be considered as an example of industry-academia interac-
tion, that help to highlight top-level research and encourage excellence in
science.
In Ergonomics and Anthropometry, the body size variability within the
target population is characterized through the definition of a limited number
of cases. An anthropometric case may be a particular human being or a com-
bination of measurements. Depending on the design problem, there are three
types of cases: central, boundary and distributed. Our proposed methods
have been developed aimed at identifying central and boundary cases.
The approaches based on clustering algorithms, trimowa, biclustAnthro-
pom, hipamAnthropom, kmeansProcrustes and TDDclust, allow to define 1D
and 3D central cases, which actually are representative statistical models or
prototypes (and fit models in the case of hipamAnthropom) of the human
body of the target population. These prototypes and fit models can be used
to make more realistic store mannequins. The five aforementioned methodo-
logies have followed the same scheme. Firstly, the selected data matrix was
segmented using a primary control dimension (bust circumference in the case
of trimowa, hipamAnthropom, kmeansProcrustes and TDDclust, and waist
circumference in the case of biclustAnthropom). Then, a further segmenta-
tion using other secondary control anthropometric variables is carried out. In
this way, the first segmentation provides a first easy input to choose the size,
while the resulting clusters (subgroups) for each bust (or waist) and other
anthropometric measurements optimize sizing. By using a more appropriate
statistical strategy, such as clustering, homogeneous subgroups are generated
taking into account the anthropometric variability of the secondary dimen-
sions that have a relevant influence on garment fit. Every method has been
adapted to only accommodate the “standard” population. In order to choose
the primary and control secondary body dimensions, the European standard
to sizing system. Size designation of clothes. Part 3: Measurements and
intervals [59] (EN 13402-3-2004) has been used. This Standard is drawn up
by the European Union and it is a set of guidelines for the textile industry.
The text, whose compliance is desirable but not obligatory, promotes the im-
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plementation of a clothing sizing sytem, adapted to the users, based on the
consideration of three body parameters: bust, waist and hip circumference,
depending on height.
The comfort and wellbeing feeling and a trendy design are the key ele-
ments for consumers to proceed to purchase. A garment can only be com-
fortable to the wearer if the fit is good. In the case of protective clothing
and sportswear, good fit is mandatory to ensure the safety and performance
of the user. Clothing fit should be improved with a better garment labelling.
Apparel companies should offer consumers a truthful and not confusing in-
formation on the garment sizes that they wish to offer for sale, so that people
could recognise their size with facility. An understandable labelling system
could incorporate pictograms indicating the body measurements associated
with the garment, see Fig. 7.1 for an example based on [7]. This labelling
proposal could speed up the purchase process.
Figure 7.1: A clothing labelling proposal for upper garments, based on [7].
On the other hand, the approaches based on the statistical archetypal
analysis allow to identify boundary cases, that is to say, the individuals who
present extreme body measurements. The basic idea is that accommodating
boundary cases will accommodate the people who fall within the boundaries
(less extreme population). This strategy is valuable in all those problems
of human-computer interaction, for example, the design of plane cockpits
or truck cabins. When designing workstations or evaluating manual work,
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it is common to use only a few human models (extreme cases) as virtual
test individuals. In this PhD thesis, we have been able to demonstrate that
archetypal analysis is a better statistical alternative to determine extreme
cases regarding the common used PCA-approach. Unlike PCA, archetypal
analysis ensures intended accommodation levels. In addition, the user can
decide the number of archetypes to consider or leave the selection by a cri-
terion. In the literature, there is an ongoing discussion about whether the
archetypes should be represented by a real observation instead of the stan-
dard output, since using the archetypal method, they may or may not be. In
some problems, it is crucial that the archetypes are real subjects, observations
of the sample, and not fictitious. In this PhD work, a new archetypal con-
cept has been introduced to tackle this problem: the archetypoid. It has been
presented an efficient computational algorithm to calculate them and it has
been demonstrated some of their advantages regarding classical archetypes.
Archetypal and archetypoid analysis could improve industry practice when
using human model tools for the design of products and work environments.
All computational algorithms associated with the methods presented in
this PhD report have been gathered together into an R package called An-
thropometry, which is freely available on the Comprehensive R Archive
Network at http://cran.r-project.org/package=Anthropometry.
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Appendix
Bimax algorithm: Theory, results and discu-
ssion
Theoretical aspects of Bimax
The Bimax algorithm was proposed in [164]. It assumes that data can be
represented by a binary matrix An×m, where the element aij is 1 if row
i responds in the variable j, being 0 if not. In this way, a bicluster is a
submatrix of A whose elements are all equal to 1. Although each aij equal
to 1 represents a bicluster by itself, they are not considered since the goal of
this method is to find the so-called inclusion-maximal biclusters, i.e., those
ones that are not completely contained in other bicluster.
As a brief summary, Bimax works as follows [164, 45]: An×m is first di-
vided into two column sets, CU and CV , by using a certain row as a template,
with at least a prespecified minimum of 1s. CU includes the columns where
this row is 1 and CV the others. Next, the rows of A are rearranged in the
following way.
First come the rows, RU , that respond only to CU (i.e. RU are those
rows that contain only 0s in column set CV ). Then, come the rows, RW ,
that respond at the same time to CU and CV . Finally, the rows, RV , that
respond only to CV are considered (i.e. RV are those rows that contain only
0s in CU). The combination of RU , RW and RV , with CU and CV originates
the submatrices U , V and W : U is the matrix [rows = RU + RW , columns
= CU ], V is the matrix [rows = RW + RV , columns = ALL] and W is the
matrix [rows = RU , columns = CV ] that contains only 0s and therefore can
be deleted.
The algorithm is recursively applied to U and V until a matrix with only
1’s (a bicluster) is identified. Fig. A1 helps to understand this procedure.
Blue squares represent the 1s.
Application and results
As mentioned, Bimax requires an array of binary data. The biclust R
package includes a function to binarize the data using a threshold.
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CU CV
rearrange rows
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Figure A1: Illustration of the Bimax algorithm based on [164].
Values over threshold will be set to 1, the rest to 0. However, this alter-
native is not interesting in anthropometric terms because the original dimen-
sions would turn into ones and zeros, losing its true value. In [45], a very
interesting alternative is provided. Bimax is applied to binary and multiple
choice data to identify market segments among tourists with similar hobbies.
In order to apply a similar approach to the whole Spanish anthropometric
database, the qualitative variables that are binary and multiple choice must
be identified. After checking all the variables, the only one that met both
conditions was the list of missing foods for women who claim not to follow
a varied diet. We will use Bimax with this variable. In this way, we will not
use Bimax aimed at apparel sizing and desing, but at exploring its utility
with a particular sociological variable related to eating habits. For practical
purposes, these results may be relevant in dietetics or nutrition. For exam-
ple, by interpreting the groups returned by this method, nutrition experts
can plan a type of diet for different customers, depending on the food they
do not eat.
First, we must turn the selected variable into a binary variable. To do this,
we define as columns each listing food and frame with a 1 those ones where
each woman says that they are not included in her diet. Otherwise, frame
them with a 0 (see Table A1 for a particular example). Table A1 displays a
sample of the first 7 women between 20 and 24 years. For instance, ABAD116
says that meat, pasta, rice and potatoes are often missing in her diet.
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Woman code Legumes Meat Eggs Fish Pasta Rice Potatoes ...
ABAD025 1 0 0 0 0 0 0 ...
ABAD098 1 0 0 0 0 0 0 ...
ABAD114 1 0 0 0 0 0 0 ...
ABAD116 0 1 0 0 1 1 1 ...
ABAD117 0 0 1 0 0 0 0 ...
ALCA027 0 1 0 0 0 0 0 ...
ALCA061 1 1 0 0 0 0 0 ...
... ... ... ... ... ... ... ... ...
Table A1: Sample of the first 7 women between 20 and 24 years that make
up of the database on which the algorithm Bimax applies.
Fig. A2 represents the percentage of women who do not feed of varied
way, considering the whole database (left) and segmenting by age groups
(right).
Adequate food in variety
No in variety 16%
Yes in variety 84%
 5 
 20−24 
 years
 6 
 25−29 
 years
 7 
 30−39 
 years
 8 
 40−49 
 years
 9 
 50−59 
 years
 10 
 60−70 
 years
Variety food for each age group
Age group
0
10
20
30
40
50
60
70
80
90
10
0
No in variety 16%
Yes in variety 84%
Figure A2: Descriptive plots showing responses of women participating in
the study related to their eating habits, with the entire database (left) and
segmented by age groups (right).
Fig. A3 shows missing foods in the diet of women who claim not to follow
a varied diet, considering again the whole database (left) and segmenting by
age groups (right). Each bar of the plots of Fig. A3 corresponds with each
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Figure A3: Descriptive plots showing missing foods in the diet of women who
claim not to follow a varied diet, both with the entire database (left), such
as segmented by age groups (right).
food and includes the total number of women who claim that that food is
missing in their diet, which may be the only one or one among others.
With this particular variable, it is interesting to work segmenting the
individuals according to the age group to which they belong. Right plots of
Figs. A2 and A3 show that the greatest number of women who claim not to
follow a varied diet are those aged between 20 and 24 years (in total they are
267 women). Therefore, as an example of the performance of this algorithm,
we are going to apply Bimax only to this age group.
In order to use Bimax within the function biclust, we set in its method-
argument the option BCrepBimax(). It is a modification of the original
Bimax algorithm to avoid overlapping biclusters. We fixed that the minimum
number of women who must belong to every bicluster is 5. Table A2 shows
the results.
Number of identified biclusters: 7
BC 1 BC 2 BC 3 BC 4 BC 5 BC 6 BC 7
Number of rows (women): 6 22 11 17 8 42 12
Number of columns: 7 5 5 4 4 3 3
Table A2: Results of the Bimax algorithm for the age group [20,24[ years.
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As shown in Table A2, there are 7 clusters with more than 5 women.
This constraint can be obviously changed, but in this case it was set in this
way, since the returned groups contain a 44% (118 women) of the women
in this age group (Bimax is a nonexhaustive algorithm). This is the highest
percentage of women who are grouped under any restriction. Furthermore,
it is observed that these obtained groups mostly contain a small number
of women for a number of missing foods in the diet. This is because any
biclustering method calculates groups in a very restrictive way, since all the
elements of a same group should show the same behavior in all the variables
that belong to that group. Results are reproducible. Fig. A4 is a bicluster
membership graph and shows the foods that are present in each one of the
computed biclusters.
 1  2  3  4  5  6  7
Legumes
Meat
Eggs
Fish
Pasta
Rice
Potatoes
Bread
Cereals
Greens
Vegetables
Fruit
Sausages
Cold meat
Dairy prod.
No answer
BiCluster Membership Graph
Bicluster
Figure A4: Foods in each bicluster.
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In a bicluster membership plot, variables belonging to a bicluster appear
with a different color (more or less purple). For each bicluster, the darker
the color purple for a particular food is, the stronger the common pattern
for women who belong to that bicluster regarding that food is (green color
of this plot is non-informative). For example, the most common women in
the biclusters 1, 3 and 7 are those that do not eat cold meats or sausage.
However, in the bicluster 3, there are no women who do not eat meat or
legumes and in the bicluster 7 there are no women who do not eat meat.
Discussion
The Bimax algorithm represents a very interesting approach to define biclus-
ters using variables related to sociological aspects of a particular population.
We have developed a similar analysis than in [45]. The only multiple choice
variable of our anthropometric database refers to the foods that are lacking
in the diet of the women who claim not to follow a varied diet. This type of
variable does not have a self-interest in the fields of Ergonomics and Anthro-
pometry, although it can be very useful for other sociological studies that
relate the spending habits and health of the population. A possible alterna-
tive to implement this algorithm on qualitative variables of single answer of
the anthropometric database, would join the categories of variables that have
some kind of relationship among them in a same database. For example, it
could be interesting to cross the women’s answers to the questions “Are you
satisfied with your body?”, “Do you get angry in the changing room when you
can’t find clothes that fit you well?” and “Do you have problems to find your
size?”.
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