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Abstract
For simulating large networks of neurons Hines proposed a method which uses
extensively the structure of the arising systems of ordinary differential equations in
order to obtain an efficient implementation. The original method requires constant
step sizes and produces the solution on a staggered grid. In the present paper a
one-step modification of this method is introduced and analyzed with respect to
their stability properties. The new method allows for step size control. Local error
estimators are constructed. The method has been implemented in matlab and tested
using simple Hodgkin-Huxley type models. Comparisons with standard state-of-
the-art solvers are provided.
Keywords: partitioned midpoint rule, stability of splitting methods, Hodkin-
Huxley models, networks of neurons
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1 Introduction
When simulating large networks of neurons a considerable part of the model consists
of the electrical subsystem which in turn extensively uses the classical Hodkin-Huxley
model of nerve activity. Owing to the large size of the networks to be modeled the effi-
cient numerical solution of the arising high-dimensional system of ordinary differential
equations is of extraordinary importance. Complex program systems, e.g., NEURON
[4], GENESIS [2], andmany others are in routine use in order to solve them. In order to
construct efficient numerical methods it is necessary to tailor the methods to the special
properties of the system. The building block is often (variants of) the Hodgkin-Huxley
∗email: hanke@nada.kth.se
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system [9]
C
dV
dt
= I(t)− gKn4(V −VK)− gNam3h(V −VNa)− gL(V −VL), (1)
dn
dt
= αn(V )(1− n)−βn(V )n, (2)
dm
dt
= αm(V )(1−m)−βm(V )m, (3)
dh
dt
= αh(V )(1− h)−βh(V )h. (4)
The coefficients αi(V ) and βi(V ) are highly nonlinear functions of their argument. The
key observation in this system is that the differential equation for the voltage V is
linear in V while the differential equations for the gate variables n,m,h are linear in
those. Slightly more general, this system has the structure
x′ = A(y)x+ b(y, t), (5)
y′ = c(x, t)+D(x)y. (6)
Here, x denotes the voltage while y is the vector of gate variables, or vice versa. In
general, this model leads to stiff differential equations such that implicit time stepping
methods are necessary. Standard approaches require the solution of a nonlinear sys-
tem of equations in every step by using variants of Newton’s method. Given the large
dimension of the usual models, this property may become a severe restriction. Hines
[8] came up with the idea to discretize the system in two steps: First, the differential
equation for x is discretized leading to a linear system to be solved. Then, the differen-
tial equation for y is discretized. Also here it remains only a linear system to be solved
in contrast to a fully nonlinear system in the standard approach. Note that the lower
dimensional systems have often a very special structure such that they can be solved
very efficiently. In particular, for the Hodgkin-Huxley system (1) – (4), both systems
have a diagonal system matrix.
Hines chose the implicit midpoint rule as the basic discretization. The discrete
approximations of x and y are defined on a staggered grid. In order to fix notation, let
t ∈ [0,T ] for some T > 0 and h> 0 be a given step size. For n= 0,1,2, . . . let
tn = nh, tn+1/2 = (n+ 1/2)h.
Hines method reads
xn+1 = xn+ h
(
A(yn+1/2)
xn+1+ xn
2
+ b(yn+1/2, t)
)
, (7)
yn+3/2 = yn+1/2+ h
(
c(xn+1, tn+1)+D(xn+1)
yn+3/2+ yn+1/2
2
)
. (8)
This method has the following properties:
• The approximations are available on a staggered grid, only: xn ≈ x(tn) and
yn+1/2 ≈ y(tn+1/2).
• Since initial values are available for t = 0 only, the first approximation y1/2 must
be computed by other means.
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• The method is second order accurate. However, this property is only preserved
if the step size is constant.
In particular the last property calls for a modification of this method such that a step
size control becomes possible.
In this paper, we consider the following modification of Hines’ method:1
xn+1/2 = xn+
h
2
A(yn)xn+ b(yn, tn), (9)
yn+1 = yn+ h
(
c(xn+1/2, tn+1/2)+D(xn+1/2)
yn+1+ yn
2
)
, (10)
xn+1 = xn+1/2+
h
2
(A(yn+1)xn+1+ b(yn+1, tn+1)). (11)
Since the first of these three equation is an explicit Euler step, the computational work
of the latter method is only slightly more expensive than that of the original proposal
by Hines. However, the modified version is a genuine one-step method allowing for a
step size change without sacrificing the order.
In this note we will investigate the numerical properties of this method. In partic-
ular, we are interested in the asymptotic stability of this method. Moreover, we will
propose an efficient implementation. In the final section a few numerical examples will
be provided.
2 Properties of the method
In order to simplify the notation slightly, we consider the system
x′ = f (x,y, t), (12)
y′ = g(x,y, t). (13)
The method (9) – (11) reduces to
xn+1/2 = xn+
h
2
f (xn,yn, tn), (14)
yn+1 = yn+ hg(xn+1/2,
1
2
(yn+1+ yn), tn+1/2), (15)
xn+1 = xn+1/2+
h
2
f (xn+1,yn+1, tn+1). (16)
By eliminating the intermediate approximation xn+1/2, this system reduces to
xn+1 = xn+
h
2
( f (xn+1,yn+1, tn+1)+ f (xn,yn, tn)), (17)
yn+1 = yn+ hg(xn+
h
2
f (xn,yn, tn),
1
2
(yn+1+ yn), tn+1/2). (18)
Let (x∗,y∗) denote the solution of (12) – (13) on [0,T ] subject to the initial condition
x(0) = x0 and y(0) = y0. Uniqueness is guaranteed if f and g are Lipschitz continuous
with respect to x and y and continuous with respect to t in a neighborhood U of the
trajectory Γ = {(x∗(t),y∗(t), t)|t ∈ [0,T ]}.
1Gustaf Söderlind (2013), personal communication.
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Define, for sequences {(xn,yn)}N(h)n=0 , the discretization error by
Nx(xn,yn) =
xn+1− xn
h
− 1
2
( f (xnyntn)+ f (xn+1,yn+1, tn+1)),
Ny(xn,yn) =
yn+1− yn
h
− g(xn+ h
2
f (xn,yn, tn),
1
2
(yn+1+ yn), tn+1/2).
The method is called stable if there exist an h0 and a K such that, for h < h0 and for
any sequences {(x jn,y jn)}N(h)n=0 , j = 1,2 belonging toU it holds
max
n=0,...N(h)
(|x1n− x2n|+ |y1n− y2n|)≤ K
{|x10− x20|+ |y10− y20|+
max
n=0,...,N(h)
(|Nx(x1n,y1n)−Nx(x2n,y2n)|+ |Ny(x1n,y1n)−Ny(x2n,y2n)|)
}
.
This definition follows [1, Section 5.2.3].
Proposition 1. Let (x∗,y∗) be solutions of (12) – (13) on [0,T ] subject to the initial
condition x(0) = x0 and y(0) = y0. Let f and g be Lipschitz continuous with respect
to x and y and continuous with respect to t in a neighborhood U of the trajectory
Γ = {(x∗(t),y∗(t), t)|t ∈ [0,T ]}. Then, the method (14) – (16) is stable.
Proof. The method is a combination of two implicit Runge-Kutta methods. So the
proof is standard.
Proposition 2. Let the assumptions of Theorem 1 be fulfilled and f and g be sufficiently
often differentiable. Then, (14) – (16) is a second order method and the global error
has an asymptotic expansion in powers of h2.
Proof. As a Runge-Kutta method, the local error possesses an expansion in powers of
h, [5, Theorem 3.2]. Taylor expansion shows that, for the truncation error, it holds
Nx(x
∗(tn),y∗(tn)) = O(h2), Ny(x∗(tn),y∗(tn)) = O(h2).
Since the method is stable, it is second order convergent.
Rewriting (17), it holds xn + (h/2) f (xn,yn, tn) = xn+1− (h/2) f (xn+1,yn+1, tn+1)
such that (18) can be rewritten as
yn = yn+1− hg(xn+1− (h/2) f (xn+1,yn+1, tn+1), 1
2
(yn+1+ yn), tn+1/2).
Hence, the method is symmetric and the assertion about the asymptotic expansion fol-
lows from [5, Theorem 8.10].
A more interesting question is the asymptotic properties of this method. Recall that
the system to be solved is usually stiff. This is also the case if the two components are
considered individually, that is (12) for fixed y and (13) for fixed x. So the standard
notions of asymptotic stability that base on the test scalar equation z′ = λ z are not
useful here. A more appropriate test equation must have at least two components. This
leads to the proposal
x′ = µx+ ay, (19)
y′ = bx+λy, (20)
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where
µ ,λ < 0 and ab< µλ . (21)
Under these conditions, the system is asymptotically stable as well as the individual
components are. This test system has been proposed by Strehmel&Weiner [18] in
order to characterize stability properties of partitioned Runge-Kutta methods.
The method (14) – (16) applied to (19) – (20) gives rise to
A
(
xn+1
yn+1
)
= B
(
xn
yn
)
(22)
where
A=
(
1− hµ
2
− ha
2
0 1− hλ
2
)
,
B=
(
1+ hµ
2
ha
2
hb
(
1+ hµ
2
)
1+ hλ
2
+ abh
2
2
)
.
This recursion can be rewritten in the form(
xn+1
yn+1
)
=C
(
xn
yn
)
with
C =

 α
(
1+ γ hµ
2
(β − 1)
)
ha
(
1(
1− hµ2
)
(1− hλ2 )
+ γ
4
(α − 1)(β − 1)
)
hb
1+ hµ2
1− hλ2
β + γ(β − 1) hµ
2


where
α =
1+ hµ
2
1− hµ
2
, β =
1+ hλ
2
1− hλ
2
are the stability functions of the midpoint and trapezoidal rule, respectively, applied to
the equations (19) – (20) individually. Note that, under the conditions (21), it holds
|α|< 1 and |β |< 1.
The recursion is asymptotically stable if and only if the eigenvalues of C are less
than one in absolute value. A short computation shows that the characteristic polyno-
mial ofC has the form
χ(s) = s2− (α +β + γ(α− 1)(β − 1))s+αβ
were γ = abµλ .
Lemma 3. Consider the polynomial χ(s) = s2− (α + β + γ(α − 1)(β − 1))s+αβ
with |α|< 1 and |β |< 1. For the roots s1 and s2 of χ(s) = 0 it holdsmax(|s1|, |s2|)< 1
if and only if
− (1+α)(1+β )
(1−α)(1−β ) < γ < 1.
Remark. Under the assumption (21) it holds γ < 1. Note that γ may be negative.
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Proof. We use the change of variables
w(z) =
1+ z
1− z .
w maps the negative complex halfplane C− = {z ∈ C|Rz< 0} uniquely onto the disk
S = {z ∈ C||z| < 1}. So it holds s1,s2 ∈ S if and only if z1,z2 ∈ C− for the zeros of
χ(w(z)). Denote for short χ(s) = s2+ a1s+ a0. A short calculation provides
χ(w(z)) =
z2(1− a1+ a0)+ z(2− 2a0)+ (1+ a1+ a0)
(1− z)2 .
The zeros of this functions are those of the enumerator polynomial η(z) = c2z
2+c1z+
c0 where
c2 = 1+(α +β + γ(α− 1)(β − 1))+αβ ,
c1 = 2− 2αβ ,
c0 = 1− (α +β + γ(α− 1)(β − 1))+αβ .
According to the Routh-Hurwitz criterion [5, Theorem I.13.4] the roots of η lie all in
C− if and only if all coefficients ci have the same sign. Since |αβ |< 1, it holds c1 > 0.
The condition c0 > 0 is equivalent to
1+αβ −α−β
(α − 1)(β − 1) = 1> γ
while c2 > 0 is equivalent to
−(α + 1)(β + 1)
(α − 1)(β − 1) < γ.
This completes the proof.
Theorem 4. Under the assumption µ ,λ < 0, the recursion (22) is asymptotically stable
if and only if
− (1+α)(1+β )
(1−α)(1−β ) < γ < 1.
The assertion is a consequence of Lemma 3.
Corollary 5. For every γ < 0, there exists a h(µ ,λ ,γ)> 0 such that the recursion (22)
is unstable for all h> h(µ ,λ ,γ).
Proof. One can easily show that α = α(h) and β = β (h) are monotonically decreasing
functions of h. Moreover,
ϕ(h) =
1+α
1−α
is a monotonically decreasing function of α and it holds limh→0 ϕ(α(h)) = ∞ and
limh→∞ ϕ(α(h)) = 0.
Remark. It is interesting to see how the corresponding results for the original Hines’
method look like. The recursion becomes(
xn+1
yn+3/2
)
=CHines
(
xn
yn+1/2
)
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with
CHines =


α ha(
1− hµ2
)
α hb
(1− hλ2 )
β + abh
2(
1− hµ2
)
(1− hλ2 )


=

 α ha(1− hµ2 )
α hb
(1− hλ2 )
β + γ(1−α)(1−β )

 .
It holds
trace(CHines) = α +β + γ(1−α)(1−β ),
det(CHines) = αβ +αγ(1−α)(1−β )−α abh
2(
1− hµ
2
)(
1− hλ
2
)
= αβ .
So the stability polynomial of Hines’ method and its modification (9) – (11) are identi-
cal.
3 The relation of this method to Strang’s splitting and
the Peaceman-Rachford method
3.1 Strang’s splitting
In this section, we will consider an approach to solving (12) – (13) using a splitting
method. For that, let
U =
(
x
y
)
, F(U, t) =
(
f (x,y, t)
g(x,y, t)
)
.
Then (12) – (13) is equivalent toU ′ = F(U, t). Introduce the splitting
F(U, t) = F1(U, t)+F2(U, t) =
(
f (x,y, t)
0
)
+
(
0
g(x,y, t)
)
. (23)
A classical example of operator splitting is Strang’s approach [17]. In order to advance
the solution one step of step size h from tn to tn+1 the system U
′ = F1(U, t) is first
integrated over the interval [tn, tn+h/2], then the results are used to integrate the system
U ′ = F2(U, t) on [tn, tn+1], and finally the first system on [tn+1− h/2, tn+1]. For the
decomposition (23), this gives rise to the following three steps:
1. Integrate x′ = f (x,yn, t), x(tn) = xn on [tn,tn+h/2]. Denote xn+1/2 = x(tn+h/2).
2. Integrate y′ = g(xn+1/2,y, t), y(tn) = yn on [tn, tn+1]. Denote yn+1 = y(tn+1).
3. Integrate x′ = f (x,yn+1, t), x(tn+h/2) = xn+1/2 on [tn+1−h/2, tn+1]. Let xn+1 =
x(tn+1).
Even if f ,g are linear functions, the operators F1 and F2 do not commute. So we expect
the splitting to be second order accurate at least in the linear case (e.g., [10, Chapter
7
4]). A comparison with the finite difference method (14) – (16) reveals that the latter
can be interpreted as a second order discretization of Strang’s splitting.
Let us ask the question of asymptotic stability of Strang’s splitting applied to the
test system (19) – (20). Similarly as before the recursion can be written down in the
form (
xn+1
yn+1
)
=CStrang
(
xn
yn
)
(24)
CStrang =
(
α +α1/2T aµ
(
α1/2− 1)(α1/2+T +β)
b
λ α
1/2 (β − 1) T +β
)
where T = γ
(
α1/2− 1)(β − 1). Here,
α = eµh, β = eλh.
The characteristic polynomial becomes
χ(s) = s2− (α +β + γ(α− 1)(β − 1))s+αβ .
This is structurally identical to the one for the discrete case.
Theorem 6. Let µ < 0 and λ < 0. The recursion (24) is asymptotically stable if and
only if
−
(
1+ ehµ
)(
1+ ehλ
)
(ehµ − 1)(ehλ − 1) < γ < 1.
Proof. The result is a consequence of the results of Lemma 3 by setting α = ehµ and
β = ehλ .
Note that always γ < 1 under the assumption ab < µλ . Moreover, for any h >
0,µ < 0,λ < 0 and
ψ(h) =
(
1+ ehµ
)(
1+ ehλ
)
(ehµ − 1)(ehλ − 1)
it holds that ψ is a monotonically decreasing function with limh→0 ψ(h) = ∞ and
limh→∞ ψ(h) = 1. We have immediately
Corollary 7. If γ <−1 and µ < 0,λ < 0, the there exist always an h(γ,µ ,λ )> 0 such
that the recursion (24) is unstable for h> h(γ,µ ,λ ).
Compared to the discrete case, the stability domain is slightly larger for Strang’s
splitting. However, even here the stability domain is bounded.
3.2 The Peaceman-Rachford method
The Peaceman-Rachford method was introduced in [13] in order to solve semidis-
cretized linear parabolic partial differential equations. If the system (12) – (13) is
splitted according to (23), the solutionU is then advanced from tn to tn+1 by
Un+1/2 =Un+
h
2
(
F1(Un+1/2, tn+1/2)+F2(Un, tn)
)
,
Un+1 =Un+1/2+
h
2
(
F1(Un+1/2, tn+1/2)+F2(Un+1, tn+1)
)
.
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The application of the Peaceman-Rachford method in (23) leads to(
xn+1/2
yn+1/2
)
=
(
xn
yn
)
+
h
2
((
0
g(xn+1/2,yn+1/2, tn+1/2
)
+
(
f (xn,yn, tn)
0
))
,(
xn+1
yn+1
)
=
(
xn+1/2
yn+1/2
)
+
h
2
((
0
g(xn+1/2,yn+1/2, tn+1/2
)
+
(
f (xn+1,yn+1, tn+1)
0
))
.
Writing out the components, this recursion becomes
(i) xn+1/2 = xn+
h
2
f (xn,yn, tn)
(ii) yn+1/2 = yn+
h
2
g(xn+1/2,yn+1/2, tn+1/2)
(iii) yn+1 = yn+1/2+
h
2
g(xn+1/2,yn+1/2, tn+1/2)
(iv) xn+1 = xn+1/2+
h
2
f (xn+1,yn+1, tn+1)
Inserting (i) into (iv) we obtain
xn+1 = xn+
h
2
( f (xn,yn, tn)+ f (xn+1,yn+1, tn+1)) .
Similarly, from (ii) and (iii) we have
yn+1 = yn+ hg(xn+
h
2
f (xn,yn, tn),yn+1/2, tn+1/2).
By subtracting (ii) and (iii) we arrive at
yn+1/2 =
1
2
(yn+ yn+1) .
Hence, the Peaceman-Rachford method applied to our system becomes
xn+1 = xn+
h
2
( f (xn,yn, tn)+ f (xn+1,yn+1, tn+1)) ,
yn+1 = yn+ hg(xn+
h
2
f (xn,yn, tn),
1
2
(yn+ yn+1) , tn+1/2).
So this method is equivalent to (17) – (18).
The Peaceman-Rachford method has been used extensively to solve partial differ-
ential equations. There, one is mainly interested in showing stability properties inde-
pendent of the spatial discretization. These stability estimates are often based on mono-
tonicity assumptions (one-sided Lipschitz conditions) on the right-hand side F1,F2. In
particular, let the condition
〈Fi(w˜, t)−Fi(w, t), w˜−w〉 ≤ ν‖w˜−w‖2, i= 1,2,
hold for all w˜,w and t with a certain constant ν ∈ R. Here, 〈·〉 denotes the Euclidean
inner product and ‖ · ‖ the Euclidean norm. Hundsdorfer&Verwer [11] show that the
method is unconditionally stable (that is, for all step sizes h) if ν ≤ 0. However, if
ν > 0, stability can only be guaranteed if the step size is restricted by hν < 2.
How do these results translate to our model system
x′ = µx+ ay,
y′ = bx+λy,
9
where µ ,λ < 0 and ab< µλ?
In the linear autonomous case, the monotonicity requirement reduces to
wTFi(w)≤ ν‖w‖2 for all w.
We have
wTF2(w)≤ ν‖w‖2 for all w⇐⇒ y(bx+λy)≤ ν(x2+ y2) for all x,y
⇐⇒ 0≤ νx2− bxy+(ν−λ )y2 for all x,y.
For the latter inequality to hold for all x,y, we must have ν ≥ 0.
wTF2(w)≤ ν‖w‖2 for all w⇐⇒ 0≤
(√
νx− 1
2
√
ν
by
)2
+
(
ν −λ − b
2
4ν
)
y2 for all x,y
⇐⇒ 0≤ ν −λ − b
2
4ν
⇐⇒ 1
2
(λ +
√
λ 2+ b2)≤ ν.
Similarly,
wTF1(w)≤ ν‖w‖2 for all w⇐⇒ 1
2
(µ +
√
µ2+ a2)≤ ν.
Hence, we have always ν > 0 unless a= b= 0.
4 Implementation
For an efficient implementation, estimations of the local error and step size control are
of utmost importance. In this section we will discuss these issues.
The method (14) – (16) does not have an imbedded error estimator. So we have
two possibilities for estimating the local error:
1. Since the discrete solution possesses an asymptotic expansion in powers of h2,
the error can be estimated via Richardson extrapolation. This can be combined
with local extrapolation.
2. Use the detailed representation of the leading error term.
The first idea seems to be rather straightforward. However, one has to keep in mind that
the individual equations in (5) – (6) are often stiff, and the discretization reduces to the
trapezoidal rule and the implicit midpoint rule, respectively, for decoupled systems. For
such systems and these discretizations, we expect a simple step size halving to behave
very badly when using local extrapolation since the resulting method has a bounded
stability domain [6, p. 133]. In fact, when applying our method and step size halving
to Hodkin-Huxley systems, we observed a behavior of the method which is typical for
instabilities due to too large step sizes at low tolerances. Therefore, we implemented
two versions:
• a version using the step size subdivisions {1,2}without extrapolation (modhines);
• a version using the step size subdivisions {1,3}with local extrapolation (modhext).
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It should be mentioned that a theoretical analysis of the extrapolationmethod is missing
so far. It is known that the domains of absolute stability for the extrapolated trapezoidal
rule become smaller and smaller with the number of extrapolation steps. However, the
present method should be investigated using the test system (19) – (20).
In practice, there is no problem to further extrapolate in the extrapolation tableau.
However, in the applications we are aiming at, we expect mainly low accuracies to be
required such that high order methods will not provide much benefit.
The discrete solution xn+1 is computed using the trapezoidal rule (17). Therefore,
the local discretization error has the representation
τx,n = Nx(x(tn),y(tn)) =− 1
12
x′′′(tn)h2+O(h3).
A similar computation leads to
τy,n = Ny(x(tn),y(tn))
=
(
1
24
y′′′(tn)+
1
8
(
∂
∂x
g(x(tn),y(tn), tn)x
′′(tn)− ∂
∂y
g(x(tn),y(tn), tn)y
′′(tn)
))
h2+O(h3).
In order to approximate the derivatives x′′′, y′′′, and y′′, the discrete solution is in-
terpolated by a 3rd order Hermite polynomial using the the values (xn,yn),(xn+1,yn+1)
and the function values ( f (xn,yn, tn),g(xn,yn, tn)), ( f (xn+1,yn+1, tn+1),g(xn+1,yn+1, tn+1)).
In case of an accepted step, f (xn,yn, tn) and f (xn+1,yn+1, tn+1) are available for free.
It should be noted that in the case of a constant coefficient system y′ = Ay it holds
y′′′ = Ay′′ = (∂/∂y)gy′′ such that τy,n = − 112y′′′(tn)h2+O(h3). In our implementation
(modhnew) we use the “simplified” approximation τy,n = − 112y′′′(tn)h2 +O(h3) for y
even in the general case.
We tested also a number of step size selection strategies following proposals in
[15, 16]. The PI.4.2 controller [15] was finally chosen.
5 Numerical examples
We show the performance on two benchmark problems; a pureHodgkin-Huxley system
(Example 1) and a model of a nerve cell with a spine by using compartment modeling
(Example 2).
Example 1 In the Hodkin-Huxley system we choose the parameters from [9]:
C = 1, I(t) = 14.2
gK = 36, gNa = 120, gL = 0.3
VK = 12, VNa =−115, VL =−10.599
αn(V ) = 0.1ψ(0.1(V + 10)), βn(V ) = 0.125exp(V/80)
αm(V ) = ψ(0.1(V + 25)), βm(V ) = 4exp(V/18)
αh(V ) = 0.07exp(0.05V), βh(V ) = (1+ exp(0.1(V + 30)))
−1
ψ(x) =
x
ex− 1
This system is solved on [0,20] with the initial values
V (0) =−4.5, m(0) = 0.085, n(0) = 0.5, h(0) = 0.38.
Figure 1 shows a plot of the solutions.
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Example 2 We consider the neuronmodel consisting of three compartments, the soma,
the dendrite and a spine that has been proposed in [3]. Each compartment car-
ries its own potential Vi, i = 1,2,3 corresponding to the soma, the dendrite and
the spine. The soma is modeled including three types of channels (n,m,h) while
the spine has two of them (r,s). There are no channels attached to the dendrite.
Additionally, the calcium ion dynamics is taken into account. The latter contains
an additional degradation in a calcium pool. The equations become
C1
dV1
dt
= I(t)− gKn4(V1−VK)− gNam3h(V1−VNa)+ V2−V1
Ra,2
− V1−VL
Rm,1
C2
dV2
dt
=
V1−V2
Ra,2
+
V3−V2
Ra,3
− V2−VL
Rm,2
C3
dV3
dt
=−gCas2r(V3−VCa)− gKCacCa(V3−VK)+ V2−V3
Ra,3
− V3−VL
Rm,3
dcCa
dt
= gCas
2rB(VCa−V3)− cCa
τ
dP
dt
= αP(V )(1−P)+βP(V )P, P ∈ {n,m,h,r,s}.
The opening and closing rates are given in the following table.
Opening rate Closing rate
αh = 70exp(−50(V1+ 0.07)) βh = 10001+exp(−100(V1+0.0400))
αm = 10
3ψ(−100(V1+ 0.045)) βm = 4000exp(−(V1+ 0.07)/0.018)
αn = 100ψ(−100(V1+ 0.06)) βn = 125exp(−12.5(V1+ 0.07))
αr =
{
5, if V3 ≤−0.07
5exp(−50(V3+ 0.07)), if V3 >−0.07
βr = 5−αr
αs =
1600
1+exp(−72(V3+0.005)) βs = 100ψ(200(V3+ 0.0189))
The parameters are given by
C1 = 3.6× 10−11F, C2 = 2× 10−11F, C3 = 9.6× 10−15,
Rm,1 = 8.333× 108Ω, Rm,2 = 1.5× 109Ω, Rm,3 = 3.125× 1012Ω,
Ra,2 = 5× 108Ω, Ra,3 = 3× 107Ω,
VNa = 0.045V, VK =−0.085V, VCa = 0.07V, VL =−0.0594V,
gNa = 5.4× 10−7S, gK = 5.4× 10−8S, gCa = 9.6× 10−13S, gKCa = 7.68× 10−12,
I(t) = 0.09× 10−9A, τ = 0.1s, B= 4.51389× 1012.
The system has been solved on the interval [0,0.1]using the initial values
V1(0) = 0.07V, V2(0) = 0.06V, V3(0) = 0.06V,
cCa(0) = 1.6× 10−4mol/m3,
n(0) = 0.8, m(0) = 1, h(0) = 0.3, r(0) = 1, s(0) = 0.11.
Figure 2 shows a plot of the solution.
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All methods have been implemented in Matlab.2 The experiments have been carried
out by running the codes with varying tolerances TOL= 10−2−k/8 for k= 0, . . . ,48. In
the applications, the coarser tolerances are of most interest. The tolerance requirements
in the codes implementing the new method are modeled according to those used in the
Matlab ode suite: For z= (x,y), the criterion
|erri| ≤ TOL|zi|+AbsToli
shall be satisfied for all components zi of z. Here, erri denotes the error estimate for zi.
AbsToli has been chosen as a typical size of |zi| multiplied by TOL.
The diagrams contain the obtained accuracy versus the computational effort. The
accuracy is measured as the error of the numerical solution at the final time. Since
the analytical solutions are not known, the systems have been solved with very tight
tolerances using ode15s in order to obtain a reference solution.
The computational effort has been measured in terms of function evaluations. One
function evaluation corresponds to a computation of both f and g. A Jacobian com-
putations is counted as expensive as one function evaluation. So one step of Hines’
method corresponds to two function evaluations while one step of the modified method
needs 2.5 function evaluations. This is consistent with the statistics provided by the
codes of the matlab ode suite.
The following codes have been compared:
hines, cmhines This are the implementations of the original method (7) – (8) and
the modification (9) – (11), respectively, for constant step sizes. The main pur-
pose of using these codes consists of showing second order convergence of both
as well as comparing the relative accuracy.
modhines, modhext, modhnew These are the new implementations with error es-
timation and step size control according to the descriptions above. Since these
methods are no longer symmetric in x and y (in contrast to the original method),
the experiments are run in two versions: one where the voltages are used as
x-component, and one where the gate variables of the channels are used as x-
components.
ode15s, ode23s, ode23t, ode23tb This are Matlab’s ode solvers. Here, the sys-
tem is solved as a whole. In these codes the complete Jacobian is used. As
an experiment, we modified even ode15s in such a way that only the diagonal
blocks of the Jacobian are used (ode15sm). We intended to understand how im-
portant the off-diagonal blocks are in the given examples. It should be noted,
however, that this approach is questionable since this may break internal control
strategies.
radau5 This is the Fortran code RADAU5 developed by Hairer&Wanner [6, Section
IV.8]. We used the interface in [12] to call this code from Matlab.
drcvode This is the cvodes code from the Sundial package [7], version 2.8.2, using
the matlab interface version 2.5.0 [14].
The following observations can be made:
2Matlab release 2016a, The MathWorks, Inc., Natick, MA, USA.
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• Figures 3 and 6 show clearly that the new methods as well as Hines’ method
have second order of accuracy. While Hines’ method is symmetric in both the
x- and y-components, the symmetry is broken in the new method. Therefore, it
becomes important how the splitting is defined. For the Hodgkin-Huxley system,
a much better accuracy is obtained if the gates are chosen as x-components. This
difference is not seen in the soma-dendrite-spine example. Here, the difference
in efficiency between Hines’ method and the new method is mainly due to the
fact that the new method is slightly more expensive per step.
• In both examples, the usage of higher order methods is preferred, in particular in
the case of higher accuracies. Thus, it is only the version with local extrapolation
which is competitive, at least for low tolerances.
• Among the second order methods, the additional flexibility offered by variable
step size solvers compared to the constant step size Hines’ method does not seem
to pay off.
• It is surprising how irregular the effort-accuracy curve is for many of the well-
established solvers. This holds in particular for the Hodgkin-Huxley system.
This is emphasized in Figure 9 where the accuracy is plotted versus the tolerance
requirement.
6 Conclusions
In the present note we have introduced a modification of a method proposed by Hines
for solving the large system of ordinary differential equations arising when simulating
large networks of neurons. The basic motivation for the new method was to allow for a
step size variation while at the same time retaining the possibility for an efficient linear
algebra by using the special structure of the systems as it is done in Hines’ method.
The relation of the new method to Strang splitting and the Peaceman-Rachford method
has been shown.
Since the systems are often stiff, an investigation of the domain of absolute stability
has been done. Here, a test equation inspired by similar considerations for partitioned
Runge-Kuttamethodswas of much use. It turned out that, in many cases, these domains
are bounded.
The method has been implemented in different versions in matlab including also
an implementation of Richardson extrapolation. A number of tests and comparisons to
standard state-of-the-art solvers for ordinary differential equations have been done. In
the tests it turned out that higher order methods are most efficient even in the case of
rather low tolerance which are of most practical interest.
The competivity of the new method compared to standard solvers depends mostly
on an efficient implementation of the linear algebra involved. This could not be tested
in the matlab environment. Therefore, we will implement the new method in actual
neuron simulators in the future in order to obtain more realistic comparisons.
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Figure 1: Solution of the Hodkin-Huxley system. (a) Voltage V , (b) gate variables m,n,h
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Figure 2: Solution of the soma-dendrite-spine system. (a) Voltages V1,V2,V3. Note that V2 = V3 up to plotting accuracy, (b) gate variables m,n,h,r,s,
(c) calcium concentration cCa
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Figure 3: The Hodkin-Huxley system: Constant step size solvers
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Figure 4: The Hodkin-Huxley system: Comparison of solvers. (a) behavior of the new solvers in comparison to matlab’s ode solvers, (b) behavior of
the new solvers with different assignments to the x- and y-components. The tags “voltages” and “channels” indicate which set of variables has been
considered as x-components
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Figure 5: The Hodkin-Huxley system: Comparison of solvers. (a) The new solvers and the constant step size Hines’ method, (b) state-of-the-art
methods and the most efficient new version
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Figure 6: The soma-dendrite-spine system: Constant step size solvers
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Figure 7: The soma-dendrite-spine system: Comparison of solvers. (a) behavior of the new solvers in comparison to matlab’s ode solvers, (b) behavior
of the new solvers with different assignments to the x- and y-components. The tags “voltages” and “channels” indicate which set of variables has been
considered as x-components
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Figure 8: The soma-dendrite-spine system: Comparison of solvers. (a) The new solvers and the constant step size Hines’ method, (b) state-of-the-art
methods and the most efficient new version
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Figure 9: Tolerance-accuracy plots. (a) Hodgkin-Huxley model, (b) soma-dendrite-spine system
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