Euclidean algorithm and the use of least absolute remainders as background. Section 4 and 5 present the Aryabhata algorithm with the least absolute remainders.
GCD of two numbers using least absolute remainders
Euclid's algorithm gives a very simple and efficient method for the determination of the greatest common divisor (g.c.d) of two numbers.
Let a, b be the two numbers whose g.c.d is to be computed. Since there is only the question of divisibility, there is no limitation in assuming that a, b are positive and . We divide a by b with respect to the least positive remainder. 
Figure 1
This method uses the Euclid's algorithm using least positive remainder. 
The second method shows the Euclid's algorithm using least absolute remainders. In Figure 2 , you see two representations of the equations. It can be easily seen [13] that the negative signs for the quotients can be dropped in the calculation of the g.c.d. In Figure  2 .b, the representation keeps in mind of the negative signs of the quotients during the computations.
Linear Indeterminate Equations and Multiplicative Inverses
Theorem 1: When a and b are relatively prime, it is possible to find such other integers x and y that 1
In other words, unity is a linear combination of 'a' and 'b'.
Given positive pair wise prime integers 'a' and 'b', it is very often necessary to find the multiplicative inverses ' 'and ' '. The inverses can be solved by solving equation ( 
We shall obtain a representation in Equation (1) by a stepwise process derived from Figure 3 (a). This is shown in Figure 3 (b).
Extended Euclid Algorithm:
A straight-forward modification of the above method is the "The Extended Euclid Algorithm" (which is really a version of Aryabhata's Kuttaka algorithm that will be described formally later) that is used for the computation of multiplication inverses commonly used in cryptographic algorithms like the RSA encryption system. The multiplicative inverse is denoted as , where
The simpler version of Euclidean algorithm from [1] will illustrate the principle. In the case of multiplicative inverses, the negatives signs of the quotients should not be neglected.
Example 2:
We show another example to prove that the improved Extended Euclid's algorithm performs much when the least absolute remainders are used. Table 3 This EEA took 5 steps to compute the inverses.
Using the improved Extended Euclid's algorithm: Table 4 The improved algorithm solved the problem in 3 steps.
Aryabhata Algorithm "Kuttaka"
The algorithm written by Aryabhata as found in his book, the Aryabhatiya, is called "The Kuttaka" (the pulverizer). In [13] , this method was introduced as the Aryabhata algorithm, to conform to the convention of associating the person with his result. This algorithm for the solution of a linear indeterminate equation appears to be the earliest recorded anywhere.
In the Aryabhata Algorithm, the list of quotients is called the "Valli". The second column in Table ( 
A Faster Improved Aryabhata Algorithm
The IAA can be further improved by reducing the "Valli" by using the least absolute remainders in Method 2. When the least absolute remainders method is used, the last remainder can end with 1or -1. Table (5b) In this case, the last remainder is 1, so 2 2 ( 1) ( 7) ( 1) 7 S S = ⋅ − ⇒ − ⋅ − = There fore, and Since the last remainder is -1, 1 1 ( 1) ( 11) ( 1) 11 S S = ⋅ − ⇒ − ⋅ − = Therefore, and .
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Conclusions
The use of least absolute remainders can improve both the standard Aryabhata algorithm and the extended Euclid algorithm in performance.
Rao and Yang stated [1] that the number of computations required to solve for multiplicative inverses is reduced using the Aryabhata algorithm, though the backdrop is that it needs extra memory to store all the quotients. With the use of the least absolute remainders, we have a best case scenario where the extra memory and computations is reduced by at least half. The worst case scenario using least absolute remainders will be the same as using the least positive remainders. Since, we know that multiplicative inverses are necessary in both the Chinese Remainder Theorem and the Aryabhata Remainder Theorem; the execution times can be greatly reduced when using the least absolute remainders.
