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Resumen. Los gemelos digitales emplean la simulación en conjunto con una 
variedad de datos provenientes de diferentes equipos y sistemas físicos de plan-
ta, para mantener actualizados continuamente sus modelos digitales del mundo 
en un esquema de retroalimentación en un entorno virtual que facilita la toma 
de decisiones. La heterogeneidad de hardware y software existente requiere del 
desarrollo de arquitecturas de software para que los diversos componentes se in-
tegren e interactúen mediante el intercambio de información. En este trabajo se 
propone el diseño y construcción de una arquitectura de software que integra un 
simulador de procesos de manufactura con el sistema operativo de robots (ROS-
Robot Operating System). La propuesta se prueba con el simulador Tecnomatix 
de Siemens® y la distribución libre ROS Melodic. Se presenta una instancia de 
la arquitectura de software para un caso de estudio complejo típico de plantas 
de manufactura y se demuestra su fácil integración con un sistema autónomo de 
toma de decisiones. 
Palabras Claves: Gemelo Digital, Industria 4.0, ROS, Tecnomatix 
1 Introducción  
Debido al crecimiento exponencial de la tecnología, los hábitos de consumo globales 
manifiestan una tendencia cambiante que exige un ritmo cada vez más rápido de 
adaptación de las industrias de manufactura para poder atender una demanda variable 
que requiere multiplicidad de productos para ser satisfecha y una producción más 
personalizada. Esto lleva a los sistemas productivos a buscar una alta flexibilidad y 
capacidad de reconfiguración, por ejemplo utilizando recursos y/o servicios rentados 
[1]. En contrapartida, estos sistemas son cada vez más complejos, ya que generalmen-
te reúnen otros sub-sistemas automatizados y/o robóticos para la realización de múlti-
ples tareas a lo largo de todo el proceso productivo [2]. Por lo tanto, en esta nueva 
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configuración de sistemas de producción existen inevitablemente interferencias diná-
micas asociadas con diversas fuentes, como por ejemplo la aleatoriedad de los pedi-
dos de los clientes, la dinámica de la demanda de producción, la baja repetitividad del 
proceso productivo, el uso de servicios y recursos externos, etc. que hacen que la 
producción sincronizada pueda verse perturbada en detrimento de la efectividad de 
respuesta del sistema productivo [3]. 
Para analizar el comportamiento y el desempeño de los sistemas de manufactura, 
se ha adoptado la simulación como base para representar sistemas complejos a través 
de modelos simples y fáciles de comprender [4]. Una variedad de modelos de simula-
ción han sido construidos como base para la toma de decisiones en la industria de 
manufactura [5]. Así, la simulación se convirtió en una de las herramientas utilizadas, 
por excelencia, para analizar el impacto de las decisiones tomadas sin afectar la ope-
ración del sistema real [6].  
En las configuraciones actuales de los sistemas productivos intervienen una varie-
dad de equipos, recursos de software y hardware y, también, recursos humanos que 
deben actuar coordinadamente y de forma autónoma para hacer frente a la variación y 
alta frecuencia de las tareas de producción causadas por los requisitos personalizados 
de los clientes [7]. En este contexto, el paradigma de simulación clásico (dinámica y 
de eventos discretos) ha dejado de ser el componente central para la formulación de 
sistemas autónomos de toma de decisiones debido a su característica estática. Por ello, 
y dada la fuerte irrupción de internet industrial de las cosas junto a los sistemas ciber-
físicos [8], su lugar ha sido ocupado por el concepto de gemelo digital (GD) [9]. Sin 
embargo, los métodos y técnicas de simulación de sistemas tienen un papel preponde-
rante para la abstracción y representación de los sistemas productivos [10]. En este 
sentido, los GDs emplean la simulación en un esquema de intercambio de informa-
ción con una variedad de datos provenientes de los diferentes equipos y sistemas físi-
cos, para mantener actualizados continuamente los modelos digitales con el fin de 
reflejar cualquier cambio que ocurra en los equivalentes físicos en el tiempo[11]. De 
esta manera, se puede lograr un esquema de retroalimentación en un entorno virtual 
adaptativo que facilita la toma decisiones apoyándose en estos GDs. 
Hasta ahora, la integración entre diferentes tecnologías para el desarrollo de los 
GDs es una cuestión que ha sido abordada de una forma heterogénea y algunos traba-
jos han puesto el foco en organizar algunos conceptos claves [11], [12], cuestión que 
es de vital relevancia para la formulación de propuestas que empleen el uso de geme-
los digitales, como por ejemplo en el desarrollo de sistemas de manufactura flexible 
[13]. Recientemente en el trabajo [14], se formuló una propuesta de arquitectura mo-
dular para implementar GDs, probándolo en un clasificador (sorter) pequeño y anali-
zando los tiempos de la comunicación entre partes; y en el trabajo [15] realizan una 
propuesta de integración entre un simulador de eventos discretos y un software de 
dinámica de sistemas para resolver un caso de un problema de control. En este traba-
jo, se presenta una arquitectura software para el desarrollo de GDs mediante la inte-
gración del bien conocido sistema operativo de robots (ROS) y un simulador de pro-





En esta sección introducimos brevemente los principales componentes metodológicos 
hacia la formulación de un GD para un sistema de manufactura flexible. Para más 
detalle, el lector podrá referirse a las citas oportunamente indicadas. 
2.1 Simulación  
La metodología de simulación se ha transformado en una herramienta de análisis 
indispensable para evaluar el impacto de cambios sin que sea necesario modificar el 
sistema real. Particularmente, los sistemas de producción manufacturera son un caso 
especial de sistemas dinámicos híbridos, conocidos como sistemas de eventos discre-
tos [14]. En este sentido, pueden ser modelados y simulados bajo el paradigma de 
simulación de eventos discretos [6]. La simulación de eventos discretos es una herra-
mienta de análisis ampliamente difundida en el ambiente empresarial y ha comproba-
do su utilidad para apoyar la toma de decisiones relacionadas con la planeación de la 
producción e inventarios así como con el diseño de los sistemas de producción y sus 
cadenas de suministro [5]. 
Los modelos de simulación representan procesos y situaciones complejas de la 
realidad en función de los eventos que puedan ocurrir, por lo que pueden representar, 
tanto situaciones típicas de un proceso productivo (rotura de inventarios, fallas de 
equipos, aparición de imponderables), como así también estimar un determinado nivel 
de utilización de recursos relacionados con dichas situaciones. Asimismo, contempla 
las probabilidades de que ocurran cada uno de los eventos según se asocian con las 
características de cada uno de los elementos que intervienen. En su conjunto, todos 
estos elementos simulan la evolución natural del proceso analizado. De esta forma los 
modelos permiten conceptualizar sobre un proceso productivo y su gestión en térmi-
nos de los eventos que puedan suceder y cuyo impacto afecta tanto a los clientes co-
mo a otros componentes del sistema (p. ej., el uso de recursos). En definitiva, la simu-
lación de eventos discretos es una técnica que se puede utilizar para estudiar los sis-
temas y procesos cuyos estados van cambiando con el tiempo de forma discreta. 
2.2 Gemelos digitales 
La irrupción de los sistemas ciberfísicos ha cambiado paradigmáticamente la forma en 
que se conciben los sistemas industriales, permitiendo la integración de todas las enti-
dades que intervienen en un sistema productivo [15]. Así, es posible lograr la integra-
ción y la interacción en tiempo real entre los diferentes componentes de un sistema 
productivo lo que hace posible gestionar las entidades físicas de manera confiable, 
segura, colaborativa, robusta y eficiente [16]. Desde esta perspectiva, los sistemas de 
fabricación integrados podrían pensarse compuestos por dos partes principales: una 
parte física y una parte digital. Como se muestra en la Fig. 1, la parte física compren-
de todas las entidades y recursos empleados para la fabricación mientras que la parte 
digital contiene aplicaciones y servicios ubicuos, incorporando subsistemas con capa-
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cidades para el procesamiento y gestión de datos, simulación y análisis junto a siste-
mas inteligentes para la toma de decisiones. 
En la parte física, representada esquemáticamente en la parte inferior de la Fig. 1, 
se encuentran interconectadas las diferentes entidades involucradas en el proceso de 
producción y, en una clasificación general, pueden ser agrupadas como Equipos, Ma-
teriales, Operarios y Herramientas. Todas estas entidades pueden compartir informa-
ción y mantener actualizado su estado en tiempo real gracias a las diferentes tecnolo-
gías actuales como, por ejemplo, los protocolos Ethernet, ROS, sistemas de geo-
referenciación, etiquetas/lectores RFID, etc. De esta forma, en la parte física no sólo 
se recopilan e intercambian datos, sino que también se comunica con la parte digital 
donde se generan decisiones o acciones que posteriormente se ejecutan en la parte 
física. Es decir, mediante esta comunicación, la parte digital puede afectar los proce-
sos físicos y viceversa. 
 
Fig. 1. Entidades y relaciones para un sistema de manufactura flexible. 
La parte digital, representada en el fragmento superior de la Fig. 1, contiene distin-
tos subsistemas, servicios y aplicaciones que desarrollan distintas funciones que per-
miten a las entidades intervinientes en la fabricación operar coordinadamente para 
optimizar el desempeño del sistema productivo en su conjunto. Actualmente, muchos 
campos de investigación enfocan sus esfuerzos hacia el desarrollo de propuestas para 
este sistema virtual. Particularmente, todos ellos buscan aprovechar las bondades y 
beneficios de diferentes metodologías para generar propuestas que sustenten el desa-
rrollo de sistemas autónomos de toma decisiones, los cuales deben establecer las ac-
ciones que se deben ejecutar para gestionar el sistema físico de producción [18]. En 
este sentido, el concepto de GD ocupa un lugar clave y está centrando la atención de 
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muchas investigaciones para el desarrollo de metodologías y técnicas que permitan la 
creación de manera fiable de tales GDs  [19].  
La función principal de los GDs es proporcionar una descripción física, funcional e 
integral del sistema en su conjunto. Los GDs son modelos virtuales para reproducir de 
manera realista las propiedades, comportamientos y reglas de las entidades de la parte 
física [20]. En otras palabras, los modelos virtuales y las entidades físicas tienen una 
apariencia y comportamientos similares, es decir, son gemelos.  
Para el desarrollo de los GDs, las técnicas de simulación tienen un rol central y de-
ben operar en un esquema de intercambio de información con una variedad de datos, 
provenientes de los diferentes equipos y sistemas físicos de planta, para mantener 
actualizados continuamente los modelos digitales con el fin de reflejar cualquier cam-
bio que ocurra en los equivalentes físicos en el tiempo. La interacción entre el mundo 
físico y los GDs tiene una importancia clave debido a que los modelos virtuales y el 
mundo físico deben evolucionar conjuntamente, ya que este último posee un compor-
tamiento dinámico y, por ejemplo, una misma entidad puede mostrar diversas propie-
dades en diferentes momentos. Por esto, los datos recogidos en tiempo real del mundo 
físico se deben compartir con el mundo virtual en un esquema sincronizado para man-
tener actualizados los modelos virtuales que permiten simular el proceso físico y su 
evolución. 
2.3 Jerarquía de los Gemelos Digitales  
Desde una perspectiva jerárquica, los GDs pueden pensarse compuestos por tres nive-
les diferentes: Entidades, Información y Sistema. 
En un primer nivel se encuentran los modelos de todas las entidades que intervie-
nen en el sistema físico. En este nivel, cada una de las entidades debe ser modelada 
digitalmente con la mayor fidelidad posible. Actualmente, existen muchas soluciones 
y plataformas disponibles empleadas en el ámbito industrial que proveen soluciones 
para cada una de las entidades. En concreto, para diferentes tipos de entidades se han 
desarrollado potentes simuladores computacionales que ya han dado cuenta de su 
eficacia. También, es común que intervengan personas para desarrollar tareas especí-
ficas, los cuales pueden ser modelados digitalmente, empleando un simulador ade-
cuado [7]. De la misma forma, cuando intervienen entidades que realizan operaciones 
unitarias pueden ser modeladas mediantes entornos de simulación específicos. En 
definitiva, una vez que se identifican todas las entidades intervinientes en el proceso 
productivo, cada entidad puede ser comprendida como un subsistema dentro de otro 
sistema más amplio, y a su vez, existen herramientas computacionales de simulación 
que permiten crear los modelos digitales más apropiados de cada una de ellas.  
Cada uno de los subsistemas modelados no opera de manera aislada, sino que tiene 
asociado un comportamiento en el que realiza intercambios (por ej. de materiales, 
energía, insumos, datos, etc.) con otras entidades en el proceso productivo. Es decir, 
cada una de las entidades presentes tiene un propósito específico y, en consecuencia, 
tienen asociados un conjunto de funciones con lo cual continuamente están generando 
datos y/o información que pueden ser almacenados y/o compartidos entre las distintas 
entidades físicas y sus modelos digitales. 
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En el sistema productivo, las entidades están relacionadas y comparten datos e in-
formación, es decir tienen una relación sinérgica y son parte de una estructura sisté-
mica. Por ello, cada una de estas entidades debe estar adecuadamente modelada y 
vinculada entre sí cuando se genera el modelo del sistema productivo en su conjunto. 
En otras palabras, de nada sirve, por ejemplo, modelar perfectamente y de forma ais-
lada un centro de trabajo, un robot manipulador y un operario si no se lo hace con 
todas las relaciones y propiedades requeridas en el entorno fabril en el que se están 
empleando.  
Dada la heterogeneidad y la complejidad de las entidades que pueden intervenir en 
un sistema de manufactura flexible y por lo tanto, para generar los mejores GDs, es 
conveniente utilizar los simuladores específicos y adecuados para cada entidad acorde 
a su complejidad y especificidad. En el desarrollo de GDs para sistemas completos de 
producción manufacturera, la vinculación entre diferentes entornos de simulación y 
las entidades físicas ha sido poco desarrollada en la literatura. Por ello, en este trabajo 
se propone una arquitectura de software que permite integrar diferentes entornos de 
simulación, útiles para modelar cada una de las entidades comúnmente usadas en los 
entornos de manufactura flexible, así como con los dispositivos físicos propiamente 
dichos. Esta propuesta se desarrolla en la próxima sección. 
3 Integración Tecnomatix & ROS 
Hoy en día, es muy común que los fabricantes de robots y equipos automatizados para 
la industria provean simuladores computacionales de sus productos, los cuales son la 
base para la creación de los GD de cada equipo o entidad en cuestión. Sin embargo, 
muchas de estas soluciones disponibles no ofrecen una solución integral desde la 
perspectiva del sistema industrial. La diversidad y complejidad de cada una de las 
entidades que intervienen en un proceso productivo hacen que los simuladores desti-
nados a modelar íntegramente un sistema productivo (por ejemplo los simuladores de 
eventos discretos), puedan no reflejar con suficiente grado de fidelidad el sistema en 
su conjunto ya que tienden a simplificar la dinámica de las entidades que lo compo-
nen, lo cual va en detrimento de la calidad de un GD del sistema industrial que se 
pretenda crear. Por esto, la integración de un simulador de eventos discretos con las 
entidades reales junto con sus simuladores especializados, representa una opción 
prometedora para la creación de un verdadero GD de un sistema industrial. 
3.1 El Sistema Operativo Robot - ROS  
En el pasado, la interacción y la comunicación con y entre los robots eran complejas y 
dependientes de la plataforma robótica empleada. Durante la última década, esta si-
tuación ha sido facilitada y potenciada debido al creciente desarrollo del Sistema Ope-
rativo Robot, conocido como ROS1.  
                                                          
1 https://www.ros.org/ 
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ROS consiste de un conjunto de procesos heterogéneos e independientes denomi-
nados nodos ejecutados al mismo tiempo y teniendo la capacidad de intercambio de 
mensajes entre ellos. La conexión entre los nodos se denomina tópico. Un nodo puede 
publicar mensajes o subscribirse a un determinado tópico [21]. ROS es ampliamente 
utilizado en la comunidad de diseñadores y fabricantes de robots debido a sus caracte-
rísticas de software abierto, que permite encapsular nodos desarrollados en diferentes 
lenguajes de programación, facilitando enormemente el crecimiento incremental del 
sistema y su prototipado.  En efecto, la incorporación de nuevos nodos que manejen 
nuevos dispositivos, tanto sensores como actuadores, se realiza de forma inmediata y 
homogénea, aún para dispositivos con drivers realizados en software propietario y 
muy diferente entre sí. Estas características le confieren a toda la arquitectura una 
gran versatilidad, fundamentalmente para el trabajo de investigación tecnológica.  
Resumidamente, las principales características y ventajas de ROS son: (1) abstrac-
ción de hardware y control de dispositivos de bajo nivel; (2) intercambio de mensajes 
entre procesos; (3) gestión de paquetes; (4) herramientas para desarrollar, probar y 
ejecutar código en varios tipos de lenguajes de programación; (5) computación distri-
buida; (6) reutilización de software; y (7) pruebas rápidas. En este sentido, todos los 
robots equipados con ROS tienen el mismo criterio de comunicación. 
Para la creación de los GDs, la estandarización de los protocolos de comunicación 
juega un papel central. Teniendo en mente que los GDs están constituidos por mode-
los simulados, con fusión de datos reales, es atinado pensar en la creación de estos 
gemelos considerando la posibilidad de interactuar con las entidades reales. 
3.2 Simulador de planta Tecnomatix 
En esta sección presentamos brevemente el paradigma de programación del simulador 
de procesos de manufactura TPS.  
Una particularidad que, en principio, vuelve atractivo al software Tecnomatix es 
que, por una parte, se pueden explorar sus capacidades con licencias de prueba libres 
y con un número máximo de hasta ochenta entidades, lo cual muchas veces es sufi-
ciente para modelar, por ejemplo, un sistema productivo de una pequeña/mediana 
empresa. Por otra parte, permite la interconexión con software y hardware in the loop 
tipo PLC (Programable Logic Controller) y la integración con los productos Siemens 
es aún más sencilla. En la práctica esto puede ser ventajoso dado que es muy común 
la existencia de este tipo de equipamiento en las plantas industriales. 
Finalmente otra de las ventajas que brinda el software del TPS a la hora de modelar 
es que tiene una interface gráfica amigable que permite modelar un sistema de manu-
factura simplemente seleccionando cada uno de sus componentes, ubicándolo y esta-
bleciendo las relaciones con los demás componentes del sistema. También permite 
programar lógicas de actuación a cada instancia utilizada con su lenguaje propietario. 
Asimismo, otra cualidad que lo vuelve aún más atractivo es que cada una de esas 
instancias permite una conexión directa con Python. Para nuestra propuesta, esto es de 
suma importancia dado que es posible la conexión con otras instancias cuyo compor-
tamiento sea el del elemento real o su homólogo simulado mediante su específico 
simulador dinámico.  
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3.3 Arquitectura de Integración 
La Fig. 2, esquematiza la combinación de los elementos individuales descriptos en la 
secciones previas para desarrollar la arquitectura de software propuesta que integra 
ROS y el simulador de procesos de manufactura TPS, con la posibilidad del agregado 
de un sistema de decisión autónoma para optimización de procesos.   
Observando en la parte superior izquierda de la Fig. 2, tenemos encerrado en una 
línea de color gris el ROS. Este componente se encuentra integrado por dos nodos, o 
procesos heterogéneos e independientes, denominados roscore y Simulación de Plan-
ta. El nodo roscore representa generalmente una colección de procesos y programas 
del ROS que permite que una red heterogénea de nodos puedan comunicarse entre sí. 
El nodo Simulación de Planta representa el proceso que tiene la responsabilidad de 
dirigir una planta de manufactura simulada. A su vez, este proceso puede comunicarse 
con otros nodos por medio de tópicos del tipo suscriptores o publicadores. Por ejem-
plo, el conocimiento de optimización de procesos obtenido en el nodo de Simulación 
de Planta en base a simular una planta de manufactura puede ser publicado directa-
mente a través de un tópico que modifique el comportamiento de una entidad de plan-
ta real. Por otro lado, el nodo Simulación de Planta puede suscribirse a un tópico de 
datos proporcionado por una entidad real que altere el proceso de optimización de una 
planta de manufactura en particular simulada, proporcionando conocimiento que nue-
vamente puede ser aplicado a una entidad real, teniendo como resultado un GD para 
un sistema industrial.  
Por otro lado en la parte superior derecha de la Fig. 2, se encuentra encerrado en 
una línea de color celeste el simulador de procesos de manufactura TPS. Con este 
software es posible diseñar plantas de manufactura adaptadas a cada problemática en 
particular con el objetivo de simular sus procesos de producción. Cada una de las 
plantas de manufactura se almacena en archivos externos con extensión .spp. Por 
ejemplo, en la Fig. 2 se muestra el modelo desarrollado en el simulador TPS para un 
GD de un problema puntual de manejo de materiales en un piso de planta flexible. 
Este caso de estudio se aborda en detalle en la Sección 4.  
En la parte central de la Fig. 2, delimitada por una línea de color verde, se encuen-
tra la integración entre ROS y el software TPS. Como se puede ver, se propone un 
patrón de diseño de clases siguiendo el paradigma de programación orientada a obje-
tos para el desarrollo de la arquitectura de software propuesta en este trabajo. El dise-
ño propuesto se implementó y testeo íntegramente utilizando el lenguaje de progra-
mación Python. La comunicación entre ROS y el software TPS se realiza mediante la 
clase denominada Interfaz de Conexión, que tiene la responsabilidad de proporcionar 
puntos de acceso externos que realizan alteraciones dentro del software de simula-
ción. Estos puntos de acceso comprenden la carga de una planta en particular para ser 
procesada por el simulador, establecer y obtener datos de una entidad cualquiera si-
mulada, comenzar, parar y pausar simulaciones, entre otras alteraciones permitidas 
por el software TPS. Para implementar esta comunicación se utilizó la librería 
win32com la cual permite intervenir de forma externa cualquier sistema que sea eje-
cutado dentro del sistema operativo de Windows®.  La clase Interfaz de Conexión 
representa el patrón de diseño Mediator utilizado comúnmente en el desarrollo de 
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software de la programación orientada a objetos, el cual tiene la responsabilidad de 
encapsular la comunicación entre los objetos [22]. 
 
 
Fig. 2. Arquitectura de software propuesta para integrar ROS y un simulador de procesos de 
manufactura TPS, con la posibilidad del agregado de un sistema de decisión autónoma. 
 
Siguiendo con el diseño de la arquitectura de software propuesta se observa que el 
nodo Simulación de Planta del ROS ejecuta procesos mediante el pasaje de mensajes, 
de una planta en particular utilizando la clase Planta. La clase Planta representa una 
clase abstracta y sigue el patrón de diseño denominado herencia simple, la cual abs-
trae todo el comportamiento general de cualquier planta de manufactura simulada 
[23]. Precisamente, la clase Planta ejecuta procesos mediante el pasaje de mensajes 
por medio de la clase Interfaz de Conexión, la cual representa un comportamiento 
general que requiere cualquier planta de manufactura simulada coordinada externa-
mente. En esta jerarquía simple se tienen por ejemplo dos clases de plantas de manu-
factura concretas denominadas Taller de Trabajo Flexible y Manejo de Materiales, 
entre otras plantas que pueden ser implementadas. Cada planta concreta implementa 
el comportamiento de coordinación de una planta simulada por el software de simula-
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ción. Por ejemplo, la clase concreta Manejo de Materiales tiene la responsabilidad de 
cargar dentro del software de simulación el archivo Manejo de Materiales con exten-
sión spp, cambiar el comportamiento de la planta simulada ante establecimiento de 
datos a entidades simuladas, comenzar, parar y extraer resultados de una simulación, 
siempre a través de los puntos de accesos brindados por la Interfaz de Conexión. Se 
debe tener en cuenta que cada comportamiento específico de cada clase concreta de 
planta depende de la simulación abordada para cada planta en particular. Asimismo, 
debe notarse que la extensión de una nueva planta concreta que dirija de forma exter-
na una planta simulada por el software TPS es directa, simplemente se debe crear una 
nueva clase que herede de la clase Planta y codificar el comportamiento simulado 
requerido, promoviendo la escalabilidad de la arquitectura de software propuesta.  
Paralelamente a la jerarquía de planta, se tiene una herencia simple con la clase 
abstracta Sistemas de Decisión Autónoma. Esta clase abstrae todo el comportamiento 
general de cualquier método de toma de decisiones autónoma provista por la inteli-
gencia artificial. Una clase concreta, y como se mostrará en la Sección 4, representa la 
aplicación de un método particular de aprendizaje por refuerzo. Notar, que el agrega-
do de un nuevo método de decisión autónomo es directo, simplemente se debe crear 
una clase que herede de la clase Sistemas de Decisión Autónoma y codificar el méto-
do en particular, nuevamente fomentando la escalabilidad de la arquitectura de soft-
ware propuesta.  
Estas jerarquías paralelas interrelacionadas entre las clases abstractas Planta y Sis-
temas de Decisión Autónoma representa una combinación de patrones de diseño co-
nocidos como Factory Method y Observer o Publish-Suscribe utilizados comúnmente 
en el desarrollo de software de la programación orientada a objetos [22]. El patrón 
Factory Method tiene la responsabilidad de construir o fabricar objetos de un subtipo 
determinado, es decir, plantas simuladas, en la que se le puede o no aplicar dentro de 
cada subtipo un método en particular, en este caso, un proceso del sistema de decisión 
autónoma. Por otro lado, el patrón y Observer o Publish-Suscribe define una depen-
dencia entre el observador (la clase Planta) y observado (la clase Sistemas de Deci-
sión Autónoma). De esta manera, una planta cualquiera, es decir, el observador, ejecu-
ta un proceso en particular del sistema de decisión autónoma, es decir, el observado 
(ver Fig. 2 el paso de mensaje de una flecha color negra). Luego, cuando el observado 
cambia de estado, por ejemplo, cuando el método de sistema de decisión autónoma 
obtiene un resultado en la optimización de un proceso en particular, el observador es 
notificado automáticamente (ver Fig. 2 el paso de mensaje de una flecha color negra a 
trazo), teniendo nuevamente el control de la planta, y a su vez, el resultado del proce-
so de optimización para que seguidamente altere con el resultado obtenido la planta 
simulada en cuestión. 
Observando con una mirada abstracta la Fig. 2 podemos notar que desde cualquier 
nodo del ROS podemos crear numerosas plantas de manufactura a la vez de igual o de 
distinto tipo, que interactúen con el simulador de procesos de manufactura TPS, y a su 
vez a cada tipo de planta se le puede aplicar o no métodos de un sistema de decisión 
autónoma.  
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3.4 Gemelo digital para la TDDs 
Como ya hemos señalado, el paradigma de fabricación centrado en el cliente requiere 
que las empresas se esfuercen en buscar alternativas para mejorar su competitividad. 
El hecho de desarrollar sistemas autónomos de toma de decisiones (SATDD), capaces 
de optimizar productividad global del sistema de fabricación y consecuentemente el 
uso de recursos, es una ventaja distintiva para la determinación de una variedad de 
decisiones que deben tomarse constantemente, y en tiempo real, para hacer frente 
tanto a las variaciones de demanda de clientes, como así también, a las perturbaciones 
propias de un sistema productivo. Los SATDDs, para ser eficaces, necesitan informa-
ción precisa y en tiempo real para determinar su política de actuación [8]. 
En el pasado, los modelos digitales se usaban casi exclusivamente para analizar y 
validar los comportamientos de los sistemas e instalaciones industriales de producción 
altamente automatizados. En la actualidad, las tecnologías modernas, la digitalización 
y la inteligencia artificial fomentan la necesidad de desarrollar aún más las herramien-
tas de planificación digital a la vez que promueven el desarrollo de métodos SATDD  
La propuesta de desarrollo de GDs para sistemas de manufactura, es justamente, 
uno de los pilares para el desarrollo de SATDD basados en el paradigma del aprendi-
zaje por refuerzos (AR) [24]. En este esquema un agente inteligente (SATDD) inter-
actúa con su entorno (GD) eligiendo acciones cuyo objetivo es maximizar la recom-
pensa esperada. Formalmente, este problema se describe como un problema de deci-
sión de Markov el cual requiere que se defina un vector de estado del sistema, el con-
junto de acciones posibles a tomar en cada estado y una función de recompensa que 
premie los efectos de las acciones tomadas. En la Sección 4.3 se detalla cada uno de 
los elementos en base al caso de estudio abordado. 
4 Caso de estudio 
En los sistemas de manufactura flexible el manejo de materiales es un problema difí-
cil y que afecta directamente la eficiencia y productividad del sistema de fabricación. 
Mejorar la eficiencia de los procesos complejos de fabricación, en particular la logís-
tica y el manejo de materiales, es un problema difícil y que ha recibido especial aten-
ción, principalmente para la planificación de tareas en esquemas de producción estáti-
cos. Sin embargo, no hay demasiada evidencia para esquemas de producción dinámi-
cos, cuando cambian por ejemplo, alguna de las condiciones de los pisos de planta 
flexibles y/o también varía la demanda. En esta sección presentamos la creación de un 
GD para un sistema de manufactura de manejo de materiales. La creación del modelo 
digital en el software TPS y su integración con ROS para el desarrollo de los corres-
pondientes GDs, se realizó siguiendo los pasos descriptos en las secciones anteriores. 
Finalmente, se presentará una propuesta de integración con un sistema de toma de 
decisiones que emplea un agente artificial de AR. 
En un problema de manejo de materiales se busca minimizar las distancias recorri-
das, el uso de los medios de transporte y las demoras en las entregas que interrumpan 
el sistema productivo. Durante la resolución de un problema de este tipo, se debe 
evitar la interrupción del flujo de trabajo asegurando la provisión en tiempo y forma 
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de los insumos necesarios para las diferentes estaciones de trabajo procurando lograr 
el normal funcionamiento del sistema de producción. 
 
 
Fig. 3. Modelo de simulación en TPS. 
4.1 Definición del modelo de simulación 
Particularmente, para el análisis se toma el caso de estudio presentado en el trabajo 
de [25]. Para más detalles se recomienda recurrir al trabajo mencionado.  
El sistema está compuesto por diez estaciones de trabajo (               ) que 
consumen dos tipos de parte (P1, P2) cada una simultáneamente; en cada estación 
existen buffers (               ) de almacenamiento para cada parte cuyas capa-
cidades son iguales al doble de la cantidad de partes de cada tipo consumidas en una 
hora; hay nueve vehículos de tres tipos diferentes (        {     }      {     } y 
se desarrollan distintos planes de manejo de materiales. Cada plan de manejo de mate-
riales tiene asociado una ruta a seguir (  ), un transporte específico (  ), partes y 
cantidades de partes a llevar a las estaciones. Los equipos de transporte no son todos 
iguales, es decir, cada tipo de vehículo tiene su propia capacidad de carga y puede 
llevar cualquier tipo de parte.  
La Fig. 3 muestra el modelo desarrollado en el software TPS. Como se puede ob-
servar, en este modelo están presentes todas las entidades que forman el sistema en 
estudio. Asimismo se aprecian, las vías de circulación con sus respectivos sentidos, 
los puntos de carga/descarga, los equipos de transporte y las partes. 
4.2 Integración digital  
El modelo en el simulador TPS queda definido mediante un conjunto de paráme-
tros, los cuales pueden accederse externamente mediante el nodo ROS creado. La Fig. 
4 muestra los resultados finales de una simulación que sirven de entrada a un sistema 
de toma decisiones. Para poder cambiar los planes se recolectan: distancias recorridas 
por cada medio de transporte y nivel de ocupación de los mismos (Fig. 4a), nivel má-
ximo de llenado de los buffers respecto a la capacidad definida y porción del tiempo 
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en que se llenan completamente (Fig. 4b) y porcentajes de trabajo y espera en cada 
salida que consume partes (Fig. 4c).  
    
(a)                                     (b)                                      (c) 
Fig. 4. Resultados obtenidos en el simulador TPS. 
4.3 SATDD para el manejo de materiales 
A continuación se presentan los elementos para la formulación del problema de AR. 
A menos que se diga lo contrario, se omite el subíndice   de representación del tiempo 
a efectos de simplificar la notación. 
Estado del sistema 
Para la representación del estado, del sistema se consideran las magnitudes de tres de 
las variables a saber: el tiempo de espera al cargar (  ), el stock inicial (  ) y la canti-
dad de viajes por vehículos ( ), manteniéndose constantes los demás parámetros de 
sistema. De esta manera, el vector de estado del sistema es             . Para la 
discretización del estado del sistema, el tiempo    se discretiza con un paso de 10 
segundos en el intervalo [60, 300]; el stock    puede tomar valores entre [10, 50] con 
un paso de 10 unidades; la cantidad de viajes por vehículos debe estar en el intervalo 
de enteros [1, 5]. 
Acciones 
En cada estado en que se encuentre el sistema el agente podrá aumentar/disminuir en 
10 segundos el tiempo de espera en cargar, aumentar/disminuir en 10 unidades el 
stock inicial y aumentar/disminuir en 1 los viajes por vehículo. En todos los casos, 
para cada variable, el agente también puede tomar la decisión nula, es decir, no modi-
ficar alguna (o todas) las variables de plan. De esta forma, el vector de acción tomado 
por el agente es             , tal que    {        },     {        }, 
   {      }. 
Función de recompensa 
En este problema, se busca optimizar el desempeño del sistema en base al grado de 
movimientos, uso de los buffers y tiempos de espera. De esta forma la función de 
recompensa planteada devuelve un valor + 1 sí y sólo sí el plan mejora y 0 de otra 
forma. Para poder evaluar la mejora del plan se comparan resultados en dos momen-
tos sucesivos:    |                 ; tal que    es el porcentaje de ocupa-
ción de los transportes;    es la porción de tiempo en que los buffers se llenan com-
pletamente y    es el porcentaje de tiempo de espera total para consumir las partes. 
Los factores de peso   ,   y    se fijaron en 0.3, 0.3 y 0.4, respectivamente. Si el 
resultado disminuye respecto al anterior, entonces se confirma la mejora del plan.  
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(a)                                      (b)                                           (c) 
Fig. 5. Resultados del algoritmo Q-learning. a) Evolución de la recompensa media por episo-
dio. b) Evolución de la función   a minimizar c) Acciones tomadas por el agente para una 
prueba de 200 interacciones. 
Para el entrenamiento del agente artificial se aplicó el conocido algoritmo Q-
learning usando una estrategia de exploración         , con un decaimiento de   
con el transcurso de los episodios desde     hasta un valor mínimo       . La 
tasa de aprendizaje usada es       y el factor de descuento es      . Los resulta-
dos obtenidos se muestran en la Fig. 5. La Fig. 5a muestra la recompensa promedio 
obtenida por el agente durante 1000 episodios de entrenamiento. Cada episodio con-
templa 100 instancias de interacción. Como puede verse, el agente logra converger a 
un valor medio de recompensa a lo largo de los episodios. La Fig. 5b muestra la mi-
nimización de la función   durante los mismos 1000 episodios y por último, la Fig. 5c 
detalla las acciones escogidas por el agente en una prueba de testeo de 200 interaccio-
nes. En conclusión este ejercicio demuestra la factibilidad de integración entre un 
agente de toma de decisiones autónomo y un gemelo digital creado mediante la arqui-
tectura de integración presentada. 
5 Conclusión 
En este trabajo se presentó una arquitectura de software para el desarrollo de gemelos 
digitales mediante la integración del sistema operativo de robots y un simulador de 
procesos de manufactura flexible. La misma permite la interconexión e interacción 
entre diferentes componentes (tanto de subsistemas de hardware como de software) 
que pueden estar presentes en un sistema de fabricación flexible. También, se presen-
tó una metodología sistemática para el desarrollo de un gemelo digital de un sistema 
de manufactura y su integración con un sistema autónomo de toma de decisiones y de 
esta manera, queda habilitado un entorno que, conectándose naturalmente a través de 
ROS con la planta de manufactura real, permitirá realizar optimizaciones con el para-
digma de GD presentado. Adicionalmente, se desarrolló un sistema de toma de deci-
siones autónomo basado en un algoritmo de aprendizaje por refuerzos para el proble-
ma de manejo de materiales en piso de planta. En un futuro inmediato se tiene como 
objetivo ampliar los desarrollos de este trabajo a casos con más componentes de 
hardware y software para abordar otros casos de estudio en vistas a analizar el desem-
peño de la arquitectura de software propuesta. 
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