We study the theta lifting for real unitary groups and completely determine the theta lifts of discrete series representations. In particular, we show that these theta lifts can be expressed as cohomologically induced representations in the weakly fair range. This extends a result of J.-S. Li in the case of discrete series representations with sufficiently regular infinitesimal character, whose theta lifts can be expressed as cohomologically induced representations in the good range.
Introduction
In his seminal papers [17, 18] , Howe introduced the notion of reductive dual pairs and developed the theory of theta lifting, which has been an important subject in the representation theory of real and p-adic reductive groups for more than 40 years and which has many arithmetic applications to the theory of automorphic forms. The theta lifting is defined as a correspondence between representations of the two groups in a reductive dual pair in terms of the restriction of the Weil representation [41] . In fact, it is shown that this correspondence is one-to-one by Howe himself [18] in the real case and by Gan-Takeda [14] in the p-adic case, following earlier work of Howe [17] and Waldspurger [40] for p = 2. For the history and recent development of the theta lifting, the reader can consult the ICM report of Gan [8] .
In the theory of theta lifting, one of the basic problems is to describe it explicitly. We consider this problem in the real case, which has been studied by Moeglin [31] , Li [27] , Adams-Barbasch [1, 2] , Paul [36, 37, 38] , Li-Paul-Tan-Zhu [28] to mention a few, but which has not been solved in general. For example, consider the reductive dual pair (U(p, q), U(r, s)) consisting of real unitary groups. Then Paul [36, 37] completely determined the theta lifts when p + q = r + s or p + q = r + s ± 1. However, beyond this case, it seems to be notoriously difficult to determine the theta lifts, especially when singular representations occur. In fact, there has been no significant progress in this direction for almost 20 years.
In this paper, we take a first step toward determining the theta lifts for real unitary groups. More precisely, let π be a discrete series representation of U(p, q) and consider its theta lift θ r,s (π) to U(r, s) when p + q < r + s. Then by a result of Li [27] , we have θ r,s (π) = A q (λ) if the infinitesimal character of π is sufficiently regular, where A q (λ) is an explicit cohomologically induced representation in the good range. The purpose of this paper is to remove this assumption on the infinitesimal character of π. Namely, our main result (Theorem 4.1) roughly says the following. Theorem 1.1. Let π be a discrete series representation of U(p, q). Assume that its theta lift θ r,s (π) to U(r, s) is nonzero.
(i) If p + q < r + s, then θ r,s (π) is a cohomologically induced representation A q (λ) of U(r, s) in the weakly fair range, where q and λ can be described explicitly. (ii) If p + q ≥ r + s, then θ r,s (π) is a discrete series representation of U(r, s), where its Harish-Chandra parameter can be described explicitly.
We have stated the result under the assumption that θ r,s (π) is nonzero, but there is a combinatorial criterion for the nonvanishing of θ r,s (π) due to Atobe [4] (see §4.3 below). Based on this theorem, we hope to describe θ r,s (π) explicitly for more general π in future work. This paper is organized as follows. In §2, we review the notion of local theta lifting. In §3, we recall some representations of real unitary groups. In §4, we state the main theorem of this paper. To explain the idea of the proof, we should note the following.
Caveat. Our proof is global and relies on Arthur's endoscopic classification [3, 35, 20] . Namely, our main result is conditional on Arthur's multiplicity formula for the automorphic discrete spectra of unitary groups announced by Kaletha-Mínguez-Shin-White [20] (see (6. 2) below for details), whose proof will be completed in their subsequent work.
In §5, we describe the representations in some local L-and A-packets for unitary groups explicitly. This will be the input and output of Arthur's multiplicity formula. In particular, a result of Moeglin-Renard [33] plays a crucial role in the proof since it expresses the representations in A-packets for real unitary groups in terms of cohomologically induced representations. In §6, we prove the main theorem. We first globalize the given local theta lift for real unitary groups. More precisely, we find a global theta lift such that • at one real place, its localization is the theta lift of an arbitrary discrete series representation;
• at another real place, its localization is the theta lift of a discrete series representation with sufficiently regular infinitesimal character, which is determined explicitly by Li [27] ; • at the other places, its localizations are easy to describe explicitly.
Then we use Arthur's multiplicity formula (viewed as a product formula) to transfer the information from the case of sufficiently regular infinitesimal character to the general case. However, there is a serious technical difficulty in this argument: it is not straightforward to globalize a local theta lift for real unitary groups.
In §7, we overcome this difficulty, which we now explain in detail. Let π be a discrete series representation of U(p, q) and consider its theta lift θ r,s (π) to U(r, s) when p + q < r + s. Let F = Q be a totally real number field with adèle ring of A and fix a real place v 0 of F . Then it is easy to find • anisotropic unitary groups G and H over F such that G v 0 = U(p, q) and H v 0 = U(r, s), respectively;
• an irreducible automorphic representation of G(A) such that Π v 0 = π.
But we need G, H, Π such that the global theta lift θ(Π) to H(A) is nonzero. For this, we proceed as follows.
(i) Find G, H, Π such that the local theta lift θ(Π v ) to H v is nonzero for all places v of F . (ii) Show that θ(Π) is nonzero if and only if θ(Π v ) is nonzero for all v.
To show that G, H, Π as in (i) exist, we appeal to Arthur's multiplicity formula. In fact, we may impose further local conditions on G, H, Π to make the global-to-local argument work. On the other hand, (ii) is largely but not completely known for unitary groups (see [13, Theorem 1.3] ). Indeed, the standard argument relies on the Rallis inner product formula, which contains the local integral at v 0 given by U(p,q) (ω(g)ϕ 1 , ϕ 2 )(π(g)f 1 , f 2 ) dg for ϕ 1 , ϕ 2 ∈ ω and f 1 , f 2 ∈ π. Here ω is the Weil representation of U(p, q) × U(r, s) and (·, ·) denotes an invariant Hermitian inner product. This integral is absolutely convergent and defines an invariant functional Z r,s (π) : ω ⊗ω ⊗π ⊗ π −→ C. Then we have θ r,s (π) = 0 if Z r,s (π) = 0, and we are reduced to prove the converse. However, it was previously only known that if θ r,s (π) = 0, then Z r ′ ,s ′ (π) = 0 for some r ′ , s ′ such that r ′ + s ′ = r + s and r ′ ≡ r mod 2 (see [13, Proposition 11.5] ). Thus we need to prove the following (see Proposition 7.2 below), which is the key technical innovation in this paper. Proposition 1.2. Let π be a discrete series representation of U(p, q). Then we have θ r,s (π) = 0 ⇐⇒ Z r,s (π) = 0.
To prove this proposition, we modify the argument of Atobe [4] for the nonvanishing of θ r,s (π), which uses the Gan-Gross-Prasad conjecture partially proved by He [16] . We stress that the proof is local and does not rely on Arthur's endoscopic classification. In particular, the result and its application to the nonvanishing of global theta lifts are unconditional.
Note that ǫ(V ) depends on δ if ε = −1, E = F × F , and n is odd. We denote by U(V ) the unitary group of V , i.e.
Recall that given a positive integer n, the n-dimensional ε-Hermitian spaces over E (up to isometry) are classified as follows.
• If E = F × F , then there is a unique such space. We denote it by V + n . Then we have ǫ(V + n ) = +1 and V + n = V n ⊗ F E for some n-dimensional vector space V n over F . Moreover, the first projection
• If F is nonarchimedean and E = F × F , then there are precisely two such spaces, which are distinguished by their signs. We denote them by V + n and V − n so that ǫ(V + n ) = +1 and ǫ(V − n ) = −1. • If F = R and E = C, then there are precisely n + 1 such spaces, which are distinguished by their signatures. We denote by V p,q the space of signature (p, q), where p, q are nonnegative integers such that p + q = n. More precisely, we require that V p,q has a basis v 1 , . . . , v n such that
Then we have ǫ(V p,q ) = (−1)
if we take δ = √ −1.
Theta lifts.
Let V be an m-dimensional Hermitian space over E and W an n-dimensional skew-Hermitian space over E. We regard W = V ⊗ E W as a vector space over F and equip it with the symplectic form given by
Let Sp(W) be the symplectic group of W and Mp(W) the metaplectic C 1 -cover of Sp(W). Then it follows from [24, 15] that the natural homomorphism U(V ) × U(W ) → Sp(W) has a lift
which depends on the choice of the following data:
Composing this with the Weil representation ω ψ of Mp(W) relative to ψ, we obtain a representation
. Note that if we apply the construction to the spaces W and V equipped with the Hermitian form δ −1 ·, · W and the skew-Hermitian form δ ·, · V , respectively, then we obtain the representation
where sw : U(W ) × U(V ) → U(V ) × U(W ) switches factors. In particular, we can freely switch the roles of V and W .
For any irreducible representation π of U(W ), the maximal π-isotypic quotient of ω V,W,χ V ,χ W ,ψ is of the form Θ V,W,χ V ,χ W ,ψ (π) ⊠ π for some representation Θ V,W,χ V ,χ W ,ψ (π) of U(V ) of finite length. We denote by θ V,W,χ V ,χ W ,ψ (π) the maximal semisimple quotient of Θ V,W,χ V ,χ W ,ψ (π) and call it the theta lift of π to U(V ). By the Howe duality [18, 40, 30, 14] , θ V,W,χ V ,χ W ,ψ (π) is either zero or irreducible.
Proof. The assertion follows from the fact that
Representations of real unitary groups
In this section, we recall some representations of real unitary groups which we will use later.
3.1. Discrete series representations. Let p, q be nonnegative integers and put n = p + q. Let G = U(p, q) be the unitary group of signature (p, q), which we realize as
We define a maximal compact subgroup K ∼ = U(p) × U(q) of G by
Let g 0 be the Lie algebra of G and t 0 the Cartan subalgebra of g 0 consisting of diagonal matrices. Let g = g 0 ⊗ R C and t = t 0 ⊗ R C be their complexifications. We identify t * with C n via the basis ε 1 , . . . , ε n given by ε i (diag(a 1 , . . . , a n )) = a i and define a bilinear form ·, · : t * × t * → C by x, y = x 1 y 1 + · · · + x n y n for x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ t * ∼ = C n . Let ∆ be the set of roots of t in g, so that
Let ∆ c be the set of compact roots in ∆ and take the positive system ∆ + c of ∆ c given by 
• λ 1 > · · · > λ p and λ p+1 > · · · > λ n .
3.2.
Cohomologically induced representations. We retain the notation of the previous subsection. In particular, G = U(p, q). Let x ∈ √ −1t 0 , so that the adjoint action ad(x) on g is diagonizable with real eigenvalues. We denote by l(x) the sum of zero eigenspaces of ad(x) in g, i.e. the centralizer of x in g, and by u(x) the sum of positive eigenspaces of ad(x) in g. Then
is a θ-stable parabolic subalgebra of g. We write q(x) = q p,q and l(x) = l p,q if x is of the form
where p = (p 1 , . . . , p k ), q = (q 1 , . . . , q k ) are tuples of nonnegative integers such that p 1 + · · · + p k = p, q 1 + · · · + q k = q and x 1 , . . . , x k are real numbers such that x 1 > · · · > x k . Let L p,q be the normalizer of q p,q in G, so that
For q = q p,q and λ = (λ 1 , . . . , λ 1
with λ i ∈ Z, which is the differential of the 1-dimensional representation det λ 1 ⊠ · · · ⊠ det λ k of L p,q , we consider the cohomologically induced representation
defined by [22, (5.6) ]. The following summarizes some properties of A q (λ).
• If λ is in the good range, i.e. λ i − λ i+1 > −1 for all i, then A q (λ) is nonzero and irreducible.
• If λ is in the weakly fair range, i.e.
is unitary (but possibly zero). If further A q (λ) is nonzero, then it is irreducible, which is a special property in the case of unitary groups (see [29, 39] ).
• If λ is in the weakly fair range, then there is an algorithm due to Trapa [39] which determines the nonvanishing and the Langlands parameter of A q (λ) in the case of unitary groups.
Statement of the main theorem
In this section, we state the main theorem of this paper, which describes the theta lifts of discrete series representations of real unitary groups explicitly. 4.1. Setup. We consider the theta lifting from U(W ) to U(V ), where W is an n-dimensional skew-Hermitian space over C and V is an m-dimensional Hermitian space over C. Let (p, q) and (r, s) be the signatures of W and V , respectively, so that p + q = n and r + s = m. We identify U(W ) and U(V ) with U(p, q) and U(r, s), respectively, via the bases as in §2.1.
From now on, we take the characters χ V , χ W of C × given by
with some fixed integers m 0 , n 0 such that m 0 ≡ m mod 2, n 0 ≡ n mod 2, and the character ψ of R given by
(We make this choice so that Lemma 7.8 below holds.) Then we write the theta lift of an irreducible representation π of U(W ) = U(p, q) to U(V ) = U(r, s) as
4.2.
Explicit description of theta lifts. We now state our main result. (i) If m > n, then we have
where q and λ ′ are given as follows. We may write
with ǫ ∈ R such that min{α x , γ z } > ǫ > max{β 1 , δ 1 } and λ ′ is given by
(ii) If m ≤ n, then θ r,s (π) is the discrete series representation of U(r, s) with Harish-Chandra parameter λ ′ , where λ ′ is given as follows. Put k = n − m. We may write either
• x + y = p and z + w + k = q; • x + w = r and z + y = s. Then λ ′ is given by λ ′ = (α 1 , . . . , α x , δ 1 , . . . , δ w , γ 1 , . . . , γ z , β 1 , . . . , β y ) + n 0 2 , . . . , n 0 2 .
Remark 4.2. Theorem 4.1 follows from a result of Li [27] under the assumption that m ≥ n and
4.3.
Nonvanishing of theta lifts. For the convenience of the reader, we include here a combinatorial criterion for the nonvanishing of θ r,s (π) due to Atobe [4] , which we will use in the proof of Theorem 4. Fix k 0 = −1 or 0. We consider the theta lifting from U(W ) to U(V ), where W is an n-dimensional skew-Hermitian space over C and V varies over m-dimensional Hermitian spaces over C with m ≡ n + k 0 mod 2.
Let (p, q) be the signature of W , so that p + q = n. Let π be a discrete series representation of U(W ) = U(p, q) with Harish-Chandra parameter λ. Following [4, Definition 1.6], we will define some invariants of λ which depend on k 0 and χ V .
• λ 0,1 > · · · > λ 0,p and λ 0,p+1 > · · · > λ 0,n . (ii) Let k λ be the largest positive integer with k λ ≡ k 0 mod 2 such that
If such an integer does not exist, we put
where i runs over indices satisfying one of the following conditions:
Then we have the following criterion for the nonvanishing of theta lifts. . Let π be a discrete series representation of U(p, q) with Harish-Chandra parameter λ. Let l, t be integers with t ≥ 1.
To determine the nonvanishing of θ r,s (π), we apply Theorem 4.3 directly if r − r λ ≥ s − s λ , but after replacing (r, s) by (s, r) and π byπ ⊗ (χ V • det) if r − r λ < s − s λ . Indeed, we have θ r,s (π) = 0 if and only if θ s,r (π ⊗ (χ V • det)) = 0 by Lemma 2.1, while we have
Remark 4.5. Theorem 4.3 is consistent with a result of Li [27] on the nonvanishing of the theta lifts of discrete series representations with sufficiently regular infinitesimal character. More precisely, he showed that the theta lift θ r,s (π) to U(r, s) of a discrete series representation π of U(p, q) is nonzero if m ≥ n with n = p + q and m = r + s, and the Harish-Chandra parameter λ of π is of the form
If m = n (and hence k λ is a nonnegative even integer), then we have n = r λ + s λ + k λ and
. This is consistent with Theorem 4.3. Thus assume that m > n. Then we have k λ = −1 or 0 by (4.1), so that r λ ≤ r and s λ ≤ s. As in Remark 4.4, we may assume that r − r λ ≥ s − s λ , in which case we have
for some nonnegative integers l, t. To check the consistency with Theorem 4.3, it suffices to show that
But we have n = r λ + s λ and
Hence by (4.1), we have C ± λ (l + t) = ∅.
Local Land A-packets
In this section, we describe the representations in some local L-and A-packets for unitary groups explicitly.
Parameters and packets.
Let F be a local field of characteristic zero and W F the Weil group of F . Put
Let E be a quadratic extension of F . As in [9, §8], we may regard an L-parameter φ : L F → L U n (resp. an A-parameter φ : L F × SL 2 (C) → L U n ) for U n , where U n stands for the unitary group of any n-dimensional Hermitian or skew-Hermitian space over E and L U n = GL n (C) ⋊ W F is the L-group of U n , as an n-dimensional conjugate-self-dual representation of L E (resp. L E × SL 2 (C)) with sign (−1) n−1 . For any such a parameter φ, we denote by S φ the component group of the centralizer of the image of φ in GL n (C) and by S φ the group of characters of S φ . Note that S φ is a finitely generated free Z/2Z-module.
We denote by ½ the trivial character of S φ . For any positive integer d, we denote by S d the unique d-dimensional irreducible representation of SL 2 (C).
Fix ε = ±1. Let V be an n-dimensional ε-Hermitian space over E. Then the local Langlands correspondence [35, 20, 34] gives a partition of the set Irr U(V ) of equivalence classes of irreducible representations of U(V ) into finite sets called L-packets:
where φ runs over L-parameters for U n . Moreover, given the choice of a Whittaker datum, there exists a canonical bijection
where V runs over isometry classes of n-dimensional ε-Hermitian spaces over E. We denote by π(φ, η) the irreducible representation associated to η ∈ S φ .
To any A-parameter φ ′ for U n , Arthur's endoscopic classification [35, 20] assigns a finite set called an
consisting of (possibly zero, possibly reducible) semisimple representations of U(V ) of finite length. Given the choice of a Whittaker datum, the representations in
Whittaker data.
To index the representations in L-and A-packets as in the previous subsection, we take the following Whittaker datum in this paper. If n is odd, then there is a unique Whittaker datum. Thus assume that n is even. Then by [9, Proposition 12.1], the Whittaker data are parametrized by N E/F (E × )-orbits of nontrivial additive characters of E/F (resp. F ) if ε = +1 (resp. ε = −1). On the other hand, we have fixed an element δ ∈ E × such that Tr E/F (δ) = 0 and a nontrivial additive character ψ of F . Define a nontrivial additive character ψ E of E/F by ψ E (x) = ψ( 1 2 Tr E/F (δx)). Following [12, §2.4], we take the Whittaker datum associated to ψ E (resp. ψ) if ε = +1 (resp. ε = −1). 
Then S φ is a free Z/2Z-module of the form
where e i corresponds to χ κ i . Let η ∈ S φ . Put
and write
Note that η(e 1 + · · · + e n ) = (−1)
. Then by [4, Theorem A.4] , π(φ, η) is the discrete series representation of U(p, q) with Harish-Chandra parameter λ = (λ 1 , . . . , λ n ).
Some
(see also Lemma 5.1 below), in which case we have
Here q = q r,s is the θ-stable parabolic subalgebra of u(r, s) as in §3.2 and λ is the 1-dimensional representation of l r,s in the weakly fair range given by
Proof. It suffices to show that
Then we have
This implies the assertion.
5.4.
The nonarchimedean case. Suppose that F is nonarchimedean. Recall that given a positive integer n, there are precisely two n-dimensional ε-Hermitian spaces V + n and V − n over E (up to isometry). Consider a parabolically induced representation
If the representation above is a standard module, we denote its unique irreducible quotient by
For more properties, we refer the reader to [12, §2.5].
Some
with n < m and (not necessarily distinct) conjugate-self-dual characters χ i of E × with sign
with an L-parameter φ 1 = χ 1 ⊕ · · · ⊕ χ n ⊕ χ 0 for U n+1 .
Proof. The assertion follows from [35, Proposition 8.4 .1] and the irreducibility of σ(φ ′ , ½).
5.5.
The split case. We also need to consider the case when F is nonarchimedean and E = F ×F . Recall that given a positive integer n, there is a unique n-dimensional ε-Hermitian space V + n = V n ⊗ F E over E (up to isometry), where V n is an n-dimensional vector space over F . Via the isomorphism U(V + n ) ∼ = GL(V n ) induced by the first projection, we may regard an L-parameter φ : L F → L U n (resp. an A-parameter φ : L F × SL 2 (C) → L U n ) for U n as an n-dimensional representation of L F (resp. L F × SL 2 (C)). For any such a parameter φ, the component group S φ is always trivial.
Let φ and φ ′ be L-and A-parameters for U n and U m , respectively, of the form
with n < m and (not necessarily distinct) unitary characters χ i of F × . We denote by π(φ, ½) and
where B is a Borel subgroup of GL(V n ) and P is a parabolic subgroup of GL(V m ) with Levi component (F × ) n × GL m−n (F ). Note that the parabolically induced representations on the right-hand side are irreducible by [45, Theorem 4.2].
Proof of the main theorem
In this section, we prove Theorem 4.1.
6.1. Reduction to Theorem 4.1(i). We first reduce Theorem 4.1(ii) to Theorem 4.1(i). Thus we consider the theta lifting from U(p, q) to U(r, s) with p + q = n and r + s = m in the case m ≤ n.
If m = n, then Theorem 4.1(ii) follows from a result of Li [27] (see also [36] ). Hence we may assume that m < n.
Let π be a discrete series representation of U(p, q) with Harish-Chandra parameter λ. We assume that its theta lift θ r,s (π) to U(r, s) relative to (χ V , χ W , ψ) is nonzero, where we take the data (χ V , χ W , ψ) given in §4.1. Then by Theorem 4.3, we have k λ ≥ 0 and (r, s) = (r λ + l, s λ + l) for some nonnegative integer l, where k λ , r λ , s λ are as defined in §4.3. Put k = n − m. Since n = r λ + s λ + k λ and m = r λ + s λ + 2l, we have k ≤ k λ .
Hence we may write either
. . , m 0 2 as in Theorem 4.1(ii).
We only consider the first case; the second case is similar. Let σ be the discrete series representation of U(r, s) with Harish-Chandra parameter λ ′ = (α 1 , . . . , α x , δ 1 , . . . , δ w , γ 1 , . . . , γ z , β 1 , . . . , β y ) + n 0 2 , . . . , n 0 2 .
Since
the theta lift θ p,q (σ) to U(p, q) is nonzero by Remark 4.5. Hence we have
if we admit Theorem 4.1(i), where q ′ = q(x ′ ) is associated to
and λ ′′ is given by
Since l(x ′ ) is contained in k (where k is the complexified Lie algebra of K) and λ ′′ is in the good range, A q ′ (λ ′′ ) is the discrete series representation of U(p, q) with Harish-Chandra parameter λ ′′ + ρ(Ψ), where Ψ is the positive system of ∆ determined by
and ρ(Ψ) is half the sum of the roots in Ψ. Moreover, we have λ ′′ + ρ(Ψ) = λ, so that A q ′ (λ ′′ ) = π. This shows that θ p,q (σ) = π and hence θ r,s (π) = σ, which reduces Theorem 4.1(ii) to Theorem 4.1(i).
The rest of this section is devoted to the proof of Theorem 4.1(i).
6.2.
Local theta lifting. Let F be a local field of characteristic zero and E anétale quadratic algebra over F . We consider the theta lifting from U(W ) to U(V ), where W is an n-dimensional skew-Hermitian space over E and V is an m-dimensional Hermitian space over E with m > n. 6.2.1. The real case. Suppose that F = R and E = C. Let (p, q) and (r, s) be the signatures of W and V , respectively. We take the data (χ V , χ W , ψ) given in §4.1.
Let π be a discrete series representation of U(p, q) with Harish-Chandra parameter λ. Write 
if k λ ≥ 0 and k λ is odd, the assertion follows from Theorem 4.3.
Define L-and A-parameters φ and φ ′ for U n and U m , respectively, by
Then π belongs to the L-packet Π φ (U(p, q)). As in §5.3, we write S φ as S φ = (Z/2Z)e 1 ⊕ · · · ⊕ (Z/2Z)e n and S φ ′ as a quotient of
Let η be the character of S φ associated to π as in §5.3.1, so that π = π(φ, η). Then we have
where η ′ is the character of S φ ′ given by
+1 if m ≡ n mod 2 and 0 < i < i 0 ; −1 if m ≡ n mod 2 and i ≥ i 0 ; +1 if m ≡ n mod 2 and i = 0 and ζ 0 = ζ 1 · · · ζ n .
(Note that S φ ′ = S φ ′ by assumption.)
Proof. It follows from a result of Li [27] that
where q and λ ′ are as given in Theorem 4.1(i). Hence it suffices to show that so that
Since r i 0 , s i 0 ≥ 0 and η ′ (e ′ 1 + · · · + e ′ n + e ′ 0 ) = η(e 1 + · · · + e n ) · ǫ(V ) · ǫ(W ) = ǫ(V ), we have σ(φ ′ , η ′ ) = Aq(λ ′ ), whereq = q r,s is the θ-stable parabolic subalgebra of u(r, s) as in §3.2 andλ ′ is the 1-dimensional representation of l r,s given bỹ
On the other hand, η is given by
. . , γ z , δ 1 , . . . , δ w }. From this, we can deduce thatq = q andλ ′ = λ ′ . This completes the proof.
The nonarchimedean case.
Suppose that F is nonarchimedean and E = F × F . Let φ and φ ′ be L-and A-parameters for U n and U m , respectively, of the form
with (not necessarily distinct) conjugate-self-dual characters χ i of E × with sign (−1) n−1 . If m ≡ n mod 2, we assume further the condition on the ǫ-factor
Proof. Write π = π(φ, ½) for brevity. For any ǫ = ±1, we define the first occurrence index m ǫ (π) as the smallest nonnegative integer m 0 with m 0 ≡ m mod 2 such that θ V ǫ m 0 ,W,χ V ,χ W ,ψ (π) = 0. Put m up (π) = max{m + (π), m − (π)}, m down (π) = min{m + (π), m − (π)}.
Assume first that m ≡ n mod 2. Then by [ with an L-parameter
Hence the assertion follows from Lemma 5.2.
Assume next that m ≡ n mod 2. Put
Then by [5, Theorem 4.1], we have m up (π) = n + 1, m down (π) = n + 1 if #I is even; m up (π) = n + 3, m down (π) = n − 1 if #I is odd with m down (π) = m + (π). Moreover, it follows from [5, Theorem 4 
with an L-parameter
Hence the assertion follows from Lemma 5.2. 6.2.3. The split case. Suppose that F is nonarchimedean and E = F × F . In this case, we may identify χ V , χ W with unitary characters of F × via the first projection. Let φ and φ ′ be L-and A-parameters for U n and U m , respectively, of the form
Proof. The assertion was proved by Mínguez [30] . 6.3. Global theta lifting. Let F be a totally real number field with adèle ring A = A F . Let E be a totally imaginary quadratic extension of F and ω E/F the quadratic character of A × /F × associated to E/F by global class field theory. We consider the theta lifting from U(W) to U(V), where W is an ndimensional skew-Hermitian space over E and V is an m-dimensional Hermitian space over E with m > n. For simplicity, we assume that W and V are anisotropic.
Let We now discuss the nonvanishing of θ V,W,χ V ,χ W ,Ψ (Π). For simplicity, we assume that Π v is tempered for all v and that the partial standard L-function L S (s, Π, χ −1 V ) of Π twisted by χ −1 V is holomorphic and nonzero at s = 1 2 (m − n + 1), where S is a sufficiently large finite set of places of F. Then the Rallis inner product formula, which is a consequence of the Siegel-Weil formula in the convergent range [42, 19] , says that
• ·, · is the Petersson inner product;
), which is holomorphic and nonzero at s = 1 2 (m − n);
for all v.
6.4.
Arthur's multiplicity formula. In this subsection, we review Arthur's multiplicity formula for unitary groups [35, 20] , which is a key ingredient in the proof of Theorem 4.1(i). Let F be a number field and E a quadratic extension of F. Let F and F v be algebraic closures of F and F v , respectively, and fix an embedding F ֒→ F v over F for each place v of F. We also fix an embedding E ֒→ F over F, which determines an embedding E ֒→ F v for each place v of F and hence a distinguished placeṽ of E above v.
Let V be an n-dimensional ε-Hermitian space over E. Then Arthur's endoscopic classification gives a decomposition of the automorphic discrete spectrum into near equivalence classes of representations:
where Φ runs over global A-parameters for U n , which is a formal unordered finite direct sum of the form
Moreover, the multiplicity of each irreducible representation in L 2 Φ (U(V)) can be described as follows. For each place v of F, we regard the localization
viewed as a representation of L Eṽ via the local Langlands correspondence) as a local A-parameter Φ v : L Fv ×SL 2 (C) → L U n for U n . Let S Φv be the local component group of Φ v . Recall that the local A-packet Π Φv (U(V v )) consists of semisimple representations of U(V v ) of finite length. We fix a global Whittaker datum, and with respect to its localization at v, we denote by σ(Φ v , η v ) the representation in Π Φv (U(V v )) associated to η v ∈ S Φv . Let S Φ be the global component group of Φ, which is defined formally as a free Z/2Z-module
where e i corresponds to Φ i ⊠ S d i , and which is equipped with a natural homomorphism S Φ → S Φv for each v. This gives rise to a compact group S Φ,A = v S Φv equipped with the diagonal map ∆ : S Φ → S Φ,A . We denote by S Φ,A the group of continuous characters of S Φ,A . For any η = v η v ∈ S Φ,A , we may form a representation
of U(V)(A). Finally, let ǫ Φ be the character of S Φ defined by [35, (2.5.5) ]. Then Arthur's multiplicity formula [20, Theorem* 1.7.1] says that
where η runs over elements in S Φ,A such that η • ∆ = ǫ Φ .
We can describe the character ǫ Φ more explicitly as follows.
Proof. The character ǫ Φ is explicated in [6, in the case of orthogonal and symplectic groups. We can apply the same argument to the case of unitary groups, noting that ǫ( 1 2 , Φ i × Φ ∨ j ) = 1 if Φ i and Φ j have the same sign (see [35, Theorem 2.5.4] ).
6.5.
Conjugate-self-dual characters. In this subsection, we collect some results on conjugate-self-dual characters which we will use in the proof of Theorem 4.1(i). Let F be a local field of characteristic zero and E anétale quadratic algebra over F . Let ψ be a nontrivial additive character of F and define a nontrivial additive character ψ E 2 of E by ψ E 2 (x) = ψ(Tr E/F (δx)). Let χ be a character of E × . Then χ is conjugate-self-dual if and only if χ is trivial on N E/F (E × ). Also, if E = F × F , then χ is conjugateorthogonal (resp. conjugate-symplectic) if and only if χ| F × = ½ (resp. χ| F × = ω E/F ). We consider the value of the ǫ-factor ǫ(s, χ, ψ E 2 ) at s = 1 2 . Lemma 6.6. Let χ be a conjugate-self-dual character of E × .
for some κ ∈ 1 2 Z. Assume further that δ = √ −1 and ψ(x) = e −2π √ −1x , so that ψ E 2 (z) = e 2π(z−z) . If κ ∈ Z, then we have ǫ( 1 2 , χ, ψ E 2 ) = 1. If κ / ∈ Z, then we have
Proof. If F = E × E, then we may write χ = χ 0 ⊠ χ −1 0 and ψ E 2 = ψ 0 ⊠ ψ −1 0 for some characters χ 0 and ψ 0 of F × and F , respectively. Then we have Let F be a nonarchimedean local field of characteristic zero and E a quadratic extension of F . We prove the existence of a conjugate-symplectic character χ of E × with a prescribed value of ǫ( 1 2 , χ, ψ E 2 ). Lemma 6.7. Assume that either • E is unramified over F ; or • the residual characteristic of F is odd and E is ramified over F .
Then there exists a conjugate-symplectic character χ of E × such that
Proof. If E is unramified over F , then the assertion follows from [10, Proposition 3.1]. Hence we may assume that the residual characteristic of F is odd and E is ramified over F . Then the order of ψ • Tr E/F is odd, so that the order of ψ E 2 is even, which we write as 2a. Let o F (resp. o E ) be the maximal compact subring of F (resp. E), p F (resp. p E ) the maximal ideal of o F (resp. o E ), and ̟ F (resp. ̟ E ) a uniformizer of o F (resp. o E ). We may assume that ̟ 2
, there are precisely two conjugate-symplectic characters of E × of conductor 1. Indeed, such a character χ is given by
for some square root ζ of ω E/F (̟ F ). Then we have
Hence we can choose ζ so that ǫ( 1 2 , χ, ψ E 2 ) = 1.
Let F be a number field and E a quadratic extension of F. Let Σ be the set of places v of F such that E v = F v × F v . We globalize local conjugate-self-dual characters to a global conjugate-self-dual character. Lemma 6.8. For each v ∈ Σ, let χ v be a conjugate-orthogonal (resp. conjugate-symplectic) character of E × v . Assume that χ v is unramified for almost all v ∈ Σ. Then there exists a conjugate-orthogonal (resp. conjugate-symplectic) character
Proof. We may reduce the conjugate-symplectic case to the conjugate-orthogonal case by taking a conjugatesymplectic character χ ′ of A × E /E × and applying the lemma to the character
To treat the conjugate-orthogonal case, we consider an anisotropic torus
Then we may form a character ν Σ = v∈Σ ν v of T Σ = v∈Σ T v . Since T Σ is compact, the image of the natural continuous embedding
is closed. Hence we may extend ν Σ to a character ν 0 of T (A)/T (F), so that
for all v ∈ Σ. This completes the proof.
6.6. Global-to-local argument. We now prove Theorem 4.1(i). Thus we consider the theta lifting from U(p, q) to U(r, s) with p + q = n and r + s = m in the case m > n.
Let π be a discrete series representation of U(p, q) with Harish-Chandra parameter λ. We assume that its theta lift θ r,s (π) to U(r, s) relative to (χ V , χ W , ψ) is nonzero, where we take the data (χ V , χ W , ψ) given in §4.1. Then by Lemma 6.1, we may write λ = (α 1 , . . . , α x , β 1 , . . . , β y , γ 1 , . . . , γ z , δ 1 , . . . , δ w ) + m 0 2 , . . . , m 0 2 with • α i , γ j > 0 and β i , δ j ≤ 0; • x + y = p and z + w = q; • x + w ≤ r and z + y ≤ s.
As in §6.2.1, we define an L-parameter φ = χ κ 1 ⊕ · · · ⊕ χ κn for U n such that π belongs to the L-packet Π φ (U(p, q) ). Let η be the character of S φ associated to π as in §5.3.1, so that π = π(φ, η).
To prove Theorem 4.1(i), we appeal to a global-to-local argument and derive the information about θ r,s (π) from the knowledge of θ r,s (π + ), where π + is a discrete series representation of U(p, q) with sufficiently regular infinitesimal character. More precisely, we assume that the Harish-Chandra parameter λ + of π + is of the form
for some positive integer t ≥ m − n + 1 2 .
As in §6.2.1, we define an L-parameter
for U n such that π + belongs to the L-packet Π φ + (U(p, q) ). Then we have
where η is viewed as a character of S φ + via the canonical isomorphism S φ + ∼ = S φ .
To simplify the argument, we also need an auxiliary irreducible representation π 0 of U(n, 0) with Harish-Chandra parameter (κ 0,1 , . . . , κ 0,n ) such that κ 0,1 > · · · > κ 0,n > m 0 + m − n + 1 2 .
Define an L-parameter φ 0 for U n by φ 0 = χ κ 0,1 ⊕ · · · ⊕ χ κ 0,n .
Then π 0 belongs to the L-packet Π φ 0 (U(n, 0)). Let η 0 be the character of S φ 0 associated to π 0 as in §5.3.1, so that π 0 = π(φ 0 , η 0 ).
We now globalize everything in sight. Let F be a real quartic field and E a totally imaginary quadratic extension of F such that E v = F v × F v for all places v of F above 2. Let v 0 , v 1 , v 2 , v 3 be the four real places of F. Fix an element δ ∈ E × with Tr E/F (δ) = 0 and a nontrivial additive character Ψ of A/F such that
-orbit of ψ for i = 0, 1, 2, 3. We will take the global Whittaker datum determined by δ and Ψ as in §5.2. Let W be the n-dimensional anisotropic skew-Hermitian space over E such that
Similarly, let V be the m-dimensional anisotropic Hermitian space over E such that
Note that such spaces W and V exist since v ǫ(W v ) = v ǫ(V v ) = 1. By Lemma 6.8, we may take two (unitary) characters
Similarly, by Lemmas 6.7 and 6.8, we may take conjugate-self-dual characters χ 1 , . . . , χ n of A × E /E × with sign (−1) n−1 satisfying the following conditions: Fv (δx) ). In particular, χ 1 , . . . , χ n , χ V are pairwise distinct.
Define a global A-parameter Φ for U n by
. Let S Φ be the global component group of Φ, which is defined formally as a free Z/2Z-module
where e i corresponds to χ i . For each place v of F, let S Φv be the local component group of Φ v equipped with a natural homomorphism S Φ → S Φv . Note that this homomorphism is an isomorphism for v = v 0 , v 1 , v 2 , v 3 .
We denote by e i,v the image of e i in S Φv . Recall the compact group S Φ,A = v S Φv equipped with the diagonal map ∆ :
be the irreducible tempered representation in the local L-packet Π Φv (U(W v )) associated to η v . Then we may form an irreducible representation Π = v Π v of U(W)(A). Since
for all i, it follows from Arthur's multiplicity formula (6.2) that Π is automorphic. Moreover, the partial standard L-function
) is holomorphic and nonzero at s = 1 2 (m − n + 1). We consider the global theta lift Σ = θ V,W,χ V ,χ W ,Ψ (Π) to U(V)(A). Recall that the local theta lift
is nonzero for v = v 0 by assumption and for v = v 0 by Lemmas 6.2, 6.3, 6.4. In the next section, we will show that there exist
for all v. As explained in §6.3, this implies that Σ is nonzero. Thus we obtain an irreducible automorphic
Finally, we derive the information about Σ v 0 = θ r,s (π) from the knowledge of Σ v for v = v 0 and Arthur's multiplicity formula. Define a global A-parameter Φ ′ for U m by
. Let S Φ ′ be the global component group of Φ ′ , which is defined formally as a free Z/2Z-module
By Lemmas 6.3 and 6.4, Σ occurs in the near equivalence class
Then it follows from Arthur's multiplicity formula (6.2) and Lemma 6.5 that
However, it follows from Lemma 6.6 and (6.3) that
for all i. On the other hand, by Lemmas 6.3 and 6.4, we have η ′ v = ½ for all nonarchimedean places v of
for all i.
6.7.
Completion of the proof. We have shown that
is the character of S φ ′ as in the previous subsection. More explicitly, we have
by (6.5) and Lemma 6.2, where we write e i = e i,v 0 , e ′ i = e ′ i,v 0 for brevity and define ζ i = ±1 as in Lemma 6.2. Then we can apply the argument in the proof of Lemma 6.2 to deduce that
where q and λ ′ are as given in Theorem 4.1(i). This completes the proof of Theorem 4.1(i). Remark 6.9. Since η ′ is a character of S φ ′ , we must have
. This can also be proved directly using Theorem 4.3 and Lemma 5.1. Remark 6.10. In the global-to-local argument, we can also use theta lifts for p-adic unitary groups instead of those for real unitary groups. For this, we need to modify the argument as follows.
• Instead of [27] , we use a result of Atobe-Gan [5] to describe some theta lifts for p-adic unitary groups explicitly. • Instead of [33] , we use an analog of a result of Moeglin [32] (see also [43, §6] ) for p-adic unitary groups to describe the representations in some A-packets explicitly.
Nonvanishing of integrals of matrix coefficients
In this section, we prove (6.4), which completes the proof of Theorem 4.1.
7.1. Doubling zeta integrals. Let F be a local field of characteristic zero and E anétale quadratic algebra over F . Let W be an n-dimensional skew-Hermitian space over E. We equip W = W ⊕ W with the skew-Hermitian form given by
Let P be the maximal parabolic subgroup of U(W ) stabilizing W △ . For s ∈ C and a character χ of E × , we write I(s, χ) = Ind
denotes the normalized parabolic induction and χ| · | s E is viewed as a character of P via the natural homomorphism
Let π be an irreducible tempered representation of U(W ) and (·, ·) : π × π → C an invariant Hermitian inner product. We consider the zeta integral 
• if F is archimedean, we denote by S(X) the space of Schwartz functions on X and by S(X) the subspace of S(X) consisting of functions which correspond to polynomials in the Fock model; • if F is nonarchimedean, we denote by S(X) the space of locally constant compactly supported functions on X.
Similarly, consider the symplectic space W = V ⊗ E W over F and define a complete polarization
for ϕ 1 , ϕ 2 ∈ S(X), where (·, ·) : S(X) × S(X) → C is an invariant Hermitian inner product.
On the other hand, we may define a U(W )-equivariant map
by F(ϕ)(g) = (Ω(g)ϕ)(0) for ϕ ∈ S(W ▽ ) and g ∈ U(W ). Hence, if m ≥ n, then we obtain a map
for ϕ 1 , ϕ 2 ∈ S(X) and f 1 , f 2 ∈ π, where the integral is absolutely convergent by Lemma 7.1. We also write
to indicate the data we are using. Obviously, for ϕ 2 ∈ S(X) and f 2 ∈ π, the map
Hence, if Z V,W,χ V ,χ W ,ψ (π) is nonzero, then the theta lift θ V,W,χ V ,χ W ,ψ (π) is nonzero. In fact, we have the following converse. If F is nonarchimedean or E = F × F , then this proposition has been proved in [13, Proposition 11 .5], [44, Lemma 8.6 ]. The rest of this section is devoted to the proof in the remaining case, which is the key technical innovation in this paper. 7.3. Inductive step. From now on, we assume that F = R and E = C. Let π be a discrete series representation of G = U(W ). We denote byπ the unitary completion of π, i.e. a unitary representation of G on a Hilbert space H such that π is isomorphic to the (g, K)-module on the space H K of K-finite vectors in H. Here g is the complexified Lie algebra of G and K is the maximal compact subgroup of G as in §3.1. We regard Z V,W,χ V ,χ W ,ψ (π) as a map on
By abuse of notation, we also regard the Weil representation ω as a smooth representation on S(X) equipped with the usual topology. 
is absolutely convergent for ϕ 1 , ϕ 2 ∈ S(X) and f 1 , f 2 ∈ H, and defines a separately continuous map
Proof. By [26, Theorem 3.2] , the function g → (ω(g)ϕ 1 , ϕ 2 ) is square-integrable, which implies the absolute convergence. The separate continuity follows from the argument in the proof of [26, Lemma 6.2], which we include here for the convenience of the reader. We have
where degπ is the formal degree ofπ and · is the Hilbert norm on H. This implies the separate continuity in the third and fourth variables. Let {ϕ 1,i } i≥1 be a sequence converging to ϕ 1 in S(X). By [41, Lemme 5] , there exists ϕ 0 ∈ S(X) such that
for all i ≥ 1 and x ∈ X. Fix ϕ 2 ∈ S(X) and put
for all i ≥ 1 and g ∈ G. Note that Φ is square-integrable (see the proof of [26, Theorem 3.2]). Then we have
for all i ≥ 1. Hence the dominated convergence theorem implies the separate continuity in the first variable. The proof for the second variable is similar.
Lemma 7.4. Assume that Z V,W,χ V ,χ W ,ψ (π) = 0. Let f 1 ∈ H be a nonzero element. Then there exist ϕ 1 , ϕ 2 ∈ S(X) and f 2 ∈ H such thatẐ (ϕ 1 , ϕ 2 , f 1 , f 2 ) = 0.
Proof. Fix ϕ 1,0 , ϕ 2,0 ∈ S(X) and f 1,0 , f 2,0 ∈ H K such that
Define a linear G-equivariant map A : S(X) → L 2 (G) by 
where V is an m-dimensional Hermitian space over C, W ′ is an (n + 1)-dimensional skew-Hermitian space over C, W is an n-dimensional skew-Hermitian subspace of W ′ , and W ⊥ is the orthogonal complement of W in W ′ . Let π and π ′ be discrete series representations of G = U(W ) and G ′ = U(W ′ ), respectively. We denote byπ andπ ′ the unitary completions of π and π ′ , respectively, and by (π ′ | G ) disc the discrete spectrum of the restriction ofπ ′ to G.
Lemma 7.5. Assume that m > n and thatπ occurs in (π ′ | G ) disc . Then we have
Proof. Consider the symplectic spaces
We may take complete polarizations
Then we have an identification hand, for any ϕ ′ ∈ S(X ′ ), the function g → (ω ′ (g)ϕ ′ , ϕ ′ 3 ) on G is square-integrable (see the proof of [26, Theorem 3.2]). From this and the argument in the proof of Lemma 7.3, we can deduce that the map
is continuous. Hence we may assume that ϕ ′ 1 ∈ S(X ′ ). Similarly, we may assume that ϕ ′ 3 ∈ S(X ′ ). Then we may assume further that ϕ ′ i = ϕ i ⊗ ϕ ⊥ i with ϕ i ∈ S(X) and ϕ ⊥ i ∈ S(X ⊥ ). Since
Finally, by Lemma 7.3, we may assume that f ′ 1 and f ′ 3 are K-finite vectors in H. This shows that Z V,W,χ V ,χ W ,ψ (π) = 0 and completes the proof.
Fix an m-dimensional Hermitian space V over C and a character χ V of C × such that χ V | R × = ω m C/R . Let (r, s) be the signature of V . Since ω V,W,χ V ,χ W ,ψ −1 = ω −V,W,χ V ,χ W ,ψ , we may assume that ψ is as given in §4.1 by replacing V by −V if necessary. For any n-dimensional skew-Hermitian space W over C and any discrete series representation π of U(W ) with Harish-Chandra parameter λ, we define integers k λ , r λ , s λ as in §4.3 with respect to k 0 and χ V , where k 0 = −1 or 0 is determined by m ≡ n + k 0 mod 2.
Note that k λ ≡ k 0 mod 2 and
Lemma 7.7. Let W be an n-dimensional skew-Hermitian space over C and π a discrete series representation of U(W ) with Harish-Chandra parameter λ. Assume that k λ ≥ 0 and (r, s) = (r λ + l, s λ + l)
for some integer l ≥ k λ 2 (and hence m ≥ n). Then Z V,W,χ V ,χ W ,ψ (π) = 0.
Note that by Theorem 4.3, the assumption automatically implies that θ V,W,χ V ,χ W ,ψ (π) = 0.
To prove this lemma, we need the notion of K-types of minimal degrees introduced by Howe [18] . Let (p, q) be the signature of W . We take the maximal compact subgroup K ∼ = U(p)×U(q) of U(W ) = U(p, q) as in §3.1 and parametrize the irreducible representations of K by highest weights (a 1 , . . . , a p ; b 1 , . . . , b q ), where • a i , b j ∈ Z; • a 1 ≥ · · · ≥ a p and b 1 ≥ · · · ≥ b q .
Similarly, we take the maximal compact subgroup K ′ ∼ = U(r) × U(s) of U(V ) = U(r, s) and parametrize the irreducible representations of K ′ .
Let P = ∞ d=0 P d be the Fock model of the Weil representation ω V,W,χ V ,χ W ,ψ of U(W ) × U(V ) relative to the data (χ V , χ W , ψ) given in §4.1, where P is the space of polynomials in mn variables and P d is the subspace of homogeneous polynomials of degree d. Note that P d is invariant under the action of K × K ′ . For any irreducible representation µ of K occurring in P, we define the (r, s)-degree of µ as the smallest nonnegative integer d such that the µ-isotypic component of P d is nonzero, which depends only on r − s (see [36, Lemma 1.4.5] ).
Let H be the space of joint harmonics, which is a K × K ′ -invariant subspace of P. For any irreducible representations µ and µ ′ of K and K ′ , respectively, we say that µ and µ ′ correspond if µ ⊠ µ ′ occurs in H, in which case µ and µ ′ determine each other. This correspondence can be described as follows. 
where • a i , b j , c k , d l ∈ Z;
• a 1 ≥ · · · ≥ a x > 0 > b 1 ≥ · · · ≥ b y and c 1 ≥ · · · ≥ c z > 0 > d 1 ≥ · · · ≥ d w ; • x + y ≤ p and z + w ≤ q; • x + w ≤ r and z + y ≤ s.
Proof. Given our choice of the data (χ V , χ W , ψ), the assertion follows from [23, Theorem 5.4] . We remark that the convention in [23] is different from ours (see [23, Lemma 3 .1] and [12, p. 758] ). In particular, to switch the left and right actions of U(W ) on W , we need to compose the Weil representation ω V,W,ξ as in [23, §3.3] relative to the pair ξ = (χ W , χ −1 V ) with the automorphism g → t g −1 of U(p, q).
Let π be an irreducible representation of U(W ) such that the theta lift θ V,W,χ V ,χ W ,ψ (π) to U(V ) is nonzero. Let µ be a K-type of π, i.e. an irreducible representation of K occurring in π| K . We say that µ is of minimal (r, s)-degree in π if the (r, s)-degree of µ is minimal among all K-types of π, in which case µ occurs in H. Lemma 7.9. Let π be a discrete series representation of U(W ) satisfying the assumption of Lemma 7.7. Let µ be the lowest K-type of π. Then µ is of minimal (r, s)-degree in π.
Proof. Put (r 0 , s 0 ) = (r λ + [ k λ 2 ], s λ + [ k λ 2 ]), so that r 0 + s 0 = n or n − 1. Let V 0 be the Hermitian space over C of signature (r 0 , s 0 ). Then by Theorem 4.3, the theta lift θ V 0 ,W,χ V ,χ W ,ψ (π) to U(V 0 ) is nonzero. Moreover, by [36, Proposition 0.5] and [37, Proposition 1.4], µ is of minimal (r 0 , s 0 )-degree in π. On the other hand, for any K-type ν of π, the (r 0 , s 0 )-degree of ν agrees with the (r, s)-degree of ν. Hence µ is of minimal (r, s)-degree in π.
We also need a seesaw diagram
, where V 1 and V 2 are the Hermitian spaces over C of signatures (r, 0) and (0, s), respectively, such that V = V 1 ⊕ V 2 and K ′ = U(V 1 ) × U(V 2 ). Consider the symplectic spaces
over F , so that W = W 1 ⊕ W 2 . We may take complete polarizations
where χ V 1 , χ V 2 are characters of C × given by
with some integers m 1 , m 2 such that m 1 ≡ r mod 2, m 2 ≡ s mod 2, m 1 + m 2 = m 0 .
Then we have an identification (ω, S(X)) = (ω 1 ⊠ ω 2 , S(X 1 ) ⊗ S(X 2 )) as representations of U(W ) × U(V 1 ) × U(V 2 ).
We now prove Lemma 7.7. Let π be a discrete series representation of U(W ) satisfying the assumption of Lemma 7.7. Let µ be the lowest K-type of π. By Lemma 7.9, we may write µ = (a 1 , . . . , a x , 0, . . . , 0, b 1 , . . . , b y ; c 1 , . . . , c z , 0, . . . , 0, 
