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RÉSUMÉ 
Dans ce mémoire, on généralise la notion de vérification automatique de modèles au contexte 
flou. On définit des structures de Kripke floues et on leur associe des logiques temporelles floues, 
dénotées NCTL * et NCTL. On vérifie que les opérateurs de la logique NCTL sont monotones 
et qu'il y a moyen de faire de la vérification de modèles dans ce contexte. On en fait alors la 
démonstration. 
CHAPITRE l 
INTRODUCTION 
Ce mémoire traite de vérification de modèles, terme traduit de l'anglais Model Checking et dont 
on pourra trouver les rudiments dans (15), (3) ou (14). Nous en revoyons les aspects essentiels 
sous l'angle de la logique fioue. Suivant la terminologie employée dans (11) nous abordons le sujet 
dans le cadre restreint de la vérification de modèles globale avec une approche dite sémantique ou 
itérative. Sous ce dernier aspect, notre travail rejoint l'article de Chechik et al. (2) qui consiste 
en une généralisation de la vérification de modèles basée sur des logiques multivalentes finies. 
Pour faire un peu de (petite) histoire disons que nous avons commencé le présent mémoire en 
tentant d'adapter ce dernier travail au cas flou, infini. Cette entreprise semblait raisonnable dans 
le cadre d'une maîtrise en informatique théorique. Une fois le travail complété, ce qui ne s'est 
pas fait sans peine, nous avons pressenti et réalisé le fait qu'il n'était peut-être pas nécessaire 
de procéder comme il est fait dans (2). 
Dans ce dernier article on généralise les opérateurs CTL au contexte multivalent en y étendant 
d'abord la définition de la modalité EX. Pour ce faire, on introduit une opération sur des 
ensembles multivalués que l'on nomme «Backward image» qui permet de définir la sémantique 
de l'opérateur CTL multivalué EX. À l'instar de ce qui est fait dans (3), on exécute cette 
opération de manière groupée plutôt que de l'interpréter comme la généralisation d'une possible 
composition d'opérateurs distincts, notamment E et X, comme cela est présenté, par exemple, 
dans (3). Le résultat est une logique appelée XCTL. 
Mais, même en contexte multivarié, il nous semblait plus naturel de calculer la sémantique de 
ces deux opérateurs de manière totalement indépendante l'une de l'autre. Cette perspective ne 
coïncidait pas vraiment avec le caractère «monolitique» des opérateurs «Backward». 
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Nous avons choisi plutôt de généraliser la logique CTL* (où les opérateurs E et X cohabitent 
de manière strictement indépendante l'un de l'autre), et tous les opérateurs qui la composent, 
à la logique floue standard. 
Là encore, le tout ne s'est fait sans embûches. En effet, bien que certains opérateurs se 
généralisent aisément en logique floue, d'autres, comme l'opérateur Until, noté U dans le mé­
moire, demandent un soin particulier car on peut les définir de plusieurs manières possibles. 
Par exemple, dans le cas précis de l'opérateur U, défini ainsi: 
•	 pour f et 9 des propriétés d'un système donné, l'opération (f U g) signifie que f est vraie 
jusqu'à ce que 9 le soit, en précisant que 9 le sera bel et bien un jour 
on pourrait être porté à croire que l'aspect principal de cet opérateur réside dans le fait que la 
propriété 9 est vraie pour une première fois, car alors, à l'instant où 9 est vraie, il faut que fait 
toujours été vraie avant cet instant pour que (JUg) soit vraie. 
Or ce n'est pas le cas. En fait, l'idée fondamentale qui permet de généraliser efficacement 
l'opérateur U ne tient pas tant dans le fait qu'il y a une première fois où la propriété 9 est vraie 
comme dans le fait que «pour avoir (JUg) vraie»: 
il Y a une première fois où la propriété 9 est vraie et elle peut aussi l'être subséquemment. 
Notons que cette propriété banale a peu, voire pas du tout d'incidence sur la version ordinaire 
de l'opérateur U. La logique binaire masque l'intérêt fondamental qu'elle a en logique floue. En 
effet, cette dernière apporte ici une nuance importante en donnant à l'interprétation finale du 
résultat une valeur intermédiaire entre vrai et le faux. 
Ainsi, dans le cas qui nous occupe, l'évaluation de l'opération floue (JUg) sur un chemin 7f 
dépend de celle des valeurs de vérités des formules f et 9 sur 7f qui peuvent non seulement être 
oou 1, mais aussi prendre toute valeur entre 0 et 1. Cela a pour conséquence que l'on doit, en 
général, tenir compte de l'évaluation de la valeur de vérité de la formule 9 sur un nombre plus 
grand d'états que dans le cas ordinaire. En fait, l'évaluation de la version floue de fUg repose, 
nous le verrons plus loin, sur des opérations consistant à trouver le maximum et/ou le minimum 
de certains ensembles de valeurs de vérités. 
Et nous somme tombés dans le piège! Nous avons d'abord défini inadéquatement l'opération 
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fU9 en tenant compte du fait que l'opération 9 était «vraie» une première fois. Cela nous a 
mené à définir une généralisation complexe et tordue (dans le sens mathématique - «skewed» si 
on préfère). Le travail avançait lentement et chaque identité usuelle de CTL* devait être revue 
complètement pour faire en sorte que sa généralisation ait un sens. 
Puis la lumière fut. Révisant une n+unième fois notre ébauche, nous y avons (la +unième fois) 
trouvé une erreur de fond salutaire, nous forçant à revoir complètement la définition de base de 
l'opérateur Until. Salutaire, en effet, car nous avons découvert que la meilleure généralisation 
de cet opérateur est aussi la plus simple qui soit dans le contexte: il n'est pas nécessaire de 
comptabiliser le premier instant où la seconde propriété est vraie. 
D'un point de vue logique (temporelle), tou t devient clair si on fai t ce constat. Il est possible alors 
d'évaluer la sémantique de l'opération fioue fU 9 uniquement avec les généralisations ordinaires 
des connecteurs et quantificateurs logiques calculés à l'aide des fonctions max et min. Cette 
généralisation coïncide parfaitement avec la définition de l'opération ordinaire. 
Bien sûr, il a fallu tout recommencer une autre fois! Mais cela a été la partie facile. La 
généralisation finale que nous proposons et étudions dans ce mémoire est naturelle. Les identités 
que l'on trouve habituellement dans CTL* se relèvent aisément. On pourrait même penser qu'il 
s'agit d'une simple traduction «catégorique» voire «fonctorielle» de la vérification de modèles 
ordinaire tant, une fois située dans le «bon» contexte, elles sont identiques. 
Il faut cependant prendre garde de ne pas sous-estimer cette généralisation. Par exemple, dans 
ce nouveau contexte, le travail de Chechik et al. dans (2) se résume, théoriquement parlant du 
moins, à l'étude d'un opérateur particulier que l'on peut introduire indépendamment des autres 
opérateurs flous. Nous le verrons dans le chapitre 3. 
Nous avons découpé le corps du mémoire en trois chapitres. Dans le chapitre 2, nous introduisons 
en premier lieu les outils de base permettant de saisir le contexte dans lequel vit la vérification 
de modèles, à savoir la théorie de treillis complets et les systèmes de transition. Puis nous 
décrivons la méthode itérative classique permettant de résoudre le problème de la vérification 
de modèles ordinaire. 
Nous expliquons dans le chapitre 3 d'abord les rudiments de la logique floue nécessaires à la 
conception de la méthode itérative floue solutionnant la vérification de modèles floue. Puis nous 
en démontrons la viabilité. 
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Dans le dernier chapitre, nous survolons le fait que la vérification de modèles floue est possible 
sans toutefois vraiment creuser la question. Nous terminons le mémoire en donnant des avenues 
de recherches futures dans la conclusion. 
Il importe d'ailleurs de préciser ici les limites de cet ouvrage. Comme il a été souligné au départ, 
nous ne visons qu'à montrer la possibilité (théorique) de généraliser la vérification de modèles 
ordinaire au cas où on se sert de logiques infinies (floues) pour en décrire les propriétés. Aucune 
mise en oeuvre de ces recherches n'a été tentée jusqu'à maintenant, en ce qui nous concerne. De 
même, la relation avec le monde flou, tourné systématiquement vers les applications concrètes, 
est relativement ténue. La logique floue apparaît en fait parce qu'on y traite de logiques de 
valence infinie. 
Cependant, à notre connaissance, ce terrain de recherche est encore vierge à toutes fins pratiques. 
Sur «Google» les mots clés «"fuzzy logic ", "model checking"» aboutissaient, au moment où nous 
avons exploré la chose, systématiquement aux travaux de Chechik et al. où on précise de manière 
explicite ne pas aborder les logiques infinies. Les seules recherches bibliographiques positives 
que nous avons obtenues nous ont conduit à des vérifications de modèles probabilistes qui ont 
peu en commun avec ce que nous avons fait. 
CHAPITRE II 
LES STRUCTURES MATHÉMATIQUES 
La vérification de modèles globale consiste à déterminer pour un modèle fini M d'un système 
donné et pour une fomule <p donnée, l'ensemble des états de M qui satisfont <p. Pour y parvenir, 
nous procédons itérativement et obtenons cet ensemble comme point fixe (plus petit ou plus 
grand) d'un opérateur particulier. Le contexte mathématique général approprié pour introduire 
ces opérateurs est celui des treillis complets. On peut en effet y définir la notion d'opérateur 
monotone avec laquelle l'existence d'un point fixe est toujours assurée. Nous étudions sommaire­
ment ces treillis dans la section 2.1 et terminons l'étude plus spécifique des points fixes dans la 
section 2.2. 
Dans ce mémoire, le terme système est entendu dans le sens informel de système d'information. 
Cependant, le concept mathématique précis qui modélise cette dernière notion et que nous 
reprenons ici, est celui de système de transition, plus précisément celle de structure de Kripke. 
Il fait l'objet de la section 2.3. 
Les propriétés des systèmes sont, quant à elles, exprimées à l'aide de logiques modales spéciales, 
dites des logiques temporelles. Après les avoir brièvement décrites en général nous donnons, 
dans la section 2.4, deux versions de la logique CTL *. La seconde de ces versions est celle qui 
nous permettra de définir la logique floue analogue, ~CTL *, au chapitre 3. Nous terminons ce 
chapitre avec l'étude des propriétés itératives de CTL qui permettent de démontrer que l'on 
peut faire de la vérification de modèles avec CTL, le but final de ce travail étant de montrer 
qu'il est possible de démontrer la même chose avec la logique ~CTL*. 
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2.1 Les treillis 
Définition 1 Soit P un ensemble. Un ordre partiel sur P est un sous-ensemble du produit 
cartésien de P avec lui-même, appelé aussi une relation binaire sur P, dénotée sous forme 
d'opérateur infixe S, et satisfaisant les conditions suivantes. Pour tout x, y, z dans P on a: 
i.	 x:S x, (réflexivité) 
ii.	 x:S y et y :s x entraînent x = y, (antisymétrie) 
iii.	 x:S y et y :s z entraînent x S z, (transitivité). 
Remarque 1 Lorsqu'il n'y a pas de confusion possible, on désigne un ordre partiel sur un 
ensemble P comme étant P lui-même, au lieu d'utiliser la notation structurelle < P, S>. Un 
ordre partiel est aussi appelé un ordre tout court. Dans un ordre partiel P, il se peut que deux 
éléments x, y E P ne soient pas comparables, c'est-à-dire que ni x S y, ni y S x ne soit vrai. 
Lorsqu'on exige qu'ils le soient, l'ordre est dit total. 
Exemples: 
1.	 Soit E un ensemble. On désigne par p(E) l'ensemble des parties de E. Il est bien connu 
que la relation d'inclusion ç est un ordre partiel sur p(E). 
2.	 Le segment de nombre réels [0,1] muni de l'ordre usuel sur les nombres réels":s" est un 
ordre total. 
Définition 2 Soit P un ordre partiel et soit Q ç P. Soit a E Q. On dit que: 
i.	 a est un élément maximal de Q si, pour tout x E Q on a a :s x ~ a = x et a est un 
élément minimal de Q si, pour tout x E Q on a x S a ~ a = x. 
iL	 a est le plus grand élément de Q si, pour tout x E Q on a x :s a et a est le plus petit 
élément de Q si, pour tout x E Q on a a S x. 
Définition 3 Soit P un ensemble ordonné. Le plus grand élément de P, s'il existe, est dénoté 
T, le plafond de P et le plus petit élément de P, s'il existe, est dénoté ..i, le plancher de P. 
7 
Exemples: 
1.	 Le plancher et le plafond de p(E) sont respectivement J'ensemble vide, 0, et l'ensemble E 
lui-même. 
2.	 Le plancher et le plafond de [0,1] sont respectivement a et 1. 
Définition 4 Soit P un ensemble ordonné et un sous-ensemble 5 ç P. Un élément x E Pest 
une borne supérieure de 5 si, pour tout s E 5, on a s ~ x. Un élément y E P est une borne 
inférieure de 5 si, pour tout s E 5, on a y s: s. L'ensemble des bornes supérieures de 5 est 
dénoté par (1(5) et celui des bornes inférieures de 5 par &(5). Si l'ensemble (1(5) admet un 
plus petit élément x E P alors x est appelé la plus petite borne supérieure et est dénoté sup(5). 
Si l'ensemble &(5) admet un plus grand élément y E P alors y est appelé la plus grande borne 
inférieure et est dénoté inf(5). On dénote par x fi y = inf({x,y}), lorsque cet inf existe et 
x V y = sup( {x, y}), lorsque ce sup existe. 
Définition 5 Un treillis sur un ensemble A est un ordre (A,~) tel que pour toute paire 
d'éléments x, y dans A, x fi y et x V y existent. Un treillis est complet lorsque pour tout 
sous-ensemble B d'éléments de A, on a que sup(B) et inf(B) existent dans A. 
Proposition 1 Les ordres p(E) et [0,1] sont des treillis complets. 
5i < A, ~> est un ordre sur A muni d'une structure de treillis, alors les lois suivantes sont 
valides dans A: 
i.	 Idempotence
 
Pourtout x E A, x fi x = x et x V x = x.
 
ii.	 Commutativité
 
Pourtout x, y E A, x fi y = y fi x et x V y = y V x.
 
iii.	 Associativité
 
Pourtout x, y, z E A, (x fi y) fi z = x fi (y fi z) et (x vy) V z = x V (y V z).
 
iv.	 Absorption
 
Pourtout x, y E A, x V (x fi y) = x et x fi (x V y) = x.
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v.	 Neutre 
Pourto'ut x E A, x V .1. = .1. V x = x et x /\ T = T /\ x = x. 
Définition 6 Un treillis < A,::;> est distributif si et seulement si, pour tout x, y, z dans A on a 
x /\ (y V z) = (x /\ y) V (x /\ z) et x V (y /\ z) = (x Vy) /\ (x V z). 
Définition 7 Un treillis < A,::;> est booléen si et seulement si, 
•	 il existe un plancher et un plafond dans A, 
•	 le treillis < A,::;> est distributif, 
•	 pour tout élément a E A il existe un élément rv a tel que a/\ rv a = .1. et aV rv a = T. 
L'élément rv a est appelé le complément de a. 
Les treillis booléens sont mieux connus sous le nom d'algèbres de Boole, le terme "algèbre" étant 
entendu dans le sens des algèbres universelles. 
Proposition 2 Dans toute algèbre de Boole, on a, pour to'ut a, b dans A, 
i.	 rv.l = T et rv T = .1. 
n.rv(rva)=a 
222.	 aV rv a = T et a/\ rv a = .1. 
iv.	 Les lois de De Morgan: 
a.	 rv (a /\ b) =rv aV rv b 
b.	 rv(aVb)=rva/\rvb 
Exemple: 
On dénote par B l'algèbre de Boole contenant les valeurs logiques true et false, muni des 
opérations "et" logique, pour le /\ et le "ou" logique, pour le V. On utilisera aussi l'algèbre 
de Boole B' contenant les deux entiers 0 et 1, muni des opérations addition modulo 2 pour 
le V et de multiplication usuelle pour le /\. Ces deux algèbres sont isomorphes. 
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Définition 8 Soient les opérations binaires 
Max: [0,1] x [0,1] ---7 [0,1] et Min: [0,1] x [0,1] ---7 [0,1] 
telles que pour tout x, y dans [0,1], Max(x, y) donne le plus grand des deux nombres x ou y 
ordonnés selon l'ordre usuel et tel que tout x, y dans [0,1], Min(x, y) donne le plus petit des deux 
nombres x ou y ordonnés selon l'ordre usuel. On définit les opérateurs infixes correspondants 
'Max': 10,1] x [0,1]---7 [0,1] et 'Min' : [0,1] x [0,1] ---7 [0,1] 
où, pour tout x, y dans [0,1], on a respectivement x 'Max' y = Max(x, y) et x 'Min' y = 
Min(x, y). Si E = {Xl, X2,'" xn } est un ensemble fini et f : E ---7 [0, 1] une fonction, alors on 
définit deux quantificateurs numériques max f(x) et min f(x) respectivement par les formules 
xEE xEE 
suivantes: 
maxf(x) = f(Xl) 'Max' f(X2) 'Max' ... 'Max' f(x n ), 
xEE 
min f(x) = f(Xl) 'Min' f(X2) 'Min' ... 'Min' f(x n ). 
xEE 
Par convention, lorsque E est vide, le quantificateur retourne le neutre de l'opération itérée. 
Ainsi, puisque f prend ses valeurs dans l'intervalles [0, 1], on a 
maxf(x) = 0,
xE0 
minf(x) = 1. 
xE0 
Proposition 3 Pour tout entier n ~ 0, tout ensemble E = {Xl, X2,'" xn} et toute fonction 
f : E ---7 [0, 1], on a 
1 - maxf(x) = min(l - f(x))
xEE xEE 
et 
1- minf(x) = max(l - f(x)).
xEE xEE 
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Démonstration. Pour la première identité, notons que la fonction tp(x) = l-x est décroissante 
car si x :s; y alors -x;:::: -y et 1 - x;:::: 1 - y. Supposons Xi tel que f(x;) = maxf(x) alors pour 
xEE 
tout y E E on a f(Xi) 2 f(y) et ainsi 
1 - max(f(x)) = 1 - f(x;) = min(l - f(y)).
xEE yEE 
La seconde indentité se prouve de la même manière. 
2.2 La théorie des points fixes 
Définition 9 Soit S un ensemble. Un prédicat f sur S est une fonction f: S ----+ B. 
Soit S un ensemble. On peut considérer tout sous-ensemble S' E p(S) comme un prédicat Sur 
S avec S' : S ----+ B, en posant: 
\:Ix E S, S'(x) = vrai <=} x ES'. 
On distingue deux prédicats particuliers sur S dénotés Vrais et Fauxs, associés respectivement 
à l'ensemble S et à l'ensemble vide, définis comme suit: 
\:Ix E S, Vrais(x) = vrai 
et 
\:Ix E S, Fauxs(x) = faux. 
On dénote aussi ces derniers respectivement par Vrai et Faux lorsqu'aucune confusion n'est à 
craindre. 
Définition 10 Une fonction r : p(S) ----+ p(S) est appelée une transformation de prédicats sur S. 
Définition 11 Soit S un ensemble et r: p(S) ----+ p(S) une transformation de prédicats sur S. 
i. On dit que r est monotone si et seulement si pour tous sous-ensembles P, Q dans p(S) 
on a
 
P ç Q => r(P) ç r(Q).
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Il.	 On dit que Test U-continue si et seulement si pour tous sous-ensembles PI, P2 , P3 ... dans 
p(S) on a 
Ill.	 On dit que Test n-continuc si et seulement si pour tous sous-ensembles PI, P2 , P3 ... dans 
p(S) on a 
IV.	 On dénote les itérées de T sous la composi tion usuelle par Ti, i 2' 0 où on définit, pour tou t 
Z E p(S), TO(Z) = Z et pour tout i 2' 0, Ti+I(Z) = T(Ti(Z)). 
v.	 Tout sous-ensemble Z E p(S) est appelé un point fixe de T si et seulement si on a 
T(Z) = Z. 
vi.	 Le plus petit point fixe de T, s'il existe, est le sous-ensemble Z E p(S) tel que 
a.	 Z est un point fixe de T, 
b. si Y est un point fixe de T, alors Z ç Y.
 
On le dénote par p,Z.T(Z).
 
VII.	 Le plus grand point fixe de T, s'il existe, est le sous-ensemble Z E p(S) tel que 
a.	 Z est un point fixe de T, 
b. et si Y est un point fixe de T, alors Z :2 Y.
 
On le dénote par VZ.T(Z).
 
Théorème 1 (Knaster-Tarski) Soit S un ensemble et T une transformation de prédicats 
sur S. Si T est monotone, alors on a: 
i.	 p,Z.T(Z) = n{ZIT(Z) ç Z} 
ii.	 VZ.T(Z) = U{ZIT(Z) :2 Z} 
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Démonstration. Pour démontrer l'assertion i., posons 
<1> = {XIT(X) ç X} et Y = n x. 
XE<\> 
Nous devons montrer que Y est la plus petite solution de l'équation 
T(X) = x. 
Notons d'abord que <1> n'est pas vide car on a T(S) ç S ce qui entraîne que S est dans <1>. 
Remarquons aussi que si on a un sous-ensemble X E r(S) tel que T(X) = X, alors on a 
T(X) ç X. Montrons que Y = T(Y). 
Pour tout X dans <1> on a l'inclusion Y ç X car l'intersection définissant Y se fait aussi sur X. 
Puisque T est monotone, on a T(Y) ç T(X) ç X ce qui fait que T(Y) ç X. Cela étant vrai 
quelque soit X dans <1>, cela est aussi vrai de leur intersection, nxE'!'X, On a donc T(Y) ç Y. 
Puisque T est monotone, on a alors 
T(T(Y)) ç T(Y), 
c'est-à-dire que T(Y) E <1>. Donc, puisque Y est sous-ensemble de chaque élément de <1> on a bien 
y ç T(Y). L'assertion i. est démontrée. 
Pour démontrer la seconde assertion, il suffit de «dualiser» la preuve précédente. C'est-à-dire 
que si, dans un énoncé, on échange respectivement S, C et n par 0, :J et U alors les axiomes des 
algèbres de Boole sont invariants. Un argument basé sur ces transformations sera donc toujours 
valide une fois ces dernières faites. Posons 
<1>	 = {XIX ç T(X)} et Y = U X. 
XE<\> 
Nous devons montrer que Y est la plus grande solution de l'équation 
T(X) = x. 
Notons d'abord que <1> n'est pas vide car on a T(0) "2 0 ce qui entraîne que 0 est dans <1>. 
Remarquons aussi que si on a un sous-ensemble X E r(S) tel que T(X) = X, alors on a 
T(X) "2 X. Montrons que Y = T(Y). 
Pour tout X dans <1> on a l'inclusion Y "2 X car la réunion définissant Y se fait aussi sur X. 
Puis que T est monotone, on a T(Y) "2 T(X) "2 X ce qui fait que T(Y) "2 X. Cela étant vrai 
quelque soit X dans <1>, cela est aussi vrai de leur réunion, UXE<\>X, On a donc T(Y) "2 Y. 
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Puisque T est monotone, on a alors 
c'est-à-dire que T(Y) E <P. Donc, puisque Y est sur-ensemble de chaque élément de <P on a bien 
y 2 T(Y). L'assertion ii. est démontrée. 
Lemme 1 Soit S un ensemble. Alors toute transformation de prédicats T qui est U-continue ou 
n-continue est monotone. De plus, si S est fini alors toute transformation monotone sur S est 
U-continue et n-continue. 
Démonstration. Soient X, X' des sous-ensembles de S tels que X ç X'. Alors on a 
XUX' = X', et xnx' = x. 
Si Test U-continue alors on a T(X') = T(X) U T(X') et si Test n-continue alors on a T(X) = 
T(X) n T(X'). Dans les deux cas on a bien T(X) ç T(X') ce qui achève la démonstration de la 
première assertion. 
Pour démontrer la seconde, supposons S de cardinalité finie. Soit (Xi)i>O une suite de sous­
ensembles croissante de S, c'est-à-dire 
et telle que pour tout i E N on a IXil = ni' Alors on a 
Cela signifie qu'il existe un entier j ~ 0 tel que pour tout entier k ~ j, on a nk = nj ce qui 
entraîne à son tour que pour tout entier k ~ j on a Xk = X j . Puisque la suites des Xi est 
croissante on a bien 
UXk = X j et T( UXd = T(Xj ). 
k~O k~O 
D'autre part, T est monotone. Donc, puisque la suite (Xi)i>O est croissante, on a 
UT(Xk) = T(X j ) et T( UX k) = UT(Xk). 
k~O k~O k~O 
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Théorème 2 (Théorème du point fixe de Kleene) Si 7 est U-continue (respectivement 
n-continue), alors on a 
fJ2.7(Z) = U7 i (0) (resp. VZ.7(Z) = n7i (S)). 
i~O i~O 
Démonstration. Soit une transformation de prédicats 7 U-continue. Montrons, par récurrence, 
que 7 est croissante. On a, par définition d'itérée, 0 = 7°(0). Donc, évidemment, 7°(0) ç 7 1(0). 
Par le lemme précédent, 7 est monotone. Ainsi on a 
Puisque 7 est U-continue on a 
7(U 7i (0)) = U 7i+1(0) = U 7i (0). 
i~O i~O i~O 
C'est-à-dire que Ui~O 7 i (0) est un point fixe de 7. Pour voir que c'est le plus petit point fixe, 
supposons X E tJ(S) un point fixe de 7. Alors on a 0 = 7°(0) ç X. De plus, pour tout entier 
i 2: 0 on a 7i (0) ç X =} 7H1 (0) ç 7(X) = X. Donc Ui~O 7i (0) ç X. 
La première partie du théorème est démontrée. On démontre la seconde partie en dualisant la 
première. 
Montrons, par récurrence, que 7 est décroissante. On a, par définition d'itérée, S = 7 0 (S). 
Donc, évidemment, 7 0 (S) :2 7 1(S). Par le lemme précédent, 7 est monotone. Ainsi on a 
Puisque 7 est n-continue on a 
7(n7i(S)) = n7i+1(S) = n 7i (S). 
i~O i~O i~O 
C'est-à-dire que ni~O 7 i (S) est un point fixe de 7. Pour voir que c'est le plus grand point fixe, 
supposons X E p(S) un point fixe de 7. Alors on aS = 70 (S) :2 X. De plus, pour tout entier 
i 2: 0 on a 7i(S) :2 X =} 7H1 (S) :2 7(X) = X. Donc ni~O 7i(S) :2 X. Le théorème est 
démontré. 
Théorème 3 Soit 7 une transformation de prédicats monotone sur S, où S est un ensemble de 
cardinalité finie, n = 151. Alors on a 
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Démonstration. La transformation 7 est monotone. Par le lemme 1, puisque S est fini, elle 
est U-continue et n-continue. Ainsi, par le théorème 2 on a 
p,Z.7(Z) = U7 i (0) (resp. VZ.7(Z) = n7i (S)). 
i~O i~O 
Soit ni le nombre d'éléments dans 7i (0) (resp. ni = ISI-17i (S)I). Puisque 7 est monotone et S 
fini, la suite (nk) est croissante (resp. décroissante) majorée par n (resp. minorée par 0). Soit 
j le plus petit entier tel que nj = nj+l' Alors 7j (0) = 71+ 1 (0) (resp. 7 j (S) = 71+ 1(S)) car 
ces deux ensembles ont le même nombre d'éléments et que le premier est inclus dans le second. 
Cela entraîne 
Ainsi tn(O) = u(O) (resp. tn(S) = tj(S)). Puisque, pour tout entier 0:::; i:::; j, on a ti(O) ç tj(O) 
(resp. ti(S) ::2 tj (S)) alors on a 
7n (0) = 7j (0) = U7i (0) (resp. 7n(S) = 7j (S) = n7i (S)). 
i~O i~O 
2.3 Les systèmes de transitions 
Définition 12 Soit S un ensemble (fini ou infini). Un système de transition simple sur S est 
la donnée d'un quadruplet 
A = < S, T, a, (3 > 
où 
• S est appelé l'ensemble des états de A 
• T est l'ensemble des transitions de A telles que: 
a. a : T ---> S est une fonction qui assigne à chaque transition t son origine a( t), 
b. (3 : T ---> S est une fonction qui assigne à chaque transition t son but (3(t). 
Définition 13 Soit S un ensemble (fini ou infini). Un système de transition étiqueté sur S est 
la donnée d'un sextuplet 
A = < S, T, A, a, (3, 1 > 
où 
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• < S, T, a, {3 > est un système de transition simple sur S, 
•	 A est un ensemble fini appelé l'alphabet de A, 
•	 ,: T --+ A est la fonction d'étiquetage des transitions de A. 
Définition 14 Soit S un ensemble, E et F deux ensembles finis identifiés respectivement comme 
les paramètres d'états et les paramètres de transitions. Un système de transition paramétré par 
E et F sur S est la donnée d'un octotuplet 
A = < S, T, E, F, a, {3, " L > 
où 
• < S, T, a, {3 > est un système de transition simple sur S, 
•	 , : S --+ ~(E) est la fonction de paramétrage des états qui associe à chaque état un 
sous-ensemble des paramètres d'états, 
•	 L: T --+ ~(F) est la fonction de paramétrage des transitions qui associe à chaque transition 
un sous-ensemble des paramètres de transition. 
Remarque 2 Dans (1), on définit les systèmes paramétrés par E et F sur S avec E 
{XI, X 2 , ... , Xn}etF={Y1, Y2 ,···, Ym}commedesstructures 
A =< S, T, a, {3, Sx 1 , ••• , Sx n , Ty" ... ,TYm > 
où 
• < S, T, a, {3 > est un système de transition simple sur S, 
•	 Vi, Sx, ç S est l'ensemble des états de l'automate ayant la propriété Xi, 
•	 Vj : TYj ç T est l'ensemble des transitions de l'automate ayant la propriété Yj' 
Ces deux notions de systèmes paramétrés sont équivalentes. En effet, il suffit de poser 
POU1' tout XE E, XE ,(s) ssi 5 E SX, et pOUT tout Y E F, Y E ,(5) 55i 5 E Sy, 
pour réaliser cette équivalence. L'avantage de la première présentation tient à ce qu'elle 
mène directement à la notion de structure de Kripke qui est la structure généralement 
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utilisée pour modéliser les systèmes intervenant en vérification de modèles. Dans une 
structure de Kripke, il n'y a pas de paramètres sur l'ensemble des transitions. C'est-à-dire 
que F est vide. On omet donc son existence. 
Définition 15 Soit S ensemble et E un ensemble fini. Une structure de Kripke K sur S et E 
est la donnée d'un sextuplet 
K = < S, T, E, a, {3, 'Y > 
où 
• < S, T, a, {3 > est un système de transition simple sur S tel que l'image de a soit S en 
entier (S ç a(T)), 
•	 E est un ensemble de paramètres d'états, 
•	 'Y : S -> r(E) est la fonction de paramétrage des états qui associe à chaque état un 
sous-ensemble des paramètres d'états. 
Dans (3), on trouve une autre définition de la notion de structure de Kripke, définie sur un 
ensemble PA de propositions atomiques, pour faire référence au caractère logique dans lequel 
elle est plongée. Ces «propositions» ne sont «vraies» qu'aux états auxquels elles sont associées 
via une fonction d'étiquetage L : S -> r(PA) où S est l'ensembles des états de la structure. 
Plus précisément, soit PA un ensemble de propositions atomiques. 
Définition 16 Une structure de Kripke K' sur PA est la donnée d'un quadruplet 
K' =< S, Sa, R, L> 
où 
• S est un ensemble fini d'états, 
•	 Sa ç S est l'ensemble des états initiaux de K', 
•	 R ç S x S est une relation totale sur S décrivant les transitions du système. Par relation 
totale, on désigne ici un sous-ensemble de S x S tel que pour tout élément sES il existe 
un état Si E S tel que (s, Si) E R, 
•	 L: S -> r(PA) est une fonction qui associe à chaque état l'ensemble des propositions qui 
sont vraies dans cet état. 
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Il n'est pas difficile de voir que les deux notions de structure de Kripke dégagées plus haut sont 
équivalentes. En effet, l'ensemble S des états est décrit de la même manière dans les deux cas. 
La relation de transition donnée dans K par les fonctions a et 'Y est équivalente à la relation 
totale R de K' car on suppose avoir la relation d'inclusion S ç a(T). Enfin, en ajoutant une 
propriété initiale à PA pour définir l'ensemble des paramètres d'états E de K, 
E = PA U {initiale} 
puis en définissant 'Y par 
'Y: S -t p(E) 
où 
Vx E S, Y E 'Y(x)? ((y E PA et y E L(x)) ou (y = initiale et x E Sa)) 
on obtient clairement l'équivalence entre les deux fonctions 'Y et L, et, par conséquent, l'équiva­
lence entre les deux notions de structures de Kripke précédentes. Dans la suite du mémoire, une 
structure de Kripke sera toujours entendue dans le sens de la définition 16. 
Définition 17 Soit A un système de transition. Une exécution 'Tf dans A est une suite infinie 
d'états 
telle que pour tout entier i ;::: 0, (8i, 8i+ 1) est une transition dans l'ensemble des transitions T 
de A. On dit aussi que 'Tf est un chemin infini, ou plus succinctement un chemin, faisant alors 
référence à la théorie des langages sur l'alphabet S ou à celle plus générale des monoïdes. On 
dénote par f.L(A) (resp. f.L(K)) l'ensemble des exécutions possibles dans un système de transition 
A (resp. dans une structure de Kripke K). 
Définition 18 Soit une exécution 'Tf = 808]8283'" dans un système de transitions A. Un 
préfixe de 'Tf = 808] 8283 ... est une suite finie 808~ 8283' . . 8k d'états de S telle que pour tout 
entier i,O :::; i :::; k, 8~ = 8i. Un 8uffixe d'une exécution 'Tf = 808]8283 ... est une exécution 
8k8k+] 8k+28k+3 ... dans A où k ;::: 0 et telle que pour tout entier j ;::: 0, on a 8k+i = 8 k+i . On 
dénote ce suffixe par 'Tfk. Une exécution peut aussi être vue comme une fonction de N dans S, 
'Tf: N -t S. Si 'Tf = 808]8283 ... alors, pour tout entier, i ;::: 0, on pose 'Tf[i] = 8i. 
2.4 Les logiques temporelles 
Lorsqu'on veut vérifier qu'un modèle informatique, qu'il soit donné sous forme de structure 
de Kripke ou autrement, possède une propriété particulière, on doit avoir à sa disposition une 
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manière de décrire la propriété voulue. En général, le formalisme utilisé pour décrire le modèle 
ne suffit pas à la tâche et il faut le compléter. C'est à ce moment qu'interviennent les logiques 
temporelles du système. On entend par là un langage, un formalisme supplémentaire à celui 
utilisé pour le modèle qui permette d'exprimer certaines propriétés que peuvent avoir ou ne pas 
avoir certains états et/ou exécutions du modèle en question. Ces logiques sont destinées à tenir 
compte de l'évolution des systèmes dans le temps (discret). 
Il existe plusieurs logiques temporelles, adaptées à différents contextes, ayant des pouvoirs ex­
pressifs différents. Ces pouvoirs expressifs sont donnés par les opérateurs temporels qui con­
stituent chaque logique. La logique que nous utiliserons et que nous généraliserons est appelée 
CTL, un acronyme pour «Computation Tree Logic». Nous l'introduisons ici via une logique 
plus puissante que CTL, appelée CTL *. Elle est plus puissante dans le sens où CTL* permet 
d'exprimer tout ce que CTL est en mesure de faire alors que la réciproque est fausse. 
2.4.1 Les opérateurs temporels 
Comme leurs noms l'indiquent, ces opérateurs décrivent des propriétés de structures qui tiennent 
compte du «temps» (passé, présent et futur) du système sous analyse. Par «temps», on entend 
ici en fait le déroulement discret (combinatoire) des événements produits par le système. Dit 
autrement, tous ces opérateurs expriment des propriétés que possédait et/ou possède et/ou 
possèdera le modèle du système à un moment ou un autre, c'est-à-dire lorsque le système est 
dans un état ou un autre, ou passe d'un état à un autre. 
Ces opérateurs servent ainsi à exprimer certaines propriétés du comportement des systèmes. 
On suppose ici que ce comportement est «déployé», c'est-à-dire qu'il est donné sous forme 
d'arborescence orientée infinie représentant toutes les exécutions possibles du modèle du systè­
me. Dans ce contexte, les opérateurs indiqueront alors des propriétés sur les états (noeuds de 
l'arborescence) et sur les exécutions (chemins de l'arborescence) du modèle. 
En général, la logique propositionnelle munie des quantificateurs universel et existentiel usuels, 
ce qu'on appelle aussi la logique du premier ordre, suffit à décrire de manière simple et efficace 
les propriétés des états du système. D'ailleurs, la logique du premier ordre pourrait aussi servir 
à décrire les propriétés des chemins. Mais cela se ferait alors au prix d'une écriture très lourde 
et, comme il est indiqué dans (14), au prix de redondances logiques qui ne conviennent pas 
à l'analyse des systèmes. Voici la liste des opérateurs temporels que nous examinerons dans 
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ce mémoire, donnés avec leur interprétation respective. Ils énoncent des propriétés de certaines 
exécutions (ou chemins) dans le déployé du comportement d'un système. Puisque ces exécutions 
sont en fait des suites d'états particulières, il est normal qu'on fasse référence aussi à des états 
du système. Cette énumération n'est pas exhaustive. On pourra en trouver plusieurs autres 
dans (13), par exemple, qui traitent notamment de propriétés passées. 
Liste de certains opérateurs temporels 
i.	 L'opérateur de chemin unaire X, (pour «neXt»), indiquant qu'une propriété est vraie au 
prochain état d'une exécution donnée. 
ii.	 L'opérateur de chemin unaire F, (pour «Futur»), indiquant qu'une propriété sera éventuelle­
ment vraie en un certain état d'une exécution donnée. 
Ill.	 L'opérateur de chemin unaire G, (pour «Général» ou «Globalement»), indiquant qu'une 
propriété sera toujours vraie, c'est-à-dire qu'elle est vraie en tous les états d'une certaine 
exécution donnée. 
IV.	 L'opérateur de chemin binaire D, (pour «Until»), indiquant qu'une première propriété 
sera vraie en tous les états d'un certain préfixe d'une exécution jusqu'à ce qu'une seconde 
propriété soit vraie en un certain état suivant immédiatement le préfixe. 
v.	 L'opérateur de chemin binaire R, (pour «Release»), indiquant que la seconde propriété 
sera vraie tout le long de J'exécution, jusqu'à ce que soit atteint le premier état où la 
première propriété est vraie. Cependant, il n'est pas exigé que la première propriété soit 
éventuellement vraie. 
2.4.2 La logique CTL* 
Comme nous l'avons déjà mentionné, la logique CTL* est essentiellement un langage permettant 
de décrire certaines propriétés du déployé d'un système codé sous forme de structure de Kripke 
K =< S, So, R, L >. Outre l'ensemble S donné par K, ce langage comporte aussi 
1. des constantes logiques 
1 (= vrai), 0 (= faux) 
2.	 des connecteurs logiques,
 
"', A, V
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3. des quantificateurs logiques,
 
A, E
 
4.	 des quantificateurs temporels,
 
X, F, G, D, R
 
En logique, une propriété est une formule bien formée. On entend par là une formule qui a du 
sens synt&'(iquement parlant. En général, on décrit J'ensemble de ces formules récursivement. 
La logique CTL' est formée de deux classes distinctes de formules: celles qui concernent les 
états du système (cI» et celles qui concernent les exécutions (1'). 
Définition 19 Soit PA un ensemble fini de propositions atomiques. L'ensemble cI>(PA) des 
formules d'état sur PA est défini récursivement de la manière suivante: 
.1 E cI>(PA), 0 E cI>(PA), 
• \/x E PA, xE <I>(PA), 
• \/f E cI>(PA), ("-' f) E cI>(PA), 
• \/f,09 E cI>(PA), (f 1\ 09) E cI>(PA), 
• \/f,g E cI>(PA), (f V g) E cI>(PA), 
• \/f E 1'(PA), (Af) E cI>(PA), 
• \/f E 1'(PA), (Ef) E <I>(PA). 
Il n'y a pas d'autres formules d'état que celles obtenues précédemment. Remarquons que les 
quantificateurs A et E prennent comme argument des formules de chemins. 
L'interprétation intuitive, c'est-à-dire qui n'est liée à aucun système ou aucune représentation 
concrète particulier, de ces formules est le sens usuel des connecteurs et quantificateurs que l'on 
retrouve en logique du premier ordre, à savoir: 
i.	 La formule "-' f indique la négation de f et signifie qu'elle n'est vraie que si, et seulement 
si, la formule f est fausse. 
ii.	 La formule f 1\ 9 indique la conjonction de f et 9 et signifie qu'elle n'est vraie que si, et 
seulement si, les formules f et 9 sont vraies. 
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iii.	 La formule f V 9 indique la disjonction de f et 9 et signifie qu'elle n'est vraie que si, et 
seulement si, les formules f ou 9 sont vraies. 
iv.	 La formule Af indique une quantification logique sur un ensemble de chemins ayant une 
origine commune. Elle n'est n'est vraie que si, et seulement si, la formule f est vraie sur 
tous les chemins de l'ensemble donné. 
v.	 La formule Ef indique une quantification logique sur un ensemble de chemins ayant une 
origine commune. Elle n'est vraie que si, et seulement si, la formule f est vraie pour au 
moins un des chemins de l'ensemble donné. 
Définition 20 Soit PA un ensemble fini de propositions atomiques. L'ensemble Y(PA) des 
formules de chemins sur PA est défini de la manière suivante: 
.1 E Y(PA), 0 E Y(PA), 
• \:If E <I>(PA), f E Y(PA), 
• \:If E Y(PA), (cv i) E Y(PA), 
.\:If,gEY(PA), (f 1\ g)EY(PA), 
• \:If,g E Y(PA), (f V g) E Y(PA), 
• \:If E Y(PA), (Xi) E Y(PA), 
• \:If E Y(PA), (Fi) E Y(PA), 
• \:If E Y(PA), (Gi) E Y(PA), 
• \:If,g E Y(PA), (JUg) E Y(PA), 
• \:If,g E Y(PA), (fRg) E Y(PA), 
Il n'y a pas d'autres formules de chemin que celles obtenues précédemment. Remarquons que 
les formules d'état sont aussi, par définition, des formules de chemin. 
Il est à noter que les formules bien formées n'ont qu'un caractère syntaxique. Le sens intuitif 
de ces formules a été donné plus haut lorsque nous avons introduit les opérateurs temporels 
et que nous les avons interprétés dans le cadre d'un déployé abstrait, en termes d'états et 
d'exécutions d'un système. Pour leur donner un sens précis et rigoureux, on doit aussi disposer 
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des structures nécessaires permettant de calculer et vérifier les propriétés voulues c'est-à-dire 
d'un système d'axiomes donné sous une forme ou une autre, permettant de valider des énoncés. 
Dans le contexte que nous développons ici, les axiomes sont donnés par une structure de Kripke 
K =< S, So, R, L > sur un ensemble PA de propositions atomiques, via l'ensemble PA. 
On peut alors définir la sémantique du système récursivement sous la forme d'une relation de 
satisfaction dénotée «F=». 
Définition 21 Soient K =< S, So, R, L > une structure de Kripke sur un ensemble PA de 
propositions atomiques, s un état de S, Jr = SOSIS2 ... une exécution dans K où So E So. La 
relation de satisfaction F de CTL* est définie ainsi: 
1. \/p E PA, K,s FP {=? P E L(s)
def 
2. \/f E <I>(PA), {=? K,s ~f 
def 
3. \/!J,h E <I>(PA), K,s F fI V h {=? K, s F flou K, s F h 
def 
4. \/!J,h E <I>(PA), K,s F!J 1\ h {=? K, s F fI et K, s F h 
def 
5. \/g E T(PA), K,s F Eg {=? 3Jr tel que Jr[O] = s et K, Jr F g.
def 
6. \/g E T(PA), K,s FAg {=? \/Jr tel que Jr[O] = S on a K, Jr F g.
def 
7. \/f E <I>(PA), K,Jr {=? K, Jr[O] F f.Ff def 
8. \/g E T(PA), K,Jr {=? K,Jr[O] ~ 9 
def 
9. \/gl, g2 E T(PA), K,Jr F gl 1\ g2 {=? K,Jr F gl et K, Jr F g2·def 
10. \/gl, g2 E T(PA), K,Jr F gl V g2 {=? K,Jr F g1 ou K, Jr F g2·
def 
Il. \/g E T(PA), K,Jr FX9 {=? K, Jrl 
def F9· 
12. \/g E T(PA), K,Jr FFg {=? 3j ~ 0 t.q. K, Jrj 
def F9· 
13. \/g E T(PA), K,Jr F Gg {=? \/k ~ 0, K, Jrk F g.
def 
14. \/gl,g2 E T(PA), K,Jr F glUg2 {=? 3k ~ 0 t.q. K, Jrk F g2 et \/j, 0 ::; j < 
def 
k, K, Jrj F gl. 
{=? \/j ~ 0 si \/i, 0 ::; i < j, K, Jri ~ gl alors K, Jrj F g2.
def 
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Notons que les relations d'insatisfactions K, s F ! et K, 1T F 9 peuvent être obtenues en calculant 
respectivement les valeurs rv (K, s po J) et rv (K,1T po g) récursivement à partir des définitions 
précédentes. 
La relation de satisfaction «po» peut être revue dans un contexte plus facile à généraliser que 
celui qui vient d'être présenté. En utilisant la notion de fonction ou valeur de vérité d'une 
formule telle qu'elle est dégagée, par exemple, dans (8, p. 36) au sujet du calcul propositionnel 
multivalent, on peut considérer que cette relation est satisfaite seulement lorsqu'elle est vraie 
ou encore lorsque sa valeur de vérité est égale à un. Sinon, elle est fausse ou encore sa valeur de 
vérité est nulle. En dénotant respectivement par 
e: S x <I>(PA) -> {a, Il, (s,J) 1-> e(s,J) = e s (1) 
et, avec abus, 
e : IJ,(K) x l'(PA) -> {a, Il, (1T, g) 1-> e(1T, g) = e,,(g) 
les fonctions permettant d'évaluer la valeur de vérité d'une formule d'états et, respectivement, de 
chemins relativement à une structure de Kripke fixe K, on obtient alors la liste des évaluations 
correspondantes donnée dans la définition suivante. 
Définition 22 Soient K =< S, So, R, L > une structure de Kripke sur un ensemble PA de 
propositions atomiques, s un état de S, 1T = SOSIS2 ... une exécution dans K. La fonction de 
vérité e sur K est définie ainsi: 
1. Vp E PA, es(p) = 1 <=} P E L(s).
der 
3. Vh,h E <I>(PA), es (11 V 12) = Max(es(h),es(h))· 
5. Vg E l'(PA), 
6. Vg E l'(PA), es(Ag) = min e,,(g). 
"Ejt(K),"[OI=s 
7. V! E <I>(PA), e,,(1) = Min(X(1T[a] = s), es (1)). 
8. Vg E l'(PA), 
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11. \/g E Y(PA), 
12. \/g E Y(PA), 
13. \/g E Y(PA), e,,(Gg) = min e"j (g).
JEN 
14. \/gl, g2 E Y(PA), 
où la fonction X : B --l B' est définie par 
0, si x = faux, 
X(x) = { 1, si x = vrai. 
Proposition 4 (Équivalences) Les définitions 21 et 22 sont équivalentes, dans le sens où 
pour toute structure de Kripke K =< S, 50, R, L > sur un ensemble fini AP, toute formule 
d'état f E <I>(AP) et toute formule de chemin 9 E Y(PA) on a, pour tout élément s de S et tout 
chemin 7r de f..L(K) 
K,s F f {=? es(f) = 1 
et 
Démonstration. Remarquons d'abord qu'à toute formule d'état f E <I>(AP) et toute formule 
de chemin 9 E Y(PA) on peut associer sa longueur consistant en le nombre de fois que l'on 
a appliqué une des règles dans les définitions 19 et 20 pour les obtenir. Cette longueur est 
bien définie car il n'y a pas de règles d'élimination dans les dernières définitions. De plus, 
toute formule ne comporte qu'un nombre fini de décompositions via ces mêmes définitions. On 
peut donc procéder sans crainte par récurrence sur la longueur des formules pour démontrer ce 
théorème. 
Si la formule p est de longueur 1, c'est-à-dire si pEPA alors on a 
\/p E PA, K, s F p {=? P E L(8) {=? es(p) = 1. 
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et 
Vp E PA, K,'Tr F p{::;> 'Tr[0] = set K,s F p {::;> Min(x('Tr[O] = s),es(p)) = l, 
et la proposition est vraie. Supposons qu'elle le soit pour les formules de longueur n ou moins. 
Il suffit alors de vérifier que chacun des 14 points (sauf le premier) de la définition 21 est 
équivalent à celui de la définition 22 en supposant que les formules évaluées sont de longueur 
n +1. Le résultat découlera alors de l'hypothèse de récurrence car toutes ces formules sont issues 
d'applications d'opérateurs sur des formules de longueur strictement plus petites que n + 1. 
Les point 1 à la sont évidents et découlent immédiatement des propriétés élémentaires des 
fonctions Max et Min. Pour les points Il, 12 et 14, on a 
e7f(Xg) = 1 {::;> e7f! (g) = 1 
{::;> Min(X('TrI[O] = s),es(g)) = 1 
{::;> (X('Tr 1 [0] = s) /\ es(g)) = 1 
{::;> K, 'TrI F (g) 
{::;> K,'Tr F X(g) 
e,,(Fg) = 1 {::;> max e"J (g) = 1 jEN 
{::;> :Jjo E N e"jo (g) = 1 
{::;> :Jjo E N K, 'Tr jo F 9 
{::;> K,'Tr F Fg 
max(Min(e"k(g), min e"jU))) = 1 
kEN O~J<k 
{::;> :Jk E N, Min(e"k.(g), min e"jU)) = 1 
O~j<k 
{::;> :Jk E N,e7fk(g) = 1 /\ min e7fjU) = 1 
O~j<k 
{::;> :Jk E N,K,'Tr k F 9 /\ Vj,O:::; j < k, e"j(J) = 1 
{::;> K,'Tr F (JUg). 
Les points 13 et 15 se traitent de la même façon que les points 12 et 14, respectivement. 
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Proposition 5 (Dualité) Le couple des opérations (V, 1\), le couple de quantificateurs (A, E) 
de mt!me que les couples d'opérateurs temporels (F, G) et (D, R) sont duaux l'un de l'autre, 
dans le sens où pour toute structure de Kripke K et toutes formules f, 9 dans Y(K) on a: 
3) Fg ='" G '" 9 et Gg ='" F '" g, 
Démonstration. Nous ne démontrons que la première partie de chaque assertion. La deuxième 
se fait de manière similaire, par dualité des fonctions Min et Max pour [0,1]. Pour tout chemin 
7r dans j.t(K) et tout état s dans J'ensemble des états de K, on a: 
e 8 (JVg)	 l-(l-e s (JVg)) 
1 - (1 - Max(es(J), e 8 (g))) 
1 - (Min(l - es(J), 1 - e8 (g))) 
1 - (Min(e8 '" (J), e 8 '" (g))) 
1 - e s ('" fl\ '" g) 
e s ('" ('" fl\ '" g)) 
es(Ag)	 1 - (1 - es(Ag)) 
1 - (1 - max e,,(g)) 
"E!"(K)."IO]=s 
1 - min (1 - e,,(g)) 
"E!"(K),"lol=s 
1 - min e"(,,, g) 
"E!"(K),"lol=s 
1 - es(E '" g) 
es("-'E"'g) 
e,,(Fg)	 1 - (1 - e,,(Fg)) 
1- (l-maxe"J(g))
jEN 
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1 - min(l - errJ (g))
jEN 
1- min(errJ("-' g))
)EN 
1 - err(G("-' g)) 
e rr ("-' G "-' g) 
= max(Min( e rr k(g2), min errJ(gj))))
kEN 0Sj<k 
1- (1- max(Min( e rr k(g2), min errJ(gl)))kEN 0Sj<k 
1- min(l- Min( e rr k(g2), min errJ(gj)))
kEN 0Sj<k 
I-min(Max(l- e rr k(g2),l- min errJ(gl)))kEN OS)<k 
1-min(Max(1- e rr k(g2), max 1-errJ(gj))) 
kEN 0Sj<k 
1- min(Max( errk("-' g2), max e rrJ (,,-, gd))
kEN OSj<k 
= 1-( e rr (,,-, gjR "-' g2)) 
e rr "-' ("-' glR "-' g2) 
Proposition 6 (Propriétés) Pour toute structure de Kripke K et toute formule f dans Y(K) 
on a 
1. F f == true U f 
2. A[J Â g] = A[J] Â A[g] 
3. E[f V g] = E[fl V E[g] 
Démonstration. Nous démontrons seulement la première propriété. Puisque true et f sont 
toutes deux des formules de chemins, on a, pour tout chemin 'Ir dans J.1(K), 
max(Min(errk (f), min errJ 1))
kEN 0Sj<k 
max(Min(errk (f), 1))
kEN 
max(errk (f))
kEN 
err(Ff) 
Les points 2 et 3 découlent directement de la commutativité et de l'associativité des opérations 
binaires Max et Min. 
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2.4.3 La logique CTL 
La logique que nous voulons étudier en logique floue est la logique CTL. Vue comme un sous­
ensemble de CTL*, on n'y considère seulement que des paires ordonnées d'opérateurs de la 
forme 
QT 
où Q E {A,E} est un quantificateur de chemin et T E {X,F,G,U,R} est un opérateur 
temporel. Il s'agit bel et bien d'une composition d'opérateurs Q 0 T au sens de la composition 
usuelle des fonctions agissant sur des ensembles de formules. On la dénote QT car il n'y a pas 
de confusion possible. 
Cette composition est bien définie. D'une part, le résultat d'une opération quelconque, définie 
dans le cadre de ce mémoire, sur une ou plusieurs formules de chemins retourne toujours une 
formule de chemins 
T : Y(E) ----> Y(E) 
ou 
T: Y(E) x Y(E) ----> Y(E). 
D'autre part, les quantificateurs A, E prennent tous deux des formules de chemins comme 
arguments et produisent une formule d'états 
T : Y(E) ----> <I>(E), 
de sorte que la composée décrite plus haut est bien définie. Ajoutons que la composition de 
deux de ces paires 
est aussi bien définie car une formule d'états est aussi une formule de chemins. Ainsi, pour toute 
formule de chemins j la formule (Q2T2)(J) est aussi une formule de chemins. 
Pour évaluer le composé (Q 0 T) on définit, pour toute formule de chemin j, 
es(Q 0 T)(J) = es(Q(T(f))). 
La logique CTL compte 10 opérateurs temporels de base: 
eAX, EX 
eAF, EF 
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eAG, EG 
eAU, EU 
eAR, ER 
Il Y a une certaine redondance dans ces opérateurs. En effet, il suffit de trois d'entre eux pour 
combler le pouvoir expressif de CTL, à savoir EX, EG et EF. Les sept autres s'expriment tous 
en fonction de ces derniers et de connecteurs de la logique propositionnelle, comme le démontre 
le théorème suivant. 
Théorème 4	 Soient] et 9 des formules de chemins dans CTL. Alors on a 
1. AX] =rv EX rv f. 
2. EF] = E [Vrai U ]l. 
3. AG] =rv EF rv ]. 
4. AF] =rv EG rv]. 
5. A[] R g] =rv E[rv] U rv g]. 
6. A[] U g] =rv E[rv 9 U (rv ] A rv g)JA rv EG rv g. 
Démonstration. Soit K une structure de Kripke, sES un état de K et p,(K) l'ensemble des 
exécutions de K. 
1. 
K, s pAX]	 {::> '<i7r E p,(K)t.q.7r[O] = s, K, 7r P X] 
{::> '<i7r E p,(K)t.q.7r[O] = s, K, 7r 1 P ] 
{::> rvrv'<i7r E p,(K)t.q.7r[OJ = s,K,7r 1 p] 
{::> rv 37r E p,(K)t.q.7r[O] = 8, rv K, 7r 1 P ] 
{::> rv 37r E p,(K)t.q.7r[O] = 8, K, 7r 1 prv ] 
{::> rv 37r E p,(K)t.q.7r[O] = s, K, 7r P X ev ] 
{::> K,8 prv EX rv ] 
2. 
K,8 P EF] {::> 37r E p,(K)t.q. 7r[O] = 8, K, 7r P F] 
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<=> :31T E j.1(K)t.q. 1T[0] = s,:3n ~ 0, K,1T n F f 
<=> :31T E j.1(K)t.q. 1T[OJ = s,:3n ~ 0, K,1Tn F f 
I\Vj,O::; j k, K,1T j F Vrai 
<=> :31T E j.1(K)t.q. 1T[0] = s, K,1T F [Vrai U f] 
<=> K,s FE [Vrai U fI 
3. 
K,s F AGf	 <=> V1T E j.1(K) t.q.1T[O] = S, K, 1T F Gf 
<=> V1T E j.1(K)t.q.1T[O] = s, Vn ~ 0, 1Tn F f 
<=> C'VC'V V1T E j.1(K)t.q.1T[O] = s, Vn ~ O,1Tn F f 
<=> C'V :31T E j.1(K)t.q.1T[O] = s,:3n ~ 0, C'V 1Tn F f 
<=> C'V :31T E j.1(K)t.q.1T[O] = s,:3n ~ 0, 1Tn FC'V f 
<=> C'V :31T E j.1(K)t.q.1T[O] = S, K, 1T F F '" f 
<=> K,s F",EFf 
4. 
K,s F AFf	 <=> V1T E j.1(K)t.q.1T[O] = S, K, 1T F F f 
<=> V1T E j.1(K)t.q.1T[O] = s,:3n ~ 0, 1Tn F f 
<=> C'V'" V1T E j.1(K)t.q.1T[O] = s,:3n ~ 0, 1Tn F f 
<=> C'V :31T E j.1(K)t.q.1T[O] = s, Vn ~ 0, C'V 1Tn F f 
<=> C'V :31T E j.1(K)t.q.1T[O] = s, Vn ~ 0, 1Tn F'" f 
<=> C'V :31T E j.1(K)t.q.1T[O] = S, K, 1T F G '" f 
<=> K,s F'" EGf 
5. 
K, s F A[fRg]	 <=> V1T E j.1(K) t.q.1T[O] = S, K,1T F [fRg] 
<=> V1T E j.1(K) t.q.1T[O] = S, Vj ~ 0, ((Vi, t.q. i < j, K, 1T i ~ 1) =} K,1T j F g) 
<=> V1T E j.1(K) t.q.1T[O] = s, Vj ~ 0, ((:3i, t.q. i < j, K,1T i F 1) V K, 1T j F g) 
<=> "'''' V1T E j.1(K) t.q.1T[O] = s, Vj ~ 0, ((:3i, t.q. i < j, K,1T i F 1) V K, 1T j F g) 
<=> C'V:31T E j.1(K) t.q.1T[O] = s, :Jj ~ 0, ((Vi, t.q. i < j, K, 1T i ~ 1) 1\ K, 1T j ~ g) 
<=> ",:31T E j.1(K) t.q.1T[O] = s, :3j ~ 0, ((Vi, t.q. i < j, K,1T i F'" 1) 1\ K, 1T j F'" g) 
<=> K, s F'" El'" fR '" g] 
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6.	 La preuve du dernier item est moins directe que les précédentes. Notons d'abord par le 
numéro 4. de ce théorème que l'on a 
Par le numéro 5. de ce théorème, on a aussi 
'"'-E['"'-gU(rvf/\'"'-g)] ='"'-E['"'-gU '"'-(fVg)] 
= A[g R (f V g)]. 
Ainsi, il suffit de montrer que A[f U g] = A[g R (f V g)] /\ AF(g). Par la proposition 6, 
on a 
A([g R (f V g)]) /\ AF(g) = A([g R (f V g)]/\ Fg). 
Le problème revient finalement à démontrer que 
[fUg] = [g R (f V g)] /\ Fg. 
Supposons que l'on ait K, n 1= [fUg]. Alors, par définition, il existe un entier n 2:: 0 tel 
mque K, nn 1= 9 et pour tout entier m tel que 0 ::; m < n, on a n 1= f. Prenons le plus 
petit entier no tel que K, nno 1= g. Alors no satisfait la condition Fg, c'est-à-dire que 9 
est éventuellement satisfaite sur le chemin. De plus, en chaque indice 0 ::; i < no (s'il en 
existe), K, ni 1= f. Cela est équivalent à dire que pour tout entier 0 ::; j, si, pour tout 
kentier k tel que 0 ::; k < j, on a K, n ltf: 9 alors K,1fJ 1= f V g. En effet, puisque no est 
le premier indice où 9 est satisfaite, si j < no on a K, ni 1= f V 9 entraîne que K, ni 1= f. 
La réciproque se démontre avec des arguments similaires. 
Toute formule f de CTL peut être considérée comme un ensemble f E &:J(S) tel que 
f={SESI K,sl=j}. 
Dans ce contexte, les opérateurs de base de CTL peuvent alors être vus comme les plus grands 
ou plus petits points fixes de certaines transformations de prédicats. Nous allons montrer que 
les couples AFf, EF f, A[fUg], E[fUg] (resp. AGf, EGf, A[fRg], E[fRg]) sont les points 
fixes, dans J'ordre des transformations de prédicats 71,72,75,76 (resp. 73,74,77,78) définies 
comme suit. 
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Définition 23 Pour tout entier 1 :<::; i :<::; 8, on pose 
Ti : r(S) ---., r(S) 
où 
1. Tl(Z) = f v AXZ 
2. T2(Z) = f v EXZ 
3. T3(Z) = f 1\ AXZ 
4.	 T4(Z) = f 1\ EXZ 
5. T5(Z) = 9 v (f 1\ AXZ) 
6.	 T6(Z) = 9 v (f 1\ EXZ) 
7.	 T7(Z) = 9 1\ (f v AXZ) 
8. T8(Z) = 9 1\ (f v EXZ) 
L'interprétation de ces dernières formules se fait comme suit: il faut voir le membre droit 
de chacune comme un processus engendrant récursivement un sous-ensemble des états de S 
satisfaisant la condition présente. On a 
1.	 Tl (Z) = f V AXZ indique que SES est un élément de Tl (Z) si et seulement si K, s 1= f ou 
que pour toute (A dans la formule) transition (X dans la formule) (s, s') ayant s comme 
origine, on a s' satisfaisant K, s' 1= Z c'est-à-dire que s'est dans Z. 
2.	 T2(Z) = fVEXZ indique que sES est un élément de T2(Z) si et seulement si K, s 1= fou 
qu'il existe (E dans la formule) une transition (X dans la formule) (s, s') ayant s comme 
origine, pour laquelle on a s' dans Z. 
3.	 T3 a la même interprétation que Tl mis à part qu'il faille remplacer ou par et. 
4.	 T4 a la même interprétation que T2 mis à part qu'il faille remplacer ou par et. 
5.	 T5(Z) = 9 V (f 1\ AXZ) indique que sES est un élément de T5(Z) si et seulement si 
K,s 1= 9 
ou 
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K, s F f et pour toute (A dans la formule) transition (X dans la formule) (s, s') ayant 
s comme origine, on a s' satisfaisant K, Si F Z c'est-à-dire que s'est dans Z. 
6.	 T6(Z) = 9 V (f 1\ EXZ) indique que sES est un élément de T6(Z) si et seulement si 
K,s F9 
ou 
K, s F f et il existe (E dans la formule) une transition (X dans la formule) (s, Si) ayant 
s comme origine, pour laquelle on a Si satisfaisant K, Si F Z c'est-à-dire que Si est dans 
Z. 
7.	 T7 a la même interprétation que T5 mis à part qu'il faille remplacer ou par et et réciproque­
ment. 
8.	 T8 a la même interprétation que T6 mis à part qu'il faille remplacer ou par et et récipro­
quement. 
Nous voulons montrer que les transformations précédentes engendrent les opérateurs de base de 
CTL, c'est-à-dire que ces derniers sont obtenus comme étant les plus petits ou les plus grands 
points fixes de ces transformations. Pour ce faire, on montre d'abord que les transformations 
sont monotones, que l'opérateur correspondant est bien un point fixe de la transformation et 
finalement que c'en est le plus petit ou le plus grand. Pour simplifier l'écriture, nous supposons 
la structure de Kripke K fixée d'ici jusqu'à la fin du chapitre permettant d'écrire s F f plutôt 
que K, s F f. 
Lemme 2 Pour tout entier i, 1 :::; i :::; 8, la fonction Ti(Z) est monotone. 
Démonstration. 
Supposons Pl ç P2 C S. Il s'agit de montrer que, pour tout entier i, 1 :::; i :::; 8 on a Ti(Pd ç 
Ti(P2) ç S. 
1.	 Pour tout sE Tl (PI) on as F f ou pour tout Si E S tel que (s, Si) E R on a Si E PI par 
définition de Tl. Si s F f alors s E TI(P2), par définition de Tl· Sinon, puisque Pl ç P2 
alors on a s' E P2 ce qui entraîne que s E Tl(P2). 
2.	 Pour tout s E TI (Pl) on a s F f ou il existe Si E S tel que (s, Si) E R pour lequel on 
a s' E Pl, par définition de T2. Si s F f alors s E T2(P2), par définition de T2. Sinon, 
puisque H ç P2 alors on a Si E P2 ce qui entraîne que oS E T2(P2). 
35 
3.	 Pour tout s E T3(PI) on as 1= f et pour tout s' E S tel que (s, s') E R on a s' E Pl par 
définition de T3. Puisque Pl ç P2 , on a s' E P2 ce qui entraîne que s E T3(P2 ), 
4.	 Pour tout s E T4(Pd on a s 1= f et il existe s' E S tel que (s, s') E R pour lequel on 
a s' E Pl, par définition de T4' Puisque Pl ç P2 alors on a s' E P2 ce qui entraîne que 
sE T4(P2 ), 
5.	 Pour tout s E T5(P1) on a: 
ou 
on as 1= f et pour tout s' E S tel que (s, s') E R on a s' E Pl (par définition de T5)' 
Si s 1= 9 alors sE T5(P2 ), par définition de T5· Sinon, puisque Pl ç P2 alors on a s' E P2 
ce qui entraîne que s E T5(P2 ), 
6.	 Pour tout s E T6(Pd on a: 
sl=9 
ou 
on as 1= f et il existe s' E S tel que (s, s') ER on a s' E Pi> par définition de T6, 
Si s 1= 9 alors sE T6(P2 ), par définition de T5' Sinon, puisque Pl ç P2 alors on a s' E P2 
ce qui entraîne que s E T6(P2 ). 
7.	 Pour tout s E T7(PI ) on a: 
sl=9 
et 
on a s 1= f ou pour tout s' E S tel que (s, s') E R on a s' E Pl (par définition de T5)' 
Si s 1= 9 alors s E T7(P2 ), par définition de T7. Sinon, puisque Pl ç P2 alors on a s' E P2 
ce qui entraîne que s E T7(P2 ), 
8.	 Pour tout s E TS(PI ) on a: 
sl=9 
et 
on as 1= f ou pour tout s' E S tel que (s, s') E R on a s' E Pl (par définition de T7)' 
Si s 1= 9 alors sE TS(P2 ), par définition de TS' Sinon, puisque Pl ç P2 alors on a s' E P2 
ce qui entraîne que s E TS(P2). 
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Lemme 3 Pour tout entier i E {1, 2, 5, 6} soitTl' (0) la limite de la suite 
et, pour tout entier i E {3, 4, 7, 8} soit Tl' (S) la limite de la suite 
Alors pour tout s dans S, 
1. si s est dans ,rI (0) on a s F f ou, pour tout état s' E S tel que (s, s') E R, on a 
s' E ,JI (0). 
2. si s est dans ,~2 (0) on a s F f ou il existe un état s' E S tel que (s, s') E R et 
s' E ,12(0). 
3. si s est dans ,~3(S) on as F f et, pour tout état s' E S tel que (s, s') E R, on a 
s' E ,13(S). 
4. si s est dans ,J4 (S) on as F f et il existe un état s' E S tel que (s, s') E R on a 
s' E ,J4 (S). 
5. si s est dans ,§" (0) on a s F g ou alors s F f et pour tout état s' E 5 tel que 
(s,s') ER, on a s' E ,J5(0). 
6. si s est dans ,g6 (0) on a S F g ou alors s F f et il existe un état s' E S tel que 
(s,s') ER et s' E ,i6 (0). 
7. si s est dans ,4> (5) on a s F g et alors s F f ou, pour tout état s' E S tel que 
(s,s') E R on a s' E ,i7 (5). 
8. si s est dans ,~8 (0) on a S F g et alors s F f et il existe un état s' E S tel que 
(s,s') ER et s' E ,i6 (S). 
Démonstration. La démonstration de ce lemme est fastidieuse. Nous l'avons faite dans le cas 
flou et on peut donc trouver sa généralisation au lemme 7. On obtient la preuve du lemme 3 en 
spécialisant celle du lemme 7, tout simplement. 
Dans le prochain lemme, nous montrons que le plus grand point fixe de la fonction ,(Z) = f fi 
EXZ est le sous-ensemble de 5 satisfaisant EGJ. On peut cependant le décrire informellement 
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à partir de la suite 
On peut construire T(S) à partir de S en ne gardant que les éléments qui satisfont f et le fait 
qu'ils aient un successeur via R qui satisfait lui-même cette condition, à savoir, satisfaire f et 
avoir un successeur ... Et ainsi de suite. Donc, en définitive, pour tout les éléments satisfaisant 
l'équation T(Z) = f 1\ EXZ, il existe un chemin dans l'arbre des exécutions de K issu de 05 tel 
que tous les chemins satisfont f. Réciproquement, si une telle exécution existe à partir d'un 
élément 05 E S alors, clairement, 05 satisfait la propriété T(Z) = f 1\ EXZ. Mais dire qu'il existe 
un chemin dans l'arbre des exécutions de K issu de 05 tel que tous les chemins satisfont f c'est 
dire que 05 satisfait EGf, tout simplement. Plus formellement, on obtient le lemme suivant. 
Lemme 4 On a: 
1.	 AFf est un point fixe de Tl (Z) = f V AXZ 
2.	 EF f est un point fixe de T2(Z) = f V EXZ 
3.	 AGf est un point fixe de T3(Z) = f 1\ AXZ 
4·	 EG f est un point fixe de T4 (Z) = f 1\ EXZ 
5.	 A[fUg] est un point fixe de TS(Z) = 9 V (f 1\ AXZ) 
6.	 E[fUg] est un point fixe de T6(Z) = 9 V (f 1\ EXZ) 
7.	 A[fRg] est un point fixe de T7(Z) = 9 1\ (f V AXZ) 
8.	 E[fRg] est un point fixe de TS(Z) = 9 1\ (f V EXZ) 
Démonstration. 
1.	 Soit sa F AFf. Alors pour toute exécution dans K issue de sa, il y a un état qui 
satisfera éventuellement f. Alors soit que f est satisfaite en sa soit (non-exclusif) que 
tous les successeurs de sa dans K via R sont des points de départ d'exécutions où f 
sera éventuellement vraie. Donc on a sa F f V AXAF f. Nous venons de montrer 
que AFf ç f V AXAF f. L'inclusion inverse est évidente: si 80 F f V AXAF f alors 
évidemment sa F AFf, par définition. 
2.	 Soit sa F EF f. Alors il existe une exécution dans K, issue de sa, dans laquelle il y a un 
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état qui satisfera éventuellement f. Alors soit que f est satisfaite en So soit (non-exclusif) 
qu'il existe un successeur de So dans K via R qui est le point de départ d'une exécution 
où f sera éventuellement vraie. Donc on a So F f v EXEF f. Nous venons de montrer 
que EFf ç f v EXEFf. L'inclusion inverse est évidente. 
3.	 Soit So F AGf. Alors pour toute exécution dans K, issue de So, tous les états compris 
dans ces exécutions satisfont f. Ainsi, on a que f est satisfaite non-seulement en So mais 
aussi en tous les états subséquents de chaque exécution issue d'un successeur de So dans K 
via R. Donc on a aussi So FAXAFf. Nous venons de montrer que AFf ç f Il AXAF f. 
L'inclusion inverse est évidente. 
4.	 Soit So F EGf. Alors il existe une exécution dans K, issue de So, dans laquelle tous 
les états satisferont j. Ainsi on a que f est satisfaite en So et qu'il existe (au moins) un 
successeur de So dans K via R qui est le point de départ d'une exécutions où f sera toujours 
vraie. Donc on a So F f Il EXEGj. Nous venons de montrer que EGf ç f Il EXEGf· 
L'inclusion inverse est évidente. 
5.	 Soit So F A[jUg]. Alors pour toute exécution 7f dans K, issue de So, les états de 7f 
satisfont f jusqu'à ce que 9 le soit (et cela va arriver en un temps fini). Cela entraîne que 
soit 9 est satisfaite en So ou (non-exclusif) alors f est satisfaite en so et toutes les exécutions 
issues des successeurs de so satisfont A[fUg]. On a donc So F 9 V (f Il AXA[fUg]) ce 
qui indique l'inclusion A[fUg] ç 9 V (f Il AXA[fUg]). L'inclusion inverse est évidente. 
6.	 Soit So F E[fUg]. Alors il existe une exécution 7f dans K, issue de So, dont les états 
satisfont f jusqu'à ce que 9 le soit (et cela va arriver en un temps fini). Cela entraîne 
que soit 9 est satisfaite en So ou (non-exclusif) alors f est satisfaite en So et il existe une 
exécution issue d'un successeur de So qui satisfait E[fUg]. On a donc So F 9 V (f Il 
EXE[fUg]) ce qui indique l'inclusion E[fUg] ç 9 V (f Il EXE[jUg]). L'inclusion inverse 
est évidente. 
7.	 Soit So F A[fRg]. Alors pour toute exécution 7f dans K, issue de So, on a que les états de 
7f satisfont tous 9 à partir de So jusqu'au premier état de 7f où f est aussi satisfaite, si cela 
arrive, car cela n'est pas obligé. Cela entraîne que 9 est satisfaite en So et soit f l'est aussi, 
soit tous les successeurs de So se retrouvent dans la même condition que So et donc toute 
exécution issue d'un successeur de So satisfait A[fRg]. Ainsi So F gV(f Il AXA[fRg]) ce 
qui indique l'inclusion A[fRg] ç 9 V (f Il AXA[fRg]). L'inclusion inverse est évidente. 
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8.	 Soit So F E[fRg]. Alors il existe une exécution 7r dans K, issue de So, pour laquelle 
les états de 7r satisfont tous 9 à partir de So jusqu'au premier état de 7r où f est aussi 
satisfaite, si cela arrive, car cela n'est pas obligé. Cela entraîne que 9 est satisfaite en So et 
soit f l'est aussi soit il existe un successeur de So qui se retrouve dans la même condition 
que So et donc il y a une exécution issue d'un successeur de So satisfaisant E[fRg]. Ainsi 
So F 9 V (f 1\ EXE[fRg]) ce qui indique l'inclusion E[fRg] ç 9 V (f 1\ EXE[fRg]). 
L'inclusion inverse est évidente. 
Théorème 5 Soient f,g deux formules de CTL. Alors on a 
1.	 AFf = f.tZ.f V AXZ 
2.	 EFf = f.tZ.f V EXZ 
3.	 AGf = vZ.f 1\ AXZ 
4.	 EGf = vZ·f 1\ EXZ 
5.	 A[fUg] = f.tZ.g V (f 1\ AXZ) 
6.	 E[fUg] = f.tZ.g V (f 1\ EXZ) 
7.	 A[JRgJ = vZ.g 1\ (f V AXZ) 
8.	 E[fRg] = vZ.g 1\ (f V EXZ) 
Démonstration. Nous avons montré au Lemme 2 que les fonctions Ti, 1 :::; i :::; 8 sont mono­
tones. Elles ont toutes, par ailleurs, un domaine fini. Ainsi, par le lemme 1, elles sont U-continue 
et n-continue. Par le théorème 2 on a alors 
f.tZ.T(Z) = UTi (0) (*) 
i2:0 
et 
VZ.T(Z) = nTi(S) (**). 
i2:0 
Nous allons nous servir de l'identité (*) pour montrer 1 et de l'identité (**) pour montrer 4. Les 
preuves pour les cas qui restent sont similaires. On trouvera cependant une preuve complète 
dans le cas flou aux propositions 9 et 10. Il suffirait alors de les spécialiser pour obtenir une 
preuve complète du théorème 5. 
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1.	 Montrons d'abord que Ui2:0 TI(0) ç AFf. Cela se fait par récurrence sur i. Clairement 
on a l'inclusion 0 ç AFf. Supposons TI(0) ç AFf. Puisque Tl est monotone et que AF f 
est un point fixe de Tl on a 
T:+ 1(0) ç AFf=} Vi 2: 0, Ti+! (0) ç AFf=} UTt (0) ç AFf. 
i2:0 
Montrons maintenant AFf ç Ui2:0 Tt(0). Soit S E AFf. On veut montrer qu'il existe un 
entier i 2: 0 tel que s E T{(0). 
Examinons d'abord la nature de Tl(0). Pour i = 1, T[(0) est constitué de tous les états 
SES satisfaisant la propriété f, de même que tous les états x E S à partir desquels toutes 
les exécutions satisferont f (en un temps fini). Pour i = 2, T;(0) contient T1(0), tous les 
états x E S pour lesquels il existe sES tel que f E L(s) et (x, s) E R et, de même, encore 
ici, que tous les états x E S à partir desquels toutes les exécutions satisferont f (en un 
temps fini) via R. De proche en proche, on constate que pour tout entier i 2: 1 
T:(0) = {s E SIVIT t.q 7r[I] = s :3j, O:S j < i, 7r[j] F f} u X 
où X est l'ensemble de tous les états x E S à partir desquels toutes les exécutions satisferont 
f (en un temps fini). 
Maintenant, soit s E AFf. On sait que cette appartenance signifie que toutes les exécu­
tions issues de s dans K satisferont f éventuellement. Prenons le plus long préfixe issu 
de s satisfaisant f pour une première fois. Puisque toutes les exécutions issues de s satis­
feront éventuellement f, ce préfixe est bien défini. S'il est de longeur i, il est clair que 
SET{+1(0). 
2.	 Dans un sens, cela se fait par induction sur i. En effet on a bien EGf ç S. Supposons que 
l'on ait EGf ç Tn(S) vraie pour un certain entier n 2: O. Alors puisque T est monotone, 
on a T(EGf) ç Tn+1(S). Puisque EGf est un point fixe de T on a T(EGf) = EGf et 
donc EGf ç Tn+1(S). Ainsi, pour tout entier n 2: 0, on a EGf ç Tn(S) et finalement 
EGf ç nnTn(S). 
Dans l'autre sens, on veut montrer que nnTn(S) ç EGf. Pour cela supposons s E 
nnTn(S). Alors, pour tout entier i 2: 0 on as E Ti(S) ce qui entraîne s E TiO(S). Par le 
Lemme 4 s est le point de départ d'une exécution dans K où chaque état satisfait f. Donc 
on as F EGf. 
CHAPITRE III 
LES LOGIQUES ET SYSTÈMES FLOUS 
D'un point de vue mathématique, la logique floue permet d'envisager le passage, en logique, du 
cas discret au cas infini. Notre but est de généraliser la vérification de modèles à ce niveau. Dans 
ce chapitre nous présentons d'abord un bref aperçu de certains concepts de base de la logique 
floue. C'est l'objet de la section 3.1. À partir de là, il est possible de définir une structure de 
Kripke floue, cc que nous faisons dans la section 3.2, sans laquelle la représentation floue de 
modèles serait impossible. 
Nous poursuivons en présentant en 3.3 le coeur de notre mémoire, les logiques NCTL * et NCTL 
qui constituent l'analogue flou standard des logiques CTL* et CTL ordinaires. La dernière 
section, quant à elle, est consacrée à l'existence des points fixes flous, condition requise pour 
pouvoir effectuer de la vérification floue de modèles. 
3.1 La logique floue 
Définition 24 Soit E un ensemble de référence. Un ensemble flou sur E est une fonction 
OE : E ----> [0,1]. 
La collection de tous les ensembles flous sur E est dénoté N(E). Il s'agit de l'ensemble de toutes 
les fonctions de E dans [0,1], 
On peu t considérer les ensembles flous comme des généralisations des fonctions caractéristiques 
X d'ensembles usuels. En effet, prenons E un ensemble de référence et U ç E un sous-ensemble 
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arbitraire de E. Alors la fonction caractéristique de U dans E est donnée par la règle suivante: 
X~ : E --> {O, l} 
si x ~ U, 
\Ix E E, X~(x) = {~ 
sinon. 
Le fait d'ajouter tous les réels entre 0 et 1 au codomaine de la fonction caractéristique ordi­
naire permet d'en enrichir le contexte en interprétant l'image de cette fonction comme un degré 
d'appartenance (8) d'un élément à un ensemble plutôt que de simplement «être ou ne pas être» 
élément d'un ensemble, comme c'est le cas en théorie classique des ensembles. 
D'un point de vue logique, un ensemble flou constitue aussi une généralisation du prédicat 
binaire 
X~ : E --> B 
u {faUX si x ~ U,\Ix E E, XE(X) = . 
vrai sinon. 
Dans ce contexte, la logique floue devient une logique multivalente à valeurs dans [0,1] où 
l'image de x E E s'interprète alors comme le degré de vérité de x. Il faut bien entendu ajuster 
et généraliser les connecteurs et quantificateurs logiques usuels pour qu'ils aient un sens dans 
cette théorie. Il y a plusieurs manières de faire. 
Avant de passer aux définitions des opérations de la logique floue, on doit ajouter qu'il est 
d'usage lorsqu'on veut généraliser une théorie de faire en sorte que l'on obtienne une théorie 
«augmentée» de la première, dans le sens où on essaie de préserver l'ensemble des propriétés 
originales de la théorie qui existe déjà. Ces dernières propositions devraient correspondre à 
des spécialisations dans la théorie généralisée. Il faut donc trouver un bon contexte où les 
généralisations sont possibles. 
Par exemple, en logique propositionnelle, la conjonction et la disjonction des prédicats sont le 
plus souvent définies via leur table de vérité. De même, en théorie des ensembles, on définit 
à l'aide de règles précises l'intersection et la réunion des ensembles qui sont les opérations as­
sociées respectivement à la conjonction et à la disjonction logiques. Mais ces définitions sont 
difficilement généralisables au contexte flou directement. Les fonctions de vérité et les fonc­
tions caractéristiques semblent plus appropriées. Ainsi, les conjonction et disjonction, ou leurs 
analogues ensemblistes, peuvent être explicitées de la manière suivante. Disons d'abord qu'au 
lieu de prendre vrai et faux comme valeur de vérité, on prend plutôt les valeurs numériques 
respectives 1 et O. Ensuite, soient Xl : E --> {O, l} et X2 : E --> {O, l} deux prédicats. On 
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définit le «et» logique 
XI fi X2 : E --+ {D, 1} 
par 
"Ix E E, XI fi X2(X) = Min(XI (x), X2(X)). 
De même on définit le «ou» logique 
par 
"Ix E E, XI VX2(X) = Max(XI (x), X2(X)), 
Dans la définition qui suit, les opérateurs de conjonction et disjonction floues sont calqués sur 
les définitions qui précèdent. Il est à noter que ces opérations sont définies ponctuellement, de 
sorte que l'opération est bien définie, les minimum et maximum de deux nombres réels existant 
toujours. 
Définition 25 Soient E un ensemble de référence, 0,01,02 : E --+ [0,1] trois ensembles flous. 
Nous définissons les connecteurs logiques flous suivants: 
1.	 fi: le «et» (conjonction) de notre logique floue est défini comme étant la fonction minimum 
entre ses deux arguments:
 
0] fi 02 : E --+ [0, 1],
 
"Ix E E: 0] fl02(X) = Min(01(x),02(X)), 
2.	 V: le «ou» (disjonction) de notre logique floue est défini comme étant la fonction maximum 
entre ses deux arguments: 
0] V 82 : E --+ [0, 1],
 
"Ix E E: 01 V 02(X) = Max(0](X),02(X)),
 
3.	 "': le «non» (négation) de notre logique floue est défini comme étant la fonction complé­
mentaire relativement à 1 : 
'" 0 : E --+ [0, 1],
 
"Ix E E : '" 8(x) = 1 - (8(x)).
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La généralisation précédente, dont on verra dans ce mémoire les effets sur la vérification de 
modèles, n'est pas la seule possible en logique floue, loin de là. La notion centrale permettant 
de donner plusieurs sens à la conjonction et aux autres connecteurs logiques en général est 
celle de t-norme (voir, par exemple, (8), p.28). Son étude dépasse largement le cadre de notre 
travail. Nous ne l'aborderons pas et nous nous en tiendrons à la logique floue dite «standard» 
ou «usuelle» décrite par la définition 25. 
En logique du premier ordre, on considère aussi les quantificateurs existentiel, 3, et universel, V. 
Lorsqu'on veut quantifier un prédicat II défini sur un ensemble E, on examine sa véracité 
ponctuellement sur les éléments de E. On a 
• (3x E E, II(x)) est vraie si, et seulement si, II(x) est vraie pour au moins un x dans E, 
• ('Ix E E, II(x)) est vraie si, et seulement si, II(x) est vraie pour tout x dans E. 
Ces quantificateurs peuvent aussi être «numérisés» en considérant II : E -+ {a, 1} comme une 
fonction à valeur dans {O, 1}. On obtient alors 
(3x E E, II(x)) = 1 {=> maxII(x) = 1, 
xEE 
('Ix E E,II(x)) = 1 {=> minII(x) = l. 
xEE 
Ces dernières formules se généralisent aisément au cas flou standard en considérant maintenant 
II : E -+ [0, 1] comme une fonction à valeurs dans l'intervalle [0, 1]. On obtient la définition 
suivante. 
Définition 26 Soit E un ensemble et c,c' E [0, 1]. Alors on définit le quantificateur existentiel 
flou (standard) par 
(3x E E,II(x)) = c {=> maxII(x) = c 
xEE 
et le quantificateur universel flou (standard) par 
('Ix E E, II(x)) = c' {=> minII(x) = c'. 
xEE 
Définition 27 Soient A et B deux ensembles (classiques). Une relation floue R sur A et B est 
un sous-ensemble flou du produit cartésien A x B de A et B: 
R: A x B -+ [0,1]. 
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3.2 Les structures de Kripke floues 
Défini tion 28 Une structure de J(ripke floue K N sur un ensemble de propositions atomiques 
PA est un quadruplet K N= (S,SO,RN,LN) où 
1. 5 est un ensemble (ordinaire) fini d'états, 
Il.	 50 ç 5 est l'ensemble des états initiaux de K N, 
Ill.	 RN ç 5 x 5 est une relation floue binaire totale sur S, dite relation de transition de KN. 
Par totale, on veut dire que 
Vs E S, :ls' E S, RN(S, s') 1- o. 
IV.	 LN : 5 ---l [0, I]PA est un fonction qui assigne à chaque état de sES une fonction de vérité 
floue 18 : PA ---l [0,1] assignant à chaque élément de PA une valeur de vérité comprise 
entre 0 et 1, inclusivement. 
Si a E PA est une proposition atomique alors la fonction LN (s) (a) est un nombre réel 
compris entre 0 et 1, indiquant le degré de vérité (d'appartenance) de a dans l'état s. 
Définition 29 Soit K l'l une structure de Kripke floue sur PA. Une exécution floue dans K l'l est 
une suite infinie 1r = SOSIS2S3 ... d'états de 5 où pour tout entier i ~ 0, on a RN(Si,SHI) > O. 
On appelle aussi cette exécution un chemin dans K N . L'ensemble des chemins que l'on peut 
engendrer avec Kl'l est dénoté p,(Kl'l)' 
3.3 Les logiques temporelles floues 
3.3.1 La logique floue 'NeTL* 
La généralisation de la logique CTL* au contexte flou que nous dénotons NCTL' et que nous 
proposons ici est en partie similaire à la généralisation de CTL au contexte multivarié que l'on 
peut trouver dans les travaux de Chechik (2). Cependant, puisque les opérateurs temporels de 
CTL* peuvent être utilisés indépendamment les uns des autres, contrairement à ceux de CTL 
qui viennent toujours par paire, nous devons tous les interpréter un à un. 
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Ce travail n'est pas inutile. Une fois la logique NCTL* définie, il suffit en effet de composer 
systématiquement certains de ces opérateurs pour obtenir NCTL entièrement. 
Pour effectuer la généralisation de CTL*, nous pourrions d'abord nous donner une structure de 
Kripke floue, puis définir une relation de satisfaction "Fx", où x est un nombre réel donné tel 
que °S x S 1. Avec cette structure de Kripke floue K N donnée, s E SN un état de l'ensemble 
des états de K N et f une formule d'état ou de chemin, la signification de 
serait alors que la structure de Kripke floue K N satisfait la formule f en un état s à un certain 
degré x E [0,1], degré étant entendu au sens flou du terme. 
Il est plus facile cependant de procéder avec des fonctions de vérité, pour des raisons déjà 
mentionnées. Ainsi, plutôt que procéder avec la relation "Fx", nous définissons une fonction 
d'évaluation qui généralise celle de la définition 23 de la manière suivante (nous la dénotons 
aussi e, par abus) : 
e : SN X <I:>(AP) ---+ [0,1], (s,1) l---> e(s, 1) = es(J) 
et, avec abus, 
e: J.L(KN) x Y(AP) ---+ [0,1], (1T,g) l---> e(1T,g) = err(g). 
Avant de donner les valeurs de vérité des différentes formules, nous justifions les choix que 
nous avons faits pour arriver à cette forme floue. Il faut noter que la généralisation que nous 
allons décrire est issue du problème purement théorique de généraliser la vérification de modèles 
ordinaire à la logique floue, et non pas d'un problème concret particulier. Dans ce contexte libre 
de tou te représentation «réelle», la tâche consiste à relever systématiquement à la logique floue 
les divers aspects de la vérification de ces modèles usuels. Comme nous avons déjà introduit la 
notion de structure de Kripke floue, il reste à savoir comment réagit cette nouvelle définition 
relativement aux opérations logiques usuelles dans la logique CTL*. 
Remarque 3 Avant d'introduire la sémantique des opérateurs et des formules, il faudrait nor­
malement en préciser la syntaxe. Mais comme elle est exactement la même que celle donnée dans 
les définitions 20 et 21, nous ne la réécrirons pas inutilement. Les formules seront interprétées 
plus loin sur un ensemble d'états ou sur un ensemble de chemins d'une structure de Kripke floue. 
Ces deux derniers étant des ensembles au sens classique du terme, il n 'y a pas lieu de redéfinir 
quoi que ce soit. 
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Plusieurs opérations demeurent sensiblement les mêmes, particulièrement au niveau de leur 
écriture. Celles correspondant aux opérations de la logique de chemin se généralisent bien au 
cas flou, sans qu'il y ait même à changer quoi que ce soit dans la définition 23. Cette définition ne 
demande qu'un seul ajustement léger où on tient compte explicitement du degré d'appartenance 
des éléments aux ensembles. En effet, le point 1, fondamental à cet égard, 
Vp E PA, es(p) = 1 {:::> P E L(s)
der 
s'écrira plut6t 
Vp E PA, {:::> L(s)(p) = x 
der 
sans qu'il soit vraiment nécessaire de justifier davantage. 
Les points 2 à 15, inclus, s'écrivent exactement de la même manière dans le cas flou. Prendre les 
fonctions Min et Max pour définir les opérations logiques suffit à régler les difficultés propres à 
notre généralisation. Cela est vrai, entre autres, pour les quantificateurs existentiel et universel 
E et A. On doit noter que notre travail se démarque ici complètement de la généralisation 
de Chechik au cas multivarié. Nous faisons le choix de ne pas tenir compte de la relation de 
transition Rtl, pour comptabiliser la valeur de vérité des opérateurs temporels. Tout au plus 
demandons nous, comme dans le cas ordinaire, qu'il y ait un lien non-nul entre les états du 
système pour passer d'un état à un autre. Ainsi, à l'instar du traitement ordinaire, lorsque 
nous supposons l'existence d'un chemin 1r, nous supposons que le lien entre chacun des états 
successifs du chemin 1r est une valeur strictement plus grande que O. En symboles mathématiques 
on pourrait écrire 
Nous croyons que cette généralisation est viable car rien, a priori, ne lie l'aspect flou de la 
relation R~ à celui de la sémantique des propositions atomiques. 
Ce choix n'est pas sans conséquence sur la pertinence de la définition 23. En effet, nous pouvons 
maitenant intégrer au cas flou les définitions qu'on y trouve sans en changer le moindrement 
l'écriture. 
Bien entendu, la sémantique des opérateurs NCTL* et CTL* peut différer du tout au tout, 
puisque les valeurs possibles prises par les premiers constituent un segment complet alors qu'il 
n'yen a que deux permises pour le second opérateur. Il est donc souhaitable de les passer en 
revue pour en préciser le sens. Notons aussi que la logique NCTL* généralise correctement celle 
de CTL * car en spécialisant la première on obtient la seconde. 
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La sémantique de NeTL* 
Dans la liste suivante, on se réfère à la définition 22 pour les points de 1 à 15. 
•	 Le point 1. Le point 1 a été discuté plus haut. Il appert que c'est le seul point dans 
les 15 donnés dont l'écriture ait besoin d'être modifiée. 
•	 Le points 2-10. Au sujet des points 2 à 10 il Ya peu à dire si ce n'est que l'on a affaire à 
des opérateurs flous ordinaires, qu'ils soient comptabilisés sur des états ou des exécutions. 
On peut remarquer aussi au point 7 que la fonction caractéristique X est à valeur dans 
{O, 1} et non pas dans [0,1]. Cela signifie qu'un état appartient ou n'appartient pas à un 
chemin 7r. Il n'y a pas de degré d'appartenance dans le cas présent. 
•	 Le point 11. La formule 
signifie que la fonction de vérité de la formule (Xg) en 7T[0] est calculée à partir de la 
fonction de vérité de g en 7T[1], comme c'est le cas en logique CTL * ordinaire, avec la 
différence que cette fonction prend ses valeurs dans [0, 1] plutôt que dans {D, 1}. Insistons 
sur le fait qu'il suffit que le lien RN (7r[0], 7r[1]) soit non-nul, aussi ténu soit-il, pour que 
la valeur de vérité de cette formule soit donnée uniquement par la fonction de vérité de g 
en 7r[1]. 
•	 Le point 12. La formule 
Vg E Y(PA), 
est aussi reprise telle quelle, sans modification dans l'écriture. Cependant la sémantique 
de l'opération est ici une vraie généralisation et demande à être précisée. En effet cet 
opérateur, dans le cas ordinaire, retourne 1 (vrai) si jamais la fonction de vérité de g 
donne 1 (vrai) en un des états de l'exécution 7r. Dans le cas flou que nous proposons ici, 
il retourne le maximum des valeurs de vérités atteintes par la fonction de vérité de g sur 
les divers états de l'exécution 7r, qui n'est pas forcément 1. 
•	 Le point 13. La formule 
Vg E Y(PA), 
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est reprise telle quelle, sans modification dans l'écriture. Les mêmes remarques qu'au 
point 12 s'appliquent ici, en changeant le terme maximum qui s'y trouve par le terme 
minimum. 
Dans le cas ordinaire, l'opérateur temporel (91Ug2) tient compte de l'évaluation des valeurs de 
vérités des propriétés 91 et 92 du début 7l"[O] d'un chemin 7l" jusqu'à un cer-tain état 7l"[j]. Toutes 
les évaluations de 91 doivent êtres égales à 1 (vraies) à partir de 7l"[O] jusqu'à ce que celle de 92 
le soit également. 
Il Y a plusieurs généralisations possibles de cet opérateur au cas flou. Nous optons pour celle 
consistant à demander d'abord à ce que les valeurs de vérité de la propriété 91 soient non­
fausses plutôt que vraies. Ainsi, pour tout entier 0 s:: k < j, on utilisera l'inégalité e,,[kj(91) > O. 
Cette condition est naturelle dans le ca.') flou et correspond d'une certaine manière à choisir des 
transitions non-nulles pour passer d'un état à un autre dans la relation floue . 
• Le point 14. La formule 
est reprise telle quelle, sans modification dans l'écriture. Le sens de cet opérateur est le 
suivant. L'évaluation e" (91 U 92) est supérieure à 0 si et seulement si il existe un entier 
k 2: 0 tel que l'évaluation e"k (92) est supérieure à 0 et tel que quelque soit l'entier naturel 
j strictement inférieur à k, J'évaluation e"j (9d est supérieure à O. 
Il est important de noter que l'évaluation de e,,(91 U92) retourne le maximum des valeurs mini­
males calculées parmi l'ensemble des suites d'états de la forme 
Ce maximum n'est pas nécessairement localisé au premier index j de la suite où l'évaluation 
e"j(92) est plus grande que O. En fait, il n'est même pas nécessaire qu'il retourne une valeur 
calculée à partir de 92. Le minimum peut très bien n'être atteint que par l'évaluation en un état 
donné de 91' 
• Le point 15. La formule 
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est reprise telle quelle, sans modification dans l'écriture. Cet opérateur a été défini pour 
remplir le rôle d'opérateur dual à U. 
Définition 30 Soient KN =< S, Sa, RN, LN > une structure de Kripke floue sur un en­
semble PA de proposition atomiques, s un état de S. Soit x E [0, 1] un nombre réel compris 
inclusivement entre °et 1. La fonction de vérité floue sur K de 'KerL* est définie ainsi: 
1. 'Vp E PA, es(p) = x {=} L(s)(p) = x. 
def 
2. 'Vf E <1'(PA), es(rv 1) = 1- es(f). 
5. 'Vg E "[(PA), es(Eg) = max err(g).
 
rrEJ.'(K),rr[O]=s
 
6. 'Vg E "[(PA), es(Ag) = min err(g).
rrEJ.'(K),rr[O]=s 
7. 'Vf E <1'(PA), err(f) = Min(x(7l'[0] = s),es(f)). 
12. 'Vg E "[(PA), 
13. 'Vg E "[(PA), 
Remarque 4 Dans (15) on définit l'évaluation l'opérateur EX en un seul «bloc» par 
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es(EXf) = max (min(R(s, t), et(f)).
7l"EIl(K),7l"[O]=s tES 
Si, dans NCTL * on définit l'opérateur X R par 
alors on obtient 
3.3.2 La logique floue NeTL 
Dans (3) et (2), on définit la logique temporelle CTL indépendamment (formellement du moins) 
de CTL *. Dans le chapitre 2, section 4.3 de ce mémoire, nous avons plutôt adopté le point de 
vue inverse en définissant CTL comme une spécialisation de CTL*, à l'instar de ce que l'on 
peut trouver dans (l, p. 64). C'est cette dernière voie que nous adoptons pour définir notre 
généralisation floue NCTL de la logique temporelle CTL. 
Rappelons que la logique CTL exprime uniquement des propriétés d'états d'une structure de 
Kripke ordinaire. Il en sera de même de NCTL, pour une structure de Kripke floue. Cependant, 
plutôt que définir les opérateurs NCTL en blocs insécables composés toujours d'un quantificateur 
(opérateur) logique E ou A suivi d'un des opérateurs temporels X, F, G, R, D, comme cela est 
fait dans (3) et (2), nous procédons plutôt en «composant» deux opérateurs de la logique CTL*. 
Pour ce faire, soulignons d'abord que toute formule d'état est, par définition, une formule de 
chemin. Ainsi, appliquer un des opérateurs X, F, G à une formule d'état (f) arbitraire ou un 
des opérateurs D, R à une paire (f, g) arbitraire de formules a du sens, syntaxiquement à tou t 
le moins. Puisque dans chaque cas le résultat de cette application est une formule de chemin, il 
est permis d'écrire, quelques soient les formules d'états f,g sur Kf/. 
où DPI E {A, E} et OP2 E {X, F, G} et 
où DPI E {A, E} et OP2 E {D,R}. Par exemple, on définit AX par la formule 
I;/f E <I>(PA), AX(f) = A(X(f)). 
Le calcul des fonctions de vérité (la sémantique) de NCTL se fait donc à partir de celle, plus 
générale, deNCTL*. 
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3.4 Les points fixes flous 
Dans cette section nous adaptons la théorie des points fixes au cas flou, permettant ainsi de faire 
une généralisation de l'approche itérative de la vérification de modèles. Cette généralisation 
repose sur la théorie classique des ensembles que l'on appellera des ensembles rigides. Les 
opérateurs de points fixes que nous verrons auront comme arguments des ensembles rigides et 
donc comme image des ensembles rigides aussi. Cependant, les formules données pour définir 
ces opérateurs seront floues en général. Pour pouvoir traiter cette «mixture» convenablement, 
il ne faut pas oublier qu'un ensemble rigide est tout simplement un cas spécial d'ensemble flou, 
ne prenant comme image que les valeurs 0 ou 1 du codomaine [0, 1]. Il n'est pas difficile dans 
ce contexte de faire des liens avec des ensembles rigides. 
Soit S un ensemble fini d'états d'une structure de Kripke floue, Z ç S un sous-ensemble de S. 
Alors la notion de sous-ensemble peut être vue comme une propriété, une formule (au sens strict) 
d'états du système. La valeur de vérité de Z dans S est définie par 
es (Z) = 1 <=} S E Z. 
De plus on peut généraliser l'identification des formules f de CTL aux prédicats ensemblistes 
f == {s E SIK, s F f} 
à NCTL en posant 
f == {s E Sles(f) > O}. 
Il est fort probable que la définition précédente soit restrictive. Une autre généralisation, beau­
coup plus vaste, pourrait être étudiée. En indiçant par un nombre x entre 0 et 1 la relation 
précédente on obtient 
f ==x {s E Sles(f) > x}. 
Avec les définitions précédentes, les huit opérateurs de prédicats de la définition 23 peuvent être 
revus dans un contexte flou. Ce sont toujours des transformations de prédicats ensemblistes 
rigides dans le sens où pour i, on a Ti : &J( S) -> &J( S). 
Pour distinguer le contexte flou du contexte ordinaire on pose, pour tout entier i, que l'analogue 
flou de Ti s'écrira Tt. On a donc 
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2. Tf(Z) = f V EXZ 
3. Tf(Z)	 = f /\ AXZ 
4. Tf(Z)	 = f /\ EXZ 
5. Tt(Z) = 9 V (f /\ AXZ) 
6. Tt(Z) = 9 V (f /\ EXZ) 
7. Tf(Z) = 9 /\ (f V AXZ) 
8. T~(Z) = 9 /\ (f V EXZ) 
Ces opérateurs se calculent, par exemple dans le cas de Tf, de la manière suivante: 
1. Tout élément sES est dans Tf(Z) si et seulement si 
ou 
• es(AXZ) > O. 
où	 la dernière condition se calcule comme suit:
 
es(AXZ) = min err(XZ) = min err[II(Z) > O.
 
rrEi-«K),rr[Oj=s rrEi-«K),rr[O]=s 
L'interprétation de cette formule est claire dans la première clause de la disjonction. Pour la 
seconde, on a que l'état s satisfait cette condition si pour tout chemin issu de s le second état 
de ces chemins est dans Z. 
Comme on peut le constater, l'interprétation de la formule est la même que dans le cas rigide. 
Il en va de même pour les transformations de prédicats Tt, 2 ::; i ::; 8. 
Nous allons maintenant examiner les itérées successives de ces transformations. Nous allons 
grandement profiter de cette étude car nous allons montrer ensuite que toutes les transforma­
tions Tt, 1 ::; i ::; 8, sont monotones. Ainsi leurs plus petits et plus grands points fixes pourront 
être calculés récursivement comme des limites finies de réunions ou intersections d'itérées. 
Dans ce qui suit, le cheminement est le même que dans le cas rigide: dans les lemmes 5 et 6 on 
décrit la nature des itérées des transformations Tt - analogue de la liste suivant la définition 23 
-, à la proposition 7 on démontre la monotonicité des transformationn - analogue du lemme 
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2-, au lemme 7 on décrit la nature des points fixes des transformations - analogue du lemme 
3 -, à la proposition 8 on démontre que les point fixes des transformations ne sont nuls autres 
que les opérateurs NeTL souhaités - analogue du lemme 4 -, et finalement, aux propositions 9 
et 10, on démontre que ces points fixes sont respectivement les plus petits et plus grands points 
fixes des transformations Tf - analogue du théorème 5 - . 
Lemme 5 (Propriétés des itérées sur 0) Soit S l'ensemble de tous les états d'un système 
et i E {l, 2, 5, 6} alors la j-ème itérée des transformations de prédicats (Tf)j peut etre décrite 
ainsi: 
1.	 (Tn j (0) est le sous-ensemble des éléments x de S tels que pour toute exécution 7l' de 
longueur j issue de x il y ait au moins un des états 7l' [k], 0 ::; k ::; j, de l'exécution qui 
satisfasse e1l'lk[ (1) > O. 
2.	 (Tr)j (0) est le sous-ensemble des éléments x de S pour lesquels il existe une exécution 
7l' de longueur j issue de x pour laquelle y a au moins un des états 7l'[k], 0 ::; k ::; j, de 
l'exécution qui satisfait e1l'[k](1) > O. 
3.	 (Tr)J (0) est le sous-ensemble des éléments x de S tels que tout chemin 7l' issu de x de 
longueur j doit satisfaire la condition e1l'[k[ (1) > 0,0 ::; k ::; j, jusqu là ce que la condition 
e1l'[ml (g) > 0,0 ::; m ::; j, soit vraie. 
4.	 (TnJ(0) est le sous-ensemble des éléments x de S tels qu'il existe un chemin 7l' issu de x 
de longueur j qui doit satisfaire la condition e1l'[k] (1) > 0, °::; k ::; j, jusqu'à ce que la 
condition e1l'Imj (g) > 0,0 ::; m ::; j, soit vraie. 
Remarque 5 Nous ne démontrons que la première propriété du Lemme 5, à titre indicatif. 
Toutes les autres se font essentiellement de la même façon. On voit bien apparaître la nature 
des points fixes, et ce dès les premières itérations. 
Démonstration de 1. Procédons par récurrence sur l'index j des itérées de la transformation. 
Soit j ? 0 un entier et sES. Considérons les itérées (Tf)J(0). 
Pour j = 0 on a (TnO(0) = 0. L'assertion est vraie. Supposons le résultat vrai pour j = k ? O. 
Posons (Tn k(0) = SI' On a 
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Ainsi on a 
Si es(f) > 0 alors s satisfait la propriété et le problème est réglé. Sinon, remarquons d'abord que 
(Tf)k(0) est J'ensemble des éléments de sES satisfaisant la condition que pour toute exécution 
7f de longueur k issue de s, il y a au moins un entier js :s:; k tel que e"Ij,1 (f) > O. Donc si 
es(f) = 0 on aura es(AX(Sl)) > 0 et tous les successeurs de s satisfont la propriété que toutes 
les exécutions de longueur k qui en sont issues contiennent un état où f est satisfaite. Donc 
toutes les exécutions de longueur k + 1 issues de s satisfont la même propriété. Le résultat 
souhaité est démontré. 
Lemme 6 (Propriétés des itérées sur S) Soient i E {3, 4, 7, 8}, alors la jème itérée des 
transformations de prédicats (Tr)j peut être décrite ainsi: 
1.	 (T~)j(S) est le sous-ensemble des éléments x de S tels que pour toute exécution 7f de 
longueur j issue de x, on a que tous les états 7f[k], 0 :s:; k :s:; j de l'exécution satisfont 
e"\k](f) > O. 
2.	 (Tn j (S) est le sous-ensemble des éléments x de S tels qu'il existe une exécution 1l' de 
longueur j issue de x satisfaisant, pour tout entier k, 0 :s:; k :s:; j la condition e"lk) (f) > O. 
3.	 (Tf)j (S) est les sous-ensemble des éléments x de S tels que pour tout chemin 7f issu de 
x de longueur j doit satisfaire la cQndition e,,[k] (g) > 0,0 :s:; k :s:; j, jusqu'à ce que les 
conditions e,,[m] (f) > 0, et e,,[m] (g) > 0, 0 :s:; m :s:; j soient vraies toutes deux. 
4.	 (Tnj(S) est les sous-ensemble des éléments x de S tels qu'il existe un chemin 7f issu de 
x de longueur j qui doit satisfaire la condition e"lkj(g) > 0,0 :s:; k :s:; j, jusqu'à ce que les 
conditions e"lm](f) > O,et e"lm](g) > 0, O:S:; m:S:; j soient vraies toutes deux. 
Nous allons montrer dans la proposition suivante que toutes ces transformations sont aussi 
monotones, au sens classique du terme. N'oublions pas que l'ensemble des états n'est pas Aou. 
Ce sont les critères d'appartenance qui le sont. Il n'y a donc pas lieu de généraliser ici la notion 
de monotonicité au cas Aou et le théorème de Knaster-Tarski s'applique directement. 
Proposition 7 (Monotonicité) POUT toute structure de Kripke floue K N, tous sous-ensembles 
A, B de l'ensemble des états de KN tels que A ç B et tout entier i tel que 1 :s:; i :s:; 8, on a 
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Démonstration. 
1. Soit S E Tf(A) = f V AXA. Alors on a 
Si es(J) > 0 alors S est dans s E Tf(B), par définition même de Tf. Sinon on doit avoir 
es(AXA) > 0 qui signifie que pour tout état s' de Kl-I. tel que Rl-I.(s,s') > 0 on a es,(A) > 0, 
indiquant que s' E A. Puisque, par hypothèse, A ç B, on a s' E B. Ainsi sE Tf(B). 
2. Soit s E T~(A) = f V EXA. Alors on a 
Max(es(J), es(EXA)) > O. 
Si es(J) > 0 alors s est dans s E T~(B), par définition même de Tr Sinon on doit avoir 
es(EXA) > 0 qui signifie qu'il existe un état s' de Kl-I. tel que Rl-I.(s, s') > 0 et pour lequel on a 
es,(A) > 0, signifiant que s' E A. Puisque, par hypothèse, A ç B, on a s' E B. Ainsi s E T~(B). 
3. Soit S E Tf(A) = f 1\ AXA. Alors on a 
Min(es(J), es(AXA)) > O. 
Cela entraîne es(J) > 0 et es (AXA) > O. La dernière condition signifie que pour tout état s' 
de Kl-I. tel que Rl-I.(s,s') > 0 on a es' (A) > 0, indiquant que s' E A. Puisque, par hypothèse, 
A ç B, on a s' E B. Ainsi, avec la condition es(J) > 0, on a bien sE T3(B). 
4. Soit sE Tf(A) = f 1\ EXA. Alors on a 
Min(es(J), es(EXA)) > O. 
Cela entraîne es(J) > 0 et es(EXA) > O. La dernière condition signifie qu'il existe un état s' 
de Kl-I. tel que Rl-I.(s, s') > 0 pour lequel on a es' (A) > 0, indiquant que s' E A. Puisque, par 
hypothèse, A ç B, on a s' E B. Ainsi, avec la condition es(J) > 0, on a bien sE Tf(B). 
5. Soit s E T~(A) = 9 V (J 1\ AXA). Alors on a 
Max(es(g), es(J 1\ AXA)) > O. 
Si es(g) > 0 alors s est dans s E T~(B), par définition même de Tt Sinon on doit avoir 
es(J 1\ AXA) > 0 
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qui signifie es(f) > 0 et es(AXA) > O. Si tel est le cas alors, pour tout état s' de KN tel que 
Rt{(s, s') > 0, on a es,(A) > 0, signifiant que Si E A. Puisque, par hypothèse, A ç B, on a 
s' E B. Ainsi sE Tr(B), car es(f) > O. 
6.	 Soit s E Tt(A) = 9 V (f 1\ EXA). Alors on a 
Max(es(g), es(f 1\ EXA)) > O. 
Si es(g) > 0 alors s est dans s E T~(B), par définition même de T~. Sinon on doit avoir 
esU 1\ EXA) > 0 
qui signifie es(f) > 0 et es(EXA) > O. Donc, il existe un état Si de Kt{ tel que RN(s,S') > 0, 
pour lequel on a es, (A) > 0, signifiant que s' E A. Puisque, par hypothèse, A ç B, on a s' E B. 
Ainsi sE Tt(B) car es(f) > O. 
7. Soit s E T~(A) = 9 1\ (f V AXA). Alors on a 
Min(es(g), es(f V AXA)) > O. 
Cela entraîne es(g) > 0 et esUvAXA)) > O. La dernière condition signifie Max( es(f), es (AXA)) 
> O. Si es(f) > 0 alors on a s E T~(B). Sinon, pour tout état Si de Kt{ tel que RN(s, Si) > 0, 
on a es' (A) > 0, signifiant que Si E A. Puisque, par hypothèse, A ç B, on a Si E B. Ainsi 
s E T~(B). 
8. Soit s E T~(A) = 9 1\ (f V EXA). Alors on a 
Min(es(g), es(f vEXA)) > O. 
Cela entraîne es(g) > 0 et es(fVEXA)) > O. La dernière condition signifie Max(es(f), es(EXA)) 
> O. Si es(f) > 0 alors on as E Tr(B). Sinon, il existe un état Si de Kt{ tel que RN(s, Si) > 0, 
pour lequel on a es,(A) > 0, signifiant que s' E A. Puisque, par hypothèse, A ç B, on a Si E B. 
Ainsi sE Tr(B). 
Lemme 7 (Limite des itérées) 
1.	 Soit (Tf)n , (0) la limite de la transformation Tf (Z) = f V AXZ alors pour tout s dans 
S, si s E (Tnn, (0) alors on a es(f) > 0 ou, pour tout Si E S tel que RN(s, s') > 0, on a 
es'((Tn n1 (0)) > O. En d'autres termes, on a es(AFJ) > O. 
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2.	 Soit (T~ )n2(0) la limite de la transformation T~ (Z) = f V EXZ alors pour tout s dans 
S, si s E (T~)n2(0) alors on a es(J) > 0 ou il existe s' E S tel que RN(S,S') > 0, on a 
es'((T~)n2(0)) > O. En d'autres termes, on a es(EF1) > O. 
3.	 Soit (Tf)n 3 (S) la limite de la transformation TnZ) = fA AXZ alors pour tout s dans 
S, si s E (Tf)n 3 (S) alors on a es(J) > 0 et pour tout Si E S tel que RN(s,s') > 0 on a 
es' ((Tf)n 3 (S)) > O. En d'autres termes, on a es(AG1) > O. 
4.	 Soit (Tf)n4(S) la limite de la transformation Tf(Z) = f AEXZ alors pour tout s dans S, 
si s E (Tnn4 (S) alors on a es(J) > 0 et il existe Si E S tel que RN(S,SI) > 0 pour lequel 
on a es'((Tf)n4(S)) > O. En d'autres termes, on a es(EG1) > O. 
5.	 Soit (Tf)n5(0) la limite de la transformation T~(Z) = 9 V (J A AXZ) alors pour tout s 
dans S, si s E (T~)n5(0) alors on a es(g) > 0 ou on a es(J) > 0 et pour tout s' E S tel 
que RN(s, s') > 0, on a es'((T~)n5(0)) > O. En d'autres termes, on a es (A[fUg]) > O. 
6.	 Soit (Tt)n6 (0) la limite de la transformation Tt(Z) = 9 V (J A EXZ) alors pour tout s 
dans S, si s E (Tt)n6 (0) alors on a es(g) > 0 ou on a es(J) > 0 et il existe s' ES tel que 
RN(s, s') > 0 pourlequel on es, ((Tt)n6 (0)) > O. En d'autres termes, on a es (E[fUg]) > O. 
7.	 Soit (Tf)n7(S) la limite de la transformation T~ (Z) = 9 A (J V AXZ) alors pour tout s 
dans S, si s E (T~)n7(S) alors on a es(g) > 0 et pour tout Si E S tel que RN(s,s') > 0 on 
a soit es(J) > 0, soit es' ((Tf)n7(S)) > O. En d'autres termes, on a es (A[fRg]) > O. 
8.	 Soit (Tt )n8 (S) la limite de la transformation Tt (Z) = 9 A (J V EXZ) alors pour tout s 
dans S, si s E (Tt)n 8 (S) alors on a es(J) > 0 et il existe Si E S tel que RN(s, s') > 0 on a 
soit es(J) > 0, soit es'((Tf)n8 (S)) > O. En d'autres termes, on a esCE[fRg]) > O. 
Démonstration. 
1. Si es((Tf)n l (0)) > 0 alors es(Tr((Tr)n 1 (0))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tf on a es(J) > 0 ou alors pour tout s' E S tel que RN(S, s') > 0 on a 
Si E (Tf)n 1 (0). Si es(J) > 0 alors es(AF1) > O. Sinon, tout s' tel que RN(S, s') > 0 se retrouve 
dans la même situation que l'était s au départ et ainsi pour toute exécution 'Tf débutant à l'état 
s il y a un index j", qui en général dépend de j'exécution 'Tf , tel que e"ljn 1(J) > O. Cela qui 
revient à dire que es(AF1) > O. 
2. Si es((T~)n2(0)) > 0 alors es(T~((Tnn2(0))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tf on a es(J) > 0 ou alors il existe s' E S tel que RN(s, Si) > 0 
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pour lequel on a s' E (Tf)n2(0). Si es (f) > 0 alors es (EFf) > O. Sinon, il existe s' tel que 
Rll(s, s') > 0 qui se retrouve dans la même situation que l'était s au départ et ainsi pour il 
existe une exécution 7f débutant à l'état s et un index jrr, qui en général dépend de l'exécution 
7f , tels que e7r[j~1 (f) > O. Cela qui revient à dire que es(EFf) > O. 
3. Si e s ((Tn n3 (S)) > 0 alors e s (Tr((Tn n3 (S))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tr on a es(f) > 0 et pour tout s' E S tel que Rll(s, s') > 0 on a 
s' E (T:f)n3 (S). Clairement, s' se retrouve dans la même situation que l'était s au départ et ainsi 
on a que toute exécution 7f débutant à l'état s est telle que pour tout index j ~ 0 et tout état 
7f[j] la propriété f est telle que err(jl(f) > O. Cela qui revient à dire que es(AGf) > O. 
4. Si e s ((Tt)n 4 (S)) > 0 alors e s (Tt((Tt)n4 (S))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tt on a e 8 (f) > 0 et il existe s' E S tel que Rll(s, s') > 0 et s' E 
(Tt)n4(S). Clairement, s' se retrouve dans la même situation que l'était s au départ et ainsi il 
existe une exécution 7f débutant à l'état s telle que pour tout index j ~ 0 et pour tout état 7f[j] 
la propriété f est telle que err[jl(f) > O. Cela qui revient à dire que es(EGf) > O. 
7. Si e s ((Tn n7 (S)) > 0 alors e s (Tf((Tn n7 (S))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tf on a es(g) > 0 et soit es(f) > 0 soit pour tout s' E S tel que 
Rll(S, s') > 0 on a s' E Tf)n7(S). Dans le dernier cas, clairement, s' se retrouve dans la même 
situation que l'était s au départ. Ainsi on a que pour toute exécution 7f débutant à l'état s on 
doit avoir en[j] (g) > 0, j ~ 0 pour tout état de 7f jusqu'à ce que la propriété f soit telle que 
err[kl(f) > 0, si cela arrive un jour. Cela qui revient à dire que es(A[fRg]) > O. 
8. Si e s ((Tn n8 (S)) > 0 alors es (Tr((Tr)n8(S))) > 0 car c'est le point fixe de la transformation. 
Donc, par définition de Tr on a es(g) > 0 et soit es(f) > 0 soit il existe s' E S tel que 
Rll(S, s') > 0 tel que s' E (Tr)n8(S)). Dans le dernier cas, clairement, s' se retrouve dans 
la même situation que l'était s au départ. Ainsi on a que pour qu'il existe une exécution 7f 
débutant à l'état s pour laquelle on doit avoir en[jl(g) > O,j ~ 0 pour tout état de 7l' jusqu'à ce 
que la propriété f soit telle que err[k] (f) > 0, si cela arrive un jour. Cela qui revient à dire que 
es(E[fRg]) > O. Ceci achève la démonstration. 
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Nous voulons maintenant calculer les point fixes des transformations que nous venons de présen­
ter. Pour ce faire, la méthode utilisée dans le cas rigide est toujours bonne. Cependant, dans 
certains cas, on peut aussi procéder en établissant l'égalité numérique entre deux évaluations de 
valeurs de vérités floues plutôt que de montrer l'identité ensembliste, comme cela est fait dans 
le cas normal. 
Dit autrement, si MG(i) et M D(i) représentent respectivement les membres gauches et droits 
des huit identités de la proposition 8, 
MG(i) == MD(i), 1 ~ i ~ 8 
alors, pour tout état s de K N et pour tout i E {2,3}, on a 
es(MG(i)) = es(MD(i)), 
et, pour tout i E {1,4,5,6, 7,8}, on a 
es(MG(i)) = 0 {=} es(MD(i)) = O. 
Remarquons que l'identité numérique des points 2 et 3 entraîne évidemment l'identité ensemb­
liste de ces mêmes cas. 
Proposition 8 (Règle d'expansion des opérateurs 'NeTL) Pour toute structure de Kripke 
fioue K N et toutes formules de chemins j, 9 sur K N on a 
1. AFg == 9 vAX AFg 
2. EFg =: 9 VEX EFg 
3. AGg == 9 1\ AX AGg 
4. EGg=:g I\EXEGg 
5. A(f Dg) == 9 V (f 1\ AX A(f Dg)) 
6. E(f Dg) == 9 V (f 1\ EX E(f Dg)) 
7. A(f Rg) =: 9 1\ (f vAX A(f Rg)) 
8. E(f Rg) == g 1\ U VEX EU Rg)) 
où pour toute formule 1>1 et 1>2, on a <Pl == 1>2 si, et seulement si, pour tout état s de l'ensemble 
S des états de K N, on a 
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Démonstration. Soit s un état de K~. 
1. On a 
= min e 7T (Fg) 
7TEIL(K~),7T[O]=S 
= min max e 7T) (g)
7TEIL(K~ ),7T[O]=S jEN 
= Max(es(g), es(AX AF(g))) 
La notation N* est utilisée pour désigner l'ensemble des entiers strictement positifs, N* = {n E 
Nin> a}. Maintenant, pour montrer l'identité souhaitée, il suffit de montrer 
es(g) V es(AX AF(g)) = a => esAF(g) = a. 
Par hypothèse, on a 
La valeur de 9 en s doit être nulle et il existe au moins un chemin 11"0 issu de s sur lequel la 
valeur de 9 maximale atteinte (abstraction faite de la racine s) est nulle. En combinant ces deux 
résultats, on a que la valeur de 9 en chacun des sommets de 11"0, racine comprise, est nulle aussi. 
Cela signifie que esAF(g) = a. Le résultat est démontré. 
2. esEF(g) 
= max e 7T (Fg) 7TEIL(K~),7T[OI=s 
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3. esAG(g) 
= Min(es(g), (	 min min errj(g)))
rrEiL(K,,),rrIOI=s jEN·
 
= Min(es(g), es(AX AG(g)))
 
= es(g) /\ es(AX AG(g)) 
4. esEG(g) 
= max min e rr) (g)
rrEiL(K" ),rr[OI=s jEN
 
2 Min(es(g), max (min errj(g))

rrEiL(K,,),rr[O]=s jEN· 
= Min(es(g), es(EX EG(g))) 
= es(g) /\ es(EX EG(g)) 
Ici on doit montrer 
max min errj (g) = 0 ~ Min(es(g), ( max min errj(g))) = 0
rrEiL(K,,),rrIOj=s jEN rrEiL(I<,,),rrIOj=s jEN· 
Par hypothèse, on a que pour tout chemin n issu de s, il existe au moins un sommet de n où 
la valeur de 9 est nulle. Ce sommet peut être s lui-même. Si ce n'est pas le cas il doit alors se 
trouver sur un des successeurs de s dans n. C'est ce qu'indique la formule 
Min(es(g), ( max min errj(g))) = O. 
rrEiL(K" ),rr[OI=s )EN· 
Le résultat est démontré 
5.	 Nous allons montrer que 
esA(J Ug) = 0 ~ es(g V (J /\ AX A(J Ug))) = o. 
esA(J Ug) = min err(JUg) = 0
rrEiL(K,,),rr[OJ=s 
si et seulement si, par définition, 
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min max(Min( e"k (g), min e"j (f))) = O. 
"EJ.'(KN),,,[O]=s kEN O:<:;j<k 
Il doit donc y avoir au moins un chemin 11"0 issu de s tel que 
max(Min( e"k(g), min e j(f))) = O. 
kEN 0 O:<:;j<k "0 
Sur 11"0, pour tout entier k ~ 0 on a alors 
Min( e"k(g), min e j(f)) = O. 
o o:<:;j <k "0 
Lorsque k = 0 on a 
Deux possibilités se présentent alors: 
A. pour tout entier k > 1 on a e"k (9) = 0,
- 0 
B. il Y a au moins un entier k ~ 1 tel que e"dg) #- 0 et alors min e j (f)) = O. 
o O:<:;j <k "0 
Dans un cas comme dans l'autre, l'expression 
es(g V (f 1\ AX A(f Dg))) = 
est nulle. En effet si l'hypothèse A est vraie alors on a 
Min(e"o(f), min (max (Min( 0, min e"j(f))) = 0, 
"EJ.'(KN),,,[O]=s kEN" O<j<k 
et si l'hypothèse B est vraie alors on a plutôt 
Le critère nécessaire est démontré. 
({=). Si maintenant on suppose vraie la formule 
es(g V (f 1\ AX A(f Dg)) = 0 
alors, pour tout chemin 11" issu de 5, les deux identités suivantes 
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sont vraies. La deuxième de ces identités entraîne que, pour tout chemin n issu de s, on a 
A. e 7ro(J) = 0 ou 
Lorsque l'hypothèse A est vérifiée, on a 
Lorsque l'hypothèse B est vérifiée, il existe au moins un chemin no pour lequel 
On a alors 
Maintenant, lorsqu'on fixe le quantificateur des chemins à n = no, la dernière expression se 
réduit et est égale à ce qui suit en utilisant (t). 
Le critère suffisant est démontré. 
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6.	 Nous voulons montrer que 
esE(f Ug) = 0 Ç:} es(g V (f 1\ EX E(f Ug))) = O. 
(=».	 On a 
e.E(f Ug) = 0 Ç:} 
Ainsi, pour tout chemin 71' issu de s et tout entier k 2: 0 on a 
ce qui implique que, pour tout entier k 2: 0 , soit 
soit 
min	 e 7T ] (f) = O. O~j<k 
Si, pour tout entier k 2: 0 on a e 7T k (g) = 0 alors 
es(g	 V (f 1\ EX E(f Ug))) 
= Max(O,Min(e7To(f), max (max(Min( 0, min e 7Ti(f))))
7TEJ.t(K,,).7TIO]=s kEN" O<]<k 
= Max(O,Min(e7To(f), max (max(O)))
7TEJ.t(K,,).7T[Oj=s kEN" 
= Max(O, Min(e7To(f), 0)) = 0 
Par ailleurs on a 
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Cela entraîne que erro (g) = 0, car sinon J'expression précédente n'est pas nulle. Supposons 
maintenant 7r un chemin fixé issu de s. Supposons aussi que J'on ait, pour un certain entier 
r > 0, e rr T (g) =1= O. Alors on a 
Il existe donc un entier t,O ::; t < r tel que errt (1) = O. Sans perte de généralité on peut aussi 
supposer que pour tout entier i tel que 0 ::; i < r on a erri(g) = 0, c'est-à-dire que r est le plus 
petit entier tel que errr(g) =1= O. Dans ce cas on obtient 
es(g V (1 1\ EX E(1 Dg))) 
Si on a e rro(1) = 0 alors la dernière expression est nulle et le résultat démontré. Sinon, on sait 
qu'il existe un entier t, 0 < t < r tel que errt (1) = O. Mézalors J'expression 
est nulle car au moins un des deux termes errk (g) ou min errj (1) l'est aussi. Ce résultat étant 
O<j<k 
valide pour tout chemin 7r issu de s, le résultat est démontré. 
(~). Par définition, on a 
es(g V (f 1\ EX E(1 Dg))) = 0 <* 
Max(erro(g), Min(erro(1), max. (max(Min( errk(g), min e rr ) (1)))) = O. 
rrEJ.L(KN),rr[O]=s kEN' O<j<k 
On a donc, par hypoyhèse, erro(g) = 0 et soit 
soit 
max (max (Min( errk (g), min errj (1))) = O. 
rrEJ.1(KN),rrIO]=s kEN' O<j<k 
Dans le premier cas, lorsque erro (1) = 0, on a 
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= max max(O) = O. 
rrE!"(K,,),rr[O]=s kEN 
Le résultat est démontré. 
Dans le second cas, on a, pour tout chemin 7r issu de s et tout entier k > 0, 
Si, pour tout k > 0 on a errk (g) = 0 alors, puisque erro (g) = 0 on a 
esE(J Dg) 
= max max(Min(O)) = 0 
rrE!"(K,,),rr[O]=s kEN 
Le résultat est démontré. 
S'il existe k > 0 tel que errk (g) :f: 0 alors il existe j, 0 < j < k tel que errj (J) = O. Ainsi on a 
esE(J Dg) 
= max max(O) = O. 
rrE!"(K,,),rrIO]=s kEN 
Le résultat est démontré entièrement. 
7.	 Nous voulons montrer que 
esA(J Rg) = 0 {::;> es(g 1\ (J vAX A(J Rg))) = O. 
(=}). Par définition, on a 
esA(J Rg) = 0 {::;> min min(Max( errk(g), max errj(J))) = O. 
rrE!"(K,,),rr[O]=s kEN O'.5.j<k 
Cette dernière condition n'est vraie que s'il existe au moins un chemion 7r issu de s et au moins 
un entier k ~ 0 tels que 
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Si c'est le cas, la dernière égalité implique, pour tout j, 0 ~ j < k, e"j (J) = o.
 
Avec ces hypothèses, on veut montrer que es(g 1\ (f vAX A(f Rg))) = 0 c'est-à-dire que
 
Si k = 0 alors e"o (g) = 0 et le résultat est démontré. Si k > 0 clairement on a e"o (J) = O. De 
plus, on sait qu'il existe au moins un chemin 'Fr et un entier k où 
Puisqu'on prend le minimum sur tous les chemins issus de s et tous les entiers k> 0, on a 
et le résultat est démontré. 
({=:). Par définition, on a 
es(g 1\ (J vAX A(J Rg))) = 0 Ç} 
Min(e"o(g), Max(e"o(J), min (min (Max( e"k(g), max e"j (J)))) = O. 
"EJ.L(KN),,,[O]=s kEN· O<]<k 
Notre hypothèse mène à deux cas que nous analysons séparément, 
Pour le cas A, en considérant ['index k = 0 dans le second quantificateur min et en notant 
l'identité 
nous avons clairement 
esA(J Rg) = min min(Max( e"k (g), max e,,) (J))) = O. 
rrEJ.L(KN),n[O]=s kEN 05:j<k 
Pour le cas B, on a pour hypothèses 
et 
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Cela signifie qu'il existe un chemin no entier ko > 0 tel que e 
7TO 
kO (g) = 0 et tel que pour tout 
j,O < j < ko, on a e j(J) = O. Ajoutons à cela le fait que e 7To(J) = 0 et nous obtenons 7TO 0 
immédiatement le résultat souhaité considérant le chemin no et l'index ko dans ce qui suit. 
Le résultat est démontré. 
8. La preuve du numéro 8 ne diffère pas beaucoup des preuves des identités 5, 6 et 7. Elle est 
laissée au lecteur. 
Proposition 9 (Les plus petits points fixes de la logique NeTL) Pour toute structure de 
Kripke floue Kp, et toutes formules de chemins f,g sur Kp, et tout état s de Kp, on a: 
1. AFf = U(Tn j (0). 
j~O 
2. EFf = U(Tf)j(0). 
j~O 
3. A[fUg] = U(Tr)j(0). 
j~O 
4· E[fUg] = U(T:)j(0). 
j~O 
Démonstration. 
1. Montrons d'abord l'inclusion U(Tf)l(0) ç AFf. Procédons par récurrence. Clairement, 
j~O 
(Tf)°(0) = 0 ç AFf· Supposons k un entier tel que (Tr)k(0) ç AFf. Alors, pour tout x dans 
(Tr)k(0), on a xE (Tr)k+l(0) si et seulement si, on a soit ex(J) > 0, en quel cas xE AFf, soit, 
pour tout état y ES tel que Rp,(x,y) > 0, on ay E (Tn k(0). Par hypothèse de récurrence, pour 
tous les états y E (Tr)k(0), on a ey(AF(J)) > O. Ainsi, par hypothèse de récurrence, on obtient 
ce qui, par la proposition 8, implique 
exAF(J) > O. 
Réciproquement, on a vu au lemme 5 que (Tr)j (0) est l'ensemble des éléments x E S tels que 
pour toute exécution n de longueur j issue de x, il y a au moins un des états n[k], 0 ::::; k ::::; j 
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tel que e 7T [kl > O. Soit m(1l") le minimum de ces entiers, pour chaque exécution 1l" issue de x. 
Alors il existe un entier m plus grand que le maximum sur tous les chemins issus de x des m(1l") , 
puisqu'il n'yen a qu'un nombre fini. Clairement, on a s E (Tf)m. 
2. Montrons d'abord l'inclusion U(T~)j (0) ç EFf. Procédons par récurrence. Clairement, 
j?O 
(Tr)O(O) = 0 ç EFf. Supposons k un entier tel que (Tr)k(O) ç EFf. Alors, pour tout x dans 
(Tnk(O), on a x E (Tnk+1(0) si et seulement si, on a soit ex(J) > 0, en quel cas x E EFf, soit 
il existe un état y E S tel que RN(x, y) > 0, pour lequel on a y E (Tr)k(O). Par hypothèse de 
récurrence, pour cet état y E (Tr)k(O), on a ey(EF(J)) > O. Ainsi, on obtient 
= max( ex(J), À) > 0 
car, par hypothèse de récurrence À est un nombre plus grand que zéro. 
Réciproquement, on a vu au lemme 5 que (Tnj(O) est l'ensemble des éléments x ES tels qu'il 
existe une exécution 1l" de longueur j issue de x pour laquelle il y a au moins un des états 
1l"[k], 0 :S k :S j, tel que e".lk) > O. Pour chaque exécution 1l" satisfaisant cette condition, soit 
m(1l") le minimum de ces entiers. Alors si m est le plus petit des entiers m(1l") clairement on a 
sE (Trr. 
3. Montrons d'abord l'inclusion U(Tn j (0) ç A[fUg]. Procédons par récurrence. Clairement 
j?O 
(TnO(O) = 0 ç A[fUg]. Supposons k un entier tel que (Tnk(O) ç A[fUg]. Alors, pour 
tout x dans (Tr)k(O), on a x E (Tr)k+l(O) si et seulement si, on a soit ex(g) > 0, en quel cas 
x E A[fUg], soit ex(J) > 0 et pour tout état y E S tel que RN(x,y) > 0, on a y E (Tr)k(O). 
Par hypothèse de récurrence, pour tout état y E (Tr)k(O), on a ey(A[fUg]) > O. Ainsi, par 
hypothèse de récurrence, on obtient 
ce qui, par la proposition 8, implique 
exA[fUg]) > O. 
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Réciproquement, on a vu au lemme 5 que (T~)j(0) est l'ensemble des éléments x ES tels qu'il 
existe une exécution 71" de longueur j issue de x pour laquelle il y a au moins un des états 
71"[k], 0 ~ k ~ j, tel que err[k] > O. Pour chaque exécution 71" satisfaisant cette condition, soit 
m(71") le minimum de ces entiers. Alors si m est le plus petit des entiers m(71") clairement on a 
s E (T~)m. 
4. La démonstration est similaire aux trois points précédents et est laissée au lecteur. 
Proposition 10 (Les plus grands points fixes de la logique "KCTL) Pour toute structure 
de Kripke floue K N et toutes formules de chemins f, 9 sur K N si S est l'ensemble des états de 
KN on a: 
1. AGf = n(Tf)j (S).
 
j?O
 
2.	 EGf = n(Tf)j(S).
 
j?O
 
3.	 A[fRg] = n(Tnj(S).
 
J?O
 
4· E[fRg]	 = n(T~F(S). 
j?O 
Démonstration. Pour alléger la preuve et éviter des redondances trop grandes dans cette 
preuve, posons AG = 0 3 , EG = 0 4 , A[fRg] = 0 7 , E[fRg] = 0 8 et I = {3, 4, 7, 8}. 
Nous voulons montrer que pour tout i E l, on a 
O;f = n(Tf)j(S). 
j 
Nous allons procéder en démontrant, pour tout i E l, que l'on a à la fois O;f ç n(Tf)j(S) et 
j 
n(Tf)j(S) ç 0iJ. 
j 
Pour la première partie, on procède par récurrence. Pour tout i Elon a O;f ç S, clairement. 
Supposons O;f ç (Tf)n(s). Par la proposition 7 on a, pour tout i E l, qué (Tf) est monotone. 
Donc, pour tout i E l, on a Tf(O;f) ç Tf(Tf)n(s). Par le théorème 1 on a, pour tout i E I 
que (Oi!) est un point fixe de Tf. D'où le résultat. 
Pour l'inclusion réciproque, soit i E I et Xi E S tel que eXi (nj (Tf)j (S) > O. Alors on a, pour 
tout entier j et tout i E l, ex,(Tf)j(S» > O. Pour chaque i Ella transformation Tr admet un 
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point fixe obtenu en itérant Tf sur S un nombre ni de fois, c'est-à-dire que, pour tout i E l il 
existe ni tel que 
Ainsi, pour tout i dans l on a 
Pour continuer la preuve à partir de l'équation précédente il faut maintenant distinguer les 
quatre cas de départ et interpréter les formules dans chaque cas. Il suffit d'appliquer, dans 
l'ordre, le lemme 7 d'induction à chaque cas pour obtenir le résultat souhaité. 
3.5 Conclusion 
Dans ce chapitre nous avons défini la logique temporelle floue 'RCTL*, ce qui nous a permis de 
définir les opérateurs de la sous-logique 'RCT L. Nous avons ensuite démontré que ces derniers 
opérateurs étaient tous les points fixes de transformations monotones au sens usuel du terme. 
Opérant dans un contexte fini, il s'ensuit que l'ensemble des états satisfaisant une formule 
quelconque exprimée à l'aide des opérateurs 'RCTL peut être construit récursivement en un 
nombre fini d'étapes. 
CHAPITRE IV 
LA VÉRIFICATION DE MODÈLES FLOUE 
Abstraitement, la vérification globale de modèles classique consiste à identifier algorithmique­
ment le sous-ensemble des états d'un système donné qui satisfont une propriété particulière du 
système. 
Il y a plusieurs manières de concrétiser le problème. Par exemple, à l'instar de la méthode 
suivie dans ce mémoire, on peut décider de représenter le système avec une structure de Kripke 
et les propriétés avec l'aide de la logique CTL. Plusieurs autres algorithmes de vérification de 
modèles existent, qui peuvent dépendre de la logique utilisée, bien sûr, mais aussi du type de 
représentation que l'automate (ou la structure de Kripke) représentant le modèle du système 
examiné peut avoir. 
4.1 La vérification de modèles avec la logique CTL 
Plusieurs preuves distinctes de la calculabilité des propriétés CTL sur une structure de Kripke 
donnée existent. Le traitement peut se faire directement sur le graphe orienté de l'automate 
représentant la structure de Kripke en examinant les états du système avec l'aide de la relation 
de transition et en décidant progressivement de ce qu'un état fait ou ne fait pas partie du sous­
ensemble des états satisfaisant une propriété donnée. C'est la vérification de modèle classique. 
Une autre méthode consiste à utiliser des transformations de prédicats pour construire en un 
nombre fini d'étapes l'ensemble de tous les états satisfaisant une propriété donnée. Cela est 
possible car, comme nous l'avons vu, les plus petit et plus grand points fixes de ces transforma­
tions s'obtiennent toujours en un nombre fini d'étapes lorsqu'elles sont monotones. Le problème 
revient alors à montrer leur monotonicité et à bien identifier les transformations associées aux 
opérations de CTL de manière à les caractériser parfaitement. 
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Cette dernière méthode est appelée la vérification itérative ou sémantique de modèles. Un de ses 
avantages vient de ce qu'elle peut traiter des données mises en oeuvre sous forme de diagrammes 
de décisions binaires (BDD), permettant une gestion extrêmement efficace, relativement à la 
méthode classique, du calcul des vérifications. On parle alors de vérification symbolique de 
modèles. 
De plus, cette méthode a l'avantage de situer le problème de la vérification en termes ensemblistes 
plutôt qu'en termes de graphes, avantage qui a pour conséquences d'ouvrir grande la porte des 
généralisations. Voilà pourquoi nous avons opté pour la vérification itérative comme base de 
notre travail. Ajoutons qu'il n'a absolument pas été nécessaire de faire appel aux diagrammes 
binaires pour mener à bien notre projet. Les BDD ne sont que des outils de représentation lors 
de la mise en oeuvre effective. Or nous n'avons examiné que l'existence de la vérification floue, 
et pas sa mise en oeuvre. 
4.2 La vérification de modèles «floue» 
La vérification de modèles floue que nous présentons ici est une généralisation de la vérification 
de modèle itérative décrite dans la section précédente. Nous avons généralisé les structures de 
Kripke pour les rendre floues (dans une certaine mesure), puis nous avons fait de même avec la 
logique CTL pour pouvoir construire les propriétés de cette nouvelle représentation. 
La vérification de modèle floue se définit de la même manière que la vérification itérative ordinaire 
à un petit détail près. Soient K = (S, So, R, L) et K~ = (S, So R~, L~) respectivement une 
structure de Kripke classique et une structure de Kripke floue avec deux propriétés f et h 
associées à leur système respectif. La vérification classique consiste à construire l'ensemble 
alors qu'en vérification floue on recherche plutôt l'ensemble suivant 
On peut remarquer que ces deux notions coïncident en logique binaire ordinaire. 
Par ailleurs, il est important de noter que l'ensemble des états est un ensemble ordinaire (non­
flou) dans la structure de Kripke floue. Il y a certainement moyen de «fuzzifier» l'ensemble des 
états du système. Mais ce travail n'entre pas dans le cadre de notre mémoire. Sachant cela, il 
est facile de montrer que la vérification de modèle floue est décidable. 
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Théorème 6 La logique floue NCTL telle que décrite dans ce mémoire est vérifiable automa­
tiquement (décidable), c'est-à-dire que pour n'importe quelle structure de Kripke floue, il est 
possible de construire algorithmiquement en un temps fini l'ensemble e KN (iN), quelque soit la 
propriété h floue donnée. 
Démonstration. Soit K N = (S,RN,LN) une structure de Kripke floue sur un ensemble PA 
de propositions atomiques. Les formules de NCTL sont toutes construites à partir de PA en 
composant un certain nombres fini d'opérations sur ces formules atomiques. On peut donc 
parler de la longueur d'une formule sans craindre une infinité de décompositions possibles et 
permettant de fait une démonstration par récurrence sur la longueur des formules. 
Les opérations permises peuvent être limitées à la conjonction floue (min) à la négation floue 
(1 -.) et aux opérations proprement NCT L que sont les dix opérateurs 0 102 avec OIE {A, E} 
et O 2 E {X,F,G,R,U}. 
Les calculs de 1 = Min(iJ, 12),1 = Max(fI, 12) et 1 = 1- Il se terminent en un temps fini par 
récurrence. De même, en appliquant les transformations de prédicats appropriées, on calcule en 
un nombre fini d'étapes les ensembles 0 10 2 1, quelque soit 1 donnée dans NCTL. Ceci achève 
la démonstration. 
CHAPITRE V 
CONCLUSION 
Dans ce mémoire, nous avons montré qu'il est possible de faire de la vérification de modèles en 
se basant sur la logique floue, logique comportant une infinité de valences. Dans (2), le travail 
avait déjà été fait dans le cadre des logiques multivalentes finies. 
La démarche suivie ici n'a cependant pas été la même. Dans (2) on définit directement la 
généralisation multivaluée de CTL. Nous avons plutôt commencé par généraliser CT1* au cas 
flou, obtenant NCTL' avant de définir NCTL comme une sous-logique de NCTL·. 
À l'instar de (2) dans le cas multivalué et de (3) dans le cas ordinaire, nous avons ensuite 
montré que les opérateurs de NCTL étaient tous des points fixes de transformations monotones, 
démontrant ainsi qu'il est possible de construire algorithmiquement la solution au problème de 
trouver tous les états d'un système satisfaisant une propriété donnée exprimée dans le langage 
de NCTL. 
Cependant, nous n'avons touché ni à l'implémentation, ni aux applications possibles de la 
théorie. Ce travail reste à faire. Plusieurs autres avenues de recherches pourraient être en­
visagées à partir du présent contexte. Rapidement, de manière non-exhaustive et en autant que 
cela n'ait pas été fait auparavant on pourrait, par exemple: 
i.	 «Refaire» ce mémoire avec des opérateurs flous basés sur des disjonctions et des conjonc­
tions moins usuelles que les fonctions maximum et minimum. 
11.	 «Fuzzifier» les autres logiques P LTL, CTL, dite de Dicky, etc. 
Ill.	 Établir le contexte approprié en théorie des catégories pour voir que tout le travail que 
nous venons de faire n'est qu'une «chiquenaude» fonctorielle! En fait, comment pourrait-il 
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en être autrement? Tout fonctionne tellement bien ... 
iv.	 Faire le lien avec la théorie des réseaux. En effet, les graphes orientés sont à la base de ce 
travail. Le cadre que nous avons examiné pourraient peut-être servir à vérifier certaines 
propriétés des réseaux. Un examen de la relation =x nous semble prometteur dans ce 
contexte. 
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