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We present the first measurements of the longitudinal double-spin asymmetry ALL for dijets with
at least one jet reconstructed within the pseudorapidity range 0.8 < η < 1.8. The dijets were
measured in polarized pp collisions at a center-of-mass energy
√
s = 200 GeV. Values for ALL are
determined for several distinct event topologies, defined by the jet pseudorapidities, and span a
range of parton momentum fraction x down to x ∼ 0.01. The measured asymmetries are found to
be consistent with the predictions of global analyses that incorporate the results of previous RHIC
measurements. They will provide new constraints on ∆g(x) in this poorly constrained region when
included in future global analyses.
3PACS numbers: 13.87.Ce, 13.88.+e, 14.20.Dh, 14.70.Dj
I. INTRODUCTION AND MOTIVATION
Understanding the internal spin structure of the pro-
ton is a fundamental goal in strong interaction physics.
Deep inelastic lepton scattering (DIS) measurements
have played a seminal role in the development of our
present knowledge of hadronic substructure. Studies
of polarized deep inelastic lepton scattering (pDIS), in
which a longitudinally-polarized lepton beam scatters
from a longitudinally or transversely polarized target,
have provided important insights into the spin structure
of the nucleon. Several decades of increasingly precise
pDIS experiments have found that the spins of the quarks
(∆Σ) account for only ∼ 30% of the total spin of the pro-
ton, with the remainder due to contributions from the
gluon spin (∆G) and the orbital angular momenta (L) of
the partons ([1, 2] and references therein).
The helicity distribution of gluons within the proton,
∆g(x), is thus a key ingredient in unraveling the internal
structure and the QCD dynamics of nucleons. The Rela-
tivistic Heavy Ion Collider (RHIC) [3] at Brookhaven Na-
tional Laboratory is a unique tool for exploring gluon po-
larization, through collisions of polarized proton beams
at center-of-mass energies
√
s = 200 and 510 GeV. At
these energies, RHIC kinematics is particularly sensitive
to gluons, as scattering occurs predominantly via quark-
gluon and gluon-gluon interactions.
Previous measurements of the longitudinal double-spin
asymmetries, ALL, for inclusive jet [4–7] and pi
0 [8–10]
production, obtained by the STAR and PHENIX exper-
iments at RHIC respectively, have been added to the
DSSV [2] global analyses. Inclusive jets [4–7, 11] mea-
surements were included in NNPDF [1] global analyses.
The addition of the most recent STAR inclusive jet re-
sults [7] shows, for the first time, a positive gluon polar-
ization in the region of sensitivity, x > 0.05. At lower
values of the momentum fraction x, however, the magni-
tude and shape of the gluon helicity distribution are still
poorly constrained.
Correlation observables, such as those from dijet pro-
duction, capture more information about the initial state
kinematics of the hard scattering, and may lead to tighter
constraints on the shape of ∆g(x). Recently, STAR pub-
lished the cross section and first measurements of ALL
for dijets produced near mid-rapidity in longitudinally-
polarized proton-proton collisions at
√
s = 200 GeV [12].
The measured cross section was found to be consistent
with next-to-leading order (NLO) perturbative QCD ex-
pectations. The extracted spin asymmetries also showed
good agreement with the predictions of current global
analyses [1, 2]. The dijet invariant mass is proportional to
the square-root of the product of the initial state momen-
tum fractions, M =
√
s
√
x1x2, at leading order QCD;
and the sum of the jet pseudorapidities determines their
ratio, η3 + η4 = ln (x1/x2), where we follow the conven-
tion that the initial (final) state kinematics are referenced
with index 1,2 (3,4). Adding dijet results to the global
analyses will further constrain the x dependence of ∆g.
In this paper, we report the first measurements of the
longitudinal double-spin asymmetry, ALL, for dijet pro-
duction at intermediate pseudorapidities, where at least
one of the jets was detected in the range of 0.8 < η < 1.8.
The data were taken at
√
s = 200 GeV in 2009 by the
STAR collaboration, and extend the sensitivity to par-
ton distributions at lower x values than those probed at
mid-rapidity [12].
The remainder of this paper is organized as follows: in
Sec. II we briefly describe relevant aspects of the STAR
detector; Sec. III discusses the data and simulation sam-
ples used; Sec. IV focuses on our jet reconstruction and
selection criteria, while Sec. V provides details on the ex-
perimental methods. The double spin asymmetry ALL
measurements are presented in Sec. VI, and the associ-
ated bias and uncertainties are discussed in Sec. VII. The
results are presented in Sec. VIII, with our summary in
Sec. IX.
II. THE STAR DETECTOR AT RHIC
RHIC consists of two quasi-circular concentric accel-
erator/storage rings on a common horizontal plane, one
(‘Blue Ring’) for clockwise and the other (‘Yellow Ring’)
for counter-clockwise beams. Each ring can store 120
proton bunches. The overall efficiency of the acceleration
process and beam transfer into RHIC is higher than 50%,
yielding about 2 × 1011 protons per bunch. The (verti-
cal) polarizations of the proton beams are maintained by
use of ‘Siberian Snakes’, and are measured several times
per fill, as discussed in Sec. III.A and VI.A. Spin rotator
magnets, located on each side of the two major interac-
tion points, can precess the stable spin orientation from
vertical into the horizontal plane, and back, allowing for
collisions of longitudinally polarized beams [3].
The Solenoidal Tracker at RHIC (STAR) [13] is a
multipurpose detector designed to measure hadronic
and electromagnetic particles in heavy-ion and polarized
proton-proton collisions. STAR is comprised several sub-
systems which provide charged particle tracking and elec-
tromagnetic calorimetry over a wide range of pseudora-
pidity. The three primary subsystems used for jet re-
construction in this work are the time projection cham-
ber (TPC) [14], the barrel electromagnetic calorimeter
(BEMC) [15], and the endcap electromagnetic calorime-
ter (EEMC) [16]. Additionally, the beam-beam counters
(BBC) [17] and zero-degree calorimeters (ZDC) [18] were
used to determine the relative integrated luminosities of
the various beam-spin combinations.
The TPC provides charged-particle tracking in a 0.5 T
solenoidal magnetic field over the nominal range |η| ≤ 1.3
4in pseudorapidity and 2pi in azimuthal angle. The TPC is
used to determine the transverse momentum, pT , of the
outgoing charged particles, and also aids in locating the
position of the collision vertex. The tracking efficiency is
∼ 85% for |η| ≤ 1.0, but falls to ∼ 50% at |η| ∼ 1.3 [14].
This is a critical issue when attempting to reconstruct
jets at intermediate pseudorapidities.
Surrounding the TPC in azimuth, for the range |η| < 1,
is the BEMC [15], which measures electromagnetic en-
ergy deposition. The BEMC is a lead-scintillator sam-
pling calorimeter which is roughly 20 radiation lengths
deep and consists of 4800 optically isolated projective
towers, each subtending 0.05 radians in azimuth and 0.05
units in pseudorapidity.
The EEMC [16] is located on the west end of the TPC,
and extends the kinematic reach of the BEMC in the
forward direction. Like its counterpart, the EEMC is a
lead-scintillator sampling calorimeter, and provides elec-
tromagnetic calorimetry for 1.09 < η < 2.00 and over
the full range in azimuth (there is a small service gap be-
tween the two detectors for 1.00 < η < 1.08). In addition
to calorimetry, both the BEMC and EEMC are used to
generate the primary jet trigger information at STAR, as
described in the next section.
III. DATA AND SIMULATION SAMPLES
A. Data Sets and Triggering
The data used in this analysis were collected by the
STAR collaboration in 2009, from longitudinally polar-
ized pp collisions at
√
s = 200 GeV. The data set has
an integrated luminosity of 21 pb−1. Values of the pro-
ton beam polarization were extracted from the spin-
dependent asymmetries observed in proton elastic scat-
tering in the Coulomb-Nuclear Interference (CNI) re-
gion, with high-statistics measurements carried out us-
ing proton-Carbon (pC) polarimeters [19], which were
normalized with respect to a polarized hydrogen gas jet
(H-Jet) polarimeter [20]. The luminosity-weighted polar-
izations of the two beams were PB = 56% and PY = 57%.
The relative uncertainty of the product PBPY , relevant
for this analysis, was 6.5%. Ratios of the integrated lumi-
nosities for different beam helicity states were determined
by the BBCs [17] and the ZDCs [18]. Details on these
quantities, and their estimated uncertainty contributions
to ALL, are discussed in Sec. VI.
Events used in this analysis needed to pass at least one
of several trigger conditions. The STAR trigger system
[21], designed to optimize both the heavy-ion and spin
physics programs, is a multi-level, modular, pipelined
system in which digitized signals from the fast trigger
detectors are examined at the RHIC crossing rate of
∼9 MHz. This low-level information is then used to de-
termine whether to read out data from the slower, more
finely-grained detectors and transfer all data to disk, or
to reset and wait for the next event.
The triggers for the selection of jet events were con-
structed by requiring substantial energy to be present
in the BEMC or EEMC within fixed ∆η × ∆φ = 1 × 1
calorimeter regions (jet patches). There are a total of
18 non-overlapping jet patches that cover the BEMC
and EEMC: six each in the East and West halves of the
BEMC, and the remaining six in the EEMC. Since these
jet patches are fixed in the detector, and are comparable
in area to that of a typical jet, there are sizable trig-
gering inefficiencies at the jet-patch boundaries. A jet
that strikes near the boundary of two jet patches and
shares its energy between them, for example, may not
deposit enough energy in either jet patch to exceed the
trigger threshold. To mitigate this effect in the η direc-
tion, two sets of six ‘overlap’ jet patches were created.
One set straddles the boundary between the jet patches
that cover a given φ range in the East and West halves
of the BEMC, which meet at η = 0, while the other set
straddles the boundary between the jet patches in the
West half of the BEMC and those in the EEMC, which
meet at η ∼ 1.
Including the 12 overlap jet patches yielded a total of
30 jet patches available for triggering in the 2009 run
configuration. Hardware restrictions prevented the im-
plementation of analogous overlapping jet patches in the
φ direction, but the inefficiencies in φ are eased by the
Adjacent Jet Patch (AJP) logic. For the 2009 run, each
jet patch had three associated energy thresholds: a jet
patch trigger was satisfied if the transverse energy de-
tected in a single jet patch exceeded either 5.4 GeV (the
JP1 trigger, which was prescaled) or 7.3 GeV (JP2 trig-
ger), or if two jet patches adjacent in azimuth each ex-
ceeded 3.5 GeV (the AJP trigger). The AJP logic was
not implemented for the jet patches which span the ser-
vice gap between the BEMC and EEMC.
B. Simulation Samples
Simulated events are needed to correct for detector ef-
fects on the measured quantities of interest, as well as to
evaluate various systematic uncertainties. These events
were generated using Pythia 6.4.26 [22] with the Peru-
gia 0 tune [23] and were then processed through a STAR
detector response package implemented in GEANT 3
[24]. The simulated events were embedded into zero-bias
events from real data, which come from triggering on ran-
dom bunch crossings over the span of the run. The real
and simulated events were combined at the ‘raw’ detector
level, i.e., before the TPC padrow data is converted into
track segments. This way the simulation sample can ac-
curately mimic the same beam background, pile-up, and
detector conditions as the real data throughout the entire
data collection period.
A significant amount of computing time is needed to
fully simulate and reconstruct the STAR detector re-
sponse to each event generated in Pythia. In order to
reduce the time required to run the simulation, a trigger
5filter was applied. The trigger filter rejects events which
would not have fired the JP1 or AJP trigger. For the
2009 simulation sample, the trigger filter rejected about
91.5% of all Pythia events; however, the full Pythia
record for the rejected events was saved, so that correc-
tions to the unbiased sample may be made, which will be
discussed later.
The simulation provides three distinct levels of infor-
mation. These are the partonic hard scattering, the final-
state particles from the hadronization of the partons, and
the response of the detector to those particles. These di-
visions will be referred to as the parton level, particle
level, and detector level information, respectively. The
parton level of the simulation contains information about
the partons involved in the 2 → 2 hard scattering event
generated by Pythia. Various kinematic properties of
the hard scattering, such as the Q2, center-of-mass scat-
tering angle, and momentum fractions x of the incoming
partons are stored. For jets reconstructed at the parton
level, only the partons involved in the hard scattering
and partons which arise from initial or final state ra-
diation are used as input to the jet finding algorithm.
Partons due to the underlying event or beam remnants,
which arise from soft processes involving partons in the
colliding protons other than the hard-scattered pair, are
not included in the parton-level jet finding.
The partons generated by Pythia propagate and
hadronize to form stable, color-neutral particles. The
particle level of the simulation records the kinematic in-
formation and particle identification. Particle level jets
are constructed using all stable particles, including those
which arise from the underlying event and beam rem-
nants.
The last level of the simulation records the raw re-
sponse of the individual detector subsystems to the stable
particles formed at the previous level. As the particles
traverse the GEANT model of the detector, they interact
in the various volumes consistent with the interaction of
the particular particle in a specific material. This inter-
action includes processes such as ionizing the gas in the
TPC and depositing energy in the scintillator layers of
the calorimeters. This, along with a detailed simulation
of the detector readout electronics and trigger logic, al-
lows the simulation routines to generate event data which
are consistent with that of the real detector. When the
jet finder is run on the detector level simulation, it con-
structs jets from the simulated response of the TPC and
calorimeter towers, as would be recorded by their readout
electronics.
IV. JET RECONSTRUCTION AND EVENT
SELECTION
A. Jet reconstruction
The jet reconstruction procedures used here generally
follow those of the inclusive jet [7] and mid-rapidity dijet
[12] analyses of the 2009 data. Jets were reconstructed
using the anti-kT algorithm [25] implemented in the Fast-
Jet package [26] with resolution parameter R = 0.6. In-
formation input to the jet finder included charged tracks
from the TPC and calorimeter tower energy deposits.
Tracks were required to have pT ≥ 0.2 GeV/c, and indi-
vidual calorimeter towers needed an ET which exceeded
0.2 GeV. Valid charged tracks were also required to con-
tain more than five fit points in the TPC (see below) and
at least 51% of the maximum number of fit points allowed
by the TPC geometry and active electronic channels. Fi-
nally, tracks were required to satisfy a pT -dependent con-
dition on the distance of closest approach (DCA), which
is the minimum distance between the event vertex and
any point along the track trajectory. Tracks with pT be-
low 0.5 GeV/c were required to have a DCA < 2 cm,
while tracks with pT above 1.5 GeV/c were required to
have a DCA < 1 cm, with a linear interpolation between
these two distances in the intermediate pT region. The
DCA cut serves to remove pile-up tracks not associated
with the hard scattering event.
The tracks were reconstructed from ionization along
the path of a particle in the TPC volume. Electrons
from the ionization drift towards the readout pads where
they create a charge avalanche. These pads are situated
in rows (padrows) oriented roughly perpendicular to a
straight radial line emanating from the interaction point.
A “fit point” is a padrow that contributes to a recon-
structed track. The condition used in this analysis on
the number of fit points differs from the 2009 inclusive
jet analysis, which required that tracks have more than
12 hits in order to be reconstructed. Tracks with pseudo-
rapidity η > 1 would not traverse the entire radial extent
of the endcap before leaving the TPC, so the outermost
padrows will not collect any charge, leading to a smaller
number of possible fit points at high pseudorapidity. Re-
ducing the number of required hits allows more tracks
to be included in the jet reconstruction. The lower five-
point tracking requirement does not extend over the full
TPC, and is only implemented for tracks with η > 0.6.
For input into the jet-finder, charged particle tracks
and calorimeter tower energy deposits are converted into
Lorentz invariant four-momentum vectors. The tracks
are assumed to be charged pions and are assigned the
pion mass, while the particles detected in the calorime-
ter towers are assumed to be massless. To avoid double-
counting energy contributions from the TPC and the
calorimeters, all towers that had tracks passing through
them had the pT of the track subtracted from the ET of
the tower. If the track pT was greater than the transverse
energy of the tower, the tower ET was set to zero. This
method has been shown to reduce the residual jet mo-
mentum corrections and the sensitivity to fluctuations in
the hadronic energy deposition, resulting in an improved
jet momentum resolution [7].
6B. Dijet Selection
The dijet selection procedure follows closely that used
in the STAR 2009 mid-rapidity dijet measurement [12].
For each event that has a z vertex position within 90 cm
of the center of the STAR detector, a dijet was selected by
choosing the two jets with the highest pT that fell in the
pseudorapidity range −0.8 ≤ η ≤ 1.8 and detector pseu-
dorapidity range −0.7 ≤ ηDet ≤ 1.7. The detector pseu-
dorapidity is defined by extrapolating the jet thrust axis
into the BEMC or EEMC detector, then calculating the
pseudorapidity of that intersection point relative to the
center (z = 0) of the STAR detector. In the discussion
that follows, jets with pseudorapidities −0.8 ≤ η ≤ 0.8
will be referred as “Barrel jets”, while those in the range
0.8 ≤ η ≤ 1.8 will be denoted as “Endcap jets.”
The two jets arising from a partonic hard-scattering
event should be roughly back-to-back in azimuth (φ).
Jets which are too close to each other in azimuth likely
do not originate from a 2 → 2 hard scattering process.
To remove these events from the analysis, an opening an-
gle cut was placed on the two jets of the dijet event, such
that the azimuthal angle between them must be more
than 120◦.
To facilitate comparison with theoretical predictions,
an asymmetric condition was placed on the transverse
momentum of the jets, requiring a transverse momentum
of pT ≥ 8.0 GeV/c for one jet and pT ≥ 6.0 GeV/c for
the other in the dijet pair [27]. Also, events containing a
track with pT above 30 GeV/c were removed if the jets
comprising the dijet had highly imbalanced transverse
momenta (pT ratios greater than 3/2 or less than 2/3).
These highly imbalanced events are likely due to the finite
resolution in the track curvature calculation, which will
occasionally result in a significant overestimate of a track
pT . It was also required that at least one jet falls within
the acceptance of a jet patch that satisfied the JP2, JP1,
or AJP trigger.
In the inclusive jet analyses at STAR, a cut on the
neutral energy fraction (NEF) of the jets was imposed
in order to remove jets comprised primarily of back-
ground particles, due predominantly to interactions of
the beam(s) with RHIC ring elements far upstream. The
cut was usually placed such that jets with more than 95%
of their transverse momentum coming from the calorime-
ter towers were rejected. This requirement can not be
applied when studying jets at forward pseudorapidity, as
the falling TPC efficiency in this region means that the
reconstructed jets will have increasingly fewer tracks, and
therefore large neutral fractions. It is highly unlikely,
though, that a ‘background jet’ will be coincident with
a physics jet. So rather than placing a neutral energy
cut on the individual jets, the requirement was loosened
to only reject dijet candidates for which both jets had
neutral fractions of 1.
C. Comparison to Simulation
For the simulation sample, detector-level dijets were
reconstructed from the simulated TPC and calorimeter
responses using the same algorithms as were used for the
data. The upper two panels in Fig. 1 show the compar-
isons between data and simulation for the jet pseudora-
pidity and jet azimuthal angle distributions. The good
agreement seen between data and simulation for jet η
and φ shows that the detector conditions are well repro-
duced in the simulation, as the φ spectrum in particu-
lar is sensitive to the trigger granularity and hardware
readout failures in the TPC. The lower two panels show
comparisons of data and simulation for jet pT spectra,
separated between Barrel jets (|η| < 0.8) and Endcap
jets (0.8 < η < 1.8). Figure 2 compares data and simu-
lation for the observed neutral energy fraction distribu-
tions, again separately for jets in the Barrel and Endcap
electromagnetic calorimeters at different pseudorapidity
ranges. They show good agreement. The shift to higher
neutral fraction, i.e., to a larger fraction of the jet energy
detected in the calorimeters, is apparent for the Endcap,
reflecting the decreasing efficiency for track reconstruc-
tion in this region.
Several comparisons between data and simulated dijet
distributions are presented in Fig. 3. The left panel shows
the dijet invariant mass spectrum for all accepted events.
The differences in pseudorapidity and azimuthal angle
between the two jets (opening angle) only for those events
in which one jet is detected in the Barrel and the other
in the Endcap are presented on the right.
Dijets were also reconstructed in simulation at the
particle and parton level, again using the anti-kT al-
gorithm [25]. As noted previously, particle-level dijets
were formed from all stable final-state particles, includ-
ing those which arise from the underlying event and beam
remnants. The parton-level dijets were reconstructed
from the hard-scattered partons emitted in the collision,
including initial and final-state radiation, but not beam
remnants or underlying event effects. Since the detector
performance is irrelevant for these jets, the neutral frac-
tion cut and the pT balance cut were not applied when
selecting dijets at the particle or parton levels from the
full unbiased Pythia sample.
For some systematic uncertainty estimates, it was im-
portant to be able to match dijets reconstructed at the
particle and parton levels to the ‘same’ simulated dijets
reconstructed at the detector level. In practice, we would
first find a dijet at the detector level; particle and par-
ton level dijets would then be associated with this dijet
if both jets match within ∆R =
√
∆η2 +∆φ2 < 0.5.
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FIG. 1. Data/simulation comparisons of the relative jet yields as functions of Barrel+Endcap jet pseudorapidity (upper left)
and jet azimuthal angle (upper right), or as functions of detector jet transverse momentum for the Barrel (lower left) and
Endcap (lower right). The solid circle points represent the data, and the histograms are the simulation.
V. EXPERIMENTAL METHODS
A. Underlying Event Corrections
Events with hard jets are often accompanied by a more
diffuse background of relatively soft particles. These
particles are unrelated to the hard partonic scattering
of interest, yet may contribute additional energy and
transverse momentum to the reconstructed jets. For the
present analysis, primary sources of background are par-
ticles generated in the underlying event or from pileup.
The former is due to soft processes involving the beam
remnants, that is, other partons from the same colliding
proton pair, while pileup refers to particles arising from
processes that occur at or near the same time as the hard
scattering, but that originate from other (usually) pp col-
lisions.
For many physics applications, it is useful to estimate
the characteristics of these background processes on an
event-by-event basis and correct the hard jet kinematics
for the effects of the soft contamination. In this analy-
sis, the underlying event observables (energy density and
mass density) are constructed for each jet, using the same
particle list as that is used as input to the jet finder. This
method was developed for the STAR 2012 inclusive jet
analysis at
√
s = 510 GeV [28], and was adapted from
the perpendicular cones method used in the ALICE ex-
periment [29].
In this method, two cones are defined for the recon-
structed jet, each of which is centered at the same η as
the jet, but rotated ±90◦ away in φ. All particles falling
within the two cones are collected. The off-axis cone ra-
dius is also chosen to be the same as the jet resolution
parameter of the anti-kT algorithm used in this analysis,
R = 0.6. The transverse momentum of each off-axis cone
is defined as the scalar sum of the pT of all the parti-
cles inside the cone, and is denoted as pT,ue. Similarly,
the mass of the off-axis cone is the invariant mass of the
vector sum of all the particles inside the cone. The cone
transverse momentum density, ρpT ,cone, is then defined
as pT,ue divided by the cone area, piR
2. The cone mass
density, ρm,cone is the off-axis cone mass divided by the
same area. Finally, the underlying event density (trans-
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FIG. 2. Data/simulation comparisons of the jet yields vs.
jet neutral energy fraction (NEF), shown separately for jets
in different pseudorapidity ranges. The points represent the
data (solid circle for Barrel, open square and open cross for
Endcap jets at two different pseudorapidity ranges), and the
histogram is the simulation.
verse momentum or mass) is taken to be the average
density of the two cones.
The soft background particles of the underlying event
are assumed to be evenly distributed over η-φ space, so
the actual underlying event energy density is expected
to be approximately uniform. In practice, though, de-
tector acceptance and efficiency are usually not constant
throughout η-φ space. The STAR TPC and electromag-
netic calorimetry have very good four-fold symmetry in
φ, but not in η, especially in the forward Endcap region.
It is because of these large variations in detector perfor-
mance with η that we chose to evaluate the underlying
event densities at the same η as that of the jet under con-
sideration, but at values of φ which should be far from
either of the two hard jets in the event.
Dijet measurements are sensitive to both the direction
and the mass of each jet, so in general one should always
correct the full jet 4-momentum. In this analysis, the
underlying event subtraction was performed for each jet
using the 4-vector subtraction method from the FastJet
group [26]. The equation used is:
Pµjet,corr = P
µ
jet−[ρAxjet, ρAyjet, (ρ+ρm)Azjet, (ρ+ρm)AEjet]
(1)
where Pµjet is the jet’s initial 4-momentum vector, and
Pµjet,corr is the corrected 4-momentum vector after un-
derlying event subtraction; ρ and ρm are the average un-
derlying event transverse momentum and mass densities,
respectively; and Aµ is the 4-momentum vector area, as
calculated by the Fastjet package [26] using the ghost
particle technique [30]. The underlying event systematic
uncertainty was estimated as the difference between data
and simulation corrections for the underlying event con-
tribution to the dijet invariant mass as shown in Fig. 4.
B. Techniques Specific to Endcap Jets
1. Challenges in the Forward (EEMC) Region
The STAR TPC remains efficient over the nominal
range |η| ≤ 1.3, but the tracking efficiency decreases
rapidly in more forward regions, where much of the End-
cap calorimeter is located. Lower tracking efficiency
means that jets in the Endcap will be reconstructed at
lower pT , on average. This effect is seen clearly in sim-
ulation, as shown in the upper plot of Fig. 5, where the
ratio of particle-level jet pT to detector-level pT is plotted
as a function of detector η. This systematic underesti-
mation of the jet pT skews the extraction of the initial
state parton momenta. Moreover, jets with a high per-
centage of neutral energy are preferentially selected over
those with most of their energy distributed in charged
particles, both in terms of the trigger and jet reconstruc-
tion efficiency, leading to a biased sample. The jet mass
is also skewed during jet reconstruction. As indicated
before, in the jetfinder algorithm tracks are assigned the
mass of charged pions, while for the calorimeter towers
the particles are assumed to be massless. Both assump-
tions tend to lower the detector-level jet invariant mass
relative to its true value.
2. Machine Learning Approaches and Corrections
The Multilayer Perceptron (MLP from TMVA [31]),
a machine learning regression method, was used to cor-
rect the jet pT and mass determined by the jet finding
algorithm. Supervised machine-learning regression algo-
rithms make use of training events, for which the desired
output is known, to determine an approximation of the
underlying functional behavior defining the target value.
All of the simulated events that contain Endcap jets
were used for the regression study. The key input vari-
ables for the jet pT correction are the measured jet pT
itself and the detector pseudorapidity. The detector pseu-
dorapidity is used, rather than the jet η, as it directly
corresponds to the detector geometry which affects the
tracking efficiency. The jet neutral energy fraction is also
used as an input, as it provides information about the
bias introduced due to falling tracking efficiency. In ad-
dition, the two jets that make up a dijet should have
approximately equal transverse momenta, so when cor-
recting the pT of the Endcap jet, the pT of the away-side
Barrel jet, which is reconstructed more accurately, is also
included as an input to the regression analysis. As noted
before, the particle-level to detector-level jet association
is performed by looping over all particle-level jets, then
selecting the one which is closest in η-φ space. The geo-
metric matching condition is that this distance must be
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FIG. 4. Data/simulation comparisons of the underlying event
δM (difference before and after the underlying event subtrac-
tion) vs. underlying event corrected dijet invariant mass. The
points represent the data and the histogram is the simulation.
less than 0.5. The target value for the jet pT correction
is the particle-level jet pT .
Using the above method, the network was trained and
the associated parameters in the algorithm were opti-
mized. A comparison of the learning output and the tar-
get values (particle-level jet pT over corrected detector-
level) is shown in the lower panel of Fig. 5. After the
machine learning correction is applied, the ratio of parti-
cle to detector level jet pT is flat as a function of detec-
tor pseudorapidity as seen by the points with uncertainty
bars that represent the average of the ratio for each bin.
Moreover, the vertical spread in the distribution is also
reduced. On average, the resolution of the jet transverse
momentum was improved by about 34%.
Jet pT corrections were also made for the Barrel jets.
Though the jet transverse momentum is typically recon-
structed more accurately in the Barrel than in the End-
cap, the measured pT is still systematically lower than its
true value due the limits on detector performance. For
example, the TPC track reconstruction efficiency is esti-
mated to be only ∼ 85% for |η| ≤ 1.0. The correction
method used for the Barrel jets is identical to that de-
scribed above, except that the correlated jet pT from the
other (Endcap) jet is not used as an input.
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FIG. 5. Jet particle-level pT divided by detector-level pT as
a function of detector η before (upper plot) and after (lower
plot) a pT shift correction was made. The correction is de-
termined using machine-learning techniques. The black lines
are the average values and the vertical uncertainties are the
standard deviations.
The net effect of these pT corrections can be seen in
Fig. 6, which shows the dijet pT imbalance distribution
(the difference in magnitude of the two jet pT ’s) for events
involving Barrel-Endcap dijets. The pseudorapidity of
the Endcap jet is required to be between 1.3 and 1.6. Be-
fore the correction (red curve), the reconstructed BEMC
jet pT is larger than that of the corresponding EEMC jet
on average, and so the distribution is shifted systemati-
cally towards positive values. After the correction (blue),
the systematic difference is smaller and the spread is also
smaller. For the data, the mean value of the distribu-
tion changed from 0.086 to -0.009, and the resolution
improved by about 40%. All of these effects are seen in
both the data and in the simulations used to train the
method.
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Even though the jet mass is typically quite small com-
pared to its transverse momentum at RHIC kinematics,
it is an important jet property and is needed in calculat-
ing the dijet invariant mass. Machine learning techniques
were also used to make corrections to the jet mass, fol-
lowing closely the methods described above for jet pT .
The input parameters for the artificial neural network
were the calculated jet mass, track multiplicity, and tower
multiplicity. The falling tracking efficiency also affects
the jet mass determination, so the jet transverse momen-
tum, neutral energy fraction and the detector pseudora-
pidity were also used as input. The target value was the
particle-level jet mass from simulation. Figure 7 shows a
comparison of the corrected masses for data and simula-
tion. The agreement for Barrel jets is good. The agree-
ment is not as good for Endcap jets. The ∼ 0.2 GeV/c2
shift between data and simulation in Fig. 7 results in a
negligible error (≪ 0.1 GeV/c2) on the correction to the
dijet invariant mass scale.
In this analysis, both the pT and mass for the Bar-
rel and Endcap jets were corrected separately, and a di-
jet invariant mass was calculated using the corrected jet
transverse momentum and mass from machine learning.
The dijet invariant mass was found by taking the square
of the sum of the 4-momenta of the two jets which make
up the dijet:
M23,4 = (P3 + P4)
2 (2)
11
M3,4 =
√
m23 +m
2
4 + 2
√
m23 + p
2
T3
√
m24 + p
2
T4 cosh(∆y)− 2pT3pT4 cos(∆φ). (3)
where m and pT are the mass and transverse momentum
of the jet, ∆y is the rapidity difference and ∆φ is the φ
difference of the two jets.
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FIG. 7. The jet mass distribution after corrections were made.
The points represent the data (solid circle for Barrel and open
square for Endcap), and the histogram is the simulation.
VI. THE SPIN ASYMMETRY ALL
The spin observable measurable at RHIC that is most
directly sensitive to the helicities of gluons within the
proton, ∆g(x), is the longitudinal double-spin asymme-
try ALL. STAR has published ALL measurements for
inclusive jet [4–7], mid-rapidity dijet [12], mid-rapidity
pi0 [32], intermediate rapidity pi0 [33] and forward rapid-
ity pi0 final states [34]. Taken together, these results have
placed strong constraints on our current understanding
of the gluon helicity distribution.
The longitudinal double-spin asymmetry ALL is de-
fined in terms of helicity-dependent cross sections:
ALL ≡ σ++ − σ+−
σ++ + σ+−
(4)
where σ++ and σ+− are the differential production cross
sections when the beam protons have equal and opposite
helicities, respectively. Experimentally, sorting the mea-
sured yields by beam spin state, and combining many
independent measurements, enables a precise determina-
tion of ALL. In practice, the asymmetry is evaluated
as:
ALL =
∑
(PY PB)(N
++ − rN+−)∑
(PY PB)2(N++ + rN+−)
, (5)
where PY,B are the measured polarizations of the Yel-
low and Blue beams, N++ and N+− are the dijet yields
from proton beam bunches with equal and opposite he-
licity configurations. The relative luminosity, r, was cal-
culated from the observed bunch-by-bunch BBC coinci-
dence rates after corrections for accidental and multiple
hits. The sum in Eq. 5 is over individual data runs,
which in 2009 ranged from 10 to 60 minutes in length.
It is important to note that these run lengths are quite
short compared to the time scales over which the beam
polarizations and relative luminosities were observed to
vary.
A. Beam Polarizations
The beams are not 100% polarized, so the measured
asymmetries need to be scaled by the beam polarizations,
as indicated in Eq. 5. The general scheme used for po-
larization measurements was discussed in Sec. III.A; here
we focus on the individual run information [35]. For each
fill, the RHIC polarimetry group provided a luminosity-
weighted polarization for each beam, as well as an initial
polarization and a value for the change in polarization
over time. In order to account for polarization loss over
time, the value of the polarization was determined from
the Unix timestamp t of each run using the equation:
P (t) = P0 +
dP
dt
(t− t0) (6)
where P0 is the initial polarization, slope
dP
dt
is the po-
larization change with time, and t0 is the Unix start time
of the fill.
The reason for adopting the event-time-dependent po-
larizations described above is due to the STAR trigger
optimization algorithm. The average polarization value
reported by the RHIC polarimetry group for each fill was
weighted by the luminosity over the course of that fill.
Thus, if the rate at which events are recorded scales pro-
portionally with the instantaneous luminosity, the aver-
age polarization would be the correct value to use. This
proportionality roughly holds for the JP2 events, as that
trigger was not prescaled throughout the run. The JP1
trigger, however, was prescaled, and the prescale value
was chosen to match the available trigger bandwidth at
the beginning of each run during a fill. Since the lumi-
nosity drops significantly over the course of a fill, along
with the rates of non-prescaled triggers, the JP1 events
are always acquired at a higher rate near the end of a
fill. Using the fill-averaged polarization value for the JP1
sample would thus tend to overestimate the beam polar-
izations appropriate for this sample; calculating ALL us-
ing the beam polarizations found as a function of event
12
time alleviates this problem.
B. Relative luminosity
As shown in Eq. 5, extraction of ALL also requires pre-
cise knowledge of the ratio of integrated luminosities be-
tween the two beam spin states, but absolute luminosities
are not needed. However, there are only a limited num-
ber of bunch crossings available in the collider, and not
all bunches have the same intensity, so some spin state
combinations may sample more luminosity than others.
Therefore, each yield must be normalized by the associ-
ated luminosity. The bunch-by-bunch spin patterns used
when filling the RHIC rings, and details of calculating
the relative luminosity ratios, are constructed in such a
way to cancel out many sources of false asymmetries [6]
which would distort the value of r.
VII. BIASES AND CORRECTIONS
A. Dijet Invariant Mass Correction
In order to compare our experimental results with the-
oretical predictions, which are calculated at the parton
level, a determination of the parton-level dijet invariant
mass of each data point was made by applying a simple
mass shift to each point. This mass correction accounts
for the difference in parton and particle-level dijet in-
variant mass scales. The machine learning procedure
described in the previous section corrects jets back to
the particle level, so this additional mass shift is found
by comparing the particle-level masses to the matched
parton-level dijet masses. For a given particle-level mass
bin, the difference between the parton and particle-level
dijet masses was calculated event-by-event. The correc-
tion was then taken as the mean value of these differ-
ences, averaged over the entire event sample. The final
data points are plotted at this average particle-level mass,
plus the particle-to-parton estimated mass shift as shown
in Table I.
B. Trigger and Reconstruction bias
The values of ALL extracted from the data represent an
admixture of the asymmetries produced from the three
dominant partonic scattering sub-processes: quark-quark
(qq), quark-gluon (qg), and gluon-gluon (gg). The STAR
jet-patch trigger may be more efficient for certain sub-
processes, which will alter the sub-process fractions in the
data sample compared to the physically correct fractions,
thereby shifting the measured ALL. Further distortions
can arise due to systematic shifts caused by the finite
resolution of the detector, coupled with a rapidly falling
invariant mass distribution, and thus change the sub-
process fraction associated with a given mass. A trigger
and reconstruction bias correction was applied to the raw
ALL values to compensate for these effects.
In order to determine the bias introduced by the trigger
and jet reconstruction methods, polarized PDF’s, which
are not well known, are needed, in addition to the more
tightly constrained unpolarized PDF’s. The NNPDF-
Pol1.1 PDF set [1] was used as input, as the best-fit
values agree well with STAR results, and the publicly
available replica sets provide a robust way to determine
the uncertainty on the correction. Parameterizations of
the polarized parton distribution functions are combined
with Pythia parton kinematic variables to generate pre-
dictions of ALL vs. dijet mass for a particular model at
both the parton and detector levels.
The trigger and reconstruction bias correction for each
mass bin was calculated by evaluating the quantity
∆ALL = A
Det
LL −ApartonLL (7)
for each of the 100 replica NNPDF sets, where ADetLL is the
ALL value found for detector-level dijets in the simulation
and ApartonLL is the ALL value found for parton-level dijets,
calculated at the average parton-level dijet mass that is
sampled by the detector dijet bin. The correction was
taken to be the average of the 100 values for ∆ALL calcu-
lated; the final result is then AfinalLL = A
raw
LL −∆AaverageLL .
The statistical uncertainties of the detector-level NNPDF
ALL and the square root of the variance of the 100 ∆ALL
were added in quadrature, and were assigned as the sys-
tematic uncertainty on dijet ∆ALL. Final values of these
quantities for events with different dijet topologies are
shown in Table I.
C. Systematic Uncertainty Estimates
The systematic uncertainties were divided into two cat-
egories: systematic uncertainty on the calculated dijet in-
variant mass (“x-axis uncertainties”) and those on the ac-
tual ALL asymmetries (“y-axis uncertainties”). The sys-
tematic uncertainty on ALL includes the beam polariza-
tion uncertainty, the relative luminosity uncertainty, the
underlying event systematic uncertainty, the trigger and
reconstruction bias uncertainty, and the residual trans-
verse polarization uncertainty. Systematic uncertainties
on the dijet invariant mass include the jet energy scale
uncertainty, tracking efficiency uncertainty, jet pT and
mass correction uncertainties, the dijet invariant mass
shift uncertainties, and uncertainties associated with the
choice of Pythia tune. Some of these have been de-
scribed in previous sections, while others merit more dis-
cussion below.
The uncertainty in the product of the average beam po-
larizations (the relevant quantity for double-spin asym-
metries) was determined by the RHIC polarimetry group,
and was estimated to be 6.5% [35]. The relative lumi-
nosity systematic is the same as that determined for the
inclusive jet and mid-rapidity dijet analyses (±0.0005),
which applies to all the mass bins. This was determined
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East Barrel-Endcap
Detector Level Particle Level Particle to Parton
Bin Mass Range (GeV/c2) Ave Mass (GeV/c2) Mass Shift (GeV/c2) Trigger and Reco Shift
1 16 - 19 18.07 0.37 ± 0.40 0.0005 ± 0.0006
2 19 - 23 21.22 0.90 ± 0.14 0.0006 ± 0.0004
3 23 - 28 25.41 1.17 ± 0.17 0.0012 ± 0.0004
4 28 - 34 30.68 1.54 ± 0.11 0.0010 ± 0.0008
5 34 - 41 36.95 1.40 ± 0.14 0.0016 ± 0.0010
6 41 - 58 46.24 1.77 ± 0.14 0.0019 ± 0.0010
7 58 - 82 63.84 1.89 ± 0.34 0.0069 ± 0.0060
West Barrel-Endcap
Detector Level Particle Level Particle to Parton
Bin Mass Range (GeV/c2) Ave Mass (GeV/c2) Mass Shift (GeV/c2) Trigger and Reco Shift
1 16 - 19 17.68 0.83 ± 0.11 0.0005 ± 0.0006
2 19 - 23 20.93 0.85 ± 0.09 0.0006 ± 0.0005
3 23 - 28 25.22 0.80 ± 0.14 -0.0001 ± 0.0004
4 28 - 34 30.47 0.32 ± 0.72 0.0001 ± 0.0009
5 34 - 41 36.75 1.20 ± 0.12 -0.0003 ± 0.0015
6 41 - 58 45.51 0.91 ± 0.16 0.0023 ± 0.0026
7 58 - 82 62.57 0.26 ± 0.66 -0.0078 ± 0.0056
Endcap-Endcap
Detector Level Particle Level Particle to Parton
Bin Mass Range (GeV/c2) Ave Mass (GeV/c2) Mass Shift (GeV/c2) Trigger and Reco Shift
1 16 - 19 17.54 0.96 ± 0.14 -0.0002 ± 0.0008
2 19 - 23 20.79 0.92 ± 0.15 -0.0008 ± 0.0009
3 23 - 28 24.98 1.33 ± 0.15 0.0007 ± 0.0014
4 28 - 34 30.17 1.57 ± 0.20 0.0006 ± 0.0031
5 34 - 41 36.13 2.75 ± 0.39 0.0091 ± 0.0052
TABLE I. Dijet parton-level corrections for different event topologies
by examining BBC/ZDC differences [17, 18] and evalu-
ating a number of “false” single and double-spin asym-
metries which are expected to yield null results.
A complete list of the final results on dijet invari-
ant mass systematic uncertainties for the different dijet
topologies is shown in Table II. Table III is the equivalent
table for systematic uncertainties on ALL.
1. Dijet Energy Scale Systematic Uncertainties
A significant source of systematic uncertainty on the
reconstructed dijet mass comes from the jet energy scale
uncertainty. The jet energy scale uncertainties consist of
two parts: one from the scale and status uncertainties
of the EMC towers, and the other from the TPC track
transverse momentum uncertainty and the uncertainty
in the tower response to charged hadrons. Contributions
from the η-φ position uncertainties for individual jets are
negligible and are not considered in this analysis.
The BEMC scale uncertainty was estimated to be 4.6%
while the EEMC scale uncertainty is 4.5% [36]. The
BEMC and EEMC status uncertainties, i.e., how well the
monitoring software kept up with failed channels, were
estimated at 1%. EMC tower-track response uncertainty
was taken as 2.5% for jets measured in Barrel and 2.3%
for jets measured in the Endcap [38] [37]. The final dijet
energy scale uncertainties are shown in the third column
of Table II.
Effects due to uncertainties in the tracking efficiency
were calculated by comparing the average dijet invariant
mass difference between detector and parton level using
the full set of reconstructed tracks of the TPC, against
the same quantity when using only a partial set of recon-
structed tracks. The partial set of reconstructed tracks
from the TPC was chosen by randomly rejecting a cer-
tain percent of tracks from the full set before performing
jet reconstruction. In this analysis, the rejection frac-
tion was chosen to be 7%. This is larger than the typical
STAR tracking efficiency uncertainty because the short
tracks at η > 1 provide much less determination. The
values determined are shown in the fourth column of Ta-
ble II.
Systematic uncertainties on the dijet invariant mass
shift also include the uncertainties which arise due to the
limited statistics of the simulation sample. The statis-
tical uncertainty was determined by adding in quadra-
ture the uncertainties from the various trigger samples,
weighted by the trigger fractions. The final values are
shown in the fifth column of Table II.
Finally, the dijet invariant mass systematic uncertain-
ties due to the underlying event processes were calculated
by taking the difference of the underlying event contribu-
tions to the dijet mass found between estimates derived
from data vs. those determined using the embedding sam-
ple. These uncertainties are shown in the seventh column
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of Table II.
2. Pythia Tune Systematic Uncertainties
Pythia parameters can be varied independently to fit
various data sets. There are also several ‘standard’ tune
sets available. The dijet invariant mass correction uncer-
tainties due to the choice of Pythia tune were estimated
in this analysis by utilizing the possible variants provided
for Perugia0 in the Pythia version of 6.4.26 (tune 320
to 328) and Perugia2012 in Pythia 6.4.28 [23]. The in-
variant mass shifts between the particle-level dijet and
parton-level dijet were calculated, and the differences be-
tween those shifts were used as the Pythia tune system-
atic uncertainties. We note that tune 328 would include
an alternate dependence on underlying event contribu-
tions. It might result in double counting the underly-
ing event uncertainties that have already been estimated
from the data vs. simulation difference, so tune 328 was
not used here. In addition, tunes 321 and 322 vary the
same parameters in opposite directions, so half of the ab-
solute difference between the two results was used. The
quadrature sum of the differences among the shifts result-
ing from using different tune sets was taken as the final
uncertainty estimate, and is shown in the eighth column
of Table II.
3. Systematic Uncertainties on Machine Learning
Correction
Some machine learning techniques adapted in this
analysis, such as Multilayer Perceptron method, may be
sensitive to the network parameters change. In the Mul-
tilayer Perceptron method, for example, small changes
to the network parameters, such as the number of lay-
ers or nodes, may impact the learning process. Alternate
machine-learning algorithms will also determine correc-
tions slightly differently. To account for these effects, sys-
tematic uncertainties for the jet pT and mass corrections
were evaluated by comparing the output from slightly
modified input and network parameter sets, or by using
alternate methods, with the differences added in quadra-
ture. For the Multilayer Perceptron, the training sam-
ple size, number of layers, and number of nodes were
systematically varied. To test sensitivity to the choice
of algorithm, the Linear Discriminant (LD from TMVA)
and K-Nearest Neighbors (KNN from TMVA) packages
were used as alternate methods. The final uncertainty is
shown in the sixth column of Table II.
4. Residual Transverse Beam Polarization
Due to imperfect tuning of the spin rotators in the col-
lider, each beam polarization direction may be left with
a residual transverse component. The resulting contri-
bution to ALL can be evaluated as
δALL = | tan θY tan θB cos(φY − φB)AΣ| (8)
where θ and φ are the polar and azimuthal angles of the
polarization directions for the Yellow and Blue beams,
and AΣ is the relevant transverse spin asymmetry. The
correction method employed here is similar to what has
been done in previous inclusive jet analyses at STAR [7].
Since there was no dedicated transverse running during
2009, the AΣ values used were those measured in 2006
[6]. These values were all consistent with zero, so the
statistical uncertainty on the AΣ measurement was taken
and used in the calculation of the systematic uncertainty.
To simplify the calculation and set an upper limit on the
systematic, the cos(φY − φB) term was set to 1. The
transverse residual double-spin asymmetry uncertainty
was found to be of the same order of magnitude as the
relative luminosity uncertainty, and the values are shown
in the third column of Table III.
5. Underlying Event Systematic Uncertainties on ALL
The contributions of the underlying event to the dijet
invariant mass were discussed in Sec. V.A. In addition, if
δM has a longitudinal double-spin dependence, it can in-
troduce an apparent mass shift between dijets in like and
unlike helicity collisions, thereby producing a systematic
error in the dijet ALL. The measured δM values were ex-
amined for spin dependence. No effect was found; upper
limits of < 0.2% for Barrel-Endcap dijets and < 0.4% for
Endcap-Endcap dijets were established. The limits were
then used to estimate changes of the dijet cross section
due to the underlying events, which were assigned as the
corresponding systematic uncertainties. The final results
are shown in the fourth column of Table III.
VIII. SPIN ASYMMETRY RESULTS
A. Experimental results
Table IV lists our final results for the spin asymmetry
ALL at different dijet invariant mass values. The results
are separated into three dijet event topologies: dijets in
which one jet is detected in the east half of the Barrel
EMC (−0.8 < ηjet < 0.0) or in the west half of the Barrel
EMC (0.0 < ηjet < 0.8), while the other is in the Endcap
(0.8 < ηjet < 1.8); and events in which both jets fall in
the Endcap. The correlation matrix between the 2009
inclusive jet ALL measurement [7] and these dijet results
can be found in the supplemental materials [39].
The various event topologies probe different ranges of
the momentum fractions, x1 and x2, carried by the par-
tons that participate in the hard scattering, where x1 is
associated with the beam heading towards the EEMC.
15
East Barrel-Endcap
Bin Ave Mass Energy Scale Tracking Eff. Mass Shift Machine Learning UE Syst. Tune Syst. Total
1 18.44 0.53 0.28 0.40 0.16 0.22 1.15 1.38
2 22.11 0.64 0.26 0.14 0.14 0.04 0.68 0.99
3 26.58 0.77 0.32 0.17 0.10 0.05 0.79 1.16
4 32.21 0.92 0.28 0.11 0.08 0.03 1.20 1.55
5 38.35 1.09 0.43 0.14 0.14 0.09 0.72 1.40
6 48.01 1.36 0.47 0.14 0.26 0.11 0.72 1.65
7 65.73 1.86 0.54 0.34 0.51 0.13 0.69 2.15
West Barrel-Endcap
Bin Ave Mass Energy Scale Tracking Eff. Mass Shift Machine Learning UE Syst. Tune Syst. Total
1 18.51 0.53 0.23 0.11 0.12 0.15 1.02 1.20
2 21.78 0.63 0.33 0.09 0.08 0.08 0.91 1.16
3 26.02 0.75 0.26 0.14 0.08 0.02 0.87 1.19
4 30.79 0.88 0.30 0.72 0.10 0.08 0.68 1.37
5 37.96 1.08 0.35 0.12 0.21 0.08 0.64 1.33
6 46.43 1.32 0.38 0.16 0.55 0.12 0.41 1.55
7 62.82 1.79 0.21 0.67 2.52 0.01 0.56 3.22
Endcap-Endcap
Bin Ave Mass Energy Scale Tracking Eff. Mass Shift Machine Learning UE Syst. Tune Syst. Total
1 18.50 0.64 0.18 0.14 0.16 0.17 0.50 0.88
2 21.70 0.76 0.12 0.15 0.13 0.05 0.90 1.20
3 26.31 0.91 0.21 0.15 0.11 0.06 0.86 1.28
4 31.74 1.10 0.25 0.20 0.08 0.08 1.31 1.74
5 38.88 1.31 0.36 0.39 0.09 0.09 0.52 1.51
TABLE II. Systematics Uncertainties on dijet invariant mass for (GeV/c2) the different event topologies
East Barrel-Endcap
Bin Ave Mass (GeV/c2) Trans Residual UE Trigger and Reco. Total
1 18.44 0.0003 0.0007 0.0006 0.0010
2 22.11 0.0003 0.0014 0.0004 0.0015
3 26.58 0.0003 0.0016 0.0004 0.0016
4 32.21 0.0003 0.0010 0.0008 0.0013
5 38.35 0.0006 0.0013 0.0010 0.0017
6 48.01 0.0013 0.0022 0.0010 0.0027
7 65.73 0.0024 0.0022 0.0060 0.0068
West Barrel-Endcap
Bin Ave Mass(GeV/c2) Trans Residual UE Trigger and Reco. Total
1 18.51 0.0003 0.0010 0.0006 0.0012
2 21.78 0.0003 0.0014 0.0005 0.0015
3 26.02 0.0003 0.0005 0.0004 0.0007
4 30.79 0.0003 0.0011 0.0009 0.0015
5 37.96 0.0006 0.0009 0.0015 0.0019
6 46.43 0.0012 0.0021 0.0026 0.0036
7 62.82 0.0022 0.0021 0.0056 0.0064
Endcap-Endcap
Bin Ave Mass(GeV/c2) Trans Residual UE Trigger and Reco. Total
1 18.50 0.0003 0.0019 0.0008 0.0020
2 21.70 0.0003 0.0022 0.0009 0.0024
3 26.31 0.0003 0.0006 0.0014 0.0016
4 31.74 0.0003 0.0044 0.0031 0.0054
5 38.88 0.0004 0.0044 0.0052 0.0068
TABLE III. Systematic uncertainties on ALL for the different dijet topologies
The distributions of x1 and x2 obtained from simula-
tion for the three topologies discussed above are shown
in Fig. 8. The distributions are weighted by the par-
tonic aˆLL [40] appropriate for each subprocess in or-
der to indicate the regions of sensitivity to gluon po-
larization. They correspond to a sample of dijets from
Pythia with detector-level invariant masses in the range
16.0 < M < 19.0 GeV/c2, which is sensitive to the lowest
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East Barrel-Endcap
Bin Mass ± (Sys) [GeV/c2] ALL± (Stat) ± (Sys)
1 18.44 ± 1.38 -0.0178 ± 0.0106 ± 0.0010
2 22.11 ± 0.99 0.0058 ± 0.0047 ± 0.0015
3 26.58 ± 1.16 0.0048 ± 0.0039 ± 0.0016
4 32.21 ± 1.55 0.0017 ± 0.0044 ± 0.0013
5 38.35 ± 1.40 -0.0078 ± 0.0061 ± 0.0017
6 48.01 ± 1.65 0.0099 ± 0.0084 ± 0.0027
7 65.73 ± 2.15 0.0120 ± 0.0296 ± 0.0068
West Barrel-Endcap
Bin Mass ± (Sys) [GeV/c2] ALL± (Stat) ± (Sys)
1 18.51 ± 1.20 -0.0034 ± 0.0046 ± 0.0012
2 21.78 ± 1.16 0.0131 ± 0.0036 ± 0.0015
3 26.02 ± 1.19 0.0027 ± 0.0040 ± 0.0007
4 30.79 ± 1.37 0.0066 ± 0.0057 ± 0.0015
5 37.96 ± 1.33 0.0209 ± 0.0095 ± 0.0019
6 46.43 ± 1.55 0.0113 ± 0.0163 ± 0.0036
7 62.82 ± 3.22 0.0314 ± 0.0871 ± 0.0064
Endcap-Endcap
Bin Mass ± (Sys) [GeV/c2] ALL± (Stat) ± (Sys)
1 18.50 ± 0.88 0.0019 ± 0.0069 ± 0.0020
2 21.70 ± 1.20 -0.0069 ± 0.0069 ± 0.0024
3 26.31 ± 1.28 0.0212 ± 0.0099 ± 0.0016
4 31.74 ± 1.74 0.0425 ± 0.0190 ± 0.0054
5 38.88 ± 1.51 0.0779 ± 0.0458 ± 0.0068
TABLE IV. Final values and uncertainties for dijet ALL at
parton level dijet invariant mass
momentum fraction values probed by this analyses.
The asymmetric nature of the collisions can be seen in
the separation of the high- and low-x distributions. They
also extend to lower x values than was possible with the
mid-rapidity analysis. As expected, the separation in x
between the two distributions increases as the sum η3+η4
increases, signaling the larger momentum asymmetry of
the colliding partons. Compared to the analogous distri-
butions generated for the STAR dijet measurements in
the Barrel-Barrel topology under similar kinematic con-
ditions, which provide sensitivity down to x ∼ 0.05 [12],
it is clear that extending the measurement into the End-
cap region provides access to significantly lower values
of x. Moreover, the large imbalance in the initial state
momentum fractions, coupled with the shapes of well-
established unpolarized PDF’s, suggests that the low-x
peak is dominated by gluons, while the high-x partons
are most often valence quarks [41].
Figure 9 presents our values for ALL as a function of
dijet mass, sorted by the same event topologies as were
used in Tables IV. The ALL data shown have all been
corrected back to the parton level, and are plotted at the
mass-weighted average position of each dijet mass bin.
The heights of the uncertainty boxes represent the total
systematic uncertainty due to contributions from trigger
and reconstruction bias, residual transverse polarization
components in the beams, and uncertainties in the under-
lying events. The relative luminosity uncertainty is com-
mon to all points (i.e., all asymmetries would move up
or down by the same amount, independent of the asym-
metry magnitude), and is represented by the small gray
band on the horizontal axis. An overall vertical scale un-
certainty of 6.5%, due to limitations in determining the
absolute beam polarizations, is not shown. The widths
of the uncertainty boxes represent the total systematic
uncertainty associated with the corrected dijet invari-
ant mass values and, in addition to contributions from
the uncertainty on the individual jet corrections back to
the parton level, include the uncertainties on calorimeter
tower gains and efficiencies, as well as TPC momentum
resolution and tracking efficiencies. A further uncertainty
was added in quadrature to account for the differences
among the Pythia tune sets. Underlying event effects,
studied in both simulation and data, are included in the
total systematic uncertainty.
Comparison of Figs. 8–9 illustrates the advantages of
studying correlation observables at forward pseudora-
pidity. Measurements using dijets constrain theoretical
models over much narrower ranges of initial-state par-
tonic momentum, compared to inclusive measurements,
and thus provide more selective information on the shape
(x-dependence) of helicity distributions. Sorting the
events into different dijet topologies, based on the jet
pseudorapidities, thereby enhances sensitivity of the data
to selected regions in x, allowing cleaner sampling of the
low-x regions that are currently most poorly constrained
in global analyses [1, 2]. Extending these measurements
towards more forward rapidities increases the separation
between x1 and x2, which not only probes even lower
x values, but also leads to a data sample dominated by
the quark-gluon interactions of primary interest, that is,
a high-x (and therefore highly polarized) valence quark
scattering from one of the abundant low-x gluons.
B. Comparison to theory
The ALL asymmetry results presented in the figures
are compared to two different theoretical model predic-
tions. The theory curves were generated from the di-
jet production code of deFlorian et al. [42], using the
DSSV2014 [2] and NNPDFpol1.1 [1] polarized PDF sets.
The unpolarized PDF sets used to evaluate the denom-
inator of the asymmetry calculations were MRST2008
[43] and NNPDF2.3 [44], respectively. Uncertainty bands
representing the sensitivity to factorization and renor-
malization scale (solid, yellow) and polarized PDF un-
certainty (hatched, blue) were generated for the NNPDF
results.
The data are seen to be in generally good agreement
with current theoretical model expectations, especially
for the Barrel-Endcap events. Incorporating these re-
sults into the global analyses should lead to reduced un-
certainties on the integrated value of ∆g(x), especially
from contributions at smaller x.
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IX. SUMMARY
In summary, first measurements of the longitudinal
double-spin asymmetry ALL are presented for dijets de-
tected at intermediate pseudorapidities. The dijets were
recorded by the STAR collaboration in 2009, using polar-
ized pp collisions at
√
s = 200 GeV. The final ALL results,
corrected back to the parton-level and binned by dijet in-
variant mass for several pseudorapidity ranges, support
the most recent DSSV and NNPDF predictions, both of
which included the 2009 RHIC mid-rapidity inclusive jet
and pion asymmetry data. The measurements reported
here should provide new and tighter constraints on the
magnitude, and especially the shape, of the gluon helic-
ity distribution ∆g(x), particularly for x < 0.05, com-
pared to previous studies. With the increased statistics
available from runs in 2012 and 2013 at
√
s = 510 GeV,
STAR data will help to further understand the behavior
of ∆g(x) in the low x region.
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