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Abstract
Spatial Audio Coding (SAC) is a technique used to encode multichannel audio 
signals by extracting the spatial parameters and downmixing the audio signals 
to a mono or stereo audio signal. Recently, various SAC techniques have been 
proposed to efficiently encode multichannel audio signals. However, all of them 
operate in open-loop, where the encoder and decoder operate sequentially and 
independently, and, thus, lack a mechanism for minimising the decoded audio 
reconstruction error.
This thesis proposes a novel SAC technique that utilises the closed-loop system 
configuration, termed Analysis by Synthesis (AbS), in order to optimise the down- 
mix signal and the spatial parameters, so as to minimise the decoded signal error. 
In order to show the effect of the AbS optimisations, the Reverse One-To-Two 
(R-OTT) module, used in the MPEG Surround (MPS), must first be applied in 
the frequency domain to recalculate the downmix and residual signals based on 
the quantised spatial parameters. These parameters show that the AbS scheme 
can minimise the quantisation errors of the spatial parameters. As the full AbS 
is far too complicated to be applied in practice, a simplified AbS algorithm for 
finding sub-optimal parameters, based on the adapted R-OTT module, is also 
proposed.
Subjective tests show that the proposed Analysis by Synthesis Spatial Audio 
Coding (AbS-SAC), encoding 5-channel audio signals at a bitrate of 51.2 kb/s 
per audio channel, achieves higher Subjective Difference Grade (SDG) scores than 
the tested Advanced Audio Coding (AAC) technique. Furthermore, the objective 
test also shows that the proposed AbS-SAG method, operating at bitrates of 40 
to 96 kb/s per audio channel, significantly outperforms (in terms of Objective 
Difference Grade (ODG) scores) the tested AAC multichannel technique.
K ey  w ords: Spatial audio coding, analysis by synthesis, MPEG Surround, ad­
vanced audio coding.
Email: i.elfitri@surrey.ac.uk
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Chapter 1
Introduction
1.1 Background
Having in mind the growing demand for the reliable delivery of high quality mul­
tichannel audio in applications such as home entertainment, digital audio broad­
casting, computer games, music streaming services as well as teleconferencing, 
efficient coding techniques [2-4] have become paramount in the audio processing 
arena. The traditional approach for compressing multichannel audio has been to 
encode each audio channel using a mono audio coder, such as Dolby AC-3 [5,6] 
and MPEC Advanced Audio Coding (AAC) [7-9]. However, for the majority 
of coders adopting this method, the number of bits to be transmitted tends to 
increase linearly with the number of channels.
Recently, a new concept for encoding multichannel audio signals has been pro­
posed. It comprises the extraction of the spatial cues and the downmixing of 
multiple audio channels into a mono or stereo audio signal [10]. The downmix 
signals are subsequently compressed by an existing audio encoder and then trans­
mitted, accompanied by the spatial cues coded as a spatial parameter. Any re­
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ceiver system that cannot handle multichannel audio can simply remove this side 
information and just render the downmix signals. This provides the coder with 
backward compatibility, which is important for implementation in various legacy 
systems. In addition, by utilising the spatial parameters, the downmix signals 
can be directly upmixed at the decoder side into a multi-channel configuration 
that may be different from the one used at the encoder side. This technique is 
known as Spatial Audio Coding (SAC) [10-12].
Various SAC techniques, such as Binaural Cue Coding, (BCC) [13-15] and MP3 
Surround [16-18] have been proposed. Inter-Channel Level Difference (ICLD), 
Inter-Channel Time Difference (ICTD), and Inter-Channel Coherence (ICC) are 
extracted as spatial parameters that are based on human spatial hearing cues [19]. 
SAC techniques such as Parametric Stereo (PS) [20-22] and MPEC Surround 
(MPS) [23-25] may also utilise signal processing techniques, such as decorrela­
tion. The great benefit of these perceptual-based coders is that they can achieve 
bitrates as low as 3 kb/s for transmitting spatial parameters, as in the case of 
MPS [24].
There are other techniques based on the extraction of the source location infor­
mation from multiple channels, thus simplifying the representation of the spatial 
scene. These techniques calculate the direction vectors representing the direc­
tional composition of a scene. At the decoder side, virtual sources are created 
from the downmix signal at those positions given by the direction vectors. This 
approach provides flexibility in the decoder output format and the multi-channel 
configuration. Examples for this technique include Spatial Audio Scene Coding 
(SASC) [26-28] and Directional Audio Coding (DirAC) [29-32]. Dir AC is slightly 
different in that it incorporates a recording system using a microphone array [33], 
where the direction vectors are calculated from the microphone signals.
Rather than extracting the spatial parameters, an extension of the SAC method.
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called Spatial Audio Object Coding (SAGC) [34-36], analyses object signals in­
stead of channel signals. This offers the end users the flexibility to recompose 
and reproduce the audio scene. Object Level Difference (OLD) and Inter-Object 
Cross-coherence (IOC) are extracted as object parameters and transmitted as the 
side information of a mono or stereo downmix signal. SAOC also provides users 
with an ability to render either only vocals (to enhance speech intelligibility) or 
only background music for applications such as karaoke. Its implementation, in 
combination with DirAC, to help capture audio object has been reported in [35].
As one can observe, each of these coding techniques has its unique advantages and 
disadvantages. However, they can all be classified as open-loop systems, where 
the encoders of BCC [15], MP3 Surround [16] and MPS [37], do not consider the 
decoding process during encoding. The major drawback of an open-loop system is 
that there is no mechanism employed to reduce the error introduced by quantising 
the spatial parameters and coding the downmix signals. In this thesis, an Analysis 
by Synthesis Spatial Audio Coding (AbS-SAC) technique is presented, which 
provides the advantages of a closed-loop system in order to improve the quality 
of multichannel audio reproduction at a cost of increasing encoder complexity. It 
is believed that the AbS-SAC technique can be implemented in any of the recent 
SAC schemes, even though in this work the AbS-SAC is applied solely in the 
context of the MPS architecture.
1.2 Research Aim and Objectives
The aim of this work is to develop a new SAC technique for encoding multichannel 
audio signals that operates in closed-loop to minimise signal distortion due to 
encoding and quantisation processes. In order to develop a systematic research 
methodology, this aim can be broken down into the following technical:
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•  To develop a novel SAC approach based on an Analysis by Synthesis (AbS) 
concept. Various possible ways to perform the spatial audio coding tech­
nique in the form of AbS will be investigated, and a system that can be 
a basis for those various possible implementation will be defined as the 
AbS-SAC framework.
• To implement the state-of-the-art spatial audio coding technique, i.e. MPEG 
Surround (MPS), within the AbS-SAC framework. The Reverse One-To- 
Two (R-OTT) module that is used in the MPS will be developed in the form 
of a closed-loop system. Investigation will be focused to find an approach 
for improving the objective fidelity of the reconstructed audio signals, in 
terms of segmental Signal-to-Noise-Ratio (segSNR).
• To investigate the possibility of performing an AbS optimisation to achieve 
further improvement of segSNR of the reconstructed audio signals. The 
complexity of the AbS optimisation algorithm will also be investigated and 
a simplified algorithm will be developed in order to make the proposed 
technique a practical solution.
• To perform various methods to evaluate the proposed AbS-SAC approach in 
comparison to the state-of-the-art techniques. The segSNR measurement is 
considered to be useful for a comprehensive evaluation, as the AbS approach 
actually operates in such a way that the output audio signals will be the 
same as the input signals. In addition, objective and subjective perceptual 
tests will also be used.
1.3 Outline of Thesis
The rest of this thesis is organised as follows.
1.3. Outline of Thesis
Chapter 2: The Fundamentals of audio coding
Chapter 2 introduces briefly the fundamentals of audio coding that include basic 
principles of digital audio as well as techniques that are closely related to audio 
coding. Compression artifacts that frequently appear in audio coding as well 
as the method to evaluate the performance of an audio codec are discussed. 
Moreover, other related topics are also briefly presented, such as the applications 
of the audio coding technique and the analysis by synthesis concept that is used 
as a basis for the proposed AbS-SAC technique.
Chapter 3: Spatial audio coding
Basic knowledge about spatial audio coding is discussed in this chapter. Firstly, a 
psychoacoustic background of spatial audio coding is illustrated, followed by a dis­
cussion about the spatial audio processing, including the recording, transmission 
and reproduction stages. Subsequently, several multichannel coding techniques 
are described. Finally, a performance comparison of those coding techniques is 
presented.
Chapter f :  Advanced audio coding and M PEG surround
In this chapter, two state-of-the-art coding techniques that are currently available 
for delivering multichannel audio signals are presented. Both techniques that are 
MPEG AAC and MPEG Surround standards are the basis for the development 
of the proposed AbS approach.
Chapter 5: A closed-loop R -O T T  module
Chapter 5 presents the framework for the analysis by synthesis Spatial Audio 
Coding (AbS-SAC). The adaptation of the Reverse One-To-Two (R-OTT) mod­
ule, an elementary block used in MPEG surround, is described. Moreover, the 
discussion is followed by several experimental results showing the segSNR im­
provement achieved by the proposed AbS-SAC technique.
Chapter 6: Modified Discrete Cosine Transform (MDCT)-based R -O T T  Module
1.4. Original Contributions
This chapter discusses the MDCT-based closed-loop R-OTT module which is 
able to further improve the performance of the proposed closed-loop R-OTT 
module. Additionally, it also simplifies the coding structure. As in the previous 
chapter, the experimental results are presented to demonstrate that a significant 
improvement is achieved.
Chapter 1: Simplified AbS algorithm
In chapter 6, the AbS optimisation procedure is discussed. The simplest case of 
the full search AbS optimisation is presented. However, as complexity is the main 
challenge of this implementation, a simplified algorithm is proposed in Chapter 
7. Experimental results show that the proposed algorithm can increase further 
the segSNR.
Chapter 8: Audio codec evaluation
In chapter 8, the overall performance of the proposed AbS-SAC technique is 
evaluated. Several critical test materials are prepared. Objective test methods, 
such as segSNR measurement, as well as an objective perceptual evaluation using 
Objective Difference Grade (ODG) metrics, are presented. Furthermore, the 
results of subjective test are also presented.
Chapter 9: Conclusions
Chapter 9 summarises all the work presented in the thesis. The objectives of the 
work as well as the proposed solution are restated. In addition, possible future 
work is presented.
1.4 Original Contributions
• A novel AbS-SAC framework for encoding multichannel audio signals has 
been proposed. It is believed that a spatial analysis and synthesis tech­
nique can be implemented within this AbS-SAC framework. In addition.
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any number of input and output channels can be used. Furthermore, any 
suitable error criteria can be utilised. For taking into consideration the 
error introduced in the communication channel, an additional block that 
models the channel error can be included in the AbS-SAC framework.
• An adapted version of the closed-loop R-OTT module has been developed. 
The downmix and the residual signal are recalculated based on the quan­
tised spatial parameters. Using this method the quantisation error of the 
spatial parameter can be compensated in the new downmix and residual 
signals. Implementation of this closed-loop R-OTT module in the MPEG 
Surround architecture has been investigated. The experimental results show 
that the closed-loop R-OTT module increases the segSNR. However, it is 
indicated that the performance can be improved further.
• Based on the previous investigation the MDCT-based R-OTT has been pro­
posed. This is the solution, due to the disadvantage of implementing the 
closed-loop R-OTT module in the subband domain of the Quadrature Mir­
ror Filterbank (QMF) filterbank which is applied in the MPS. The results 
of the experiments show that the MDCT-based closed-loop R-OTT module 
is capable of minimising the error introduced by the quantisation of the 
spatial parameters.
• An AbS optimisation for finding the reconstructed audio signals with min­
imum segSNR has been proposed. However, it is shown that the full 
search AbS optimisation is extremely complex because there are as many as 
6.6564 X 10^° combination of parameters that need to be tested in order to 
select one of them which produces minimum segSNR. To enable low com­
plexity implementation, a simplified AbS optimisation has been proposed. 
Several possible implementations in terms of algorithm complexity have 
been investigated. A case of implementation applying 243 iterations, which
1.4. Original Contributions
is a reasonable level of complexity, has been tested which shows further 
improvement of the segSNR.
Chapter 2
The Fundamentals of Audio  
Coding
This chapter provides an overview of fundamental principles in audio coding. It 
begins with a brief discussion of digital audio that includes audio signal sampling 
and quantisation, time-frequency transformation and perceptual-based audio cod­
ing. It then offers a brief review of compression artifacts, followed by an evalua­
tion of the performance of audio codecs. The applications of and standardisation 
activities for audio coding are also included in this chapter.
2.1 Basics of Digital Audio
2.1.1 Audio Signal
An audio signal is normally represented in the time domain, describing the mag­
nitude of the signal against the time. It is also useful in some applications, 
however, to represent the audio signal in the frequency domain. Audible signals
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that can be heard by humans such as speech, music, and other similar sounds 
generally have a frequency range between 20 Hz and 20 KHz. Speech signal have 
a slightly narrower bandwidth (generally less than 16 KHz) while music signals 
have a wider frequency component.
2.1.2 Sampling and Quantisation
Audio waveforms are naturally available as an analog signal, but almost every 
sound processing device is currently working in a digital format. To represent 
audio signals as digital data for storage and transmission purposes, i.e. Analog to 
Digital Conversion (ADC), two basic processes are required. These are sampling 
and quantisation. Firstly, a sampling process is used to convert a continuous­
time signal to a discrete-time signal. To sample an audio signal having a 20 KHz 
frequency bandwidth, for example, a sampling frequency of at least 40 KHz is 
theoretically required based on Nyquist-Shannon theorem [38,39], to be able to 
perfectly reproduce the original signal. If a lower sampling frequency is applied, 
the reconstructed audio signal may be different from the original (i.e. distortion 
is introduced). This phenomenon is called aliasing [40,41]. Normally, however, a 
sampling frequency of between 44.1 and 48 KHz is applied.
Secondly, a quantisation process converts a continuous-amplitude signal to a 
discrete-amplitude signal. The magnitude of an audio sample in an analog to 
digital conversion is normally represented as 16 bits, which means that 2^  ^ quan­
tisation levels are available. As with the sampling frequency, above, the larger 
the number of the quantisation levels the smaller the difference between the con­
tinuous and discrete signals. The magnitude difference between the continuous 
and discrete signals is defined as quantisation error or quantisation noise.
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2.1.3 Sound Quality
The bandwidth of the captured audio signal along with the number of bits used 
to represent each sample of audio signal will determine the quality of the repro­
duced audio signal. For instance, a speech signal limited in the frequency range 
between 200 and 3400 Hz and then sampled at 8 KHz [42] is assumed to be 
acceptable for communication through public telephone networks, even though 
high frequency parts of the speech signal are discarded. This range was used in 
the first standardised speech coder. For better rendering, telephony systems are 
now accommodating a wider speech bandwidth, such as 7 and 15 KHz, which are 
sampled at 16 and 32 KHz, respectively [43]. A CD quality audio signal, on the 
other hand, is sampled at 44.1 or 48 KHz in order to capture up to the 20-KHz 
frequency band of audio signals.
Regarding the number of bits used to represent each sample of audio signal, a 
Pulse Code Modulation (PCM) [44] represents every sample of speech or audio 
signal as either 8, 16, or 24 bits. For telecommunication, speech signals sampled 
at 8 KHz (i.e. 8000 speech samples per second) can be transmitted at 64 kb/s by 
representing every sample as 8 bits. In contrast, a stereo audio signal sampled at
44.1 KHz, with each sample allocated 16 bits, requires 1.4 Mb/s.
2.1.4 Audio Compression
For the majority of applications it is desirable to have the audio format as compact 
as possible while trying to maintain the quality of the reproduced audio signal. In 
order to achieve this compression, an audio encoder is used to remove redundancy 
in the audio data. At the end of the process an audio decoder is used to recreate 
the original audio signal. In most cases, however, the audio encoder and decoder 
introduce some noise into the signal.
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PCM is one of the earliest and most straightforward coding approaches that can 
be applied to speech and audio signals. Later developments of PCM are known; 
they incude Delta Modulation (DM), and Adaptive Differential PCM (ADPCM). 
In general, all of these approaches exploit the redundancy of the time domain 
waveform of speech and audio signal. However, modern audio coders employ ad­
vanced techniques that rely upon time-frequency decomposition, as well as taking 
advantage of the psychoacoustic model [45]. The most popular coding technique 
is MPEC-1 layer 3, commonly known as the MP3. The majority of audio appli­
cations available at the moment can support this MP3 audio format. However, 
there are other coding techniques that are developed for specific purposes. For 
instance. Code Excited Linear Prediction (CELP) [46] was specifically developed 
for encoding speech signals.
2.1.5 Time-Frequency Transform
In order to represent the signal in as few bits as possible, various different types of 
audio coding techniques have been proposed. Recent techniques basically process 
the time domain audio signal in a frame or a block of audio samples. The frame 
size, when 48 KHz of sampling frequency is applied, may normally range from 400 
samples (8.3 ms) to 4096 samples (85.3 ms) [47-49]. However, a longer or shorter 
frame size can be applied. Using a longer audio frame potentially gives a higher 
coding efficiency than a shorter one, however, it can longer the processing delay. 
Additionally, increasing the audio frame size possibly makes the encoder fail to 
properly model the characteristic of the audio signal. On the other hand, for 
applications that require a lower delay, a shorter audio frame, such as 5.8 ms that 
is used in Constrained-Energy Lapped Transform (CELT) [47], will be useful at 
a cost of reducing coding efficiency. The audio frame is then either transformed 
into the frequency domain (a process termed transform coding), or is decomposed
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as sub-band signals (subband coding). Transformation or decomposition tools, 
such as Discrete Fourier Transform (DFT), filterbank, and Modified Discrete Co­
sine Transform (MDCT), are currently widely used in cutting-edge audio coding 
techniques. Representing audio signals in the frequency domain instead of in the 
time domain is generally assumed to be more effective in reducing signal distor­
tion. In addition, processing the audio signal in the frequency domain also allows 
for the possibility of utilising the psychoacoustic model, which is very important 
for reducing signal distortion.
2.1.6 Perceptual-based Coding
Knowledge and understanding about human perception of sound signals is also 
exploited in most modern coding techniques. This kind of approach is called 
a perceptual-based audio codec. Basically, a psychoacoustic model estimating 
parameters, such as the hearing and masking threshold, is utilised. The main 
benefit of the audio codec employing this model is the ability to effectively allocate 
bits, in the quantisation process, into any part of audio signal that is audible to 
the human hearing system. Used this way, any imperceptible part of the audio 
signal will be removed.
2.1.7 Three-Dimensional (3D) Audio
The release of the MPEG-1 standard in 1993 motivated the widespread imple­
mentation of digital audio materials. The most popular MPEG-1 layer 3 [50-52], 
widely known as the MP3, facilitated representation of the audio signal in a more 
compact way than the conventional audio GD format. Since then, most digital 
audio materials were available in the MP3 format for both on-line audio services
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such as Digital Audio Broadcasting (DAB) and off-line audio services that can 
be rendered in various portable media players.
In addition to the benefit of providing a compact audio representation, MPEG-1 
layer 3 can also support stereo audio format. It is easy now to find audio mate­
rials, such as music albums, in the format of the MP3 stereo. Even though the 
stereo audio format increases the audio data size, because it consists of two audio 
channels, it is interesting to see that a stereo audio format frequently becomes 
the first choice for digital audio representation, instead of a mono audio format. 
This is due to the fact that the stereo audio format will increase the realism of a 
real acoustic environment. Hence, it is favorable to represent the audio materials 
in stereo rather than mono formats even though a bigger data size is needed.
Representation of audio materials as stereo formats, or even a larger number of 
audio channels, has been possible and has been used for many years in multiple 
applications (particularly in the cinema industry). It is well understood that 
multichannel audio representation has ability to convey much more information 
about 3-Dimensional (3-D) audio scenes including the individual sounding ob­
jects, their positions as well as the acoustic of the environment. Started by the 
cinema industry, it is now used in many off-line and on-line applications including 
home entertainment and the Internet applications. Moreover, the importance of
3-D audio is projected to increase even further, due to the introduction of 3D 
television services and the spread of 3-D displays.
2.2 Compression Artifacts
An efficient audio coding technique basically employs two approaches. The first 
approach is to simply capture as narrow a bandwidth as possible. For instance, 
in an encoder employing Spectral Band Replication (SBR), the high frequency
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regions of the audio signal are modeled and parameters are extracted. At the de­
coder side, the parameters are applied to create the replica of the high frequency 
parts of the audio signal. The second approach is to represent every audio sample 
with as few bits as possible. This may be achieved by employing an efficient quan­
tisation technique. Both approaches are performed in such a way as to maintain 
the reconstructed audio quality. However, both approaches may introduce audio 
distortion or artifact.
In order to reconstruct an indistinguishable audio signal from compact audio data, 
attention should be paid not only to the efficient technique of audio coding but 
also to the artifacts that usually appear in compressing the audio signal. Several 
major audio artifacts have been identified, such as pre-echo, speech reverberation, 
aliasing, and birdies [53]. In addition, other artifacts may also be present, due to 
the process of audio recording as well as format conversion or tandem coding.
Compression artifacts mainly occur due to the processing of audio signal in a 
frame basis, particularly in encoding a segment of audio signal that contains an 
abrupt change of magnitude during a short time duration. This event is known 
as a transient or attack signal. A transient event in a time domain signal will 
transform to a widespread spectrum in the frequency domain. As a result the 
psychoacoustic model may fail to calculate the correct allowed distortion over 
all subbands. It means that quantisation errors may be introduced in the whole 
frequency spectrum of the frame. At the decoder side, these errors will transform 
to distortion over all samples in the audio block including in the preceding of the 
transient event. This distortion that may be audible is known as pre-echo.
Pre-echo occurs during the application of a long length of audio frame, and it can 
be avoided by shortening the size of the frame. Therefore, advanced audio coders 
employ an adaptive length of audio frame. This can be realised by predicting 
the energy of the upcoming frame. If a transient is detected then the frame size
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will be switched to a short size. A case similar to pre-echo in encoding speech 
signal is called speech reverberation. Some parts of speech signal can be classified 
as a non-stationary signal that has the same properties as a transient signal. In 
encoding this kind of speech signal, distortion can be introduced in the previous 
and after the original transient event. However, speech reverberation is usually 
audible after the sound of the original transient signal. The noise that following 
the transient event will decrease in the time.
Aliasing artifact is mainly caused by the implementation of critically-sampled 
filterbank. This type of filter has a set of overlapped bandpass filters. The 
outputs of the filterbank are down-sampled by a particular factor which is usually 
chosen to be equal to the number of subband signal. Even though it is designed to 
obtain a perfect audio reconstruction by eliminating the aliasing, distortion is still 
introduced due to the imperfect frequency response of the filter. Furthermore, 
quantisation of subband signals that is performed in between the analysis and 
synthesis filterbanks also introduce further distortion.
Birdies artifact is discontinuities that exist in the frequency domain. Due to 
the implementation of psychoacoustic-based bit allocation, specific spectral co­
efficients may be temporarily allocated sufficient bits, but may not be sufficient 
in some audio blocks. Consequently, these spectral coefficients would appear in 
some frames but disappear in the other frames.
2.3 Evaluation of Audio Codec Performance
The quality of the reconstructed audio signal is the most important factor to be 
considered in designing and developing an audio codec. Other factors include 
delay and complexity. For this reason, an accurate audio evaluation method is 
necessary to assess the performance of the audio codec. The most reliable and
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relevant method to perform this quality assessment is to undertake a listening 
subjective test, such as those recommended in the ITU-R BS.1116-1 [54] and the 
ITU-R BS.1534 recommendations [55]. The ITU-R BS.1116-1 Recommendation 
is often used in the assessment of audio signal, including multiple audio signals, 
that introduce small impairments which cannot be detected easily. In order to 
detect these small impairments it is frequently necessary to repeatedly listen to 
the audio signal. Thus, it is specified in [54] that to score an audio excerpt several 
trials of listening may be required. On the other hand, the ITU-R BS.1534 
entitled method for the subjective assessment of intermediate quality level of 
coding systems, is frequently applied to evaluate the quality of the audio signal 
that contains a larger level of distortion which is easily detectable even in a single 
listening.
Both of those recommendations specify that a minimum number of five critical 
audio excerpts, typically having duration of 10 to 25 s, selected from a large 
number of audio materials, should be used in the assessment. The quality of the 
audio codec under test in encoding these audio excerpts is judged by a number 
of expert listeners who have the ability to detect the audio impairments. The 
expertise of the listeners becomes more important when the impairments are 
small. It is specified in [54] that an appropriate conclusion of the subjective test 
is achieved when at least 20 expert listeners participate in the listening test.
As the subjective assessment methods are very expensive and time-consuming, 
in order to provide a quick estimation of the reproduced audio quality, perform­
ing an objective test is preferable. The conventional methods used to perform 
this objective test include measurements of Signal-to-Noise-Ratio (SNR) and 
Harmonic-Distortion (HD), where the time and frequency domain of the orig­
inal and reconstructed audio waveforms are compared. However, these objective 
metrics are no longer suitable, especially for assessing the quality of the audio sig­
nals reconstructed from modern perceptual based coding techniques. The ITU-R
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BS. 1387-1 [56], recommending a method for objective measurement of perceived 
audio quality, is assumed to have ability giving a more accurate audio quality as­
sessment, instead of those traditional SNR and HD metrics. Using this objective 
test, an Objective Difference Grade (ODG) is obtained to represent the quality 
of the tested audio signals compared to the original signals. Five grades are avail­
able in this ODG metric, similar to the Subjective Difference Grade (SDG). They 
are:
• 0 (imperceptible)
• -1 (perceptible but not annoying)
• -2 (slightly annoying)
• -3 (annoying)
• -4 (very annoying)
2.4 Applications of Audio Coding Technique
MPFG-1 layer 3 (MP3) is a very popular method for compressing audio signals. 
Its high coding efficiency makes it possible to represent a 3-minute music clip as 
a piece of data sized around 4 Mb. Since it was standardised, MP3 compressed 
audio signals have become preferable for many applications, such as those used 
in home and portable entertainment devices, digital audio broadcasting, music 
downloading and streaming services, as well as other Internet applications (such 
as teleconferencing).
Teleconference is a popular way to communicate remotely. Using it, several peo­
ple can participate in a talk, discussion, or meeting. However, this technology is
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still far from being categorised as a comfortable communication system. Many 
users often find that it is difficult to identify and understand the voice and speech 
of remote talkers, because all sounds come from a single loudspeaker. This specif­
ically occurs when multiple talkers are speaking simultaneously.
In order to overcome this problem, a multichannel audio system is required where 
each voice is reproduced by a single loudspeaker at a particular source position. 
Using this system, user perception increases significantly, particularly in identify­
ing voices from different talkers [57]. However, this additional perceptual realism 
does not affect the ability to convey the message delivered [58]. For teleconfer­
encing, DirAC [59] and S^AC [60] have been implemented before as spatial audio 
coding techniques. However, their performance was limited by the performance 
of the applied audio coding.
Another promising application of a multichannel audio coding is the enablement 
of personalised music remixes. Users often want to modify rendered music com­
position. This feature has actually been available for long a time as a limited 
function, in that the modification is applied into the whole music composition 
without the capability to adjust any audio object (i.e. singer vocal or musi­
cal instruments). With the recent development of Spatial Audio Object Coding 
(SAGC) technology, it is now possible to provide users with an interaction fea­
ture in the rendering stage to independently manipulate every audio object. For 
instance, with a Karaoke application, users have an option to play either vocals 
only (A Capella) or to play background music only.
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2.5 Standardisation A ctivities for Speech and 
Audio Coding Technique
Several standardisation bodies, such as the International Telecommunication Union 
(ITU), Moving Picture Expert Group (MPEG), European Telecommunication 
Standards Institute (ETSI), have regular activities in developing new standards 
of speech and audio coding. Current and future activities show that there is 
an interesting trend emerging in speech and audio coding standardisation. The 
MPEG audio group has released various audio codec standards. The first is 
MPEG-1 audio standard, released in 1993, consists of layers 1, 2 and 3, where 
the MPEG-1 layer 3 is widely known as the MP3. This codec has the ability to 
encode mono and stereo audio signals. Moreover, the MPEG-2 audio part has 
two types of audio codecs that are backward and non-backward compatible. The 
MPEG-2 non-backward compatible version was released in 1997, and was later 
called MPEG Advanced Audio Coding (AAG). It is able to encode multiple au­
dio signals in up to 48 channels. Specifically designed for encoding multichannel 
audio signals, MPEG Surround was subsequently released in 2008, while MPEG 
Spatial Audio Object Coding (SAGC) was released in 2010. All those audio 
codec standards typically sample audio signals at 48 KHz while other sampling 
frequencies are also accommodated. In order to accommodate a speech signal, as 
it has a specific signal characteristic, Gode-Excited Linear Prediction (GELP) is 
also currently adopted as a tool in the MPEG standard, ISO/IEC 23003-3/FDIS, 
Unified Speech and Audio Coding (USAC) [61,62].
On the other hand, ITU has a long history of standardisation activities in speech 
coding. Several speech codec standards, generally capturing speech signals at 
8 KHz, have been released in past years, where one of them was widely imple­
mented, such as GELP. Recently, ITU has also been working to standardise a
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new speech coder that can transmit a wider bandwidth speech signal and, thus, 
make it possible to also encode an audio signal. In order to make it suitable 
to different networks, backward compatibility, as well as bandwidth and bitrate 
scalability, are also targeted to be the features of this codec. Moreover, a mono to 
multichannel upmixing capability is required. It seems that both standardisation 
bodies represent similar trends in speech and audio coding activities.
New speech coding standards, such as G.729.1 [63,64], G.711.1 [65] and G.718 
[66,67], have been developed for delivering wideband speech signals sampled at 
16 KHz. In addition, the terms superwideband and fullband speech coders [68], 
sampling speech signals at 32 KHz and 48 KHz respectively, have been introduced. 
For instance, ITU-T is currently working to extend G.729.1 as a standard for 
super wideband speech and audio [69]. Furthermore, ITU-T has also released 
a newly standardised super wideband codec extension for G.718 [70]. Similarly, 
another extension was jointly developed for both G.711.1 and G.722 [71-73]. 
These coders are designed to be backward compatible to the previous coders. 
They also have bandwidth and bitrate scalability. Moreover, a new G.719 has 
also been standardised as the first ITU-T’s fullband audio coder [74,75]. For the 
next standard, ITU-T also has a study group working to develop a new standard 
that includes a multichannel upmixing capability [43,76]. These activities seem 
to accommodate a transmission of multichannel audio signals in-line with MPEG 
audio activities.
2.6 The Principle of Analysis by Synthesis
Analysis by Synthesis (AbS) technique [77, 78] is a generic method that has 
already been implemented in many areas, such as estimation and identifica­
tion [79,80]. Several decades ago, this concept was proposed as a framework
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Figure 2.1: Block diagram of a typical Analysis by Synthesis technique.
for encoding speech signals and determining the excitation signal in a Linear 
Predictive Coding (LPC)-based speech coder [81,82]. Since then, many other 
speech coders have been proposed within this framework, such as the most pop­
ular Code-Excited Linear Prediction (CELP) [46], which is currently specified as 
one of the tools in the MPEG-4 Audio standard [83]. CELP is also currently 
adopted in development of the MPEG standard, ISO/IEC 23003-3/FDIS, Uni­
fied Speech and Audio Coding (USAC) [61,62]. The AbS technique is currently 
applied in many applications, including the quantisation of spectral coefficients 
of the MPEG-AAC audio codec.
An AbS system, depicted in Fig. 2.1, is able to synthesise a signal by a set of 
parameters where the values of these parameters are usually made variable in 
order to produce the best matched synthesised signal. The difference between 
the observed signal and the synthesised signal, called the error signal, is utilised 
in an error minimisation block. A set of parameters which produce minimum 
error signal are selected as optimal parameters and sent to the decoder.
2.7 Conclusions
This chapter has given a brief overview of fundamental principles in audio coding 
that are necessary in understanding the development of any spatial audio cod-
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ing technique. A basic concept of audio compression, as well as artifacts, often 
introduced in recent audio codecs, is presented, followed by a brief discussion 
about methods used to evaluate the performance of an audio codec. In addition, 
promising applications of audio coding techniques, as well as related standardis­
ation activities, are also briefly illustrated in this chapter.
Chapter 3
Spatial Audio Coding
This chapter discusses spatial audio coding. A brief overview of psychoacoustics 
is presented at the beginning of the chapter. The next section presents spatial 
audio processing methods, including recording, transmission and reproduction, 
followed by a description of techniques used for spatial audio compression. At 
the end of this chapter, a comparison of different coding methods is presented.
3.1 Psychoacoustic Background
3.1.1 Human Auditory System
A deeper understanding of the human auditory system has motivated the de­
velopment of more efficient and powerful quantisation methods employed in an 
audio coder. The human ear can listen to a very large range of sound levels. 
The minimum level that can be heard for a particular frequency is defined as the 
hearing threshold or threshold in quiet [1,19]. The human hearing system cannot 
detect any sound level below this threshold, even in a very quiet condition. This
24
3.1. Psychoacoustic Background 25
threshold may be different for each frequency. The hearing threshold phenomenon 
is then taken into consideration when the quantisation process is performed. It 
suggests that it is not necessary to transmit any frequency component of an audio 
signal with a sound level below the hearing threshold. In addition, as long as the 
quantisation noise is below the hearing threshold, the noise will not be heard.
In addition to the hearing threshold, the masking phenomenon [1,19] should also 
be considered in developing an effective quantisation technique in an audio coder. 
When two sounds, with similar frequencies, occur at the same time, the louder 
sound can cause the other sound to be undetectable, even though its level is 
higher than that of the threshold in quiet. This phenomenon is termed frequency 
masking, where the louder sound is named the masking or masker sound, and the 
softer sound is called the maskee. In the presence of a high-level masker sound, it 
is useful to determine a specific sound level, because below this level other sounds 
will be masked by the masker. This level is defined as the masking threshold. The 
values of the masking threshold are generally high in the frequencies around the 
masker frequency. However, they tend to decrease as the frequency gets farther 
away from the masker.
Another type of masking phenomenon is temporal masking. It occurs when two 
sounds are not presented simultaneously. In this situation the louder sound is still 
able to mask the other sounds present before and after the masker. Temporal 
masking is normally effective only for a few milliseconds before and after the 
masker sound. Exploiting the masking phenomena benefits a quantisation process 
where it is not relevant to transmit the maskee sound, as it would not be heard 
by humans.
Further exploration in the frequency masking phenomena led to the understand­
ing of the principle of critical bandwidth [1,19], which relates to the frequency 
range where the masking threshold around the masker frequency is fiat. In order
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to develop an effective audio coder it is useful to perform the quantisation pro­
cess in the frequency range or frequency subband that is similar to the critical 
bandwidth, so that the audio signal component below the masking threshold will 
be discarded.
Based on knowledge of the human hearing system, a psychoacoustic model can 
be designed. It actually tries to model all relevant factors that influence the 
hearing process, including the hearing and masking threshold. The goal of the 
psychoacoustic model is to calculate the Signal to Mask Ratio (SMR), which is 
a comparison between the level of the audio signals and the masking threshold. 
Then, the calculated SMR is used to determine how many bits should be allo­
cated to a certain frequency range in order to ensure the quantisation error is 
imperceptible.
3.1.2 Spatial Hearing
Having two ears, humans can localise where a sound is coming from. Sound 
waves coming from a sound source may reach the two human ears, the left and 
the right, at different times, because they travel different distances. Due to these 
sound propagation properties the human brain detects the time difference between 
the sound waves from the left and the right ears. This cue is named an Inter- 
aural Time Difference (ITD) [19,84]. This may also cause the sound pressure 
detected by each ear to have a slightly different level. However, shadowing by 
the human head, reflection and diffraction by surrounding environments can make 
the differences smaller or larger, creating another cue. Inter-aural Level Difference 
(ILD) [19,84]. The human hearing system simply perceives the position of a sound 
source by processing these inter-aural time and level difference cues. In the case of 
the sound wave experiencing various reflections, the resulting sound waves arrive 
at human ears with different amplitudes and different time delays. Consequently,
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the sound waves at both ears will be partially incoherent, creating a perception 
of widening the sound source.
However, there are some positions, such as in front or in the back of the human 
head [19,85], which would produce identical ITDs and ILDs. If a sound comes 
from these places, the human brain cannot precisely determine where the source 
position is. This phenomenon is known as cone of confusion [86] and can be 
solved by head movements [87]. Another situation that makes the human brain 
fail to locate the proper position of the sound source occurs when there are two 
or more similar sound sources, located in different locations, transmitting sound 
waves with small time delays. These sounds will be perceived as a single sound, 
instead of two or more sounds, coming from a position closer to the earlier sound 
source. Such a situation is called the precedence effect [88].
The human head’s size, the shape of pinna, and the reflections off the shoulder 
and body also affect the human ability to localise a sound source. All of these 
cues can be represented as a Head-Related Transfer Function (HRTF) [89]. This 
function is actually a frequency response of the human auditory system. It is 
measured for a sound signal coming from every possible source direction. All of 
these cues, ITD, ILD, inter-aural correlation, along with other cues, can be taken 
into account in developing an effective spatial audio coding technique.
3.2 Spatial Audio Processing
For a long time period, sound waves were captured, for the purpose of storage 
and transmission, by a single microphone that discarded all those relevant cues 
that could describe the individual sounding objects, along with their positions, as 
well as the acoustics of the environment. Consequently, the reconstructed sound 
reproduced by a loudspeaker lost its spatial impression. In order to maintain its
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spatial effect, sound is usually recorded, transmitted and reproduced in several 
channels (two, five, or more, for instance). The two-channel audio system, widely 
known as stereo audio, has been a popular option for many applications due to 
its simplicity. Two channels, the left and right channels, are located in front of 
the listeners as most listeners focus on the sound in front of them. Significance 
improvement of spatial impression is provided compared to a single monophonic 
audio. However, stereo audio system cannot provide surround sound as there 
is no channel that intended to represent sounds located on the side and at the 
back of the listeners. Thus, acoustics of the environment particularly at those 
positions of the listener will not be presented with a stereo audio system.
The most frequently used number of audio channels for surround sound is five. 
This configuration was recommended by ITU and has been known as the 5.1 audio 
system [90]. Three channels are located in front of the listener (the center, left 
and right channels), and two channels are positioned in the back (the rear/side 
channels). The .1 is for Low Frequency Enhancement (LEE) channel, where 
the approximately 120-Hz audio bandwidth required for this channel is much 
lower than the others. This LEE channel is actually intended to give a special 
impression on a specific low frequency audio content that needs larger sound 
pressure particularly for audiovisual applications. Other channel configurations 
are also available, such as 7.1, 10.2, and 22.2 [91,92] audio systems that are useful 
for rendering more accurate three dimensional surround sound [86]. Principally, 
all of these systems are intended to give more spatial effects to the listener.
3.2.1 Recording, Transmission, and Reproduction
Each channel of a multichannel audio content is usually recorded separately by a 
single microphone that is usually intended to capture sound waves coming from a 
specific area. For example, in Fig. 3.1, a microphone beam pattern for 5.1 audio
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Figure 3.1: Illustration of microphone beam patterns for 5.1 audio recording
recording is presented. Otherwise, all channels can be recorded by a microphone 
array that provides a set of microphone signals such as B-format [93,94]. Some 
commercial microphone products such as Holophone [95] and SoundField [96] are 
available to capture high quality spatial audio and record B-format microphone 
signals.
For digital transmission and storage, audio signals are generally represented in 
fewer channels, often two. Conventional techniques, such as Dolby stereo. Sur­
round and Prologic [86], are available by matrixing multichannel signals. Dema- 
trixing is required to reproduce multichannel signals. Otherwise, each channel 
at multichannel audio content can be coded and transmitted by an audio coder 
such as one implemented in MPEG-2 A AC. However, this method is clearly not 
effective in terms of the amount of bits needed to be transmitted. For this reason. 
Spatial Audio Coding (SAC), where the total bitrate needed for transmission may 
be less than the discrete multichannel audio coding, is becoming popular.
Three dimensional audio can be reproduced by playing audio signals with a num-
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ber of loudspeakers. Generally, audio signals recorded by a specific channel config­
uration should be reproduced by the same configuration. For mobile applications, 
headphones can be an interesting option to reproduce multichannel audio signals 
by trans-coding multichannel audio into binaural audio.
3.2.2 Virtual Source Principle
Due to limitations in the number of loudspeakers, a virtual sound source can 
be created in the area between two loudspeakers or the area among three loud­
speakers. The listener will perceive the sound coming from the point where the 
virtual source is located. The most popular way to create such a virtual source 
is by using Vector Based Amplitude Panning (VBAP) [97-101]. The position of 
the virtual source is represented by a unit vector. The gain of the audio signal 
fed to each loudspeaker is then determined by the component of the unit vec­
tor. In addition, other panning techniques, such as Ambisonic, can be used. For 
reproducing a virtual source by a headphone, the HRTFs can be utilised and im­
plemented as a filter. Such an application is known as binaural rendering. With 
this binaural rendering, a listener can perceive that a virtual source is kept in a 
constant position even though the listener moves his head. The HRTF has been 
implemented for binaural rendering in MPEG Surround standard [102].
Amplitude panning techniques are not able to create a virtual source outside 
the area between the loudspeakers. This problem can be solved by Wave Field 
Synthesis (WFS) [103]. The WFS technique usually requires a large number of 
loudspeakers. Each loudspeaker is configured to reproduce a different phase of 
audio signals. Hence, a specific wavefront can be constructed for a sound source 
at a specific location, even for a position behind the loudspeakers. However, 
due to the need for a large number of loudspeakers, this WFS technique is not 
favorable for home consumers’ implementation.
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3.3 Multichannel Audio Coding Techniques
For the purpose of storage and transmission, it is always desirable to make the 
multichannel audio signals as a compact as possible. Reducing either the num­
ber of channels or the number of bits required for representing the audio signals 
is the basic option. However, it is necessary to maintain the spatial impression 
that would be created by those compact-represented audio signals. For this rea­
son, efficient coding techniques play an essential role in delivering high quality 
multichannel audio. In this section, various approaches proposed to encode mul­
tichannel audio signals are discussed.
3.3.1 M atrixed Surround Sound System s
A conventional approach to store or transmit multiple audio signals is to represent 
the audio signals in fewer channels, such as two. This basic idea is exploited 
in a matrixed surround technique, where multiple channels are downmixed into 
mono or stereo audio by a matrix conversion process. Dolby Stereo, intended for 
cinema sound application matrixing of three or up to six channels into stereo, 
is among the one of the approaches available using a matrix surround method. 
Later products from Dolby, such as Dolby Surround, Prologic and Prologic II, 
and Lexicon Logic 7 [86] are also based on this approach. In order to properly 
reconstruct the original channels, the dematrixing process should be carefully 
performed at the decoder side. However, side-effects such as crosstalk, where 
an audio signal from a particular channel can be present in the other channels, 
always exist. Among these techniques, Dolby Prologic II is the most popular, as 
it has a feature optimised for home theater applications.
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3.3.2 Discrete M ultichannel Audio Coding
The first approach used for digitally compressing multichannel audio involves en­
coding each audio channel with a mono audio coder such as Dolby AC-3 [5,6], 
Digital Theater System (DTS) [104,105], MPEG Advanced Audio Coding (AAG) 
[7-9], and High Efficiency AAG (HE-AAG) [8,9]. It is actually an approach to 
encode a mono or stereo audio. However, in the case of multichannel signals, the 
audio signal in each channel is encoded individually and all channels are then 
transmitted as a single bitstream. For each channel, a psychoacoustic model is 
used in this approach to provide information about the minimum allowed distor­
tion. Thus, the reconstructed audio signal is supposed to be perceptually lossless, 
provided that all required bits are sufficiently available. However, for most coders 
using this method, the number of bits to be transmitted tends to increase linearly 
with the number of channels.
The audio signal in each channel of AG-3, also known as Dolby Digital, can be 
sampled either at 32, 44.1, or 48 KHz while the LFE channel is sampled at 240 
Hz. The codec can operate at various bitrates, starting at 32 kb/s for a mono 
audio signal up to 640 kb/s for 5.1 audio signals. However, its typical operating 
bitrates for encoding 5.1 audio signals are around 320-384 kb/s. It can also carry 
downmix control information in order to render a stereo audio in case the decoders 
do not support 5.1 audio rendering.
For high audio quality such as audio for film, DTS accommodates both higher 
sampling frequencies up to 192 KHz and larger numbers of channels up to 8 
channels. Consequently, the DTS codec operates at higher bitrates than AG-3, 
which is up to 512 kb/s per audio channel. However, a lower audio quality is still 
possible when encoding the audio signal at bitrates as low as 8 kb/s per audio 
channel. In addition, DTS also provides an up-matrixing feature, in that new 
channels are created based on the existing available channels.
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On the other hand, MPEG AAG offers three profiles: main. Scalable Sampling 
Rate (SSR), and Low Complexity (LG). The main profile is the most complex 
profile, where all tools provided such as Mid/Side (M/S) stereo coding and Tem­
poral Noise Shaping (TNS) are used to achieve the highest audio quality. In 
contrast, LG-AAG has the lowest complexity. However, it is still able to provide 
a relatively high quality of audio signals. Up to 48 audio channels are supported. 
The AAG was initially developed to achieve indistinguishable audio quality for 
delivering high quality 5.1 audio at a bitrate of 384 kb/s or lower. Assessment 
using the subjective test reported that this quality was achieved at bitrates of 320 
kb/s (BBC, UK) and 256 kb/s (NHK, Japan). The audio signal can be sampled 
at a frequency as low as 8 KHz, so that low operating bitrates, such as 8 kb/s for 
a mono audio signal, are supported. Nevertheless, at these low operating bitrates 
the quality of the reconstructed audio considerably degrades.
High efficiency AAG is designed for operating at low bitrates (i.e. around 20 
kb/s per audio channel) to achieve better performance than AAG. It is actually 
based on LG-AAG for encoding low frequency parts (i.e. half of the bandwidth 
of the audio signal). A new technology, called Spectral Band Replication (SBR), 
is introduced to extract control parameters from the high frequency parts of the 
original audio signals. This control information, mainly consisting of spectral 
envelope representation, is encoded at a very low bitrate and is then transmitted, 
along with the LG-AAG encoded bitstream.
At the decoder side, the control parameter can be utilised to create the missing 
high frequency parts of the reconstructed audio signals. Both the control param­
eter extraction and the high frequency signal reconstruction are performed in the 
subband domain of a filterbank called a hybrid Quadrature Mirror Filterbank 
(QMF). A bitrate of approximately 3 kb/s is assumed to be sufficient to send 
the control parameters so that the total bitrate of the HE-AAG is lower than the 
bitrate required when the LG-AAG is used. However, the HE-AAG codec is un-
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Figure 3.2: Illustration of an SAC approach
able to achieve transparent quality of the audio signals even though the operating 
bitrate increases.
3.3.3 Spatial Audio Coding
A recent concept proposed for encoding multichannel audio signals consists of 
extracting the spatial parameters and downmixing multiple audio channels into 
a mono or stereo audio signal, as seen in Fig. 3.2. The downmix signals are 
subsequently compressed by an existing audio encoder and then transmitted, 
accompanied by spatial cues as side information. Any receiver system which can­
not handle multichannel audio can simply remove this side information and just 
render the downmix signals. This provides the coder with backward compati­
bility, which is important for implementing various legacy systems. In addition.
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by utilising spatial parameters, the downmix signals can be directly upmixed 
at the decoder side into channel configurations that can be different from the 
one used at the encoder side. This technique is known as Spatial Audio Coding 
(SAC) [10-12].
Various SAC techniques have been proposed, such as Binaural Cue Coding (BCC) 
[13-15] and MP3 Surround [16-18]. Inter-Channel Level Difference (ICLD), Inter- 
Channel Time Difference (ICTD), and Inter-Channel Coherence (ICC) are ex­
tracted as spatial parameters that are basically determined based on the ex­
ploitation of human spatial hearing cues [19]. Two types of BCC codecs were 
proposed for addressing two application scenarios. The first is called BCC for 
Flexible Rendering and is intended for the transmission of multiple source sig­
nals or audio objects. The second is named BCC for Natural Rendering and 
is needed for the transmission of multiple audio channels. A Discrete Fourier 
Transform (DFT) is used for the time to frequency domain transformation. The 
inter-channel parameters are extracted and then transmitted as side information 
of a mono sum or downmix signal. Any mono speech or audio encoder can be 
used for further encoding the mono sum signal.
MP3 Surround is developed based on BCC. The basic idea is to benefit from the 
popular and widespread use of the stereo MP3 player. Instead of a mono sum 
signal, MP3 Surround creates a stereo sum signal from multiple input signals and 
uses stereo MP3 encoders for further compression. The reason for transmitting a 
stereo sum signal arises based on the fact that most audio materials are available 
in the format of MP3 stereo. With this approach, the stereo MP3 audio codec can 
be extended for multichannel applications. This approach also takes advantage 
of the backward compatibility principle. Any MP3 stereo decoder that does not 
support multichannel applications is still able to play audio materials encoded by 
MP3 Surround by simply discarding the side information. In addition, a feature 
to transmit the available artistic stereo signal as the sum signal is offered instead
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of creating a new stereo signal, as applied in the BCC encoder. This feature 
ensures that MP3 decoders that do not support multichannel rendering can still 
render the best stereo audio composition.
Techniques such as Parametric Stereo (PS) [20-22] and MPEG Surround (MPS) 
[23-25] may also utilise better time-frequency transformation and signal pro­
cessing techniques, such as decorrelation. Additionally, near transparent audio 
reconstruction is possible in MPS by transmitting the residual signal. The great 
benefit of these perceptual-based coders is that they can achieve bitrates as low 
as 3 kb/s for transmitting spatial parameters, as in the case of MPS [24].
Parametric stereo is actually a SAC approach for stereo signals only and is not 
used for multichannel signals. Each of the left and right channels is transformed 
into subband signals by an effective filterbank called a hybrid Quadrature Mir­
ror Filterbank (QMF). Inter-channel Intensity Difference (IID) and Inter-channel 
Phase Difference (IPD) are basically similar to ICLD and ICTD, as well as ICC, 
and are extracted as spatial parameters. A downmix signal is created as a linear 
combination of both input signals, ensuring that the power of both input signals 
is equal to the power of the downmix signal. The IID and IPD quantisers are de­
signed based on perceptual criteria, where the introduced quantisation errors are 
assumed to be inaudible. The PS technique, along with Spectral Band Replica­
tion (SBR), support Low Complexity AAC (LC-AAC) for MPEG audio standard 
known as High Efficiency AAC v2 (HE AAC v2).
The advantages of PS and MP3 Surround are taken into account in the develop­
ment of MPEG Surround. Based on the PS’s spatial analysis and synthesis, an 
elementary module, named One-To-Two (OTT), is created and utilised in MPS to 
convert a channel into two channels. For reverse conversion, a Reverse OTT (R- 
OTT) is also introduced. On the other hand, the Two-To-Three (TTT) module 
is designed to convert stereo channels to three channels, while the Reverse-TTT
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(R-TTT) is intended to do the reverse conversion. Multichannel down/upmixing 
is performed by a number of OTT modules in a tree scheme. For perfect wave­
form reconstruction capable of performing near transparent audio reconstruction, 
residual coding is applied. MPS also offers other features, such as binaural ren­
dering and enhanced matrix mode. Moreover, it includes the artistic downmix 
feature [106], similar to the one applied in the MP3 Surround.
Other techniques also exist that are based on extracting the source location in­
formation from multiple channels, thereby simplifying the representation of the 
spatial scene. These techniques calculate direction vectors representing the di­
rectional composition of a scene. At the decoder side, virtual sources are created 
from the downmix signal at positions given by the direction vectors. This ap­
proach gives the coder the capability to reproduce different number of output 
channels than input channels. Examples of this technique are Spatial Audio 
Scene Coding (SASC) [26-28] and Directional Audio Coding (DirAC) [29,30,32].
DirAC is slightly different, in that it incorporates a recording system using a 
microphone array [33]. Therefore, the direction vectors in this coder are calculated 
from microphone signals, particularly B-format signals. In addition to direction 
vector, diffuseness representing the acoustics of the environment is also extracted 
and transmitted as side information, along with the direction of sound arrival. At 
the decoder side, the reconstructed audio signals can be rendered by any number 
of loudspeakers by applying the concept of Vector Based Amplitude Panning 
(VBAP). The DirAC’s spatial parameters can also be translated into CLD and 
ICC. Moreover, this approach is primarily intended for teleconference application.
Another method is approached by squeezing or mapping the auditory space from 
360° into 60° which is practically considered to be good enough for human hear­
ing fidelity. Such a mapping relies on estimating virtual sources, performed by 
amplitude panning technique, between pairs of input channels. In order to pro­
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vide a stereo downmix signal, subsequent panning is applied into estimated vir­
tual sources. This work, known as Spatially Squeeze Surround Audio Coding 
(S^AC) [107-111], is unique in that it basically does not need to transmit addi­
tional side information. The major drawback of S^AC is that it introduces the 
ambiguity of sound position, caused by representing audio channels as a set of 
virtual sources.
3.3.4 Spatial Audio Object Coding
An extension of the SAC method is also available today, where the object param­
eters are extracted, rather than the spatial parameters. It is called Spatial Audio 
Object Coding (SAGC) [34-36] as it analyses object signals instead of channel 
signals, offering end users a flexibility to recompose and reproduce the audio 
scene. The block diagram of an SAGC approach that looks similar to an SAC 
approach is given in Fig. 3.3. The major difference with SAC is that an audio 
object analysis block is used to extract object parameters, while in the decoder 
side an audio object synthesis block is applied for reconstructing back the audio 
objects. For both rendering with any loudspeaker configuration and remixing the 
audio scene composition, a mixer/renderer is employed. It is interesting to note 
that the number of output channels can be different from the number of input 
channels, making it flexible for different channel configurations.
Using the SAGC approach, both the level and position of each audio object can 
be adjusted. Any loudspeaker set up is also possible for rendering. Additionally, 
SAGC also provides users with the ability to render either vocals only for enhanc­
ing speech intelligibility or background music only for karaoke. This approach 
is essential for audiovisual applications that require higher spatial fidelity and 
synchronisation between the video and audio scenes. However, this approach has 
difficulty for perfectly capturing audio objects, due to the possibility of interfer-
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Figure 3.3: Block diagram of an SAOC approach
ence from other objects, particularly for capturing moving objects. Considering 
this difficulty, in some cases, audio objects may be recorded separately.
Based on this approach, the MPEG Audio Group has also released a new stan­
dard called MPEG SAGG. The hybrid QMF ffiterbank, as applied in MPS, is 
adopted for time-frequency decomposition. Object Level Difference (OLD) and 
Inter-Object Gross-coherence (lOG), along with other optional parameters, such 
as object energies are extracted as object parameters and are transmitted as 
side information of a mono or stereo downmix signal. For applications, such as 
karaoke, that need to completely remove particular audio objects, residual coding 
is employed.
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At the decoder side, a trans-coding block may be utilised for rendering any multi­
channel audio, including 5.1, to convert the object parameters to spatial parame­
ters of MPS. An MPS rendering engine is used instead of a pure SAOC decoding 
block. However, a SAOC decoder without a trans-coding block is applied for 
single or two-channel rendering, including stereo and binaural rendering. The 
MPEG SAOC implementation, in combination with DirAG to capture audio ob­
ject, has been reported in [35]. In this implementation, a DirAG encoding block 
is applied for capturing multiple single audio objects.
3.3.5 Other Parametric Techniques
Other techniques, such as applying Karhunen-Loeve Transform (KLT) [112-115] 
and Discrete Cosine Transform (DGT) [116] for compressing a number of audio 
signals, also exist to remove the inter-channel redundancy. Both approaches are 
included in MPEG-2 Advance Audio Coding (AAG) [1,117]. A compression can 
also be realised by exploiting the inter-channel predictability [118]. Coefficients 
that describe the appropriate prediction parameters are extracted and then sent 
to the decoder, along with residual signals. Basic configuration of this coder, the 
TTT module, and the corresponding R-TTT, has also been implemented in MPS 
for converting three channels into stereo.
3.4 Comparison of Coding Techniques
Some key parameters, such as the bitrate (coding efficiency), perceptual quality, 
source localisation and complexity can be used in benchmarking existing multi­
channel audio coders. Depending on the application, one or more key parameters 
may be given priority over others, as there is usually a trade-off between them.
3.4. Comparison of Coding Techniques 41
For home consumer applications, perceptual quality may be considered to be the 
most important factor. Coding efficiency and low complexity may be the key pa­
rameters for mobile communications, while the source localisation accuracy may 
be targeted for advanced, spatialised teleconferencing.
When the spatial audio coding technique was first introduced, the key parameter 
was the coding efficiency as defined in terms of bitrate required for transmission. 
For instance, MPEG Surround, in combination with AAG stereo, has been shown 
to perform better in terms of perceptual quality for transmitting 5.1 audio than 
MP3 Surround, Dolby Prologic II in combination with AAG stereo and AAG 
multichannel, while maintaining the transmitted bitrate at 160 kb/s [37]. How­
ever, for applications where more bandwidth is available, such as the HDTV, the 
quality of the reconstructed audio is very significant. The perceptual quality of 
AAG for transmitting 5.1 channel audio at 320 kb/s still outperforms the quality 
of MPEG Surround in combination with HE-AAG at 160 kb/s [119].
A comprehensive listening test has been conducted for comparing codecs for high 
quality multichannel audio rendering intended for HDTV applications. Older 
codecs, such as the Digital Theater System (DTS), which operated at 1.5 Mbps, 
and Dolby Digital, which operated at 448 kb/s, performed better than other 
codecs, including MPEG Surround in combination with HE-A AG. It was shown 
that at present there is no audio codec that can meet the requirement of delivering 
high quality surround sound at bitrates lower than 448 kb/s [120,121].
Some experiments have been conducted to evaluate source localisation consis­
tency. It has been reported that MP3 Surround maintains the consistency of 
the spatial sound image delivered, while the Dolby Prologic II results in changes 
to the positions of sound components in some cases [16]. Another test showed 
that S^AG, which is mapping 5-channel into a stereo audio signals without side 
information, performs better in terms of source localisation than MPEG Sur­
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round, which is coding 5-channel signals into a stereo downmix signal with side 
information. In objective evaluation, MPEG Surround introduced 10.28° aver­
age azimuth error while S^AG gave only 1.39°, even though subjective evaluation 
tests did not show much difference between both audio coders in that localisation 
error cannot be accurately detected [108].
With regards to complexity in terms of required processor speed, in a metric of 
Mega Gycles Per Second (MGPS), HE-AAG v l/v2  and MPEG Surround decoders 
in high quality mode score the highest where each of them requires 150 and 140 
MGPS respectively, making them the most complicated when compared to AAG- 
LG, AG-3 and Enhanced AG-3 decoders [122].
3.5 Conclusions
This chapter has presented a thorough review of spatial audio coding techniques. 
Starting by discussing on psychoacoustic background such as masking threshold, 
various techniques on spatial audio processing and coding have been presented. 
Various techniques that can be used for encoding multiple audio signals have 
been elaborated including approaches such as matrixed surround, discrete multi­
channel and spatial audio object coding. Gomparison of different modern coding 
techniques has been presented at the end of the chapter giving awareness that 
AAG and MPEG Surround are the state-of-the-art coding techniques in spatial 
audio coding.
Chapter 4
Advanced Audio Coding and 
M PEG  Surround
This chapter provides a detailed description of MPEG AAG and MPEG Surround 
as state-of-the-art techniques for delivering multichannel audio signals. Three es­
sential modules in AAG, comprising MDGT transform, quantisation, and noiseless 
coding, are presented. Additionally, the time-frequency decomposition, the spa­
tial analysis and synthesis as well as the quantisation and coding of parameters 
employed in MPEG Surround are also discussed in detail.
4.1 Advanced Audio Coding
Following the success of the MPEG-1 audio development, the MPEG-2 Audio 
committee started work in 1994 for a new audio coding standard intended for 
multichannel audio. It is targeted to be capable of delivering a higher quality of 
audio signal than the one achieved by the MPEG-1 backward compatible coding
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technique. The work was completed in 1997. It was later renamed MPEG-2 Ad­
vanced Audio Coding (MPEG-2 AAG), as it made use of all available advanced 
techniques at the time of developing. The development of the MPEG-2 AAG 
standard was aimed at achieving indistinguishable audio quality when encoding 
5-channel audio signals at an operating bitrate of 384 kb/s. The term indistin­
guishable audio quality refers to the one specified in the ITU-R T G I0-2. The 
listening tests undertaken in 1996 at BBG UK and NHK Japan demonstrated 
that the quality requirement has been met at a bitrate of 320 kb/s.
The MPEG AAG is specified as a modular approach consisting of a series of 
self-contained modules or tools. As shown in the block diagram given in Fig.
4.1, several tools are included: gain control. Modified Discrete Cosine Transform 
(MDGT) and Inverse MDGT (IMDGT), Temporal Noise Shaping (TNS), inten­
sity/coupling, prediction, Mid/Side (M/S) stereo coding, and quantisation and 
coding. Corresponding tools are also employed at the AAG decoder as shown in 
Fig. 4.2.
The gain control module [1] aims to provide a possibility to reproduce audio 
signal on the decoder side with lower bandwidth and lower sampling rates. For 
this purpose, the time domain audio signal is decomposed into 4 equal-bandwidth 
frequency bands by a Pseudo Quadrature Mirror Filterbank (PQMF). In order to 
provide minimum error when producing such signal with a lower bandwidth and 
sampling rate, the output signals of the PQMF may be amplified or attenuated. 
The amount of amplification or attenuation are transmitted as gain control data. 
On the decoder side, gain compensation is applied based on the gain control 
data. Then, either 1, 2, 3 or 4 frequency bands can be transformed back into 
time domain with a corresponding sampling rate.
The TNS [123] can be applied to reduce the quantisation error due to the presence 
of transient event. This transient event has a fiat frequency spectrum. Thus,
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the spectral coefficients can be effectively predicted. The prediction residual is 
produced as the output of the TNS and the prediction parameters are transmitted 
to the decoder. On the decoder side, the prediction parameters are applied to 
the prediction residual to recreate the spectral coefficients.
The intensity/coupling module [11] consist of two function: intensity coding and 
coupling. The intensity coding can be used to encode a pair of audio channels such 
as the left and right channels in 5.1 audio channels while the coupling function 
can be used to encode two uncorrelated audio channels. A single downmix audio 
channel accompanied with intensity or coupling parameters is generally produced 
from the two input channels. The single downmix channel is transmitted to the 
decoder along with the intensity/coupling parameters. For recreating back two 
audio channels, intensity/coupling parameters is applied to the single downmix 
channel.
The prediction module [1] comprises of a set of predictors. Each predictor is used 
to estimate a spectral coefficient based on the spectral coefficients in the previous 
frames. The difference between the spectral coefficients and its predicted value, 
named as residual component, is quantised and sent to the decoder. As the TNS 
reduces redundancy of spectral coefficients in consecutive frames, it is effective 
only for audio signal that has strong stationary components.
The M/S stereo coding [11] is used for encoding a pair of audio channels, such as 
the left and right channels, in encoding multichannel audio signals. The left and 
right channels are transformed into a middle and a side channels. The middle 
channel is the normalised sum signals while the side channel is the difference 
channel. The middle and the side channels are fed to the next module in the 
encoding process.
As previously explained, the MPEG AAC offers three profiles to provide users 
with a trade-off between the audio quality and the hardware complexity. The
4.1. Advanced Audio Coding 48
three profiles are detailed below.
• Main Profile. This profile is provided to achieve the best audio quality at 
the given operating bitrate at a cost of a higher memory and processing 
power than those required in the Low Complexity (LC) profile. Except the 
gain control, all other tools, such as TNS, intensity/coupling and prediction, 
can be operated.
• Low Complexity (LC) Profile. A slightly lower performance can be achieved 
by operating AAC in the LC configuration when the prediction and the gain 
control are not applied. The TNS order is also limited. For further reducing 
the complexity the intensity/coupling as well as the M/S tools can also be 
eliminated.
• Scalable Sampling Rate (SSR) Profile. The SSR profile is used to obtain a 
lower bandwidth and lower sampling rate audio signals. The reconstructed 
audio output may have a bandwidth of either 18, 12, or 6 KHz. For this 
profile, the gain control module is necessary as previously discussed.
The process of encoding an audio signal can be explained as follows. The MDCT 
transform is used to transform the audio signal into spectral components. At the 
same time, a perceptual model is applied to compute a Signal to Masking Ratio 
(SMR), which is used in the quantisation process. The spectral coefficients are 
filtered by the TNS module, producing prediction residuals. For multichannel 
audio signals, intensity stereo coding can be employed where the energy envelope 
is calculated and then transmitted. In order to take advantage of subsequent 
frames, the prediction can be applied while the M/S stereo coding is performed for 
transmitting the normalised sum and difference signals. In the following sections 
the MDCT transform, the quantisation process, as well as the noiseless coding 
process, will be discussed in detail.
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4.1.1 M DCT Transform
The process of converting time domain audio signals into spectral frequency rep­
resentations is a fundamental component in the AAC standard. The time domain 
audio signal, x[i], is transformed to spectral coefficients, X[k],  by means of MDCT 
as follows:
X[k] =  2 ^  x[i] cos +  -io){k +  (4.1)
i = 0  '  /
where i is the index of audio sample {i =  0,1,..., TV — 1) with N  is the length 
of input audio frame, k is the spectral coefficient index, and io is a constant 
(%o =  I (y  +  l))  [124]. For transforming the spectral coefficients back to a time 
domain audio signal, the IMDCT is used as given by.
~  ÏV ^  (  TVA:=0 ^ '
where the spectral coefficient index, A: =  0 , l , . . . ,y .
The length of the input audio frame, N,  is normally set to 2048 time samples to 
achieve high coding efficiency. However, the block of 2048 time samples can cause 
a problem, especially for an audio frame that has a transient event which causes 
artifacts. To address this problem, the length of the audio frame can be switched 
to 256 time samples. This number is chosen as the best compromise value by 
considering the frequency resolution and the pre-echo suppression at a bitrate 
of around 64 kb/s per audio channel. A switching mechanism is applied as a 
function of input audio waveform. The transition from a long to a short frame and 
vice versa is designed to be seamless by applying a perfect aliasing cancellation. 
During these transitions, a start and stop window is applied, preserving the time 
domain aliasing cancellation properties of the MDCT and IMDCT transforms. In 
addition, it also maintains block alignment. In order to maintain synchronisation
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Table 4.1: The number of coefficients in each scale factor band [1]
SFB In d ex N u m b er of Coefficients
1 - 10 4
11 - 17 8
18-21 12
2 2 -2 3 16
2 4 -2 5 20
2 6 -2 7 24
2 8 -2 9 28
3 0 -4 8 32
49 96
among the audio channels in encoding multichannel audio signals, the short frame 
should be used in a group of eight frames. Hence, the implementation of a short 
frame in a channel of multichannel audio signals will not cause a lack of alignment 
among all audio channels.
4.1.2 Quantisation
Two of the main objectives of the quantisation process are, first, to represent the 
spectral coefficients the way that the quantisation error meets the requirement 
that was computed in the psychoacoustic model. The second objective is to en­
code the audio signal at the desired operating bitrate. To achieve both objectives, 
the quantisation process involves not only the psychoacoustic model but also a 
bit reservoir that is needed to effectively distribute bits among consecutive audio 
frames.
A frame, comprised of 1024 spectral coefficients, is segmented as scale factor
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bands, where the number of coefficients within each band is determined based on 
the bandwidth of the critical bands [125,126]. As many as 49 scale factor bands 
are used as given in Table 4.1 [1].
For each band, a scale factor is determined, and the spectral coefficients are 
quantised as follows:
X[k] =  sign{X[k]) • nint
V /
(4,3)
where k is the spectral coefficient index, X[k] is the quantised spectral coefficient 
with its value is limited from —8191 to +8191 [1]. Consequently, 14 bits are 
required to represent the index of the quantised value. The nint  is a nearest 
integer function, X[k] is the spectral coefficient, and Sp is the scale factor. The
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sign is a signum function represented as,
- 1 if u <  0
sign{u) =  < 0 if u =  0 (4.4)
1 if u >  0
The quantiser may utilise a psychoacoustic model [45] to compute the maximum 
allowed distortion while an analysis by synthesis procedure is carried out to select 
the best scale factor and quantised spectral coefficient, resulting in minimal error. 
The AAC standard does not specify an optimal way for quantisation. However, 
an iteration process comprising inner and an outer iteration loops is provided for 
reference. The simplified illustration of the iteration process can be described as 
follows. The inner iteration loop, as shown in Fig. 4.3, aims to encode the spectral 
data with the given available bits. To achieve this goal an initial quantiser stepsize 
is chosen. Using this initial stepsize the spectral data are quantised. The amount 
of bits required to encode the spectral data is calculated. If the number of required 
bits exceeds the available bits, then the quantiser stepsize is increased, and the 
process is repeated. Otherwise the inner iteration stops.
On the other hand, the function of the outer iteration loop, as depicted in Fig. 
4.4, is to fulfil as much as possible the allowed distortion computed by the psy­
choacoustic model. For performing this algorithm an initial scale factor is de­
termined. Then, the inner iteration loop is performed. For every scale factor 
band, the quantisation error is computed and compared to the allowed distortion 
supplied by the psychoacoustic model. The parameters are restored if the error 
is minimum. For every scale factor band with an actual distortion higher than 
the allowed distortion, the scale factor is amplified. The method used to amplify 
the scale factor is not specified. It is left up to the encoders implementation. 
The process is repeated where new amplified scale factors are used. The iteration 
stops when either one of two conditions apply. The first is the condition when
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all scale factors need to be amplified, and the second is if no scale factor needs to 
be amplified. If one of those conditions applies then the best result is restored. 
The amplified scale factor obviously requires more bits for encoding. Because the 
amount of bits available for encoding is constant, the quantiser stepsize in the 
inner iteration loop has to be adapted.
4.1.3 Noiseless Coding
Huffman coding is then carried out for further compression, where several Huff­
man codebooks, the details given in Table 4.2, designed for different sets of spec­
tral data, are provided. The quantised spectral coefficients of one or more scale 
factor bands are grouped and then encoded with an appropriate codebook de­
pending on the maximum absolute value of the quantised spectral coefficients 
within the group. Groups that have all of their quantised spectral coefficients 
at zero values are associated to codebook 0, where all of the quantised spectral 
coefficients within this group do not need to be transmitted. Particular attention 
is given to the last codebook which is provided for groups with the maximum 
absolute values greater than or equal to 16 when a special escape sequence is 
used [124].
A set of n-tuples [1,7] of quantised spectral coefficients within a group, consisting 
of either 2 or 4 coefficients, are then represented as Huffman codewords. To keep 
their size small, most codebooks are given unsigned values. Thus, the sign of each 
non zero coefficient is represented as an additional bit appended to the unsigned 
codeword.
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quantiser stepsize
Restore 
scale factor bands and 
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Figure 4.4: Flowchart of the outer iteration loop
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Table 4.2: Description of AAC Huffman Codebooks
C odebook
In d ex
n-T uple 
Size
M axim um  A bso lu te  
V alue
S igned
V alues
0 0
1 4 1 yes
2 4 1 yes
3 4 2 no
4 4 2 no
5 2 4 yes
6 2 4 yes
7 2 7 no
8 2 7 no
9 2 12 no
10 2 12 no
11 2 16 (ESC) no
4.2 M PEG Surround
A block diagram of MPEG Surround is shown in Fig. 4.5. Multiple audio sig­
nals are typically downmixed into a mono or stereo signal, which is further en­
coded by an existing audio coder such as MPEG 1/2 layer 3 (MP3) [50-52] and 
High Efficiency Advanced Audio Coding (HE-AAC) [8,9]. Channel Level Differ­
ences (CLDs), Inter-Channel Coherence (ICC), and Channel Prediction Coeffi­
cient (CPC) are extracted as the spatial parameters and transmitted as well as the 
downmix signal. In addition the residual signal is computed and transmitted for 
high quality audio reconstruction. When operating at a low bitrate the residual 
signal is replaced by a synthetic signal constructed using a decorrelator [127-129].
The audio signal in each channel is decomposed by a ffiterbank into subband
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signals where the spatial analysis is carried out. Every subband signal is seg­
mented into frames and then windowed so that the frame length can be varied, 
making it adaptable to most existing audio encoders used for compressing the 
downmix signal. In order to closely match the frequency resolution of the human 
auditory system, adjacent subband signals are grouped together as a parameter 
band, sharing a common spatial parameter. Since at lower frequencies a higher 
resolution is required, a smaller number of subbands are grouped together for 
a single spatial parameter. Conversely, at higher frequencies a lower resolution 
is allowed, where a parameter band can comprise a larger number of subband 
signals.
In order to provide rendering flexibility, several options for the number of param­
eter bands are available, allowing adjustable frequency-domain resolution in the 
spatial analysis. The encoder’s rate-distortion scalability [119,128] also provides 
the flexibility required to operate at various bitrates. Moreover, MPS encoder 
offers an option to transmit an artistic downmix signal [106], available from the 
content provider.
4.2.1 Frequency Decom position
MPEG Surround uses a hybrid Quadrature Mirror Filterbank (QMF) [37,83,119] 
for performing the frequency decomposition. An Analysis QMF (A-QMF) is 
used to decompose the audio signal in each channel into 71 hybrid (non-uniform) 
subband signals, while a Synthesis QMF (S-QMF) is used to transform them back 
into a time domain signal. The A-QMF consists of 2 stages as given in Fig. 4.6. 
The first stage is a filterbank applied to decompose a fullband audio signal into 
64 uniform (equal-bandwidth) subband signals. The audio signal in each channel, 
s[i], (the channel index is ignored for simplicity) is firstly convolved with a set of
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impulse responses, Go,mo M [130], given as.
Go,moH =  ho[i\exp 0.5) (2z -  1) (4.5)
where ho[i] is the prototype filter with a filter length of 640, mo(mo =  0,..., Mq —1) 
is the index of the uniform subband, and M q =  64 is the total number of the 
uniform subbands. Furthermore, each uniform subband signals is proceeded to 
a down-sampler with a factor of Mq to obtain lower rate signals, hence, can 
simplify the subsequent processing of the subband signals. Thus, the output of 
the down-sampling process can be represented as,
Xmo N  =  (-SM * Go,mo H)[Mo7%] (4.6)
where Xmo M is a set of down-sampled subband signals.
The second stage of the A-QMF aims to further enhance the spectral resolution 
of the subband signals at low-frequency regions. The first subband signal is 
decomposed into 8 sub-subbands, named hybrid bands, by convolving it with a 
set of impulse responses, Gi,mi W [130], given by,
Gi,miW =  hi[n]exp j ^ { m i  -b 0.5)(n -  6) (4.7)
where mi (mi =  0,1,..., 7) is the index of the convolution output, and hi[n] is the 
prototype filter with a length of 13. The second and the third subband signals are 
convolved with another filterbank with impulse responses, G2,mz W [130], given 
by,
<^ 2 ,m2 W =  h2 [n]cos [7r(m2 -  l)(n  -  6)] (4.8)
where m 2 , (m2 =  0,1) in order to obtain 2 hybrid bands from each subband. 
The prototype filter, /i2 [n], also has a filter length equal to 13. Since some of 
the passbands of the second stage filterbank coincide with the corresponding 
stopbands of the first stage filterbank, 10 hybrid bands are created instead of 
12. As the 61 remaining subband signals are not decomposed any further and
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Figure 4.6: Block diagram of Analysis Quadrature Mirror Filterbank (A-QMF)
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in order to make them synchronised to the 10 hybrid band signals, they are just 
delayed by the same time as the delay introduced in the second stage filterbank. 
Hence, the 10 hybrid band signals, along with the 61 delayed subband signals, 
form the 71 hybrid bands of A-QMF.
The S-QMF is performed to convert the 71 hybrid bands back into a fullband 
audio signal. The first step of the S-QMF is the summation of the first 10 hy­
brid band signals to transform them back into their 3 original subband signals. 
Subsequently, the newly formed 3 subband signals, along with the remaining 61 
hybrid band signals, representing the original 64 subband signals, are convolved 
with a second stage filterbank having impulse responses, Hmoli] [130], as follows:
=  -^ho\i]exp  
M q
J ^ ( m o  +  0 .5 )(2 i-255) (4.9)
where ho[2], mo, and M q  are defined similar to those in (4.5).
4.2.2 Spatial Analysis and Synthesis
The MPEG Surround system comprises two pairs of elementary building blocks 
for channel conversion and the reverse process: One-To-Two (OTT) and Two- 
To-Three (TTT) modules. The OTT module is used to convert a single channel 
to two channels while the TTT module is used to convert two channels to three 
channels. The reverse conversions are done by the Reverse OTT (R-OTT) module 
and the Reverse TTT (R-TTT) module. CLDs, ICCs, and the residual signal 
are extracted from the R-OTT module, whereas CFOs, ICCs and the residual 
signal are calculated from the R-TTT module. The whole process in the encoder 
and decoder is built up by combining several OTT and TTT modules in a tree 
structure. This section describes the process of extraction of the OLD, ICC as well 
as the residual signal, as they are implemented within the proposed framework.
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(a) Input 
Channel OTT
CLD, ICC, 
Residual Signal
I
Output
Channels
(b) InputChannels R-OTT
I
Output
Channel
CLD, ICC,
Residual Signal
Figure 4.7: Block diagram of (a) OTT module and (b) R-OTT module as used 
in MPS.
4.2.2.1 The OTT and R-OTT modules
The schematic of the OTT and R-OTT modules are depicted in Fig. 4.7. The 
R-OTT converts two input channels into one output channel. CLD and ICC are 
extracted as spatial parameters in a parameter band which can be a subband 
or a group of subbands. Conversely, the OTT re-synthesises two channels from 
one channel, utilising the spatial parameters. A single value for CLD and ICC 
parameters is calculated for each parameter band, b. However, the downmix 
signal and the residual signal are calculated for each subband, s.
The CLD, denoted as C, is defined as the ratio between the energies of the signals 
in the first and second channels for a parameter band b:
«X2 ' E „A Mx 2 [ n ]=  ^  = ij. i (4.10)
where the represent the complex conjugate of x\[n] and x|[n],
respectively. For transmission, the quantised logarithmic values of the CLDs are
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conveyed. The parameter ICC, denoted as / ,  is determined by,
Y^x\[n]xl*[n]
r  =  Re
b  p b  Xl'^ X2
(4.11)
describing the degree of correlation between the input channels.
The downmix signal y[n] is a scaled sum of the input signals within each subband. 
One possible representation of the downmix signal can be written as
where the energy constants a and b calculated as.
(a” +  V Y  =  (4.13)
e i , + e l ,
representing the energy preservation constraint [37].
Furthermore, the residual signal r[n] in each subband is determined from the 
following decomposition:
xl[n] =  a y^ [^n] +  r [^n] (4.14a)
x l^n] =  Ey^[n] — r®[n] (4.14b)
which produces a single residual signal for reconstructing both x\  [n] and Tg [n].
At the decoder side, both audio signals are recreated by estimating a and b as 
follows:
à =  X  c o s { A B )  (4.15a)
b =  Y  cos (A — B)  (4.15b)
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where the X ,Y ,  A, and B  variables given as
X  =  \ l - X r  (4.16a)
' ' l  +  C
^  “  V 1 +  c
A =  \  arccos(J) (4.16c)
B =  tan
2
x - y
% +  y
arctan(A) (4.16d)
are determined from the quantised values of CLD, C, and the quantised values 
of ICC, I. Hence, both signals can be reconstructed as
Xi[n]  =  ay[n]  +  r[n]  (4.17a)
X2[n] =  hy[n] — r[n]  (4.17b)
which are similar to (4.14) but use the decoded downmix and residual signals, 
y[n]  and r[n], respectively. The indices for the subbands and parameter bands 
have been ignored for notation simplicity.
4.2.2.2 The TTT and R-TTT modules
The TTT and R-OTT modules are shown in Fig. 4.8. The TTT module is 
designed to convert a stereo audio (two channels) to three audio channels. Recip­
rocally, the R-TTT module is used to convert three audio channels into a stereo 
audio channel. Two encoding modes are available: the prediction and the energy
modes. Using the prediction mode, the Channel Prediction Coefficient (CPC)
is transmitted as a spatial parameter. Additionally, Channel Level Difference 
(CLD) is calculated and transmitted as side information.
Let the left, right, and center channels, XL[n]^XR[n],xc[n], become the inputs 
of the R-TTT module while the other left and the right channel, t/lN jZ /rW ,
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Figure 4.8: Block diagram of (a) the TTT and (b) the R-TTT modules.
are the outputs. The two outputs, along with an auxiliary signal, yc[n], can be 
represented as linear combinations of the input signals as below
2/lW =  x l Iu] +  | \ / 2  x c [ n ] ,  
ynl n]  =  XR[n]  +  ^ \ / 2  x c [ n ] ,  
y c [ n ]  =  x i l n ]  +  XR[n] -  ^ V 2 x c [ n ]
(4.18a)
(4.18b)
(4.18c)
When a prediction mode is used, two CPC coefficients are calculated in such a 
way that the auxiliary signal, is as close as the linear combination of the
two outputs according to
yc[n] =  7i 2/lW  +  72 yR[n] (4.19)
The residual signal is defined as the difference between the auxiliary signal, 
and the predicted auxiliary signal, yc[n], as
rc[n] =  yc[n] -  yc[n]. (4.20)
In case the residual signal is not transmitted to the decoder (this is the case 
for low bitrate transmission) the corresponding energy loss can be described by 
transmitting the Inter-Channel Coherence (ICC).
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Using the prediction mode, a reliable estimation of the auxiliary signal is required 
for the decoder. If it is difficult to guarantee the reliability of the prediction 
mode then the TTT, using an energy mode, can be applied. The energy mode is 
performed by describing the relative energy distribution among the three input 
channels. Two CLD parameters can be transmitted. The prediction and energy 
mode can be performed independently for each parameter band.
In the decoding process using the prediction mode, the TTT module is employed 
to recreate three channels from a stereo channel as below
^L[n] =  | 2/ l H  -  lynln] +  (4.21a)
XR[n] =  +  lyR[n] +  lyc[n],  (4.21b)
xc[n] =  lV2yL[n] +  lV2yR[n] -  lV2yc[n].  (4.21c)
where the predicted auxiliary signal is calculated from the CPCs and the residual 
signal as in (4.19) and (4.20). If the residual signal is not available (i.e. not 
transmitted from the encoder side), the TTT module has two options to recreate 
the three outputs. The first one is to apply a suitable gain to each output based 
on the CPC and ICC as below
=  ( lë )  - ( lÿ )
=  ( i ÿ )  - (l^ ) (4.22b)
=  ( " ^ 3 1 0 ? - '')  (4.22c)
The second is to create a synthetic residual signal by means of a decorrelator.
4.2.2.3 Parameter Band
MPS offers a scalable spatial resolution, where several maximum numbers of 
parameter band: 4, 5, 7, 10, 14, 20, and 28, can be used. For instance, when 20
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Table 4.3: Mapping of 71 hybrid bands to 20 parameter bands
P B  In d ex H B  Index P B  In d ex H B In d ex
1 2-3 11 12
2 1 12 13
3 4 13 14
4 5 14 16
5 6 15 , 17-18
6 7 16 19-21
7 8 17 22-25
8 9 18 2&30
9 10 19 31-42
10 11 20 43-71
parameter bands are used, the 71 hybrid bands are grouped into 20. Table 4.3 
provides the mapping of 71 Hybrid Bands (HB) to 20 Parameter Bands (PB) [83].
4.2.3 Quantisation and Coding
The logarithmic value of the extracted channel level difference, calculated as 
10 • logio{C), is represented using one of the following non-uniform quantisation 
values [130],
CLD =  [—150, —45, —40, —35, —30, —25, —22, —19, —16, —13, —10, —8,
-  6 , - 4 , - 2, 0 , 2, 4 , 6 , 8 , 10, 13, 16, 19, 22, 25, 30, 35, 40, 45, 150]
where 5 bits are allocated to send the index of this quantised CLD. Additionally, 
the extracted inter-channel coherence, / ,  is represented by one of the following
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non-uniform quantisation values,
ICC =  [-0.99, -0.589,0,0.36764,0.60092,0.84118,0.937,1] 
with 3 bits are allocated for transmitting the index of the quantised ICC.
The residual signal is encoded in the same way as the LC-AAC [7]. The MPS 
standard specifies the transformation of the residual signal from the subband 
domain to the spectral coefficients of the MDCT transform.
4.2.4 Rate-distortion Scalability
For a trade-off between the bitrate and the quality of the reconstructed audio 
signals, the residual signals can be transmitted in three different ways [119]. First, 
the bandwidth of each residual signal can be varied between zero and full signal 
bandwidth. Second, the bitrate of each residual signal can be made variable. 
Third, there is an option to transmit the residual signal only from a single or 
more particular R-OTT modules in the tree structure. For the two most extreme 
cases, zero and the full bandwidth of the residual signals can be transmitted. 
In case no residual signal is transmitted, the MPS works in an enhanced matrix 
mode [130], while full waveform reconstruction is achieved when full bandwidth 
of residual signals are transmitted to the decoder.
The other options to increase or decrease the bitrates, to achieve the desired 
quality of reconstructed audio signals, are to choose appropriate spatial, time 
and frequency resolutions of the spatial parameters. For instance, to achieve low 
bitrate transmission, a single ICC parameter can be transmitted [119].
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4.3 Conclusions
This chapter has provided a detailed review of MPEG Advanced Audio Coding 
(AAC), as well as MPEC Surround, as cutting-edge technology in the area of 
spatial audio coding. The MPEC AAC was developed based on a discrete mul­
tichannel approach where each audio channel is encoded separately, even though 
inter-channel redundancy can be exploited. Additionally, MPEC Surround was 
developed based on a spatial audio coding approach where channel level differ­
ence and inter-channel coherence are extracted as spatial parameters. Then, 
multichannel audio signals are downmixed into a mono or stereo audio signals. 
The downmix signals are encoded further by an audio encoder and transmitted 
along with the spatial parameters as side information.
Chapter 5
A Closed-loop R-OTT M odule
This chapter presents the framework for an Analysis by Synthesis Spatial Audio 
Coding (AbS-SAC) approach. First the implementation of the R-OTT module 
within the AbS-SAC framework is presented, resulting in a new adapted version 
called the closed-loop R-OTT module. This closed-loop R-OTT module is then 
evaluated by measuring the SNR. The experimental results are compared with 
the MPS, which uses the conventional open-loop R-OTT module. The results 
clearly show that significant SNR improvement is achieved.
5.1 Analysis by Synthesis Framework
The framework of the AbS-SAC [131,132] is given in Fig. 5.1. A spatial synthesis 
block, similar to that performed at the decoder side, is embedded within the AbS- 
SAC encoder as a model for reconstructing multichannel audio signals. Assuming 
that there is no channel error, the audio signals synthesised by the model in the 
encoder will be exactly the same as the reconstructed audio signals at the decoder 
side. The error minimisation block is used to compare the input signals with the
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Figure 5.1: Analysis by synthesis framework for encoding spatial audio.
reconstructed signals based on a suitable criteria such as Mean Squared-Error 
(MSE) or other perceptual relevant criteria. The resultant downmix and residual 
signals as well as the optimal spatial parameters are then transmitted to the 
decoder.
Based on this framework, various implementations are possible. They are listed 
as follows:
• Any approach of spatial analysis and synthesis can be implemented.
• Different numbers of input and output channels can also be used.
• Various types of suitable error criterion can be utilised.
• For taking into consideration the error introduced in the communication 
channel, a block modeling the channel error can be inserted between the 
spatial analysis and synthesis block.
• The AbS-SAC approach can be implemented for only a single parameter 
recalculation without multiple iteration. This can be considered as a mod­
ification to the original open-loop spatial analysis block.
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• The implementation can be intended to find the optimal synthesised signals 
by performing the trial and error procedure. Either the original blocks or 
the adapted version of the spatial analysis and synthesis can be applied.
5.2 Implementation of the R-OTT Module within  
the AbS-SAC Framework
The OTT and R-OTT modules, as used in MPS, can be implemented within 
the AbS-SAC framework, where two channels of original audio signals are fed
to an R-OTT module as the spatial analysis block. On the other hand, the
OTT module is performed as the spatial synthesis block for reconstructing two 
channels of synthesised audio signals, so that (4.17) becomes the formula of the 
model. Assuming that the MSE is used as an error criterion, the error signals 
that are the differences between the original audio signals, Xi[n],X2 [n], and the 
synthesised signals, Xi[n\,X2 [n], can be written in vector form as,
6i =  xi — xi (5.1a)
02 =  X2 -  X2 (5.1b)
and then represented as,
ei =  xi — âÿ — r (5.2a)
02 =  X2 -  5y 4- f  (5.2b)
by substituting (4.17). Furthermore, the MSEs for both channels can be repre­
sented as,
MSEi =  (xi — fiy — f ) • e f  (5.3a)
IVlSlSz == (X2 -- byr-b f )  ' (5.31b)
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where e f  and being the transpose operations of ei and 6 2 , respectively.
Assuming that each error signal does not have all-zero values, so that the mini­
mum mean squared-errors for both channels, minimum of MSEi and MSE2 , can 
be obtained by requiring every component of the error signals to be orthogo­
nal to the corresponding transposed error signal which means that there is no
correlation between each component of the error signals with the corresponding
transposed error signal. These are described as follows:
1. First component: both input signals, Xi and X2 , have to be orthogonal
to the corresponding transposed error signals, e f  and e^. These can be
written as,
X ief =  X ixf — dxiÿ^ — Xif^ =  0 (5.4a)
X2 eJ =  X2 X2 -  bx2Ÿ^ -b Xjf^ =  0 (5.4b)
which can be simplified as
r =  xi — âÿ (5.5a)
f  =  by - X 2 (5.5b)
where the decoded residual signal is represented as two different expressions.
2 . Second component: The decoded downmix signal ÿ has to be orthogonal 
to both transposed error signals (i.e., y e f  =  0 and ye^ =  0). Both can 
be represented as,
ÿ e f  =  y x i  -  âÿÿ^ -  ÿ F  =  0 (5.6a)
ÿeg =  ÿxg -  bÿÿ^  -b ÿ F  =  0 (5.6b)
and then simplified as
Xi =  âÿ -b r (5.7a)
X2 =  Sÿ -  f  (5.7b)
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where they are actually the same equations as (5.5).
3. Third component: The decoded residual signal f  has to be orthogonal to 
both transposed error signals (i.e., r e f  =  0 and r e f  =  0). Using the 
same method as in the previous component, these representations,
re f  =  fx f  — âfÿ^ — rf^  =  0 (5.8a)
re f  =  fx f  — 5fy^ +  ff^  =  0 (5.8b)
can therefore be simplified as
f  =  xi — âÿ (5.9a)
f =  5ÿ -  X2 (5.9b)
which are also similar to those obtained from the first and the second com­
ponents.
Prom (5.5), further simplification can be made where the decoded downmix sig­
nals are represented as,
ÿ  =  (5.10)
a-Fb
which is a requirement that has to be met in order to obtain the minimum MSE. 
It means that the decoded downmix signal, ÿ, has to be equal to the sum of 
both input signals, xi -I-X2 , divided by the sum of the estimated energy constant, 
à -Fb. Based on (5.5) and (5.10), assuming that the error due to the encoding
process of the downmix signal is small and can be neglected, the downmix signal
transmitted from the encoder will be identical to the decoded downmix signal. 
Thus the new downmix signal can be calculated as,
J n ew  = (5 .11)
a-Fb
and this approximation will strongly affect the quality of the reconstructed audio 
signals.
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Figure 5.2: Block diagram of the closed-loop R-OTT module.
Moreover, based on the new optimised downmix signal, (4.14) can be used to 
obtain the expression for the new optimised residual signal as below.
^new ^1 d 'y  new ^Ynew ^2 (5.12)
where either Xi — or by new— ^ 2  can be used to determine Vnew- If both input 
signals have the exact same magnitude but opposite phases (i.e. Xi =  —X2 ), then 
the downmix signal has all-zero values, y  new =  0. Consequently, the residual 
signal can be determined as Tmw =  xi =  —X2 and a specific information has to 
be transmitted to the decoder conveying this information.
Given the quantised spatial parameters, downmix and residual signal recalcula­
tions are performed using (5.11) and (5.12). The new optimised downmix and 
residual signals are then transmitted, replacing the original downmix and residual 
signals. The block diagram of this scheme is given in Fig. 5.2. Both input signals 
are fed to the R-OTT module. The spatial parameters are extracted. However, 
the downmix and residual signals are not computed, as they will not be trans­
mitted but will be replaced by new, optimised signals. The R-OTT module is
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Figure 5.3: The closed-loop R-OTT modules are employed within a multichannel 
audio encoder. Any type of audio encoder, highlighted as a dashed block, can be 
employed.
only used for the purpose of parameter extraction, so that in the implementation, 
the R-OTT module can be replaced with a simple CLD and ICC extractor. The 
OTT module is performed just to calculate the estimated energy constants. Fur­
thermore, the downmix and residual signal recalculation block is supplied with 
the estimated energy constants to calculate the new optimised downmix signal 
using (5.11) and then compute the new optimised residual signal using (5.12).
5.3. The Closed-loop R -C T T  Module in the MPS Architecture 76
5.3 The Closed-loop R-OTT M odule in the MPS 
Architecture
Fig. 5.3 shows the implementation of the closed-loop R-OTT module in the MPS 
architecture where more than two channels (i.e., L > 2 ) of input and output 
exist. As in the MPS, each audio signal is decomposed by a A-QMF to obtain 71 
hybrid band signals. Subsequently, multiple audio signals are processed by the 
MPS spatial analysis that is the tree of R-OTT modules. The spatial parame­
ters are extracted, and downmix signals are created from multiple input signals. 
Moreover, residual signals can be calculated. In the original MPS scheme, the 
downmix and the residual signals are produced as shown in the figure. However, 
for this closed-loop implementation, all signals will be discarded and replaced by 
new, optimised downmix and residual signals.
The signal recalculation block is embedded for constructing a new, optimised 
downmix and new, optimised residual signals for each corresponding R-OTT 
module in the tree structure. Every new optimised intermediate downmix signal 
is fed back to the tree of R-OTT modules, replacing the original signal, which 
will be used by the corresponding R-OTT module in the next layer within the 
tree structure.
5.4 Results
Since the proposed analysis by synthesis system attempts to reduce errors by 
trying to make the output waveform similar to the input waveform, an objective 
performance metric, rather than a subjective one, has been found to be more 
suitable, particularly for comparing it to the conventional open-loop system. Due 
to its simplicity, Signal-to-Noise Ratio (SNR) measurement has been chosen.
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In terms of multichannel audio coding, the SNR is defined as,
IëÜ^wI ’
where Xk[n] and Xk[n] are the original and reconstructed audio signals, respec­
tively for the channel and for a frame length L where n =  0,-- - , L —1, and 
k G {1,2} and k G {1,2,3,4,5} for the 2-channel and the 5-channel encoders, 
respectively. The SNR values are then averaged for all frames of the channel k, 
which gives the segmental SNR, segSNR^.
5.4.1 Experimental Setup
A number of low-correlated and high-correlated audio signals sampled at 44100 
Hz have been provided for the experiments, called as Speech-H and Talk, respec­
tively. For 5-channel input, the Speech-}- (low-correlated signals) consisted of 
individual audio objects that were female and male speech, cello, trum pet and 
percussion music, while the Talk (high-correlated signals) consisted of the Left 
(L), Right (R), Center (C), Left surround (Ls), and Right surround (Rs) chan­
nels of 5 . 1  recordings containing panned mixtures of the individual audio objects. 
For 2-channel input, low-correlated signals consist of the female speech and cello 
while high-correlated signals use only L and R channels. Each of these signals 
was fed into a hybrid filter bank decomposing the signal into 71 hybrid bands. 
In calculating CLDs and ICCs 20 parameter bands were used. Segmentation and 
overlap-add windowing were performed in the subband domain. In this experi­
ment, each audio segment consisted of 32 subband samples which is equivalent 
to the effective length of 1024 time domain samples.
Furthermore, for encoding the mono downmix signal, AAC was used at the bi­
trates of 64, 80, 96, 112, 128, 144 and 160 kb/s. Each residual signal was encoded 
with the bitrates starting from 16 to 160 kb/s. To grade the performance of the
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audio coders employing the closed-loop R-OTT module, an audio coder applying 
the open-loop R-OTT module has also been implemented.
Two other configurations of audio codecs, used in the experiments for investigat­
ing the performance of the proposed closed-loop R-OTT module, can be explained 
as below
• ContSP R-OTT. This is an open-loop R-OTT module transmitting unquan­
tised spatial parameters intended to determine how much the close-loop R- 
OTT module reduces the error introduced by the quantisation and coding 
processes.
• Unquantised R-OTT. This is another open-loop R-OTT module transmit­
ting unquantised downmix signals, residual signals and spatial parameters.
5.4.2 SN R  Comparison for Open-loop and Closed-loop  
System s
Table 5.1: Average SegSNR (dB) of 2 Channel Audio Coders
T ype of In p u t A udioC hannel
O pen-loop
R -O T T
C losed-loop
R -O T T
C o n tS P
R -O T T
Low-correlated signals
1 2452 30.92 31.08
2 33.99 37.23 37.35
Average 29.26 34.08 3422
L 28.83 3L55 35.66
High-correlated signals R 2421 29.50 34.18
Average 26.52 30.52 3492
Overall average 27.89 32.30 3457
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The experiments in this section are aimed at demonstrating that the closed-loop 
algorithm is able to improve the segSNR achieved by the R-OTT module. Addi­
tionally, the experiments using low-correlated audio signals as inputs are intended 
to investigate the effect of the correlation of input signals on the segSNR of the 
reconstructed audio signals. In this experiment, full waveform reconstruction was 
performed by transmitting all residual signals from each R-OTT encoder at 160 
kb/s.
Table 5.1 shows the results for a 2-channel audio codec for low-correlated and 
high-correlated inputs. The average segSNR measured on the closed-loop R-OTT 
is 32.30 dB, which is 4.41 dB higher than the conventional open-loop R-OTT. 
Moreover, Table 5.2 shows the results for the 5-channel coder. The overall average 
segSNR for the closed-loop R-OTT is 30.49 dB, which is 6.13 dB higher than 
that of the conventional open-loop R-OTT. It clearly indicates that the closed- 
loop algorithm applied on R-OTT module can minimise errors introduced by the 
quantisation process of the spatial parameters at a cost of additional parameter 
recalculation in the encoder side.
Moreover, the results also show that the average segSNRs achieved by all the 
tested audio codecs when encoding 5-channel audio signals are lower than when 
encoding 2-channel audio signals. In particular, this is clearly shown by the 
segSNRs of the audio codecs encoding the low-correlated audio signals. For in­
stance, Table 5.2 shows that the average segSNR achieved by the closed-loop R- 
OTT when low-correlated signals are used is 29.85 dB, which is lower than 34.08 
dB, which was achieved by the 2-channel closed-loop R-OTT for low-correlated 
signals as shown in Table 5.1. It indicates that structuring the R-OTT mod­
ules in a tree scheme may introduce further signal distortion particularly when 
low-correlated audio signals are used as inputs.
In order to evaluate the maximum segSNR improvement that can be achieved in
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Table 5.2: Average SegSNR (dB) of 5 Channel Audio Coders
T ype of In p u t A udioC hannel
O pen-loop
R -O T T
C losed-loop
R -O T T
C o n tS P
R -O T T
1 2L86 26.47 26.92
2 21.72 26.21 26.56
Low-correlated signals 3 27.19 3L72 32.19
4 28.61 32.05 32.32
5 22.53 32.83 33.39
Average 24.38 29.85 3R27
L 26.38 32.06 35.31
R 25.49 31.27 34.62
High-correlated signals C 20.64 28.63 33.12
Ls 22.25 31.98 34.20
Rs 26.92 31.70 34.32
Average 24.34 31.13 34.31
Overall average 24.36 30.49 32.29
the closed-loop R-OTT module, the segSNR measured for the ContSP R-OTT 
should be observed. The results in both Table 5.1 and 5.2 show that the segSNRs 
of the ContSP R-OTT are higher than the segSNRs of the audio codec applying 
the closed-loop R-OTT module, especially when high-correlated signals are used 
as inputs. As can be seen in Table 5.1, when a 2 -channel audio coder is used, the 
average segSNR measured on the ConstSP R-OTT for high-correlated signals is 
34.92 dB, which is much higher than the 30.52 dB measured on the closed-loop R- 
OTT. The same case applied when a 5-channel audio coder was used. As shown in 
Table 5.2, the segSNR measured for 5-channel ContSP R-OTT for high-correlated 
signals is 34.31 dB, which is 4.04 dB higher than that achieved by the closed-loop 
R-OTT. It indicates that even though the proposed closed-loop R-OTT module
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Figure 5.4: The segSNR per frame
is capable of minimising signal distortion, the segSNR improvement is not as 
high as expected. It suggests that performing further investigation is necessary 
to discover why the closed-loop R-OTT module cannot achieve the segSNR as 
high as the segSNR of the ConSP R-OTT scheme.
For a closer look into the SNR improvement, the segSNR for several audio frames 
for one of the channels of the low-correlated signals has been plotted in Fig. 5.4. 
It shows the segSNRs of the conventional open-loop R-OTT and the closed-loop 
R-OTT modules at the same operating bitrate. For comparison, the segSNR of 
the unquantised R-OTT was shown, for which all of the signals and parameters 
are unquantised. This figure shows that significant SNR improvement can be 
achieved with the closed-loop algorithm, although there is still a high margin 
before reaching the maximum segSNR that is supposed to be achieved, as shown 
by the unquantised R-OTT.
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5.4.3 Performance Comparison for Various B itrates
In this section, the performance of the 5-channel closed-loop R-OTT audio coder 
is evaluated for various bitrates. In these experiments, lower bitrates were achieved 
by limiting the bandwidth of the transmitted residual signal. The spatial param­
eter resolution was kept constant on 2 0  parameter bands, and the time resolution 
was also fixed at the effective frame length of 1024 samples. At the decoder 
side, the decorrelator was not performed as it provides a synthetic residual signal 
particularly when all residual signals are not transmitted from the encoder side.
The results are given in Fig. 5.5. The segSNR in dB is plotted against the 
bitrate per audio channel in kb/s. The result of this experiment shows that the 
proposed closed-loop R-OTT module outperforms the open-loop system for all 
bitrates. The highest SNR improvement is achieved when all the residual signals 
are transmitted. However, it decreases as the bitrate allocated for the residual 
signal becomes lower. The test results suggest that the proposed closed-loop R- 
OTT module, operating at bitrates between 40 and 160 kb/s per audio channel, 
can improve the segSNR even though the highest improvement is achieved at 160 
kb/s per audio channel.
5.5 Conclusions
A framework for spatial audio coding based on the analysis by synthesis technique 
has been presented in this chapter. It is applicable to MPEG Surround. An 
adapted version of the R-OTT module is introduced. Comparisons were made 
with the conventional open-loop MPEG Surround system using objective metrics. 
The results show that the proposed closed-loop R-OTT module can improve 5.66 
dB of the average segSNR of the reconstructed audio signals at a cost of additional
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Figure 5.5: Average SegSNRs of 5-channel audio coders are plotted against the 
bitrates. At a bitrate of 160 kb/s per audio channel, the improvement achieved 
by the closed-loop R-OTT module is 5.66 dB
parameter recalculation in the encoder side. However, the closed-loop R-OTT 
module implemented in the subband domain cannot achieve as high segSNR as 
expected. It is suggested that further investigation is necessary to discover why 
the segSNR improvement is not as high as expected and then to propose a solution 
for further improving the segSNR.
Chapter 6
M DCT-based R-OTT M odule
The previous chapter has presented the description of the new closed-loop R- 
OTT module that is implemented in the context of MPS architecture. It has 
been shown that significant error reduction was achieved by applying this module. 
However, there is an indication that the closed-loop R-OTT module cannot reduce 
the error introduced by the spatial parameter quantisers as much as expected. In 
this chapter the disadvantages of employing the closed-loop R-OTT module in 
the subband domain of QMF filterbank is discussed, leading to the proposal for 
applying the frequency domain closed-loop R-OTT module.
The beginning part of this chapter discusses the disadvantage of applying the 
closed-loop R-OTT module in the subband domain of QMF filterbank, so that 
it is motivated to propose the MDCT-based implementation of the closed-loop 
R-OTT module. The adaptation of the R-OTT module for implementation in 
the frequency domain is described, as is the method needed to determine the 
parameter bands. At the end of this chapter the results of the experiments are 
given, supporting the proposal. The results show that applying the closed-loop 
R-OTT module in the frequency domain is capable of minimising further the
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distortion of the reconstructed audio signals.
6.1 M otivation for the M DCT-Based Implemen­
tation
The proposed closed-loop R-OTT algorithm relies on an approximation in (5.11) 
when recalculating the downmix signal as a new, optimised signal, y  new- There­
fore, the signal distortion reduction process is based on how to create the new 
optimised downmix signal on the encoder side, such that the synthesised down­
mix signal on the decoder side fulfils the criteria in (5.10). In practice, this is 
achieved by ensuring that the approximation error, which is the difference between 
the synthesised downmix signal, ÿ, and the new optimised downmix signal, y  new, 
is minimised. In order to obtain the minimum approximation error, both the 
synthesised and the approximated signals should be synchronised and compared.
The closed-loop R-OTT method is ideally capable of considerably minimise the 
error introduced by the quantisation process of the spatial parameters. This is 
because the new optimised downmix and residual signals, y  new and rmw, are 
computed based on estimated energy constants, à and 5, so that the quantisation 
errors of CLD and ICC are now compensated for through the newly optimised 
signals. Consequently, the quantisation errors of CLD and ICC no longer affect 
the overall distortion of the synthesised audio signals.
However, the operation of the closed-loop R-OTT method in the subband do­
main of the QMF filterbank is not always appropriate for applying the proposed 
closed-loop R-OTT module. The QMF transform has a disadvantage when ap­
plied to the closed-loop R-OTT module, because the impulse responses of the 
analysis filterbank, Go,a, are different from the impulse responses of the synthe-
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sis filterbank, iJo.s, leading to a dissimilarity in the length of delay introduced. 
The analysis filterbank introduces a delay of 704 samples, which is equivalent 
t o l l  samples in the QMF subband domain. On the other hand, the synthesis 
filterbank introduces a delay of 257 samples, which is equal to 4.015625 samples 
in the QMF subband domain [130]. As a result of fractional sample delay of 
the 0.015625 sample, the synthesised signals cannot perfectly match the target 
signals, leading to a less than perfect comparison.
In order to compensate for such delay, the target signals can be delayed by a 
fractional delay filter [133] making both synthesised and target signals become 
perfectly synchronised. However, in this work, it is proposed to use another 
time-frequency transformation tool for employing the closed-loop R-OTT mod­
ule. Although there are various signal transformation tools available that may 
be suitable, it is proposed to apply the closed-loop R-OTT module in the MDCT 
domain. In addition to its ability to meet the requirement in (5.11) and (5.12), 
applying the MDCT-based R-OTT module avoids the need for the transforma­
tion of the residual signals from the subband domain of filterbank to spectral 
coefficients for the purpose of quantisation, as in the case of MPS. Thus, it can 
simplify the structure of the encoder. Moreover, the MDCT transform also pro­
vides a perfect signal reconstruction [134,135].
Please note that applying the open-loop R-OTT module in the MDCT domain 
possibly leads to strong artifacts in the reconstructed audio signals. It is only the 
closed-loop version of the R-OTT module that is proposed for implementation 
in the MDCT domain. It is shown in the result section that the closed-loop R- 
OTT module is capable of providing a perfect signal reconstruction, even though 
the spectral coefficients are scaled in the downmixing process, and then the quan­
tised spatial parameters are transmitted, provided that the downmix and residual 
signals are not encoded.
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6.2 Determining the Parameter Bands
In order to provide a scalable spatial resolution, the MDCT-based closed-loop 
R-OTT module can be applied using a number of parameter bands which is pro­
posed, for simplicity, to be equal to the number of parameter bands of the MPS. 
The purpose is to make the frequency resolution of each parameter band in the 
frequency domain implementation equal to the implementation in the subband 
domain. In the subband domain implementation, as applied in the MPS, a sin­
gle or a number of hybrid bands can be simply grouped as a single parameter 
band. However, grouping the spectral coefficients in the frequency domain imple­
mentation of the R-OTT module is not as easy as grouping the hybrid bands in 
the subband domain implementation. It is necessary to take into consideration 
the quantisation process of the spectral coefficients as previously explained (see 
chapter 4 that briefly discusses the MPEG AAC and MPS).
In performing quantisation, the spectral coefficients are grouped into 49 scale 
factor bands. It is therefore more effective to group a single or a number of 
spectral bands as a parameter band, instead of directly grouping the spectral 
coefficients so that there is no spectral band that will be divided into different 
parameter band. In order to take this into consideration, the parameter bands 
for performing spatial analysis and synthesis in the frequency domain can be 
determined by mapping the 71 hybrid bands of the QMF filterbank to the 49 
scale factor bands of the spectral coefficients. Depending on the number of the 
parameter bands, various methods of mapping the hybrid bands to the scale 
factor bands can applied.
For instance, such a mapping for grouping 49 Scale Factor Bands (SFB) to 20 
Parameter Bands (PB) is given in Table 6.1. For this mapping the frequency 
resolution of every scale factor band (see Table 4.1) and every parameter band 
used in the MPS (see Table 4.3) are firstly calculated. Then, all scale factor bands
6.3. MDCT-Based R -O TT Module for High Bitrate Implementation
Table 6.1: Mapping of 49 Scale Factor Bands to 20 Parameter Bands
P B  Index SFB In d ex P B  In d ex SFB  In d ex
1 1 1 1 16-17
2 2 1 2 18-19
3 3 13 2 0 - 2 1
4 4 14 22-23
5 5-6 15 24-25
6 7-8 16 26-27
7 9-10 17 28-29
8 1 1 18 30-31
9 12-13 19 32-37
1 0 14-15 2 0 38-49
are grouped into 2 0  parameter bands in such a way that the frequency resolution 
of each parameter band is as close as possible to the frequency resolution of each 
corresponding parameter band in Table 4.3.
6.3 M DCT-Based R-OTT M odule for High Bi­
trate Implementation
Fig. 6.1 shows a block diagram of an L-channel audio encoder using the MDCT- 
based closed-loop R-OTT module. When compared to the corresponding subband 
domain structure, it can be seen that all FB blocks are replaced with MDCT 
blocks. In addition, the trans-coding process required to transform the subband 
domain residual signals into spectral coefficients has been removed. Instead, 
spectral quantisers that are actually AAC quantisers are performed. In case 
the AAC is used for encoding the downmix signal, the spectral coefficients of
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Figure 6.1: The block diagram of L-channel MDCT-based closed-loop R-OTT.
the downmix signal are directly fed to the spectral quantiser. This is the same 
implementation case when MPEG Surround is combined with HE-A AC, where 
the subband domain signals may be fed directly to the spectral band replication 
(SBR) by bypassing the synthesis and analysis hlterbank conversion.
6.4 Results
In order to show further improvement achieved by applying the MDCT-based R- 
OTT module the Talk audio excerpt (high-correlated audio signals), which were 
also used in chapter 5, were used as inputs for the experiments. However, the 
Speech-|- (low-correlated audio signals) were not tested because the improvement 
achieved by the QMF-based closed-loop R-OTT module, has been very close to 
the expected segSNR (see Table 5.1 and Table 5.2). As discussed in Chapter 5, the
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Talk audio excerpt consisted of the Left (L), Right (R), Centre (C), Left surround 
(Ls), and Right surround (Rs) channels of 5.1 recordings containing panned mix­
tures of the individual audio objects. For 2-channel input, the left (L) and right 
(R) channels were used as inputs. In calculating CLDs and ICCs, 2 0  parameter 
bands were used in both subband and frequency domain implementation.
6.4.1 Evaluation of the M DCT-based Open-loop R-OTT  
M odule
Before investigating the proposed MDCT-based closed-loop R-OTT module, it 
is good to have a better understanding of the implementation of the open-loop 
R-OTT module in the MDCT domain. Therefore, the performance of the MDCT- 
based open-loop R-OTT module, in terms of segSNR, is evaluated in this section. 
The experiments were conducted by operating a number of audio codecs, employ­
ing the MDCT-based open-loop R-OTT module, using different quantisers. All 
audio codecs encoding 2 -channel audio signals operated at various bitrates rang­
ing from 50 to 150 kb/s per audio channel. The CLDs and ICCs were quantised 
uniformly. As many as 5 different quantisation tables, each with its own stepsize, 
were tested. For benchmarking, an audio codec employing the subband domain 
open-loop R-OTT module (i.e. as implemented in MBS), operating at the same 
range of bitrates, was also tested. In addition the MDCT-based R-OTT mod­
ule was also tested using the MPS’s spatial quantiser. The average segSNRs 
measured on the experiments are plotted in Fig. 6 .2 .
The results show that the audio codecs applying the MDCT-based open-loop 
R-OTT module quantising and representing OLD and ICC with 7, 8 , 10 and 12 
bits achieve higher segSNRs than the audio codec employing the subband domain 
open-loop R-OTT module at almost all operating bitrates. On the other hand, the
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Figure 6 .2 : SegSNR of MDCT-based R-OTT module
audio codecs applying the MDCT-based open-loop R-OTT module, quantising 
each OLD and ICC using 6 -bit uniform quantiser, as well as the MPS’ spatial 
quantiser, have lower segSNRs than the 2-channel MPS at all operating bitrates. 
The results clearly indicate that the implementation of the MDCT-based open- 
loop R-OTT module at the tested bitrates can achieve a higher performance than 
the MPS, provided that appropriate spatial quantisers are applied. It suggests 
that the spatial quantisers play an important role in enhancing the performance 
of the audio codec applying the open-loop R-OTT module.
Furthermore, it is interesting to note that the implementation of the MDCT- 
based R-OTT module employing MPS’s spatial quantisers cannot achieve better 
performance than the MPS itself. It clearly indicates that the MPS’s spatial 
quantisers are not appropriate for the implementation of the MDCT-based open- 
loop R-OTT module. It suggests that for applying the R-OTT module in the 
frequency domain, an investigation should be conducted for implementation over
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various spatial quantisers. Then proper spatial quantisers should be chosen for a 
particular range of operating bitrates in order to achieve the optimal performance 
of the MDCT-based R-OTT module.
It can also be seen that at a bitrate of 150 kb/s per audio channel, approximately 
9 dB of SNR improvement, compared with MPS, is achieved by the codec em­
ploying the MDCT-based R-OTT module using 12-bit uniform spatial quantiser. 
Conversely, a slightly different performance is shown by the audio codec when 
applying a 10-bit uniform spatial quantiser. However, the segSNR improvement 
decreases as the bitrates become lower. It also shows that more than 3 dB segSNR 
improvement is achieved by the audio codecs using both 1 0  and 1 2 -bit uniform 
spatial quantisers operating at bitrates between 80 and 150 kb/s per audio chan­
nel. Furthermore, the segSNR improvement continues to decrease and becomes 
insignificant (i.e. improvement is around 1 dB) at lower bitrates, particularly 
at around 65 kb/s per audio channel. In contrast, at operating bitrates lower 
than 60 kb/s per audio channel, the MPS achieves the highest segSNR among all 
tested audio codecs.
The results indicate that the MDCT-based open-loop R-OTT module is not ap­
propriate for low bitrate implementation below 60 kb/s per audio channel. It 
suggests that the performance of the R-OTT module applied in the frequency 
domain is subject to the operating bitrate. Moreover, it also suggests that the 
open-loop R-OTT module performs better in the subband domain than in the 
frequency domain, when the bitrate is lower than 60 kb/s per audio channel.
In addition. Fig. 6.2 also shows a boundary of the segNSRs that can be achieved 
by the audio codec applying any number of bits applied in the uniform spatial 
quantiser to represent the OLD and ICC. This boundary may be useful to grade 
the performance of the proposed MDCT-based closed-loop R-OTT module.
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6.4.2 Comparison of the Open and Closed-loop R-OTT  
M odules over Various Spatial Quantisers
As an early step in investigating the operation of the MDCT-based closed-loop R- 
OTT module, the experiments were conducted by measuring the segSNR for dif­
ferent quantisation errors. The audio codecs employing the MDCT-based closed- 
loop R-OTT module using 3 different uniform spatial quantisers representing 
both the CLDs and ICCs with 6 , 7, and 8  bits were tested. For comparison, 
the codecs applying the MDCT-based open-loop R-OTT using similar spatial 
quantisers were also included in the experiments. The result were plotted and 
depicted in Fig. 6.3. It shows that the closed-loop technique significantly im­
proves the average segSNR for every type of the tested quantisers. As expected, 
the results demonstrate that the performances of the closed-loop R-OTT mod­
ules using different spatial quantisers are similar. As previously explained, the
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closed-loop R-OTT module operates by minimising the errors contributed dur­
ing the quantisation of the spatial parameters. Hence, the stepsize of the spatial 
quantiser, which leads to the amount of the quantisation error, does not affect the 
performance of the closed-loop R-OTT module. It indicates that the closed-loop 
R-OTT module is capable of greatly minimise the error introduced by the spa­
tial quantiser regardless of the amount of error introduced. It therefore suggests 
that the best spatial quantiser, in terms of the smallest number of bits required, 
among the tested quantisers to be applied in the MDCT-based R-OTT module, 
is the MPS’s spatial quantisers.
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6.4.3 Evaluation of the Closed-loop R-OTT M odule Using 
the M PS’s Spatial Quantisers
In order to investigate further the performance of the MDCT-based closed-loop 
R-OTT module using the MPS’s spatial quantisers, experiments have also been 
conducted for encoding 2 -channel audio signals over various operating bitrates 
between 50 and 150 kb/s per audio channel. The results of the experiments are 
given in Fig. 6.4. For comparison, the upper bounds of the segSNRs achieved by 
the MDCT-based open-loop R-OTT module, termed as boundary, are plotted. 
Moreover, the segSNRs of the FB-based open and closed-loop R-OTT modules 
are also included. The results demonstrate that the closed-loop R-OTT module 
can improve segSNR in the subband and even further in the frequency domain. 
Moreover, it is also shown that the MDCT-based closed-loop R-OTT module 
can exceed the upper bound of the segSNRs that can be achieved by the MDCT- 
based open-loop R-OTT module. It indicates that the closed-loop R-OTT module 
applying the MPS’s quantisers consistently has a higher segSNR than the open- 
loop R-OTT module, regardless of the spatial quantiser applied.
6.4.4 Evaluation of the Closed-loop R-OTT M odule En­
coding 2-channel Audio Signals at High B itrate
Table 6 .2 : Average SegSNR (dB) of Various R-OTT Methods
A udio
C hannel
F B -B ased  
OL R -O T T
F B -B ased  
CL R -O T T
M D C T -B ased  
CL R -O T T
Left 28.83 3L55 3848
Right 2421 2&50 3&64
Average 26.52 3R52 3T56
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The experiments in this section aim to demonstrate the ability of the proposed 
MDCT-based closed-loop R-OTT module to improve performance, in terms of 
segSNR. The non-uniform MPS quantisers were used in the quantisation of the 
spatial parameters. Table 6.2 shows the measured segSNRs of both the hlterbank 
(FB)-based and the MDCT-based closed-loop R-OTT modules operating at 160 
kb/s per audio channel. For a more comprehensive comparison and result anal­
ysis, the segSNRs achieved by the FB-based open-loop R-OTT module are also 
presented.
The results in Table 6.2 demonstrate that the proposed closed-loop R-OTT mod­
ule is capable of improving the segSNR. It shows that the FB-based closed-loop 
R-OTT can improve the segSNR by approximately 4 dB. Moreover, perform­
ing the MDCT-based closed-loop R-OTT module is able to improve further the 
segSNR. About 11 dB of segSNR improvement is achieved in comparison to the 
FB-based open-loop R-OTT. Even though the experiments were performed only 
for a single block of R-OTT module (not performed in a tree structure) it is 
strongly suggested that signihcant segSNR improvement would also be achieved 
for the implementation with larger number of input channels when a tree of 
R-OTT modules is applied. As an example, the next section discusses the exper­
iments for encoding 5-channel audio signals.
6.4.5 Evaluation of the Closed-loop R-OTT M odule En­
coding 5-channel Audio Signals at High B itrate
The evaluation of the closed-loop R-OTT module in this section aims to demon­
strate that the closed-loop R-OTT algorithm is also able to improve the segSNR 
when encoding 5-channel audio signals. In addition the evaluation is also intended 
to show that the closed-loop R-OTT module is also capable of distributing the
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Table 6.3: Average segSNRs (in decibels) of MDCT-Based Codecs Compared to 
FB-Based R-OTT
A udio
C hannel
F B -B ased  
OL R -O T T
F B -B ased  
CL R -O T T
M D C T -B ased  
CL R -O T T
Left 2&38 32T6 38.00
Right 2549 3L27 38.02
Centre 20.64 28.63 36.65
Left surround 22.25 3L98 3845
Right surround 26.92 31.70 38.27
Mean 24.34 31.13 3L82
STD 2.75 143 0 . 6 6
error among the audio channels. The audio codecs operate at 160 kb/s per audio 
channel. Table 6.3 shows the results of the comparison between average segSNRs 
in multichannel audio encoders employing the open-loop and closed-loop R-OTT 
modules in both FB-based and MDCT-based scenarios.
It is shown in Table 6.3 that the MDCT-based closed-loop R-OTT is able to 
reach the average segSNR of 37.82 dB. Approximately 13 dB of SNR improve­
ment is obtained, compared to the conventional FB-based open-loop R-OTT 
module. Benchmarking to the FB-based closed-loop R-OTT module shows that 
the segSNR increases by more than 6  dB. The results indicate that the closed-loop 
R-OTT algorithm is also capable of minimising signal distortion at all channels 
of 5-channel signals resulting in segSNR improvement.
Interesting results were produced in situations where the segSNR achieved by 
the MDCT-based closed-loop R-OTT in each channel had similar values. The 
average segSNR is 37.82 dB, while the standard deviation is equal to 0.66 dB. 
This standard deviation is significantly lower than 2.75 dB which is the standard 
deviation of the segSNR measured on the FB-based open-loop R-OTT module.
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It is also considerably lower than 1.43 dB: the standard deviation of the segSNR 
achieved by the FB-based closed-loop R-OTT module. The results indicate that 
the encoder performing the MDCT-based closed-loop R-OTT module does not 
only significantly improve the segSNR but also makes the segSNR of audio signals 
very close to each other. It suggests that the coder is able to distribute the 
distortion uniformly across the channels.
6.5 Conclusions
The MDCT-based closed-loop R-OTT module has been proposed in this chapter. 
The reason why the QMF hlterbank is not suitable for this closed-loop R-OTT 
module has been explained at the beginning of this chapter. Furthermore, the 
adaptation that required for implementation of the R-OTT module in the MDCT 
domain has also been described including the way to determine the parameter 
band as well as the possibility to simplify the coding structure. Significant segSNR 
improvement has been demonstrated in the result section. Moreover, the results 
also indicate that the proposed closed-loop R-OTT module can also distribute 
the error across the audio channels.
Chapter 7
Simplified AbS Algorithm
In this chapter the implementation of the analysis by synthesis (AbS) optimi­
sation procedure in a tree of R-OTT modules to find the optimal signals and 
parameters is discussed. The simplest case of the AbS optimisation procedure 
where a single R-OTT module is applied for encoding 2-channel audio signals is 
presented first, followed by a more complex implementation when a multichannel 
scenario is performed. Furthermore, it is explained that the main challenge of 
adopting this procedure for a single or even a larger number of R-OTT modules 
is the huge number of possible parameter combinations leading to impractical 
implementation.
A simplified AbS algorithm, proposed to address the practicality problem, is then 
discussed. This algorithm is developed based on the MDCT-based closed-loop R- 
OTT module presented in the previous chapter. Three steps of simplifications are 
applied to make the optimisation procedure more straightforward. Additionally, 
the simplified AbS algorithm can be performed with various complexity levels 
which means that it can be adjusted for different hardware specification. The ex­
perimental result shows that the proposed simplified AbS algorithm with various
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complexity levels can improve further the performance of the R-OTT module. 
Moreover, experiments at various operating bitrates also shows that the pro­
posed simplified AbS algorithm with a reasonable complexity level significantly 
improves the segSNR.
7.1 Full Search AbS Optimisation
Referring to the proposed AbS-SAC framework for spatial audio coding as given 
in Fig. 5.1, a case of the simplest AbS implementation to encode 2 -channel audio 
signals can be illustrated. In order to find the optimal downmix and residual 
signals, as well as the optimal parameters, a full search AbS optimisation should 
be applied. An OTT module is used as a model for reconstructing 2 channels of 
audio signals. As the full searching procedure is performed, there is no need for 
applying the spatial analysis block.
An AbS optimisation procedure can be carried out in such a way that the inputs 
of the optimisation procedure are the quantisation values of the downmix and 
residual signals, as well as the spatial parameters. All of these inputs can be 
varied to reconstruct various forms of audio signals. The purpose of the AbS op­
timisation procedure is to examine all possible outcomes obtained by combining 
all inputs in every possible way i.e. all possible combinations of every variable. 
For each combination, the OTT module reconstructs audio signals and the er­
ror minimisation block then computes signal distortion. Any combination that 
obtains minimum error is chosen as the optimal one.
The quantisation values of the spectral coefficient quantiser of the downmix and 
residual signals that are becoming the inputs of the AbS optimisation procedure 
range from —8191 to +8191, meaning that there are 16383 quantisation values 
for each spectral coefficient of the downmix signals. On the other hand, 31 and 8
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quantisation values of the CLD and ICC, respectively, are also available, provided 
that the MPS’s quantisers are used. As a result of combining all those quanti­
sation values, for each index of the spectral coefficient the number of available 
combinations can be computed as 16383 x 16383 x 31 x 8  =  6.6564 x 10^°. Note 
that for simplifying the calculation, the spatial parameters are assumed to be 
calculated for every spectral coefficient. The scale factor band is ignored.
7.2 Extended Structure for M ultichannel Audio 
Signals
In order to illustrate the AbS optimisation procedure for a larger number of 
audio channels, it is useful to extend the tree structure of the R-CTT and CTT 
modules in the encoder and decoder respectively, comprising a number of layers 
with a number of R-OTT and OTT modules in each layer. The extended encoder 
structure is given in Fig. 7.1
Let L denote the number of input channels, P  the number of R-OTT modules 
at the first layer of the tree scheme, and Q the number of layers in the tree 
scheme. For simplicity, the tree structure is assumed to be symmetric which 
means that L =  2^ =  2P. Using (4.12), the intermediate downmix signal, yp,q[k], 
where p {p =  0,1,..., P  — 1) is the index of R-OTT at a particular layer, q 
{q =  0 , 1 ,..., Q — l) being the index of layer in the tree scheme, can be written as,
y,,,[k] =  (7,1)
0‘p,q +  Op^ q
where y2p,q+i[k] and y2p+i,q+i[k] are the intermediate downmix signals for a par­
ticular p  and q. For g =  Q — 1, the intermediate downmix signals are calculated 
from the input signals as,
y.Q-r[k] =  (7.2)
û p ,Q - l  +  O p ,Q -l
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At the decoder side, the audio signals can be reconstructed using (4.17) as,
Xi[k] =  âp,(5 _iÿp,Q_i[fc] +  fj,^Q-i[k] (7.3a)
âi+i[fc] =  îp,Q_iÿp,Q_i[fc] -  rp.(5 _i[fc] (7.3b)
where I (/ =  2 p + 1  =  1 , 2 ,..., L) is the channel index and Vp^q-i is the synthesised 
intermediate downmix signal at layer of Q — 1. For an arbitrary OTT module, 
the estimated intermediate downmix signal can be represented as,
i}2p,q-\-\\k\ — ^p,qyp,q\k\ T (7.4a)
y2p+l,g+l[^] — (7.4b)
and then, for p =  1 and g =  1, (7.4) can be written as,
ÿo,i W =  ^0 ,0 ^0 ,0  [^ ] +  f^ o,o[^ ] (7.5a)
=  ^o.o^o.oW -  ^0 ,0  M (7.5b)
where yo,o[k] is the synthesised downmix signal.
Since the encoding of L-channel audio signals (for L > 2 ), where L denotes 
the maximum number of input channels, incorporates L — 1 R-OTT modules, it 
is possible to achieve better error reduction by applying the AbS optimisation 
procedure to the whole structure of the encoder optimising all signals and pa­
rameters at all R-OTT modules. Thus, the overall performance of the coder can 
be improved. This is the basic idea used for encoding L-channel audio signals.
The error signals that are defined as the differences between the original audio 
signals xi[n] and the synthesised signals xi[n], can be written in the vector form 
as,
e i = x i -  xi (7.6)
where / =  1, 2, • • • , L is the index of audio channel with a maximum value of L. 
Assuming that the transmission channel is lossless, the error for channel L can
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be written by taking I =  L as,
ejr, =  Xz, -  (7.7)
by substituting the synthesised audio signals in (7.3). Furthermore, this error 
can be represented as follows:
e r  = X l  — b p ^ Q b p / 2 , Q - l ,  * • • , ^ 4 ,3 ^ 2 ,2 ^ 1 , lÿ l , l
— b p , Q b p / 2 , Q - l ,  • • • , ^4 ,3^2 ,2^1 ,1
-  b p ^ Q b p / 2 , Q - l ,  • • • , 54 ,3^2,2
(7.8)
— 6 p/2 ,Q_lfp/2 ,Q_i
-  P^,Q
by including all the corresponding synthesised intermediate downmix signals de­
rived from (7.4) as well as the corresponding estimated energy constants, âp^q,  bp^q,  
for each layer (i.e. from layer ^ =  2 u p t o g  =  Q — 1 ) and the synthesised down­
mix signals, ÿ i j ,  in the expression by substituting ÿ p , g .  This expression can be 
generalised for all the channels that contribute to the quality of the reconstructed 
audio signal on channel I by jointly selecting the optimal downmix signal, a set 
of optimal spatial parameters, and a set of optimal residual signals.
As in the case of encoding 2 -channel audio signals, the AbS optimisation is per­
formed to find the optimal signals and parameters from all possible combination. 
For each combination, the tree of OTT modules reconstruct the audio signals 
and the error minimisation block then computes the signal distortion. Any com­
bination that obtains minimum error is chosen as the optimal one. However, 
the number of possible combinations significantly increases, because there are as 
many as Q channels of residual signals for each input audio as shown in (7.8). 
Furthermore 31 and 8  quantisation values of the CLD and ICC, respectively, are 
available for each OTT module, provided that the MPS’s quantisers are used.
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Note that there are as many as Q OTT modules involved in reconstructing each 
audio channel.
As a result of combining all the quantisation values of spectral coefficients and 
spatial parameters, a huge number of possible combinations exist. For instance, 
for each index of the spectral coefficient when encoding 5-channel audio signals, 
a total of 4 OTT modules are employed. Thus, the number of available combi­
nations can be computed as 16383^ x 31  ^ x 8  ^ =  2.7251 x 10^ ®. Consequently, a 
total of 2.7251 x 10^ ® loops must be performed to select optimal coefficients and 
parameters making the encoding an extremely complex task, if not an impossible 
one.
7.3 Simplified AbS Optimisation
7.3.1 An Approach for Algorithm  Simplification
A simplified trial and error procedure can be applied in order to find sub-optimal 
signals and parameters as a solution for the impractical implementation require­
ments of the full search AbS procedure. Three steps of simplifications are applied 
to make the algorithm simple. First, the number of parameters and spectral coeffi­
cients involved in the searching procedure are significantly reduced. For instance, 
rather than finding an optimal spectral coefficient from all quantisation values, 
a sub-optimal coefficient is simply chosen from a limited number of quantisation 
values which are assigned based on decoded spectral coefficients. Considering the 
trade-off between the complexity and the degree of sub-optimality, the number 
of coefficients and parameters involved in the searching procedure can be made 
variable.
Second, the main AbS-SAC algorithm is performed as a sequential process in that
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the sub-optimal signals and parameters are not selected at the same time but one 
after the other. The sub-optimal spectral coefficients of the downmix and residual 
signals can be determined first. Once the sub-optimal downmix and residual 
signals are found, the sub-optimal CLDs and ICCs can be selected. Alternatively, 
sub-optimal spatial parameters are selected first followed by choosing sub-optimal 
spectral coefficients. Performing the searching algorithm in a sequential process 
will significantly reduce the number of possible combinations to be examined.
Finally, the sequential process is performed iteratively until an insignificant error 
reduction is achieved. The reason for performing the iteration process is that 
the sub-optimal spatial parameters are found based on the selected sub-optimal 
downmix and residual signals. Additionally, the sub-optimal spectral coefficients 
of the downmix and residual signals are selected based on the chosen sub-optimal 
spatial parameters. Consequently, it is possible to re-optimise the downmix and 
residual signals after determining sub-optimal spatial parameters. In contrast, it 
is also possible to re-select new sub-optimal spatial parameters once sub-optimal 
downmix and residual signals are found. It is expected that undertaking the 
iteration process will gradually reduce signal distortion.
The limited number of quantisation values, where the sub-optimal spectral coef­
ficient is selected from, can be determined as follows: The spectral coefficients 
decoded by the spectral decoder become the inputs to the algorithm. A number 
of quantisation values defined as the candidates for sub-optimal spectral coeffi­
cient named as predetermined vector, iXp[k], can then be assigned based on the 
decoded spectral coefficients, i x[k] ,  as
iXp[k] =  \ix[k] — V, ix[k]  — u +  1, • • • , ix[k] — 1, ix[k],
(7.9)
ix[k] +  1, • • • , ix[k] +  u — 1, ix[k] +  v]
where i x[k]  is the decoded spectral coefficient as in (4.3), k  is the index of spec­
tral coefficient, and 2u +  1 is the size of the predetermined vector, iXp[k] ,  with
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V an integer number reflecting the computational complexity of the searching 
procedure.
A limited number of quantisation values of spatial parameters are determined 
in a similar way. The CLDs and ICCs obtained from the quantiser are used as 
the initial values. A set of predetermined values of channel level differences, Cp, 
and a set of predetermined values of inter channel coherences. Ip, are determined 
using,
'  P ( 2 ) , f  (pa -  1), P(pb), P(P6 +  1),
. . , f ( 2 u ; ) , f ( 2 w  +  l)]
if P{Pb) < u; +  1 ;
[ P { P b  — w ) ,  P { p b  — u; +  1) ,. . ,  P { p b  — 1),
P{Pb), P{Pb +  1 ) , P{Pb +  u; -  1), P{pb +  w)]
if W +  1  < P{pb) <  Pmax -  
\_P{Pm — ‘2w) ,P{Pm - 2 w - \ -  1), ..,P{pb — 1),
P(Pb), +  1), f  (&: -  1), f  (fL)]
 ^ if P m - W  < P{pb)‘,
where P{pb) is the initial decoded parameter, P^ is the size of the codebook, P  is 
the spatial parameter which is either C, or I, pb is the index of the initial decoded 
parameter, w is an integer number reflecting the complexity of the procedure. For 
CLD u; < 15 and for ICC w < 3 while b is the index of the parameter band.
P p =  \
7.3.2 Basic Scheme of the Encoder
The simplified AbS optimisation is performed based on the proposed MDCT- 
based closed-loop R-OTT module. The downmix and residual signals, as well as 
the spatial parameters extracted from the closed-loop R-OTT module, are used
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as the initial input of the simplified AbS optimisation. Practically, the AbS-SAC 
encoder is implemented, as shown in Fig. 7.2. The audio signal in each channel is 
transformed to spectral coefficients by means of MDCT. A tree scheme employing 
the closed-loop R-OTT modules is then performed in order to extract the spatial 
parameters. The new optimised downmix and residual signals are calculated 
based on the quantised spatial parameters. The downmix signal, as well as the 
residual signals, are then encoded by the spectral encoders, which actually consist 
of spectral coefficient quantisation and the noiseless coding scheme. Prior to being 
supplied to the tree of OTT modules, all signals are decoded back by the spectral 
decoders. The decoded downmix and residual signals, as well as the quantised 
spatial parameters, are then used by the tree of OTT modules to upmix the audio 
signals. The error minimisation block compares the spectral coefficients of the 
reproduced audio signals with those of the original signals and then computes the 
errors.
A closed-loop optimisation procedure, utilising the error minimisation block and 
the tree of OTT modules, can be carried out. The inputs of the optimisation loop 
are the decoded spectral coefficients of the downmixed and residual signals, as 
well as the decoded spatial parameters. The purpose of the closed-loop approach 
is to examine all possible outcomes obtained by combining all quantisation values 
of the spectral coefficient and spatial parameter quantiser in every possible way 
(i.e. all possible combinations of every variable in (7.8)).
7.3.3 Algorithm of the AbS Optimisation
The operation of the algorithm can be explained as follows. For each index of 
the spectral coefficient, the candidates for sub-optimal spectral coefficients of 
the downmix and residual signals are combined. Then, all resulting possible 
combinations are examined to jointly choose a sub-optimal coefficient, which
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Figure 7.2: Block diagram of the AbS-SAC encoder.
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provides the smallest error among the other tested coefficients, for the downmix 
signal, as well as a sub-optimal coefficient for each residual signal. In performing 
this task, the tree of OTT modules take the decoded spatial parameters, given 
by the dequantiser, as inputs. However, the process of selecting the sub-optimal 
spatial parameters is not performed at this stage.
Note that this task has to be carefully completed by considering the Huffman 
encoding process. As explained previously (see section IV. 1.3), there is a case 
where all spectral coefficients within a group have zero values. For such a case 
there is no need to transmit the magnitude of the spectral coefficients. Modifying 
one or more spectral coefficients within that group causes the Huffman encoding 
process to be associated with another codebook. As a result, the spectral coeffi­
cients within the group need to be transmitted, which causes an increase in the 
transmitted bitrate. However, the error reduction achieved by modifying those 
spectral coefficients may not provide a worthy advantage, due to an increase in 
the transmitted bitrate.
For this reason, the search for the sub-optimal spectral coefficients, particularly 
downmix and residual signals, is not performed if the maximum absolute value 
of a group is zero. The process of choosing the sub-optimal spectral coefficients 
is then followed by the selection of the sub-optimal spatial parameters. For each 
parameter band, predetermined values of CLDs and ICCs are combined to form 
all possible combinations. A set of CLDs and ICCs are then selected as the sub- 
optimal spatial parameters. At this stage, the downmix and the residual signal 
optimisation is not performed.
The whole sequential process of searching for sub-optimal signals and parameters 
is repeated as an iteration process. For the second and subsequent iterations, the 
chosen sub-optimal signals and parameters should be used as inputs of sequential 
process rather than the ones from the spectral decoder and the spatial dequan­
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tiser. The iteration process is terminated when error reduction below a given 
threshold has been reached. The quality of the reconstructed audio is expected 
to improve with every iteration, however, the amount of improvement may reduce. 
Even if further iterations are executed the resultant values may not converge to 
the optimal values of both the spectral coefficients and the spatial parameters. 
Thus, the goal of this simplified AbS algorithm is not to provide the optimal or 
near-optimal signals and parameters. Instead, it is intended to provide a solution 
for impractical implementation of the full search AbS procedure while minimise 
the signal distortion.
7.3.4 Com plexity of Simplified AbS algorithm
The proposed simplified AbS algorithm is scalable, and its algorithmic complexity 
depends mainly on the number of loop procedures that have to be performed in 
finding the sub-optimal spectral coefficients and spatial parameters, as well as the 
number of R-OTT modules whose signals and parameters are optimised. In order 
to reduce the complexity of the algorithm, the number of loop procedures and 
the involved R-OTT modules can be decreased. Based on equations from (4.15) 
to (4.17), for each spectral coefficient an R-OTT module performs a number of 
operations, Nott, consisting of 264 additions/ multiplications. Hence, the number 
of operations. Nop, for each index of spectral coefficient required by the simplified 
AbS algorithm can be determined as
Nop =  Nott X Nioop (7.11)
where Nott being the number of operations performed by an R-OTT module, 
and Nioop being the number of loop procedures need to be performed. As an 
illustration, the number of loop procedures, Nioop, that have to be executed for 
encoding 5-channel audio signals is given in Table 7.1.
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Table 7.1: Complexity of simplified AbS algorithm
V Size of P re d e te rm in ed  V ector N u m b er of Loops
0 1 0
1 3 243
2 5 3125
3 7 16807
w Size of P re d e te rm in e d  V ector N u m b er of Loops
0 1 0
1 3 6561
2 5 390625
7.4 Results
The conditions of the experiment were setup the same as those explained in 
Chapter 5. However, the low correlated audio signal was excluded from the test 
material, as there is no significantly different performance provided by those both 
high and low correlated audio signals.
7.4.1 Performance for Different Levels of Com plexity
The performance of the simplified AbS algorithm is assessed by investigating the 
SNR of the reconstructed audio signals against the complexity of the algorithm. 
The simplified AbS algorithm is tested for various computational complexity by 
assigning u =  0 , 1 ,2,3 and w =  3,1,2. Assigning u =  0 and w =  0 means that the 
simplified AbS algorithm is not performed. Moreover, v =  0 and w 0 means 
that the simplified AbS algorithm chooses the sub-optimal spatial parameter but 
does not find the sub-optimal spectral coefficients of the downmix and residual
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Table 7.2: Average segSNRs (in decibels) of AbS-SAC
B itra te  /  channel V =  3 V =  1 V =  2 V =  3
w  =  3 21.82 24.31 24.45 24.50
42.8 kb/s w  =  1 22.38 25.12 25.16 25.18
w  =  2 22.41 25.19 25.19 25.22
w  =  3 27.82 30.41 30.45 30.46
65.4 kb/s w  =  1 28.33 30.77 30.79 30.79
w  =  2 28.34 30.79 30.81 30.82
w  =  3 30.66 33.51 33.54 33.72
83.2 kb/s w  =  1 31.12 33.72 33.74 33.74
w  =  2 31.13 33.73 33.75 33.75
signals. On the other hand, defining v ^  0 and w =  0 instructs the algorithm to 
select the sub-optimal spectral coefficients without selecting sub-optimal spatial 
parameters. The algorithm is terminated when the segSNR improvement is less 
than 10"4. The average segSNRs achieved by the AbS-SAC, operating at three 
different bitrates: 42.8 kb/s, 65.4 kb/s, and 83.2 kb/s per audio channel, are 
given in Table 7.2.
As it can be seen, the encoder employing the simplified AbS algorithm (i.e. u ^  0 
and w ^  0) outperforms the encoder with parameters v =  0 and w =  3. These 
results demonstrates that the simplified AbS algorithm can improve the segSNR, 
depending on the values of the parameters v and w. The encoder performing the 
simplified AbS algorithm to find either the sub-optimal spatial parameters only 
(i.e. u =  0  and w ^  0 ) or the sub-optimal downmix and residual signals only (i.e. 
V ^  3 and w =  3) can improve the average segSNR. It seems that the encoder 
performing the algorithm for selecting the sub-optimal downmix and residual 
signals only obtains better segSNR than the encoder selecting the sub-optimal
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spatial parameters. However, using both the sub-optimal signals and the sub- 
optimal spatial parameters in the iterative algorithm provides the largest segSNR. 
This suggests that the best configuration to perform the proposed simplified AbS 
algorithm, in terms of high segSNR improvement with the smallest number of 
iteration loops, is achieved by setting v =  1 and w =  1. However, to lower the 
complexity to a more reasonable level, one can set u =  1  and w =  0 and still 
achieve considerable SNR improvement.
To have a closer look into the performance of the algorithm when both the op­
timum signals and the optimum spatial parameters are searched (i.e. v ^  0 and 
u; 7  ^ 0 ), the results can be observed as follows. At an operating bitrate of 42.8 
kb/s per audio channel, the encoder employing simplified AbS algorithm with 
V =  1 and w =  1 provides the average segSNR of 25.12 dB, therefore giving 3.3 
dB of SNR improvement, in comparison with the encoder not performing the 
simplified AbS algorithm. This configuration (i.e. v =  1 and w =  1) requires 
the lowest possible complexity to perform. It can be seen that at 65.4 and 83.2 
kb/s per audio channel the AbS-SAC using the same complexity configuration 
achieves almost the same SNR improvement as the coder operating at 42.8 kb/s 
per audio channel.
As expected, the encoder performing the most complex algorithm, where v =  3 
and w =  2 , reaches the highest SNR improvement. For instance, as many as 
3.40 dB of SNR improvement is measured on the encoder operating at 42.8 kb/s 
per audio channel. However, not much difference of segSNRs is measured when 
different configurations are performed. The average segSNR grows only slightly 
even though the number of possible combinations significantly increases. This 
trend also appears on the AbS-SAC operating at both 65.4 and 83.2 kb/s per au­
dio channel. This is a clear indication that increasing the searching ranges, which 
results in increasing the number of iteration to be completed, for sub-optimal 
spectral coefficients and spatial parameters can improve the average segSNR.
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Figure 7.3: Performance of the proposed AbS approach using simplified AbS 
algorithm.
However, for instance in the case of increasing the parameter v =  2 to v =  3, 
the SNR improvement is only 0.03 dB, even though the number of loops to be 
completed increases from 3125 to 16807 as can be seen in Table 7.1. It suggests 
that the best configuration to perform the proposed simplified AbS algorithm, in 
terms of high SNR improvement and minimal complexity, is by choosing v =  1 
and w =  1.
7.4.2 Performance Comparison at Various B itrates
This section presents the experiments conducted to evaluate the overall perfor­
mance of the proposed AbS-SAC for various bitrates. The simplified AbS algo­
rithm is performed using the lowest complexity, where v =  1 and w — 1. The 
conventional tree of R-OTT modules, as well as the closed-loop R-OTT performed 
in both the subband and the frequency domain are included for benchmarking.
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The results are given in Fig. 7.3. The figure shows that the segSNRs achieved by 
the encoder performing the closed-loop R-OTT module are considerably higher 
than those reached by the coders applying the conventional R-OTT method for 
both subband and frequency domains. On the other hand, the coders performing 
spatial analysis in the frequency domain clearly obtain better performance than 
those extracting the spatial parameters in the subband domain, except when a 
very low bitrate implementation is used (i.e. bitrates around 40 kb/s per audio 
channel and below), where the coders employing the subband domain parameter 
extraction tend to be better than the coders applying the frequency domain 
parameterisation.
It also shows that the AbS-SAC scheme outperforms the frequency domain tree 
of R-OTT modules at all bitrate implementations. The AbS-SAC operating at 
40 kb/s per audio channel reaches approximately 3 dB of segSNR improvement. 
On the other hand, about 5 dB of segSNR improvement is achieved by the coder 
operating at 160 kb/s per audio channel. It confirms the results detailed in 
the previous section that performing an analysis by synthesis procedure in the 
encoder to choose the sub-optimal spectral coefficients and spatial parameters 
can improve the average segSNR.
Compared to the subband domain open-loop R-OTT as applied in the MBS, 
the AbS-SAC significantly improves the average segSNR. It can be seen in Fig. 
7.4 that approximately 3 dB of segSNR improvement is achieved when both 
audio coders operate at 40 kb/s per audio channel. The improvement becomes 
significantly greater in the high bitrate implementation cases, where the AbS-SAC 
operates at 160 kb/s per audio channel and achieves 17 dB of SNR improvement.
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Figure 7.4: Performance of the AbS-SAC for various bitrates in comparison with 
AAC and MPS.
7.4.3 SN R  Comparison with AAC M ultichannel
This section presents the experiments conducted to evaluate the performance of 
the proposed AbS-SAC compared with AAC multichannel. The sub-optimum 
algorithm is performed using the lowest complexity where v =  1 and w — 1. 
The conventional open-loop R-OTT as well as the closed-loop R-OTT performed 
in both subband and frequency domains are included for benchmarking. The 
results are given in Fig. 7.4. Please note that to get a fair comparison all codecs, 
including the AAC, used in the experiments for this section, are highly optimised 
to provide better SNR. At an operating bitrate of 160 kb/s per audio channel, 
the AbS-SAC achieves approximately 3 dB of SNR improvement, in comparison 
with AAC.
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7.5 Conclusions
A simplified AbS algorithm has been proposed in this chapter. The simplest 
case of implementing an AbS loop for an R-OTT module was illustrated in the 
beginning of this chapter and also described the complexity of the algorithm in 
light of the condition of optimal signals and parameters desired. Three strategies 
that have been exploited for simplifying the algorithm are also given in this 
chapter. Subsequently, the result section presented that significant improvement 
of performance was achieved by implementing this simplified algorithm.
Chapter 8
Audio Codec Evaluation
In this chapter the overall performance of the AbS-SAC audio codec is evaluated 
using various critical audio materials. The implementation of the closed-loop 
R-OTT module is assessed by measuring segSNR and comparing it with the 
conventional open-loop system. Furthermore, the performance of the closed-loop 
R-OTT module in the frequency domain is also presented including the evaluation 
of the disadvantage of the QMF filterbank and the benefit of the MDCT transform 
in terms of applying the closed-loop R-OTT module. Subjective and objective 
perceptual tests using ITU-R recommendations are also discussed.
8.1 Experimental Setup
In order to evaluate the proposed system, a number of experiments designed to 
assess the encoding of 5 and 10 audio channels were conducted. The audio ex­
cerpts, sampled at 48 KHz, listed in Table 8.1 were prepared for the experiments. 
They were selectively chosen from a broad range of long sequence 5.1 audio sig­
nals ranging from speeches, pop and classical music, as well as specific sounds
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Table 8.1: List of Audio Excerpts for Experiments
E x c e rp t N am e D escrip tion
Applause Clapping hands of hundreds of people
Drum Drum and male vocal with guitar as background
Laughter Sound of hundreds of people laughing
Talk Male and female speech with music background
Vivaldi Classical music with vocal
such as clapping hands [136,137]. For each audio sequence, a limited 12 s audio 
excerpt was selected based on the possibility of more transient events. All of the 
10-channel audio signals were produced by upmixing the 5-channel signals using 
a simple amplitude panning technique.
The tree scheme of R-OTT modules for downmixing 5 channels into a mono 
downmix, as given in Fig. 8.1 was used in the experiments. However, the Low 
Frequency Enhancement (LFE) channel was excluded for simplicity. Each chan­
nel of audio signals was segmented into 2048 time domain samples with 50% 
overlap. In calculating CLDs and ICCs 20 parameter bands were used. The 20 
parameter bands for the MDCT-based R-OTT were determined by mapping the 
20 parameter bands of the QMF to the 49 scale factor bands of the spectral coeffi­
cients. The downmix signal was encoded by AAC. The AAC multichannel codec, 
implemented as FAAC 1.28 and FAAD2 2.7 [138], was used for benchmarking to 
demonstrate the usefulness of the proposed AbS-SAC approach, even though it 
is not the best implementation of the AAC standard.
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Figure 8.1: A tree scheme of R-OTT modules used in the experiments
8.2 Evaluation of the Closed-loop R-OTT M od­
ule
The evaluation of the closed-loop R-OTT module is aimed at demonstrating that 
the closed-loop R-OTT algorithm improves the segSNR of the reconstructed au­
dio signals. Table 8.2 shows the results of the experiment comparing segSNRs of 
multichannel audio encoders employing open-loop and closed-loop R-OTT mod­
ules in both hlterbank-based (FB-Based) and MDCT-based scenarios. All en­
coders operate at a bitrate of 160 kb/s per audio channel. Here all encoders are 
optimised to provide maximum segSNR performance.
The results show that the closed-loop R-OTT algorithm improves the average 
segSNR of all tested audio excerpts. It clearly indicates that the closed-loop R- 
OTT algorithm is capable of minimising signal distortion, resulting in segSNR 
improvement. Furthermore, the MDCT-based closed-loop R-OTT module out­
performs, in terms of segSNR, the FB-based closed-loop R-OTT module for all 
tested audio excerpts other than Applause. It is an indication that the closed- 
loop R-OTT module generally performs better in the MDCT domain, for high 
bitrate implementation, as compared with the QMF domain.
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Table 8.2: SegSNRs (in decibels) of the Closed-Loop R-OTT (CL R-OTT) Com­
pared to the Open-Loop R-OTT (OL R-OTT)
A udio  E x cerp t M PS F B -B ased  CL R -O T T
M D C T -B ased  
CL R -O T T
Applause 24.42 30.53 30.04
Drum 23.46 3&82 3&72
Laughter 23.92 3Z87 3L05
Talk 24.34 31.13 37.82
Vivaldi 21.91 2A35 4L35
Compared to the other audio excerpts, the Applause audio excerpt provides a 
lower segSNR when encoded by the proposed MDCT-based closed-loop R-OTT 
module. This is due to the characteristic of the Applause signal which has many 
transient events [139]. For an audio frame with transient events, it is less effective 
to perform encoding in MDCT-based (frequency domain) which has a lower time 
resolution than the QMF. However, it can be seen that for the Applause audio 
excerpt both QMF and MDCT schemes are still competitive.
8.3 Analysis of Signal Distortion in the QMF 
Filterbank
In order to show both the disadvantages of the QMF filterbank and the benefit 
of the MDCT transform when applying the closed-loop R-OTT module, experi­
ments using various signal transformation schemes were conducted. Four schemes 
use the QMF filterbank for signal transformation while the two other schemes use 
the MDCT. In the first scheme the audio signals are transformed from time to 
subband domain on the encoder side before being transmitted to the decoder.
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On the decoder side the subband signals are transformed back to the time do­
main. This scheme is denoted as QMF Subband Tx. The second scheme, named 
as QMF Time Tx, is performed by transforming the audio signals from time to 
subband domain on the encoder side. Furthermore, without performing the spa­
tial analysis block the audio signals are transformed back to the time domain 
and then transmitted to the decoder. The reverse process is performed on the 
decoder side.
The third scheme is called QMF Cont R-OTT. It uses the MPS system without 
performing any coding or quantisation process. This means that all signals and 
parameters are transmitted in their original form. The fourth, called QMF CL 
R-OTT, is a scheme that applies the closed-loop R-OTT module in the MPS sys­
tem. The spatial parameters are quantised and then transmitted to the decoder. 
However, the original form of the downmix and residual signals are transmitted 
(here no actual transmission is applied and the original signals are copied to the 
decoder side) instead of the encoded form.
The fifth and the sixth schemes employ the MDCT transform instead of the 
QMF. In the fifth scheme, the time domain audio signals are transformed into 
spectral coefficients and then transmitted to the decoder. On the decoder side, 
the spectral coefficients are transformed back to time domain audio signals. In 
the sixth scheme the spectral coefficients are used as inputs for the closed-loop R- 
OTT module. The downmix and the residual signals are not encoded. Instead, 
they are transmitted in the form of spectral coefficients. However, the spatial 
parameters are sent as quantised parameters.
The results are given in Table 8.3. It can be seen that there is a segSNR degra­
dation, for each audio excerpt, when using the QMF Time Tx compared to the 
QMF Subband Tx scheme. It suggests that both the transformation of the au­
dio signals from subband domain to time domain on the encoder side and the
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transformation of the audio signals from time domain to subband domain on the 
decoder side introduce signal error. Furthermore, the results also show that the 
QMF CL R-OTT has lower segSNRs than the QMF Cont R-OTT. It suggests 
that the closed-loop R-OTT module applied in the QMF domain cannot reduce 
the error introduced by the quantisation of the spatial parameters. As explained 
in the previous section, different lengths of delay introduced by the analysis and 
synthesis of filterbanks may prevent the proposed closed-loop R-OTT algorithm 
to perform properly in minimising signal distortion.
Table 8.3: SegSNRs (dB) of Various Signal Transformation Schemes Using QMF 
and MDCT
Schem e No ( 1 ) (2 ) (3)
A udio
E x cerp t
Q M F 
S ubband  T x
Q M F 
T im e T x
Q M F 
C ont R -O T T
Applause 59.41 53.39 4A69
Drum 61.75 5&73 4L89
Laughter 59.51 53.50 4R26
Talk 60.34 54T2 43.02
Vivaldi 59.09 53.07 35.91
Schem e No (4) (5) (6 )
A udio
E x cerp t
Q M F 
CL R -O T T
M D C T  
S p ec tra l T x
M D C T  
CL R -O T T
Applause 4&26 285.01 28&00
Drum 36.38 284.98 28A97
Laughter 3A78 285.01 285.00
Talk 3L04 285.01 285.01
Vivaldi 27.90 285.00 28A99
In contrast, it is shown that the MDCT CL R-OTT scheme can achieve trans­
parent quality, equivalent to what can be achieved by the MDCT Spectral Tx,
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even though the quantised spatial parameters are transmitted to the decoder. It 
clearly indicates that the proposed CL R-OTT module is capable of minimising 
the error introduced by the quantisation process of the spatial parameters. It 
suggests that the proposed CL R-OTT module performs better in the MDCT 
domain compared with the QMF domain.
8.4 Subjective Evaluation
The proposed AbS-SAC approach for encoding 5-channel audio signals has been 
evaluated with a subjective assessment of small impairments in the audio system 
as recommended in the ITU-R BS. 1116-1 [54]. The ’double-blind triple stimulus 
with a hidden reference’ method is used where a subject listens to three audio 
sequences (stimuli). The first sequence is a known reference. The second and the 
third are a hidden reference and a decoded audio sequence (object) which are 
randomly presented. The subject is asked to give score to the second and the 
third audio sequences compared to the first audio sequence (known reference).
The Subjective Difference Grade (SDG) has five grades: 0  (imperceptible), - 
1 (perceptible but not annoying), -2 (slightly annoying), -3 (annoying), and -4 
(very annoying). A total of 20 listeners participated in this listening test which 
is considered to be a sufficient number of listener [54]. However, less number of 
listeners, such as 12 [106], 8  [37], were also acceptable in various subjective tests. 
As specified in [54] the expertise of the listeners are evaluated by averaging their 
SDG scores over all audio excerpts. Based on this average SDG score, a post­
screening method was applied. Three listeners with an average SDG score greater 
than zero are assumed to be unable to correctly distinguish between the hidden 
reference and the tested audio object. Thus, the data from those 3 listeners was 
discarded. Only the SDG scores from the other 17 listeners were used for the
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results. Three codecs were taken under test: AbS-SAC, AAC, and HE-A AC. 
Both the AbS-SAC and AAC codecs operate at similar bitrates of 51.2 kb/s per 
audio channel, equal to the overall 5-channel bitrates of 256 kb/s. On the other 
hand, the HE-AAC codec operates at its typical bitrate of 32 kb/s per audio 
channel, which is equal to 160 kb/s for all 5 audio channels.
Fig. 8.2(a) presents the average SDG score of each tested audio codec averaged 
over all audio excerpts. The error bars show the 95% confidence intervals of the 
mean scores. The results show that the proposed AbS-SAC approach achieves the 
highest SDG score. Furthermore, Fig. 8 .2 (b) shows the SDG score of every tested 
audio excerpt averaged over all tested audio codecs, where the Applause audio 
excerpt has the lowest SDG score. As expected, it suggests that the Applause 
audio excerpt is the most critical item among the tested audio excerpts due to 
the signal characteristic that has more transient events [139]. For this Applause 
audio excerpt the proposed AbS-SAC approach also achieves the highest SDG 
score as shown in Fig. 8.2(c).
8.5 Objective Evaluation
The goal of the experiments presented in this section is to objectively assess the 
perceptual quality of the audio reconstructed from the AbS-SAC technique for 
various operating bitrates in comparison with the tested AAC codec technique. 
Considering the complexity of the AbS-SAC encoder, for encoding 5 audio chan­
nels, the simplified AbS algorithm is assigned with v =  1 and w =  1 while for 
encoding 10 audio channels parameters are set to u =  1 and w =  0. The ex­
periments using 1 0 -channel audio signals are intended to show that, for larger 
channels, the proposed AbS-SAC approach can improve the performance for the 
given bitrate per audio channel. The Objective Difference Grade (ODG), having
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five grades that are similar to SDG, as recommended in the ITU-R BS. 1387-1 [56] 
is used as a metric for the Perceptual Evaluation of Audio Quality (PEAQ). The 
PEAQ software developed by McGill University [140] is used for calculating the 
ODG. The ODG was measured for each channel of audio signal. The average 
values of the ODG scores are then presented as the final results.
The results of the experiments for encoding 5-channel and 10-channel audio sig­
nals are given in Fig. 8.3. For simplicity, the results of A AG 10-channel are not 
shown, as they are almost identical to those achieved on AAC 5-channel. The 
overall ODG, averaged over all audio excerpts as shown in the lowest right plot, 
shows that the AbS-SAG applied to both 5 and 1 0  channels significantly outper­
forms, in terms of PEAQ, the tested AAC encoder for all operating bitrates from 
40 to 96 kb/s per audio channel. However, the performance increase is greater 
when encoding 10 channels. It can be seen that an improvement of more than 
2 points of ODG grade is achieved on the Applause audio excerpt. Moreover, 
at least 1  point of ODG improvement is achieved on every tested audio excerpt. 
The results indicate that the proposed AbS-SAG technique significantly improves 
encoding performance for a wide range of tested audio materials.
In order to assess the performance of the simplified AbS algorithm with regards 
to complexity, the bottom-left graph in Fig. 8.3 shows the ODGs of two variants 
of the proposed AbS-SAG technique, with two extremely different complexity 
scales, for encoding 10 channels of a Vivaldi audio excerpt. The first one is the 
AbS-SAG codec using the simplified AbS algorithm where v =  1 and w =  0 
and all spectral coefficients at every OTT module are optimised, and the other 
does not use the simplified AbS algorithm. The results clearly demonstrate that 
without the simplified AbS algorithm the proposed codec is still able to achieve 
significant quality improvement while the simplified AbS algorithm improves the 
performance further.
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8.6 Conclusions
This chapter has presented the evaluation of the proposed AbS-SAC audio codec. 
The performance of the AbS-SAC audio codec is compared to AAC multichannel 
at bitrates ranging from 40 to 96 kb/s per audio channel. SegSNR measurements, 
as well as Objective Difference Grades (ODGs), were used as the metric for eval­
uation. In addition, several audio materials were used for perceptual evaluation. 
The results have demonstrated that a significant improvement is achieved.
Chapter 9
Conclusions
This chapter presents the summary of this thesis. The aim and objectives of the 
work are restated. Furthermore, the technical achievement of this work is briefly 
presented. At the end of the chapter future work is suggested.
9.1 Research Aim and Objectives
This work has aimed to develop a novel technique for spatial audio coding to 
achieve a higher quality of the reconstructed audio signals. In details this aim 
can be broken down into some objectives as follows:
• To develop a novel analysis through the synthesis of spatial audio coding, 
named Analysis by Synthesis Spatial Audio Coding (AbS-SAC) framework, 
based on an AbS concept. The AbS-SAC framework was designed to be ap­
propriate for different types of spatial analysis and synthesis. Any technique 
of spatial audio coding is assumed to be applicable within this framework as 
long as the downmix signal and spatial parameters can be made variable.
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Furthermore, it was also expected to be suitable for different number of 
input and output channels of audio signals.
• To develop the MPEG Surround (MPS) within the AbS-SAC framework. 
Based on the proposed framework the Reverse One-To-Two (R-OTT) mod­
ule that is used in the MPS has been developed to work in the form of 
a closed-loop system. Furthermore, it was focused to investigate the per­
formance of the adapted R-OTT module compared with the conventional 
open-loop R-OTT module.
• To investigate the possibility of performing an AbS optimisation procedure 
to find the optimal downmix and residual signals, as well as the optimal 
spatial parameters. Moreover, the requirement for memory and processing 
power was also investigated. A simple algorithm with a reasonable com­
plexity level was expected to be successfully implemented.
• To evaluate the proposed AbS-SAC technique and to compare the perfor­
mance with the existing modern audio coding techniques. Objective and 
subjective tests to evaluate the proposed technique based on ITU-R recom­
mendation were desired to be sufficient for perceptual evaluation.
9.2 Research Achievements
A comprehensive literature review has been completed on the area of spatial 
audio coding technique to have a complete understanding on the state-of-the- 
art approaches. An analysis by synthesis technique is then proposed as a novel 
approach for spatial audio coding. A number of experiments have demonstrated 
that the proposed approach can achieve a significant higher performance, in terms 
of subjective and objective tests, compared with the conventional open-loop ap­
proach. This section summarises the proposed technique in detail.
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9.2.1 A closed-loop R-OTT module
Chapter 5 has presented a new AbS-SAC framework, where the AbS concept is 
applied to optimise the downmix and residual signals and also the spatial param­
eters. It has been presented that the closed-loop R-OTT module was developed, 
based on the proposed AbS-SAC framework. The downmix and residual signals 
in the closed-loop R-OTT module were recalculated based on the quantised spa­
tial parameters. Using this method the error introduced by the quantisation of 
the spatial parameters can be minimised.
Various experiments using 2-channel and 5-channel audio signals as inputs have 
been conducted to show that the average segmental Signal-to-Noise-Ratio (segSNR) 
improves significantly. Moreover, the ability of the proposed closed-loop R-OTT 
module to minimise errors has been thoroughly investigated. It has been shown 
that there was an indication that the errors contributed by the spatial parameter 
quantisers were not reduced as much as expected. It suggested that there is an 
opportunity to minimise the signal distortion further.
9.2.2 The M DCT-based Im plem entation of the R-OTT  
M odule
Based on the investigation in Chapter 5, the closed-loop R-OTT module was 
proposed to be applied in the frequency domain. In the beginning part of Chap­
ter 6, the disadvantages of the QMF filterbank were discussed. It was presented 
that the fractional sample delay of 0.015625 samples that were introduced in the 
synthesis filterbank caused a less than perfect comparison between the synthe­
sised and the target signals. Thus, it is necessary to use another time-frequency 
transformation tools to properly operate the closed-loop R-OTT module. In this 
work the MDCT transform was proposed for some reasons including its ability to
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provide a perfect signal reconstruction. Additionally, applying the MDCT-based 
closed-loop R-OTT module can also simplify the structure of the AbS-SAC en­
coder.
In order to achieve a better understanding of the implementation of the R-OTT 
module in the frequency domain, a number of experiments were conducted which 
focused on investigating the performance of both the open-loop and closed-loop 
R-OTT modules using various spatial quantisers at a range of operating bitrates 
between 50 and 150 kb/s per audio channel. The results of the experiments in­
dicated that an appropriate spatial quantiser should be employed in the R-OTT 
module. Moreover, the results of the experiments also suggested that the MPS’s 
spatial quantisers are the best in terms of coding efficiency. The results also 
indicated that the MDCT-based closed-loop R-OTT module is capable of min­
imising the error introduced by the spatial parameter quantisers. Furthermore, 
the results indicated that the errors are uniformly distributed among the audio 
channels.
9.2.3 Simplified AbS Optimisation
In Chapter 7 a simplified AbS algorithm, able to find sub-optimal signals and 
parameters as a solution for the impractical implementation of the full search AbS 
optimisation procedure, was presented. This simplified algorithm was proposed, 
as the full search AbS algorithm seems to be an impossible implementation, due to 
the need for performing huge loops for optimisation. It was previously discussed 
that the full search AbS procedure for encoding the 5-channel audio signals needed 
to perform a total of 2.7251 x 10^ ® loops for finding the optimal parameters for 
each index of the spectral coefficient. Furthermore, the simplified AbS algorithm 
offers various complexity levels that can suit different hardware implementation.
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The experiments have demonstrated that the proposed simplified AbS algorithm 
is capable of minimising signal distortion, leading to a higher segSNR compared 
with the open-loop and the closed-loop R-OTT modules. It is shown that up to 5 
dB of segSNR improvement, compared with the upper bound of segSNR that can 
be achieved by the open-loop R-OTT module, was achieved in the experiments at 
operating bitrates between 40 and 160 kb/s per audio channel. Moreover, com­
parison with the AAC multichannel also showed that a significant improvement 
of segSNR was achieved.
9.2.4 Audio Codec Evaluation
Chapter 8 presented the results of a number of experiments using objective and 
subjective test methodologies. The evaluation of the proposed AbS-SAC tech­
nique was performed using a number of critical audio materials. The objective 
test, based on the ITU-R BS. 1387-1, showed that up to a 2-point of ODG score 
improvement was achieved in comparison with the AAC multichannel. For each 
the audio items, it is shown that the improvement of up to 1 ODG score was 
achieved. Moreover, the results also indicated that, for a larger number of au­
dio channels, the AbS-SAC technique can achieve a higher improvement of ODG 
score.
The subjective test, performed at a bitrate of 51.2 kb/s per audio channel, showed 
that the proposed AbS-SAC method achieved the highest SDG score among the 
tested audio codecs, which included the AAC and the HE-A AC multichannel. For 
the most critical audio item, the Applause audio excerpt, the AbS-SAC technique 
also has the highest SDG score. In addition to objective and subjective perceptual 
evaluation, the segSNR measurement was also performed in the experiments to 
investigate the performance of the proposed AbS-SAC technique for encoding 
those critical audio excerpts. The results showed that significant improvement.
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compared with the conventional open-loop MPS, was achieved for all tested audio 
materials.
9.3 Future Work
The R-OTT module has been developed in the form of a closed-loop system. 
For encoding multichannel audio signals, several R-OTT modules must be struc­
tured in a tree scheme. This structure can be very complicated when encoding 
a large number of audio channels, such as 32 and 64. An investigation to find 
a more efficient method for downmixing audio signals, as well as a novel spatial 
parameter, will reduce the complexity of the coding structure. The proposal to 
implement the frequency domain R-OTT module has a limitation in that the 
operating bitrates should be higher than 40 kb/s per audio channel. Below this 
rate the proposed approach will not provide a significant improvement. Methods 
for implementing the proposed AbS-SAC system at lower bitrates will be inter­
esting to research. In addition, applying the closed-loop R-OTT module in the 
subband domain of QMF filterbank is also possible to improve the quality of the 
reconstructed audio signal. This can be carried out by applying a fractional delay 
filter to delay the original audio signals and make both the synthesised and the 
original signals perfectly synchronised.
A ppendix A
List of Publications
1. I. Elfitri, B. Gunel, and A. Kondoz, Multichannel Audio Coding Based on 
Analysis By Synthesis, Proceedings of the IEEE, vol. 99, no. 4, pp. 657- 
670, April 2011
2. I. Elfitri, A. Kondoz, B. Gunel, Spatial Audio Coding, UK Patent Appli­
cation, Application No: GB1020087.1, Date of Filing: 26 November 2010, 
Publication No: GB2485979, Date of Publication: 6 June 2012
3. I. Elfitri, X. Shi, J. Calic, and A. Kondoz, Analysis By Synthesis Spatial 
Audio Coding, IEEE Transaction on Speech, Audio, and Language Process­
ing, Submitted to on 4 November 2011, First revision: 2 June 2012, Second 
revision: 4 September 2012
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A ppendix B
List of Abbreviations
3-D three dimensional
AAC Advanced Audio Coding
AbS Analysis by Synthesis
AbS-SAC Analysis by Synthesis Spatial Audio Coding
ADPCM Adaptive Differential Pulse Code Modulation
BC Backward Compatible
BCC Binaural Cue Coding
BMLD Binaural Masking Level Difference
CD Compact Disk
CELP Code-Excited Linear Prediction
CL Closed-loop
CLD Channel Level Difference
QMF Complex-Modulated Quadrature Mirror Filterbank
CPC Channel Prediction Coefficient
DCT Discrete Cosine Transform
DPT Discrete Fourier Transform
DirAC Directional Audio Coding
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DTS Digital Theater Systems
ETSI European Telecommunication Standards Institute
FAAC Freeware Advanced Audio Coder
FAAD Freeware Advanced Audio Decoder
HD Harmonic Distortion
HF-AAC High Efficiency Advanced Audio Coding
HRTF Head-Related Transfer Function
ICC Inter Channel Coherence
ICLD Inter Channel Level Difference
ICTD Inter Channel Time Difference
ILD Inter-aural Level Difference
IMDCT Inverse Modified Discrete Cosine Transform
IOC Inter Object Cross coherence
ITD Inter-aural Time Difference
ITU International Telecommunication Union
ITU-R International Telecommunication Union - Recommendation
KLT Karhunen Loeve Transform
LC Low Complexity
LFF Low Frequency Enhancement
LPC Linear Predictive Coding
MCPS Mega Cycles Per Second
MDCT Modified Discrete Cosine Transform
MP3 MPFG-1 Layer 3
MPEG Moving Picture Expert Group
MPS MPEG Surround
MSE Mean Squared-Error
MUSHRA Method for the Subjective Assessment of Intermediate Quality
Level of Coding Systems
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M/S mid/side
NRG Object Energies
ODG Objective Difference Grade
OL Open-loop
OLD Object Level Difference
OTT One-To-Two
PCM Pulse Code Modulation
PEAQ Perceptual Evaluation of Audio Quality
PS Parametric Stereo
QMF Quadrature Mirror Filterbank
R-OTT Reverse One-To-Two
R-TTT Reverse Three-To-Two
SAC Spatial Audio Coding
SAOC Spatial Audio Object Coding
SASC Spatial Audio Scene Coding
SBR Spectral band Replication
SDG Subjective Difference Grade
segSNR segmental Signal to Noise Ratio
SMR Signal to Mask Ratio
SNR Signal-to-Noise Ratio
SSR Scalable Sampling Rate
TNS Temporal Noise Shaping
TTT Three-To-Two
USAC Unified Speech and Audio Coding
WES Wave Field Synthesis
VBAP Vector Based Amplitude Panning
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