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ABSTRACT: Charge carrier dynamics in Co3O4 thin ﬁlms are observed
using high harmonic generation transient absorption spectroscopy at the
Co M2,3 edge. Results reveal that photoexcited Co3O4 decays to the
ground state in 600 ± 40 ps in liquid methanol compared to 1.9 ± 0.3 ns
in vacuum. Kinetic analysis suggests that surface-mediated relaxation of
photoexcited Co3O4 may be the result of hole transfer from Co3O4
followed by carrier recombination at the Co3O4−methanol interface.
KEYWORDS: High harmonic generation, transient absorption spectroscopy, surface states, interfacial charge transfer, photocatalysis,
ligand-to-metal charge transfer
Understanding charge carrier dynamics at interfaces isscientiﬁcally and technologically important because these
dynamics govern the eﬃciency of materials for nearly all energy
conversion and charge-based device applications.1,2 Fuel cells,3,4
batteries,5,6 electrocatalysts,7,8 photocatalysts,9 and photovoltaic
devices10 are each examples of systems that rely on interfacial
charge transfer to drive an energy conversion process.
Eﬃciency losses that currently plague devices for many energy
applications are a result of poorly understood carrier dynamics
at the active catalytic or device interface.11−18 In addition to
energy conversion processes, carrier dynamics in interface states
also control the optoelectronic properties of many materi-
als.19,20 For example, the optical properties of a nanoparticle are
dramatically aﬀected by relaxation pathways in surface states
such that ﬂuorescence yields can be tuned from zero to almost
unity eﬃciency simply by controlling the coverage and type of
the molecular passivation layer on the nanoparticle surface.21,22
This has long suggested that decay pathways through surface
states can dominate bulk carrier lifetimes in nanoscale systems.
Because surface electronic structure strongly inﬂuences the
catalytic and optical properties of materials, it is important to
develop in situ probes capable of measuring electron dynamics
of materials under relevant environmental conditions. This is
because the surface electronic structure depends strongly on
adsorption and interface bonding, and the same material may
exhibit very diﬀerent properties depending on the chemical
nature of the interface, which changes in various gas or liquid
conditions.23−25 Ultrafast optical spectroscopy has been used to
observe charge carrier kinetics in catalysts under working
conditions.26−29 Ultrafast methods in the visible and IR spectral
regions are well established for observing charge carrier kinetics
in condensed phases. For example, transient mid-IR absorption
spectroscopy is commonly used to probe the kinetics of excited
conduction band electrons in high bandgap semiconduc-
tors.30,31 Visible and near IR spectroscopy has also been used
to measure the kinetics of free and trapped holes in
semiconductor materials,28,32 and bound exciton dynamics
have been observed using broadband white light transient
absorption spectroscopy.33,34 While each of these methods can
measure the kinetics of transient features on the ultrafast time
scale, they often cannot be used to determine the chemical
nature of the excited state dynamics. This is because charge
carriers give rise to broad features in the visible and IR spectral
range that cannot be used to determine oxidation state, spin
state, or charge localization to speciﬁc elements.
Alternatively, X-ray based techniques have the signiﬁcant
advantage of being element speciﬁc as well as extremely
sensitive to the oxidation and spin state of a system.27,28
Recently, table-top high harmonic generation (HHG) spec-
troscopy in the extreme ultraviolet (EUV) spectral range has
convincingly demonstrated the ability to combine the ultrafast
time resolution of optical methods with the electronic structure
sensitivity of X-ray techniques to probe detailed carrier
dynamics in solid-state semiconductor systems.35 We now
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further extend the ability of HHG spectroscopy to include in
situ measurements in the liquid phase. This new capability
extends the use of HHG spectroscopy to study a wide range of
catalytic and energy conversion processes that occur at the
solid−liquid interface.
In the present report, we describe the use of a liquid ﬂow cell
in a table-top HHG transient absorption spectrometer to probe
charge carrier relaxation dynamics of Co3O4 thin ﬁlms (15 nm
thick) in liquid methanol. Comparing transient absorption
spectra of identical Co3O4 thin ﬁlms in vacuum and methanol
environments reveals that, in the presence of liquid methanol, a
photoexcited Co3O4 thin ﬁlm returns to the ground state with a
time constant of 600 ± 40 ps, which is more than 3 times faster
than the value of 1.9 ± 0.3 ns observed in vacuum. In this
study, methanol was selected as a solvent instead of water
because methanol is known to be an eﬃcient hole acceptor
from photoexcited metal oxides.36−38 Because the current
experimental setup did not allow for exchange of solvents in the
liquid cell owing to the very low ﬂow rates, it was not possible
to measure the eﬀect of various solvents on the Co3O4 kinetics
in this experiment. However, a solvent-dependent experiment
would clearly add additional insights, and we hope that this
experiment may be realized in the future.
In a perfectly continuous 15 nm Co3O4 thin ﬁlm, the surface
layer would represent <2% of the entire sample. TEM images
show that in the present studies the ﬁlm contains pinholes (see
Supporting Information Figure S10), and from these images we
estimate that the actual surface-to-bulk ratio may be as high as
10%. This surface layer may aﬀect the observed carrier
dynamics in a variety of ways. First, interface adsorption of
methanol may alter the surface electronic structure of Co3O4,
giving rise to possible surface-mediated carrier relaxation
pathways that are measurably faster than the bulk exciton
decay rate.19,20 Alternatively, it is possible that by polarizing the
interface39,40 the surface methanol layer induces a change in the
dielectric function across some screening depth of the Co3O4
thin ﬁlm, which can change the interaction and relaxation time
scale of excitons even in the bulk Co3O4 ﬁlm. Below we analyze
kinetics of carrier relaxation in vacuum and methanol and
discuss the possible mechanisms for enhanced carrier relaxation
in methanol. Although the current experiment is unable to
completely distinguish between surface and bulk carrier
relaxation dynamics, we show that surface-mediated relaxation
of the exciton via hole transfer from the Co3O4 to the methanol
is a possible mechanism for the observed decay kinetics.
During an electrochemical reaction, kinetic barriers to charge
injection result in required overpotentials that adversely aﬀect
the eﬃciency of electrochemical energy conversion.41,42 An
important example is the oxidative overpotential necessary for
water electrolysis on noble metal catalysts that severely limits
the eﬃciency of the O2 evolution reaction. Recent discoveries
have shown that the required overpotential for O2 evolution is
signiﬁcantly decreased if certain 3d transition metal catalysts are
used in place of Pt or other noble metal anodes.7,43 Since this
discovery, Co3O4 in particular has drawn much attention as a
highly eﬃcient, earth abundant oxidation catalyst.44−47
Co3O4 is also photocatalytically active for the O2 evolution
reaction. However, in this case dye-sensitized Co3O4 nano-
particles are used rather than the pure metal oxide. In these
organic dye−Co3O4 tandem photocatalysts, the dye (often
[Ru(bpy)3]
2+) acts as the primary light absorber, and following
photoexcitation a hole is transferred from the dye to the Co3O4
catalyst.48 In this way, the hole can reside in the valence band of
Co3O4 suﬃciently long to inject to the reactant, and electron−
hole pair recombination does not occur because the electron
remains localized on the excited dye molecule. In these systems,
the turnover number is severely limited by the stability of
[Ru(bpy)3]
2+, which photodegrades much faster than the highly
stable Co3O4 nanoparticles.
48,49 However, although Co3O4 has
a band gap of only 1.6 eV, direct illumination of Co3O4 without
[Ru(bpy)3]
2+ or of [Ru(bpy)3]
2+ without Co3O4 yields no
reaction products.46,48,50
According to the above observations, it has been assumed,
although never measured, that bulk exciton recombination in
photoexcited Co3O4 is much faster than hole injection to the
reactant. However, in the present study we show that there may
exist a surface-mediated relaxation pathway that is measurably
faster than the bulk exciton recombination in vacuum,
suggesting that photoexcited charge carriers interact with
surface states within their recombination lifetime. We also
consider several possible mechanisms for this surface-mediated
recombination pathway.
In related work, the short time photophysics of Co3O4 in
vacuum is considered, as discussed further below.51 Here the
long-time dynamics in methanol versus vacuum is measured.
Figure 1 shows contour plots of the transient absorption
dynamics at the Co M2,3 edge following photoexcitation of a
Co3O4 thin ﬁlm with a 400 nm laser pulse. Part A presents
results for the Co3O4 ﬁlm in the methanol ﬂow cell while part B
shows results for an identical ﬁlm in vacuum. Parts C and D
show the results of a global ﬁt (described below) to the
corresponding data sets. Two diﬀerences between the methanol
and the vacuum samples are apparent from these contour plots:
First, a bleach is observed at the low energy side of the
spectrum in methanol below approximately 58 eV. A control
experiment in which transient absorption in methanol is
measured in a liquid ﬂow cell containing no Co3O4 thin ﬁlm
shows that this response is due to the methanol rather than the
Co3O4. This may be a result of two-photon absorption by the
methanol at 400 nm due to the high excitation powers used in
Figure 1. Contour plots showing the transient absorption of Co3O4 in
methanol and in vacuum at the Co M2,3 edge following photo-
excitation with a 400 nm pump pulse at pump−probe delay times up
to 500 ps. Parts A and B show the experimental data, and parts C and
D show the results for a global ﬁt of the corresponding data sets using
a 2-component, sequential model. The color scale represents ΔA in
units of mOD. The global ﬁt does not incorporate all the features of
the kinetic models in Scheme 1.
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this experiment, and the results of this experiment are shown in
Supporting Information Figure S1. The second diﬀerence is
that the transient absorption feature centered at 62 eV in both
samples at a delay time of 1 ps shifts to lower energy by 1.5 eV
and subsequently decays faster in methanol than in vacuum.
This feature, which is absent in methanol without Co3O4,
reﬂects the photoinduced carrier dynamics in the Co3O4 thin
ﬁlm. Figure 2 further illustrates the diﬀerent spectral kinetics
observed for Co3O4 in methanol and in vacuum by showing
transient spectra of both samples taken at select time points
(parts A−D) and kinetic traces at two diﬀerent absorption
energies (parts E−F).
To quantify these kinetic and spectral diﬀerences, a global ﬁt
is performed using a two-component sequential model with the
GLOTARAN software package.52 We ﬁnd that a model
containing at least two kinetic steps is necessary to ﬁt the
transient absorption traces. To summarize the two-component
sequential model, it assumes that a direct rise occurs to an
initial state within an instrument response time≪1 ps; this rise
is then followed by a decay from the initial state to an
intermediate state at a ﬁrst time constant, τ1, which is
subsequently followed by decay from the intermediate state
back to the ground at a second time constant, τ2. In this
method, the spectral shapes of the initial and intermediate
states as well as the corresponding rate constants are
determined by a least-squares ﬁt to the two-dimensional data
set. Note that this kinetic model is identical to the process
shown in Scheme 1A.
The results of the global ﬁt for Co3O4 in methanol and in
vacuum are shown Figure 3. Parts A and B show the two
spectral components corresponding to the initial and
intermediates states for the methanol and vacuum cases,
respectively, and the insets represent the kinetic traces showing
the time dependent evolution of these states. To summarize the
kinetics, it is found that in vacuum the initial state decays to an
intermediate state with a time constant of 8 ± 2 ps and that the
intermediate state subsequently decays to the ground state with
a time constant of 1.9 ± 0.3 ns. By comparison, in methanol the
initial state decays to a spectrally diﬀerent intermediate state in
4.9 ± 0.9 ps and that intermediate state subsequently decays to
the ground state in 600 ± 40 ps. Error values represent
standard errors calculated by the root-mean-square method
using the GLOTARAN statistical software package.
Comparing the spectra shown in parts A and B of Figure 3, it
can be seen that the initial state spectra are very similar for
Co3O4 samples in both methanol and vacuum (see also Figure
2A). This indicates that the interface does not determine the
Figure 2. (A−D) Transient absorption spectra of Co3O4 in methanol
and vacuum at pump−probe delay times of 1 (A), 15 (B), 150 (C),
and 400 (D) ps. The broad, light-colored lines represent the
experimental spectra, while the narrow, dark-colored lines represent
the global ﬁt values at the corresponding time slices. (E,F) Kinetic
traces of ΔA at 62.4 eV (E) and 63.4 eV (F) highlighting the diﬀerent
spectral evolution of the Co3O4 sample in vacuum and methanol.
Insets on E and F are an enlargement of the data at time delays out to
40 ps.
Scheme 1
Figure 3. Transient absorption spectra of the initial and intermediate
states determined by the two-component, sequential ﬁt of the
experimental data taken for Co3O4 in methanol (A) and vacuum
(B). The insets show the corresponding time-dependent evolution of
these states. In the case of Co3O4 in methanol, the initial and
intermediate states decay with time constants of 4.9 ± 0.9 and 600 ±
40 ps, respectively. By contrast, in the case of Co3O4 in vacuum, the
initial and intermediate states decay with time constants of 8 ± 2 ps
and 1.9 ± 0.3 ns, respectively. Error values represent the standard
errors calculated from the global ﬁt using the GLOTARAN statistical
software package.
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initial photoexcited state of the system and the eﬀect of the
interface on the carrier dynamics is not signiﬁcant during the
ﬁrst 1 ps following photoexcitation. As noted, the transient
dynamics of Co3O4 in vacuum were investigated in detail on
the sub-ps time scale using the same experimental apparatus
with a time resolution down to 45 fs.51 To summarize those
results here two diﬀerent processes are observed in the HHG
transient absorption spectrum on the sub-ps time scale: (1)
The intensity of the transient absorption signal decreases by
∼60%, and this amplitude decay occurs in 190 ± 10 fs. This
amplitude decay is also found to occur more rapidly at higher
excitation ﬂuence, which is consistent with electron−hole pair
recombination via an Auger decay mechanism. It is
hypothesized that the 190 fs time constant associated with
Auger decay corresponds to exciton localization, which limits
subsequent multiexciton interactions in the Co3O4 sample. (2)
In addition to the amplitude decay, a 200 meV red shift of the
transient absorption occurs in 535 ± 33 fs, and this process is
ascribed to hot carrier thermalization by carrier−phonon
scattering. Here we consider the longer-time eﬀects on the
exciton recombination dynamics with a comparison of the
methanol and vacuum interfaces.
Examination of the intermediate states on longer time scales
shows that for the Co3O4 sample in vacuum, little spectral
evolution occurs during the entire time evolution, as indicated
by the close similarity between the initial and intermediate
spectra of this sample (see Figure 3B). The only diﬀerence
between these two spectra is a slight decay of the peak center at
62 eV. The experiments on the sub-ps time scale show that this
eﬀect is most pronounced within the ﬁrst few hundred
femtoseconds after excitation, and here we observe that a tail
of this decay extends out to approximately 10 ps. This fast
decay to the intermediate state in vacuum is attributed to Auger
recombination accompanied by hot carrier thermalization, as
discussed in detail separately.51 The close similarity between
the initial and intermediate spectra for the results in vacuum
indicate that the two components of the global ﬁt represent
similar electronic states with the small diﬀerences resulting
primarily from Auger decay and carrier thermalization.
Diﬀerent results are observed for Co3O4 samples in
methanol. This is seen in Figure 3A, which shows that the
peak in transient absorption originally centered at 62 eV decays
asymmetrically from the high-energy side, causing it to shift to
∼1.5 eV lower energy in the intermediate spectrum of this
sample. Because these transient kinetics give rise to an
intermediate spectrum that is only observed for Co3O4 in
methanol, we conclude that the presence of liquid methanol on
the Co3O4 surface gives rise to an additional electron−hole pair
recombination pathway. To quantify the rate of elementary
steps in this additional relaxation pathway, we consider several
possible kinetic models.
It is likely that the time constants observed in methanol
represent the combined rate of carrier relaxation in vacuum
with additional decay processes that occur only in methanol. If
this is true, the 4.9 and 600 ps time constants observed in the
global ﬁt represent combined rates of competing decay
processes, and a more in-depth kinetic analysis is required to
determine the actual rates of elementary steps. Models
considered are shown in Scheme 1, which are discussed in
detail below. Part A shows the simplest case observed in
vacuum where an initial excited state, EH, decays to an
intermediate excited state, ET, at a rate given by k1, and ET
subsequently decays to the ground state, G, at a rate given by
k2. Values for k1 and k2 based on the global ﬁt to the data
obtained for Co3O4 in vacuum are given in Table 1 in units of
ps−1.
Scheme 1B shows the case where a competing relaxation
pathway is included. According to this model the initial excited
state, EH, can additionally decay to an intermediate state, ES, at
a rate given by k3, and ES subsequently decays to the ground
state, G, at a rate given by k4. Assuming this model, the
intermediate state observed in the ﬁt to the data obtained for
Co3O4 in methanol would form at a rate given by k1 + k3 and
represent a convolution of ET and ES with relative contributions
given by k1/(k1 + k3) and k3/(k1 + k3), respectively. Because the
formation of an intermediate state for Co3O4 in methanol
occurs in 4.9 ± 0.9 ps and the value of k1 is independently
known, it would be possible to calculate k3 and to deconvolute
the intermediate spectrum observed for Co3O4 in methanol in
terms of ET and ES. According to this model, the intermediate
spectrum for Co3O4 in methanol, presumably a composite of
both ET and ES, would show a biexponential decay to the
ground state at rates given by k2 and k4. However, this predicted
long-time behavior is not compatible with the results of Figure
2, which show that the composite intermediate spectrum can be
ﬁt with a single exponential rate of 1.7 × 10−3 ps−1. This rate is
approximately 3 times faster than k2 for Co3O4 samples
measured in vacuum (5.1 × 10−3 ps−1). Although model B
cannot be entirely excluded, models C and D provide better ﬁts
to the experimental data at time delays >100 ps.
For the case of k3 = k5 in Scheme 1C this process can be
solved in closed form, and the solution is provided in the
Supporting Information. The results show that ES will form at a
rate given by k3 and subsequently decays to the ground state at
a rate given by k4. This model provides a match to the observed
transient kinetics for Co3O4 in methanol (see Supporting
Information Figure S2). Other cases where k3 ≠ k5 are also
considered by numerical integration in the Supporting
Information. The results show that k3 and k5 may diﬀer at
most by approximately 1 order of magnitude and still ﬁt the
data.
Lastly, we consider the case for a reversible step ET ⇄ ES at
k5/k−5 as shown in Scheme 1D. Using numerical integration,
we ﬁnd that it is possible to ﬁt the experimental data using this
model (see Supporting Information Figure S4). The results
show that the values of k1, k2, k3, and k5 do not vary
Table 1. Rate Constants for Kinetic Models Depicted in Scheme 1a
k1 k2 k3 k4 k5 k−5
model A 1.2 × 10−1 5.1 × 10−4
model B 1.2 × 10−1 5.1 × 10−4 7.9 × 10−2
model C 1.2 × 10−1 5.1 × 10−4 2.1 × 10−1 1.7 × 10−3 2.1 × 10−1 0
model D 1.2 × 10−1 5.1 × 10−4 2.1 × 10−1 ≥1.7 × 10−3 2.1 × 10−1 ≥0
aAll values are given in units of ps−1. No value is provided for k4 in Model B because this model does not match the long-time behavior of the
experimental data. The experimental data cannot diﬀerentiate between Models C and D, which diﬀer only in the values of k4 and k−5.
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considerably between Scheme 1 panels C and D. However, the
value of k4 necessary to match the observed 600 ± 40 ps decay
to the ground state increases linearly with the ratio k−5/k5 (see
Supporting Information Figure S5). This suggests that the value
of k4 in Table 1 (1.7 × 10
−3 ps−1) for the case k−5 = 0 (i.e.,
Scheme 1C) represents a lower limit, and this rate constant is
possibly faster if exciton interactions leading to an enhanced
recombination rate are reversible. Because the data cannot
diﬀerentiate between Scheme 1 panels C and D, it is only
possible to give k4 = 1.7 × 10
−3 ps−1 as the lowest possible value
for the rate of methanol-enhanced exciton recombination as
shown in Table 1.
To better understand the chemical nature of charge carrier
dynamics in these two systems it is valuable to interpret these
transient spectra in terms of speciﬁc electronic excited states.
Toward this end we employ the CTM4XAS55 ligand ﬁeld
multiplet model.53 This model has also been used to interpret
the sub-ps carrier dynamics in photoexcited Co3O4
51 and
Fe2O3,
35 and we consider the results of these calculations
further for Co3O4. To summarize the method, the
CTM4XAS55 ligand ﬁeld multiplet model is capable of
predicting X-ray absorption spectra from the calculated splitting
of metal d orbitals by the ligand ﬁeld in an atomic cluster.54,55
Solid-state eﬀects are included in this model simply as a
reduction in the Slater integral term to account for electron
correlation and charge transfer eﬀects. However, because the
current model relies on an atomic cluster picture, it is not
expected to accurately predict X-ray spectra for surface states or
trapped charges, which we observe on the several picoseconds
time scale.
Co3O4 exists in the spinel structure where oxygen anions
form a face-centered cubic lattice and cobalt cations occur in
both the 2+ and 3+ valence states in a 1:2 ratio. Within the
lattice, the Co2+ cations coordinate to four oxygen ions in a
tetrahedral geometry, and the Co3+ cations coordinate to six
oxygen ions in an octahedral geometry. Using the
CTM4XAS55 program to match the ground state absorption
spectrum of Co3O4 produces the ﬁt shown in Figure 4A. In this
ﬁtting, the 10Dq ligand ﬁeld values for Co ions at both
tetrahedral and octahedral sites are taken from literature,56 and
the contribution to absorption from each valence state is
normalized based on the d-level occupancy and the known
stoichiometry. The absolute energy axis is scaled independently
for each state to match the experimental spectrum. The Slater
integral reduction and the Fano factor for line width
broadening are also taken as adjustable parameters. Exact
ﬁtting parameters are provided in the Supporting Information.
All parameters are optimized based on the ﬁt to the
experimental ground state spectrum and then kept constant to
predict the X-ray absorption spectra of various possible excited
states. Excited state spectra are predicted by manually changing
the valence state of cobalt ions in the diﬀerent lattice sites to
simulate the following excitations: (1) O2− → Co3+ ligand-to-
metal charge transfer (LMCT), (2) O2− → Co2+ LMCT, (3)
Co3+→ Co2+ metal-to-metal charge transfer (MMCT), and (4)
Co2+ → Co3+ MMCT. In this notation, the arrow indicates an
electron transfer between adjacent ions in the Co3O4 lattice. In
addition, X-ray spectra of d−d excited states at both octahedral
(5) and tetrahedral (6) lattice sites are also modeled by
manually rearranging the d-shell electron conﬁguration at ﬁxed
occupancy by using Tanabe−Sugano diagrams also calculated
in CTM4XAS55. The predicted spectra for each of these six
possible photoexcited states are shown in Supporting
Information Figure S7. Comparison of each of these modeled
excited state spectra with the experimental X-ray transient
absorption measurements reveals that the initial state in both
the vacuum sample and the methanol sample represent an O2−
→ Co3+ LMCT excitation (see Figure 4B), and this conclusion
is consistent with previous assignments of the optical
absorption bands in spinel Co3O4.
57
This assignment indicates that, in the initial excited state of
both samples, the hole resides in the O 2p orbital of the Co3O4
valence band and the electron resides in the Co 3d orbital of
the conduction band. The current model is unable to predict
spectra associated with surface states, charged layers, or
multiexciton formation, and indeed we ﬁnd that none of the
six excited state spectra considered by the present model are a
good match for the intermediate spectrum of the Co3O4 in
liquid methanol. We now consider several possible mechanisms
for the methanol-enhanced recombination pathway discussed
above.
We consider three possible ways that the methanol surface
layer can inﬂuence the electronic structure of Co3O4 as
observed by the X-ray spectroscopy. First, an interface potential
between the Co3O4 and the methanol layer could induce band
bending in the Co3O4 thin ﬁlm. This band bending would
represent a driving force for charge separation, and electrons
and holes would be pushed in opposite directions inside the
Co3O4 ﬁlm following photoexcitation. In the absence of a net
catalytic reaction, this eﬀect would be expected to lead to a
longer, rather than shorter, carrier lifetime because charge
separation would prevent electron−hole pair recombination.
This is diﬀerent than what we observe experimentally, so it is
unlikely that charge separation due to band bending can be
responsible for methanol-enhanced carrier recombination as
observed in this experiment.
Second, it is possible that the methanol surface layer
inﬂuences the dielectric function felt by excitons in the
Co3O4 thin ﬁlm. This could occur due to polarization of the
Figure 4. (A) Experimental ground state M2,3 edge absorption
spectrum of Co3O4 and corresponding ﬁt using the ligand ﬁeld
multiplet model. The nonresonant absorption contributions extending
from the valence electron ionization at ∼20 eV have been subtracted
from the raw spectrum. The dashed lines show the respective
contributions of Co2+ (Td) and Co
3+ (Oh) cations to the simulated
absorption spectrum. (B) Simulated diﬀerence spectrum for a Co3+
(Oh) LMCT excited state compared to the experimental transient
absorption spectra for Co3O4 in methanol and vacuum. The simulated
spectrum is an excellent match for both of the initial states. However,
the intermediate state for the methanol sample is shifted to lower
energy relative to the other three spectra and shows a bleach below
∼58 eV.
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Co3O4 surface by methanol adsorption, which would aﬀect the
dielectric function of the Co3O4 over some screening depth
from the interface. In the case of a reduced dielectric constant
in the Co3O4 ﬁlm, neighboring excitons may interact
58 giving
rise to an enhanced decay rate by biexciton or Auger
recombination. However, based on the 190 fs time scale for
Auger recombination and carrier localization observed in the
related study,51 we believe it is unlikely that multiexciton
formation plays a signiﬁcant role on the carrier dynamics at
these much longer scales (tens to hundreds of ps). While
current data cannot completely exclude this mechanism, it is
probable that the surface states of the Co3O4−methanol
interface are also aﬀecting the observed carrier relaxation
kinetics as discussed below.
Finally, we consider the formation of surface states in the
Co3O4 thin ﬁlm due to methanol adsorption that could act
either as an electron or hole trap at the Co3O4−methanol
interface. In this case, surface charge trapping followed by
enhanced electron−hole pair recombination at the Co3O4−
methanol interface could explain the spectral and dynamic
experimental results. Assuming this mechanism, the rate
constants k3 and k5 discussed above would represent the rate
of surface charge trapping, and k4 would represent the rate of
subsequent electron−hole pair recombination at the Co3O4−
methanol interface. To determine the plausibility of this
explanation, it is possible to estimate the diﬀusion coeﬃcient
of charge carriers in Co3O4 based on the known ﬁlm thickness
and the measured rate of surface trapping. For a 15 nm thick
ﬁlm and a surface trapping rate between 7.9 × 10−2 and 2.1 ×
10−1 ps−1 (see k3 values in Table 1), the calculated charge
carrier diﬀusion coeﬃcient is between 0.059 and 0.15 cm2 s−1.
This range of values encompasses the measured diﬀusion
coeﬃcient for photoexcited electrons in titanium oxide thin
ﬁlms.59,60 While carrier diﬀusion in Co3O4 is not expected to be
identical to TiO2, this correlation suggests that the observed
time scale is roughly consistent with exciton migration to the
surface by random walk diﬀusion.
To further explore this mechanism for surface-mediated
carrier recombination, we consider what is known about the
electronic structure of methanol adsorbed on metal oxides. We
ﬁrst consider the presence of unoccupied states near the Co3O4
conduction band edge that could act as electron traps. When
methanol adsorbs on certain metals or metal oxides, discrete
surface states appear above the Fermi level, and these states
(sometimes called “wet electron” states) have been extensively
studied by two-photon photoemission spectroscopy.61,62
However, it is improbable that these states act as an electron
trap in the present experiment for two reasons: First, electron
trap states at the metal oxide−methanol interface have only
previously been reported several electronvolts above the
conduction band minimum.61 Because in the present experi-
ment surface−charge interaction is occurring on a time scale
slower than hot carrier thermalization, it is not likely that the
photoexcited electrons would be able to access theses states
that are much greater than kT above the conduction band
minimum. Second, time-resolved studies of electrons trapped in
these states show that they have very short lifetimes on the
order of <100 fs.61 However, in the present study, we observe a
much longer time scale (∼5 ps) for surface charge interactions.
Consequently, it is unlikely that electron trapping in methanol
leads to surface-mediated carrier recombination as observed in
this experiment.
We last consider the possibility of hole trapping at the Co3O4
surface. Methanol is a well-known hole scavenger from
photoexcited metal oxides36−38 indicating that adsorbed
methanol contains an occupied state that could be acting as a
hole acceptor from the Co3O4 valence band. Accordingly, of the
possibilities considered here, it seems most probable that hole
transfer from photoexcited Co3O4 to the methanol surface layer
is the ﬁrst step leading to surface-mediated recombination. In
this mechanism, we can neglect the possibility of hole
thermalization from an O 2p orbital to a Co 3d orbital in the
valence band of Co3O4 prior to injection because this process
would be observed as a change in the transient absorption
spectrum corresponding to either the Co2+ → Co3+ MMCT
state or the Co3+ d−d excited state shown in Supporting
Information Figure S7. Because neither of these states is
observed as intermediates in the transient absorption kinetics,
we hypothesize that hole injection to methanol occurs directly
from the O 2p orbital of Co3O4.
In this picture, hole injection to the methanol represents the
driving force for surface trapping of the free electrons as
positive charges accumulate in the adsorbed methanol layer.
Another way of stating this is that in the absence of an interface
potential to drive charge separation, the exciton remains bound,
and when the hole is trapped in the adsorbed methanol layer,
the electron also remains localized to the near surface region.
Because the rate of surface trapping appears to be near the
diﬀusion limit for carrier migration, this mechanism would
suggest that hole transfer from the O 2p orbital of Co3O4 to
surface methanol is reasonably eﬃcient. If this mechanism is
correct, then these results point to recombination of electrons
with partially oxidized surface intermediates as a possible reason
that direct excitation of Co3O4 does not lead to high
photocatalytic redox eﬃciency. It is also possible that surface
charge trapping leads to increased exciton concentration in the
near-surface region resulting in enhanced Auger recombination,
even at these longer time scales.
This study explores the important role of surface electronic
structure to inﬂuence excited state evolution and relaxation
lifetimes in nanoscale systems and demonstrates the ability of
HHG transient absorption spectroscopy to follow these
dynamics in liquid environments in real time with chemical
state speciﬁcity. For these reasons we anticipate that this
technique will ﬁnd additional applications studying a wide
range of catalytic and energy conversion processes occurring at
the solid−liquid interface.
Methods. High Harmonic Generation Transient Absorp-
tion Spectrometer. The details of the HHG transient
absorption spectrometer have been reported elsewhere.35 In
short, high harmonics are generated by focusing an 800 nm
pump pulse (1.5 mJ, 35 fs) into a semi-inﬁnite gas cell
containing 100 Torr of Ne. A 400 nm pulse (20 μJ, 60 fs) is
used as a symmetry breaking ﬁeld to allow generation of both
even and odd harmonics. The residual 800 and 400 nm light is
removed from the high harmonic EUV beam using two 600 nm
thick Al ﬁlters. A gold-coated toroidal mirror at grazing
incidence focuses the EUV beam onto the Co3O4 sample. After
the sample, the transmitted beam is spectrally dispersed onto a
CCD detector using a concave variable line spacing grating.
The entire system after the semi-inﬁnite gas cell is maintained
at 10−6 Torr. The sample is pumped with a separate 400 nm
pulse (3.0 μJ, 35 fs) focused to a spot size of 150 μm.
To obtain a transient spectrum, a shutter is used to block the
pump beam and the diﬀerence spectrum is recorded. Spectra
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are integrated for 2−3 s depending on the X-ray transmission,
which varies between the vacuum and methanol samples. The
data reported here reﬂect the average of 200 spectra per time
point. All reported data in methanol were collected using a
single Co3O4 substrate. Data were collected from multiple
sample locations. Between 4 and 6 runs a day for 5 days were
collected on this sample to produce the data set. Diﬀerence
spectra recorded at negative time delays are nonzero. This
represents the combined eﬀect of transient states that have
lifetimes >1 ms (the repetition rate of the laser) as well as
solvent bleaching by the pump beam that was found to recover
on the several second time scale. Consequently, in the reported
data the transient absorption recorded at negative delay times is
subtracted to remove these contributions to the spectra.
To avoid sample damage caused by laser-induced heating, the
vacuum samples are raster scanned as described previously.35
However, unlike the vacuum samples, the methanol samples
were not raster scanned because the presence of methanol
greatly reduces laser heating, and no beam-induced spectral
changes were observed, even after several hours of pump beam
exposure.
Liquid Cell. A silicon nitride liquid cell was used to adapt the
transient absorption spectrometer to liquid phase samples for
studies of the solid/liquid interface. Similar cells have been
previously used for static or time-resolved soft X-ray absorption
measurements in the liquid phase.63,64 The cell consists of two
silicon nitride membranes (100 nm each) supported on silicon
substrates and separated by an SU8 polymer spacer layer (500
nm). The cobalt oxide catalyst is deposited on one of these
membranes. During experiments, these two substrates are
pressed face-to-face and inlet and outlet lines are connected to
the liquid channel via O-ring seals. A schematic of this liquid
cell is depicted in Supporting Information Figure S8.
Because the thin silicon nitride membranes will bend
outward or burst if the methanol is pressurized inside the
liquid cell, a syringe pump is used to pull vacuum on the outlet
side of the cell while the inlet side is supplied with methanol at
ambient pressure. This method for ﬂowing relies on capillary
action and ensures that pressure inside the cell never exceeds 1
bar. In accordance with capillary-driven ﬂow, we ﬁnd that the
ﬂow rate depends on the contact angle of the solvent on the
surface of the liquid cell. In the case of aqueous solvent, UV/
ozone treatment of the substrate is necessary to make the
surface hydrophilic in order to create a capillary pressure.
However, methanol wets the substrate even without any
pretreatment, and no surface pretreatment was used in these
experiments. On the basis of the migration of air bubbles in the
liquid cell feed lines, it is estimated that the ﬂow rate is on the
order of 100 nL/min.
Co3O4 Thin Film Preparation. Co3O4 thin ﬁlms were
prepared by magnetron sputtering from a metallic Co source in
an Ar atmosphere. As-deposited the ﬁlms were both amorphous
and highly O deﬁcient. However, annealing the ﬁlms at 500 °C
for 12 h in air resulted in a pure crystalline spinel Co3O4 phase
as conﬁrmed by both X-ray diﬀraction and electron diﬀraction
(see Supporting Information Figure S9). On the basis of the
measured sputter rate, the Co3O4 ﬁlms were 15 nm thick after
annealing.
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