Abstract Quasi-Monte Carlo (QMC) methods are playing an increasingly important role in the pricing of complex financial derivatives. For models in which the prices of the underlying assets are driven by Brownian motions, the efficiency of QMC methods is known to depend crucially on the method of generating the Brownian motions. This paper focuses on the impact of various constructions. While the Brownian bridge construction often yields very good results, as Papageorgiou (J. Complexity, Vol. 18, 171-186, 2002) has pointed out, there are financial derivatives for which the Brownian bridge construction performs badly. In this paper we first extend Papageorgiou's analysis to establish an equivalence principle: if Brownian bridge construction (or any other construction) is the preferred method of construction for some particular financial derivative, then for any other method for generating a Brownian motion, there is another financial derivative for which the latter method of construction is the preferred one. In this sense all methods of construction are equivalent and no method is consistently superior to others: it all depends on the particular financial derivative. We then show how to find a good construction for a particular class of financial derivatives, namely, weighted arithmetic Asian options (including American Asian options) based on the weighted average of the stock prices. We do this by studying a simpler problem, namely, the corresponding geometric Asian option, for which the problem of finding the best construction is analytically tractable, and then applying this construction to the weighted arithmetic Asian option. Numerical experiments confirm the success of the strategy: while in QMC all the commonly used methods (the standard method, the Brownian bridge and principal component analysis) may lose their power in some situations, the new method behaves very well in all cases. The new method can be interpreted as a practical way of reducing the effective dimension for the class of weighted Asian options.
Introduction
With financial products becoming more and more complex, there is a need for faster and more accurate valuation tools. Many problems in derivative pricing can be formulated as high-dimensional integrals (the dimension being in the hundreds or even thousands), and only in rare cases do explicit solutions exist. Monte Carlo (MC) and quasi-Monte Carlo (QMC) methods are powerful tools for approximating high-dimensional integrals arising in financial engineering (see Glasserman 2004 ). The MC method has a convergence rate of O(n −1/2 ), where n is the number of function evaluations. This convergence rate, though independent of the dimension, is very slow.
QMC methods replace random numbers with low discrepancy points or quasi-random numbers, which are deterministic and cleverly chosen. A QMC algorithm has a deterministic error bound O(n −1 (log n) d ) for functions of bounded variation in the sense of Hardy and Krause, where d is the dimension (see Niederreiter 1992) , which is asymptotically superior to the rate of MC. Many empirical investigations demonstrate that QMC methods are significantly more efficient than MC for a variety of high-dimensional problems in finance (see Boyle et al. 1997 , Joy et al. 1996 , Ninomiya and Tezuka 1996 , and Paskov and Traub 1995 .
The asymptotic convergence rate of QMC does not explain its success for high-dimensional finance problems, since for large dimension d the asymptotic property is not useful for practical values of n. The concepts of effective dimensions (see Caflisch et al. 1997 ) and the theory of weighted function spaces (see Sloan and Woźniakowski 1998) may offer reasonable explanations. It is observed that many finance problems are naturally weighted (in the sense of being controlled by some parameters) and are typically of small effective dimensions in either the truncation or superposition sense (see Caflisch et al. 1997 , Wang and Fang 2003 , Wang and Sloan 2005 . Roughly, this means that the integrand depends mainly on a small number of the leading variables, or is nearly a sum of functions each depending on only a small number of variables. We refer to functions with small effective dimension as QMC-friendly.
An important special feature of low discrepancy point sets is the superior quality of the projections onto earlier dimensions and the projections onto one-and two-dimensional spaces. However, their projections onto later dimensions can exhibit poor quality (Morokoff and Caflisch 1994, and Sloan 2008) . Thus to increase the efficiency of QMC there is strong motivation to reduce the effective dimension of the problem. Several approaches aimed at reducing the effective dimension have been proposed, such as the Brownian bridge (BB) (see Caflisch et al. 1997 , and Moskowitz and Caflisch 1996) and the refined Brownian bridge (Lin and Wang 2008) , principal component analysis (PCA) (see Acworth et al. 1998 ) and its variants (seeÅkesson and Lehoczky 2000). For multiple assets, a two-stage procedure is proposed in Wang (2008) , which provides a general framework to combine BB and PCA and to optimize the use of low discrepancy points. In many cases, a proper use of dimension reduction techniques can reduce the effective dimension and significantly increase the efficiency of QMC. In some cases the use of BB and PCA may even break the curse of dimensionality (see Wang and Sloan 2007) .
However, as pointed out in Papageorgiou (2002) , BB (or PCA) is not a panacea. There are situations where it performs badly. It is shown in Wang (2006) that the effective dimensions can even be increased by BB or PCA for some problems. The reason is that these techniques, which are derived from different decompositions of the covariance matrix resulting from the discretization of the Brownian motion, do not take into account the particular payoff function. In Papageorgiou (2002) , it is shown that the worst case error of a QMC algorithm over a certain class of functions is independent of the method of decomposition. In this sense, all decompositions are equivalent.
Due to the possible pitfalls of BB or PCA, a more powerful approach would be to find a method that can automatically take into account the particular payoff function. Imai and Tan (2006) propose an interesting method of linear transformation which aims to minimize the truncation dimension of the integrand. This method requires the solutions of a series of optimization problems and may not easy to implement in general (especially when the integrand is highly nonlinear). Here we seek to develop a problem-dependent method that is easy to implement (at least in some special cases).
Specifically, we consider the model of a single underlying asset driven by a Brownian motion. To price a financial derivative, we need first to generate the Brownian motion. We can assume that the discounted payoff of the financial derivative can be written as a function
T which is normally distributed with mean zero (without loss of generality) and covariance matrix C (denoted by x ∼ N (0, C)), where C i,j = min(t i , t j ), if the Brownian motion is observed at times t 1 , . . . , t d . The price of the financial derivative can then be expressed as a Gaussian integral
To generate x in MC or in QMC, it suffices to decompose the matrix C as C = AA T for some matrix A. In MC we generate a vector z = (z 1 , . . . , z d )
T of d independent standard normal variables, and return x = A z. In QMC the vector z = (z 1 , . . . , z d )
T is usually generated by the inverse transformation z = Φ −1 (u) :
T , where Φ −1 (u) is the inverse of the standard normal cumulative distribution function and
d is a point from a low discrepancy point set. From the point of view of integration, the latter procedure is equivalent to transforming the integral (1) to
and then applying a low discrepancy point set to the last integral. There are many possible choices for the decomposition matrix A which satisfies AA T = C. The standard construction of the Brownian motion makes use of Cholesky decomposition, in which A is a lower triangular matrix. Each decomposition corresponds to a method of generating the Brownian motion and vice versa. Different choices of decomposition have no impact on MC (since they do not change the variance of the integrand). However, their impact on QMC can be significant, since the resulting integrand G(A Φ −1 (u)) may have quite different dimension structure (see Wang 2006) . This is an important difference between MC and QMC. Therefore, in QMC there is an important question of how to choose a "good" decomposition matrix A for a given payoff function so that the resulting integrand is more QMC-friendly. There is little theory available to guide this choice. We try to answer this question in some special cases, in particular, for pricing weighted arithmetic Asian options of European and American style.
Before doing this, we establish an equivalence principle for covariance matrix decomposition, which refines the arguments in Papageorgiou (2002) . Roughly speaking, the equivalence principle states that if a decomposition works well (or badly) for a given financial derivative using a QMC algorithm, then for every other decomposition there is another financial derivative which can be priced with exactly the same result (and hence with exactly the same accuracy) by using the same low discrepancy point set. In this sense, all decompositions are equivalent. The purpose of this paper is to get new insights into the effects of different decompositions and present new indications on when and why a particular decomposition may provide better improvements in QMC.
This paper is organized as follows. In Section 2, we establish the equivalence principle for covariance decompositions. In Section 3, we study in some special cases how to find a good or an optimal decomposition. In Section 4, we set up two series of numerical experiments for pricing European and American-style options to demonstrate how the simple idea in Section 3 has immediate implications for pricing options that depend on the weighted arithmetic average of the asset prices. Numerical results show that the new method performs very well in almost all situations, while all the commonly used methods (the standard method, BB and PCA) may lose their power in some situations. Concluding remarks are presented in the last section.
An Equivalence Principle for Covariance Matrix Decompositions 2.1 Pricing financial derivatives and high-dimensional integrals
We consider models driven by a Brownian motion. Suppose our problem is to price a European path-dependent financial derivative (say, an option) with a discounted payoff g(S t 1 , . . . , S t d ), where S t 1 , . . . , S t d are the prices of the underlying asset at observation times 0 ≤ t 1 ≤ · · · ≤ t d . For simplicity, suppose that the asset prices are sampled at equally spaced times t j = j∆t, j = 1, . . . , d with ∆t = T /d and T being the expiration date of the financial derivative. Assume that under the risk-neutral measure the underlying asset follows the geometric Brownian motion
where r is the risk-free interest rate, σ is the volatility and B t is the standard Brownian motion. The analytical solution to (2) is
Based on the risk-neutral valuation principle, the value of the financial derivative at t = 0 is
where IE[·] is the expectation under the risk-neutral measure. To estimate the price by simulation, one needs to generate a number of paths of the asset prices, compute the discounted payoff for each path and then average the results.
T be the Brownian motion at times t 1 , · · · , t d . Then x is normally distributed with mean zero and covariance matrix C, that is x ∼ N (0, C), where C is given by
From (3) we have
We may therefore express the discounted payoff function in terms of x as
Each vector x determines a path of the underlying asset (see (5) ) and each such path determines a discounted payoff of the financial derivative. The function G is the composition of these mappings. So the discounted payoff of the financial derivative is a function of a normally distributed vector x with mean zero and covariance matrix C. On the other hand, any function G(x) with x ∼ N (0, C) can be viewed as a discounted payoff of some financial derivative. The value of the financial derivative at time t = 0 can then be expressed as
Pricing the financial derivative means evaluating the integral on the right hand side. From the point of view of integration, by putting x = Az with A = (a i,j ) being a d × d matrix satisfying C = AA T , we have
where
Note that a method of covariance matrix decomposition C = AA T is equivalent to a method of generating the Brownian motion path
. . .
where a j is the jth column of A. The matrix decomposition C = AA T is also equivalent to the change of variables x = A z used in transforming the integral (6) into the integral (7).
The integral (7) can be formally transformed to
In the QMC setting, we approximate the price V (G) by
where z i = Φ −1 (u i ) and {u i , i = 1, . . . , n} =: P is a low discrepancy point set over the unit cube [0, 1) d . Clearly, the efficiency of the QMC approximation Q P (G, A) depends on the discounted payoff function G, the decomposition matrix A and the low discrepancy point set P. For a given payoff G and a given low discrepancy point set P, we have a great deal of flexibility in choosing the decomposition matrix A satisfying AA T = C. Our purpose is to investigate the role of the generating matrix A and to choose A in such a way that the resulting final function is QMC-friendly.
Constructions of Brownian motion
Any matrix A satisfying AA T = C can be used as the generating matrix in the path generation (8) . We have pointed out that MC algorithms based on different generating matrices (or decompositions) are equivalent, since the error of the MC estimate is determined by the variance of the integrand, which is unchanged under different decompositions. However, different decompositions may lead to integrands with quite different dimension structure for a given problem, thus the efficiency of QMC may differ widely for different decompositions due to the special distribution properties of low discrepancy points. This is why we should pay great attention on the choice of decomposition in QMC (but not in MC). We describe briefly several constructions for the Brownian motion paths, which are commonly used (see Glasserman 2004 ).
• The standard construction (or random walk construction) generates the Brownian motion sequentially: given B 0 = 0, we set
Accordingly, the generating matrix A in (8) for this case is the Cholesky decomposition of the covariance matrix C, which takes the form
• The BB construction (see Caflisch et al. 1997 , and Moskowitz and Caflisch. 1996) . Given a past value B t i and a future value B t k , the value B t j (with t i < t j < t k ) can be generate according to the formula:
. Assume the number of time steps is a power of two. Given B 0 = 0, the Brownian motion is generated at times in order T, T /2, T /4, 3T /4, . . .
The generating matrix A BB associated with the BB construction can also be obtained explicitly, see Wang (2006) . In BB construction, the most important values that determine the large scale structure of Brownian motion are the first components of
refined BB construction is proposed in Lin and Wang (2008).
• The PCA construction takes the generating matrix in path generation (8) to be (see Acworth et al. 1998 )
where Λ = diag(λ 1 , . . . , λ d ) is a diagonal matrix of eigenvalues of the covariance matrix C arranged in a non-increasing order and the columns of V are the corresponding eigenvectors of unit length.
All methods above generate vector x = (B t 1 , . . . , B t d ) T with the same probabilistic distribution N (0, C). One difference between these methods is the computational work required. The PCA construction is often thought to be too expensive, since finding the eigenvalues and eigenvectors of the covariance matrix C requires in general O(d 3 ) operations, and to construct B t 1 , . . . , B t d from z 1 , . . . , z d using the matrix-vector product (8) (2000) to reduce the computational work for PCA. Another difference between these methods is the variability explained by the first k normal random variables in the representation (9) (where the variability explained by the first k standard normals in the representation (9) is defined as the sum of the squared norms of the first k columns of the generating matrix A). In BB and PCA constructions, most of the variability is explained by the first few normal random variables. In particular, PCA packs the variability in the first few z j 's in an optimal way (see Acworth et al. 1998 ). More precisely, the approximation error
is minimized by taking b j = λ j v j (i.e., the jth column of A PCA ), where v j is the normalized eigenvector of C associated to λ j , and setting
. Thus PCA provides an optimal lower-dimensional approximation to a random vector. The comparisons of explained variability of various constructions are presented in Acworth et al. (1998) , and Lin and Wang (2008) .
It is known that BB and PCA constructions can increase the efficiency of QMC in some cases by reducing the effective dimension (see Caflisch et al. 1997, Wang and Fang 2003) . However, an example of a digital option is given in Papageorgiou (2002) in which BB performs worse than the standard method. It is shown in Wang (2006) that the effective dimension in that example is increased by BB or PCA. We emphasize that the superiority of BB and PCA in the sense of explained variability does not imply their superiority in increasing the efficiency of QMC for every problem. The possible pitfall of BB and PCA is that they do not take into account the payoff function. For example, if the payoff of an option depends only on the asset price at the first time step S t 1 (or equivalently, depends only on B t 1 ), then using the standard method for generating the Brownian motion results in a function of only one variable z 1 (which is ideal for integration), however, BB and PCA constructions lead to functions of multiple variables, and hence are less desirable. More examples to show that BB and PCA should not be applied blindly are given in Section 4.
An equivalence principle for covariance matrix decompositions
We study the impact of different covariance matrix decompositions. It is shown in Papageorgiou (2002) that the worst case error of QMC over a certain class of functions is independent of the decompositions. More precisely, the quantity
is independent of the decomposition matrix A for some class F of functions G :
where V (G) and Q P (G, A) are the integral and the approximation value, defined in (6) and (10), respectively. Thus in the sense of worst case error all decompositions are equivalent. Below we establish a simpler equivalence of covariance matrix decompositions, which refines the arguments in Papageorgiou (2002). As shown above in the Black-Scholes setting, the discounted payoff of any path-dependent financial derivative can be written as a function of a normally distributed vector x with mean zero and covariance matrix C. On the other hand, any function G(x) with x ∼ N (0, C) can be viewed as a discounted payoff of some financial derivative. Now for a given financial derivative with the discounted payoff G(x), x ∼ N (0, C), and for a given decomposition matrix A satisfying AA T = C, the price of the financial derivative G is approximated by a QMC algorithm
where z i ∈ IR d is generated as z i = Φ −1 (u i ) and {u i , i = 1, . . . , n} = P is a low discrepancy point set. The set P is arbitrary but fixed.
Similarly, if G 1 (x), x ∼ N (0, C) is another discounted payoff function and A 1 is any other decomposition matrix for the covariance matrix C, i.e., A 1 A T 1 = C, then the price of the financial derivative G 1 can be approximated by a QMC algorithm based on the same low discrepancy point set P:
Suppose that the two financial derivatives are related by
or, equivalently,
(Note that G 1 (x) is a well-defined function, since A 1 is non-singular due to the positive definite property of C.) From (11) and (12), it is obvious that we get exactly the same approximation values for the two financial derivatives G and G 1 , i.e.,
Moreover, the theoretical price of the financial derivative G is given by (7), i.e.,
Similarly, the theoretical price of the financial derivative G 1 is given by
Under the assumption (13) or (14), the theoretical values of these two financial derivatives are the same, i.e.,
Therefore, we have
Thus the algorithm Q P (G, A) with the decomposition A for pricing the financial derivative G has exactly the same effect as the algorithm Q P (G 1 , A 1 ) with the decomposition A 1 for pricing the financial derivative G 1 . We call this the equivalence principle for covariance decompositions. It is stated in the following theorem.
Theorem 1 Let P be a fixed low discrepancy point set. Let G(x) be the discounted payoff function of a given financial derivative, where x ∼ N (0, C) and let A be a fixed
That is, the QMC algorithm with the decomposition A 1 for pricing G 1 gives the same result and the same error as the QMC algorithm with the decomposition A 1 for pricing G 1 . The new discounted payoff function is given by
This theorem implies that if a QMC algorithm with one decomposition works well (or badly) for a particular financial derivative, then for any other decomposition there is another financial derivative for which the given QMC point set gives exactly the same result. Therefore, no decomposition can be considered to be naturally better or worse than another one -it all depends on the payoff function.
For example, it is known (see Acworth et al. 1998, Wang and Fang 2003) that the Sobol' algorithm with the PCA decomposition matrix A PCA works very well (in particular, much better than the Sobol' algorithm with the Cholesky decomposition matrix A STD ) for an Asian option with discounted payoff
where µ j is defined in (5). According to Theorem 1, we may find another financial derivative which can be priced with exactly the same effect by using the Sobol' algorithm with the Cholesky decomposition matrix A STD . The discounted payoff of the new financial derivative is
Since the inverse of A STD is given by
we have
where a PCA j is the jth column of A PCA . Thus, roughly speaking, the new discounted payoff function depends mainly on the first stock price and with decreasing importance on the differences of the first few logarithms of the stock prices.
Good Decomposition Matrices in Some Special Cases
The equivalence principle reveals that all decompositions are equivalent in the sense of Theorem 1. No decomposition is consistently superior to others. But this does not mean that all decompositions perform equally well for a given problem in QMC. In fact, it is known that in many problems some decompositions may give more accurate results than others even when the same QMC point set is used. An important question is how to find a "good" decomposition for a given problem. There is little theory available to guide such a choice. For practical use, the method should be sufficiently simple to implement and require little additional work. In this section, after presenting a connection between different decompositions, we study how to find good decompositions in some special cases. In this section the matrix C is any d × d positive definite matrix, not necessarily the one defined in (4).
A connection between different decompositions
We mention a trivial fact on the connection between different covariance matrix decompositions (see Papageorgiou 2002 ). We state it as a lemma.
Lemma 2
On the other hand, suppose that BB T = C. Letting U = A −1 B (noting that A is non-singular since C is positive definite), we have B = AU , and also
This lemma implies that any decomposition matrix B of C can be represented as AU , where A is a fixed decomposition matrix with AA T = C and U is an orthogonal matrix. Thus the problem of finding a good decomposition matrix B with BB T = C reduces to finding a good orthogonal matrix U . This idea is used in Imai and Tan (2006) . For the Gaussian integration problem (6) , this corresponds to a series of transformations: (i) fix a decomposition matrix A satisfying AA T = C and make a corresponding transformation x = A y; (ii) find a good orthogonal matrix U and make an orthogonal transformation y = U z; (iii) make a normal inverse transformation z = Φ −1 (u)), i.e.,
We hope to find a suitable orthogonal matrix U (or an orthogonal transformation) in step (ii) such that the final transformed integrand G(A U Φ −1 (u)) is QMC-friendly. This problem can be very hard in general.
A special class of payoff functions
In this subsection we suppose that the discounted payoff function of some financial derivative has the following form
for some function g(·) and some fixed vector w ∈ IR d . We shall see later that the discounted payoff function of a geometric Asian option has exactly this form. Some other options also have this kind of payoff, either exactly or approximately. A naive implementation of a QMC algorithm may perform badly for a discounted payoff of the form (16) , because the effective dimension can be high (see Wang 2006 ). Yet when viewed correctly the problem is really one-dimensional, since the integrand depends only on a fixed linear combination of the variables x 1 , x 2 , . . . , x d . Below we show how to exploit the intrinsic one-dimensionality by making an appropriate decomposition of C.
Let A be a fixed decomposition such that AA T = C. Assume that B = A U for some orthogonal matrix U yet to be chosen. By setting x = B z, where z ∼ N (0, I d ), we have
We claim that it is possible to find an orthogonal matrix U such that the function in the right hand side depends only on z 1 , the first component of z, making the integration problem truly one-dimensional. Specifically, we need to find an orthogonal matrix U such that
for some constant c. This is equivalent to
where e 1 = (1, 0, . . . , 0) T . Multiplying by U T on the right and using the orthogonality of U , we obtain
or equivalently,
If we write U j for the jth column of U , i.e., U = (U 1 , . . . , U d ), then we have
Since ||U 1 || = 1, it is now clear that
The constant c is positive by the positive definite property of C. The result is stated in the following theorem.
Theorem 3 Let C be a d × d positive definite matrix and let A be a fixed decomposition matrix such that AA T = C. Suppose that the discounted payoff function G(x) of some financial derivative has the form (16), where w ∈ IR d is a non-zero vector. If U is a d × d
orthogonal matrix whose first column U 1 is given by
where z 1 is the first component of z. Consequently, under the transformation x = AU z, the discounted payoff function G(x) given in (16) is transformed to a function depending only on the first component:
Proof It follows from (18) that
by the orthogonality of the columns
Since Theorem 3 gives us only the first column of U , for practical purposes we need to construct the remaining columns. While this can be done in many ways, one convenient way is by a variant of the Gram-Schmidt method. For completeness, we describe the procedure briefly. Let e i be the unit vector in IR d with 1 at coordinate i. We determine the columns of U one after another. The procedure for the case of exact arithmetic is as follows:
• As in Theorem 3, set A be fixed such that AA T = C (say, fix A to be the Cholesky decomposition).
• Put
, as in Theorem 3, and let h(1) = 1.
• For i = 2, . . . , d + 1, let h(i − 1) denote the number of columns of U that have been determined before step i and let U 1 , . . . , U h(i−1) be the columns of U already determined before step i. Set
If ||V i || = 0, then set the counter h(i) = h(i − 1) + 1, and take the next column of U to be the normalized version of V i , i.e.,
If ||V i || = 0, then set the counter h(i) = h(i − 1).
Note that the columns of the orthogonal matrix U after the first are the non-zero normalized members of {V 2 , . . . , V d+1 } and can be taken in any order.
it follows with exact arithmetic that exactly one of the V i 's calculated in (19) must be zero. With rounding errors, one of the V i 's will be very small in norm and the test ||V i || = 0 above needs to be modified accordingly in practical computations.
Remark 2. Before the ith step (where i > 1), we have already constructed columns U 1 , . . . , U h(i−1) . At the ith step, for k ≤ h(i − 1) we have from (19) that
. Thus the procedure above constructs orthogonal vectors.
Generalizations
The results in previous subsection can be generalized. Suppose the discounted payoff function G(x), though mainly depending on w T 1 x, also depends on w T 2 x, for some known vectors
for some function g. Suppose that the vectors w 1 and w 2 are linearly independent (otherwise, the function (20) reduces to a function of the form (16)).
where A is a fixed decomposition such that AA T = C and U is an orthogonal matrix to be determined, we have
Our purpose is to choose an orthogonal matrix U , such that the function on the right hand side of (21) is as "simple" as possible. As in the previous subsection, we choose the first column of U to be 
It is easy to verify that U T 2 U 1 = 0 and ||U 2 || = 1. The remaining columns of U can be arbitrary as long as they satisfy the appropriate orthogonality conditions. From the expression for U 2 in (23), we have
Multiplying by U z on the right, we have
, by the orthogonality of U . Thus the second argument of the function g on the right hand side of (21) depends only on two variables: z 1 and z 2 . Therefore, the discounted payoff function is transformed to
Summarizing the results, we have the following. 
for some function H 2 .
Obviously, the results can be further generalized. Suppose the discounted payoff function has the form
for some function g, where w i ∈ IR d , i = 1, . . . , , are constant vectors. Then it is possible to choose an orthogonal matrix U such that under the transformation x = AU z (where A is a fixed matrix satisfying AA T = C), the discounted payoff function G(x) transforms to a function of at most variables z 1 , . . . , z :
for some function H . The cases with d have practical importance. For an arbitrary payoff function, finding a "good" transformation can be hard. This important issue is the subject of further research. In the following, we take an indirect approach: finding a good transformation for an "easy" problem (with special form of payoff) and then apply it to a complicated problem which is related to the easy one.
Numerical Experiments
In this section we set up two series of numerical experiments. One is for pricing Europeanstyle options, another is for pricing American-style options.
Asian options
We demonstrate how the simple idea in Section 3 has immediate implications for pricing weighted arithmetic Asian options, which are usually analytically intractable. We assume the same theoretical framework as in Section 2. Consider an Asian call option based on the weighted arithmetic average of the stock prices. The discounted payoff of the option is
where K is the strike price at the expiration date T and S A is the weighted arithmetic average of the asset prices sampled at equally spaced times t j = j∆t, j = 1, . . . , d with ∆t = T /d:
where (w 1 , . . . , w d ) T =: w is a vector of weights satisfying d j=1 w j = 1. The situation of equal weights (i.e., w j = 1/d) is studied in many papers. Under the Black-Scholes model (8) , the stock price has the explicit solution (3). Thus
The discounted payoff function of the weighted arithmetic Asian option does not have the simple form studied in Theorems 3 and 4 if more than two weights are positive, and thus the methods there cannot be used directly. To motivate our strategy, we temporarily look at the weighted geometric Asian option with the discounted payoff
and M = log S 0 + (r − σ 2 /2) d j=1 w j t j . The weights are the same as in the case of the weighted arithmetic average. Thus the discounted payoff of a weighted geometric Asian option can be written as
which has exactly the form (16) studied in Theorem 3.
A good decomposition matrix in a QMC algorithm applicable to such a function is easily available. We fix an initial decomposition matrix A such that AA T = C (in our computations we fix it to be the Cholesky decomposition) and choose an orthogonal matrix U as suggested in Theorem 3. That is, we choose the first column of U to be
and the remaining columns of U are chosen using the variant of Gram-Schmidt procedure described in Section 3. We then put x = AU z with z ∼ N (0, I d ). By Theorem 3, under this transformation the discounted payoff g G (S t 1 , . . . , S t d ) is transformed to a function of just one variable z 1 . In this sense, the transformation can be considered as optimal. However, our goal is not to price geometric Asian options (an analytically tractable problem), but to price arithmetic Asian options. Our strategy is to find a good transformation for an "easy" problem and then apply it for more complicated problems, which are related to the easy one. It is known that the payoff function of an arithmetic Asian option has a similar dimension structure (e.g. ANOVA decomposition) to that of a corresponding geometric Asian option (see Wang 2006) . Therefore, it is natural to apply the same orthogonal matrix U found above (for the weighted geometric Asian option) to the more realistic problem of pricing a weighted arithmetic Asian option. This strategy is different from the one in Imai and Tan (2006) , since here we do not focus directly on finding a good orthogonal matrix U for the arithmetic Asian option, but on finding a good orthogonal matrix U for the geometric Asian option which is easily available, and then applying it to the arithmetic Asian option. Thus the optimization procedures required there are avoided.
We test the efficiency of this simple method with the standard, BB, and PCA methods for the following choices of weights (where c 1 , c 2 and c 3 are normalization constants, such that
• Choice D:
• Choice E:
• Choice F: w i 0 = 1; w i = 0, i = i 0 (in our tests, i 0 = 5 for d = 16, or i 0 = 15 for d = 64);
The weights w j are designed to control the dependence of the payoff functions on the stock prices at different time steps. Some of these cases are specially designed to challenge the methods. The equal weights in Choice A are the usual ones. The weights in Choice B are increasing, while in Choice C they are decreasing. Choices D-F are all extreme cases, where the payoff functions depend only on the stock price at a specific time step (so the corresponding problems are actually one-dimensional and are analytically tractable by using the Black-Scholes formula, but still are good cases for testing). Choice G involves weights of alternating sign.
For all choices of weights, we price the options by simulation in the same general framework of path-dependent options with d time steps. We can expect the standard method of path generation to be the best among the usual methods for Choice D (where the payoff depends only on the stock price at the first time step t 1 and using the standard method the resulting integrand is actually one-dimensional). Similarly, BB would the best method for Choice E (where the payoff depends only on the stock price at the last time step and the resulting integrand using BB again becomes one-dimensional). For Choices D-F, the payoff functions depend only on the stock price at a specific time step. The new method automatically makes use of this information, i.e., the transformed functions is one-dimensional by Theorem 3 (since the payoff function for each of D-F has the special form in Theorem 3), while the standard method, BB or PCA, does not.
The low discrepancy points used are the Sobol' points (Sobol 1967 ) and the Korobov lattice points with optimal two-dimensional projections (Wang 2007) . In order to get an estimation of the accuracy for each QMC-based estimate, we use digit-shift in base 2 for Sobol' points and random shift for good lattice points (see L'Ecuyer and Lemieux (2002) for a review of randomized QMC). We shortly describe the digit-shift method. Suppose we need to estimate an integral I(f ) = [0,1) d f (u) du. Let P := {u i , i = 1, . . . , n} be the Sobol' point set and let ∆ = (δ 1 , . . . , δ d ) be a vector in the unit cube, which we will refer to as the digitshift. We write the digital expansion in base 2 of its coordinates as δ j = ∞ k=1 d j,k 2 −k , then add d j,k modulo 2 to the kth digit of the digital expansion in base 2 for the jth coordinate of each point u i ∈ P. The operation of digit-shift is denoted as u i ⊕∆. Note that the digit-wise addition modulo 2 is a bitwise exclusive-or, which can be fast to perform on computers.
We generate a number of independent random digit-shift ∆ 1 , . . . , ∆ m from the uniform distribution over [0, 1) d (in our computations, m = 100), and form the approximations
The final estimate for I(f ) is
The sample variance of the estimate (25) is estimated by
The variance reduction factor of the estimate (25) with respect to the crude MC estimate is the estimated variance of the crude MC estimate (based on mn samples) divided by the estimated variance of this QMC estimate. The variance reduction factor of a method is the factor by which the number of points would need to multiplied to achieve the same accuracy with MC.
In Tables 1-2 (see Appendix A) , we present numerical results to compare the variance reduction factors of using various decompositions with respect to MC (with standard construction) under various choices of the weights for dimension d = 16 and d = 64, respectively. In the tables, "STD" and "OT" are the abbreviations of "standard method" and "orthogonal transformation method" as proposed in this paper, respectively. The parameters are S 0 = 100, σ = 0.2, r = 0.1, T = 1 and K = 90, 100 or 110. The results show the following:
• The variance reduction factors of QMC based on Sobol' and Korobov points are significantly affected by the method of covariance matrix decomposition.
• For the cases of Choice A (equal weights) and Choice B (increasing weights), both the new method and PCA behave better than BB, which in turn behaves better than the standard method. The new method behaves similarly to PCA in the Sobol' setting and consistently better than PCA in the Korobov setting.
• For the cases of Choices C-G, the new method behaves the best. Its advantage is especially impressive for Choices C, F and G. Other existing methods (the standard method, BB, or PCA) may have good or poor performance depending on the weights; each of them has its favorable or unfavorable situations (for Choice D, the standard method is as good as the new method and is better than BB and PCA; for Choice E, BB is as good as the new method and is better than PCA). Clearly, BB and PCA may lose their power in some situations: they can behave worse than the standard method (e.g. for Choices C and D, and for Choices F and G in Sobol' setting), while the new method can always take into account the payoff function and outperforms others.
• Sobol' points and Korobov lattice points have similar performance (Korobov behaves slightly better than Sobol', especially when the paths are generated by the standard method). Sobol' points are more sensitive to the methods of path generation (this may be due to the fact that the uniformity of Sobol' points is more "weighted", meaning that the projections onto the initial dimensions have better quality than the projections onto latter dimensions). In a few situations, Sobol' points may behave worse than MC for out-of-money options. The Korobov lattice points are more robust.
• The nominal dimension (d = 16 or 64) has small influence on the relative performance of the various methods. The strike price K affects the efficiency of QMC. Smaller strike price leads to higher relative efficiency or a larger variance reduction factor, since the corresponding integrand has smaller effective dimension (Wang and Fang 2003) and thus are more QMC-friendly.
Note that in dimension d = 64, there are a few cases (Choices C, D and G with large strike price K = 110), where all QMC-based estimates behave no better or only slightly better than MC. The reason is that in these situations few of the paths (thinking in terms of MC) produce weighted average values S A greater than K (i.e., {S A > K} is a rare event), due to the large strike price. This makes it difficult to price the options in these cases by direct simulation, and causes inaccuracy in QMC, because the support of the integrand in [0, 1) d becomes small. Importance sampling may help, but it is outside the scope of this paper. We refer to Glasserman et al (1999) for importance sampling in MC for derivative pricing.
In summary, each of the commonly used methods (the standard method, BB and PCA) has its favorable situations and each of them may lose their power in some situations (this provides further support for the statement in Papageorgiou (2002) that "BB does not offer a consistent advantage"). For this class of options, the new method has the most robust performance regardless of the weights and the low discrepancy point sets. Its advantage is especially impressive in situations of unequal weights. Due to its simplicity and robustness, the new method is recommended for pricing Asian options, basket options and basket Asian options. The experiments demonstrate that the suitability of a decomposition in QMC depends on the structure of the payoff function, and reveal the possible pitfall of BB and PCA in a very simple way. The experiments highlight the necessity and possibility of developing more powerful techniques. A good method should have the ability to take into account the structure of the payoff function, and to use this information to increase the efficiency.
Asian options of American-style
American options are derivative securities for which the holder of the securities can choose the time of exercise. American option pricing is one of the most challenging problems in financial engineering (see Glasserman 2004) . One popular method for pricing American options is the Least-Square Monte Carlo method (LSM) (Longstaff and Schwartz 2001), which, however, produces only a lower bound. The problem of pricing American options does not fit the framework of multivariate integration, thus this subsection is experimental. Since path generation is also an important step in LSM for pricing American options, we hope that the better distribution property of low discrepancy points may lead to more accurate estimate in LSM.
We assume the same dynamics (i.e., geometric Brownian motion) for the asset price as in (2) . Consider an American Asian option which can only be exercised at discrete times t j = j∆t, j = 1, . . . , d, ∆t = T /d (such options are sometimes called Bermuda options). Suppose the option matures in T years and can be exercised after some initial lockout period (i.e., the option can be exercised after T 0 years, T 0 ≤ T ). The payoff function of the option at the optimal exercise time τ is given by
where K is the strike price and A t is the weighted arithmetic average of the underlying asset from time 0 to the exercise time τ of the American option, i.e.,
where κ satisfies κ∆t = τ , and the weights depend on both j and τ , satisfy κ j=1 w j = 1. We consider the following choices of weights. Choice A: w j = 1/κ, j = 1, . . . , κ; Choice B: w j = c 1 j, j = 1, . . . , κ; Choice C: w j = c 2 j −1 , j = 1, . . . , κ (where c 1 and c 2 are normalization constants).
The LSM method relies on simulating the paths of the underlying asset. The BB in combination with low discrepancy points is studied in Chaudhary (2005) . All the methods for path generation above (standard method, BB, PCA or orthogonal transformation method) and low discrepancy points (Sobol' points and Korobov points) can be used for path generation. For the orthogonal transformation method, we find the orthogonal matrix U associated with each choice of weights as if the option is European-type (i.e., κ = d) using the method in the previous subsection and use the generating matrix B = AU for path generation (where A is fixed to be the Cholesky decomposition matrix of the covariance matrix C).
We replicate the LSM procedure m = 100 times (in MC or QMC) to estimate the standard errors and compute the variance reduction factors comparing to MC. We use the same basis functions as in Longstaff and Tables 3 and  4 in Appendix B.
We observe, once more, that for American option pricing by LSM with Sobol' and Korobov points, the variance reduction factors of QMC are significantly affected by the method of path generation, indicating the importance of choosing the right one in pricing American options as well. In the cases of equal weights and increasing weights (Choices A and B), the new method behaves similarly to PCA (both of them behave better than BB, and much better than the standard method). In the case of deceasing weights (Choice C), the new method behaves much better than all the others in QMC. When the initial lockout period T 0 becomes larger, the superiority of the new method is more impressive (larger T 0 means less exercise opportunities and the American option is more "close" to the European-style). Sobol' points and Korobov lattice points have similar performance when the paths are generated by BB, PCA or by the new method. But when the paths are generated by the standard method, Korobov points behave much better than Sobol' points.
Conclusions
This paper focuses on the impact of methods of path generation (or methods of matrix decomposition) in QMC methods. Methods of path generation play a crucial role in QMC (though they are not relevant in MC). However, there is no method which is consistently superior to others for every problem, since the equivalence principle states that if a QMC algorithm with one decomposition works well (or badly) for a particular financial derivative, then for any other decomposition there is another financial derivative for which the given QMC point set gives exactly the same result and same approximation error.
The problem of finding a good decomposition (or method of reducing effective dimension) is problem-dependent, and seems to need a separate investigation for each problem. It is hard to choose a good decomposition in the general case. However, in some special cases simple decompositions can be found easily. The approach taken here is to find a good decomposition for a related "easy" problem, and then use it for the real problem. The numerical experiments demonstrate the success of using an extremely simple decomposition obtained from weighted geometric Asian options for weighted arithmetic Asian options. In most cases the new method outperforms BB or PCA. On the other hand, all commonly used methods (the standard method, BB and PCA) may work badly in some situations. Moreover, the new method also outperforms other methods for pricing American style Asian options in the framework of LSM. The numerical results might be thought rather remarkable given the simplicity of the new method. Thus it is recommended for pricing European and American Asian options (including multi-asset options), especially for weighted average cases (for which the new method can take into account the particular payoff function). The investigation presents new insight into the effects of different decompositions on the effectiveness of QMC. We are a step closer to understanding when and why a particular decomposition may provide better improvements in QMC.
As future work, it is important in more general cases (e.g. for more general payoff functions and more complicated models) to develop methods for reducing the effective dimension for pricing financial derivatives of European and American style. It is also important to know in which situations a given method of path generation (say, BB or PCA) can provide better improvements than other methods, to better understand the impact of various methods of path generation in QMC. Much work remains to be done. We hope that the present work will stimulate research on developing more powerful dimension reduction techniques.
