I. INTRODUCTION In recent papers, Arditi and Dacorogna Cl-33 have used the methods of the calculus of variations and of optimal control theory to deal with some problems of optimal foraging theory (Stephens and Krebs [ 151) . It is the aim of this article to generalize their results by taking into account more realistic foraging models. In particular, our mathematical result will allow us to consider more natural costs of locomotion, confusion effect, etc. We shall return to the model and to the assumptions we make in the next section. We now state the mathematical problem. We wish to find a function u which minimizes a given integral with prescribed conditions.
More precisely, the problem under consideration is P) g( x, u'(x)) dx : u(O) = 0, u( 1) = S, U' 2 fi 3 0, and UEC'([O, 11) , where C '( [0, 11) stands for the set of continuously differentiable functions defined in [0, 1). In the foraging models (see next section), the problem (P) is equivalent, for example, to the maximization of the net energy gained by the animal. In the above-mentioned articles of Arditi and Dacorogna, g(x, u') = p(x)C"', where p is the initial food distribution in the habitat.
The problem (P) is a classical problem of the calculus of variations when g is convex and coercive (i.e., g(x, v')/ /u'/ + +X if 1~~1 + +a) in the last variable (see, e.g., Cesari [4] or Dacorogna [7] ). In this case, the existence of a solution is easily obtained and the problem can then be handled by using the classical necessary conditions such as the Pontryagin maximum principle (see, e.g., Cesari [4] or Clark [6] ).
However, in a realistic model such as the original one or its extensions presented here, g is convex but not coercive. The classical necessary conditions still apply but their sufficiency is not any more obvious. We shall therefore prove an existence theorem which includes non-coercive integrands g and we shall give some examples showing that our hypotheses are in some sense optimal.
We shall also conclude that if the integrand g depends explicitly on L: (i.e., g= g(x, v, u')), then in general the problem (P) does not have a solution. One such example will be g(x, c, t") = e ~" + c'. The case where g depends explicitly on u is studied in a forthcoming paper to appear in Journal of Differential Equations.
II. THE ORIGINAL BIOLOGICAL PROBLEM AND SOME EXTENSIONS
The original model of Arditi and Dacorogna [l] is a deterministic model of optimal foraging theory (McArthur and Pianka [ 111, Charnov CSI, Pyke Cl21).
Optimal foraging theory is a part of behavioural ecology (Krebs and McCleery [9] ). In particular, it models the foraging behaviour of animals under constraints. It gives the strategy determined by the maximization of the fitness associated to the behaviour (see, e.g., Sibly and McFarland C141).
In the bounded one-dimensional model of Arditi and Dacorogna [I], the animal maximizes the net energy gained and is then a "time constrained energy maximizer" (Schoener [ 131). Mathematically, the problem is a minimization problem of calculus of variations:
where W is the set of admissible functions defined by
where Lip(0, 1) stands for the set of Lipschitz functions (i.e., continuous functions with almost everywhere uniformly bounded first derivative) defined in [0, 11. It is assumed that S> /3, since if S < p, the problem is trivial.
We refer to the above-mentioned publications of Arditi and Dacorogna for the complete derivation and the discussion of the original problem with g(x, II') = p(x)e-+), where the initial food distribution p is a positive piecewise continuous function defined in the foraged habitat [0, l] and where u represents the schedule (inverse of the trajectory) of the animal. S is the total time available to forage the whole habitat. l/p is the upper physiological bound of the velocity l/u' of the animal.
The existence of a solution for this problem is not a priori assured, since g is convex but not coercive with respect to u'. However, it is shown (Arditi and Dacorogna [ 11) that the original problem has a solution and therefore that the necessary conditions (for example, the Pontryagin maximum principle commonly used in optimal control theory) are also sufficient.
We want to consider some realistic improvements of the original model and then solve the associated problem.
A first modification of the model, suggested by the authors themselves, is obtained by assuming that the animal does not consume any food when it travels at maximum velocity, i.e., when u'= b (Ariditi and Dacorogna [2] ). This modification yields the same mathematical problem with a new integrand: g(x, u') = p(~)e-"'(l'+~.
Arditi and This linear dependence does not describe the overdifficulty to perform the same task more quickly. In analogy with Sibly and MacFarland [14] , we can consider a quadratic dependence on the "performing activity" (here the velocity), or a more general convex super-linear function of the velocity.
Considering energetic locomotion costs of the type dt, with cl, p > 0 and deducting these costs from the net energy gained by foraging, the integrand of the problem (P) becomes, after resealing, g(x,u~)=p(X)e-'.~"'+~+~, with p ~0, which is also convex but not coercive. Other costs as well as combinations of them could be considered. We now give a mathematical result which allows the treatment of all the above problems. By (Hl), ~o~Ru(+co}, YER, and a,<y since S>p. With these notations, the second hypothesis on g is:
It is easy to see that all coercive functions g (i.e., g(x, Y)//,Y~ + +co if (y( + SOO) satisfy (H2). One can also verify that the original problem of Arditi and Dacorogna [l] as well as all the extensions or combinations of them presented above satisfy (Hl ) and (H2). For this class of problems, we can now state the theorem that gives the existence, the uniqueness, and a complete explicit characterization of the solution of (P). (3) The hypothesis of strict convexity (Hl) can be weakened to convexity. In that case, the existence of a solution is still ensured, but the uniqueness no more.
(4) Note that in some cases, such as the biological models under consideration (when g(x, u') = p(x)e-"', P(x)e.-"'(XJf8, . ..). one can weaken the continuity hypothesis on x in g(x, u') by allowing a finite number of discontinuities. The solution w is then Lipschitz (Arditi and Dacorogna [ 1, 2] ), but not CL. The proof is unaltered since in these cases p(x) 3 0 in [O, 1 ] and y < 0, independently of a change in one point of the value p(x).
IV. EXAMPLES AND COUNTEREXAMPLES
Before giving the proof of the theorem, we give some examples and counterexamples of its application. Since E(w) = p2/4 and w' 2 0 imply w'(x) = /? a.e. in [0, 11, we deduce that the infimum is not attained in W and thus (P) has no solution.
Remark. Note that even in a larger space such as AC(0, l), i.e., the space of continuous functions with integrable first derivative, (P) has no solution (see Cesari [4] and Dacorogna [7] ). Since E(w)=0 implies w'(x) = so0 a.e. in [0, 11, we deduce that the i&mum is not attained in W' and thus (P') has no solution.
Remark. Comparing Examples 1 and 3, we see that the constraint u'>B has some "regularizing effect" on the existence of solutions. Remark. The biological interpretation of the non-existence of solutions of (PLY) for S > /j' + eefl would be the following. (P,) would correspond to the foraging of an animal in a habitat with uniform food distribution (p(x) 3 1) and with a cost JA u(x) dx attached to the instantaneous schedule v(x) of the animal (i.e., a cost increasing with time elapsed). In view of the proof of the proposition, for a too large time S available to forage, it would be more profitable for the animal to forage with schedule u0 and to finish before the time S, in fact at time /I+ e m8, since in comparison to profits. costs would then become too important at the end of the foraging. Since UN(x) < s and t&(x) 2 fi in [l -l/N, 11, it is then clear that E(uN) + E(u,) as N-t 00.
We are now able to show the proposition. Ab absurdo, suppose there exists M'E W, such that E(w) = inff E(c) : c E W, ). From the preceding argument, we have E(w) = E(G,). Recall that co, ~1' E V. Let 17 E V be defined by E = $(u, + M'). We have E(f) = E( $I" + $w) < $E( v(J + $E( M') = E( UC,).
by strict convexity of E in V. Since GE Ws, where s= i(B+e "+ S}, E(G) < E(u,) contradicts the fact that inf { E(v) : v E Ws} = E(u,). The proposition then follows. If lim, '; /Z(U) = 0 in Lemma 3, we extend h by continuity to [z,,, ;3] by setting h(y) =O. Lemmas 1, 2, and 3 then ensure the existence and the uniqueness of a E ICC,, ~1 such that h(n) = 0, of a unique set Sz, # @ and a unique function ,f; E C"(Q,), such that the property (+ ) of the theorem, equivalent to h(a) = 0, is satisfied. This ends up the proof of part I of the theorem.
To prove part II, we shall first show that the function M' defined in the theorem is the unique solution of the problem (P) in a reduced function set W, c W (Lemma 4) and then we shall extend the result to W (Lemma 5). using the function u in 0,. The first integral is zero, since u, w E W,. The second integral is non-negative, since g,(x, /I) -a 3 0, for every x E Q;. We then obtain p'(0) 2 0 and then E(v) > E(w). 1
