Linguistic term sets combining with different types of fuzzy sets to settle decision making problems have been a hot area of decision making research. Linguistic Pythagorean fuzzy sets (LPFSs) and soft sets have strong ability to model uncertainty of decision-making. However, there are still few studies about LPFSs at present and these studies have some deficiencies. Aiming at these problems, we do the following things. Firstly, we give the definition of linguistic Pythagorean fuzzy soft sets (LPFSSs), redefine the entropy for LPFSs and introduce a novel linguistic Pythagorean fuzzy entropy which is more simple and valid. Then we give another way to represent linguistic Pythagorean fuzzy numbers (LPFNs) which can better reflect the characteristics of LPFSs. Based on that, we give the definition of distance measures for LPFSs and propose a series of distance measures for LPFNs and LPFSs. Finally, we improve the TOPSIS method with the proposed entropy and distance measure under LPFSSs environment and then apply the method in two cases. Compared with other methods, it's shown that our method has better distinguishability in evaluation results and can deal with group decision-making problems under LPFSSs environment.
I. INTRODUCTION
Multiple attribute decision making(MADM) is a common problem which occurs in almost every field [1] - [5] . But the environment of decision making is full of uncertainty [6] and complexity. Fuzzy sets theory and evidence theory [7] - [9] are common ways to deal with decision making problems now. Zadeh [10] first proposed the very effective theory of fuzzy sets in 1965. Fuzzy sets theory breaks through the traditional cantor set's restrictions by assigning each element a value between 0 and 1 as a single membership [11] . Intuitionistic fuzzy sets(IFSs) [12] was proposed by Atanassov in 1986, which is an extension of fuzzy sets. The IFS is distinguished The associate editor coordinating the review of this manuscript and approving it for publication was Yeliz Karaca. from fuzzy set by adding a hesitance index. Membership degree(MD), non-membership degree(NMD) and hesitance index are IFSs' three parameters. These three parameters can respectively be used to represent the degree of support, opposite, and neutrality in human cognition [13] , [14] . Intuitionistic fuzzy sets theory has been studied and applied in different fields. Molodtsov introduced soft set theory [15] which is a valid tool for modeling uncertainties from a parametrization perspective.
Yager [16] , [17] proposed Pythagorean fuzzy sets(PFSs) recently. PFSs theory is a generalization of the IFSs theory. It allows the sum of the MD and NMD to be larger than one but limit that their square sum is equal to or less than one. The ability of Pythagorean fuzzy sets to model such uncertainty of decision-making is much stronger than IFSs. So PFSs theory VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is a more powerful tool for expressing uncertain information when making decisions [18] .
Recently, a lot of research has been done on PFSs theory to solve multiple attribute decision making and multiple attribute group decision making(MAGDM) problems. Akram [19] proposed Pythagorean Dombi fuzzy aggregation operators and applied them in MADM problems. ELECTRE I method [20] , TOPSIS method [21] and so on have also been extended and applied in Pythagorean fuzzy environment to solve decision making problems. The application results of these methods show good applicability and validity.
In many cases, the linguistic and qualitative information is more useful and close to the decision making reality. Because some decision making problems are very hard to perform quantitative evaluation and more suitable for qualitative assessment. Zadeh first proposed a fuzzy linguistic approach [22] . Linguistic intuitionistic fuzzy sets [23] , [24] , hesitant fuzzy linguistic terms sets [25] , [26] , linguistic Pythagorean fuzzy sets(LPFSs) [27] - [29] and so on are then proposed and applied in MADM and MAGDM problems in succession. Linguistic term sets(LTS) combining with different types of fuzzy sets to settle decision making problems have been a hot area of research [30] , [31] .
Garg proposed LPFSs which is an extension of PFSs and LTSs. LPFSs have the similar good properties with PFSs. LPFSs don't have the requirements of I (MD) + I ( NMD) ≤ τ , where I (MD), I ( NMD) represent the subscripts of MD and NMD, τ is the cardinality of linguistic term sets, but limit (I (MD)) 2 + (I ( NMD)) 2 ≤ τ . In this case, decision maker have more freedom to express their evaluation values. So the ability of linguistic Pythagorean fuzzy sets to model uncertainty of decision-making is much stronger than linguistic intuitionistic fuzzy sets. Technique for order preference by similarity to an ideal solution(TOPSIS) method is a common and useful way in multiple attribute decision making which was first proposed by Hwang [32] . Its basic idea is that the obtained satisfactory solution should be as close as possible to the positive ideal solution and as far as possible to the negative ideal solution. With the development of fuzzy sets and LTS, TOPSIS method is also improved ceaselessly to settle decision making problems under different environments. Zhang et al. [33] proposed a multi-attribute decision fusion model based on intuitionistic fuzzy sets and TOPSIS method to deal with decision fusion in wireless sensor networks. Chen et al. [34] used linguistic information and fuzzy TOPSIS method to deal with supplier selection. Liu [35] proposed a consensus model for group decision-making with incomplete interval fuzzy preference relations based on the TOPSIS method. Akram et al. [21] proposed a Pythagorean fuzzy TOPSIS method to deal with group decision making problems.
However, concerning about the existing study of LPFSs, there are some deficiencies in the following respects:
(1) There are still few studies about LPFSs. Garg [27] first proposed the concept of linguistic Pythagorean fuzzy set and some aggregation operators in 2018. After that, only Lin proposed some aggregation operators [28] and a TOPSIS method for LPFSs [29] based on entropy measure and correlation coefficient.
(2) Most aggregation operators can't achieve trade-off when encountering conflicting attributes because they simply aggregate the whole evaluation values into a single value.
(3) The TOPSIS method proposed by Lin applied very complex correlation coefficient and entropy measure. And the entropy measure didn't accord with reality and fails to describe the maximum degree of fuzziness in LPFSs objectively.
(4) Distance measure considering the features of LPFSs have not been proposed. Traditional TOPSIS method usually applies distance measures to compare the information between two fuzzy sets and obtain the degree of difference.
(5) The concept of LPFSs has not been applied into the MAGDM problems yet [29] . The definition of linguistic Pythagorean fuzzy soft sets(LPFSSs) has also not been proposed. They are gaps in the field.
To enrich the study of LPFSs and overcome the above defects, we improve the TOPSIS method for LPFSs and LPFSSs based on novel entropy measure and distance measures considering the features of linguistic Pythagorean fuzzy sets. Our contributions could be summarized as follows:
(1) We redefine entropy for linguistic Pythagorean fuzzy sets and introduce a novel Pythagorean fuzzy entropy which is more simple and valid.
(2) We give another way to represent LPFNs which can more reflect the characteristics of LPFSs. Based on that, we give the definition of distance measures for LPFSs and propose a series of distance measures for LPFNs and LPFSs.
(3) We give the definition of LPFSSs and extend the entropy for LPFSs to LPFSSs.
(4) We improve the TOPSIS method with the proposed entropy and distance measures under LPFSSs environment.
(5) We apply the method in two cases. Compared with other methods, it's shown that our method has better distinguishability in evaluation results and can deal with group decision-making problems under LPFSSs environment.
II. PRELIMINARIES
Definition 1 [10] : Let X be a universe of discourse, A fuzzy set A in the X is an object having the form.
where µ A (x) : X → [0, 1] represents the degree of membership for x with respect to A. Definition 2 [12] : An intuitionistic fuzzy set(IFS) A over the universe U can be defined as follows:
Among of them, the values µ A (x) and ν A (x) respectively represent MD and NMD of x to A.
Definition 3 [16] , [17] : Let X be a universe of discourse, a Pythagorean fuzzy set is an object having the form.
where µ p : X → [0, 1] is the degree of membership of the element x ∈ X to the Pythagorean fuzzy set P and ν p : X → [0, 1] is the degree of non-membership of the element x ∈ X to the Pythagorean fuzzy set P. They satisfy the condition that
Definition 4: Let X = {x 1 , x 2 , · · · x n } be a universe of discourse. Given a continuous linguistic term set S = {S α |α ∈ [0, τ ]} where τ is a positive integer, a linguistic Pythagorean fuzzy sets is defined in X mathematically with the following form [27] .
where s µ (x), s ν (x) denote the linguistic membership degree(MD) and non-membership degree(NMD) of x to A respectively. Each pair of membership degree and non-membership degree s µ (x), s ν (x) could be simplified as A = s µ , s ν which could be called as linguistic Pythagorean fuzzy number(LPFN) or linguistic Pythagorean fuzzy value(LPFV). In the Linguistic Pythagorean fuzzy numbers, the membership degree s µ (x) and non-membership
For the purpose of comparing the LPFNs, Garg [27] proposed score function and accuracy function of the LPFNs.
Definition 5: Let A = s µ , s ν be a LPFN. The score function of A is defined as:
The higher the score, the larger the LPFN. If the values of score function are equal, accuracy function shall be further compared. The accuracy function is defined as:
In this case, the higher the accuracy, the larger the LPFN. If they are still equal, the LPFNs are equal. Garg [27] also proposed some aggregation operators such as the following linguistic Pythagorean fuzzy weighted averaging(LPFWA) and weighted geometric(LPFWG) aggregation operators to aggregate linguistic Pythagorean fuzzy numbers.
Definition 6: Let A i = s µ i , s ν i , i = 1, 2, · · · n be LPFNs, where s µ i , s ν i belong to a continuous linguistic term set S = {S α |α ∈ [0, τ ]}, the LPFWA aggregation operator is defined as:
the LPFWG aggregation operator is defined as:
where ω = (ω 1 , ω 2 , · · · ω n ) represents the weight vector of these linguistic Pythagorean fuzzy numbers, which meets the requirements of 0 ≤ ω j ≤ 1 and n j=1 ω j = 1.
Inspired by the distance between IFSs, Zhang and Xu [4] proposed the distance measure between Pythagorean fuzzy numbers.
Definition 7: Let α j = P(µ αj , ν βj )(j = 1, 2) be two PFNs, then the distance between α 1 and α 2 is defined as follows:
Lin [29] proposed a distance measure between linguistic Pythagorean fuzzy sets.
be two LPFSs, they calculate the distance between LPFSs as follows:
Li and Zeng [36] took into account the characteristics of PFNs parameters and then systematically proposed a series of distance measures of PFNs and PFSs as follows.
Definition 9: Let p 1 and p 2 be two PFNs, the normalized generalized distance between them as follows:
where λ ≥ 1.
If decision makers(DMs) have preferences on the four parameters, the weighted distance measure between them can be defined as follows:
Definition 10 [15] : A pair (F, E) can be called a soft set(over U ) if and only if (iff) F is a mapping of E into the set of all subsets of the set U .
Definition 11 [18] , [37] : Let U be an initial universe set and E be a set of parameters. Let PF U indicate the collection of the whole Pythagorean fuzzy(PF) subsets of U . Let A ⊂ E. A pair (F, A) is called Pythagorean fuzzy soft sets over U , where F is a mapping given by F: A → PF U .
Definition 12: Let U be an initial universe set and E be a set of parameters. Let LPF U represent the collection of the whole linguistic Pythagorean fuzzy subsets of U . Let A ⊂ E. A pair F, A is called linguistic Pythagorean fuzzy soft sets (LPFSSs) over U , where F is a mapping given by
Yager [17] introduced the weighted averaging aggregation operator to aggregate Pythagorean fuzzy numbers.
Definition 13: PFNs consist of p 1 , p 2 , . . . , p n . Every
ω i = 1, the Pythagorean fuzzy weighted average can be defined as below:
Inspired by Yager's weighted averaging aggregation operator to aggregate PFNs. We now propose weighted averaging aggregation operator to aggregate LPFNs.
Definition 14:
the linguistic
Pythagorean fuzzy weighted average can be defined as below:
III. LINGUISTIC PYTHAGOREAN FUZZY ENTROPY
Entropy measure is the most popular form of uncertainty measures. To solve the MADM and MAGDM problems better, many scholars have proposed different entropy measures under different environments. Son [2] put forward divergence-based cross entropy and uncertainty measures on IFSs. Xue and Xu [38] proposed Pythagorean fuzzy entropy(PFE) and Interval-valued PFE (IVPFE). Han [18] defined a novel PFE, based on which, the Pythagorean fuzzy soft entropy is proposed. Lin [29] first proposed the entropy measure of LPFSs in 2019. Up to now, there is still little research on Linguistic Pythagorean fuzzy entropy. We also find that there are some drawbacks existing in Lin's entropy for LPFSs. So we will point out these drawbacks, redefine the entropy for linguistic Pythagorean fuzzy sets and introduce a novel linguistic Pythagorean fuzzy entropy. Lin [29] put forward an entropy definition for LPFSs as follows.
Definition 15: 1] which is a crisp function should meet the requirements of the following properties:
Based on that definition, Lin [29] present and prove the following two entropy measures for the Linguistic Pythagorean fuzzy sets.
However, the property (D2) in Lin's definition 15 does not accord with reality. It's unable to describe the maximum degree of fuzziness in LPFSs objectively. There are some reasons for that. Firstly, only when s µA (x i ) = s νA (x i ) = s 0 , we don't know anything about the universe of discourse [5] . It's obvious that we know more in the case of s µA (x i ) = s νA (x i ) = s 0 than in the case of s µA (x i ) = s νA (x i ) = s 0 . Secondly, hesitancy index is ignored in the (D2). In fact, even if MD and NMD are equal to each other, but when MD and NMD increase at the same time, it means that we have more knowledge about the universe of discourse and entropy should decrease in this case. But this situation won't happen according to (D2). Thirdly, the entropy measure of LPFSs should become the maximum value when s µA (x i ) = s νA (x i ) = s 0 . This is similar to IFSs and PFSs entropy measure. Bustince [39] call the situation of µ β (x) = ν β (x) = 0 as intuitionistic fuzzy sets completely intuitionistic. In conclusion, we think (D2) in definition 15 is unreasonable and should be revised and changed. So we give our Linguistic Pythagorean fuzzy entropy definition and entropy measure as Definitions 16 and 17.
We put forward a novel entropy definition for LPFSs as follows.
Definition 16:
which is a crisp function should meet the requirements of the following properties:
LPFSs, A i be a separate element from A, then the entropy for linguistic Pythagorean fuzzy sets E p (A) is defined as follows:
where I (s µA (x i ) and I (s νA (x i ) denote the subscripts of membership degree and non-membership degree. Lemma 1: E p (A) satisfies all four properties in definition 11.
Proof:
In a similar way, when
Definition 18: Let X = {x 1 , x 2 , . . . , x m } denote a universe of discourse. Let C = {c 1 , c 2 , · · · c n } denote a set of parameters. (X , C) and X , c j (j = 1, 2 · · · , n) are the linguistic Pythagorean fuzzy soft sets.
Let,
We call H (X , C) as the entropy on linguistic Pythagorean fuzzy soft sets. Based on Definition 17 and the proof process of Lemma 1, it is obvious that we can prove H (X , C) is entropy on the linguistic Pythagorean fuzzy soft sets. Due to the space limitation, it is omitted here.
IV. NOVEL DISTANCE MEASURE OF LINGUISTIC PYTHAGOREAN FUZZY SETS
We think it's not appropriate to just consider three parameters, namely MD, NMD, and HD, when discussing the distance measure of linguistic Pythagorean fuzzy sets. Because the main characteristic of Pythagorean fuzzy sets is that it is featured by four parameters which are MD, NMD, strength of commitment about membership, and direction of commitment. So it's very necessary to extend these good and special features to LPFSs. We first give another way to represent LPFNs as following.
Definition 19: Let X = {x 1 , x 2 , · · · x n } be a universe of discourse. Given a continuous linguistic term set S = {S α |α ∈ [0, τ ]} where τ is a positive integer, a linguistic Pythagorean fuzzy sets can also be defined in X mathematically with the following form. 
where θ (x) = π 2 1 − I (s d (x)) τ , θ(x) ∈ 0, π 2 . If I (s r (x)) become closer to τ , it means that the decision maker is more certain of the linguistic values given by them. If I (s d (x)) become closer to π , the strength s r (x) point to membership more full. It means that s d (x) indicates the degree of decision maker's support for MD and NMD.
We take into account of the characteristics of the four LPFNs parameters and propose a series of distance measures for LPFSs and LPFNs. Then, we give the definition of distance measures between LPFSs. 
The normalized Euclidean distance between these two LPFNs could be defined as follows: 
And the normalized generalized distance between α and β could be defined as follows: 
The normalized Euclidean distance between A and B is defined as follows:
The normalized generalized distance between A and B is defined as follows:
where λ ≥ 1. If decision makers have different preferences on the MD, NMD, the strength and direction of commitment, weighted generalized distance d γ G can be further proposed as follows:
where λ ≥ 1, 0 ≤ γ i ≤ 1(i = 1, 2, . . . n) and (A, B) , d E (A, B) , d G (A, B) ,d γ G (A, B) satisfies all four properties in definition 14. They are distance measures between LPFSs. Next we take d G (α, β) as an example, other distance measures can be proved by that analogy. , c and d separately, ∵ a, b, c 
(DP4): We apply inequality (
n i=1 |x i + y i |) 1 p ≤ ( n i=1 |x i | p ) 1 p + ( n i=1 |y i | p ) 1 p (1 ≤ p ≤ +∞), let x 1 = I (s µα (x)−I (s µγ (x), y 1 = I (s µγ (x) − I (s µβ (x), x 2 = I (s να (x) − I (s νγ (x), y 2 = I (s νγ (x)−I (s νβ (x), x 3 = I (s rα (x)−I (s rγ (x), y 3 = I (s rγ (x)− I (s rβ (x), x 4 = I (s dα (x) − I (s dγ (x), y 4 = I (s dγ (x) − I (s dβ (x). Then it's obvious that d G (α, β) ≤ d G (α, γ ) + d G (γ , β).
V. IMPROVED TOPSIS METHOD BASED ON THE NOVEL LINGUISTIC PYTHAGOREAN FUZZY ENTROPY AND DISTANCE MEASURE
TOPSIS method is a common and useful way in multiple attribute decision making. Its basic idea is that the obtained satisfactory solution should be as close as possible to the positive ideal solution and as far as possible to the negative ideal solution. In this section, we improve the TOPSIS method based on the above linguistic Pythagorean fuzzy Entropy and distance measure proposed by us to deal with multiple attributes group decision making. The steps of the method can be summarized as follows:
We assume that there are l decision makers participating in the decision-making process. Let {A 1 , A 2 , . . . A m } be the universe of discourse and C = {c 1 , c 2 , . . . c n } be the attribute set. The attributes are independent. Because different experts have different knowledge structure and they are not familiar with each attribute, they often give evaluation information only for certain attributes. The evaluation information are given by linguistic terms which are more practical than directly given by Pythagorean fuzzy numbers because people can only conduct qualitative analysis in many cases. We want to use the qualitative analysis information to conduct quantitative analysis. The linguistic term sets are given before the evaluation, decision makers need to choose two linguistic terms to represent membership degree and non-membership degree respectively for each attribute of each alternative. Then the evaluation information can be transformed into Pythagorean fuzzy numbers < s µ (k)
as the evaluation information of ith alternative under jth attribute.
Step 1: Suppose that there are p j (1 ≤ p j ≤ l) decision makers whose weight vector is θ = θ 1 , θ 2 , · · · θ p j giving evaluation values under jth attribute. By the formula (13), we now obtain the overall evaluation value as follows.
We can establish a binary table form of LPFSSs (A, C) as Table 1 .
Step 2: Calculate the entropy of different attributes on linguistic Pythagorean fuzzy soft sets by utilizing Equation (16). Step 3: Calculate the objective weight ω j of attribute c j as follows: H (A, c j ) )
, j = 1, 2, . . . , n
If decision makers give the subjective weights vector of attributes λ = {λ 1 , λ 2 , · · · λ n }. Then the integrated weight ρ j of attribute c j is calculated as follows:
Step 4: Determine alternatives' positive ideal solution (PIS) R + and negative ideal solution (NIS) R − in linguistic Pythagorean fuzzy model for synthetic judgement as follows:
For benefit attributes: where
For cost attributes: where
Step 5: Calculate the weighted linguistic Pythagorean fuzzy distance D A i , R + between alternative A i and PIS R + and the weighted Pythagorean fuzzy distance D A i , R − between alternative A i and NIS R − . We think the four parameters are equal here.
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Step 6: Calculate the relative closeness coefficient [40] C i to the linguistic Pythagorean ideal solution.
Step 7: Rank the alternatives according to the above relative closeness coefficient C i . The lager the relative closeness coefficient C i is, the better the alternative A i is.
For clarity, the whole procedure of the improved TOPSIS method based on the proposed linguistic Pythagorean fuzzy entropy and distance measure is described as Figure 1 . 
VI. ILLUSTRATIVE EXAMPLE
Example 1 (Adapted From [29] ): One Information Technology Security Evaluation Center want to evaluate 4 computer systems A = {A 1 , A 2 , A 3 , A 4 } according to four security capabilities which are about hardware (c 1 ), system software (c 2 ), application software (c 3 ) and data (c 4 ). All these attributes are benefit-type. The decision maker evaluate the alternatives in the form of LPFNs, whose membership and non-membership are from the following linguistic term sets: The evaluation information can form an linguistic Pythagorean fuzzy decision matrix as Table 2 . We apply the TOPSIS method based on the entropy and distance measures proposed by us.
Step 1: Calculate fuzzy entropy E p (c i ) of different attributes on linguistic Pythagorean fuzzy sets by utilizing Equation (16) .
Step 2: Calculate the weight of the attribute by utilizing Equations (29) . ω = (0.2526, 0.2632, 0.2421, 0.2421) (36) Step 3: Determine the alternatives' LPF positive ideal solution R + and LPF negative ideal solution R − by utilizing Equations (31) and (32) . 
Step 4: Calculate the weighted distance D A i , R + and D A i , R − by utilizing Equations (33) and (34) . λ was set to 1 here.
Step 5: Calculate the relative closeness coefficient C i to the linguistic Pythagorean ideal solution by utilizing Equation (35) .
According to the principle of ''the lager the relative closeness coefficient is, the better the alternative is''. So the computer system alternatives are ranked as C 2 C 4 C 3 C 1 . C 2 is selected as the most secure computer system among the alternatives. The ranking results of the improved TOPSIS method and other existing methods are shown in Table 3 . From Table 3 , we can find that all the decision-making methods obtain the same best alternatives. The proposed method obtain the same ranking result with the method based on LPFWG [27] . The proposed method also obtain the same first two best alternatives with the method based on LPFWIPGBM. Compared with LPF-TOPSIS method proposed by Lin, our method obtains the same best alternatives C 2 , but the following ranking result is different. Their ranking result is
The relative closeness coefficient C i of their method are as follows:
We calculate the distinguishability K i between neighboring alternatives by Formula (38) to analyze the evaluation differences between the two methods quantitatively. Table 4 shows the results of the distinguishability between neighboring alternatives by two methods and their mean values. It means that the evaluation of alternatives and the effectiveness of decision making are better if the distinguishability values are larger. By our method, the mean value of K i is higher. So the proposed method has better distinguishability in evaluation results.
The distance measure proposed by us considering the characteristics of the four LPFNs parameters can better compare the information between two linguistic Pythagorean fuzzy sets and obtain the degree of difference.
Furthermore, the linguistic Pythagorean fuzzy entropy measure proposed by us is another reason for better distinguishability. If we apply Lin's Pythagorean Fuzzy entropy measure, we may obtain unreasonable results especially in the case of s µA (x i ) = s νA (x i ). The property (D2) in Lin's linguistic Pythagorean fuzzy entropy Definition 10 does not accord with reality to some extent and fails to describe the maximum degree of fuzziness in LPFSs objectively. The analysis has been shown in Section 3.
Example 2: We have proposed a TOPSIS method based on the novel linguistic Pythagorean fuzzy entropy and distance measure to deal with multiple attributes group decision making. In this example(Adapted from [18] ), the method will be Table 5 .
Step 1 : Suppose that the three experts' weight vector is equal in this case. By the Equation (13), It's easy to obtain the overall evaluation values and establish a binary table form of LPFSSs as Table 6 .
Step 2: Calculate linguistic Pythagorean fuzzy entropy H (A, c j ) by utilizing Equation (18) . Step 3: The three experts give their subjective weights vector λ = {0.24, 0.17, 0.18, 0.23, 0.18}. The objective weight and integrated weight of the attribute are calculated by utilizing Equations (29) and (30) respectively. The calculating results are shown in Table 7 . Step 4: Determine the positions' PIS R + and NIS R − by utilizing Equations (31) and (32) . (33) and (34) . Based on the criterion of ''the lager the C i is, the better the alternative is''. So the positions are ranked as A 5 A 3 A 6 A 4 A 2 A 1 , A 5 is selected as the best missile positions.
The improved TOPSIS method proposed by us first apply the concept of linguistic Pythagorean fuzzy sets to deal with MAGDM problems.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we improve the TOPSIS method to better deal with the MADM and MAGDM problems under linguistic Pythagorean fuzzy (soft) sets environment. Aiming at the deficiencies in the existing study of LPFSs, we proposed a novel LPFS entropy to better determine the weights of attributes and presented a series of novel distance measure which can better reflect the characteristics of LPFSs to compare the information between two LPFSs and compute the degree of difference between them effectively. Results of an example and analysis of comparison with other methods shows the proposed method has higher reliability and better distinguishability in evaluation results. The method can also deal with group decision-making problems under LPFSSs environment. The main contributions of this paper are summarized as below:
(1) The entropy for linguistic Pythagorean fuzzy sets is redefined and a novel Pythagorean fuzzy entropy which is more simple and valid is introduced.
(2) The definition of LPFSSs is given and the entropy for LPFSSs has also been extended based on that.
(2) Another way to represent LPFNs which can more reflect the characteristics of LPFSs is presented. Based on that, we give the definition of distance measures for LPFSs and propose a series of distance measures for LPFNs and LPFSs.
(3) The TOPSIS method using the proposed entropy and distance measure under LPFSSs environment is proposed and the method is applied in the cases of choosing computer system with better security evaluation and selecting a missile position. Compared with other methods, our method has better distinguishability in evaluation results and can deal with group decision-making problems under LPFSSs environment.
However, there is still a lot of work to do in the future. More decision-making methods such as VIKOR, ELECTRE I method need to be extended to deal with LPFSs. The fusion of linguistic Pythagorean fuzzy information from decision makers in multiple time periods also need to be studied. 
