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In the weak-coupling limit approach to open quantum systems, the presence of the bath is elimi-
nated and accounted for by a master equation that introduces dissipative contributions to the system
reduced dynamics. Within this framework, there are no bath entropy contributions to the entropy
balance. We show that, as a consequence, the entropy production fails to be positive for a class
of physically legitimate (i.e., completely positive and trace preserving) non-Markovian dynamical
maps. Moreover, in the absence of the semigroup property, if the reduced dynamics has a thermal
asymptotic state, this need not be stationary. In this case, even the integrated entropy production
becomes negative. These observations imply that, when the conditions leading to reduced dynam-
ics of semigroup type are relaxed, a consistent formulation of the second law of thermodynamics
requires that the environment contribution to the entropy balance be explicitly taken into account.
INTRODUCTION
Since the late seventies the laws of thermodynamics have been formulated for an open quantum system interacting
with a reservoir (called also alternatively, “environment” or “bath”) in equilibrium at inverse temperature β using the
theory of quantum dynamical semigroups [1]. In this approach, a reduced dynamics for an open quantum system is
obtained through the so-called weak-coupling limit techniques based on three assumptions: 1) that the environment
be weakly coupled to the system of interest, 2) that the initial common state be factorized, and 3) that the time scales
of the system and environment be clearly separated so that a Markovian approximation is feasible. It follows that the
reduced dynamics consists of a semigroup of trace-preserving completely-positive dynamical maps affecting only the
degrees of freedom of the system; the presence of the bath is eliminated and accounted for by a dissipative modification
of the master equation that effectively embodies bath-induced noisy and damping effects. Within this framework, it
has been shown that the entropy production, defined in analogy with classical irreversible thermodynamics [2] as the
difference between the total entropy variation and the entropy flux due to the heat exchange with the environment,
can be related to the time-derivative of the relative entropy and is always nonnegative [3, 4]. This important property
has been proposed as a statement of the second law of thermodynamics in a context where no entropic bath terms
contribute directly to the entropy balance. However, this formulation of the second law relies on both the semigroup
composition law and on the assumption of a thermal asymptotic state. Although a more general formulation can be
given for a quantum dynamical semigroup relaxing to a state that is not in the Gibbs form [5], in this case a direct
thermodynamic interpretation of the relative entropy is not available.
In the last decade, non-Markovian dynamics of open quantum systems received considerable attention since a
realistic description of many physical open quantum systems in interaction with their environment requires to relax
assumption 3 above, thus renouncing the usual Markovian approximation [6–8]. Even though the very definition of
Markovianity in the quantum domain is still debated, in the following we adopt the point of view of Refs. [9, 10]
associating a non-Markovian behavior with the lack of a property known as “CP-divisibility.”
The thermodynamics of an open quantum system experiencing a non-Markovian time evolution is an interesting
subject of current research [11, 12]. In particular, it is worth studying whether the second law of thermodynamics
can be derived from the properties of the dynamical maps as in the Markovian case. It has been argued in Refs.
[13, 14] that non-completely-positive (non-CP) dynamics can lead to a negative entropy production and hence to a
violation of the second law of thermodynamics. We, however, show in this paper that a negative entropy production
can also occur for a class of CP (thus physically legitimate) non-Markovian dynamics. We argue that this interesting
outcome should not be interpreted as a violation of the second law of thermodynamics but as an evidence that, by
relaxing the conditions leading to reduced dynamical maps of semigroup type, a proper formulation of the laws of
thermodynamics can only be obtained by explicitly dealing with the environment. As a consequence, the second law of
thermodynamics must be expressed in terms of the sum of the variations of the entropy of both open quantum system
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2and environment which, in the absence of initial correlations between the two systems is known to be non-negative
[15–17]. Whether this argument also extends to more general approaches that go beyond the weak-coupling limit,
for instance by considering orrelations in the bath higher than the second order [18], is an interesting open problem,
deserving a separate investigation.
In the following, we first review the standard thermodynamic description of open quantum systems in the Markovian
case, with particular emphasis on what has been proposed as a statement of the second law. Then, we briefly present
the basic features of non-Markovian dynamical maps. We concentrate on evolutions that thermalize the system to a
unique Gibbs state, so that we can write the entropy production by means of a well-defined reference temperature.
Subsequently, we firstly discuss an example of non-Markovian dynamics in which the entropy production is not always
positive and an example showing that the integrated entropy production can be negative too if the asymptotic thermal
state is not an invariant state for the dynamics. This can happen when the semigroup property does not hold [19].
Finally, we comment on when the necessary positivity of the entropy balance of open system and bath together leads
to the positivity of the entropy production for the open system alone, showing that the connection can fail by means
of a third example. The paper is concluded with some final remarks.
THERMODYNAMICS OF AN OPEN QUANTUM SYSTEM
Consider a (possibly driven) open quantum system with (a possibly time-dependent) Hamiltonian Hτ described by
a finite-dimensional Hilbert space H , whose state at time τ (where τ > 0) is given by %τ . The internal energy is given
by
Uτ := Tr [%τHτ ] , (1)
and one can distinguish the heat and work contributions to its time variation (∂τUτ ) as follows [3]:
∂τWτ := Tr [%τ ∂τHτ ] , (2)
∂τQτ := Tr [∂τ%τ Hτ ] . (3)
This is a reasonable choice since the work power vanishes if the Hamiltonian is time-independent, namely if there is
no external driving; whereas the heat flux is zero when the system is isolated from any kind of environment and thus
evolves according to the Schro¨dinger time evolution generated by Hτ . In the following, we concentrate on undriven
open quantum systems (where Hτ = H) exchanging heat with their environment, which is taken to be a heat bath
at inverse temperature β (note that an explicitly time-dependent Hamiltonian can always be considered by extending
the formalism as done in Ref. [3]).
Concerning the entropy balance, one can use the von Neumann entropy S to describe the total entropy of the system
out of equilibrium and define the entropy production στ in analogy with classical irreversible thermodynamics,
Sτ := −Tr [%τ log %τ ] , (4)
στ := ∂τSτ − β∂τQτ . (5)
Throughout the paper we assume kB ≡ ~ ≡ 1. A straightforward calculation shows that στ can be conveniently rewrit-
ten in terms of the derivative of the relative entropy between the state %τ and the Gibbs state %
(β) = e−βH/Tr[e−βH ],
i.e.,
στ = −∂τS(%τ ||%(β)), (6)
where S(%||%′) := Tr [% log %− % log %′]. Equation (6) holds provided that the Hamiltonian is time-independent and
that the environment is a heat bath in thermal equilibrium, without other dynamical assumptions.
If the reduced dynamics of the open quantum system is described by a master equation in the Lindblad form such
that the unique asymptotic state is a Gibbs thermal state at the heat bath temperature,
∂τ%τ = −i[H, %τ ] + L [%τ ], L [%τ ] =
∑
k
(
Vk%τV
†
k −
1
2
{
V †k Vk, %τ
})
, lim
τ→∞ %τ = %
(β), (7)
one can consistently express the second law of thermodynamics through the nonnegativity of the entropy production
στ > 0 [3]. The proof is based on the fact that any asymptotic state is necessarily also an invariant state for the
dynamics due to the semigroup property (given %τ = Λτ [%0], one has Λτ+δ = ΛτΛδ) and that the relative entropy is
decreasing under CP maps [20],
∂τS
(
Λτ [%0]||%(β)
)
= ∂τS
(
Λτ [%0]||Λτ [%(β)]
)
= lim
δ→0+
S
(
ΛδΛτ [%0]||ΛδΛτ [%(β)]
)− S(Λτ [%0]||Λτ [%(β)])
δ
6 0. (8)
3In the above approach the dynamics of the open quantum system is dissipative due to the presence of a suitable
environment. However, its presence is not explicitly taken into account in the two definitions (2) and (3). A different
perspective was recently considered towards a formulation of thermodynamics of two interacting quantum systems
none of which can be neglected [21]. In this case, the heat balance relation strongly depends on the correlations
between the two parties built up through the interactions. We shall use this approach in Example III.
NON-MARKOVIAN DYNAMICAL MAPS
Recently, the study of non-Markovian quantum dynamical maps has received much attention because of the high
degree of control reached in many experimental setups that allows to exploit physical effects not explainable with the
use of a quantum dynamical semigroup. Although various approaches exist in the literature, a general formulation of
non-Markovianity is still under debate [6].
In this work, we use the definition adopted in Ref. [9], where the non-Markovianity is associated with the lack of
CP-divisibility of a dynamical map. A (CP and trace-preserving) dynamical map Λτ is called CP-divisible if one can
write
Λτ = Vτ,sΛs, 0 6 s 6 τ, (9)
such that the intertwining map Vτ,s is CP for all τ, s. The quantum dynamical semigroup generated by the Lindblad
master equation (7) obviously satisfies this property because there we have Vτ,s = Λτ−s. When Vτ,s is positive, the
map Λτ is called P-divisible (which is weaker than CP-divisibility). Most non-Markovianity measures are based on
P-divisibility [6].
Following Ref. [22], we call a dynamical map which is not even P-divisible an essentially non-Markovian map.
In order to have a meaningful thermodynamic interpretation of this kind of dynamics and to compare it with the
situation described in the previous section, we restrict to those evolutions that have a Gibbs state %(β) as their unique
asymptotic state. In this case, one can use β−1 as a reference equilibrium temperature and the entropy production
στ reads as in Eq. (6). For a non-Markovian evolution the asymptotic state is not necessarily an invariant state of
the dynamics [19], thus we can distinguish two different situations,
(i) ∀τ Λτ [%(β)] = %(β),
(ii) ∃τ such that Λτ [%(β)] 6= %(β).
In the first case, since Λτ is always taken to be CP, the integrated entropy production Στ :=
∫ τ
0
στ ′ dτ
′ is always
nonnegative. Indeed, by means of Eq. (6), one obtains
Στ = S(%0||%(β))− S(Λτ [%0]||%(β)) = S(%0||%(β))− S(Λτ [%0]||Λτ [%(β)]) > 0, (10)
where we have used that the relative entropy monotonically decreases under completely positive maps and property (i).
Note, however, that the rate στ can become temporarily negative if the dynamics is essentially non-Markovian (i.e.,
not P-divisible). Instead, it has been recently proved that if Λτ is at least P-divisible, then ∂τS (Λτ [%1]||Λτ [%2]) 6 0,
for any pair of density matrices %1 and %2 [23]; in which case στ > 0 ∀τ . Concerning the lack of P-divisibility, in
Example I, we discuss a dynamics which fulfills property (i) but with στ < 0 in a certain time interval.
In case (ii) the above line of argumentation cannot be used to show that Στ > 0 because the necessary substitution
%(β) → Λτ [%(β)] is not allowed. In fact, in Example II, we show that the inequality in Eq. (10) may be violated.
We argue that in a non-Markovian context a possible negative entropy production is not directly associated with a
violation of the second law of thermodynamics. Rather, it indicates that the presence of the environment at the origin
of the dissipative dynamics cannot be entirely neglected. This point of view is also supported by the characterization
of non-Markovianity in terms of a backflow of information from the environment to the system. Indeed, lack of
P-divisibility can make the distinguishability of two states of the system increase in time [6]. One may then relate
such a behavior to processes that cause the entropy of the environment to increase. In fact, the main purpose of this
work is to motivate and support the point of view that a proper formulation of the second law of thermodynamics
for a non-Markovian open quantum system cannot be based only on its reduced dynamical maps. In this respect, it
seems better to follow the approach of Refs. [16, 21] and consider explicitly the reservoir in the entropy balance—as
we will explicitly do in Example III.
4EXAMPLE I: QUBIT IN A THERMAL BATH
As a first example, we consider the following master equation [11]:
∂τ%τ = −i
[ω
2
σz, %τ
]
+
γτ (n+ 1)
2
(
2σ−%τσ+ − {σ+σ−, %τ}
)
+
γτn
2
(
2σ+%τσ− − {σ−σ+, %τ}
)
, (11)
where n = (eβω − 1)−1, γτ is a time-dependent damping rate, and σa (a ∈ {x, y, z}) are the Pauli matrices (with
σ± = σx ± iσy). By choosing a constant damping, we can readily recover the usual Lindblad master equation for a
qubit interacting with a thermal bath at inverse temperature β. One can show that Eq. (11) generates a CP dynamical
map Λτ iff
∫ τ
0
γτ ′ dτ
′ > 0 (see Theorem 3.1 in Ref. [24]). Moreover, Λτ is both CP-divisible and P-divisible iff γτ > 0
[22].
By means of the Bloch representation
% =
1
2
(1 + xσx + yσy + zσz) (12)
of %, the solution of Eq. (11) in terms of the Bloch vector components, (x, y, z), reads
xτ ± iyτ = e−Γτ±iωτ (x0 ± iy0), (13)
zτ = e
−2Γτ (z0 − z∞) + z∞, (14)
where Γτ = (1/2) coth(βω/2)
∫ τ
0
γτ ′ dτ
′ and z∞ = − tanh(βω/2). Note that the Gibbs state is an invariant state
of the dynamics and it is also the unique asymptotic state provided that limτ→∞ Γτ = ∞. Hence, the integrated
entropy production Στ is nonnegative because of Eq. (10). Nevertheless, we could expect the entropy production
to become transiently negative when the dynamics fails to be P-divisible, i.e., becoming essentially non-Markovian.
This is indeed the case as we show in the following.
A straightforward calculation yields the heat flux as
∂τQτ =
ω
2
∂τzτ = −ω
2
γτ coth(βω/2) e
−2Γτ [z0 + tanh(βω/2)], (15)
so that its sign depends both on the initial condition and on the instantaneous rate γτ . The entropy variation is
written by means of the eigenvalues (1± rτ )/2 of the density matrix as
∂τSτ = −1
2
log
(
1 + rτ
1− rτ
)
∂τrτ =
γτ coth(βω/2)
4rτ
log
(
1 + rτ
1− rτ
)[
x2τ + y
2
τ + 2z
2
τ + 2zτ tanh(βω/2)
]
, (16)
where rτ =
√
x2τ + y
2
τ + z
2
τ , and the sign of ∂τSτ again depends on the rate γτ and on the initial condition, as one
can see rewriting the term in the last bracket as
x2τ + y
2
τ + 2z
2
τ + 2zτ tanh(βω/2) = e
−4Γτ (z0 − z∞)2 + e−2Γτ
[
x20 + y
2
0 + (z0 − z∞)z∞
]
. (17)
The entropy production thus reads
στ = γτ coth(βω/2)e
−2Γτ
[(
x20 + y
2
0 + 2e
−2Γτ [z0 + |z∞|]2
) 1
4rτ
log
(
1 + rτ
1− rτ
)
+ (z0 + |z∞|)
(
βω
2
− |z∞|
2rτ
log
(
1 + rτ
1− rτ
))]
.
(18)
We prove in the Supplementary Information that the expression in the square brackets above is always positive,
whence the sign of στ corresponds to the sign of γτ . In other words, whenever the damping rate is negative (so that
the dynamics is essentially non-Markovian), the entropy production becomes negative too.
We stress the fact that a physically legitimate dynamics, namely CP and trace-preserving, can lead to a negative
entropy production. This property is associated with the lack of P-divisibility, that is, it arises in the class of essential
non-Markovian maps.
EXAMPLE II: QUBIT AMPLITUDE DAMPING CHANNEL
This second example aims at highlighting the role of the existence of an asymptotic non-invariant state concerning
the entropy production. Consider a generalized amplitude damping channel Φ[ · ] = ∑3i=0Ei(·)E†i where
E0 =
√
p
(
|0〉〈0|+
√
1− γ |1〉〈1|
)
, E1 =
√
pγ |0〉〈1| ,
E2 =
√
1− p
(√
1− γ |0〉〈0|+ |1〉〈1|
)
, E3 =
√
(1− p)γ |1〉〈0| , (19)
5and p, γ ∈ [0, 1] [20]. Adjusting the parameters pτ and γτ as suitable functions of time, one can construct a physically
legitimate dynamics namely a one-parameter family of CP and trace-preserving maps Φτ as
%0 =
1
2
(1 + xσx + yσy + zσz) 7→ Φτ [%0] = 1
2
(1 + xτσx + yτσy + zτσz) , (20)
where the Bloch representation (12) of the density matrix has been used. Explicitly, the Bloch vector components at
time τ read
xτ ± iyτ =
√
1− γτ (x0 ± iy0) , zτ = −γτ + 2pτγτ + z0(1− γτ ) . (21)
We can impose a unique asymptotic state to exist for this family of dynamical maps by means of the condition γ∞ = 1;
moreover, it is a Gibbs state %(β) = e−βσz/Tr
[
e−βσz
]
, if the further condition 2p∞ − 1 = − tanh(β) is fulfilled. The
initial condition instead implies that γ0 = 0. We can choose the time dependence of p and γ such that they become
compatible with all these constraints. A possibility is to set
2pτ − 1 = e−τ sin2(τ)− tanh(β) , γτ = 1− e−2λτ , (22)
so that a quantum dynamical semigroup is recovered for  = 0. This can be seen from the time-dependent generator
of Φτ ,
Lτ [ · ] = a(−)τ
(
σ−(·)σ+ − 1
2
{σ+σ−, ·}
)
+ a(+)τ
(
σ+(·)σ− − 1
2
{σ−σ+, ·}
)
, (23)
where
a(±)τ =
1
4
(
p
(±)
τ
1− γτ ∂τγτ ± γτ∂τpτ
)
, (24)
with p
(−)
τ = 1− pτ and p(+)τ = pτ , which becomes a time-independent Lindbladian in the limit → 0.
The quantity of interest is the difference between the relative entropies [Eq. (10)],
Στ = S(%0||%(β))− S(%τ ||%(β)) = −1
2
log
(
1− r2τ
1− r20
)
− rτ
2
log
(
1 + rτ
1− rτ
)
+
r0
2
log
(
1 + r0
1− r0
)
+ β(z0 − zτ ), (25)
where rτ has been defined as in Example II, the length of the Bloch vector. If we consider the special case where
x0 = y0 = z0 = 0 (implying in turn rτ = |zτ |), Eq. (25) is simplified as follows:
Στ = −1 + |zτ |
2
log
(
[1 + |zτ |]eβzτ
)− 1− |zτ |
2
log
(
[1− |zτ |]eβzτ
)
. (26)
Figure 1 depicts this quantity for β = 0.1 and  = λ = 1, which explicitly shows that Στ 6 0 in a certain time interval.
On the basis of these two examples, one may conclude that either the second law of thermodynamics can be violated
by physically legitimate dynamical maps, or a more careful formulation of the second law should be given. The latter
possibility seems more natural in particular because a general statement has been proven in Refs. [15–17] considering
explicitly both system S and bath B in the entropy balance. Specifically, it has been shown that
∆SS,τ + ∆SB,τ > 0, (27)
where ∆SS,τ := SS,τ − SS,0 and ∆SB,τ := SB,τ − SB,0. This inequality is valid provided that the initial state of the
composite system SB is factorized, without further particular restrictions on the reduced dynamics of S or B. Indeed,
under this condition one can see that
∆SS,τ + ∆SB,τ = S(%SB,τ ||%S,τ ⊗ %B,τ ) > 0. (28)
In this respect, Eq. (27) should be considered as a general formulation of the second law.
Conversely, we have shown that the validity of στ > 0 is subject to further dynamical constraints. Heuristically,
one can think of obtaining στ > 0 as a particular case of relation (27) in three steps. First, one should assume that
relation (27) holds also in a differential form, ∂τSS,τ + ∂τSB,τ > 0. Moreover, since the bath is usually considered
in thermal equilibrium at inverse temperature β, one can use the relation ∂τSB,τ = β∂τQB,τ . Finally, the heat flux
of the bath is basically related to the heat flux of the system as ∂τQB,τ = −∂τQS,τ . These assumptions, although
reasonable, can be violated if the system and the bath are strongly coupled and correlated. Thus one should not
consider στ > 0 as an a priori valid formulation of the second law.
6FIG. 1. Transient negativity of the integrated entropy production Στ .
EXAMPLE III: DEPHASING QUBIT
In this section we use the approach presented in Ref. [21] (and mentioned after Eq. 8), which explicitly considers
the presence of a second system interacting with the one of thermodynamic interest—without eliminating it by any
effective procedure as in the usual weak-coupling limit. In this framework, ∆SB,τ is explicitly computed, together
with ∆SS,τ , and the previous inequality (27) naturally arises. Instead, the three assumptions mentioned after Eq. (27)
that relate στ and Eq. (27) are in general violated, as shown in the following example.
Consider a total Hamiltonian given by Htot = HS +HB +Hint with
HS =
ω0
2
σz, HB =
∞∑
k=1
ωka
†
kak , Hint = λσz ⊗
∞∑
k=1
(
f∗kak + fka
†
k
)
, (29)
where ak is the bosonic annihilation operator of mode k, satisfying the canonical commutation relations [ak, a
†
l ] = δkl,
and the complex parameters fk are such that
∑∞
k=1 |fk|2 < ∞. We assume that the initial state of the total system
can be written as %SB,0 = %S,0 ⊗ %(β)B , where %S,0 is the initial state of the qubit and %(β)B is the Gibbs state of the
thermal bath at inverse temperature β,
%S,0 =
1∑
`,`′=0
%``′ |`〉〈`′|, %(β)B =
e−β
∑
k ωka
†
kak
Tr
[
e−β
∑
k ωka
†
kak
] , σz|`〉 = (−)`|`〉. (30)
The dynamics of the total system can be analytically solved (see Ref. [21] for details) and by partial tracing one
can obtain the reduced density matrices of the two subsystems at any time, %S,τ and %B,τ . One can quantify the
correlations between S and B through the operator χτ := %SB,τ − %S,τ ⊗ %B,τ , which plays a prominent role in the
approach of Ref. [21]. This can be seen from the variation of the total energy Utot := Tr [Htot%SB,τ ] as
∂τUtot = Tr [Htot ∂τ%S,τ ⊗ %Bτ ] + Tr [Htot %S,τ ⊗ ∂τ%B,τ ] + Tr [Htot ∂τχτ ]
= Tr
[
∂τ%S,τ H
′
S,τ
]
+ Tr
[
∂τ%B,τ H
′
B,τ
]
+ Tr[Hint ∂τχτ ] = 0 , (31)
where a modified Hamiltonian H ′a,τ (a ∈ {S,B}) has been defined for each subsystem as
H ′S,τ := HS + TrB [%B,τHint] , (32)
(and similarly for H ′B,τ ) and the last equality in Eq. (31) holds because the global unitary evolution is generated by
Htot. These are the same Hamiltonians that one finds in the evolution equation for the reduced density matrices
∂τ%S,τ =− i [H ′S,τ , %S,τ ]− iTrB [Hint, χτ ] , (33)
∂τ%B,τ =− i [H ′B,τ , %B,τ ]− iTrS [Hint, χτ ] , (34)
7where the second terms (after the commutators) account for dynamical correlations between the two systems and
which, in the weak-coupling limit, would give rise to a dissipative contribution to the master equation for the reduced
dynamics. One can then interpret the first two terms in the second line of Eq. (31) as the heat exchanged by S,
respectively B, because they are similar to Eq. (3) with the effective Hamiltonians substituting HS and HB ,
∂τQS,τ := Tr[∂τ%S,τ H
′
S,τ ], ∂τQB,τ := Tr[∂τ%B,τ H
′
B,τ ]. (35)
Accordingly, the last term in Eq. (31) can thus be associated with the variation of the energy stored in the correlations,
which is called the binding energy Uχ,τ := Tr[χτ Hint].
Therefore, one of the three steps in the comments after Eq. (27) is invalid in the presence of correlations between
the subsystems because the heat balance now reads
∂τQS,τ + ∂τQB,τ = −∂τUχ,τ . (36)
Moreover, a second assumption is also found to be unwarranted. Indeed, even though Eq. (27) holds because the
relative entropy is positive, the differential statement
∂τSS,τ + ∂τSB,τ > 0 (37)
does not remain valid in general.
In the following, we present the explicit expressions of the entropy variations and heat fluxes for both system and
bath, computed in Ref. [21] using the previous approach. This highlights how the assumptions can be violated in a
physically meaningful model.
Concerning qubit S, one finds that ∂τQS,τ = 0, whereas the entropy is
∂τSS,τ = −1
2
log
(
1 + rS,τ
1− rS,τ
)
∂τrS,τ = λ
2 16|%01|2 e−16λ
2Γτ
rS,τ
log
(
1 + rS,τ
1− rS,τ
)
∂τΓτ , (38)
where
Γτ =
∫ ∞
0
dω
|f(ω)|2
ω2
coth(βω/2) sin2(ωτ/2) , rS,τ =
√
1− 4 (%00%11 − e−16λ2Γτ |%01|2) . (39)
In writing Γτ , the continuum limit has been taken and the sum over the bath modes
∑
k |fk|2 has been recast into
the integral
∫∞
0
|f(ω)|2 dω. Concerning the bath quantities, one has
∂τQB,τ = 4λ
2
(
1− 〈σz〉2
)
∂τ∆τ , ∂τSB,τ = 4βλ
2
(
1− 〈σz〉2
)
∂τ∆τ +O(λ
3), (40)
where
∆τ =
∫ ∞
0
|f(ω)|2
ω
sin2(ωτ/2) dω . (41)
It is evident that ∂τSB,τ = β∂τQB,τ , up to leading order in the coupling constant, so that the hypothesis of a
thermal bath almost in equilibrium seems to be robust. However, one obtains that ∂τQS,τ 6= ∂τQB,τ because the first
one is identically vanishing whereas the latter is not. As already mentioned, this is possible due to the correlations
between the subsystems that can store and exchange energy, effectively acting as a third subsystem [21]. The third
hypothesis can be also violated. Indeed, one can show that ∂τSS,τ + ∂τSB,τ possibly becomes negative even though
its integral is always positive. The sign of ∂τSB,τ is equal to the sign of ∂τ∆τ ; whereas the sign of ∂τSS,τ depends on
∂τΓτ . One can see that ∂τΓτ < 0, which corresponds to an essentially non-Markovian dynamics for S, by choosing a
super-Ohmic spectral density
|f(ω)|2 = ω
s
ωs−1c
e−ω/ωc , (42)
with s > scr(β) (ωc is a cutoff frequency). The critical ohmicity parameter scr at zero temperature is 2, but it becomes
3 in the infinite temperature limit [25]. Indeed, for high temperature one can expand the hyperbolic cotangent in Γτ
and
∂τΓτ ' 1
2β
Γ˜(s− 1) [1 + (ωcτ)2]− s−12 sin[(s− 1) arctan(ωcτ)], (43)
8where Γ˜ is the Euler gamma function. Moreover, one can see that ∂τ∆τ < 0 if s > 1, because
∂τ∆τ =
ω2c
2
Γ˜(s+ 1)
[
1 + (ωcτ)
2
]− s+12 sin[(s+ 1) arctan(ωcτ)]. (44)
Thus for s = 4 and at sufficiently high temperature one can find ∂τSS,τ < 0 and ∂τSB,τ < 0 simultaneously. This
happens when pi/3 < arctan(ωcτ) < pi/2.
This example explicitly shows that, in general, the statement (27) of the second law is not equivalent to στ > 0.
Hence a violation of the latter inequality should not be interpreted as unphysical. Note that, while the expressions
for heat and work are those proposed in [3, 4], the Hamiltonian operators appearing in them are effectively redefined
to take into account the interaction between system and environment. In this sense our perspective is similar in spirit
to the ones in [26, 27], the concrete operative definitions of heat and work being different, though.
CONCLUSIONS
In this paper, we have studied the entropy production, or differential entropy rate, in open quantum system
undergoing non-Markovian time-evolutions that extend those obtained via the weak-coupling limit and the Markovian
approximation. In this framework, the open system dynamics is dealt with by eliminating the bath degrees of freedom;
hence, bath entropy variations cannot contribute to the entropy balance. In particular, we have shown that the class
of so-called essentially non-Markovian dynamics is compatible with a negative entropy production. Moreover, also
the integrated entropy production for the open system alone can be negative if the asymptotic state is thermal, but
not invariant at finite times, a fact impossible when the dynamics satisfies the semigroup composition law.
Unlike when it is the lack of complete-positivity that leads to a negative entropy production, we have explicitly
shown that such a phenomenon can also be due to completely-positive (thus physically legitimate), but non-Markovian
dynamics. This outcome cannot be interpreted as a violation of the second law of thermodynamics. On the contrary, it
suggests a more standard approach: in the presence of a non-Markovian reduced dynamics, a proper formulation of the
second law of thermodynamics requires the bath to be explicitly considered instead of being effectively eliminated by
weak-coupling limit techniques. Including the bath entropy variations to those of the entropy of the open subsystem,
one then obtains the positivity of the entropy balance.
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SUPPLEMENTARY INFORMATION: SIGN OF THE ENTROPY PRODUCTION IN EXAMPLE I
From Eq. (18) in the main text it seems that the sign of στ depends both on γτ and on the sign of the expression
within the square brackets. In this section we prove that the latter is always positive. Let us rewrite the entropy
production in a more convenient way as
στ = γτ coth(βω/2) e
−2Γτ [A+B + C],
where
A =
x20 + y
2
0
4rτ
log
(
1 + rτ
1− rτ
)
, B =
z0 + |z∞|
2
log
(
1 + r∞
1− r∞
)
, C =
(z0 + |z∞|)zτ
2rτ
log
(
1 + rτ
1− rτ
)
.
Note that A is always nonnegative whereas B and C can be either positive or negative. We show in the following that
A+B + C is nevertheless positive, distinguishing different situations.
1. If z0 + |z∞| 6 0, then zτ 6 −|z∞|, because zτ + |z∞| = e−2Γτ (z0 + |z∞|) and
|rτ | > |zτ | > |z∞| = r∞.
Hence B + C > 0, because
rτ log
(
1 + r∞
1− r∞
)
− |zτ | log
(
1 + rτ
1− rτ
)
6 rτ log
(
1 + r∞
1− r∞
)
− r∞ log
(
1 + rτ
1− rτ
)
6 0,
where the last inequality holds because the function
f(x) =
1
x
log
(
1 + x
1− x
)
,
is monotonically increasing for 0 < x < 1. This can be seen from the first derivative,
f ′(x) =
1
x2
[
2x
1− x2 − log
(
1 + x
1− x
)]
,
which is is always positive because
2x
1− x2 − | log(1 + x)| − | log(1− x)| >
2x
1− x2 −
x
2
2 + x
1 + x
− x
2
2− x
1− x =
x3
1− x2 > 0,
in which the following inequalities have been used [1]:
2x
2 + x
6 | log(1 + x)| 6 x
2
2 + x
1 + x
,
2x
2− x 6 | log(1− x)| 6
x
2
2− x
1− x.
2. In the case z0 + |z∞| > 0, we need to distinguish different situations.
• First, if zτ > 0, then B and C are both positive.
• If instead −|z∞| 6 zτ 6 0 and rτ 6 r∞, then B + C is positive because
log
(
1 + r∞
1− r∞
)
− |zτ |
rτ
log
(
1 + rτ
1− rτ
)
> log
(
1 + r∞
1− r∞
)
− log
(
1 + rτ
1− rτ
)
> 0.
• The last possibility is −|z∞| 6 zτ 6 0 and rτ > r∞. In this case, B is positive and the following inequality
holds:
x20 + y
2
0 > (|z∞| − zτ )(z0 + |z∞|) > 0.
As a consequence, A+ C > 0,
x20 + y
2
0 − 2|zτ |(z0 + |z∞|) > x20 + y20 − (|z∞|+ |zτ |)(z0 + |z∞|) > 0.
Summarizing, the expression in the square brackets [A + B + C] is always nonnegative and the sign of the entropy
production is only determined by γτ .
[1] Topsøe, F. Some Bounds for the Logarithmic Function. in: Cho, Y.J., Kim, J.K. & Dragomir, S.S., Inequality Theory and
Applications. Nova Science Publishers, New York, 2007.
