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ARITHMETIC PROPERTIES OF THE SUM OF DIVISORS
TEWODROS AMDEBERHAN, VICTOR H. MOLL, VAISHAVI SHARMA,
AND DIEGO VILLAMIZAR
Abstract. The divisor function σ(n) denotes the sum of the divisors of the
positive integer n. For a prime p and m ∈ N, the p-adic valuation of m is the
highest power of p which divides m. Formulas for νp(σ(n)) are established.
For p = 2, these involve only the odd primes dividing n. These expressions
are used to establish the bound ν2(σ(n)) ≤ ⌈log2(n)⌉, with equality if and
only if n is the product of distinct Mersenne primes, and for an odd prime p,
the bound is νp(σ(n)) ≤ ⌈logp(n)⌉, with equality related to solutions of the
Ljunggren-Nagell diophantine equation.
1. Introduction
For n ∈ N and p prime, the p-adic valuation of n is the highest power of p which
divides n. It is denoted by νp(n). The goal of the present work is to describe
the sequence {νp(σ(n))}, where σ(n) is the sum of divisors of n. This is a multi-
plicative function, therefore the p-adic valuation of n is given in terms of its prime
factorization
(1.1) n =
s∏
j=1
p
νpj (n)
j
in the form
(1.2) νp(σ(n)) =
s∑
j=1
νp
(
σ
(
p
νpj (n)
j
))
.
The work discussed here is part of a general program to examine p-adic valuations
of classical sequences. Examples include [3], which deals with Stirling numbers, [2]
dealing with a family of integers appearing in the evaluation of a rational integral
and [1] for valuations of quadratic polynomial sequences.
The main results are stated next.
Theorem 1.1. Let n ∈ N with prime factorization (1.1). Then
(1.3) ν2(σ(n)) =
s∑
i=1
νpi (n) odd
pi odd
ν2
(
(νpi(n) + 1)(pi + 1)
2
)
.
The result for an odd prime is given in terms of the order of q modulo p, denoted
by r = Ordp(q). This is the minimal positive integer r such that q
r ≡ 1 mod p.
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Theorem 1.2. Assume p, q are primes with p odd. Let r = Ordp(q). Then
νp
(
σ(qk)
)
=


νp(k + 1), if q ≡ 1 (mod p)
0, if p = q or (q 6≡ 1 (mod p) and k 6≡ −1 mod r)
νp (k + 1) + νp(q
r − 1), otherwise.
The analog of (1.3) is then obtained from (1.2) to produce
(1.4) νp(σ(n)) =
∑
q|n
q≡1 mod p
νp (νq(n) + 1)
+
∑
q|n
p6=q
q 6≡1 mod p
Ordp(q) | (νq(n)+1)
(
νp (νq(n) + 1) + νp
(
qOrdp(q) − 1
))
.
The expressions above will be used to provide bounds for the valuations of σ(n).
Theorem 1.3. For n ∈ N,
(1.5) ν2(σ(n)) ≤ ⌈log2 n⌉,
and equality holds if and only if n is the product of distinct Mersenne primes.
The bound for the p-adic valuation of σ(n), for a fixed odd prime p, is given in
Theorem 1.4. The proof presented here is valid under the following three assump-
tions on n:
(1) every prime q dividing n satisfies νp(σ(q
νq(n))) ≤ ⌊logp(q
νq(n))⌋ or
(2) every prime q dividing n which satisfies νp(σ(q
νq(n))) = ⌈logp(q
νq(n))⌉ is
less than p, or
(3) there is a unique prime q > p dividing n such that νp(σ(q
νq(n))) = ⌈logp(q
νq(n))⌉.
Theorem 1.4. Let p > 2 be prime. Assume n satisfy one of the conditions (1), (2),
or (3) given above. Then
(1.6) νp(σ(n)) ≤ ⌈logp n⌉.
Equality occurs if every prime factor q of n is solution of the Ljunggren-Nagell
equation
qk+1 − 1
q − 1
= ps, for some k, s ∈ N.
Note 1.5. Examples of type (1) are easy to produce. Take p = 5 and n = 23. Then
σ(23) = 15 so that ν5(σ(2
3)) = 1 and since log5(2
3) ∼ 1.89 the value ⌊log5(2
3)⌋ = 1
shows equality is achieved. For type (2) take n = 173200 = 24 · 52 · 433 and p = 31.
Then ν31(σ(2
4)) = ⌈log31 2
4⌉ = 1, ν31(σ(52)) = ⌈log31 5
2⌉ = 1 and ν31(σ(433)) =
1 < ⌈log31 2
4⌉ = 2. The bound in Theorem 1.4 below holds for this value of n, since
ν31(σ(173200)) = 3 ≤ ⌈log31 173200⌉ = 4. There are no examples of type (3) up to
n ≤ 5× 106.
Conjecture 1.6. Let p > 2 be a fixed prime. Then every n ∈ N satisfies condition
(1) or (2). Therefore, the bound (1.6) holds for every n ∈ N.
A complete characterization of indices n where equality is achieved in (1.6) re-
mains an open question. Partial results are presented in Lemma 6.6.
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2. Auxiliary results
This section contains some elementary results on the polynomials [x]n defined
by
(2.1) [x]n =
n∑
k=0
xk =
xn+1 − 1
x− 1
.
This is usually known as q-bracket and denoted by [n+1]x, where x = q. Informa-
tion about them appears in [5] and [9]. The polynomials [x]n play a crucial role in
the proof of Theorem 1.1.
The main connection to the current problem is the observation that, for q prime
and arbitrary k ∈ N, one has
(2.2) σ(qk) = [q]k.
The proofs of the first three results are elementary.
Lemma 2.1. Assume x, ℓ, k ∈ N with x odd, ℓ even. Then [xk]ℓ is odd.
Lemma 2.2. For n even
(2.3) [x]n[−x]n =
[
x2
]
n
.
Lemma 2.3. For n ∈ N
(2.4)
[
x2
]
n
[x]1 = [x]2n+1.
Lemma 2.4. For r ∈ N,
(2.5) [x]2r−1 =
r−1∏
i=0
(
x2
i
+ 1
)
.
Proof. This follows directly from
[x]2r−1 =
x2
r
− 1
x− 1
=
x2
r
− 1
x2r−1 − 1
×
x2
r−1
− 1
x2r−2 − 1
× · · · ×
x4 − 1
x2 − 1
x2 − 1
x− 1
.(2.6)

This identity in Lemma 2.4 reflects the fact that that every number 0 ≤ m < 2r
has a unique expansion in base 2.
Lemma 2.5. Assume k ∈ N with k + 1 = 2a · b, with b odd so that ν2(k + 1) = a.
Then
(2.7) [x]2k+1 =
[
x2
a+1
]
b−1
×
a∏
i=0
(
x2
i
+ 1
)
.
Proof. Every number j in the range 0 ≤ j ≤ 2k + 1 has a unique representation in
the form j = 2a+1s+ r, with 0 ≤ r ≤ 2a+1 − 1 and 0 ≤ s < b. Therefore
[x]2k+1 =
2k+1∑
j=0
xj =
2k+1∑
j=0
x2
a+1s+r
=

2a+1−1∑
r=0
xr

×
(
b−1∑
s=0
(
x2
a+1
)s)
= [x]2a+1−1 ×
[
x2
a+1
]
b−1
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and the result follows by using Lemma 2.4 on the first factor. 
3. The 2-adic valuation of σ(n)
This section presents a proof of Theorem 1.1. In this section, ρ denotes an odd
prime.
Lemma 3.1. The value ν2(σ(n)) depends only on the odd part of n; that is, if
n = 2ab, with b odd, then ν2(σ(n)) = ν2(σ(b)).
Proof. The result follows from the multiplicativity of σ and
(3.1) σ (2a) = 1 + 2 + 22 + · · ·+ 2a ≡ 1 mod 2.

Theorem 3.2. Assume ρ is an odd prime and ℓ ∈ N. Then
(3.2) ν2
(
σ
(
ρℓ
))
=
{
0 if ℓ is even,
ν2(ℓ+ 1) + ν2(ρ+ 1)− 1 if ℓ is odd.
Proof. For ℓ even, the result follows from σ(ρℓ) = 1 + ρ+ · · ·+ ρℓ ≡ 1 mod 2. Now
assume ℓ is odd. If ℓ = 4r + 1, then
ν2
(
σ(ρ4r+1)
)
= ν2([ρ]4r+1) since ρ is prime(3.3)
= ν2
(
[ρ2]2r[ρ]1
)
by Lemma 2.3
= ν2 ([ρ]2r [−ρ]2r [ρ]1) by Lemma 2.2
= ν2([ρ]2r) + ν2([−ρ]2r) + ν2([ρ]1).
Since ρ is an odd prime, [ρ]2r ≡ [−ρ]2r ≡ 1 mod 2, therefore
(3.4) ν2(σ(ρ
ℓ)) = ν2([ρ]1) = ν2(ρ+ 1).
Now ℓ+ 1 ≡ 2 mod 4 implies ν2(ℓ+ 1) = 1 and gives the result when ℓ ≡ 1 mod 4.
In the case ℓ ≡ 3 mod 4, write ℓ = 2k + 1 and k = 2ab − 1, with b odd (and so
a = ν2(k + 1) = ν2(ℓ + 1) − 1). Lemma 2.5 now gives (with k = 2r + 1 so that
2k + 1 = 4r + 3 = ℓ),
(3.5) [ρ]ℓ = [ρ]2k+1 = [ρ]2a+1−1 × [ρ
2a+1 ]b−1.
Lemma 2.1 shows that the second factor is odd, since b− 1 is even. It follows that
(3.6) ν2([ρ]ℓ) = ν2 ([ρ]2a+1−1) .
The identity
(3.7) [ρ]2a+1−1 =
ρ2
a+1
− 1
ρ− 1
= (ρ+ 1)×
a∏
j=1
(
ρ2
j
+ 1
)
in Lemma 2.4 yields
(3.8) ν2([ρ]ℓ) = ν2(ρ+ 1) +
a∑
j=1
ν2
(
ρ2
j
+ 1
)
.
For the last term, write ρ = 4u+ v with v = 1 or 3. Then, for j ≥ 1,
(3.9) ρ2
j
≡ v2
j
= (v2)2
j−1
≡ 1 mod 4,
so that ν2(ρ
2j + 1) = 1 and (3.8) becomes ν2([ρ]ℓ) = ν2(ρ+ 1)+ a. Finally observe
that a = ν2(k + 1) and k + 1 =
1
2 (ℓ + 1). The proof is complete. 
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Theorem 3.2 is now used to give a proof of an elementary result.
Corollary 3.3. The value σ(n) is odd if and only if n = 2am2, with m odd.
Proof. Write n = 2apα11 · · · p
αr
r and observe that
(3.10) ν2(σ(n)) = ν2(σ(2
a)) +
r∑
j=1
ν2(σ
(
p
αj
j
)
).
The first term vanishes since σ(2a) = 2a+1− 1 is odd. Theorem 3.2 shows that the
sum can be restricted to those primes with αj is odd. Then
(3.11) ν2(σ(n)) =
r∑
j=1
αjodd
[ν2(αj + 1) + ν2(pj + 1)− 1]
Since αj and pj are odd, it follows that ν2(αj+1) > 0 and ν2(pj+1) > 0. Therefore
it follows that the sum in (3.11) must be empty and there are no αj odd in the
factorization of n. This completes the proof. 
4. Bounds on 2-adic valuations
This section presents a proof of Theorem 1.3. It states that ν2(σ(n)) ≤ ⌈log2 n⌉
and determines conditions for equality to hold.
Proof. The proof is divided into a sequence of steps.
Step 1. Suppose n = 2t, with t ≥ 0. Then σ(n) = 1 + 2 + · · ·+ 2t ≡ 1 mod 2 and
(4.1) 0 = ν2(σ(n)) ≤ t = ⌊log2 n⌋ = ⌈log2 n⌉.
Step 2: Suppose n = p is an odd prime. Choose α such that 2α < p < 2α+1. Since
p+ 1 ≤ 2α+1,
(4.2) ν2(σ(p)) = ν2(p+ 1) ≤ α+ 1 = ⌈log2 p⌉
and the inequality follows. In addition, if p 6= 2α+1 − 1, then p+ 1 ≤ 2α+1 − 1 and
this implies ν2(p+1) ≤ α ≤ ⌊log2 p⌋; where the last step follows from 2
α < p. This
gives a stronger inequality: ν2(σ(n)) ≤ ⌊log2 n⌋.
On the other hand, if p = 2α+1 − 1, that is p is a Mersenne prime,
(4.3) ν2(σ(p)) = ν2(p+ 1) = α+ 1 = ⌈log2 n⌉.
Conversely, if ν2(p+ 1) = α+ 1, then p+ 1 = 2
α+1b, with b odd. The bounds on p
give b = 1, so that p = 2α+1 − 1 and p is a Mersenne prime. This proves the result
when n is a prime.
Step 3. The inequality ν2(σ(n)) ≤ ⌊log2 n⌋ holds if n = p
j , with j even. This is
elementary: σ(n) = 1 + p+ p2 + · · ·+ pj ≡ j +1 ≡ 1 mod 2 and thus ν2(σ(n)) = 0.
Step 4. The next case is n = p3, with p an odd prime. Assume p is not a Mersenne
prime and use Theorem 3.2 to obtain
ν2(σ(n)) = ν2(σ(p
3)) = 1 + ν2(p+ 1) = 1 + ν2(σ(p))
≤ 1 + ⌈log2 p⌉ by Step 2
< ⌈log2(p
3)⌉ = ⌈log2 n⌉.
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This gives ν2(σ(n)) ≤ ⌊log2 n⌋. On the other hand, if n = p
3 with p = 2t − 1 a
Mersenne prime
(4.4) ν2(σ(n)) = 1 + ν2(p+ 1) = 1 + t = 1 + ⌈log2 p⌉ < ⌈log2 n⌉,
and the inequality is strict again. This proves the result when n = p3.
Step 5. Now assume n = pj with j ≥ 5 odd, say j = 2k + 1. Then
⌈log2(p
2k+1)⌉ ≥ log2(p
2k+1) = k log2 p+ (k + 1) log2 p
≥ k log2 p+ k + 1 ≥ k log2 p+ ν2(k + 1).
For k ≥ 2, k log2 p ≥ log2(p
2) > log2(p + 1) and k log2 p > log2(p + 1). It follows
that
⌈log2(p
2k+1)⌉ > ν2(p+ 1) + ν2(k + 1).
Theorem 3.2 shows that ν2(p + 1) + ν2(k + 1) = ν2(σ(p
2k+1)) and the result also
holds in this case.
Step 6. Proceed by induction on n. The assumption is that, in the prime factor-
ization of n = pa11 p
a2
2 · · · p
ar
r , the exponent corresponding to a Mersenne prime is at
least 2. Then ν2(σ(n)) ≤ ⌊log2 n⌋. Write n = m× p
a, where gcd(m, p) = 1. Then
ν2(σ(m)) ≤ ⌊log2m⌋ (by induction) and ν2(σ(p
a)) ≤ ⌊log2(p
a)⌋ by Steps 2-4. Then
(4.5) ν2(σ(n)) = ν2(σ(m)) + ν2(p
a) ≤ ⌊log2m⌋+ ⌊log2(p
a)⌋ ≤ ⌊log2 n⌋
since ⌊x⌋+ ⌊y⌋ ≤ ⌊x+ y⌋.
Step 7. Assume now that n =
r∏
i=1
pi, where pi = 2
qi − 1 are distinct Mersenne
primes. This implies qi must be a prime number. Now
ν2(σ(n)) =
r∑
i=1
ν2(2
qi)
=
r∑
i=1
log2(pi + 1) =
r∑
i=1
log2(pi) + (log2(pi + 1)− log2 pi)
= log2 n+
r∑
i=1
log2
(
1 +
1
pi
)
< log2 n+
1
log 2
r∑
i=1
1
pi
< log2 n+ 1,
using the bound
(4.6)
r∑
i=1
1
pi
< 0.5165 < log 2
obtained by Tanaka [11]. This implies
(4.7) log2 n < ν2(σ(n)) < log2 n+ 1
showing that ν2(σ(n)) = ⌈log2 n⌉, since n is not a power of 2.
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Step 8. Finally, factor n = n1n2, where n2 is the product of all Mersenne primes
p dividing n to the first power; that is, νp(n) = 1. The factor n1 contains all other
primes, so that gcd(n1, n2) = 1. Then
ν2(σ(n)) = ν2(σ(n1)) + ν2(σ(n2))
≤ ⌊log2 n1⌋+ ⌈log2 n2⌉
= ⌊⌊log2 n1⌋+ ⌈log2 n2⌉⌋
≤ ⌊log2 n1 + log2 n2 + 1⌋
= ⌊log2 n+ 1⌋
= ⌊log2 n⌋+ 1.
Since log2 n 6∈ Z it follows that
(4.8) ⌊log2 n⌋ < log2 n < ⌈log2 n⌉
and thus ⌊log2 n⌋+ 1 = ⌈log2 n⌉. This completes the proof. 
5. The formula for an odd prime
This section presents the proof of Theorem 1.2. The discussion begins with
preliminary results, which admit elementary proofs.
Lemma 5.1. For r ∈ N and p > 1,
(5.1) [x]pr−1 =
r−1∏
i=0
[
xp
i
]
p−1
.
Lemma 5.2. Assume k ∈ N has νp(k+1) = a; that is, k = pab− 1 with (b, p) = 1.
Then
(5.2) [x]k =
[
xp
a
]
b−1
× [x]pa−1 .
Proposition 5.3. Let p be an odd prime and let q 6= p be prime. For n ≥ 0,
(5.3) νp
(
[qp
n
]p−1
)
=
{
1, if q ≡ 1 (mod p)
0, otherwise.
Proof. Write q = q1 + q2 · p+ q3 · p2 with 0 ≤ q2 < p and 0 < q1 < p. Assume first
q1 6= 1, then [
qp
n
]
p−1
= (q − 1)−1(qp·p
n
− 1)
≡ (q1 − 1)
−1(qp
n+1
1 − 1) (mod p)
≡ (q1 − 1)
−1(q1 − 1) (mod p)
≡ 1 (mod p),
and so νp(
[
qp
n]
p−1
) = 0. Now, in the case q ≡ 1 mod p, then q1 = 1 and
[
qp
n
]
p−1
=
p−1∑
i=0
qi·p
n
≡
p−1∑
i=0
1i·p
n
≡ 0 (mod p),
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and therefore νp(
[
qp
n]
p−1
) ≥ 1. Moreover,
[
qp
n
]
p−1
=
p−1∑
i=0
qi·p
n
≡
p−1∑
i=0
(1 + q2 · p)
i·pn (mod p2)
≡ 1 +
p−1∑
i=1
i·pn∑
j=0
(
i · pn
j
)
(q2 · p)
j (mod p2)
≡ 1 +
p−1∑
i=1
(1 + i · pn · q2 · p) (mod p
2)
≡ p+ (pn+2q2(p− 1)− 1)2
−1 ≡ p− 2−1 6≡ 0 (mod p2).
This completes the proof. 
The results above are now used to complete the proof of Theorem 1.2. This
provides an expression for νp(σ(n)), for p an odd prime. By the multiplicative
property of the σ-function, it suffices to consider the case n = qk. The proof is
divided into a sequence of steps.
Step 1. Assume p = q, then σ(qk) ≡ 1 (mod p) and the valuation is 0.
Step 2. Assume q ≡ 1 (mod p) and define k = paℓ − 1 for (ℓ, p) = 1, so that
a = νp(k + 1). Then νp(σ(q
k)) = νp(k + 1).
Proof. Start with
νp(σ(q
k)) = νp([q]k) = νp([q]paℓ−1)
= νp([q
pa ]ℓ−1[q]pa−1) By lemma 5.2
= νp([q
pa ]ℓ−1) + νp([q]pa−1)
= νp([q]pa−1) Because [q
pa ]ℓ−1 ≡ ℓ (mod p)
=
a−1∑
i=0
νp
([
qp
i
]
p−1
)
By lemma 5.1
= a,
using q ≡ 1 mod p and Proposition 5.3 in the last step. Since a = νp(k + 1), the
argument is complete. 
Step 3. Assume q 6≡ 1 (mod p) and r 6 | k + 1. Then νp(σ(qk)) = 0.
Proof. Write k = paℓ− 1, with a = νp(k + 1), to conclude that r 6 | ℓ and then
(5.4) [qp
a
]ℓ−1 ≡ (q − 1)
−1(qℓ − 1) 6≡ 0 (mod p).
Proposition 5.3 now implies νp(σ(q
k)) = 0. 
Step 4. Let q 6≡ 1 (mod p) and r|(k+1). Then νp(σ(qk)) = νp(k+1)+νp(qr−1).
Proof. Write k + 1 = paℓ = parℓ1 for some ℓ1. The previous computations gives
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νp(σ(q
k)) = νp([q]k)
= νp([q]paℓ−1)
= νp([q]pa−1) + νp([q
pa ]ℓ−1)
= νp([q
pa ]ℓ−1).
Then
νp
(
σ(qk)
qr − 1
)
= νp
(
[qp
a
]ℓ−1
qr − 1
)
= νp
(
(qr)ℓ1p
a
− 1
(qpa − 1)(qr − 1)
)
= νp
(
(qr)ℓ1p
a
− 1
qr − 1
)
because q 6≡ 1 (mod p)
= νp([q
r]ℓ1pa−1)
= νp([q
r]pa−1[q
rpa ]ℓ1−1) By lemma 5.2
= νp([q
r]pa−1)
=
a−1∑
i=0
νp([q
rpi ]p−1) By lemma 5.1
= a,
using Proposition 5.3 in the last step since qr ≡ 1 mod p. Then
νp(σ(q
k)) = a+ νp(q
r − 1) = νp(k + 1) + νp(q
r − 1), as claimed. 
The proof of Theorem 1.2 is now complete.
6. Bounds on p-adic valuations
The goal of this section is to establish the bound
(6.1) νp(σ(n)) ≤ ⌈logp n⌉,
given in Theorem 6.4. The proof presented here contains the restrictions on n
described in Conjecture 1.6. These restrictions, assumed to hold for all n, come
from the technique used in the proof.
Lemma 6.1. Let p, q, k ∈ N with p 6= q prime. The following statements are
equivalent:
(1) νp(σ(q
k)) ≥ ⌈logp(q
k)⌉,
(2) σ(qk) = ps for some s ≥ 1.
Proof. Assume (1) holds. Since q ≥ 2, it follows that
σ(qk)
qk
=
qk+1 − 1
qk+1 − qk
< 2,
so that σ(qk) < 2qk. Now write σ(qk) = psx, with (x, p) = 1. Then σ(qk) = psx <
2qk. Assume that x ≥ 2, then psx < 2qk ≤ xqk, and then s = logp(p
s) < logp(q
k).
From s = νp(σ(q
k)) it follows that νp(σ(q
k)) < logp(q
k), for x > 1. Thus, if (1)
holds, it must be that x = 1; that is, σ(qk) = ps.
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Conversely, if σ(qk) = ps, then logp(q
k) < s = νp(σ(q
k)) and ⌈logp(q
k)⌉ ≤
νp(σ(q
k)) follows from here. 
The proof of Theorem 1.4 under the conditions stated in Conjecture 1.6 is pre-
sented next. As before, p denotes an odd prime and q 6= p is a second prime and
r = Ordp(q).
Some preliminary results, required for the proof of Theorem 6.4, are established
next. The discussion is divided into two types.
Type 1. Assume k ∈ Z+ is such that one of the following conditions hold :
(1) either p = q or q 6≡ 1 mod p and r does not divide k + 1,
(2) q ≡ 1 mod p,
(3) k = 1 and q > 2,
(4) q 6≡ 1 mod p, r divides k + 1 and r 6= k + 1.
Type 2. Assume k ∈ Z+ is such that the following two conditions hold :
(1) r = k + 1,
(2) q 6≡ 1 mod p.
The first main result of this section is
Theorem 6.2. Assume p, q, k are as before. Then,
(1) In type 1, the inequality νp(σ(q
k)) ≤ ⌊logp q
k⌋ holds,
(2) In type 2, the inequality νp(σ(q
k)) ≤ ⌈logp q
k⌉ holds.
Lemma 6.3. Assume p, q, r are as above and satisfy the equivalent statements of
Lemma 6.1 hold. Assume q 6≡ 1 (mod p) and νp(k + 1) = 0. Then k + 1 = r.
Proof. If k + 1 is not divisible by r, then νp(σ(q
k)) = 0 and part (1) of Lemma 6.1
imply that ⌈logp(q
k)⌉ = 0. This yields logp(q
k) = 0 hence k = 0. Since this value
is excluded, it follows that k + 1 must be divisible by r.
Therefore define m by k + 1 = r ·m. It will be shown that m = 1. Start with
(6.2) νp(σ(q
k)) = νp
(
qk+1 − 1
q − 1
)
= νp(q
k+1 − 1) = νp(q
rm − 1),
and if νp(σ(q
k)) = s then qr·m = psℓ′ + 1 and qr = psℓ+ 1, for some integers ℓ, ℓ′.
Then ps = σ(qk) =
qk+1 − 1
q − 1
=
psℓ′
q − 1
, and therefore q = ℓ′ + 1.
Then, for some c ∈ N, it follows that qr − 1 = c · ℓ′. Thus psℓ = qr − 1 = c · ℓ′
and (ℓ′, p) = 1 implies νp(c) = s. Therefore c/p
s ∈ Z+ and therefore ℓ′ ≤ ℓ. The
inequality ℓ ≤ ℓ′ now implies m = 1. The proof is complete. 
The first part of Theorem 6.2 is established next. The hypothesis has four
components and it is required to show νp(σ(q
k)) ≤ ⌊logp q
k⌋ in each case.
Proof. We consider each case individually,
Case 1: Either p = q or q 6≡ 1 (mod p) and r does not divide k+1. The result
follows from Theorem 1.2 since 0 = νp(σ(q
k)) < logp(q
k).
Case 2. Assume q ≡ 1 (mod p). Then q > p and Theorem 1.2 yields
(6.3) νp(σ(q
k)) = νp(k + 1) ≤ k · 1 < k logp(q) = logp(q
k).
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Case 3. Suppose k = 1 and q > 2. Define α by pα < q < q + 1 ≤ pα+1. If
q + 1 < pα+1 then νp(σ(q)) = νp(q + 1) ≤ α = ⌊logp(n)⌋. Also q + 1 6= p
α+1 since
otherwise q = 2, p = 3.
Case 4. q 6≡ 1 (mod p), r divides k + 1 and r 6= k + 1. Write k = r · ℓ − 1 and
observe that r < k. Now there are several cases to consider:
• νp(k + 1) = 0. Then νp(σ(qk)) = νp(qr − 1) ≤ logp(q
r) < logp(q
k).
• νp(k + 1) 6= 0 and q > p. Then
νp(σ(q
k)) = νp
(
k + 1
r
)
+ νp(q
r − 1) ≤
(
k + 1
r
− 1
)
+ logp(q
r)
= logp
(
q
rℓ+r(r−1)
r
)
≤ logp(q
k) because ℓ + r ≤ ℓr = k + 1.
• νp(k + 1) 6= 0, and q < p there are three possibilities :
(1) min{νp(k + 1), νp(qr − 1)} ≥ 2:
νp(σ(q
k)) = νp(k + 1) + νp(q
r − 1)
≤ νp(k + 1)νp(q
r − 1) because x+ y ≤ xy for x, y ≥ 2
= νp(ℓ)νp(q
r − 1) ≤ (ℓ− 1)νp(q
r − 1) ≤ (ℓ− 1) logp(q
r) ≤ logp(q
k).
(2) νp(k + 1) = 1:
νp(σ(q
k)) = νp(k + 1) + νp(q
r − 1)
= 1 + νp(q
r − 1)
≤ νp(q
p−1 − 1) + νp(q
r − 1)
≤ logp(q
k) because r + p ≤ rp ≤ k + 1.
(3) νp(k+1) ≥ 2, νp(qr−1) = 1: one may assume νp(k+1) ≥ 2 and hence
k + 1 = p2rℓ1 ≥ 4 · 2ℓ1 ≥ 8, then
νp(σ(q
k)) = νp(k + 1) + νp(q
r − 1) ≤ logp(k + 1) + 1
≤ logp(2
k) ≤ logp(q
k).
This completes the proof. 
The next step is to establish the second part of Theorem 6.2. The assumptions
are now r = k + 1 and q 6≡ 1 mod p. The claim is that νp(σ(qk)) ≤ ⌈logp(q
k)⌉.
Proof. The results of Theorem 1.2 are used to justify the steps in
νp(σ(q
k)) = νp(q
r − 1) = νp((q − 1)(1 + q + q
2 + . . .+ qr−1)) ≤ logp(1 + q
2 + . . .+ qk)
= logp
(
qk
(
1
qk
+
1
qk−1
+ . . .+ 1
))
< logp(q
k) +
1
log p
k∑
j=1
1
qj
< logp(q
k) +
1
q − 1
< logp(q
k) + 1.
Note that logp(q
k) 6∈ Z and this implies νp(σ(q
k)) ≤ ⌊logp(q
k)+1⌋ = ⌈logp(q
k)⌉. 
The main result of this section is described next. It establishes the bound
νp(σ(n)) ≤ ⌈logp(n)⌉ under the conditions stated in Conjecture 1.6. In terms
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of the statement of Theorem 6.4, this conjecture states that every number n ∈ N
satisfy one of the conditions (1), (2), or (3).
Theorem 6.4. Let p > 2 be a fixed prime number, n ∈ N and write α = νq(n), so
that qα is exactly the part of n containing the prime q. Assume that either
(1) every prime q dividing n satisfies νp(σ(q
α)) ≤ ⌊logp(q
α)⌋, or
(2) every prime q dividing n which satisfies νp(σ(q
α)) = ⌈logp(q
α)⌉ is less than
p, or
(3) there is a unique prime q > p dividing n such that νp(σ(q
α)) = ⌈logp(q
α)⌉.
Then νp(σ(n)) ≤ ⌈logp(n)⌉.
Proof. The prime factors of n are partitioned into two disjoint groups:
N1 =
{
q prime q|n and νp
(
σ
(
qνq(n)
))
≤
⌊
logp
(
qνq(n)
)⌋}
(6.4)
N2 =
{
q prime q|n and νp
(
σ
(
qνq(n)
))
≥
⌈
logp
(
qνq(n)
)⌉}
.
The proof is divided in cases according to conditions on N2. Case 1 assumes
condition (1). Case 2 proves that conditions (1), (2) and (3) imply the result.
Finally, Case 3 proves the the result assuming (2).
Case 1. Assume (1). Then N2 is empty and the conclusion follows directly from
the inequality ⌊x⌋+ ⌊y⌋ ≤ ⌊x+ y⌋ and its generalization to several summands.
Case 2. Assume (1), (2) and (3). From (3) there is a unique prime q > p such that
νp(σ(q
α)) = ⌈logp(q
α)⌉. Define N = n/qα. Then gcd(N, q) = 1 and the number N
satisfies conditions (1) or (2). Then n = Nqα and so σ(n) = σ(N)σ(qα) and
νp(σ(n)) = νp(σ(N)) + νp(σ(q
α))(6.5)
≤ ⌊logpN⌋+ ⌈logp q
α⌉
≤ ⌈logpN + logp q
α⌉ using ⌊x⌋+ ⌈y⌉ ≤ ⌈x+ y⌉
= ⌈logp n⌉.
Case 3. Finally assume condition (2). Then split n into its factorization according
to these sets; that is, n = n1 · n2, with
(6.6) n1 =
∏
q∈N1
qνq(n) and n2 =
∏
q∈N2
qνq(n).
The rest of the proof is divided into a small number of steps.
Step 1. νp(σ(n1)) ≤ ⌊logp(n1)⌋. This follows from ⌊x⌋+ ⌊y⌋ ≤ ⌊x+ y⌋.
Step 2. νp(σ(n2)) ≥ ⌈logp(n2)⌉.
Proof. Write n2 =
t∏
i=1
qαii , where qi are the primes inN2 and αi = νqi(n). Therefore
νp(σ(q
αi
i )) ≥ ⌈logp(q
αi
i )⌉. Lemma 6.1 shows there are si ∈ Z
+ such that σ(qαii ) =
psi . Observe that
(6.7) si = logp(σ(q
αi
i )) =
⌈
logp(σ(q
αi
i ))
⌉
,
the last equality is valid since x = ⌈x⌉ for an integer x.
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Therefore
νp(σ(n2)) = νp
(
t∏
i=1
σ(qαii )
)
=
t∑
i=1
νp(σ(q
αi
i ))
=
t∑
i=1
si =
t∑
i=1
⌈
logp(σ(q
αi
i ))
⌉
≥
t∑
i=1
⌈
logp(q
αi
i )
⌉
≥
⌈
t∑
i=1
logp(q
αi
i )
⌉
since ⌈x⌉+ ⌈y⌉ ≥ ⌈x+ y⌉
=
⌈
logp n2
⌉
.

Step 3. νp(σ(n2)) ≤ ⌈logp(n2)⌉
Proof. It is at this point that condition (2), on the prime divisors of n is used.
As in Step 2, write n2 =
t∏
i=1
qαii with νp(σ(q
αi
i )) ≥ ⌈logp(q
αi
i )⌉. Then
νp(σ(n2)) =
t∑
i=1
(
logp(q
αi
i ) + logp
(
σ(qαii )
qαii
))
= logp n2 +
t∑
i=1
logp

1 + αi∑
j=1
1
qji

 ,
and log(1 + x) < x yields
(6.8) νp(σ(n2)) < logp n2 +
1
log p
t∑
i=1

 αi∑
j=1
1
qji

 < logp n2 + 1log p
t∑
i=1
1
qi − 1
.
To bound the last sum, observe that for p ≥ 11,
(6.9) H10 =
11∑
q=2
1
q − 1
=
11∑
q=2
q prime
1
q − 1
+
11∑
q=2
q not prime
1
q − 1
The sum on the right is 13 +
1
5 +
1
7 +
1
8 +
1
10 =
757
840 > 0.9. Then
Hp−1 =
p−1∑
k=1
1
k
(6.10)
=
p∑
k=2
k not prime
1
k − 1
+
p∑
k=2
k prime
1
k − 1
> 0.9 +
t∑
i=1
1
qi − 1
.
The first bound follows from p ≥ 11 and it was shown above that the corresponding
sum up to 11 is bounded by 0.9. The second bound comes from the assumption
(2), that all the primes qi, appearing in the factor n2, satisfy qi < p.
Now recall the value
(6.11) Hm = ψ(m) + γ
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where ψ(x) = Γ′(x)/Γ(x) is the digamma function and γ is Euler’s constant. (See
[5] for details). The standard bound ψ(m) ≤ logm− 12m yields
Hp−1 ≤ log p+ γ −
1
2p
< log p+ 0.9, since p ≥ 11 and γ ∼ 0.57721.
Therefore
t∑
i=1
1
qi − 1
< Hp−1 − 0.9 < log p, for p ≥ 11,
and then
νp(σ(n2)) < logp n2 +
1
log p
(Hp−1 − 0.9) < logp n2 + 1.
This establishes the bound νp(σ(n2)) ≤ ⌈logp(n2)⌉ for p ≥ 11. The missing cases
p = 3, 5, 7 can be checked directly. This finishes the discussion of Case 3. 
Note 6.5. Step 2 and Step 3 show that, under the assumptions stated in Conjecture
1.6, the identity
(6.12) νp(σ(n2)) = ⌈logp(n2)⌉
holds.
Step 4 completes the proof of Theorem 6.4. Write n = n1 · n2, with the above
notation. Then from νp(σ(n1)) ≤ ⌊logp n1⌋ and νp(σ(n2)) = ⌈logp n2⌉, it follows
that
νp(σ(n)) = νp(σ(n1n2))(6.13)
= νp(σ(n1)σ(n2))
= νp(σ(n1)) + νp(σ(n2))
≤ ⌊logp n1⌋+ ⌈logp n2⌉
≤ ⌈logp n1 + logp n2⌉ using ⌊x⌋+ ⌈y⌉ ≤ ⌈x+ y⌉
= ⌈logp n⌉.
The proof is complete. 
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Theorem 6.4 gives the bound νp(σ(n)) ≤ ⌈logp n⌉. The question of when is the
equality achieved is discussed next.
Lemma 6.6. Let n = qα11 · · · q
αℓ
ℓ be the prime factorization of n. Assume that
every prime component q
αj
j satisfies the equality
(6.14) νp(σ(q
αj
j )) = ⌈logp q
αj
j ⌉.
Then n achieves the upper bound νp(σ(n)) = ⌈logp n⌉ in Theorem 6.4.
Proof. The result comes from
⌈logp n⌉ ≥ νp(σ(n)) =
ℓ∑
j=1
νp(σ(q
αj
j )) =
ℓ∑
j=1
⌈logp q
αj
j ⌉ ≥


ℓ∑
j=1
logp q
αj
j

 = ⌈logp n⌉.

The converse of Lemma 6.6 is not valid. For example, take n = 24400 = 24·52 ·61.
Then ν31(σ(n)) = 3 = ⌈log31 n⌉ and the factor 61 satisfies ν31(σ(61)) = 1 and
⌈log31 61⌉ = 2.
Note 6.7. The result above gives a procedure to find some integers n where the
maximum bound is achieved. Theorem 6.4 shows that in the case of prime powers,
equality (6.14) is equivalent to condition (2) in Lemma 6.1. Therefore
(6.15)
qk − 1
q − 1
= ps.
with q = qj and k = αj+1. Thus p, q are prime solutions to the so-called Ljunggren-
Nagell diophantine equation
(6.16)
xk − 1
x− 1
= ys.
Examples include
23 − 1
2− 1
= 7,
53 − 1
5− 1
= 31,
35 − 1
3− 1
= 112,
74 − 1
7− 1
= 202,
183 − 1
18− 1
= 73.
According to [8], ‘presumably the last three examples are the only solutions of
(6.16) with r > 1 and s ≥ 2’. Information about (6.15) appears in [6] and [7].
7. A property of the prime 3
The goal of this section is to characterize the indices n for which ν3(σ(n)) = 0.
Theorem 7.1. For n ∈ N, the valuation ν3(σ(n)) = 0 if and only if n is represented
by the quadratic form Q(b, c) = b2 + bc + c2; that is, there are b, c ∈ Z such that
Q(b, c) = n.
The proof is divided into a number of steps.
Proposition 7.2. Let θ(q) =
∞∏
k=1
(1 − qk) and G(q) =
∑
b,c∈Z
ωb−cqb
2+bc+c2 where
ω = e2πi/3. Then
(7.1)
θ3(q)
θ(q3)
= G(q).
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Proof. Introduce the standard notation
(7.2) (a; q)n =
n∏
k=1
(1− aqk−1) and (a; q)∞ =
∞∏
k=1
(1− aqk−1),
and recall a classical result of Euler (see [4])
(7.3) (−x; q)∞ =
∞∏
n=0
(1 + xqn) =
∞∑
k=0
q(
k
2)
(q; q)k
xk.
The identity (1 + t3) = (1 + t)(1 + ωt)(1 + ω2t) now leads to
(7.4) (−x3; q3)∞ = (−x; q)∞(−xω; q)∞(−xω
2; q)∞
and (7.3) gives
(7.5)
∞∑
n=0
q3(
n
2)
(q3; q3)n
x3n =
∑
ℓ,j,k≥0
ωj+2k
q(
ℓ
2)+(
j
2)+(
k
2)
(q; q)ℓ(q; q)j(q; q)k
xℓ+j+k.
Matching powers of x leads to
(7.6)
1
(q3; q3)n
=
∑
ℓ+j+k=3n
ωj−2k
q(
ℓ
2)+(
j
2)+(
k
2)−3(
n
2)
(q; q)ℓ(q; q)j(q; q)k
.
The substitution a = ℓ− n, b = j − n, c = k − n transforms (7.6) into
(7.7)
1
(q3; q3)n
=
∑
a+b+c=0
ωb−c
q
1
2 (a
2+b2+c2)
(q; q)a+n(q; q)b+n(q; q)c+n
.
Now let n→∞ to produce
(7.8)
1
(q3; q3)∞
=
∑
a+b+c=0
ωb−c
q
1
2 (a
2+b2+c2)
(q; q)3∞
and hence
(7.9)
θ3(q)
θ(q3)
=
(q; q)3∞
(q3; q3)∞
=
∑
b,c∈Z
ωb−cqb
2+bc+c2 = G(q).

Define F (q) =
∑
b,c∈Z
qb
2+bc+c2 and introduce the coefficients βn by the expansion
F (q) =
∑
n≥0
βnq
n. The corresponding coefficients αn are defined for the function
G(q) in Proposition 7.2 by G(q) =
∑
n≥0
αnq
n. The next statement connects these
two sequences.
Corollary 7.3. The relation
(7.10) βn =
{
αn if βn ≥ 0,
−2αn if βn < 0.
If particular, βn = 0 is equivalent to αn = 0 and βn 6= 0 if and only if n = b2+bc+c2
for some b, c ∈ Z.
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Proof. Introduce the sets
A = {(b, c) ∈ Z2 : b ≡ c mod 3} and A′ = {(b, c) ∈ Z2 : b 6≡ c mod 3}.
Then A∪A′ = Z2 and A∩A′ = { }. A direct calculation shows that the congruence
b2 + bc+ c2 ≡ 0 mod 3 is equivalent to (b, c) ∈ A. Now using Reω = Reω2 = − 12 ,
it follows that
F (q) =
∑
n≥0

 ∑
(b,c)∈A
b2+bc+c2=n
1

 qn +∑
n≥0

 ∑
(b,c)∈A′
b2+bc+c2=n
1

 qn(7.11)
=
∑
b2+bc+c2=n
n≡0 mod 3
βnq
n +
∑
b2+bc+c2=n
n6≡0 mod 3
βnq
n
and
G(q) =
∑
n≥0

 ∑
(b,c)∈A
b2+bc+c2=n
1

 qn − 12
∑
n≥0

 ∑
(b,c)∈A′
b2+bc+c2=n
1

 qn(7.12)
=
∑
b2+bc+c2=n
n≡0 mod 3
βnq
n −
1
2
∑
b2+bc+c2=n
n6≡0 mod 3
βnq
n.
The result follows directly from here. 
The next statement gives a Lambert series expression for the function F . The
identity given below is classical: it appears in a famous letter from Ramanujan to
Hardy in 1917. An alternative proof appears in Chapter 21 of [10].
Corollary 7.4. The identity
(7.13) F (q) = 1 + 6
∞∑
m=0
(
q3m+1
1− q3m+1
−
q3m+2
1− q3m+2
)
holds.
Proof. After some change of variables, the proof of Theorem 7.1 gives a new ex-
pression for G(q) = θ3(q)/θ(q3) in the form
G(q) =
∑
k,ℓ∈Z
q3k
2+3kℓ+3ℓ2 + ω
∑
k,ℓ∈Z
q3k
2+3kℓ+3ℓ2+3k+3ℓ+1 + ω
∑
k,ℓ∈Z
q3k
2+3kℓ+3ℓ2+3k+3ℓ+1
= F (q3)− q
∑
k,ℓ∈Z
q3k
2+3kℓ+3ℓ2+3k+3ℓ.
Now invoke Jacobi’s identity
(7.14) θ3(q) =
∑
n≥0
(−1)n(2n+ 1)q(
n+1
2 )
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and splitting up this sum according to the residue of n modulo 3 yields
θ3(q) =
∑
n≥0
(−1)n(6n+ 1)q
9n2+3n
2 −
∑
n≥0
(−1)n(6n+ 3)q
9n2+9n+2
2(7.15)
−
∑
n<0
(−1)n(−6n− 1)q
9n2+3n
2
=
∑
n∈Z
(−1)n(6n+ 1)q
9n2+3n
2 − 3qθ(q9)3,
and hence, from (7.1),
G(q) = F (q3)− q
∑
k,ℓ∈Z
q3k
2+3kℓ+3ℓ2+3k+3ℓ(7.16)
=
1
θ(q3)
(∑
n∈Z
(−1)n(6n+ 1)q
9n2+3n
2 − 3qθ(q9)3
)
.
Now replace q by q1/3 and match the series with integer exponents to obtain
(7.17) F (q) =
1
θ(q)
∑
n∈Z
(−1)n(6n+ 1)q
3n2+n
2 .
Consequently, it follows that
F (q) =
1
θ(q)
∑
n∈Z
(−1)n(6n+ 1)q
3n2+n
2
=
1
θ(q)
[
d
dt
∑
n∈Z
(−1)nt6n+1q
3n2+n
2
]
t=1
=
1
θ(q)
[
d
dt
{
t
∞∏
m=1
(1− t6q3m−1)(1 − t−6q3m−2)(1 − t6q3m)
}]
t=1
=
1
θ(q)
[
∞∏
m=1
(1− t6q3m−1)(1− t−6q3m−2)(1− q3m)
]
t=1
×
{
1 +
∞∑
m=1
t−6q3m−2
1− t−6q3m−2
−
t6q3m−1
1− t6q3m−1
}
t=1
= 1 + 6
∞∑
m=1
(
q3m−2
1− q3m−2
−
q3m−1
1− q3m−1
)
,
using Jacobi’s triple identity to cancel θ(q) with the infinite product. 
The proof of Theorem 7.1 is now completed: start by writing the expression for
F (q) in Corollary 7.4 in terms of the Jacobi symbol
(
x
y
)
as
(7.18)
∑
b,c∈Z
qb
2+bc+c2 = 1 + 6
∑
n≥1
qn
∑
d|n
(
d
3
)
.
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On the other hand,
σ(n) =
∑
d|n
d(7.19)
≡
∑
d|n
d≡1 mod 3
1 +
∑
d|n
d≡2 mod 3
2
≡
∑
d|n
d≡1 mod 3
1−
∑
d|n
d≡2 mod 3
2
=
∑
d|n
(
d
3
)
,
instantly implies the assertion.
Note 7.5. An expression for the prime factorization of the integers n ∈ N such
that ν3(σ(n)) = 0 is given next. Since p = 3, the value of r = Ord3(q) is
(7.20) r =
{
1 if q ≡ 1 mod 3
2 if q 6≡ 1 mod 3
Recall that Theorem 1.2 gives
νp
(
σ(qk)
)
=


νp(k + 1), if q ≡ 1 (mod p)
0, if p = q or (q 6≡ 1 mod p and k 6≡ −1 mod r)
νp (k + 1) + νp(q
r − 1), otherwise,
motivating the writing of the prime factorization of n in the form
(7.21) n = 2α23α3
J1∏
j=1
pj≡1 mod 3
p
βj
j
J2∏
j=1
qj 6≡1 mod 3
γj 6≡−1 mod r
qj 6=3
q
γj
j
J3∏
j=1
rj 6≡1 mod 3
δj≡−1 mod r
rj 6=3
r
δj
j .
Then
(7.22) σ(2α2) = 2α2+1 − 1
and so this factor contributes to ν3(σ(n)) if α2 is odd. Therefore, if ν3(σ(n)) = 0,
it follows that α2 is even. Theorem 1.2 shows that there is no restriction on α3.
The primes pj are congruent to 1 mod 3, hence pj 6= 3. Of course the primes pj
satisfy pj ≡ 1 mod 6. Therefore
(7.23) ν3(σ(p
βj
j )) = ν3(βj + 1).
It follows that ν3(σ(n)) = 0 requires βj ≡ 0, 1 mod 3. The primes qj satisfy
qj ≡ 2 mod 3 and then γj must be even, since r = 2. The same is true for the
primes rj . Therefore ν3(σ(n)) = 0 precisely when
n = 3a
∏
i
(6ki + 1)
αi ·
∏
j
(3ℓj + 2)
2βj ,
where a ∈ N, αi 6≡ 2 (mod 3) and 6ki + 1 and 3ℓj + 2 are prime numbers. For
example, take n = 10003 = 7 · 1429. Then σ(n) = 11440 = 24 · 5 · 11 · 13 and
ν3(σ(n)) = 0.
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Note 7.6. The corresponding result for odd primes is the subject of current in-
vestigations. It is simple to produce parametrized families of numbers n such that
νp(σ(n)) 6= 0. For example, consider the prime p = 5 and the family of numbers
{n = 8(2m+ 1) : m ∈ N}. Since σ(8) = 15 and gcd(8, 2m+ 1) = 1, it follows that
(7.24) ν5(σ(8(2m+ 1))) = ν5(σ(8)) + ν5(σ(2m+ 1)) ≥ 1.
Similarly, σ(19) = 20 implies
ν5(σ(19(19m+ j))) = 1 + ν5(19m+ j) 6= 0, for fixed j in the range 1 ≤ j ≤ 18.
The characterization of integers r such that σ(r) ≡ 0 mod 5 is an interesting ques-
tion. This sequence starts with
{8, 19, 24, 27, 29, 38, 40, 54, 56, 57, 58, 59, 72, 76, 79, 87, 88, 89, 95}.
8. Conclusions
For a prime p and a ∈ N, the p-adic valuation νp(a) is the highest power of p
dividing a. For the function σ(n), the sum of the divisors of n, expressions for
νp(σ(n)) are provided. These lead to the bound ν2(σ(n)) ≤ ⌈log2 n⌉, with equality
precisely when n is the product of distinct Mersenne primes. For p odd, the bound
νp(σ(n)) ≤ ⌈logp n⌉ is established and equality holds when the prime factors of n
produce solutions to the Ljunggren-Nagell diophantine equation. This last result
requires an extra (technical) condition on n. It is conjectured that this condition
is always valid.
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