




























































































































































































































































































































































Solar	 energy	 has	 been	 used	 for	 heating	 for	 centuries.	 Since	 the	 invention	 of	 the
crystalline	silicon	solar	cell	by	Gerald	Pearson,	Daryl	Chapin	and	Calvin	Fuller	in	1954,




Solar	 energy	 is	used	already	 for	 supplying	 small	 amounts	of	 electricity	 and	heat	 in
rural	areas,	thereby	contributing	to	the	economic	development	of	these	areas.	Millions	of
small	photovoltaic	systems	are	operational,	providing	energy,	for	example,	for	lighting	and
telecommunications.	 Solar	 energy	 systems	 can	 be	 integrated	 very	 well	 in	 the	 built
environment	and	are	contributing	substantially	to	the	impressive	growth	of	the	utilisation
of	solar	energy	that	we	see	today.	Solar	energy	can	be	used	for	large	scale	production	of
electricity	 in	 power	 plants	 by	 means	 of	 flat	 plate	 and	 concentrator	 photovoltaic	 (PV)
systems,	as	well	as	by	thermal	concentrated	solar	power	(CSP)	systems.
The	utilisation	of	 solar	 energy	 is	growing	very	 fast.	 In	 addition,	 the	goals	 for	 solar
energy	 as	 laid	 down	 in	 government	 policies	 on	 national	 and	 European	 level	 are	 very
ambitious.	As	a	result	many	newcomers	are	entering	the	field,	taking	up	the	challenges.	In
order	 to	 do	 so,	 adequate	 training	 and	 education	 is	 required.	 The	 training	 needs	 to	 be
focussed	on	each	level,	e.g.	the	academic	level,	the	level	of	the	system	engineer,	the	level
of	installers,	etc.
The	 solar-energy	 field	 and	 in	 particular	 photovoltaics	 is	 very	 broad.	 The	 field	 of
photovoltaics	ranges	from	optics,	material	and	device	physics	for	solar-cell	development,
to	module	and	power	electronics	required	for	the	design	of	complete	stand	alone	and	grid-
connected	 systems.	For	 the	newcomer	 to	 the	 field,	but	 also	 for	 the	 specialist,	 it	 is	often
difficult	to	obtain	a	good	overview	of	the	whole	field.	On	one	hand	it	is	important	that	cell





photovoltaic	 energy	 conversion	 is	 given.	 Subsequently,	 both	 existing	 and	 emerging
solarcell	technologies	are	discussed,	and	a	number	of	new	approaches	for	future	efficiency
improvements,	like	spectral	conversion,	are	introduced.	Next	an	introduction	is	given	into
both	 off-grid	 and	 grid-connected	 photovoltaic	 systems.	 This	 book	 is	 completed	with	 an
overview	 of	 other	 solar	 technologies	 such	 as	 flat	 plate	 solar	 collectors	 and	 CSP
technologies,	and	solar	fuels.
This	is	an	excellent	book	for	education	and	self-teaching	at	academic	level,	but	it	can








Providing	 the	world	with	 energy	 in	 an	 environmentally	 sustainable	 and	 climate	 friendly
way	poses	one	of	the	greatest	challenges	to	mankind.	Solar	energy	will	play	a	prominent
role	 in	 the	 generation	 of	 electrical	 energy,	 whose	 global	 consumption	 is	 growing	 even
faster	than	the	total	energy	consumption.	The	rapid	growth	of	the	use	of	electrical	energy
is	driven	by	the	pervasive	digitization	of	our	society,	rapid	urbanization	and	the	growth	of




One	 byte	 of	 information	 per	 joule	 consumed.	 Fortunately,	 the	 information	 generation	 is
growing	 a	 lot	 faster	 than	 our	 energy	 consumption,	which	 is	 hopefully	 indicative	 of	 our
potential	 to	 find	 smart	 solutions	 for	 the	generation,	 transport	 and	use	of	 energy.	For	 the
increased	 use	 of	 solar	 electricity,	 such	 smart	 solutions	 are	 inevitable.	 Smart	 grids	 are
essential	 for	 the	 transport	 and	 efficient	 use	 of	 electricity	 generated	 by	 distributed	 and
variable	 sources.	 Smart	 integration	 of	 solar	 power	 generation	 in	 urban	 environments	 is
another	enabler	of	its	increased	use.
The	 solar	 energy	 research	program	at	Delft	University	of	Technology	 is	one	of	 the






The	 pervasive	 presence	 of	 digitization,	 as	 mentioned	 earlier,	 has	 had	 a	 significant
effect	on	our	educational	opportunities	as	well.	This	 is	 illustrated	by	TU	Delft’s	 leading
position	 in	 Massive	 Open	 and	 Online	 Courses	 (MOOCs)	 and	 other	 forms	 of	 online
education.	One	of	our	first	MOOCs	was	about	solar	energy.	This	course,	provided	through
the	edX-platform,	was	hugely	successful	and	attracted	close	to	60	thousand	participants	in
its	 first	edition.	Now,	 in	 its	 third	run	 the	 total	number	of	enrolments	will	be	well	over	a
hundred	thousand.
In	addition	 to	 the	English	 language	version,	 this	MOOC	runs	 in	Arabic	and	will	be
presented	in	Chinese	too	with	the	support	of	our	partner	organisations.	The	enormous	size
and	enthusiasm	of	course	participants	 investing	seriously	in	solar	energy	knowledge	and
competencies	 has	 inspired	 the	 teachers	 to	 make	 this	 (e-)BOOK	 with	 the	 MOOC.	 The
widespread	 knowledge	 and	 enthusiasm	 about	 solar	 electricity	 production	 is	 certainly
indicative	 of	 the	 forthcoming	 rapid	 increase	 of	 the	 solar	 energy	 fraction	 of	 our	 energy
consumption.	We	are	very	happy	to	see	that	our	courses	aroused	the	interest	of	so	many











indirectly	 in	 the	 form	of	wind	and	biomass.	 In	 this	 future	energy	system	 the	conversion
and	 utilization	 of	 energy	 will	 be	 highly	 efficient.	 These	 two	 components,	 renewable
energy	sources	and	energy	efficiency,	are	the	key	components	of	sustainable	energy.	The
transition	 towards	 a	 sustainable	 energy	 system	 is	 a	 major	 societal	 challenge	 needed	 to
preserve	Earth	for	future	generations.
This	 transition	 means	 that	 electricity	 will	 gain	 a	 more	 dominant	 role	 in	 energy
demand.	We	expect	electricity	to	become	a	universal	energy	carrier	and	the	backbone	of





We	hope	 that	 our	 book	Solar	Energy	Conversion:	 Fundamentals,	 Technologies	 and
Systems	will	be	a	useful	source	for	readers	studying	the	different	topics	on	solar	energy.
These	 topics	 are	 discussed	 in	 three	 courses	 on	 photovoltaics	 at	 Delft	 University	 of
Technology:	 PV	Basics,	 PV	Technologies,	 and	 PV	Systems.	 In	 addition,	 this	 book	 also
covers	 other	 aspects	 of	 solar	 energy,	 in	 particular	 solar	 thermal	 applications	 and	 solar
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the	 different	 aspects	 of	 Solar	 Energy,	 with	 a	 focus	 on	 photovoltaics,	 which	 is	 the
technology	 that	 allows	 energy	 carried	 by	 light	 to	 be	 converted	 directly	 into	 electrical
energy.
The	 organization	 of	 this	 book	 is	 roughly	 linked	 to	 the	 three	 lecture	 series	 on
photovoltaics	(PV)	that	are	given	at	the	Faculty	for	Electrical	Engineering,	Mathematics
and	Computer	Science	 of	Delft	University	of	Technology	 throughout	 the	 academic	year:
PV	Basics,	which	roughly	covers	the	topics	covered	in	Part	 II	on	PV	Fundamentals;	PV







solar	 cells	 in	 general	 and	 the	different	 technologies	 in	 particular.	After	 discussing	 some
basics	of	electrodynamics	in	Chapter	4	and	solar	radiation	in	Chapter	5,	we	spend	several
chapters	explaining	the	most	important	concepts	of	semiconductor	physics.	Following	the
discussion	 on	 the	 basics	 in	 Chapter	 6,	 we	 elaborate	 on	 the	 different	 generation	 and
recombination	mechanisms	 in	Chapter	7	 and	 introduce	different	 types	of	 semiconductor
junctions	in	Chapter	8.	After	introducing	the	most	important	parameters	for	characterizing
solar	cells	in	Chapter	9,	we	conclude	Part	II	with	a	discussion	on	the	efficiency	limits	of





at	 the	different	 thin-film	technologies	 in	Chapter	13.	After	 that,	we	 take	a	closer	 look	at
some	 processing	 technologies	 in	 Chapter	 14	 and	 discuss	 how	 to	 fabricate	 PV	modules





but	 also	 including	 all	 the	 balance-of-system	 components,	 are	 introduced	 in	Chapter	 19.
With	 all	 this	 knowledge	we	 elaborate	 on	 designing	PV	 systems	 –	 for	 both	 off-grid	 and
grid-connected	 situations	 in	 Chapter	 20.	 This	 part	 concludes	 with	 a	 discussion	 on	 the
ecological	and	economical	aspects	of	PV	systems	in	Chapter	21.












































































































































It	 states	 that	 there	 is	 a	 certain	 quantity,	 which	 we	 call	 energy,	 that	 does	 not	 change	 in	 the	 manifold
changes	which	nature	undergoes.	That	 is	a	most	abstract	 idea,	because	it	 is	a	mathematical	principle;	 it
says	 that	 there	 is	 a	 numerical	 quantity	 which	 does	 not	 change	 when	 something	 happens.	 It	 is	 not	 a
























Energy	E,	 the	 central	 quantity	 of	 this	 book,	 is	 given	 as	 the	 product	 of	F	 times	 the
distance	s,









As	we	will	 see	 later	 on,	 1	 J	 is	 a	 very	 small	 amount	 of	 energy	 compared	 to	 human














the	 heart	 consumes	 energy.	Also,	 if	we	want	 our	 body	 to	move,	 this	 consumes	 energy.
Further,	the	human	brain	consumes	a	lot	of	energy.	All	of	this	energy	has	to	be	supplied	to
the	body	from	the	outside	 in	 the	form	of	 food.	An	average	body	of	a	human	adult	male















more	 useable	 form.	 An	 example	 is	 the	 electric	 motor,	 in	 which	 we	 convert	 electrical
energy	to	mechanical	energy.
To	measure	 the	 amount	 of	 energy	humankind	 consumes,	we	 refer	 to	 two	 concepts:









also	 the	 ones	which	 have	 access	 to	 and	 are	 consuming	 the	most	 energy	 per	 inhabitant.
Table	 1.1	 shows	 the	 primary	 energy	 consumption	 per	 capita	 and	 the	 average	 power
consumed	 per	 capita	 for	 several	 countries.	We	 see	 that	 the	 average	US	 citizen	 uses	 an
average	power	of	9,319	W,	which	is	about	80	times	what	his	body	needs.	In	contrast,	an











Many	 people	 believe	 that	 tackling	 the	 energy	 problem	 is	 among	 the	 biggest
challenges	for	humankind	in	the	21st	century.	This	challenge	consists	of	several	problems:
First,	 humankind	 is	 facing	 a	 supply–demand	 problem.	 The	 demand	 is	 continuously
growing	 as	 the	 world	 population	 is	 rapidly	 increasing	 –	 some	 studies	 predict	 a	 world
population	of	9	billion	around	2040,	in	contrast	to	the	7	billion	people	living	on	the	planet
in	 2014.	All	 these	 people	will	 need	 energy,	which	 increases	 the	 global	 energy	 demand.
Further,	in	many	countries	the	living	standard	is	rapidly	increasing;	like	China	and	India,
where	approximately	2.5	billion	people	are	living,	which	represents	more	than	a	third	of








see	 that	 prices	went	up	during	 the	oil	 crisis	 in	 the	1970s,	when	 some	countries	 stopped
producing	and	 trading	oil	 for	 a	while.	The	 second	era	of	higher	oil	 prices	 started	 at	 the
beginning	 of	 this	 millennium.	 Due	 to	 the	 increasing	 demand	 from	 new	 growing
economies,	the	oil	prices	increased	significantly.
Figure	1.1:	The	history	of	the	oil	price	per	barrel	normalized	to	the	February	2013	value	of	the	US	dollar	[4].
A	 second	 challenge	 that	 we	 are	 facing	 is	 related	 to	 the	 fact	 that	 our	 energy
infrastructure	heavily	depends	on	fossil	fuels	like	oil,	coal	and	gas,	as	shown	in	Figure	1.2.
Fossil	 fuels	 are	nothing	but	millions	 and	millions	of	 years	 of	 solar	 energy	 stored	 in	 the
form	 of	 chemical	 energy.	 The	 problem	 is	 that	 humans	 deplete	 these	 fossil	 fuels	 much
faster	 than	 they	 are	 generated	 through	 the	 photosynthetic	 process	 in	 nature.	 Therefore
fossil	fuels	are	not	a	sustainable	energy	source.	The	more	fossil	fuels	we	consume,	the	less
easily	extractable	gas	and	oil	resources	will	be	available.	Already	now	we	see	that	more













The	atmospheric	concentrations	of	carbon	dioxide,	methane,	and	nitrous	oxide	have	 increased	 to	 levels
unprecedented	 in	at	 least	 the	 last	800,000	years.	Carbon	dioxide	concentrations	have	 increased	by	40%
since	pre-industrial	times,	primarily	from	fossil	fuel	emissions	and	secondarily	from	net	land	use	change
emissions.	 The	 ocean	 has	 absorbed	 about	 30%	 of	 the	 emitted	 anthropogenic	 carbon	 dioxide,	 causing
ocean	acidification	[11].
Further,	in	the	AR5	it	is	stated	that:












Hence,	 it	 seems	 very	 clear	 that	 the	 increase	 in	 carbon	 dioxide	 is	 responsible	 for	 global
warming	 and	 climate	 change,	 which	 can	 have	 drastic	 consequences	 on	 the	 habitats	 of
many	people.
Since	 the	 beginning	 of	 the	 industrial	 revolution,	 humankind	 has	 been	 heavily
dependent	on	fossil	fuels.	Within	a	few	centuries,	we	are	exhausting	solar	energy	that	was
incident	 on	Earth	 for	 hundreds	 of	millions	 of	 years,	 converted	 into	 chemical	 energy	 by
photosynthetic	processes	and	stored	in	the	form	of	gas,	coal	and	oil.
Before	 the	 industrial	 revolution,	 the	 main	 source	 of	 energy	 was	 wood	 and	 other
1.3
biomasses,	which	is	a	secondary	form	of	solar	energy.	The	energy	source	was	replenished
in	 the	 same	 characteristic	 time	 as	 the	 energy	 being	 consumed.	 In	 the	 pre-industrial	 era,
humankind	was	basically	living	on	a	secondary	form	of	solar	energy.	However,	also	back
then	the	way	we	consumed	energy	was	not	fully	sustainable.	For	example,	deforestation
due	 to	 increasing	 population	 density	 was	 already	 playing	 a	 role	 at	 the	 end	 of	 the	 first
millennium.
Methods	of	energy	conversion





discuss	 in	 Chapter	 10.	 The	 vast	 majority	 of	 the	 current	 cars	 and	 trucks	 works	 on	 this
principle.	Mechanical	 energy	 can	 be	 converted	 into	 electricity	 using	 electric	 generators
with	 an	 efficiency	 of	 90%	 or	 even	 higher.	Most	 of	 the	 world’s	 electricity	 is	 generated















The	 heat	 generates	 steam	 which	 drives	 a	 steam	 turbine	 and	 subsequently	 an	 electric
generator	just	as	in	most	fossil	fuel	power	plants.
Renewable	energy	carriers
All	 the	 energy	 carriers	 discussed	 above	 are	 either	 fossil	 or	 nuclear	 fuels.	 They	 are	 not
renewable	 because	 they	 are	 not	 “refilled”	 by	 nature,	 at	 least	 not	 in	 a	 useful	 amount	 of




on	 heat	 generated	 by	 fossil	 or	 nuclear	 fuels.	 The	 potential	 energy	 of	 rain	 falling	 in
mountainous	 areas	 or	 elevated	 plateaus	 is	 converted	 into	 electrical	 energy	 via	 a	water
turbine.	With	tidal	pools	the	potential	energy	stored	in	the	tides	can	also	be	converted	to




on	 semiconductor	 materials,	 we	 call	 it	 photovoltaics	 (PV).	 The	 term	 photovoltaic	 is
derived	 from	 the	 greek	word	φως	 (phos),	which	means	 light,	 and	 volt,	 which	 refers	 to
electricity	and	 is	a	 reverence	 to	 the	 Italian	physicist	Alessandro	Volta	 (1745–1827)	who
invented	 the	 battery.	 As	 we	 will	 see	 in	 this	 book,	 typical	 efficiencies	 of	 the	 most
commercial	solar	modules	are	in	the	range	of	15-20%.
The	energy	carried	with	sunlight	can	also	be	converted	into	heat.	This	application	is
called	 solar	 thermal	 energy	 and	 is	 discussed	 in	 detail	 in	 Chapter	 22.	 Examples	 are	 the
heating	of	water	flowing	through	a	black	absorber	material	that	is	heated	in	the	sunlight.
This	 heat	 can	 be	 used	 for	 water	 heating,	 heating	 of	 buildings	 or	 even	 cooling.	 If
concentrated	solar	power	systems	are	used,	 temperatures	of	 several	hundreds	of	degrees
are	 achieved;	 this	 is	 sufficient	 to	 generate	 steam	and	hence	drive	 a	 steam	 turbine	 and	 a
generator	to	produce	electricity.
Next	 to	generating	heat	and	electricity,	solar	energy	can	be	converted	into	chemical





We	 just	 have	 seen	 that	 solar	 energy	 can	 be	 converted	 into	 electricity,	 heat	 and
chemical	energy.	The	Sun	is	the	energy	source	for	almost	all	the	processes	happening	on
the	 surface	 of	 our	 planet:	 wind	 is	 a	 result	 of	 temperature	 difference	 in	 the	 atmosphere
induced	by	solar	irradiation;	waves	are	generated	by	the	wind;	clouds	and	rain	are	initially
formed	by	 the	 evaporation	of	water	 due	 to	 sunlight.	As	 the	Sun	 is	 the	only	 real	 energy
source	we	have,	we	need	to	move	to	an	era	in	which	we	start	to	utilize	the	energy	provided
by	 the	sun	directly	 for	satisfying	our	energy	needs.	The	aim	of	 this	book	 is	 to	 teach	 the
reader	how	solar	energy	can	be	utilized	directly.
Electricity
As	we	 see	 in	 Figure	 1.5	 (a),	 17%	 of	 all	 the	world’s	 final	 energy	 is	 used	 as	 electricity,
which	is	a	form	of	energy	that	can	be	easily	and	cheaply	transported	with	relatively	small
losses	 through	 an	 electric	 grid.	 It	 is	 important	 to	 realize	 that	without	 electricity	modern
society	as	we	know	it	would	not	be	possible.	Electricity	has	been	practically	used	for	more
than	 100	 years	 now.	 It	 provides	 us	 the	 energy	 to	 cook	 food,	 wash,	 do	 the	 laundry,
illuminate	 buildings	 and	 streets,	 and	 for	 countless	 other	 applications.	 The	 access	 to
electricity	strongly	determines	our	living	standard.	Despite	this	importance	of	electricity,
in	2009	still	about	1.3	billion	people	had	no	access	to	electricity.
As	we	 see	 in	 Figure	1.5	 (b),	 about	 67%	 of	 the	 electricity	 is	 generated	 using	 fossil
fuels,	where	coal	is	the	dominant	contributor.	As	coal	emits	about	twice	as	much	CO2	per
















































































Figure	 2.1	 shows	 the	 worldwide	 cumulative	 installed	 PV	 power,	 which	 is
exponentially	 increasing	 in	 time.	 The	 vertical	 axis	 represents	 the	 cumulative	 installed
power	 capacity	 expressed	 in	 GWp.	 The	 letter	 p	 denotes	 peak	 power,	 which	 is	 the
maximum	power	a	PV	module	can	deliver	if	it	is	illuminated	with	the	standardized	AM1.5











and	 2008	 with	 a	 growth	 of	 143%.	 In	 these	 years,	 by	 far	 the	 most	 PV	 systems	 were
installed	 in	Europe.	However,	since	2011	the	number	of	 installed	systems	in	Europe	has
been	 going	 down	 rapidly,	while	 it	 strongly	 increases	 in	 the	 other	 regions	 of	 the	world.






government’s	 progressive	 feed-in	 tariff	 policy	 that	 was	 introduced	 in	 2000	 [19].1
Considering	that	Germany	lies	within	an	area	with	a	relatively	low	radiation	level	that	is
comparable	to	that	of	Alaska	[20],	the	large	contribution	of	solar	electricity	to	Germany’s







we	also	 find	 the	United	States,	 Japan	and	Spain.	Their	PV	capacity	contributes	between
4%	(Spain)	and	9%	(USA).	Also	Japan	shows	a	strong	growth	in	PV	installations.	After
the	 Fukushima	 Daiichi	 nuclear	 disaster	 on	 11	 March	 2011	 the	 Japanese	 government
introduced	some	progressive	feed-in	tariffs	to	promote	and	accelerate	the	introduction	of
renewable	energy	conversion	technologies.
While	 PV	was	mainly	 a	 local	 affair	 at	 the	 beginning	 of	 this	 century,	 the	 situation
changed	 strongly	 around	2009,	which	 is	 illustrated	 in	Figure	2.4.	This	 figure	 shows	 the













share	 has	 increased	 very	 strongly	 to	 an	 amount	 of	 about	 60%	 in	 2012,	 which	 can	 be
explained	 with	 huge	 investments	 by	 the	 Chinese	 government	 in	 order	 to	 scale	 up	 PV
module	manufacturing	in	China.
In	 2000,	 the	 PV	markets	 were	 essentially	 local,	 meaning	 the	 European	 companies
produced	 for	 the	 European	 market	 etc.	 The	 local	 demands	 and	 supplies	 in	 Asia,	 the
Americas	 and	 Europe	were	 in	 balance.	More	 recently,	 the	market	 has	 become	 a	 global
market.	 As	 a	 result,	 in	 2012	 no	 local	 balance	 between	 supply	 and	 demand	 existed
anymore.	While	the	majority	of	the	demand	is	in	Europe,	the	majority	of	the	production	is
in	China.
The	 demand	 is	 also	 strongly	 stimulated	 by	 the	 decreasing	 cost	 price	 of	 PV
technology.	Figure	 2.5	 shows	 the	 learning	 curve	 of	 PV	 technology.	 The	 learning	 curve
shows,	in	a	graphical	way,	how	the	cost	price	develops	with	increasing	experience,	where
the	 experience	 is	 expressed	 by	 the	 cumulatively	 installed	 PV	 capacity.	 With	 more	 PV
produced	–	and	hence	also	with	time	–	the	PV	industry	gets	more	experienced.	On	the	one
hand,	 the	 industry	 learns	 to	 increase	 the	energy	conversion	efficiency	without	 increasing
the	 cost	 via	 betterr	 understanding	 the	 production	 process	 and	 hence	 increasing	 the
production	 yield.	 On	 the	 other	 hand,	 industry	 also	 learns	 to	 produce	 more	 efficiently,
which	means	 that	 the	manpower	 required	per	production	unit	 can	be	 reduced.	Also,	 the








follow	a	 largely	 exponential	 decay.	Currently,	 the	 average	 retail	 price	of	PV	modules	 is
below	 1	US	 dollar	 per	 watt-peak.	 However,	 the	 cost	 price	 of	 a	 PV	 system	 is	 not	 only
determined	by	the	module.	The	red	dots	show	the	decrease	in	the	cost	price	of	complete
PV	systems.	While	in	the	early	days	of	PV	technology,	the	system	price	was	dominated	by
the	 module	 price,	 currently,	 the	 cost	 of	 the	 balance	 of	 system,	 i.e.	 the	 non-modular
components	 of	 PV	 systems,	 are	 getting	 more	 and	 more	 dominant.	 By	 non-modular







modular	 costs	which	has	 a	positive	 effect	on	 the	cost	price	of	 the	complete	PV	system.
Consequently,	the	c-Si	PV	technology,	with	module	efficiencies	ranging	from	14%	up	to
20%	has	an	advantage	with	respect	to	thin-film	technologies,	that	have	lower	efficiencies.
In	 Chapter	 1	 we	 have	 seen	 that	 hydropower	 is	 responsible	 for	 16%	 of	 the	 total
worldwide	 electricity	 production	 while	 12%	 of	 the	 electricity	 is	 generated	 in	 nuclear
power	 plants.	 How	 do	 these	 numbers	 compare	 to	 solar	 electricity?	 This	 question	 is
answered	 in	 Figure	 2.6	 (a),	 where	 the	 installed	 capacity	 (in	 GW)	 of	 several	 electricity
generation	 technologies	 is	 shown	 on	 a	 logarithmic	 scale.	 The	 figure	 only	 considers
electricity	generation	technologies	that	are	not	dependent	on	fossil	fuels.	We	see	that	the





because	 the	 numbers	 shown	 in	 the	 graph	 represent	 the	 maximum	 (peak)	 power	 the
different	 technologies	 can	generate	 instead	of	 the	 average	power	 they	have	delivered	 in
reality.	The	 relationship	between	 the	 totally	 installed	power	and	 the	power	generated	on
average	 is	 called	 the	 capacity	 factor	 CF.	 Of	 the	 technologies	 shown	 in	 Figure	 2.6	 (a)
nuclear	 has	 by	 far	 the	 highest	 capacity	 factor	 with	 CF	 (nuclear)	 =	 90%	 followed	 by
hydropower	with	CF	(hydro)	=	40%.	For	wind	electricity	we	assume	CF	(wind)	=	30%	and




Currently	 solar	 energy	 generates	 about	 an	 order	 of	magnitude	 less	 electricity	 than	wind
energy	 and	more	 than	 two	 orders	 of	magnitude	 less	 than	 hydro	 and	 nuclear	 electricity.
Seeing	 the	 development	 in	 recent	 years,	 nonetheless	we	 can	 claim	 that	 the	 trend	 in	 the
growth	of	solar	energy	will	continue	in	the	coming	years.	If	we	therefore	extrapolate	the
trends	of	 the	 last	decade	until	2020	we	see	 that	 the	 installed	power	of	 solar	energy	will





Of	 course,	 we	 have	 to	 justify	why	 solar	 electricity	 can	 grow	much	 faster	 than	 the
other	 technologies	shown	in	Figure	2.6.	First,	 solar	 radiation	 is	available	everywhere	on
Earth	and	it	is	available	in	great	abundance.	The	amount	of	solar	energy	incident	on	Earth
is	 about	 10,000	 times	 larger	 than	 the	 total	 energy2	 consumption	 of	 mankind.	 As
hydroelectricity	is	powered	by	water	that	is	evaporated	by	the	Sun	and	falls	on	the	ground
as	 rain,	 it	 is	 a	 secondary	 form	of	 solar	 energy.	Also,	wind	 arises	 from	 temperature	 and
pressure	differences	in	the	atmosphere	and	hence	is	a	secondary	form	of	solar	energy.	As	a
consequence,	solar	energy	is	by	far	the	largest	available	form	of	renewable	energy.
Secondly,	 hydro-	 and	 nuclear	 electricity	 are	 centralized	 electricity	 generation
technologies.	 For	 hydropower	 plants,	 big	 dams	 are	 needed.	 Also	 nuclear	 power	 plants
have	 large	 power	 rates	 of	 about	 1	GW.	Building	 new	 hydro-	 and	 nuclear	 power	 plants
requires	 large	 public	 or	 private	 investments.	While	 solar	 electricity	 can	 be	 generated	 in
large	 PV	 parks	 or	 solarthermal	 power	 plants	 (see	 Chapter	 22),	 it	 also	 has	 a	 unique
advantage:	PV	systems	can	be	installed	decentralized	on	every	roof.	Electricity	consumers
can	generate	at	least	a	part	of	their	required	electricity	on	their	own	homes,	which	makes
them	 partially	 independent	 of	 the	 electricity	 market.	 In	 addition,	 the	 cost	 price	 of	 PV
systems	has	dropped	below	grid	parity	in	many	parts	of	the	world	[22].	This	means	that,
averaged	during	 the	 lifetime	of	 the	PV	system,	PV	generated	 electricity	 is	 cheaper	 than
electricity	from	the	grid.
We	 believe	 that	 the	 installation	 of	 decentralized	 PV	 systems	 will	 be	 the	 big	 force
behind	the	solar	revolution	in	the	coming	years.	It	will	change	the	energy	landscape	much
faster	 than	 most	 people	 think,	 which	 is	 justified	 in	 Figure	 2.6	 (b).	 As	 more	 and	 more








For	 all	 the	 exercises	 below,	 assume	 that	 the	 worldwide	 total	 amount	 of	 electricity
generated	is	20,200	TWh	per	year.


















The	 working	 principle	 of	 solar	 cells	 is	 based	 on	 the	 photovoltaic	 effect,	 i.e.	 the
generation	of	a	potential	difference	at	the	junction	of	two	different	materials	in	response	to
electromagnetic	 radiation.	 The	 photovoltaic	 effect	 is	 closely	 related	 to	 the	 photoelectric
effect,	 where	 electrons	 are	 emitted	 from	 a	 material	 that	 has	 absorbed	 light	 with	 a
frequency	 above	 a	 material-dependent	 threshold	 frequency.	 In	 1905,	 Albert	 Einstein





1.	Generation	 of	 charge	 carriers	due	 to	 the	 absorption	of	photons	 in	 the	materials
that	form	a	junction
Absorption	of	a	photon	 in	a	material	means	 that	 its	energy	 is	used	 to	excite	an	electron










In	 a	 real	 semiconductor,	 the	 valence	 and	 conduction	 bands	 are	 not	 flat,	 but	 vary
depending	 on	 the	 so-called	 k-vector	 that	 describes	 the	momentum	of	 an	 electron	 in	 the
semiconductor.	This	means	that	the	energy	of	an	electron	is	dependent	on	its	momentum
because	 of	 the	 periodic	 structure	 of	 the	 semiconductor	 crystal.	 If	 the	 maximum	 of	 the
valence	 band	 and	 the	minimum	 of	 the	 conduction	 band	 occur	 at	 the	 same	 k-vector,	 an
electron	can	be	excited	from	the	valence	to	the	conduction	band	without	a	change	in	the










radiative	energy	 of	 the	 photon	 is	converted	 to	 the	 chemical	 energy	 of	 the	 electron-hole
pair.	 The	 maximal	 conversion	 efficiency	 from	 radiative	 energy	 to	 chemical	 energy	 is





energy	 level	Ei,	 as	 illustrated	 in	 Fig.	 3.2	 .	 The	 energy	will	 then	 be	 released	 either	 as
photon	 (radiative	 recombination)	 or	 transferred	 to	 other	 electrons	 or	 holes	 or	 lattice
vibrations	 (non-radiative	 recombination).	 If	 one	 wants	 to	 use	 the	 energy	 stored	 in	 the
electron-hole	pair	for	performing	work	in	an	external	circuit,	semipermeable	membranes
















they	 can	 perform	work	 in	 an	 external	 circuit	 (Fig.	 3.2	 ).	 The	 chemical	 energy	 of	 the
electronhole	pairs	is	finally	converted	to	electric	energy.	After	 the	electrons	have	passed




convert	 photons	 with	 energies	 below	 the	 bandgap	 to	 electricity	 and	 thermalization	 of
photon	 energies	 exceeding	 the	 bandgap,	 as	 illustrated	 in	 Figure	 3.1	 (b).	 These	 two
mechanisms	 alone	 amount	 to	 the	 loss	 of	 about	 half	 the	 incident	 solar	 energy	 in	 the
conversion	 process	 [26].	 Thus,	 the	 maximal	 energy	 conversion	 efficiency	 of	 a	 single-
junction	 solar	 cell	 is	 considerably	 below	 the	 thermodynamic	 limit.	This	 single	 bandgap
limit	was	first	calculated	by	Shockley	and	Queisser	in	1961	[27].








physics.	First,	we	 introduce	 the	 electromagnetic	wave	 equations.	The	 existence	of	 these
equations	explains	 the	existence	of	electromagnetic	waves,	such	as	 light.	From	there	we





While	 electricity	 and	magnetism	have	been	known	 since	 ancient	 times,	 it	 took	until	 the
nineteenth	 century	 to	 realize	 that	 these	 two	phenomena	 are	 two	 sides	 of	 the	 same	 coin,
namely	 electromagnetism.	 We	 can	 easily	 see	 this	 by	 recalling	 that	 electric	 fields	 are
generated	 by	 charges	 while	 magnetic	 fields	 are	 generated	 by	 currents,	 i.e.	 .	 moving
charges.	Let	us	now	assume	that	we	are	within	an	array	of	charges.	Since	charges	create	an
electric	 field,	 we	 will	 experience	 such	 a	 field.	 Now	 we	 start	 moving	 with	 a	 constant
velocity.	This	 is	equivalent	 to	saying	that	 the	array	of	charges	moves	with	respect	 to	us.
Since	 moving	 charges	 are	 a	 current,	 we	 now	 experience	 a	 magnetic	 field.	 Thus,	 when
changing	from	one	frame	of	reference	into	another	that	moves	with	respect	to	the	first	one
with	a	constant	velocity,	electric	fields	are	transformed	into	magnetic	fields	and	vice	versa.
Between	 1861	 and	 1862,	 the	 Scottish	 physicist	 James	 Clerk	 Maxwell	 published
works	in	which	he	managed	to	formulate	the	complete	electromagnetic	theory	by	a	set	of
equations,	 the	Maxwell	equations.	A	modern	 formulation	 of	 these	 equations	 is	 given	 in
Appendix	A.1.	The	 transformation	 of	 the	 electric	 and	magnetic	 fields	 between	 different
frames	of	reference	is	correctly	described	by	Albert	Einstein’s	theory	of	special	relativity,
published	in	1905.






































The	electric	and	magnetic	 fields	are	perpendicular	 to	 the	propagation	direction,
hence	electromagnetic	waves	are	transverse	waves.
The	 electric	 and	magnetic	 vectors	 have	 a	 constant,	material-dependent	 ratio.	 If

































the	 layer.	For	 a	 silicon–air	 interface	 (nSi	≈	4.3),	we	 find	θcrit	=	13.4
°.	 For	 the	 supporting
layers	 used	 in	 solar	 cells,	 the	 critical	 angle	 is	much	 larger.	For	 a	 silicon–glass	 interface
(nglass	 ≈	 1.5),	we	 find	θcrit	 =	 20.4






















We	 thus	 see	 that	 the	 electric	 field	 is	 attenuated	 exponentially,	 exp	 	 when























Hence,	 the	electric	 field	 is	rotation	 free	 as	we	know	from	 the	 second	Maxwell	 equation








where	 J	 is	 the	 current	 density	 vector	 and	Qϒ	 is	 the	 total	 charge	 contained	 within	 the
volume	ϒ.	It	is	given	by




























In	 this	 chapter	 we	 discuss	 the	 aspects	 of	 solar	 radiation,	 which	 are	 important	 for	 solar
energy.	After	defining	the	most	important	radiometric	properties	in	Section	5.2,	we	discuss
blackbody	radiation	in	Section	5.3	and	the	wave-particle	duality	in	Section	5.4.	Equipped





The	mass	of	 the	Sun	is	so	 large	 that	 it	contributes	99.68%	of	 the	 total	mass	of	 the	solar
system.	In	the	centre	of	the	Sun	the	pressure–temperature	conditions	are	such	that	nuclear






















tons	of	mass	are	converted	 into	energy.	However,	 the	power	density	at	 the	centre	of	 the
Sun	is	estimated	by	theoretical	assumptions	only	to	be	about	275	W/m3.	As	we	have	seen
in	Chapter	1,	 the	average	power	of	an	adult	male	 is	115.7	W.	 If	we	assume	his	average
volume	to	be	70	L,	i.e.	0.07	m3,	the	average	power	density	of	the	human	body	is	1650	W,
hence	much	higher	than	the	fusion	power	in	the	centre	of	the	Sun!
The	neutrinos	hardly	 interact	with	matter	 and	 thus	can	 leave	 the	 solar	 core	without
any	hindrance.	Every	second,	about	6.5	×	1010	cm−2	pass	through	the	Earth	and	hence	also
through	our	bodies.	Neutrinos	carry	about	2%	of	the	total	energy	radiated	by	the	Sun.
The	remainder	of	 the	radiation	 is	 released	as	electromagnetic	radiation.	The	core	of
the	Sun	is	so	dense	that	radiation	cannot	travel	freely	but	is	continuously	absorbed	and	re-
emitted,	such	that	it	takes	the	radiation	between	10,000	and	170,000	years	to	travel	to	the
solar	 surface.	 The	 surface	 of	 the	 Sun	 is	 called	 the	 photosphere.	 It	 has	 a	 temperature	 of
about	6,000	K.	It	behaves	very	closely	to	a	blackbody	(see	Section	5.3)	and	is	the	source
of	the	solar	radiation	that	hits	 the	Earth.	The	total	 irradiance	of	the	solar	radiation	at	 the
mean	Earth–sun	distance	on	a	plane	perpendicular	to	the	direction	of	the	Sun,	outside	the
Earth’s	atmosphere,	 is	referred	to	as	the	solar	constant.	 Its	value	 is	approximately	1,361
W/m2.
5.2 Radiometric	properties
Radiometry	 is	 the	 branch	 of	 optics	 concerned	 with	 the	 measurement	 of	 light.	 Since
photovoltaics	deals	with	sunlight	 that	 is	converted	 into	electricity	 it	 is	very	 important	 to








take	 into	 account	 that	 light	 is	 incident	 from	 all	 the	 different	 directions,	 which	 we
parameterize	 with	 the	 spherical	 coordinates	 (θ,	 φ).	 The	 polar	 angle	 θ	 is	 defined	 with
respect	to	the	normal	of	the	surface	element	dA	and	φ	is	the	azimuth,	as	sketched	in	Figure
5.2	 (b).	 Thus,	 we	 also	 have	 to	 integrate	 over	 the	 hemisphere	 from	which	 light	 can	 be
incident	on	the	surface	element	dA.	We	therefore	obtain
where
is	a	solid	angle	element.	The	quantity	Le	 is	called	the	radiance	and	it	 is	one	of	 the	most




The	 factor	 cos	 θ	 expresses	 the	 fact	 that	 the	 surface	 element	 dA	 itself	 is	 not	 the
relevant	property	but	the	projection	of	dA	to	the	normal	of	the	direction	(θ,	φ).	This	is	also
known	as	the	Lambert	cosine	law.









































a	 reddish	 colour,	 then	 getting	more	 and	more	 yellowish	 as	we	 increase	 the	 temperature
even	 further.	 It	 thus	 emits	 electromagnetic	 radiation	 that	 we	 call	 thermal	 radiation.
Understanding	 this	 phenomenon	 theoretically	 and	 correctly	 predicting	 the	 emitted
spectrum	was	one	of	the	most	important	topics	of	physics	in	the	late	nineteenth	century.
For	 discussing	 thermal	 radiation,	 the	 concept	 of	 the	 blackbody	 is	 very	 useful.	 A
blackbody,	which	does	not	exist	in	nature,	absorbs	all	the	radiation	that	is	incident	on	it,
regardless	of	wavelength	and	angle	of	incidence.	Its	reflectivity	therefore	is	0.	Of	course,
since	 it	will	also	emit	 light	according	 to	 its	equilibrium	temperature,	 it	does	not	need	 to
appear	black	to	the	eye.
Two	approximations	 for	 the	blackbody	spectrum	were	presented	around	 the	 turn	of
the	century:	First,	in	1896,	Wilhelm	Wien	empirically	derived	the	following	expression	for
the	spectral	blackbody	radiance:
where	 λ	 and	 T	 are	 the	 wavelength	 and	 the	 temperature,	 respectively.	 While	 this





−23	 J/K	 is	 the	Boltzmann	constant.	The	derivation	of	 this	equation
was	 based	 on	 electrodynamic	 arguments.	While	 	 is	 in	 good	 agreement	 to	 measured
values	 at	 long	 wavelengths,	 it	 diverges	 to	 infinity	 for	 short	 wavelength.	 Further,	 the
radiant	emittance,	which	is	obtained	via	integration	over	all	wavelengths,	diverges	towards
infinity.	This	 so-called	ultraviolet	catastrophe	 demonstrates	 that	Rayleigh	 and	 Jeans	did
not	succeed	in	developing	a	model	that	could	adequately	describe	thermal	radiation.
In	 1900,	 Max	 Planck	 found	 an	 equation	 that	 interpolates	 between	 the	 Wien
approximation	and	the	Rayleigh–Jeans	law,
where	c	≈	2.998	×	108	m/s	 is	 the	speed	of	 light	 in	vacuo	and	h	≈	6.626	×	10−34	m2kg/s,




Figure	5.3	 shows	 the	 spectrum	of	 a	blackbody	with	a	6,000	K	 temperature	and	 the





















is	 doubled,	 it	 emits	 16	 times	 as	much	 power.	 Small	 temperature	 variations	 thus	 have	 a
large	influence	on	the	total	emitted	power.
Another	important	property	of	blackbody	radiation	is	Wien’s	displacement	law,	which












which	 becomes	 obvious	 when	 looking	 at	 the	 propagation	 of	 light	 through	 space	 or	 at
reflection	and	refraction	at	a	flat	interface.	It	also	was	discovered	that	other	particles,	such
as	electrons,	show	wave-like	properties.






As	 we	 already	 mentioned	 in	 Chapter	 3,	 only	 photons	 of	 appropriate	 energy	 can	 be
absorbed	and	hence	generate	electron-hole	pairs	in	a	semiconductor	material.	Therefore,	it














atmosphere	 is	 traversed.	AM0	also	 is	 shown	 in	Figure	5.5.	The	 irradiance	 at	AM0	 is	 Ie
(AM0)	=	1361	Wm−2.
When	 solar	 radiation	 passes	 through	 the	 atmosphere	 of	Earth,	 it	 is	 attenuated.	 The
most	important	parameter	that	determines	the	solar	irradiance	under	clear	sky	conditions	is











it	 results	 in	gaps	 in	 the	spectral	distribution	of	 solar	 radiation	as	apparent	 in	Figure	5.5.
Ozone	 absorbs	 radiation	with	wavelengths	 below	300	nm.	Depletion	 of	 ozone	 from	 the
atmosphere	allows	more	ultraviolet	radiation	to	reach	the	Earth,	with	consequent	harmful






therefore	 of	 utmost	 importance	 to	 define	 conditions	 that	 allow	 a	 comparison	 of	 all
different	 solar	 cells	 and	 PV	modules.	 These	 conditions	 are	 the	 standard	 test	 conditions
(STC),	 characterized	 by	 an	 irradiance	 of	 1,000	Wm−2,	 an	 AM1.5	 spectrum	 and	 a	 cell
temperature	of	25°	C.	The	AM1.5	spectrum	is	a	reference	solar	spectral	distribution,	being






the	Earth	 on	 a	 cloudless	 day.	Both	STC	 and	 the	AM1.5	 spectrum	 are	 used	 all	 over	 the




The	 actual	 amount	 of	 solar	 radiation	 that	 reaches	 a	 particular	 place	on	 the	Earth	 is
extremely	 variable.	 In	 addition	 to	 the	 regular	 daily	 and	 annual	 variation	 due	 to	 the
apparent	motion	 of	 the	 Sun,	 irregular	 variations	 have	 to	 be	 taken	 into	 account	 that	 are
caused	 by	 local	 atmospheric	 conditions,	 such	 as	 clouds.	 These	 conditions	 particularly
influence	 the	direct	 and	diffuse	components	of	 solar	 radiation.	The	direct	 component	of
solar	radiation	is	that	part	of	the	sunlight	that	directly	reaches	the	surface.	Scattering	of	the
sunlight	in	the	atmosphere	generates	the	diffuse	component.	Albedo	may	also	be	present
in	 the	 total	 solar	 radiation.	We	 use	 the	 term	 global	 radiation	 to	 refer	 to	 the	 total	 solar
radiation,	which	is	made	up	of	these	three	components.
The	design	of	an	optimal	photovoltaic	system	for	a	particular	location	depends	on	the
availability	of	 the	solar	 insolation	data	at	 the	 location.	Solar	 irradiance	 integrated	over	a
period	of	time	is	called	solar	irradiation.	For	example,	the	average	annual	solar	irradiation
in	 the	 Netherlands	 is	 1,000	 kWh/m2,	 while	 in	 the	 Sahara	 the	 average	 value	 is	 2,200































































by	 far	 the	most	widely	used	PV	material.	Therefore	we	 shall	use	c-Si	 as	 an	example	 to
explain	 the	 concepts	 of	 semiconductor	 physics	 that	 are	 relevant	 to	 solar	 cell	 operation.




Concentrations	 of	 doping	 atoms,	 which	 can	 be	 of	 two	 different	 types:	 donor
atoms,	which	 donate	 free	 electrons	 or	acceptor	atoms,	 which	 accept	 electrons.
The	 concentrations	 of	 donor	 and	 acceptor	 atoms	 are	 denoted	 by	 ND	 and	 NA,
respectively,	and	determine	the	width	of	the	space-charge	region	of	a	junction,	as
we	see	in	Chapter	8.
The	 mobility	 µ	 and	 the	 diffusion	 coefficient	 D	 of	 charge	 carriers	 is	 used	 to








The	 atomic	 number	 of	 silicon	 is	 14,	 which	 means	 that	 14	 electrons	 are	 orbiting	 the
nucleus.	In	ground	state	configuration,	 two	electrons	are	 in	 the	first	shell,	both	 in	 the	1s
orbital.	 Further,	 eight	 electrons	 are	 in	 the	 second	 shell,	 two	 in	 the	 2s	 and	 six	 in	 the	 2p
orbitals.	Hence,	four	electrons	are	in	the	third	shell,	which	is	the	outermost	shell	for	a	Si
atom.	 Only	 these	 four	 electrons	 interact	 with	 other	 atoms,	 for	 example	 via	 forming
chemical	bonds.	They	are	called	the	valence	electrons.
Two	 Si	 atoms	 are	 bonded	 together	 when	 they	 share	 each	 other’s	 valence	 electron.
This	is	the	so-called	covalent	bond	 that	is	formed	by	two	electrons.	Since	Si	atoms	have
four	 valence	 electrons,	 they	 can	 be	 covalently	 bonded	 to	 four	 other	 Si	 atoms.	 In	 the








The	 3p	 and	 3s	 orbitals	 are	mixed	 forming	 4	 sp3	 orbitals.	 Each	 of	 these	 four	 orbitals	 is
occupied	by	one	electron	 that	 can	 form	a	covalent	bond	with	a	valence	electron	 from	a
neighbouring	atom.
All	bonds	have	the	same	length	and	the	angles	between	the	bonds	are	equal	to	109.5°.






A	 diamond	 lattice	 unit	 cell	 represents	 the	 real	 lattice	 structure	 of	 monocrystalline




−3.	 Figure	 6.1	 (a)	 shows	 the	 crystalline	 Si	 atomic	 structure	 with	 no	 foreign	 atoms.	 In
practice,	 a	 semiconductor	 sample	 always	 contains	 some	 impurity	 atoms.	 When	 the









In	 the	 bonding	 model	 the	 atomic	 cores	 (atoms	 without	 valence	 electrons)	 are
represented	 by	 circles	 and	 the	 valence	 or	 bonding	 electrons	 are	 represented	 by	 lines
interconnecting	the	circles.	In	case	of	c-Si,	one	Si	atom	has	four	valence	electrons	and	four
nearest	 neighbours.	 Each	 of	 the	 valence	 electrons	 is	 equally	 shared	 with	 the	 nearest
neighbour.	There	are	therefore	eight	lines	terminating	on	each	circle.	In	an	ideal	Si	crystal
at	 0	K	 all	 valence	 electrons	 take	 part	 in	 forming	 covalent	 bonds	 between	Si	 atoms	 and
therefore	no	free	electrons	are	present	in	the	lattice.	This	situation	is	schematically	shown
in	Figure	6.2	(a).







electron	 creates	 an	 empty	 position	 in	 its	 original	 bond.	 The	 subsequent	 “jumps”	 of	 a
valence	electron	can	be	viewed	as	a	motion	of	the	hole	–	a	positive	charge	representing	the





holes.	 In	 intrinsic	 silicon	 at	 300	 K	 approximately	 1.5	 ×	 1010	 cm−3	 broken	 bonds	 are











The	 process	 of	 doping	 action	 can	 best	 be	 understood	 with	 the	 aid	 of	 the	 bonding
model	and	is	illustrated	in	Figure	6.3.	When	introducing	a	phosphorus	atom	into	the	c-Si





the	 phosphorus	 atom	 that	 replaces	 a	 Si	 atom	 in	 the	 lattice	 “donates”	 a	 free	 (mobile)






neighbouring	Si	atoms	when	it	 replaces	a	Si	atom	in	 the	 lattice.	However,	 it	can	readily
“accept”	an	electron	from	a	nearby	Si-Si	bond.	The	thermal	energy	of	the	c-Si	lattice	at
room	 temperature	 is	 sufficient	 to	 enable	 an	 electron	 from	a	nearby	Si-Si	 bond	 to	 attach
itself	 to	 the	 boron	 atom	 and	 complete	 the	 bonding	 to	 the	 four	 Si	 neighbours.	 In	 this
process	 a	 hole	 is	 created	 that	 can	 move	 around	 the	 lattice.	 The	 impurity	 atoms	 that
enhance	 the	concentration	of	holes	are	called	acceptors.	We	denote	 the	concentration	of
acceptors	by	NA.
Note	 that	 by	 substituting	 Si	 atoms	 with	 only	 one	 type	 of	 impurity	 atoms	 the
concentration	of	only	one	type	of	mobile	charge	carrier	is	increased.	Charge	neutrality	of
the	 material	 is	 nevertheless	 maintained	 because	 the	 sites	 of	 the	 bonded	 and	 thus	 fixed
impurity	 atoms	 become	 charged.	 The	 donor	 atoms	 become	 positively	 ionized	 and	 the
acceptor	atoms	become	negatively	ionized.
The	possibility	to	control	the	electrical	conductivity	of	a	semiconductor	by	doping	is
one	 of	 the	 most	 important	 semiconductor	 features.	 The	 electrical	 conductivity	 in
semiconductors	 depends	 on	 the	 concentration	 of	 electrons	 and	 holes	 as	 well	 as	 their
mobility.	 The	 concentration	 of	 electrons	 and	 holes	 is	 influenced	 by	 the	 amount	 of	 the
doping	atoms	 that	 are	 introduced	 into	 the	 atomic	 structure	of	 the	 semiconductor.	Figure
6.4	shows	the	range	of	doping	that	is	used	in	case	of	c-Si.	We	denote	a	semiconductor	as
p-type	or	n-type	when	holes	or	electrons,	respectively,	dominate	its	electrical	conductivity.









Any	 operation	 of	 a	 semiconductor	 device	 depends	 on	 the	 concentration	 of	 carriers	 that
transport	charge	inside	the	semiconductor	and	hence	cause	electrical	currents.	In	order	to
determine	 and	 to	 understand	 device	 operation	 it	 is	 important	 to	 know	 the	 precise
concentration	of	these	charge	carriers.	In	this	section	the	concentrations	of	charge	carriers
inside	 a	 semiconductor	 are	 derived	 assuming	 the	 semiconductor	 is	 under	 thermal
equilibrium.	The	term	equilibrium	is	used	to	describe	the	unperturbed	state	of	a	system,	to
which	 no	 external	 voltage,	 magnetic	 field,	 illumination,	 mechanical	 stress,	 or	 other
perturbing	 forces	 are	 applied.	 In	 the	 equilibrium	 state,	 the	 observable	 parameters	 of	 a
semiconductor	do	not	change	with	time.




(DoS).	 The	 occupation	 function	 is	 the	 Fermi–Dirac	 distribution	 function,	 f	 (E),	 which
describes	the	ratio	of	states	filled	with	an	electron	to	total	allowed	states	at	given	energy	E.
In	 an	 isolated	 Si	 atom,	 electrons	 are	 allowed	 to	 have	 only	 discrete	 energy	 values.	 The
periodic	atomic	structure	of	single	crystal	silicon	results	in	the	ranges	of	allowed	energy
states	 for	 electrons	 that	 are	 called	 energy	 bands,	 and	 the	 excluded	 energy	 ranges,
forbidden	gaps	or	band	gaps.	Electrons	 that	 are	 liberated	 from	 the	 bonds	 determine	 the
charge	 transport	 in	 a	 semiconductor.	 Therefore,	we	 further	 discuss	 only	 those	 bands	 of
energy	levels,	which	concern	the	valence	electrons.	Valence	electrons,	which	are	involved
in	 the	 covalent	 bonds,	 have	 their	 allowed	 energies	 in	 the	 valence	 band	 (VB)	 and	 the
allowed	energies	of	electrons	liberated	from	the	covalent	bonds	form	the	conduction	band
(CB).	 The	 valence	 band	 is	 separated	 from	 the	 conduction	 band	 by	 a	 band	 of	 forbidden









where	 	 and	 	 are	 the	 effective	masses	 of	 electrons	 and	 holes,	 respectively.	 As	 the
electrons	and	holes	move	in	the	periodic	potential	of	the	c-Si	crystal,	the	mass	has	to	be
replaced	by	the	effective	mass,	which	takes	the	effect	of	a	periodic	force	into	account.	The







where	kB	 is	Boltzmann’s	 constant	 (kB	 =	 1.38	×	10
−23	 J/K)	and	EF	 is	 the	 so-called	Fermi
energy.	kBT	is	the	thermal	energy,	at	300	K	it	is	0.0258	eV.	The	Fermi	energy	–	also	called
Fermi	level	–	is	the	electrochemical	potential	of	the	electrons	in	a	material	and	in	this	way






The	carriers	 that	contribute	 to	charge	 transport	are	electrons	 in	 the	conduction	band
and	holes	in	the	valence	band.	The	concentration	of	electrons	in	the	conduction	band	and
the	total	concentration	of	holes	in	the	valence	band	is	obtained	by	multiplying	the	density
of	 states	 function	with	 the	distribution	 function	and	 integrating	across	 the	whole	energy
band,	as	illustrated	in	Figure	6.5	(d):
The	 total	concentration	of	electrons	and	holes	 in	 the	conduction	band	and	valence	band,
respectively,	is	then	obtained	via	integration,
Substituting	the	density	of	states	and	the	Fermi–Dirac	distribution	function	into	Eq.	 (6.5)






When	 the	 requirement	 that	 the	 Fermi	 level	 lies	 in	 the	 band	 gap	more	 than	 3	 kBT	 from




which	 is	 independent	 of	 the	 position	 of	 the	 Fermi	 level	 and	 thus	 valid	 for	 doped







in	 c-Si	 can	 be	 manipulated	 by	 doping.	 The	 concentration	 of	 electrons	 and	 holes	 is
influenced	 by	 the	 amount	 of	 impurity	 atoms	 that	 substitute	 silicon	 atoms	 in	 the	 lattice.






















In	 the	 case	 of	 a	 p-type	material	 almost	 all	 acceptor	 atoms	NA	 are	 ionized	 at	 room
temperature.	 Therefore,	 they	 accept	 an	 electron	 and	 leave	 a	 hole	 in	 the	 valence	 band.
Under	the	assumption	that	ND	=	0,	Eq.	(6.15)	becomes
Further,	when	assuming	that
we	 can	 expect	 that	 the	 concentration	 of	 electrons	 is	 lower	 than	 that	 of	 holes.	 From	Eq.
(6.9),	 we	 can	 calculate	 the	 concentration	 of	 electrons	 in	 the	 p-type	 material	 more
accurately,
Inserting	 donor	 and	 acceptor	 atoms	 into	 the	 lattice	 of	 crystalline	 silicon	 introduces
allowed	energy	levels	into	the	forbidden	bandgap,	as	illustrated	in	Fig.	6.7.	For	example,
the	 fifth	 valence	 electron	 of	 the	 P	 atom	does	 not	 take	 part	 in	 forming	 a	 bond,	 is	 rather
weakly	 bound	 to	 the	 atom	 and	 is	 easily	 liberated	 from	 the	 P	 atom.	 The	 energy	 of	 the
liberated	electron	lies	in	the	CB.	The	energy	levels,	which	we	denote	ED,	of	the	weakly-




Doping	 also	 influences	 the	 position	 of	 the	 Fermi	 energy.	 When	 we	 increase	 the
electron	 concentration	 by	 increasing	 the	 donor	 concentration	 the	 Fermi	 energy	 will
increase,	which	is	represented	by	bringing	the	Fermi	energy	closer	to	the	CB	in	the	band























In	 contrast	 to	 the	 equilibrium	 conditions,	 under	 operational	 conditions	 a	 net	 electrical
current	 flows	 through	a	semiconductor	device.	The	electrical	currents	are	generated	 in	a
semiconductor	 due	 to	 the	 transport	 of	 charge	 by	 electrons	 and	 holes.	 The	 two	 basic
transport	mechanisms	in	a	semiconductor	are	drift	and	diffusion.
Drift
Drift	 is	 charged	 particle	motion	 in	 response	 to	 an	 electric	 field.	 In	 an	 electric	 field	 the
force	 acts	 on	 the	 charged	 particles	 in	 a	 semiconductor,	which	 accelerates	 the	 positively
charged	holes	in	the	direction	of	the	electric	field	and	the	negatively	charged	electrons	in
the	opposite	direction.	Because	of	collisions	with	the	thermally	vibrating	lattice	atoms	and
ionized	 impurity	 atoms,	 the	 carrier	 acceleration	 is	 frequently	 disturbed.	 The	 resulting
motion	of	electrons	and	holes	can	be	described	by	average	drift	velocities	vdn	and	vdp	for
electrons	 and	 holes,	 respectively.	 In	 the	 case	 of	 low	 electric	 fields,	 the	 average	 drift
velocities	are	directly	proportional	to	the	electric	field	ξ	as	expressed	by
The	proportionality	factor	is	called	mobility	µ.	It	is	a	central	parameter	that	characterizes
electron	 and	 hole	 transport	 due	 to	 drift.	 Although	 the	 electrons	 move	 in	 the	 opposite
direction	 to	 the	electric	 field,	because	 the	charge	of	an	electron	 is	negative	 the	 resulting














the	 temperature	 increases	 the	 collision	 rate	 of	 charged	 carriers	with	 the	vibrating	 lattice
atoms,	which	results	in	a	lower	mobility.	Increasing	the	doping	concentration	of	donors	or
acceptors	 leads	 to	 more	 frequent	 collisions	 with	 the	 ionized	 dopant	 atoms,	 which	 also




concentration	 into	 regions	 of	 low	 particle	 concentration	 as	 a	 result	 of	 random	 thermal






The	 proportionality	 constants,	 Dn	 and	 Dp	 are	 called	 the	 electron	 and	 hole	 diffusion
coefficients,	respectively.	The	diffusion	coefficients	of	electrons	and	holes	are	linked	with
the	 mobilities	 of	 the	 corresponding	 charge	 carriers	 by	 the	 Einstein	 relationship	 that	 is
given	by










equation	 (Eq.	 (4.34)).	 Now	 we	 will	 formulate	 the	 continuity	 equation	 in	 terms	 of	 the
electron	 and	 hole	 concentrations.	 Therefore	 we	 have	 to	 take	 drift,	 diffusion,	 and



































































































































































cell.	 However,	 the	 photogeneration	 rate	 is	 often	 several	 magnitudes	 higher	 than	 the
recombination	 rate,	 such	 that	 the	 effect	 of	 recombination	 on	 the	 solar	 cell	 current	 is




Before	 we	 can	 actually	 start	 with	 the	 treatment	 on	 the	 different	 generation	 and
recombination	 mechanisms,	 we	 have	 to	 distinguish	 between	 direct	 and	 indirect
semiconductors.	Figure	7.1	 shows	 the	 energy–momentum	 space	 of	 the	 electrons,	which
also	is	called	the	electronic	dispersion	diagram.	On	the	vertical	axis	the	energy	state	in	the
electronic	bands	is	plotted.	On	the	horizontal	axis	the	momentum	of	the	charge	carrier	is
shown.	This	momentum	 is	also	called	 the	crystal	momentum,	 and	 is	 related	 to	 the	wave
vector	k	 of	 the	 electron.	 It	 is	 important	 to	 realize	 that	 the	 position	 of	 the	 valence	 and
conduction	 band	 may	 differ	 in	 different	 directions	 of	 the	 lattice	 coordination.	 We	 can






For	 a	 direct	 band	 gap	 material	 the	 highest	 point	 of	 the	 valence	 band	 is	 vertically











It	 is	 clear	 that	 the	 excitation	 of	 an	 electron	 induced	 by	 photon	 absorption	 is	more



















photon	 is	 absorbed	 when	 an	 electron-hole	 pair	 is	 created,	 and	 a	 photon	 is	 emitted	 if
electron-hole	 pairs	 recombine	 directly.	 In	 this	 section,	we	will	 also	 introduce	 important
concepts	for	generation	and	recombination,	such	as	the	minority	carrier	lifetime.
Radiative	generation
When	 light	 penetrates	 into	 a	 material	 it	 will	 be	 (partially)	 absorbed	 as	 it	 propagates
through	 the	 material.	 If	 the	 photon	 energy	 is	 higher	 than	 the	 bandgap	 energy	 of	 the





The	 absorption	 profile	 in	 the	material	 depends	 on	 the	 absorption	 coefficient	 of	 the
material,	 which	 is	 wavelength	 dependent.	 The	 most	 frequent	 approach	 to	 calculate	 the
absorption	 profile	 of	 photons	 in	 semiconductor	 devices	 is	 by	 using	Lambert-Beer’s	 law
that	we	introduced	in	Eq.	(4.25),	where	it	was	formulated	for	the	decay	of	intensity.	Here










equal	 to	 unity.	 This	 assumption	 means	 that	 every	 photon	 generates	 one	 and	 only	 one
electron-hole	 pair.	 The	 optical	 generation	 rate	 GL	 (x)	 is	 calculated	 from	 the	 spectral
generation	rate	by	integrating	over	the	desired	wavelength	range,
It	 has	 the	 unit	 [GL]	 =	 cm























We	 will	 now	 discuss	 direct	 recombination	 which	 mainly	 occurs	 in	 direct	 bandgap
semiconductors,	such	as	gallium	arsenide.	It	is	illustrated	in	Figure	7.2	(b).	In	this	section
we	roughly	follow	the	derivation	by	Sze	[31].
Let	us	first	 look	at	 the	situation	at	 thermal	equilibrium.	 If	 the	 temperature	 is	higher
than	0	K,	the	crystal	lattice	is	vibrating.	This	vibrational	energy	will	be	sufficient	to	break





electrons	 in	 the	 conduction	 band	 and	 to	 the	 concentration	 of	 the	 available	 holes	 in	 the
valence	band,
where	β	is	a	proportionality	factor.	For	the	thermal	recombination	we	have





any	more.	This	situation	is	called	the	steady	state	 situation.	The	 total	 recombination	and
generation	rates	are	given	by
where	 n0	 and	 p0	 are	 the	 equilibrium	 concentrations.	 Δn	 and	 Δp	 are	 the	 excess	 carrier
concentrations	that	are	given	by
In	steady	state	R∗	and	G	are	equal,	hence






















The	more	 recombination	mechanisms	 are	 present,	 the	 shorter	 the	overall	 lifetime	of	 the
excess	minority	carriers.
The	last	aspect	that	we	want	to	discuss	in	this	section	is	a	situation	where	the	excess
carrier	generation	 is	not	uniform	 throughout	 the	semiconductor.	 In	 this	case	diffusion	of
excess	 carriers	 takes	 place	 in	 the	 semiconductor	 until	 they	 recombine	 with	 majority
carriers.	The	distance	over	which	the	minority	carriers	diffuse	is	defined	as:
where	Dn	and	Dp	are	the	diffusion	coefficients	as	introduced	in	Section	6.5.	Ln	and	Lp	are












In	 the	Shockley–Read–Hall	 (SRH)	 recombination	process,	which	 is	 illustrated	 in	Figure
7.3,	 the	 recombination	 of	 electrons	 and	 holes	 does	 not	 occur	 directly	 from	 bandgap	 to
bandgap.	 It	 is	 facilitated	 by	 an	 impurity	 atom	 or	 lattice	 defects.	 Their	 concentration	 is
usually	 small	 compared	 to	 the	 acceptor	 or	 donor	 concentrations.	 These	 recombination
centres	 introduce	 allowed	 energy	 levels	 (ET)	 within	 the	 forbidden	 gap,	 so-called	 trap
states.	An	electron	can	be	 trapped	 at	 such	a	defect	and	consequently	 recombines	with	a
hole	that	is	attracted	by	the	trapped	electron.	Though	this	process	seems	to	be	less	likely
than	the	direct	thermal	recombination,	it	is	the	dominant	recombination-generation	process
in	 semiconductors	 at	most	operational	 conditions.	The	process	 is	 typically	non-radiative




We	 distinguish	 between	 two	 kinds	 of	 traps:	 first,	 donor-type	 traps	 that	 are	 neutral


























where	 	 and	 	 are	 the	 effective	masses	 of	 the	 electrons	 and	 holes,	 respectively.	 For
electrons	in	silicon	and	gallium	arsenide,	 the	thermal	velocity	 is	about	107	cm/s.	For	the
following	derivation	we	assume	that	vth	is	the	same	for	electrons	and	holes.
The	electron	capture	cross–section	σn	describes	 the	effectiveness	of	 the	 trap	state	 to
capture	an	electron.	It	is	a	measure	of	how	close	an	electron	has	to	come	to	the	trap	to	be
captured.	 It	 has	 the	 unit	 of	 area,	 cm2.	 Similarly,	σp	 describes	 the	 effectiveness	 of	 a	 trap
state	to	capture	a	hole.
The	 derivation	 of	 the	 recombination	 efficacy,	 below,	 is	 valid	 for	 both	 donor-	 and
acceptorlike	traps.	Therefore,	the	capture	cross-section	and	emission	coefficients	in	Table




as	 the	 Fermi	 level	EF.	When	 the	 device	 is	 illuminated	 or	 a	 bias	 voltage	 is	 applied,	 the
carriers	on	either	side	of	the	band	gap	are	no	longer	in	equilibrium.	Yet,	they	do	relax	to	a
state	of	quasi-equilibrium	with	 their	 respective	bands.	This	 leads	 to	 the	definition	of	 the
quasi-Fermi	 levels	 for	 electrons	 and	 holes,	 EFn	 and	 EFp,	 which	 determine	 the	 carrier
concentrations	under	non-equilibrium	conditions.	Note	 that	 in	 thermal	equilibrium	EFn	=
EFp	 =	 EF.	 General	 expressions	 for	 the	 free	 electron	 and	 hole	 concentrations	 n	 and	 p,
respectively,	both	under	equilibrium	and	non-equilibrium	conditions,	read
where	EC	(EV)	is	the	conduction	(valence)	band	edge	and	NC	(NV)	the	effective	density	of
states	 in	 the	 conduction	 (valence)	 band,	 respectively.	 According	 to	 the	 Fermi–Dirac
statistics	the	occupation	function	in	thermal	equilibrium	is	given	by
where	ET	is	the	trap	energy.
In	 thermal	 equilibrium	 no	 net	 recombination	 occurs,	 such	 that	 r1	 =	 r2	 and	 r3	 =	 r4.
Substituting	 the	rate	equations	from	Table	7.1	and	Eqs.	 (7.30–7.31)	yields	 the	following
expressions	for	the	emission	coefficients:
By	 substituting	NC	 and	NV	 by	 the	 intrinsic	 carrier	 concentration	ni	 times	 an	 exponential
according	to	Eq.	(6.10),	we	obtain
Consider	now	a	non-equilibrium	steady-state	situation.	It	is	assumed	that	the	emission
coefficients	 are	 approximately	 equal	 to	 the	 emission	 coefficients	 under	 equilibrium.	As
recombination	involves	exactly	one	electron	and	one	hole,	at	steady	state	the	rate	at	which
the	 electrons	 leave	 the	 conduction	 band	 equals	 the	 rate	 at	 which	 the	 holes	 leave	 the
valence	band.	The	recombination	rate	is	therefore	equal	to





















The	 values	 of	 the	 minority-carrier	 lifetimes	 can	 vary	 a	 lot.	 When	 the	 trap
concentration	 in	 c-Si	 is	 very	 low,	 τn	 (τp)	 can	 achieve	 values	 around	 1	ms.	On	 the	 other
hand,	 the	 intentional	 introduction	 of	 gold	 atoms	 into	 Si,	which	 introduce	 efficient	 traps






indirect	semiconductors,	because	both	 transfer	 in	energy	and	momentum	must	occur	 for
an	 electron	 in	 the	 conduction	 band	 to	 recombine	 with	 a	 hole	 in	 the	 valence	 band.	 In
indirect	semiconductors,	Auger	recombination	becomes	important.	In	comparison	to	direct




is	 conserved	by	 transferring	energy	and	momentum	an	another	 electron	 (or	hole).	 If	 the
third	 particle	 is	 an	 electron,	 it	 is	 excited	 into	 higher	 levels	 in	 the	 electronic	 band.	 This
excited	electron	relaxes	again,	transferring	its	energy	to	vibrational	energy	of	the	lattice,	or
phonon	modes,	and	finally	heat.	Similarly,	if	the	third	particle	is	a	hole,	it	is	excited	into
deeper	 levels	of	 the	valence	band,	from	where	 it	 rises	back	to	 the	valence	band	edge	by
transferring	its	energy	to	phonon	modes.
As	Auger	recombination	is	a	three	particle	process,	the	Auger	recombination	rate	RAug
strongly	 depends	 on	 the	 charge	 carrier	 densities	 for	 the	 electrons	 n	 and	 holes	 p.	 The
recombination	 rates	 for	 electron-electron-hole	 (eeh)	 and	 electron-hole-hole	 (ehh)
processes	are	given	by
respectively,	where	Cn	and	Cp	are	the	proportionality	constants	that	are	strongly	dependent
on	 the	 temperature	 [31].	 Reeh	 is	 dominant	 when	 the	 electrons	 are	 the	 majority	 charge
carriers,	while	Rehh	 is	 dominant	when	 the	 holes	 are	 the	majority	 charge	 carries.	Adding
them	leads	to	the	total	Auger	recombination	rate,




Similarly,	 for	 strongly	 doped	 p-type	 silicon	 with	 acceptor	 concentration	 NA	 we	 may
assume	p	≈	NA	and	hence	the	ehh	process	being	dominant,
The	lifetime	then	is







Auger	 recombination	might	also	become	 important	 for	direct	bandgap	materials	 such	as
gallium	arsenide.
Surface	recombination
All	 the	 recombination	 mechanisms	 that	 we	 discussed	 so	 far	 are	 bulk	 recombination
mechanisms,	 which	 can	 happen	 inside	 the	 bulk	 of	 a	 semiconductor.	 For	 example,
impurities	can	cause	 trap	states	within	 the	semiconductor	bandgap	 leading	 to	Shockley–
Read–Hall	 recombination.	 However,	 in	 semiconductor	 devices,	 not	 only	 is	 bulk
recombination	important,	but	also	surface	recombination.	As	we	see	in	Figure	7.6	(a),	at	a
silicon	 surface	many	 valence	 electrons	 on	 the	 surface	 cannot	 find	 a	 partner	 to	 create	 a
covalent	 bond	with.	 The	 result	 is	 a	 so-called	dangling	 bond,	 which	 is	 a	 defect.	 Due	 to
these	 defects	many	 surface	 trap	 states	 are	 created	within	 the	 band	 gap,	 as	 illustrated	 in
Figure	 7.6	 (b).	 These	 defects	 will	 induce	 SRH	 recombination.	 In	 very	 pure


















trap	 density	 NsT.	 In	 semiconductor	 technology,	 NsT	 can	 be	 reduced	 with	 so-called
passivation.	This	means	that	the	defect	density	is	reduced	by	depositing	a	thin	layer	of	a
suitable	 material	 onto	 the	 semiconductor	 surface.	 Because	 of	 this	 layer,	 the	 valence
electrons	on	the	surface	can	form	covalent	bonds,	such	that	NsT	is	reduced.
Secondly,	 the	 excess	minority	 carrier	 concentration	 at	 the	 surface	 (ps	 or	ns)	 can	 be
reduced,	for	example	by	high	doping	of	the	region	just	underneath	the	surface	in	order	to
create	a	barrier.	Because	of	this	barrier,	the	minority	carrier	concentration	is	reduced	and
hence	 the	 recombination	 rate	 Rs.	 We	 discuss	 both	 ways	 in	 more	 detail	 during	 our
discussion	on	crystalline	silicon	solar	cells	in	Section	12.4.
More	 detailed	 discussions	 for	 the	 extreme	 cases	 SR	→	∞	 and	 Sr	 =	 0	 are	 found	 in
Appendix	C.
Carrier	concentration	in	non-equilibrium
When	a	semiconductor	 is	 illuminated	additional	electrons	and	holes	are	generated	 in	 the
material	 by	 the	 absorption	 of	 photons.	 The	 photogenerated	 carriers	 interact	 with	 the
semiconductor	 lattice.	 The	 extra	 energy	 that	 the	 electron-hole	 pairs	 receive	 from	 the
photons	with	energies	larger	 than	the	band	gap	of	 the	semiconductor	 is	released	into	the
lattice	in	the	form	of	heat.	After	this	so–called	thermalization	process,	which	is	very	fast
and	takes	approximately	10−12	s,	 the	carrier	concentrations	achieve	a	steady	state.	In	this
non-equilibrium	 state	 the	 electron	 and	 hole	 concentrations	 differ	 from	 those	 in	 the
equilibrium	state.	 In	non-equilibrium	states	 two	Fermi	distributions	are	used	 to	describe
the	electron	and	hole	concentrations.	One	Fermi	distribution	with	the	quasi-Fermi	energy
for	electrons,	EFn,	describes	the	occupation	of	states	in	the	conduction	band	with	electrons.











By	 using	 the	 quasi-Fermi	 level	 formalism	 for	 describing	 the	 concentration	 of	 charge





































electron-hole	 generation	 before	 it	 recombines.	Calculate	 the	minority	 carrier	 lifetime	 for	 a	 single	 crystalline
solar	cell	having	diffusion	length	of	L	=	200	µm	and	minority	carrier	diffusivity	of	D	=	27	cm2/s.

































phosphorus	 atoms	 were	 added	 to	 the	 crystal	 when	 it	 was	 still	 molten,	 during	 its	 growth.	 The	 effective
conduction	 band	 density	 of	 states	 of	 c-Si	 can	 be	 described	 as:	NC	 ≈	 6.2	×	 1015	 ×	T3/2	 cm−3.	 The	 effective










extra	 holes/electrons,	 for	 example,	 come	 from	 at	 the	 high	 temperature	 compared	 to	 the	 room
temperature?
Draw	 an	 energy	 band	 diagram	 and	 include	 the	 position	 of	 the	Fermi	 level	 as	 a	 dashed	 line	 for	 both





An	n-type	 semiconductor	 is	 shown	 in	Figure	7.9.	 Illumination	produces	 a	 constant	 excess	 carrier	 generation
rate,	G0,	in	the	region	−L	<	x	<	+	L.	Assume	that	the	minority–carrier	lifetime	is	infinite	and	assume	that	the
excess–minority	 carrier	 hole	 concentration	 is	 zero	 at	 x	 =	 −3L	 and	 at	 x	 =	 3L.	 Find	 the	 steady-state	 excess
minority–carrier	concentration	versus	x,	for	the	case	of	low	injection	and	for	zero	applied	electric	field.
Figure	7.9



















Since	 these	 junctions	 are	 crucial	 to	 the	operation	of	 the	 solar	 cell,	we	will	 discuss	 their
physics	in	this	chapter.
A	p-n	 junction	 fabricated	 in	 the	 same	 semiconductor	 material,	 such	 as	 c-Si,	 is	 an
example	of	 a	p-n	homojunction.	There	 are	 also	 other	 types	 of	 junctions:	A	p-n	 junction
that	is	formed	by	two	chemically	different	semiconductors	is	called	a	p-n	heterojunction.
In	 a	 p-i-n	 junction	 the	 region	 of	 the	 internal	 electric	 field	 is	 extended	 by	 inserting	 an
intrinsic,	 i,	 layer	 between	 the	 p-type	 and	 the	 n-type	 layers.	 The	 i-layer	 behaves	 like	 a








and	 their	 corresponding	 band	 diagrams.	 In	 both	 isolated	 pieces	 the	 charge	 neutrality	 is
maintained.	 In	 the	 n-type	 semiconductor	 the	 large	 concentration	 of	 negatively-charged
free	 electrons	 is	 compensated	 by	 positively-charged	 ionized	 donor	 atoms.	 In	 the	p-type
semiconductor	 holes	 are	 the	 majority	 carriers	 and	 the	 positive	 charge	 of	 holes	 is




When	 a	 p-type	 and	 an	 n-type	 semiconductor	 are	 brought	 together,	 a	 very	 large






The	gradual	 depletion	of	 the	 charge	 carriers	 gives	 rise	 to	 a	 space	 charge	 created	by	 the
charge	 of	 the	 ionized	 donor	 and	 acceptor	 atoms	 that	 is	 not	 compensated	 by	 the	mobile
charges	 any	more.	This	 region	of	 the	 space	 charge	 is	 called	 the	 space-charge	 region	 or
depleted	region	and	is	schematically	illustrated	in	Fig.	8.2.	Regions	outside	the	depletion





The	 space	 charge	 around	 the	 metallurgical	 junction	 results	 in	 the	 formation	 of	 an
internal	 electric	 field	which	 forces	 the	 charge	 carriers	 to	move	 in	 the	opposite	direction






the	 electrochemical	 potential	 is	 constant	 and	 independent	 of	 position.	 The	 electro-
chemical	 potential	 describes	 an	 average	 energy	 of	 electrons	 and	 is	 represented	 by	 the
Fermi	 energy.	 Figure	 8.3	 (a)	 shows	 the	 band	 diagrams	 of	 isolated	 n-	 and	 p-type
semiconductors.	The	band	diagrams	are	drawn	such	 that	 the	vacuum	energy	 level	Evac	 is
aligned.	 This	 energy	 level	 represents	 the	 energy	 just	 outside	 the	 atom,	 if	 an	 electron	 is
elevated	to	Evac	it	leaves	the	sphere	of	influence	of	the	atom.	Also	the	electron	affinity	χe	is


















In	 addition	 to	 the	 Fermi	 energy	 being	 constant	 across	 the	 junction,	 the	 band-edge
energies	EC	 and	EV	 as	 well	 as	 the	 vacuum	 energy	Evac	 must	 be	 continuous.	 Hence,	 the
bands	get	bended,	which	indicates	the	presence	of	an	electric	field	in	this	region.	Due	to
the	 electric	 field	 a	 difference	 in	 the	 electrostatic	 potential	 is	 created	 between	 the
boundaries	 of	 the	 space-charge	 region.	 Across	 the	 depletion	 region	 the	 changes	 in	 the
carrier	 concentration	 are	 compensated	 by	 changes	 in	 the	 electrostatic	 potential.	 The
electrostatic-potential	profile	ψ	is	also	drawn	in	Fig.	8.3	b).
Figure	8.5:	Concentrations	profile	of	mobile	charge	carriers	in	a	p-n	junction	under	equilibrium.
The	 concentration	 profile	 of	 charge	 carriers	 in	 a	 p-n	 junction	 is	 schematically
presented	in	Fig.	8.5.	In	the	quasi-neutral	regions	the	concentration	of	electrons	and	holes
is	 the	 same	 as	 in	 the	 isolated	 doped	 semiconductors.	 In	 the	 space-charge	 region	 the
concentrations	of	majority	charge	carriers	decrease	very	rapidly.	This	fact	allows	us	to	use
the	 assumption	 that	 the	 space-charge	 region	 is	 depleted	 of	mobile	 charge	 carriers.	 This
assumption	 means	 that	 the	 charge	 of	 the	 mobile	 carriers	 represents	 a	 negligible
contribution	 to	 the	 total	 space	 charge	 in	 the	 depletion	 region.	 The	 space	 charge	 in	 this
region	is	fully	determined	by	the	ionized	dopant	atoms	fixed	in	the	lattice.
The	presence	of	the	internal	electric	field	inside	the	p-n	 junction	means	that	there	is
an	 electrostatic	 potential	 difference,	 Vbi,	 across	 the	 space-charge	 region.	 We	 shall
determine	 a	 profile	 of	 the	 internal	 electric	 field	 and	 electrostatic	 potential	 in	 the	 p-n
junction.	 First	 we	 introduce	 an	 approximation,	 which	 simplifies	 the	 calculation	 of	 the
electric	field	and	electrostatic-potential.	This	approximation	(the	depletion	approximation)
assumes	that	the	space-charge	density,	ρ,	is	zero	in	the	quasi-neutral	regions	and	it	is	fully
determined	 by	 the	 concentration	 of	 ionized	 dopants	 in	 the	 depletion	 region.	 In	 the
depletion	region	of	the	n-type	semiconductor	it	is	the	concentration	of	positively	charged






In	Fig.	8.6,	 the	position	of	 the	metallurgical	 junction	 is	placed	at	zero,	 the	width	of
the	 space-charge	 region	 in	 the	 n-type	 material	 is	 denoted	 as	 ℓn	 and	 the	 width	 of	 the












Substituting	 the	 space-charge	 density	 with	 Eqs.	 (8.3)	 and	 using	 the	 boundary
conditions
we	obtain	as	solution	for	the	electric	field
At	 the	metallurgical	 junction,	x	=	0,	 the	electric	 field	 is	continuous,	which	 requires
that	the	following	condition	has	to	be	fulfilled




We	 define	 the	 zero	 electrostatic	 potential	 level	 at	 the	 outside	 edge	 of	 the	 p-type
semiconductor.	 Since	 we	 assume	 no	 potential	 drop	 across	 the	 quasi-neutral	 region	 the
electrostatic	potential	at	the	boundary	of	the	space-charge	region	in	the	p-type	material	is
also	zero,
Using	 Eqs.	 (8.7)	 for	 describing	 the	 electric	 field	 in	 the	 n-	 and	 p-doped	 regions	 of	 the
spacecharge	 region,	 and	 taking	 into	 account	 that	 at	 the	 metallurgical	 junction	 the
electrostatic	 potential	 is	 continuous,	 we	 can	 write	 the	 solution	 for	 the	 electrostatic
potential	as
Under	 equilibrium	 a	 difference	 in	 electrostatic	 potential,	 Vbi,	 develops	 across	 the
spacecharge	 region.	 The	 electrostatic	 potential	 difference	 across	 the	 p-n	 junction	 is	 an
important	characteristic	of	the	junction	and	is	denoted	as	the	built-in	voltage	or	diffusion














This	 equation	 allows	 us	 to	 determine	 the	 built-in	 potential	 of	 a	 p-n	 junction	 from	 the
standard	semiconductor	parameters,	such	as	doping	concentrations	and	the	intrinsic	carrier
concentration.
We	 can	 calculate	 the	 width	 of	 the	 space	 charge	 region	 of	 the	 p-n	 junction	 in	 the
thermal	 equilibrium	 starting	 from	 Eq.	 (8.13).	 Using	 Eq.	 (8.8),	 either	 ℓn	 or	 ℓp	 can	 be
eliminated	from	Eq.	(8.13),	resulting	in	expressions	for	ℓn	and	ℓp	respectively,
The	 total	space-charge	width,	W,	 is	 the	 sum	of	 the	partial	 space-charge	widths	 in	 the	n-
and	p-type	semiconductors.	Using	Eq.	(8.17)	we	find
The	 space-charge	 region	 is	 not	 uniformly	 distributed	 in	 the	n-	 and	p-	 regions.	 The
widths	of	the	space-charge	region	in	the	n-	and	p-type	semiconductor	are	determined	by
the	doping	concentrations	as	illustrated	by	Eqs.	(8.17).	Knowing	the	expressions	for	ℓn	and
ℓp	 we	 can	 determine	 the	 maximum	 value	 of	 the	 internal	 electric	 field,	 which	 is	 at	 the






























the	 n-	 and	 p-type	 regions	 will	 change	 and	 the	 electrostatic	 potential	 across	 the	 space-
charge	 region	 will	 become	 (Vbi	 −	 Va).	 Remember	 that	 under	 equilibrium	 the	 built-in




junction	 is	 increased	 under	 reverse-bias	 voltage,	 which	 results	 in	 a	 wider	 space-charge
region.
Figure	 8.7	 (a)	 shows	 the	 band	 diagram	 of	 the	 p-n	 junction	 under	 reverse-biased
voltage.	Under	external	voltage	the	p-n	junction	is	no	longer	under	equilibrium	any	more
and	the	concentrations	of	electrons	and	holes	are	described	by	the	quasi-Fermi	energy	for
electrons,	EFn,	and	 the	quasi-Fermi	energy	for	holes,	EFp,	 respectively.	When	 the	applied
external	voltage	is	positive	with	respect	to	the	potential	of	the	p-type	region,	the	applied
voltage	 will	 decrease	 the	 potential	 difference	 across	 the	 p-n	 junction.	 We	 refer	 to	 this
situation	as	p-n	junction	under	forward-bias	voltage.	The	band	diagram	of	the	p-n	junction
under	forwardbiased	voltage	is	presented	in	Figure	8.7	(b).	The	potential	barrier	across	the
junction	 is	 decreased	 under	 forward-bias	 voltage	 and	 the	 space–charge	 region	 becomes
narrower.	 The	 balance	 between	 the	 forces	 responsible	 for	 diffusion	 (concentration
gradient)	and	drift	(electric	field)	is	disturbed.	Lowering	the	electrostatic–potential	barrier
leads	to	a	higher	concentration	of	minority	carriers	at	the	edges	of	the	space-charge	region





The	 diffusion	 of	 minority	 carriers	 into	 the	 quasi-neutral	 region	 causes	 a	 so-called
recombination	 current	 density,	 Jrec,	 since	 the	 diffusing	minority	 carriers	 recombine	with
the	majority	 carriers	 in	 the	 bulk.	 The	 recombination	 current	 is	 compensated	 by	 the	 so-
called	 thermal	generation	current,	Jgen,	which	 is	 caused	by	 the	drift	 of	minority	 carriers.
These	are	present	in	the	corresponding	doped	regions	(electrons	in	the	p-type	region	and




It	 is	 assumed	 that	 when	 a	moderate	 forward-bias	 voltage	 is	 applied	 to	 the	 junction	 the
recombination	current	density	increases	with	the	Boltzmann	factor	exp(eVa/kBT),
This	assumption	is	called	the	Boltzmann	approximation.
The	 generation	 current	 density,	 on	 the	 other	 hand,	 is	 almost	 independent	 of	 the




Equation	 (8.23)	 is	 known	 as	 the	 Shockley	 equation	 that	 describes	 the	 current–voltage
behaviour	of	an	ideal	p-n	diode.	It	is	a	fundamental	equation	for	microelectronics	device
physics.	The	saturation	current	density	is	also	known	as	dark	current	density;	its	detailed
derivation	 for	 the	 p-n	 junction	 is	 carried	 out	 in	 Appendix	 B.1.	 The	 saturation-current
density	is	given	by
The	 saturation	 current	 density	 depends	 in	 a	 complex	 way	 on	 the	 fundamental
semiconductor	 parameters.	 Ideally	 the	 saturation	 current	 density	 should	 be	 as	 low	 as




The	 recombination	 of	 the	 majority	 carriers	 due	 to	 the	 diffusion	 of	 the	 injected
minority	 carriers	 into	 the	 bulk	 of	 the	 quasi-neutral	 regions	 results	 in	 a	 lowering	 of	 the
concentration	of	the	majority	carriers	compared	to	the	one	under	equilibrium.	The	drop	in
the	concentration	of	the	majority	carriers	is	balanced	by	the	flow	of	the	majority	carriers
from	 the	 electrodes	 into	 the	 bulk.	 In	 this	 way	 the	 net	 current	 flows	 through	 the	 p-n
junction	under	forward-bias	voltage.	For	high	reverse-bias	voltage,	the	Boltzmann	factor
in	Eq.	(8.23)	becomes	very	small	and	can	be	neglected.	The	net	current	density	is	given	by





When	 a	 p-n	 junction	 is	 illuminated,	 additional	 electron-hole	 pairs	 are	 generated	 in	 the
semiconductor.	The	concentration	of	minority	carriers	(electrons	in	the	p-type	region	and
holes	 in	 the	 n-type	 region)	 strongly	 increases,	 leading	 to	 flow	 of	 the	 minority	 carriers
across	the	depletion	region	into	the	quasi-neutral	regions.	Electrons	flow	from	the	p-type
into	 the	n-type	region	and	holes	 from	the	n-type	 into	 the	p-type	region.	The	flow	of	 the
photogenerated	 carriers	 causes	 the	 so-called	photogeneration	 current	 density,	Jph,	 which
adds	to	the	thermal-generation	current,	Jgen.	When	no	external	electrical	contact	between
the	n-type	and	the	p-type	regions	is	established,	the	junction	is	in	open	circuit	condition.
Hence,	 the	 current	 resulting	 from	 the	 flux	 of	 photogenerated	 and	 thermally-generated
carriers	 has	 to	 be	 balanced	 by	 the	 opposite	 recombination	 current.	 The	 recombination
current	 will	 increase	 through	 lowering	 of	 the	 electrostatic	 potential	 barrier	 across	 the
depletion	region.
The	 band	 diagram	 of	 the	 illuminated	 p-n	 junction	 under	 open	 circuit	 condition	 is






The	 bands	 in	 the	 quasi-neutral	 regions	 (i.e.	 outside	 the	 depletion	 region)	 are	 flat.
Under	the	assumption	that	the	charge	density	in	each	of	the	regions	is	homogeneous,	the











Figure	 8.9	 (b)	 shows	 the	 band	 diagram	 of	 the	 short	 circuited	 p-n	 junction.	 In	 this





a	 fraction	 of	 the	 photogenerated	 current	 will	 flow	 through	 the	 external	 circuit.	 The
electrochemical	 potential	 difference	 between	 the	 n-type	 and	 p-type	 regions	 will	 be
lowered	by	a	voltage	drop	over	the	load.	This	in	turn	lowers	the	electrostatic	potential	over
the	 depletion	 region	 which	 results	 in	 an	 increase	 of	 the	 recombination	 current.	 In	 the
superposition	approximation,	the	net	current	flowing	through	the	load	is	determined	as	the
sum	 of	 the	 photo-	 and	 thermal-generation	 currents	 and	 the	 recombination	 current.	 The
voltage	 drop	 at	 the	 load	 can	 be	 simulated	 by	 applying	 a	 forward-bias	 voltage	 to	 the
junction.	 Therefore	 Eq.	 (8.23),	 which	 describes	 the	 behaviour	 of	 the	 junction	 under
applied	voltage,	is	included	to	describe	the	net	current	of	the	illuminated	p-n	junction,
Both	the	dark	and	illuminated	J-V	characteristics	of	the	p-n	 junction	are	represented
in	 Figure	 8.10.	 Note	 that	 in	 the	 figure	 the	 superposition	 principle	 is	 reflected.	 The
illuminated	J-V	characteristic	of	the	p-n	junction	is	the	same	as	the	dark	J-V	characteristic,
but	it	is	shifted	down	by	the	photogenerated	current	density	Jph.	The	detailed	derivation	of
the	 photogenerated	 current	 density	 of	 the	 p-n	 junction	 is	 carried	 out	 in	 Appendix	B.2.
Under	a	uniform	generation	rate,	G,	its	value	is
8.2
where	 LN	 and	 LP	 are	 the	 minority-carriers	 diffusion	 length	 for	 electrons	 and	 holes,
respectively,	 and	W	 is	 the	 width	 of	 the	 depletion	 region.	 It	 means	 that	 only	 carriers
generated	 in	 the	depletion	 region	and	 in	 the	 regions	up	 to	 the	minority-carrier	diffusion
length	 from	 the	 depletion	 region	 can	 contribute	 to	 the	 photogenerated	 current.	 When
designing	the	thickness	of	a	solar	cell,	Eq.	(8.34)	must	be	considered.	The	thickness	of	the





doped	 semiconductor	 of	 the	 same	 material.	 In	 these	 junctions,	 that	 are	 called
homojunctions,	 the	 bandgap	 and	 the	 electron	 affinity	 are	 the	 same	 at	 both	 sides	 of	 the
junction.	 Of	 course,	 junctions	 between	 different	 materials	 can	 also	 be	 made.	 These
junctions	are	called	heterojunctions.	Heterojunctions	are	very	important	for	solar	cells;	in
fact,	 as	of	2014,	 the	best	 solar	cells	based	on	crystalline	 silicon	have	heterojunctions	of









semiconductor;	 the	 latter	 has	 a	 larger	 bandgap.	 As	 a	 reference	 level	 in	 this	 graph	 the
vacuum	level	is	used.	We	see	that	not	only	are	the	bandgaps	EGn	and	EGP	different,	but	also
the	 electron	 affinities	 χen	 and	 χeP,	 which	 denote	 the	 potential	 difference	 between	 the
conduction	band	edges	and	the	vacuum	level.	 In	addition	 the	work	functions	φsn	and	φsP
are	indicated,	which	are	defined	as	the	potential	differences	between	the	vacuum	level	and
the	 Fermi	 energies.	 As	 we	 can	 see	 in	 this	 figure,	 offsets	 between	 the	 edges	 of	 the
conduction	 band	 and	 the	 valence	 band	 exist;	 we	 denote	 them	 with	 ΔEC	 and	 ΔEV,
respectively.	These	offsets	are	related	to	the	other	relevant	parameters	via
In	 the	 ideal	 situation,	 discontinuities	 with	 the	 same	 ΔEC	 and	 ΔEV	 will	 exist	 if	 the	 two
semiconductors	form	an	interface.	This	behaviour	is	known	as	the	electron	affinity	rule.






The	 built-in	 voltage	 of	 the	 heterojunction	 is	 given	 by	 the	 difference	 of	 the	 work
functions,
It	also	can	be	expressed	as	[24]
where	pn0	and	pP0	 are	 the	hole	concentrations	 in	 the	n	and	P	materials,	 respectively.	NVn











complex	 than	 that	 of	 homojunctions	 because	 of	 the	 different	 bandgaps	 and	 electron
affinities.	 In	 particular,	 the	 discontinuities	 at	 the	 edges	 of	 the	 valence	 and	 conduction
bands	can	lead	to	the	formation	of	barriers	for	the	electrons,	the	holes,	or	both.	Depending
on	 the	 barrier	 heights	 and	 the	 applied	 voltage,	 different	 transport	mechanisms	might	 be
dominant:	 these	 are	 diffusion,	 quantum-mechanic	 tunnelling,	 and	 thermionic	 emission,
which	is	discussed	in	more	detail	in	Section	8.3.
One	 possible	 issue	 of	 heterojunctions	 is	 lattice	mismatch.	 The	 two	 semiconductor
materials	 that	 are	 forming	 the	 junction	might	have	different	 lattice	constants,	which	can
lead	 to	 the	creation	of	dislocations	and	hence	 interface	defects,	which	are	detrimental	 to





external	 electric	 circuit,	 which	 consists	 of	 cables	 that	 –	 of	 course	 –	 also	 use	metals	 as
conducting	 materials.	 In	 this	 section	 we	 will	 briefly	 summarize	 the	 physics	 of	 metal-
semiconductor	junctions.	We	roughly	follow	Sze	[31]	and	will	discuss	the	main	concepts
for	 n-type	 semiconductors.	 From	 these	 results,	 the	 equations	 that	 are	 valid	 for	 p-type
semiconductors	can	easily	be	derived.
Depending	 on	 the	 material	 properties	 of	 the	 metal	 and	 the	 semiconductor,	 we
distinguish	between	 two	 types	of	metal-semiconductor	 junctions:	 the	rectifying	 type	and
the	nonrectifying	 type,	 which	 is	 also	 called	 the	 ohmic	 type.	 Figure	 8.12	 (a)	 shows	 the
separated	 band	 diagrams	 of	 a	metal	 and	 an	n-type	 semiconductor	 next	 to	 each	other.	A
metal	 is	 characterized	 by	 the	 fact	 that	 a	 band	 is	 partially	 filled	 with	 electrons,	 i.e.	 the
Fermi	energy	EF	is	in	the	middle	of	this	band.	An	important	parameter	for	the	metal	is	the
work	 function	 φm	 (given	 in	 volts),	 which	 is	 defined	 as	 the	 energy	 that	 is	 required	 to






If	 the	metal	 and	 the	 semiconductor	 are	brought	 together	 and	 form	an	 ideal	 contact,
two	 requirements	 must	 be	 fulfilled:	 at	 thermal	 equilibrium	 the	 Fermi	 energy	 must	 be
constant	 throughout	 the	 junction	 and	 the	 vacuum	 level	 must	 be	 continuous.	 As	 a







where	φn	 is	 the	 distance	 between	 the	 lower	 edge	 of	 the	 conduction	 band	 and	 the	Fermi
level	of	the	n-type	semiconductor.
Let	us	now	take	a	look	at	how	an	external	applied	voltage	affects	the	band	diagrams
of	 metal-semiconductor	 junctions,	 which	 is	 depicted	 in	 Figure	 8.13.	 If	 no	 voltage	 is
applied,	as	shown	in	Figure	8.13	(a),	we	get	the	same	situation	as	that	already	depicted	in
Figure	 8.12.	 If	 we	 apply	 a	 positive	 voltage	 to	 the	 metal	 with	 respect	 to	 the	 n-type
semiconductor,	 the	 barrier	 height	 for	 an	 electron	 that	 wants	 to	 travel	 from	 the
semiconductor	to	the	metal	decreases	to	q(Vbi	−	VF),	as	depicted	in	Figure	8.13	(b).	Hence
it	becomes	easier	 for	electrons	 to	overcome	the	barrier.	On	 the	other	hand,	 if	a	negative
voltage	is	applied,	the	barrier	becomes	larger	with	q(Vbi	+	VR),	as	shown	in	Fig.	8.13	c).	In
this	 case,	 transport	 of	 electrons	 from	 the	 semiconductor	 to	 the	 metal	 becomes	 more





















ohmic	 metal-semiconductor	 junctions.	 Rectifying	 junctions	 are	 also	 called	 Schottky
barriers,	 because	 the	 German	 physicist	 Walter	 Schottky	 first	 described	 the	 physics	 of
these	junctions	in	1938.
A	metal-semiconductor	junction	is	rectifying	if	the	barrier	height	is	large,	i.e.	φBn	≪
kBT	or	φBp	≪	kBT.	 In	contrast	 to	p-n	 junctions,	where	 current	 transport	 is	mainly	due	 to
transport	 of	 the	 minority	 carriers,	 for	 Schottky	 barriers,	 the	 transport	 of	 the	 majority
carriers	is	mainly	responsible	for	the	current	transport.	The	dominant	transport	mechanism
is	thermionic	emission	of	the	majority	carriers	over	the	barrier	into	the	metal.	As	we	have
seen	 in	 Figure	 6.5,	 electrons	 in	 the	 conduction	 band	 have	 a	 droplet-shaped	 distribution
with	 respect	 to	 the	 energy	n(E).	The	 fraction	of	 electrons	with	 energies	 above	 a	 certain
barrier	energy	EB	is	given	by
For	a	junction	between	a	metal	and	an	n-type	semiconductor	we	find
Figure	 8.15	 depicts	 the	 energy-dependent	 electron	 distribution	 and	 the	 resulting
currents	 for	different	applied	voltages.	 If	no	voltage	 is	applied,	as	shown	 in	Figure	8.15
(a),	 the	 currents	due	 to	 thermionic	 emission	 are	 equivalent	 in	both	directions,	 so	no	net
current	 is	 flowing.	 However,	 when	 a	 forward	 bias	 is	 applied,	 the	 conduction	 band	 is
shifted	 upwards	 with	 respect	 to	 the	 metal	 and	 the	 barrier	 decreases.	 As	 the	 barrier
decreases,	 the	 density	 of	 the	 thermionic	 electrons	 nth	 is	 increasing.	 Therefore,	 the





















The	 situation	 looks	different	 if	 a	 junction	 is	 formed	between	 a	metal	 and	 a	highly-
doped	 semiconductor.	 The	 width	 of	 the	 depletion	 region	 W	 decreases	 if	 doping	 is
increased,	as	we	can	see	from	Eq.	(8.48).	As	a	result,	quantum-mechanic	tunnelling	of	the
charge	carriers	through	the	barrier	becomes	more	probable.	In	this	case,	tunnelling	can	be
the	 major	 current	 transport	 mechanism.	 As	 a	 consequence,	 RC	 is	 also	 determined	 by
tunnelling.	We	find	[31]
Hence,	if	the	doping	concentration	is	increased,	the	contact	resistance	decreases.
In	solar	cells,	 the	contact	 resistance	at	a	metal-semiconductor	 junction	should	be	as
small	 as	possible.	Reducing	 the	barrier	height	 is	often	not	possible	as	 the	materials	 that






























































carriers;	 in	p-type	τn	=	150	µs	and	Dn	=	18	cm2/s,	 respectively,	and	 in	n-type	τp	=	70	µs	 and	Dp	=	6	cm2/s,
respectively.	Under	standard	test	conditions	(AM	1.5G)	the	solar	cell	generates	a	photocurrent	of	IL	=	0.041A.
Assume	 that	 all	 the	 doping	 atoms	 are	 ionized	 and	 the	 solar	 cell	 is	 an	 ideal	 Shockley	 diode.	 Assume	 room
temperature	(300	K)	and	thermal	equilibrium	condition.




From	 the	 formula	 of	 built-in	 voltage,	 it	 is	 obvious	 that	 higher	 doping	 can	 result	 in	 higher	 built-in




of	 the	wafer.	Express	 the	fraction	of	 the	depletion	region	as	a	percentage	of	 the	 total	 thickness	of	 the





What	 are	 the	 electron	 and	 hole	 carrier	 concentrations?	What	 is	 the	 position	 of	 the	 Fermi	 level	with
respect	to	the	conduction	band?
The	 p-layer	 is	 exposed	 to	 light.	 The	 absorption	 of	 light	 generates	 an	 additional	 hole	 and	 carrier
concentration	of	Δp	=	Δn	=	1	×	1014	cm−3.	What	are	 the	minority	and	majority	carrier	concentrations
under	illumination?
















































































The	 bandgap	 voltage	 offset	W	 is	 a	 useful	 parameter	 to	 study	 the	 solar	 cell	 quality.	Basically	W	 is	 a









Technology EG	[eV] Voc	[mV] W	[eV] W/EG
Ge 0.67 194 	 	
CIGS 1.1		 689 	 	
c-Si	(heterojunction) 1.12 729 	 	
GaAs 1.42 1000 	 	
CdTe 1.45 845 	 	
a-Si:H 1.76 950 	 	




















The	main	parameters	 that	are	used	 to	characterize	 the	performance	of	solar	cells	are	 the
peak	power	Pmax,	the	short	circuit	current	density	Jsc,	the	open	circuit	voltage	Voc,	and	the
fill	factor	FF.	These	parameters	are	determined	from	the	illuminated	J-V	characteristic	as
illustrated	 in	 Figure	 8.10.	 The	 conversion	 efficiency	 η	 can	 be	 determined	 from	 these
parameters.
Standard	test	conditions
For	 a	 reliable	 measurement	 of	 the	 J-V	 characteristics,	 it	 is	 vital	 to	 perform	 the
measurements	under	standard	test	conditions	 (STC).	This	means	that	 the	 total	 irradiance










dependence	of	 the	solar	cell	area	on	Isc,	the	short-circuit	current	density	 is	often	used	 to






can	be	approximated	by	Eq.	 (8.34),	which	 shows	 that	 in	 the	 case	of	 an	 ideal	diode	 (for
example	 no	 surface	 recombination)	 and	 uniform	 generation,	 the	 critical	 material
parameters	 that	 determine	 Jph	 are	 the	 diffusion	 lengths	 of	 minority	 carriers.	 Crystalline






The	 open-circuit	 voltage	 is	 the	 voltage	 at	 which	 no	 current	 flows	 through	 the	 external
circuit.	 It	 is	 the	 maximum	 voltage	 that	 a	 solar	 cell	 can	 deliver.	Voc	 corresponds	 to	 the




Equation	(9.1)	shows	 that	Voc	depends	on	 the	saturation	current	density	of	 the	solar
cell	 and	 the	 photo	 generated	 current.	While	 Jph	 typically	 has	 a	 small	 variation,	 the	 key
effect	is	the	saturation	current,	since	this	may	vary	by	orders	of	magnitude.	The	saturation

















FF	 does	 not	 change	 drastically	with	 a	 change	 in	Voc.	 For	 a	 solar	 cell	 with	 a	 particular
absorber,	 large	variations	 in	Voc	 are	 not	 common.	For	 example,	 at	 standard	 illumination
conditions,	 the	 difference	 between	 the	 maximum	 open	 circuit	 voltage	 measured	 for	 a









into	the	normalized	voltage	in	Eq.	(9.3).	The	 ideality	 factor	 is	a	measure	of	 the	 junction
quality	 and	 the	 type	 of	 recombination	 in	 a	 solar	 cell.	 For	 the	 ideal	 junction	 where	 the
9.1.5
recombination	 is	 represented	 by	 the	 recombination	 of	 the	 minority	 carriers	 in	 the
quasineutral	regions,	the	n	is	equal	to	1.	However,	when	other	recombination	mechanisms
occur,	 the	n	 can	have	a	value	of	2.	A	high	n	 value	not	only	 lowers	 the	FF,	 but	 since	 it















10−6	m	and	10	×	10−6	m,	respectively.	Further,	 the	 intrinsic	carrier	concentration	 in	silicon	at	300	K	 is	 1.5	×
1010	cm−3,	the	mobility	of	electrons	in	the	p-type	region	is	μn	=	1000	cm2V−1s−1	and	holes	in	the	n-type	region	is


















The	external	quantum	efficiency	EQE(λ)	 is	 the	 fraction	of	photons	 incident	on	 the	 solar
cell	 that	create	electron-hole	pairs	 in	 the	absorber	which	are	 successfully	collected.	 It	 is




cell.	 Since	 Iph	 is	 dependent	 on	 the	 bias	 voltage,	 the	 bias	 voltage	 must	 be	 fixed	 during
measurement.	 The	 photon	 flow	 is	 usually	 determined	 by	 measuring	 the	 EQE	 of	 a
calibrated	photo	diode	under	the	same	light	source.




substrate	 is	very	 long	and	surface	 recombination	 is	virtually	suppressed.	 In	 this	case	we
can	identify	the	major	optical	loss	mechanisms	in	the	EQE	for	such	a	solar	cell:	For	short
wavelengths	only	a	small	fraction	of	the	light	is	converted	into	electron-hole	pairs.	Most
photons	 are	 already	 absorbed	 in	 the	 layers	 that	 the	 light	 traverses	 prior	 to	 the	 absorber
layer;	this	is	called	parasitic	absorption.
Figure	9.2:	The	external	quantum	efficiency	of	a	high	quality	crystalline	silicon-based	solar	cell.














effectiveness	 of	 the	 design,	 i.e.	 light	 management	 and	 parasitic	 absorption	 in	 inactive
layers,	 such	 as	 the	 transparent	 conducting	 oxide	TCO	 layer,	 doped	 layers	 and	 the	 back
reflector.
Measuring	the	EQE
EQE	 spectra	 are	 measured	 using	 an	 EQE-setup	 that	 is	 also	 called	 a	 spectral	 response
setup.	 For	 this	 measurement,	 a	 wavelength	 selective	 light	 source,	 a	 calibrated	 light
detector	 and	 a	 current	meter	 are	 usually	 required.	 The	 light	 source	 generally	 used	 is	 a
xenon	gas	discharge	 lamp	 that	 has	 a	 very	 broad	 spectrum	 covering	 all	 the	wavelengths
important	 for	 the	solar	cell	performance.	With	 the	help	of	 filters	and	monochromators	a
very	narrow	wavelength	band	of	photon	energies	can	be	selected	that	can	then	be	incident
on	the	solar	cell.
As	 already	 seen	 in	 Eq.	 (9.7),	 EQE(λ)	 is	 proportional	 to	 the	 current	 divided	 by	 the
photon	 flow.	 While	 the	 current	 can	 be	 easily	 determined	 using	 an	 Ampere	 meter,	 the
photon	 flow	must	 be	 determined	 indirectly.	 This	 is	 done	 by	 performing	 a	measurement










contrast	 to	 determining	 the	 Jsc	 via	 a	 J-V	 measurement.	 Secondly,	 on	 lab	 scale	 the	 real
contact	area	of	 solar	cells	 is	not	accurately	determined	during	J-V	measurements.	When
using	shading	masks,	the	EQE	measurement	is	independent	of	the	contact	area.	Hence,	for
accurately	measuring	 the	 short	 circuit	 current	 density,	 it	 is	 not	 sufficient	 to	 rely	 on	 J-V
measurements	only,	but	a	spectral	response	setup	has	to	be	used.
For	 determining	 Jsc	 we	 combine	 the	 photon	 flow	 at	 a	 certain	 wavelength	 with	 the
EQE	 at	 this	 wavelength,	 leading	 to	 the	 flow	 of	 electrons	 leaving	 the	 solar	 cell	 at	 this
wavelength.	Jsc	then	is	obtained	by	integrating	across	all	the	relevant	wavelengths,





This	behaviour	can	be	described	by	a	 simple	equivalent	circuit,	 illustrated	 in	Figure	 9.3
(a),	in	which	a	diode	and	a	current	source	are	connected	in	parallel.	The	diode	is	formed
by	 a	p-n	 junction.	 The	 first	 term	 in	 Eq.	 (8.33)	 describes	 the	 dark	 diode	 current	 density
while	the	second	term	describes	the	photo	generated	current	density.	In	practice	the	FF	is
influenced	 by	 a	 series	 resistance	Rs,	 and	 a	 shunt	 resistance	Rp.	 The	 influence	 of	 these
parameters	on	the	J-V	characteristic	of	 the	solar	cell	can	be	studied	using	 the	equivalent
circuit	 presented	 in	 Figure	 9.3	 (b).	 The	 J-V	 characteristic	 of	 the	 one-diode	 equivalent
circuit	with	the	series	resistance	and	the	shunt	resistance	is	given	by




























































































































	 V	[V] I	[A] 	
	 0 4.2 	
	 5 4.1 	
	 10 4.0 	









	 20 2.1 	
	 22 0.0 	
700	nm	monochromatic	light	with	an	irradiance	of	20	mW/cm2	 is	 incident	on	a	100	cm2	solar	cell.	External
quantum	 efficiency	 of	 the	 solar	 cell	 at	 the	 wavelength	 of	 700	 nm	 is	 80%.	 What	 is	 the	 maximum	 photo
generated	current	achievable	with	this	solar	cell?
Consider	a	crystalline	silicon	p-n	junction	solar	cell	with	an	area	A	=	10−4	m2	and	thickness	of	1.8	×	10−4	m.
The	 doping	 of	 the	 p-	 and	 n-type	 regions	 of	 the	 solar	 cell	 is	NA	 =	 4	 ×	 1022	m−3	 and	ND	 =	 2	 ×	 1025	m−3
respectively.	The	quality	of	the	crystalline	silicon	regions	is	expressed	by	the	lifetime	and	mobility	of	minority
carriers	which	in	p-type	is	τn	=	1.5	×	10−4	s	and	μn	=	0.07	m2V−1s−1	respectively,	and	in	n-type	is	τp	=	7.0	×






















It	 is	 very	 important	 to	 understand	 why	 a	 solar	 cell	 cannot	 convert	 100%	 of	 the
incident	 light	 into	 electricity.	Different	 efficiency	 limits	 can	 be	 formulated,	 each	 taking
different	effects	into	account.
The	thermodynamic	limit









The	 second	 law	 of	 thermodynamics	 teaches	 us	 that	 the	 entropy	 of	 an	 independent
system	never	decreases.	It	only	increases	or	stays	the	same.	While	the	heat	flows	 H	and	
C	 carry	 entropy,	 the	 performed	 work	 W	 is	 an	 entropy-free	 form	 of	 energy.
Thermodynamics	teaches	us	that	there	is	an	efficiency	limit	for	the	transformation	of	heat
into	 entropy-free	 energy.	An	 (ideal)	 engine	 that	 has	 this	maximal	 efficiency	 is	 called	 a
Carnot	engine	and	its	efficiency	is	given	by
For	a	Carnot	engine,	the	entropy	does	not	increase.	Note	that	all	the	temperatures	must	be








less	 chemical	 energy	 that	 is	 stored	 in	 the	 electron-hole	 pairs.	Here,	we	 assume	 that	 the




assume	 the	 Sun	 to	 be	 a	 blackbody	 of	 temperature	 TS	 =	 6000	 K.	 As	 we	 have	 seen	 in
Chapter	5,	the	solar	irradiance	incident	onto	the	absorber	is	given	by
where	 Ωinc	 is	 the	 solid	 angle	 covered	 by	 the	 incident	 sunlight.	 As	 the	 absorber	 is	 a




The	 absorber	 efficiency	 can	 be	 increased	 by	 increasing	Ωinc,	which	 can	 be	 achieved	 by
concentrating	 the	 incident	 sunlight.	 Under	 maximal	 concentration	 sunlight	 will	 be
10.2
incident	onto	the	absorber	from	all	angles	of	the	hemisphere,	i.e.	 .	We	assume
the	absorber	 to	be	open	 towards	 the	 surroundings	and	hence	 the	Sun	will	be	on	 the	 top
side.	 Its	 bottom	 side	 is	 connected	 to	 the	 heat	 engine	 such	 that	 radiative	 loss	 only	 can






Figure	 10.2	 shows	 the	 absorber	 efficiency,	 the	 thermodynamic	 efficiency	 and	 the
solar	cell	 efficiency.	We	see	 that	 the	 solar	cell	 efficiency	 reaches	 its	maximum	of	about
85%	 for	 an	 absorber	 temperature	 of	 2,480	 K.	 Please	 note	 that	 the	 solar	 cell	 model
presented	in	this	section	does	not	resemble	a	real	solar	cell;	is	only	intended	to	discuss	the












that	 the	 solar	cell	will	have	a	 temperature	different	 from	0	K	which	means	 that	 it	 emits
electromagnetic	radiation	according	to	Planck’s	law.	Just	like	William	B.	Shockley	(1910–
1989)	 and	 Hans-Joachim	 Queisser	 (1931–),	 we	 will	 do	 this	 with	 the	 detailed	 balance
approach.
Spectral	mismatch





only	 photons	with	 energy	 higher	 than	 the	 bandgap	 energy	 of	 the	 absorber	 can	 generate
electron-hole	 pairs.	 Since	 the	 electrons	 and	 holes	 tend	 to	 occupy	 energy	 levels	 at	 the
bottom	 of	 the	 conduction	 band	 and	 the	 top	 of	 the	 valence	 band,	 respectively,	 the	 extra
energy	 that	 the	 electron-hole	 pairs	 receive	 from	 the	photons	 is	 released	 as	 heat	 into	 the





conversion	process	using	solar	cells.	Both	of	 these	losses	are	 thus	related	to	 the	spectral
mismatch	 between	 the	 energy	 distribution	 of	 photons	 in	 the	 solar	 spectrum	 and	 the
bandgap	of	a	semiconductor	material.
Shockley	 and	Queisser	 call	 the	 efficiency	 that	 is	 obtained	when	 taking	 the	 spectral
mismatch	 losses	 into	 account	 the	 ultimate	 efficiency,	 given	 according	 to	 the	 hypothesis







where	Φph,	λ	 is	 the	spectral	photon	flux	of	the	incident	 light	as	defined	in	Chapter	5.	The
fraction	of	 the	absorbed	photon	energy	exceeding	 the	bandgap	energy	 is	 lost	because	of
thermalization.	The	fraction	of	the	absorbed	energy	that	the	solar	cell	can	deliver	as	useful
energy	is	then	given	by






of	 a	 crystalline	 silicon	 solar	 cell	 (EG	 =	 1.12	 eV)	 the	 losses	 due	 to	 spectral	 mismatch
account	for	almost	50%.	It	also	shows	that	an	absorber	material	for	a	single	junction	solar
cell	 has	 an	 optimal	 bandgap	 of	 1.1	 eV	 and	 1.0	 eV	 for	 the	 AM0	 and	 AM1.5	 spectra,
respectively.	 Note	 that	 the	 maximum	 conversion	 efficiency	 for	 the	 AM1.5	 spectrum	 is
higher	 than	 that	 for	AM0,	while	 the	AM0	spectrum	has	 a	higher	overall	 power	density.












efficiency.	 But	 before	 we	 start	 we	 will	 briefly	 discuss	 the	 reason	 that	 the	 ultimate
efficiency	formulated	above	is	not	physically	meaningful	for	solar	cells	with	temperatures
higher	than	0	K.
Let	 us	 estimate	 that	 the	 solar	 cell	 is	 embedded	 in	 an	 environment	 of	 ambient
temperature	of	300	K	and	that	the	solar	cell	 temperature	is	also	300	K.	As	the	solar	cell
will	 be	 in	 thermal	 equilibrium	 with	 its	 surroundings,	 it	 will	 absorb	 thermal	 radiation
according	to	the	ambient	temperature	and	it	will	also	emit	the	same	amount	of	radiation.
Therefore	 recombination	 of	 electron-hole	 pairs	 will	 be	 present	 in	 the	 semiconductor
leading	 to	 a	 recombination	 current	 density	 different	 from	zero.	As	we	have	 seen	 in	Eq.




For	calculating	ηult	we	made	 the	assumption	 that	 ‘each	photon	with	 energy	greater	 than
hνG	 produces	 one	 electronic	 charge	 q	 at	 a	 voltage	 of	 VG	 =	 hνG/q’.	 Under	 the	 same
assumption,	we	obtain	for	the	short	circuit	current	density






and	Queisser	use	the	letter	v	 for	 this	efficiency).	We	now	combine	Eqs.	 (10.12),	 (10.14)
and	(10.15)	and	find
For	determining	 the	efficiency	 in	 the	detailed	balance	 limit,	we	first	must	determine	 the
bandgap	utilization	efficiency	and	the	fill	factor.	Let	us	start	with	ηV.




K.	 Further,	 we	 assume	 that	 the	 solar	 cell	 absorbs	 and	 emits	 as	 a	 blackbody	 for
wavelengths	 shorter	 than	 the	 bandgap	 wavelength	 of	 the	 solar	 cell	 absorber.	 For





where	 the	 factor	 2	 arises	 from	 the	 fact	 that	 we	 assume	 the	 solar	 cell	 to	 emit	 thermal
radiation	from	both	its	front	and	back	sides.
Combining	Eq.	(10.15)	with	(10.17)	we	find













The	 major	 loss	 mechanisms	 that	 are	 taken	 into	 account	 in	 the	 Shockley–Queisser
limit	 are	 illustrated	 in	 Fig.	10.7.	 The	major	 losses	 are	 non-absorbed	 photons	 below	 the
bandgap	and	thermalised	energy	of	photons	above	the	bandgap.	The	other	losses	are	due







indirect	bandgap	 semiconductor	 as	we	will	 discuss	 in	 detail	 in	Chapter	12.	 This	means
that	 Auger	 recombination,	 which	 is	 a	 non-radiative	 recombination	 mechanism,	 is
dominant.	For	the	derivation	of	the	SQ	limit	we	assume	that	only	radiative	recombination
is	 present.	 Clearly,	 this	 assumption	 cannot	 be	 valid	 for	 crystalline	 silicon	 solar	 cells.
Several	 attempts	 to	 calculate	 the	 efficiency	 limit	 while	 taking	 radiative	 recombination
mechanisms	into	account	were	performed	in	the	past.	A	study	from	2013	by	Richter	et	al.
derives	an	efficiency	limit	of	29.43%	for	silicon	solar	cells.















is	 transmitted	 when	 light	 arrives	 on	 an	 interface	 between	 two	 media.	 The	 interface	 is
therefore	 characterised	 by	 the	wavelength-dependent	 reflectivity	R(λ)	 and	 transmittance
T(λ).	All	the	reflections	and	transmissions	at	the	different	interfaces	in	the	solar	cell	result
in	a	total	reflectance	between	the	solar	cell	and	the	surrounding	air.	Hence,	a	part	of	the
incident	 energy	 that	 can	 be	 converted	 into	 a	 usable	 energy	 by	 the	 solar	 cell	 is	 lost	 by
reflection.	 We	 shall	 denote	 the	 total	 effective	 reflectivity	 in	 the	 wavelength	 range	 of
interest	as	R*.
As	we	will	discuss	 in	more	detail	 in	Chapter	12,	 in	most	c-Si	solar	cells	 thin	metal
strips	 are	 placed	 on	 the	 front	 side	 of	 the	 solar	 cell	 that	 serve	 as	 front	 electrodes.	 The
metalcovered	 area	 does	 not	 allow	 the	 light	 to	 enter	 the	 solar	 cell	 because	 it	 reflects	 or





loss.	 The	 design	 of	 the	 front	 electrode	 is	 of	 great	 importance	 since	 it	 should	minimise
losses	 due	 to	 the	 series	 resistance	 of	 the	 front	 electrode,	 i.e.	 should	 be	 designed	 with
sufficient	cross-section.	The	optimal	design	of	the	front	electrode	is	 therefore	a	trade-off
between	 a	 high	 coverage	 factor	 and	 a	 sufficiently	 low	 series	 resistance	 of	 the	 front
electrode.
When	 light	 penetrates	 into	 a	material,	 it	will	 be	 partially	 absorbed	 as	 it	 propagates
through	 the	material.	 The	 absorption	 of	 light	 in	 the	material	 depends	 on	 its	 absorption





the	 absorber	 layer,	 not	 all	 the	 light	 entering	 the	 absorber	 layer	 is	 absorbed.	 Incomplete
absorption	in	the	absorber	due	to	its	limited	thickness	is	an	additional	loss	that	lowers	the
energy	 conversion	 efficiency.	 The	 incomplete	 absorption	 loss	 can	 be	 described	 by	 the
internal	optical	quantum	efficiency	IQEop,	which	is	defined	as	the	probability	of	a	photon
being	 absorbed	 in	 the	 absorber	material.	 Since	 there	 is	 a	 chance	 that	 a	 highly	 energetic
photon	 can	 generate	 more	 than	 one	 electron-hole	 pair,	 we	 also	 define	 the	 quantum





are	subjected	to	 the	recombination.	The	carriers	recombine	in	 the	bulk,	at	 the	 interfaces,
and/or	 at	 the	 surfaces	 of	 the	 junction,	 as	 discussed	 in	 Chapter	 7.	 The	 recombination	 is
determined	 by	 the	 electronic	 properties	 of	 the	materials	 that	 form	 the	 junction,	 such	 as
density	of	states	within	 the	bandgap	because	of	 trap	states.	The	 trap	density	NT	 strongly
influences	the	minority-carrier	lifetimes.
















J0	 and	 the	 photo	 generated	 current	 Jsc	 of	 the	 solar	 cell.	 The	 saturation	 current	 density
depends	 on	 the	 recombination	 in	 the	 solar	 cell.	 Recombination	 cannot	 be	 avoided	 and
depends	 on	 the	 doping	 of	 different	 regions	 (n-type	 and	 p-type)	 of	 the	 junction	 and	 the
electronic	 quality	 of	 materials	 forming	 the	 junction.	 The	 doping	 levels	 and	 the
recombination	determine	the	bandgap	utilization	efficiency	ηV	 that	we	already	defined	in
Section	10.2.
For	 determining	 the	Shockley–Queisser	 limit	we	 assumed	 for	 the	FF	 that	 the	 solar
cell	behaves	as	an	ideal	diode.	In	a	real	solar	cell,	however,	the	FF	is	lower	than	the	ideal
value	because	of	the	following	reasons:
The	 voltage	 drop	 due	 to	 the	 series	 resistance	 Rs	 of	 a	 solar	 cell,	 which	 is
introduced	by	 the	 resistance	 of	 the	main	 current	 path	 through	which	 the	 photo
generated	 carriers	 arrive	 to	 the	 external	 circuit.	 The	 contributions	 to	 the	 series
resistance	come	 from	 the	bulk	 resistance	of	 the	 junction,	 the	contact	 resistance
between	 the	 junction	 and	 electrodes,	 and	 the	 resistance	 of	 the	 electrodes
themselves.









































As	we	have	seen	earlier	 in	 this	chapter,	 the	open	circuit	voltage	Voc	 is	always	below	the
voltage	VG	 corresponding	 to	 the	 bandgap.	 This	 loss	 is	 characterised	 with	 the	 bandgap
utilization	efficiency	ηV.	The	open	circuit	voltage	is	determined	by	the	extent	to	which	the
quasi-Fermi	levels	are	able	to	split,	which	is	 limited	by	the	charge	carrier-recombination
mechanisms.	We	 discussed	 the	 different	 recombination	mechanisms	 already	 in	 detail	 in
Chapter	 7.	 Here,	 we	 briefly	 summarise	 them	 and	 discuss	 how	 they	 affect	 the	 bandgap
utilization.
Figure	10.8	shows	a	p-n	junction,	with	the	p-doped	region	on	the	left	and	the	n-doped
region	on	 the	 right.	 Further,	 the	 quasi-Fermi	 levels	 are	 depicted.	The	 extent	 of	 splitting
between	 the	 quasi-Fermi	 levels	 determines	 the	 open	 circuit	 voltage.	 The	 open	 circuit
voltage,	 for	 example	 expressed	 in	 Eq.	 (10.17)	 can	 also	 be	 expressed	 in	 terms	 of	 the
generation	rate	GL,	the	life	time	τ0	of	the	minority	charge	carriers	and	the	intrinsic	density






welcome	 effect	 which	 is	 utilised	 in	 concentrator	 photovoltaics	 (CPV),	 which	 we	 will
discuss	in	Section	15.8.	Secondly,	we	see	that	the	lifetime	τ0	plays	an	important	role.	The
larger	the	lifetime	of	the	minority	charge	carrier,	the	larger	the	open	circuit	voltage	can	be.




radiative,	 Shockley–Read–Hall,	 and	 Auger	 recombination.	 While	 radiative	 and	 Auger
recombination	depend	on	the	semiconductor	itself,	SRH	recombination	is	proportional	to
the	 density	 of	 traps	 or	 impurities	 in	 the	 semiconductor.	 In	 the	 three	 recombination





recombination	 in	 an	 indirect	 bandgap	 material	 is	 inefficient	 and	 recombination	 will	 be
dominated	 by	 the	Auger	mechanism.	 For	 direct	 bandgap	materials	 such	 as	GaAs	 under
moderate	 illumination	 conditions,	 radiative	 recombination	 will	 be	 the	 dominant	 loss
mechanism	of	charge	carriers.	For	very	high	illumination	conditions,	Auger	recombination
starts	to	play	a	role	as	well.
To	summarize,	we	find	that	 in	 the	defect-rich	solar	cells,	 the	open	circuit	voltage	is
limited	 by	 the	 SRH	 recombination.	 In	 low-defect	 solar	 cells	 based	 on	 indirect	 bandgap
materials,	the	open	circuit	voltage	is	limited	by	Auger	recombination.	In	low-defect	solar
cells	 based	 on	 direct	 bandgap	materials,	 the	 open	 circuit	 voltage	 is	 limited	 by	 radiative
recombination.
Besides	bandgap	utilization,	 it	 is	also	 important	 to	discuss	 the	 relationship	between




where	Dn	 is	 the	diffusion	coefficient	and	 τ	 is	 the	 lifetime	of	 the	minority	charge	carrier.
Similarly,	we	can	formulate	the	diffusion	length	for	minority	holes,	Lp.
It	 is	 important	 to	 realise	 that	 ideally	 the	 thickness	 of	 the	 absorber	 layer	 should	 not
exceed	the	diffusion	length.	In	order	to	understand	this	requirement,	we	consider	photons
that	 penetrate	 far	 into	 the	 absorber	 layer	 before	 being	 absorbed	 and	 generating	 charge
carriers.	 The	 charge	 carriers	 generated	 deep	 in	 the	 absorber	 need	 to	 diffuse	 to	 the	 p-n
junction	 or	 the	 back	 contact	 for	 separation	 and	 collection.	 If	 the	 distance	 these	 charge
carriers	 need	 to	 diffuse	 exceeds	 the	 diffusion	 length,	 these	 excited	 charge	 carriers	 will
likely	 recombine	 before	 arriving	 at	 the	p-n	 junction	 or	 back	 contact.	 This	means	 that	 a
substantial	fraction	of	the	charge	carriers	generated	at	a	distance	greater	than	the	diffusion
length	from	the	p-n	 junction	or	 the	back	contact	will	not	be	collected	and	hence	 is	 lost.
Only	a	fraction	of	the	generated	carrier	density	smaller	than	1/e	is	collected,	where	e	is	the
base	 of	 the	 natural	 logarithm.	 If	 the	 charge	 carriers	 are	 generated	 within	 the	 diffusion





just	 as	 above,	 and	W	 is	 the	 thickness	 (or	 width)	 of	 the	 absorber.	 A	 derivation	 of	 this
equation	is	given	in	Appendix	C.
To	 summarise	 this	 section,	 the	 open	 circuit	 voltage	 is	 limited	 by	 the	 dominant
10.4.2
10.4.3
recombination	 mechanism.	 The	 dominance	 of	 radiative,	 Auger	 or	 Shockley–Reed–Hall
recombination	depends	on	the	type	of	semiconductor	materials	used	in	the	solar	cell	and
the	 illumination	 conditions.	 We	 will	 discuss	 several	 different	 cases	 on	 Part	 III	 on	 PV
technology.
Spectral	utilization
The	 spectral	utilization	 is	mainly	determined	by	 the	choice	of	materials	 from	which	 the
solar	 cell	 is	 made.	 As	 we	 have	 seen	 in	 Section	 10.2,	 and	 mainly	 Eq.	 (10.13),	 the
photocurrent	density	is	determined	by	the	bandgap	of	the	material.	For	a	bandgap	of	0.62
















have	discussed	 in	Section	4.4,	 the	 intensity	of	 light	decreases	 exponentially	 as	 it	 travels
through	 an	 absorptive	 medium.	 This	 is	 described	 by	 the	 Lambert–Beer	 law	 that	 we
formulated	in	Eq.	(4.25),
From	 the	Lambert–Beer	 law	 it	 follows	 that	at	 the	 side	at	which	 the	 light	 is	entering	 the
film,	more	 light	 is	 absorbed	 relative	 to	 the	 back	 side.	 The	 total	 fraction	 of	 the	 incident
light	 absorbed	 in	 the	material	 is	 equal	 to	 the	 light	 intensity	 entering	 the	 absorber	 layer
minus	the	intensity	transmitted	through	the	absorber	layer,
Ideally,	 we	 would	 like	 a	 solar	 cell	 to	 absorb	 100%	 of	 the	 incident	 light.	 Such	 an
absorber	is	called	optically	thick	and	has	a	transmissivity	very	close	to	0.	As	we	can	see
from	 the	 Lambert–Beer	 law,	 this	 can	 be	 achieved	 either	 by	 absorbers	 with	 a	 large
thickness	d	or	with	very	large	absorption	coefficients	α.
Figure	 10.10	 shows	 the	 absorption	 coefficients	 for	 four	 different	 semiconductor















μm	to	be	fully	absorbed.	The	 infrared	 light	 is	hardly	absorbed,	and	after	an	optical	path
length	of	100	μm	only	about	10%	of	the	light	intensity	is	absorbed.
As	 the	 absorption	 of	 photons	 generates	 excited	 charge	 carriers,	 the	 wavelength










be	 partly	 reflected	 and	 partly	 transmitted.	 In	 order	 to	 reduce	 losses,	 it	 is	 important	 to
minimise	these	reflective	losses.
The	 first	 method	 is	 based	 on	 a	 clever	 utilization	 of	 the	 Fresnel	 equations	 that	 we
introduced	in	Eqs.	(4.12)	and	(4.13).	For	understanding	how	this	can	work,	we	will	 first
take	a	look	at	interfaces	with	silicon,	the	most	commonly	used	material	for	solar	cells.	Let




The	 reflection	 can	 be	 significantly	 reduced	 by	 introducing	 an	 interlayer	 with	 a
refractive	index	n1	with	a	value	in	between	that	of	n0	and	ns.	 If	no	multiple	 reflection	or
interference	 is	 taken	 into	 account,	 it	 can	 easily	 be	 shown	 that	 the	 reflectivity	 becomes
minimal	if
This	is	also	seen	in	Figure	10.11,	where	n1	takes	all	the	values	in	between	n0	and	ns.	In	this




In	another	approach,	constructive	and	destructive	 interference	of	 light	 is	utilised.	 In
Chapter	4	we	already	discussed	that	light	can	be	considered	as	an	electromagnetic	wave.
Waves	have	 the	 interesting	property	 that	 they	can	 interfere	with	each	other,	 they	can	be
superimposed.	For	understanding	this	we	look	at	two	waves	A	and	B	 that	have	 the	same
wavelength	and	cover	the	same	portion	of	space,









Based	 on	 this	 principle,	 we	 can	 design	 an	 anti-reflection	 coating,	 as	 illustrated	 in
Figure	10.12	(a).	The	wave	reflected	from	the	material-air	interface	and	the	wave	reflected







Using	 an	 anti-reflection	 coating	 based	 on	 interference	 demands	 that	 the	 typical	 length
scale	of	the	interlayer	thickness	must	be	in	the	order	of	the	wavelength.
The	 last	 approach	 that	 we	 discuss	 for	 realising	 anti-reflective	 coating	 is	 to	 use
textured	 interfaces.	 Here,	 we	 consider	 the	 case	 where	 the	 typical	 length	 scales	 of	 the
surface	features	are	larger	than	the	typical	wavelength	of	light.	In	this	case,	which	is	also





second,	 somewhere	 else	 on	 the	 interfaces,	 as	 illustrated	 in	 Figure	 10.13.	 Here,	 another
fraction	 of	 the	 light	will	 be	 transmitted	 into	 the	 layer	 and	 effectively	 less	 light	will	 be
reflected,	when	compared	to	a	flat	interface	in-between	the	same	materials.
In	summary,	we	have	discussed	three	types	of	anti-reflective	coatings:	Rayleigh	films
with	 intermediate	 refractive	 indexes,	 anti-reflection	 coatings	 based	 on	 destructive
interference	and	enhanced	in-coupling	of	light	due	to	scattering	at	textured	interfaces.
At	 the	end	of	 this	chapter,	we	want	 to	discuss	 something	 that	 is	very	 important	 for
thin-film	solar	cells.	In	order	to	reduce	both	production	costs	and	bulk	recombination,	it	is
desirable	 to	have	 the	absorber	 layer	as	 thin	as	possible.	On	 the	other	hand,	 it	 should	be
optically	thick	in	order	to	absorb	as	much	light	as	possible.	In	principle,	the	light	should	be
reflected	 back	 and	 forth	 inside	 the	 absorber	 until	 everything	 is	 absorbed.	 However,	 at
every	internal	reflection	part	of	the	light	is	transmitted	out	of	the	film.
If	the	light	could	travel	through	the	layer	at	an	angle	greater	than	the	critical	angles	of
the	 front	 and	 back	 interfaces	 of	 the	 absorber,	 it	 could	 stay	 there	 until	 everything	 is

































should	 the	 layer	 be	 in	 order	 to	 absorb	 90%	of	 the	 incoming	 light?	Assume	 the	 absorption	 coefficient	 to	 be
α(800	nm)	=	103	cm−1.
The	typical	thickness	of	the	absorber	layer	of	a	c-Si	solar	cell	is	around	300	μm.	Assume	that	the	absorption










In	 Figure	 10.10	 we	 have	 seen	 the	 absorption	 coefficient	 as	 a	 function	 of	 the	 wavelength	 for	 several


























In	 1839,	 the	 French	 physicist	 Alexandre-Edmond	 Becquerel	 discovered	 the
photovoltaic	effect	at	 the	age	of	only	19	years.	He	observed	this	effect	 in	an	electrolytic





In	 the	 1860s	 and	 1870s,	 the	 French	 inventor	 Augustin	 Mouchot	 developed	 solar
powered	 steam	engines	 using	 the	World’s	 first	parabolic	 trough	 solar	 collector,	 that	we
will	discuss	in	Chapter	22.	Mouchot’s	motivation	was	his	believe	that	the	coal	resources
were	 limited.	 At	 that	 time,	 coal	 was	 the	 energy	 source	 for	 driving	 steam	 engines.
However,	as	coal	became	cheaper,	the	French	government	decided	that	solar	energy	was
too	expensive	and	stopped	funding	Mouchot’s	research.
In	 1876,	 the	 British	 natural	 philosopher	 William	 Grylls	 Adams	 together	 with	 his




In	 1887,	 the	 German	 physicist	 Heinrich	 Hertz	 discovered	 the	 photoelectric	 effect,
already	briefly	mentioned	in	Chapter	3.	In	this	effect,	electrons	are	emitted	from	a	material
that	 has	 absorbed	 light	 with	 a	 frequency	 exceeding	 a	 material-dependent	 threshold
frequency.	 In	 1905	 Albert	 Einstein	 published	 a	 paper	 in	 which	 he	 explained	 the
photoelectric	 effect	 by	 assuming	 that	 light	 energy	 was	 being	 carried	 with	 quantized
packages	of	energy	[23],	which	we	nowadays	call	photons.
In	1918	the	Polish	chemist	Jan	Czochralski	 invented	a	method	to	grow	high	quality
crystalline	 materials.	 Nowadays	 this	 technique	 is	 very	 important	 for	 growing
monocrystalline	silicon	used	for	high	quality	silicon	solar	cells	that	we	will	study	in	detail




The	 real	 development	 of	 solar	 cells	 as	 we	 know	 them	 today,	 started	 at	 the	 Bell






In	 the	 mid-	 and	 late	 1950s	 several	 companies	 and	 laboratories	 started	 to	 develop
silicon-based	solar	cells	in	order	to	power	satellites	orbiting	the	Earth.	Among	these	were
RCA	 Corporation,	 Hoffman	 Electronics	 Corporation	 but	 also	 the	 United	 States	 Army
Signal	Corps.	In	those	days,	research	on	PV	technology	was	mainly	driven	by	supplying
space	 applications	with	 energy.	 For	 example,	 the	American	 satellite	Vanguard	1,	 which
was	 launched	 by	 the	 US	 Navy	 in	 1958,	 was	 powered	 by	 solar	 cells	 from	 Hoffman
Electronics.	It	was	the	fourth	artificial	Earth	satellite	and	the	first	one	to	be	powered	with
solar	cells.	It	was	operating	until	1964	and	still	is	orbiting	Earth.	In	1962	Bell	Telephone











companies	SHARP	and	Tokyo	Electronic	Application	Laboratory	brought	 the	 first	 solar
powered	calculators	on	the	market.
Because	 of	 the	 1970s	 oil	 crisis,	 which	 led	 to	 sharply	 rising	 oil	 prices,	 the	 public
interest	 in	photovoltaic	 technology	for	 terrestrial	application	 increased	 in	 that	decade.	 In
that	 time,	 PV	 technology	 moved	 from	 a	 niche	 technology	 for	 space	 application	 to	 a
technology	 applicable	 for	 terrestrial	 applications.	 In	 the	 late	 1970s	 and	 1980s	 many




In	1980	 the	 first	 thin-film	solar	cells	based	on	a	copper-sulphide/cadmium-sulphide
junction	were	demonstrated	with	a	conversion	efficiency	above	10%	at	the	University	of






polytechnique	 fédérale	de	Lausanne	 in	Switzerland	by	Michael	Grätzel	 and	co-workers.
The	 dye-sensitized	 solar	 cell	 is	 a	 kind	 of	 photo	 electrochemical	 system,	 in	 which	 a
semiconductor	material	 based	 on	molecular	 sensitizers	 is	 placed	 between	 a	 photoanode
and	an	electrolyte.	We	will	introduce	this	technology	in	Section	13.6.
In	 1994,	 the	 US	 National	 Renewable	 Energy	 Laboratory	 in	 Golden,	 Colorado,
demonstrated	a	concentrator	solar	cell	based	on	III-V	semiconductor	materials.	Their	cell,
based	 on	 an	 indium-gallium-phosphide/gallium-arsenide	 tandem	 junction,	 exceeded	 the
30%	conversion	limit.
In	 1999,	 the	 total	 global	 installed	photovoltaic	 power	passed	1	GWp.	 Starting	 from
about	 2000,	 environmental	 and	 economic	 issues	 started	 to	 become	 more	 and	 more
important	 in	 the	 public	 discussion,	 which	 renewed	 the	 public	 interest	 in	 solar	 energy.
Since	 2000,	 the	 PV	 market	 therefore	 transformed	 from	 a	 regional	 market	 to	 a	 global
market,	as	discussed	in	Chapter	2.	Germany	took	the	lead	with	a	progressive	feed-in	tariff
policy,	leading	to	a	large	national	solar	market	and	industry	[19].
Since	 about	 2008,	 the	Chinese	 government	 has	 been	 heavily	 investing	 in	 their	 PV
industry.	As	a	 result,	China	has	been	 the	dominant	PV	module	manufacturer	 for	 several







As	we	 already	 discussed	 in	Chapter	6,	most	 semiconductor	materials	 have	 a	 crystalline




thus	has	 long-range	order	and	symmetry.	However,	 the	pattern	 is	 not	 the	 same	 in	 every
direction.	 In	 other	words,	 if	 we	make	 large	 cuts	 through	 the	 lattice,	 the	 various	 planes
would	not	look	the	same.
Crystalline	 silicon	 has	 a	 density	 of	 2.3290	 g/cm3	 and	 a	 diamond	 cubic	 crystal
structure	 with	 a	 lattice	 constant	 of	 543.07	 pm,	 as	 illustrated	 in	 Fig.	 12.1.	 Figure	 12.2
shows	 two	 different	 sections	 through	 a	 crystalline	 silicon	 lattice,	 which	 originally
consisted	of	3	×	3	×	3	×	unit	cells.	The	first	surface	shown	in	Figure	12.2	(a)	 is	 the	100
surface,	whose	surface	normal	is	in	the	100	direction.	At	a	100	surface,	each	Si	atom	has





To	 understand	 the	 importance	 of	 these	 directions,	 we	 look	 at	 the	 electronic	 band
dispersion	 diagram	 for	 silicon,	 shown	 in	 Figure	 12.3.	 On	 the	 vertical	 axis,	 the	 energy
position	 of	 the	 valence	 and	 conduction	 bands	 is	 shown.	 The	 horizontal	 axis	 shows	 the
crystal	momentum,	 i.e.	 the	momentum	of	 the	 charge	 carriers.	The	white	 area	 represents
the	energy	levels	 in	the	forbidden	bandgap.	The	bandgap	of	silicon	is	determined	by	the
lowest	energy	point	of	the	conduction	band	at	X,	which	corresponds	to	the	100	direction,









less	 likely	 that	 a	 photon	with	 an	 energy	 exceeding	 the	 bandgap	 can	 excite	 the	 electron,
with	 respect	 to	 a	 direct	 bandgap	 material	 like	 gallium	 arsenide	 (GaAs)	 or	 indium
phosphide	 (InP).	 Consequently,	 the	 absorption	 coefficient	 of	 crystalline	 silicon	 is
significantly	 lower	 than	 that	 of	 direct	 bandgap	materials,	 as	we	 can	 see	 in	 Figure	 12.4.
While	in	the	visible	part	of	the	spectrum	c-Si	absorbs	less	than	the	GaAs	and	InP,	below
364	nm	it	absorbs	just	as	much	as	GaAs	and	InP,	because	there	silicon	has	a	direct	band-
to-band	 transition	 as	well.	 Germanium	 (Ge),	 also	 indicated	 in	 the	 figure,	 is	 an	 indirect
bandgap	material,	just	like	silicon.	The	bandgap	of	Ge	is	0.67	eV,	which	means	it	already





that	 in	 theory	 we	 can	 generate	 a	 maximum	 short	 circuit	 current	 density	 of	 45	mA	 per
square	 centimetre.	 Let	 us	 now	 consider	 the	 second	 design	 rule,	 i.e.	 light	 management.
First,	we	look	at	a	wavelength	around	800	nm,	where	c-Si	has	an	absorption	coefficient	of
1,000	 cm−1.	 Using	 the	 Lambert–Beer	 law	 [see	 Eq.	 (4.25)],	 we	 can	 easily	 calculate	 that
absorbing	90%	of	 the	 incident	 light	 at	800	nm	 requires	 an	absorption	path	 length	of	23
μm.	Secondly,	we	look	at	970	nm	wavelength,	where	c-Si	has	an	absorption	coefficient	of
100	cm−1.	Hence,	an	absorption	path	 length	of	230	μm	is	 required	 to	absorb	90%	of	 the
light.	230	μm	is	a	typical	thickness	for	silicon	wafers.	This	calculation	demonstrates	that
light	 management	 techniques	 become	 important	 for	 crystalline	 silicon	 absorber	 layers
above	a	wavelength	of	about	900	nm.
Let	us	now	consider	 the	design	rule	of	bandgap	utilization,	which	 is	determined	by
the	 recombination	 losses.	 As	 silicon	 is	 an	 indirect	 bandgap	 material,	 only	 Auger
recombination	 and	 Shockley–Read–Hall	 (SRH)	 recombination	 will	 determine	 the	 open
circuit	 voltage,	 while	 radiative	 recombination	 can	 be	 neglected.	 Considering	 SRH
recombination,	 the	 recombination	 rate	 of	 the	 charge	 carriers	 is	 related	 to	 the	 electrons
trapped	at	defect	states.	When	looking	at	the	defect	density	in	the	bulk	of	silicon,	we	can




the	 entire	 bulk,	 up	 to	 the	 edges.	 In	 contrast,	 polycrystalline	 silicon,	 often	 simply
abbreviated	as	polysilicon,	is	a	material	that	consists	of	many	small	crystalline	grains,	with
random	orientations.	Between	 these	grains	 are	grain	boundaries.	Figure	12.5	 shows	 two
pictures	of	monocrystalline	and	multicrystalline	wafers.	While	a	monocrystalline	 silicon
wafer	 has	 one	 uniform	 colour,	 in	multicrystalline	 silicon,	 the	 various	 grains	 are	 clearly
visible	to	the	human	eye.	At	the	grain	boundaries	we	find	lattice	mismatches,	resulting	in
many	 defects	 at	 these	 boundaries.	 As	 a	 consequence,	 the	 charge-carrier	 lifetime	 for





grain	 size	 for	 various	 solar	 cells	 developed	 around	 the	world,	 based	 on	multicrystalline
wafers	[46].	The	larger	the	grain	size,	the	longer	the	charge-carrier	lifetimes	and	the	larger
the	bandgap	utilization	and	hence	the	open	circuit	voltage	will	be.	On	the	right-hand	side








After	 the	 initial	 considerations	 on	 designing	 c-Si	 solar	 cells,	 we	will	 now	 discuss	 how
monocrystalline	 and	multicrystalline	 silicon	wafers	 can	 be	 produced.	 In	Figure	 12.7	we
illustrate	the	production	process	of	monocrystalline	silicon	wafers.
The	 lowest	 quality	 of	 silicon	 is	 the	 so-called	 metallurgical	 silicon,	 which	 is	 made
from	quartzite.	 Quartzite	 is	 a	 rock	 consisting	 of	 almost	 pure	 silicon	 dioxide	 (SiO2).	 To
produce	silicon	the	quartzite	is	melted	in	a	submerged-electrode	arc	furnace	by	heating	it
up	 to	around	1,900°C,	as	 illustrated	 in	Figure	12.7.	Then,	 the	molten	quartzite	 is	mixed




phase.	 In	 this	 way,	 the	 quartzite	 is	 purified	 from	 the	 silicon.	 After	 the	 reactions	 are
finished,	 the	molten	silicon	 that	was	created	during	 the	process	 is	drawn	off	 the	furnace








The	 silicon	material	with	 the	 next	 higher	 level	 of	 purity	 is	 called	 polysilicon.	 It	 is
made	 from	a	powder	of	metallurgical	 silicon	 in	 the	Siemens	process.	 In	 the	process,	 the
metallurgical	silicon	is	brought	into	a	reactor	and	exposed	to	hydrogen	chloride	(HCl)	at
elevated	temperatures	 in	 the	presence	of	a	catalyst.	The	silicon	reacts	with	 the	hydrogen
chloride,
leading	 to	 the	 creation	 of	 trichlorosilane	 (HSiCl3).	 This	 is	 a	molecule	 that	 contains	 one
silicon	atom,	three	chlorine	atoms	and	one	hydrogen	atom.	Then,	the	trichlorosilane	gas	is
cooled	and	liquified.	Using	distillation,	impurities	with	boiling	points	higher	or	lower	than
HSiCl3	 are	 removed.	 The	 purified	 trichlorosilane	 is	 evaporated	 again	 in	 another	 reactor
and	mixed	 with	 hydrogen	 gas.	 There,	 the	 trichlorosilane	 is	 decomposed	 at	 hot	 rods	 of
highly	purified	Si,	which	are	at	a	high	temperature	between	around	850	°C	and	1,050	°C.
The	 Si	 atoms	 are	 deposited	 on	 the	 rod	 whereas	 the	 chlorine	 and	 hydrogen	 atoms	 are
desorbed	from	the	rod	surface	back	into	the	gas	phase.	As	a	result	a	pure	silicon	material
is	grown.	This	method	of	depositing	silicon	on	the	rod	is	one	example	of	chemical	vapour
deposition	 (CVD).	 As	 the	 exhaust	 gas	 still	 contains	 chlorosilanes	 and	 hydrogen,	 these
gases	 are	 recycled	 and	 used	 again:	 chlorosilane	 is	 liquified,	 distilled	 and	 reused.	 The
hydrogen	 is	cleaned	and	 thereafter	 recycled	back	 in	 to	 the	 reactor.	The	Siemens	process
consumes	a	lot	of	energy.
Polysilicon	granules	 can	 also	be	produced	using	Fluid	Bed	Reactors	 (not	 shown	 in
Figure	 12.7).	 This	 process	 is	 operated	 at	 lower	 temperatures	 and	 consumes	 much	 less
energy.	Polycrystalline	silicon	can	have	a	purity	as	high	as	99.9999%,	or	in	other	words,
only	one	out	of	one	million	atoms	is	different	from	Si.
The	 last	approach	we	briefly	mention	 is	 that	of	upgraded	metallurgical	silicon	 (not
shown	 in	 Figure	 12.7).	 In	 this	 process	 metallurgical	 silicon	 is	 chemically	 refined	 by
blowing	gases	 through	the	silicon	melt,	 removing	the	 impurities.	Although	processing	 is
cheap,	 the	 silicon	 purity	 is	 lower	 than	 that	 achieved	with	 the	 Siemens	 or	 the	 fluid	 bed
reactor	approaches.
Now	we	introduce	two	methods	that	are	used	industrially	for	making	monocrystalline
silicon	 ingots,	 i.e.	 large	cylinders	of	 silicon	 that	 consist	of	one	crystal	only.	This	means








the	 orientation	 of	 the	 crystal.	 The	 crystal	 is	 rotating	 and	 is	 pulled	 upwards	 slowly,
allowing	 the	 formation	of	 a	 large,	 single-crystal	 cylindrical	 column	 from	 the	melt	 –	 the
ingot.	To	conduct	 the	process	successfully,	 temperature	gradients,	 the	 rate	of	pulling	 the
shaft	upwards,	and	the	rotational	speed	must	be	well	controlled.	Due	to	improved	process
control	throughout	the	years,	nowadays	ingots	of	diameters	of	200	mm	or	even	300	mm
with	 lengths	 of	 up	 to	 two	 metres	 can	 be	 fabricated.	 To	 prevent	 the	 incorporation	 of
impurities,	the	Czochralski	process	takes	place	in	an	inert	atmosphere,	like	argon	gas.	The
crucible	 is	made	 from	quartz,	which	partly	 dissolves	 in	 the	melt	 as	well.	Consequently,





The	 end	 of	 the	 rod	 is	 heated	 up	 and	melted	 using	 an	 induction	 coil	 operating	 at	 radio
frequency	(RF).	The	molten	part	is	then	brought	into	contact	with	the	seed	crystals,	where
it	 solidifies	 again	 and	 adopts	 the	 orientation	 of	 the	 seed	 crystal.	 Again	 100	 or	 111
orientations	are	being	used.	As	 the	molten	zone	 is	moved	along	 the	polysilicon	 rod,	 the
single-crystal	ingot	is	grown	as	well.	Many	impurities	remain	in	and	move	along	with	the
molten	 zone.	 Nowadays,	 during	 the	 process	 nitrogen	 is	 intentionally	 added	 in	 order	 to




can	be	doped	by	adding	doping	gasses	 like	diborane	 (B2H6)	and	phosphine	(PH3)	 to	 the
inert	 gas	 to	 get	 p-doped	 and	 n-doped	 silicon,	 respectively.	 The	 diameter	 of	 float-zone











sawing,	 as	 illustrated	 in	 Figure	 12.7.	 Logically,	 sawing	will	 damage	 the	 surface	 of	 the










cut	 into	wafers.	Before	 the	wafers	can	be	processed	further	 in	order	 to	make	solar	cells,




how	 to	 fabricate	 polysilicon.	We	 have	 seen	 that	monocrystalline	 ingots	 are	made	 using





we	 discuss	 several	 technical	 aspects	 that	 play	 an	 important	 role	 in	 the	 collection	 of	 the
light,	excitation	of	charge	carriers,	and	the	reduction	of	optical	losses.
In	Chapter	8	we	discussed	how	an	illuminated	p-n	junction	can	operate	as	a	solar	cell.
In	 the	 illustrations	 used	 there,	 both	 the	 p-doped	 and	 n-doped	 regions	 have	 the	 same
thickness.	This	 is	 not	 the	 case	 in	 real	 c-Si	devices.	For	 example,	 the	most	 conventional
type	of	 c-Si	 solar	 cells	 is	 built	 from	a	p-type	 silicon	wafer,	 as	 sketched	 in	 Figure	 12.8.





straight	 line	on	a	 logarithmic	scale	as	 in	Figure	12.9)	because	of	 the	Lambert–Beer	 law
[Eq.	(4.25)].	Figure	12.9	shows	the	generation	profile	of	silicon	that	is	illuminated	under
the	AM1.5	spectrum.	This	generation	profile	does	not	show	such	a	behaviour	because	of
the	 wavelength-dependent	 absorption	 coefficient	 (see	 e.g.	 Figure	 12.4).	 The	 largest
fraction	of	the	light	is	absorbed	close	to	the	front	surface	of	the	solar	cell.	In	the	first	10
μm	by	far	the	most	charge	carriers	are	generated.	By	making	the	front	emitter	layer	very





The	 crucial	 components	 that	 play	 a	 role	 in	 charge	 collection	 are	 the	 emitter	 layer,	 the
metal	 front	 contacts	 and	 the	 back	 contact.	 First,	 the	 emitter	 layer:	 The	minority	 charge
carriers,	 which	 are	 excited	 by	 the	 light,	 are	 separated	 at	 the	 p-n	 junction;	 the	 minority







high	 lifetime	 guarantees	 large	 open	 circuit	 voltages	 or,	 in	 other	 words,	 the	 optimal
utilization	of	 the	bandgap	energy.	For	 increasing	the	lifetime,	recombination	losses	must
be	reduced	as	much	as	possible.







dangling	 bonds.	 At	 the	 dangling	 bonds,	 the	 charge	 carriers	 can	 recombine	 through	 the
SRH	process.	The	probability	and	speed	at	which	charge	carriers	can	recombine	is	usually
expressed	 in	 terms	 of	 the	 surface	 recombination	 velocity.	 Since	 a	 large	 fraction	 of	 the
charge	 carriers	 are	 generated	 close	 to	 the	 front	 surface,	 a	 high	 surface	 recombination




In	 order	 to	 reduce	 the	 surface	 recombination	 two	 approaches	 are	 used.	 First,	 the




passivation	 layers	are	 silicon	oxides	 (SiOx)	 and	 silicon	nitrides	 (SixNy).
1	A	 silicon	oxide
layer	 can	 be	 formed	 by	 heating	 up	 the	 silicon	 surface	 in	 an	 oxygen-rich	 atmosphere,
leading	to	the	oxidation	of	the	surface	silicon	atoms.	Si3N4	can	be	deposited	using	plasma-
enhanced	 chemical	 vapour	 deposition	 (PE-CVD)	 that	we	will	 discuss	 in	more	 detail	 in
Chapters	13	and	14.
A	second	approach	for	 reducing	 the	surface	 recombination	velocity	 is	 to	 reduce	 the
minority	charge	carrier	density	near	the	surface.	As	the	surface	recombination	velocity	is
limited	by	the	minority	charge	carrier’s	density,	it	is	beneficial	to	have	the	minority	charge
carrier	density	at	 the	surface	as	 low	as	possible.	By	increasing	the	doping	of	 the	emitter
layer,	 the	density	of	 the	minority	charge	carriers	can	be	 reduced,	which	 results	 in	 lower
surface	recombination	velocities.	However,	this	is	in	competition	with	the	diffusion	length
of	the	minority	charge	carriers.	The	blue	part	of	the	solar	spectrum	leads	to	the	generation
of	many	 charge	 carriers	 very	 close	 to	 the	 surface,	 i.e.	 in	 the	 emitter	 layer.	 For	 utilizing
these	 light-excited	minority	 charge	 carriers,	 the	 diffusion	 length	 of	 the	 holes	 has	 to	 be
large	 enough	 to	 reach	 the	 depletion	 zone	 at	 the	 p-n	 junction.	 However,	 increasing	 the
doping	 levels	 leads	 to	a	decreasing	diffusion	 length	of	 the	minority	holes	 in	 the	emitter.
Therefore,	 too	high	doping	levels	or	 too	thick	emitter	 layers	would	result	 in	a	poor	blue
response	 or	 –	 in	 other	 words	 –	 low	 external	 quantum	 efficiency	 (EQE,	 see	 Chapter	 9)




or	SixNy	 cannot	 be	used.	Therefore,	 the	metal-semiconductor	 interface	has	more	defects
and	 hence	 an	 undesirably	 high	 interface	 recombination	 velocity.	 Additionally,	 a
metalsemiconductor	junction	induces	a	barrier	for	the	majority	charge	carriers,	as	we	have
seen	in	Section	8.3.	Hence,	this	barrier	will	give	rise	to	a	higher	contact	resistance.	Again
high	 doping	 levels	 can	 reduce	 the	 recombination	 velocity	 at	 the	 metal-semiconductor
interface	and	also	reduce	the	contact	resistance.	In	order	to	minimize	the	recombination	at
the	 interface	defects	 as	much	 as	 possible,	 the	 area	of	 the	metal-semiconductor	 interface
must	be	minimized	and	the	emitter	directly	below	the	interface	should	be	heavily	doped,
which	 is	 indicated	with	n++.	The	 sides	of	 the	metal	 contacts	 are	buried	 in	 the	 insulating





the	 fingers.	Let	now	R	be	 the	 resistance	of	such	a	 finger.	 If	L,	W,	and	H	are	 the	 length,
width	and	height	of	the	fingers,	respectively,	and	ρ	is	the	resistivity	of	the	metal,	R	is	given
by
This	 equation	 shows	 that	 the	 longer	 the	 path	 length	 for	 an	 electron,	 the	 larger	 the
resistance	 the	electrons	experience.	Further,	 the	 smaller	 the	cross-section	 (W	·	H)	 of	 the
finger,	the	larger	the	resistance	will	be.	Note	that	the	resistance	of	the	contacts	will	act	as	a
















power	 losses	 of	 the	 solar	 cell	 decrease	 because	 of	 less	 shading.	On	 the	 other	 hand,	 the







collected	 in	 the	 front	 n-type	 layer,	 the	 holes	 are	 to	 be	 collected	 at	 the	 back	 contact.
Electrons	 are	 the	 only	 charge	 carriers	 that	 exist	 in	 metal.	 Therefore	 the	 holes	 have	 to
recombine	with	 the	 electrons	 at	 the	 back	 semiconductor-metal	 interface.	 If	 the	 distance
between	the	p-n	interface	and	the	back	contact	is	smaller	than	the	typical	diffusion	length
of	 the	minority	 electrons,	 the	minority	 electrons	 can	 be	 lost	 at	 the	 defects	 of	 the	 back
contact	interface	because	of	SRH	recombination.
Several	methods	 can	 be	 used	 to	 reduce	 this	 loss.	 First,	 the	 area	 between	 the	metal
contact	 and	 the	 semiconductor	 can	be	 reduced,	 just	 as	 for	 the	 front	 contact.	To	do	 this,
point	contacts	can	be	used,	while	the	rest	of	the	rear	surface	is	passivated	by	an	insulating
passivation	 layer,	 similar	 to	 the	one	already	discussed	 for	 the	 emitter	 front	 surface.	The
recombination	loss	of	electrons	at	the	back	contact	can	be	further	reduced	by	introducing	a





minority	 electrons	 in	 the	 p-region	 from	 diffusing	 to	 the	 back	 surface.	 Further,	 the








Secondly,	 reflection	 from	 the	 front	 surface	 is	 an	 important	 loss	 mechanism.	 We
briefly	 mention	 two	 approaches	 to	 design	 anti-reflective	 coatings	 (ARC)	 for	 reducing
these	 losses.	First,	 reflection	can	be	minimized	based	on	 the	Rayleigh	 film	 principle:	 by
putting	a	film	with	a	refractive	 index	smaller	 than	 that	of	silicon	wafer	between	 the	cell
and	 the	wafer,	 losses	 can	 be	 reduced.	The	 optimal	 value	 for	 the	 refractive	 index	 of	 the
intermediate	 layer	equals	 the	square	 root	of	 the	product	of	 refractive	 indexes	of	 the	 two
other	media,
At	 a	wavelength	of	500	nm,	 the	optimal	 refractive	 index	 for	 a	 layer	 in-between	air	 and
silicon	 is	2.1.	Note	 that	 in	practice	a	solar	cell	 is	encapsulated	under	a	glass	or	polymer
plate,	which	will	have	a	beneficial	effect	on	the	refractive	index	grading	as	well,	reducing
the	 reflection	 losses	 further.	Secondly,	 using	 the	 concept	 of	 destructive	 interference,	 the
thickness	and	 refractive	 index	of	an	anti-reflection	coating	can	be	chosen	such	 that	 in	a




where	 λ0	 denotes	 the	 wavelength	 in	 vacuo	 and	 n	 is	 the	 refractive	 index	 of	 the	 anti-
reflective	 layer.	For	 a	 refractive	 index	of	2.1,	 a	 layer	 thickness	of	 60	nm	would	 lead	 to
destructive	interference	at	500	nm.	As	mentioned	earlier,	a	typical	material	for	passivation
is	 silicon	 nitride.	 Figure	 12.12	 (a)	 shows	 a	multicrystalline	wafer	 without	 any	ARC.	 It
appears	 silverish,	which	means	 that	 it	 is	 highly	 reflective.	 In	Figure	12.12	(b)	 a	 similar






is	 reflected	 at	 the	 textured	 surface	 can	 be	 reflected	 at	 angles	 such	 that	 it	 is	 incident
somewhere	else	on	the	surface,	where	it	can	still	be	coupled	into	the	silicon.	Additionally,
the	 scattering	 at	 textured	 surfaces	will	 couple	 the	 light	 under	 angles	 different	 from	 the
interface	 normal	 to	 the	 wafer.	 Therefore,	 the	 average	 path	 length	 of	 the	 light	 in	 the
absorber	will	be	increased,	which	leads	to	stronger	absorption	of	the	light.	An	example	of
a	 typical	 pyramid-textured	 c-Si	 wafer	 that	 was	 processed	 in	 the	 DIMES	 Technology
Centre	 in	 Delft	 is	 shown	 in	 Figure	 12.13	 (a).	 The	 process	 to	 create	 such	 textures	 is













are	 textured	 in	 order	 to	 increase	 the	 absorption	 of	 the	 incident	 light	 and	 to	 reduce
reflection	 losses.	 The	 textures	 usually	 are	 created	 during	 a	wet	 etching	 process	 using	 a
mixture	 of	 potassium	 hydroxide	 (KOH)	 and	 2-propanol	 (isopropanol,	 C3H7OH).
Interestingly	 enough,	 100	 surfaces	 are	 etched	 much	 faster	 than	 111	 surfaces.	 Such
behaviour	is	called	anisotropic	etching.	Thus,	when	a	100	wafer	is	etched,	the	100	surface
will	 be	 etched	 away,	 while	 the	 (slanted)	 111	 surface	 facets	 will	 remain.	 Therefore,	 we
obtain	a	wafer	with	a	pyramid	structure	consisting	of	111	facets	only.
Figure	12.14:	Schematic	flowchart	for	making	crystalline	silicon	solar	cells.
Next,	 the	emitter	 layer	has	 to	be	created,	 for	example	during	a	solid	state	diffusion
process.	 In	 this	 process,	 the	 wafers	 are	 placed	 in	 a	 furnace	 at	 around	 850	 °C.	 In	 the
furnace,	 a	 phosphorus-containing	 chemical	 is	 present,	 which	 acts	 as	 a	 source	 for	 the	 P





controlled	 such	 that	 the	 dopants	 penetrate	 into	 the	 solid	 to	 establish	 the	 desired	 emitter
thickness.	During	the	diffusion	process	not	only	is	the	emitter	created,	but	also	a	thin	layer








have	 an	n-p-n	 device	 that	would	not	 be	 a	working	 solar	 cell.	The	 removal	 can	be	done
using	 many	 different	 processes,	 for	 example	 wet	 etching.	 Alternatively,	 sometimes	 a
12.5
protective	 layer	 is	deposited	onto	 the	back	side	prior	 to	 the	emitter	diffusion.	This	 layer
would	prevent	the	creation	of	an	n-doped	layer	at	the	back.
Now	 the	p-n	 junction	 in	 principle	 is	 finished;	we	 only	 need	 to	make	 the	 electrical
contacts	 at	 the	 front	 and	 the	 rear	 that	 allow	us	 to	connect	 the	 solar	 cell	with	an	electric
circuit	 or	with	 other	 solar	 cells	 in	 a	 PV	module.	 In	 industry	 these	 contacts	 are	 usually
fabricated	 using	 screen	 printing	 processes	 followed	 by	 firing.	 These	 processes	 are
explained	 in	 detail	 in	 Chapter	 14.	 Different	 screen	 printing	 pastes	 are	 used,	 which	 are
usually	 based	 on	 aluminium	 or	 silver	 as	 a	 metal.	 Ag	 paste	 is	 for	 the	 front	 contact
commonly	printed	on	 top	of	 the	passivation	 layer.	As	we	have	seen	 in	Section	12.3,	 the













The	 last	 step	 is	 to	 create	 isolating	grooves	at	 the	border	of	 the	 solar	 cells.	This	 for
example	can	be	done	with	laser	scribing.	Isolating	grooves	are	very	important	to	prevent
leakage	 currents	 along	 the	 sides	 of	 the	 solar	 cells.	 Such	 leaking	 currents	 can	 be	 very
detrimental	to	the	solar	cell	performance.
High-efficiency	concepts
In	 the	 last	 section	of	 this	chapter	we	discuss	 three	examples	of	high-efficiency	concepts
based	 on	 crystalline	 silicon	 technology.	 As	 already	 discussed,	 different	 types	 of	 silicon
wafers	with	different	qualities	can	be	used.	Naturally,	to	achieve	the	highest	efficiencies,










concept,	 conversion	 efficiencies	 of	 25%	 were	 achieved	 [47].	 The	 abbreviation	 PERL







The	 inverted	 pyramid	 structure	 is	 covered	 with	 a	 double-layer	 anti-reflective
coating	(ARC),	which	results	in	an	extremely	low	top	surface	reflection.	Often	a
double	 layer	 coating	 of	 magnesium	 fluoride	 (MgF2)	 and	 zinc	 sulfide	 (ZnS)	 is
used	as	an	antireflection	coating.
The	 contact	 area	 at	 the	 front	 side	has	 to	be	 as	 small	 as	possible,	 to	 reduce	 the
shading	 losses.	 In	 the	 PERL	 concept	 the	 very	 thin	 and	 fine	 metal	 fingers	 are
processed	using	photolithography	technology.
Figure	12.15:	Illustrating	the	structure	of	a	PERL	solar	cell.
Secondly,	 the	 emitter	 layer	 is	well	 designed.	As	discussed	 in	 the	previous	 sections,
the	emitter	should	be	highly	doped	underneath	the	contacts,	which	in	the	PERL	concept	is
achieved	 by	 heavily	 phosphorus-diffused	 regions.	 The	 rest	 of	 the	 emitter	 is	moderately
doped,	 or	 in	 other	 words	 lightly	 diffused,	 to	 preserve	 an	 excellent	 blue	 response.	 The
emitter	 is	passivated	with	a	silicon	oxide	 layer	on	 top	of	 the	emitter	 to	suppress	surface




At	 the	 rear	 surface	 of	 the	 solar	 cell,	 point	 contacts	 have	 been	 used	 in	 combination
with	thermal	oxide	passivation	layers,	which	passivate	the	non-contacted	area,	and	hence




company	 Suntech	 developed,	 in	 collaboration	 with	 University	 of	 New	 South	 Wales,	 a
more	commercially	viable	crystalline	 silicon	cell	 technology,	which	was	 inspired	by	 the
PERL	design.
The	interdigitated	back	contact	solar	cell
A	second	successful	cell	concept	 is	 the	 interdigitated	back	contact	 (IBC)	 solar	cell.	The
main	idea	of	the	IBC	concept	is	to	have	no	shading	losses	at	the	front	metal	contact	grid	at
all.	 All	 the	 contacts	 responsible	 for	 collecting	 charge	 carriers	 at	 the	 n-	 and	p-sides	 are




be	 used.	 This	 is	 interesting	 because	 n-type	 wafers	 have	 some	 useful	 advantages	 with
respect	 to	 p-type	 wafers.	 First,	 the	 n-type	 wafers	 do	 not	 suffer	 from	 light	 induced
degradation.	 In	 p-type	 wafers	 both	 boron	 and	 oxygen	 are	 present,	 which	 under	 light
exposure	 start	 to	 make	 complexes	 that	 act	 like	 defects.	 This	 light-induced	 degradation
causes	a	reduction	of	the	power	output	of	2–3%	after	the	first	few	weeks	of	installation.
No	such	effect	is	present	in	n-type	wafers.	The	second	advantage	is	that	n-type	silicon	is






Although	 IBC	cells	are	made	 from	n-type	wafers,	 they	 lack	one	 large	p-n	 junction.









light	 above	 900	 nm,	which	 is	 not	 absorbed	 during	 the	 first	 pass	 back	 into	 the	 absorber
layer.	Thus,	this	layer	enhances	the	absorption	path	length.
At	the	front	side	of	the	IBC	cell,	losses	of	light-excited	charge	carriers	due	to	surface
recombination	 are	 suppressed	 by	 a	 front	 surface	 field	 similar	 to	 the	 back	 surface	 field
discussed	 earlier.	This	 field	 is	 created	with	 a	 highly	doped	n+	 region	 at	 the	 front	 of	 the
surface.	Thus,	 an	n+-n	 junction	 is	 created	 that	 acts	 like	 an	n-p	 junction.	 It	will	 act	 as	 a




Reflective	 losses	 at	 the	 front	 side	 are	 reduced	 in	 a	 similar	way	 as	 for	 PERL	 solar






discuss	 the	 technological	 details,	we	 briefly	 recall	 the	 principles	 of	 heterojunctions	 that
were	discussed	in	Section	8.2.
Homojunctions,	which	are	present	 in	all	 the	c-Si	solar	cell	 types	discussed	so	far	 in
this	 chapter,	 are	 fabricated	 by	 different	 doping	 types	 within	 the	 same	 semiconductor
material.	Hence,	the	bandgap	in	the	p-	and	n-regions	is	the	same.	A	junction	consisting	of





material	 in	 which	 the	 atoms	 are	 not	 ordered	 in	 a	 crystalline	 lattice	 but	 in	 a	 disordered
lattice.	For	the	moment	we	must	only	keep	in	mind	that	a-Si:H	has	a	bandgap	of	around
1.7	eV	which	is	considerably	higher	than	that	of	c-Si	(1.12	eV).
In	 Figure	 12.17	 a	 band	 diagram	 of	 a	 heterojunction	 between	 n-doped	 crystalline
silicon	 and	p-doped	 amorphous	 silicon	 in	 the	dark	 and	 thermal	 equilibrium	 is	 sketched.













colour	 red.	A	 thin	 layer	of	p-doped	amorphous	silicon	 is	deposited	on	 top	and	 indicated
with	the	colour	blue.	The	heterojunction	forces	the	holes	to	drift	to	the	p-layer.	At	the	rear




As	 discussed	 earlier,	 for	 high	 quality	 wafers,	 like	 this	 n-type	 float	 zone
monocrystalline	 silicon	 wafer,	 the	 recombination	 of	 charge	 carriers	 at	 the	 surface
determines	the	charge-carrier	lifetime.	The	advantage	of	the	SHJ	concept	is	the	amorphous
silicon	layer,	which	acts	as	a	very	good	passivation	layer.	With	this	approach	the	highest
possible	 charge	 carrier	 lifetimes	 are	 accomplished.	As	 a	 consequence,	 c-Si	wafer-based
heterojunction	 solar	 cells	 achieve	 the	 highest	 open	 circuit	 voltages	 among	 the	 different




diffusion	 to	 the	 contacts	 takes	place	 in	 the	 emitter	 layer,	 in	 a	SHJ	 solar	 cell	 this	 occurs
through	a	 transparent	 conducting	oxide	 (TCO)	material	 such	as	 indium	 tin	oxide	 (ITO),
which	 is	 deposited	 on	 top	 of	 the	 p-doped	 layer.	 TCOs	 are	 discussed	 in	 more	 detail	 in
Section	13.1.
The	same	contacting	scheme	is	applied	at	the	n-type	back	side.	This	means	that	this
solar	cell	can	be	used	 in	a	bifacial	configuration:	 it	can	collect	 light	 from	the	 front,	and
scattered	and	diffused	 light	 falling	on	 the	back	side	of	 the	 solar	cell.	Another	 important
advantage	of	the	SHJ	technology	is	that	the	amorphous	silicon	layers	are	deposited	using
the	 cheap	 plasma-enhanced	 chemical	 vapour	 deposition	 (PE-CVD)	 technology	 at	 low
temperatures,	not	higher	than	200	°C.	Therefore,	making	the	front	and	back	surface	fields
in	SHJ	solar	cells	is	very	cheap.




























































































































…	the	barrier	 for	hole	collection	at	 the	back	contact	 is	 reduced,	 increasing	 the	surface	recombination
velocity	at	the	back	contact.
…	 the	 barrier	 for	 electron	 collection	 at	 the	 back	 contact	 is	 reduced,	 decreasing	 the	 surface
recombination	velocity	at	the	back	contact.































technologies,	also	referred	 to	as	 the	second	generation	PV	 technology.	These	 solar	cells
are	made	 from	 films	 that	 are	much	 thinner	 than	 the	wafers	 that	 form	 the	 base	 for	 first
generation	PV.	According	 to	Chopra	 et	 al.	 [50],	 ‘a	 thin	 film	 is	 a	 film	 that	 is	 created	ab
initio	 by	 the	 random	 nucleation	 process	 of	 individually	 condensing/reacting
atomic/ionic/molecular	species	on	a	substrate.	The	structural,	chemical,	metallurgical	and
physical	 properties	 of	 such	 a	 material	 are	 strongly	 dependent	 on	 a	 large	 number	 of
deposition	parameters	and	may	also	be	thickness	dependent.’
Thin-film	 solar	 cells	 were	 expected	 to	 become	much	 cheaper	 than	 first	 generation
solar	cells.	However,	due	to	the	current	price	decline	in	wafer-based	solar	cells,	thin-film
solar	 cells	 have	 not	 yet	 become	 economically	 viable.1	 In	 general	 thin-film	 cells	 have	 a
lower	efficiency	than	c-Si	solar	cells,	with	GaAs	being	an	exception	to	this	rule	of	thumb




In	 thin-film	 solar	 cells	 the	 active	 semiconductor	 layers	 are	 sandwiched	 between	 a
transparent	 conductive	 oxide	 (TCO)	 layer	 and	 the	 electric	 back	 contact.	 Often	 a	 back
reflector	is	introduced	at	the	back	of	the	cell	in	order	to	minimize	transmissive	solar	cell
losses.	As	we	will	see	in	this	chapter,	many	different	semiconductors	are	used	for	thin-film
solar	 cells.	 Figure	 13.1	 shows	 the	 abundance	 of	 elements	 in	 the	 Earth’s	 crust.	 Some
semiconductors	require	very	rare	elements	such	as	indium	(In),	selenium	(Se),	or	tellurium





Thin-film	PV	 technologies	can	easily	 fill	 a	book	on	 their	own,	 see	 for	example	 the
book	edited	by	Poortmans	and	Arkhipov	[52].	In	this	chapter	we	can	only	give	a	general
introduction	 into	 the	 different	 thin-film	 technologies.	 We	 will	 focus	 on	 the	 working
principles	of	the	various	devices,	the	current	status	and	the	future	challenges	of	the	various










zinc	 oxide	 (ZnO:Al),	 boron-doped	 zinc	 oxide	 (ZnO:B),	 hydrogen-doped	 (hydrogenated)
indium	 oxide	 (In2O3:H)	 [54],	 and	 indium	 tin	 oxide,	 which	 is	 a	 mixture	 of	 about	 90%
indium	oxide	 (In2O3)	 and	10%	 tin	oxide	 (SnO2).	These	 films	 are	 processed	using	 either
sputtering	(ZnO:Al),	low	pressure	chemical	vapour	deposition	(LPCVD,	used	for	example




layer.	 Following	 Kluth,	 we	 divide	 this	 spectrum	 into	 three	 parts	 [55].	 For	 short
wavelengths,	the	transmission	is	very	low	due	to	the	high	absorption	of	light	with	energies
higher	 than	 the	 bandgap.	 For	 longer	 wavelengths,	 with	 photon	 energies	 below	 the
bandgap,	the	transmission	is	very	high.	Here	we	see	interference	fringes	that	can	be	used
to	determine	 the	 film	 thickness.	After	a	broad	highly	 transmissive	wavelength	band,	 the
absorption	 increases	 again.	 This	 absorption	 is	 called	 free	 carrier	 absorption	 and	 can	 be
explained	with	the	Drude	model	of	metals	that	was	developed	by	Paul	Drude	in	1900	[56,
57].	In	this	model,	the	frequency-dependent	electric	permittivity	is	given	by
where	χ(ω)	is	the	dielectric	susceptibility,	τ	is	the	relaxation	time,2	n	–	 iκ	 is	 the	complex
refractive	index	and	ωp	denotes	the	plasma	frequency	that	is	given	by







For	ω	 <	 ωp,	 ϵ	 becomes	 negative,	 i.e.	 the	 refractive	 index	 is	 purely	 imaginary	 and	 the
material	 therefore	has	a	 reflectivity	of	1.	 In	 this	 case,	 the	material	 changes	dramatically
from	transparent	to	reflective,	as	ωp	is	crossed.
If	the	approximation	ωτ	≫	is	not	valid,	 	cannot	be	neglected.	The	imaginary	part
will	 increase	with	decreasing	 frequency,	 i.e.	with	 increasing	wavelengths	 the	 absorption
increases.	For	wavelengths	longer	than	the	plasma	wavelength	the	material	becomes	more
reflective,	which	we	also	see	in	Figure	13.2.	For	application	in	solar	cells,	the	TCO	should
be	 highly	 transparent	 in	 the	 active	 region	 of	 the	 absorber.	 Therefore	 the	 plasma
wavelength	should	at	least	be	longer	than	the	bandgap	wavelength	of	the	absorber.	On	the





phenomena	 in	 TCOs,	 this	 model	 is	 often	 too	 simple.	 Therefore	 several	 authors	 used
extended	Drude	models	with	more	parameters	[58–60].
Of	all	the	TCO	materials	currently	available,	the	trade-off	between	transparency	and
conductivity	 is	best	 for	 indium	 tin	oxide	 [61].	However,	 indium	 is	 a	 rare	Earth	 element
with	a	very	low	abundance	of	0.05	ppm	in	the	Earth’s	crust,	similar	to	the	abundance	of
silver	(0.07	ppm)	and	mercury	(0.04	ppm)	[62],	which	makes	it	less	preferable	for	cheap
large-scale	 PV	 applications.	 Therefore	 other	 TCO	materials	 are	 thoroughly	 investigated
and	 used	 in	 industry.	 Among	 them	 are	 aluminium-doped	 zinc	 oxide,	 boron-doped	 zinc
oxide	and	fluorine-doped	tin	oxide.	The	abundances	of	the	used	elements	are:	aluminium:
7.96%,	zinc:	65	ppm,	boron:	11	ppm,	fluorine:	525	ppm,	and	tin:	2.3	ppm	[62].
Often,	 TCOs	 in	 thin-film	 solar	 cells	 are	 nanotextured.	 These	 textures	 scatter	 the
incident	 light	 and	 hence	 help	 to	 prolong	 the	 average	 path	 length	 of	 the	 photons.	 As	 a





highest	 conversion	 efficiencies	 under	 both	 AM1.5	 standard	 test	 conditions	 and





absorber	 layers	 themselves	 can	 be	 considered	 as	 thin	 compared	 to	 the	 thickness	 of
crystalline	silicon	wafers.
The	 III-V	 materials	 are	 based	 on	 the	 elements	 with	 three	 valence	 electrons	 like
aluminium	(Al),	gallium	(Ga)	or	indium	(In)	and	elements	with	five	valence	electrons	like
phosphorus	(P)	or	arsenic	(As).	Various	different	semiconductor	materials	such	as	gallium









every	As	atom	has	 four	Ga	neighbours.	When	compared	 to	 silicon,	GaAs	has	a	 slightly
larger	lattice	constant	of	565.35	pm,	and	is	significantly	denser	than	silicon	with	a	density
of	 5.3176	g/cm3	 (Si:	 543.07	 pm,	 2.3290	 g/cm3).	Note	 that	 both	Ga	 and	As	 are	 roughly
twice	as	dense	as	silicon.	In	contrast	to	silicon,	which	is	highly	abundant,	the	abundance
of	 gallium	 in	 the	 Earth’s	 crust	 is	 only	 about	 14	 ppm	 [64].	 GaAs	 therefore	 is	 a	 very
expensive	 material.	 Arsenic	 is	 highly	 toxic;	 it	 is	 strongly	 suggested	 that	 GaAs	 is
carcinogenic	for	humans	[65].
13.2.1
Figure	 13.4	 shows	 the	 electronic	 band	 dispersion	 diagram	 of	 gallium	 arsenide.	 As
mentioned	before,	GaAs	is	a	direct	bandgap	material,	i.e.,	the	highest	energy	level	in	the
valence	 band	 is	 vertically	 aligned	with	 the	 lowest	 energy	 level	 in	 the	 conduction	 band.
Hence,	 only	 transfer	 of	 energy	 is	 required	 to	 excite	 an	 electron	 from	 the	valence	 to	 the
conduction	band,	but	no	transfer	of	momentum	is	required.
Figure	13.4:	The	electronic	band	dispersion	diagram	of	gallium	arsenide.
The	 bandgap	 of	 GaAs	 is	 1.424	 eV	 [24].	 Here	 we	 look	 again	 at	 the	 absorption
coefficient	 versus	 the	 wavelength.	 Consequently,	 as	 you	 can	 see	 in	 Figure	 12.4,	 the
absorption	coefficient	of	GaAs	is	significantly	larger	than	that	of	silicon.	The	same	is	true
for	 InP,	 another	 III-V	 material	 that	 also	 is	 shown	 in	 Fig.	 12.4.	 Because	 of	 the	 high
absorption	coefficient,	the	same	amount	of	light	can	be	absorbed	in	a	film	more	than	one
order	of	magnitude	as	 thin	when	compared	 to	silicon.	Another	advantage	of	direct	 III-V
semiconductor	 materials	 is	 their	 sharp	 bandgap.	 Above	 Eg,	 the	 absorption	 coefficient
increases	quickly.
Let	us	now	take	a	look	at	the	utilization	of	the	bandgap	energy.	Since	GaAs	is	a	direct










by	 the	 photons	 is	 not	 used.	 However,	 if	 we	 use	 more	 bandgaps,	 the	 same	 amount	 of
photons	 can	 be	 used	 but	 less	 energy	 is	 wasted	 as	 heat.	 Thus,	 large	 parts	 of	 the	 solar







Let	 us	 now	 take	 a	 closer	 look	 at	 how	 a	multi-junction	 solar	 cell	works.	 Light	will
enter	 the	device	 from	 the	 top.	As	 the	 spectral	 part	with	 the	most	 energetic	photons	 like




Figure	13.6	 shows	 the	J-V	 curve	 of	 the	 three	 single	p-n	 junctions.	We	 observe	p-n
junction	1	has	the	highest	open	circuit	voltage	and	the	lowest	short	circuit	current	density,
which	means	that	this	p-n	junction	has	the	highest	bandgap.	In	contrast,	p-n	junction	3	has
a	 low	 open	 circuit	 voltage	 and	 a	 high	 current	 density,	 consequently	 it	 has	 the	 lowest





To	understand	how	the	J-V	curve	of	 the	 triple	 junction	 looks,	we	 take	a	 look	at	 the
equivalent	circuit.	Every	p-n	junction	in	the	multi-junction	cell	can	be	represented	by	the








Figure	13.8	(a)	shows	a	 typical	band	diagram	of	such	a	 triple	 junction.	The	top	cell
with	high	bandgap	is	shown	at	the	left-hand	side	and	the	bottom	cell	is	at	the	right-hand
side.	However,	this	band	diagram	does	not	represent	reality.	If	we	were	to	place	three	p-n
junctions	 in	series,	 for	example	 the	p-layer	of	 the	 top	cell	and	 the	n-layer	of	 the	middle
cell	would	form	a	p-n	junction	in	the	reverse	direction	than	the	p-n	junctions	of	the	three
single-junction	solar	cells.	These	reverse	 junctions	would	significantly	 lower	 the	voltage
of	the	total	triple	junction.
To	 prevent	 the	 creation	 of	 such	 reverse	 junctions,	 so-called	 tunnel	 junctions	 are
included.	These	 tunnel	 junctions	align	 the	valence	band	at	one	side	with	 the	conduction
band	at	the	other	side	of	the	tunnel	junction,	as	illustrated	in	Figure	13.8	(b).	They	have	a
high	 bandgap	 to	 prevent	 any	 parasitic	 absorption	 losses.	 Further,	 tunnel	 junctions	 are
relatively	thin	and	have	an	extremely	narrow	depletion	zone.	As	a	result,	the	slopes	of	the
valence	and	conduction	bands	are	so	steep	that	the	electrons	from	the	n-layer	can	 tunnel
through	 the	 small	 barrier	 to	 the	 p-layer,	 where	 they	 recombine	 with	 the	 holes.	 It	 is







the	 top	cell	n-layer	 are	 collected	 at	 the	 front	 contact	 and	 the	holes	 in	 the	p-layer	 of	 the
bottom	 cell	 are	 collected	 at	 the	 back	 contact.	 It	 is	 important	 to	 realize	 that	 the
recombination	 current	 at	 the	 tunnel	 junctions	 represents	 the	 current	 density	 of	 the
complete	triple	junction.
Let	 us	 take	 a	 look	 at	 the	 external	 parameters	 of	 a	 typical	 lattice-matched	 triple-
junction	solar	cell	 from	SpectroLab,	a	subsidiary	of	The	Boeing	Company.	Because	 this




The	 maximal	 theoretical	 current	 that	 could	 be	 generated	 when	 absorbing	 AM0	 for	 all





note	 that	 the	 shape	 of	 the	 spectral	 utilization	 of	 all	 the	 curves	 approaches	 the	 shape	 of
block	 functions,	which	would	be	 the	most	 ideal	 shape.	These	block	 shapes	 are	possible
because	 the	 III-V	 materials	 have	 very	 sharp	 bandgap	 edges	 and	 high	 absorption
coefficients.	We	see	that	the	bottom	cell	generates	much	more	current	than	the	middle	and
top	cells.	Hence,	a	lot	of	current	is	lost	in	the	bottom	cell.
This	 ineffective	 use	 of	 the	 near-infrared	 part	 can	 be	 reduced	 using	 quadruple
junctions	instead	of	triple	junctions.	In	these	cells,	an	additional	cell	is	placed	in-between
the	middle	 and	 bottom	 cells	 of	 the	 triple	 junction.	 The	 spectral	 utilization	 can	 be	 even
increased	 further	 by	moving	 to	multi-junction	 solar	 cells	 consisting	 of	 five	 or	 even	 six
junctions.	The	major	 challenge	 for	 these	 cells	 is	 that	 lattice	matching	 can	 no	 longer	 be
guaranteed.	 Latticemismatched	 multi-junctions	 are	 called	 metamorphic	 multi-junctions.
They	 require	 buffer	 layers	 that	 have	 a	 profiling	 in	 the	 lattice	 constant,	 going	 from	 the
lattice	constant	of	one	p-n	junction	to	the	lattice	constant	of	the	next	p-n	 junction.	Using
this	 technology,	 Spectrolab	 demonstrated	 38.8%	 conversion	 efficiency	 of	 a	 5-junction
solar	cell	under	1-sun	illumination	[47].
Figure	13.9:	The	external	quantum	efficiency	of	a	three-junction	III-V	solar	cell	(data	from	SPECTROLAB).
The	 III-V	PV	 technology	 is	 very	 expensive.	Hence,	 such	 cells	 are	mainly	 used	 for
space	 applications	 and	 in	 concentrator	 technology,	 where	 high	 performance	 is	 more
13.2.2
important	 than	 the	 cost.	 Further,	 using	 concentrator	 photovoltaics	 (CPV),	 which	 is
discussed	in	Section	15.8,	allows	the	solar	cell	area	to	be	reduced	drastically.
The	current	world	record	conversion	efficiency	for	all	solar	cell	technologies	on	lab







precursor	 atoms	 from	 which	 the	 layers	 are	 grown	 are	 provided	 by	 various	 elemental
sources.	For	example,	if	GaAs	is	deposited	with	epitaxy,	Ga	and	As	atoms	are	directed	to	a
growth	 surface	 under	 ultra	 high	 vacuum	 conditions.	 For	 growing	 III-V	 semiconductors,
germanium	 substrates	 are	 usually	 are.	 On	 this	 substrate	 the	 GaAs	 crystalline	 lattice	 is
grown	layer-by-layer	and	adopts	the	structure	of	the	crystalline	substrate.
As	the	layer-by-layer	growth	process	is	very	slow,	it	allows	the	deposition	of	compact




vapour	deposition	 (MOCVD).	 Typical	 precursor	 gases	 are	 trimethylgallium	 (Ga(CH3)3),
trimethylindium	 (In(CH3)3),	 trimehtylaluminium	 (Al2(CH3)6),	 arsine	 gas	 (AsH3)	 and
phosphine	 gas	 (PH3).	 Surface	 reactions	 of	 the	 metal-organic	 compounds	 and	 hydrides,
which	contain	the	required	metallic	chemical	elements,	create	the	right	conditions	for	the
epitaxial	 crystalline	 growth.	 Epitaxial	 growth	 is	 a	 very	 expensive	 process;	 similar
techniques	are	also	used	in	the	microchip	production	process.
A	 big	 challenge	 of	 depositing	 III-V	 semiconductor	 materials	 is	 that	 the	 lattice
constants	of	the	various	materials	are	different,	as	seen	in	Figure	13.10.	We	see	that	every
III-V	semiconductor	has	a	unique	bandgap-lattice	constant	combination.	Hence,	interfaces
between	 different	 III-V	materials	 show	 a	 lattice	 mismatch,	 as	 illustrated	 in	 Fig.	 13.11.
Because	 of	 this	 mismatch,	 not	 every	 valence	 electron	 is	 able	 to	 make	 a	 bond	 with	 a







made	 without	 any	 coordination	 defects	 related	 to	 mismatched	 lattices.	 For	 reasonable
current	 density	matching	 the	 desired	 bandgap	 of	 the	 top	 cell	 should	 be	 around	 1.8	 eV.











processes	 that	 we	 will	 discuss	 in	 more	 detail	 in	 Section	 13.3.3.	 In	 chemical	 vapour
deposition	 different	 precursor	 gases	 are	 brought	 into	 the	 reaction	 chamber.	 Due	 to
chemical	reactions,	a	layer	is	formed	on	the	substrate.	Depending	on	the	precursors	used





as	 microcrystalline	 silicon.	 The	 term	 hydrogenated	 indicates	 that	 some	 of	 the	 valence
electrons	in	the	silicon	lattice	are	passivated	by	hydrogen,	which	is	indicated	by	the	‘:H’	in
the	abbreviation.	The	 typical	 atomic	hydrogen	content	of	 these	 alloys	 is	 from	5%	up	 to
about	 15%.	 The	 hydrogen	 passivates	most	 defects	 in	 the	material,	 resulting	 in	 a	 defect
density	 around	 1016	 cm−3	 [66],	 which	 is	 suitable	 for	 PV	 applications.	 Often,	 the	 term
‘hydrogenated’	 is	 left	 out	 for	 simplicity.	 Pure	 amorphous	 silicon	 (a-Si)	 would	 have	 an
extremely	high	defect	density	(>	1019	cm−3)	[67],	which	would	result	in	fast	recombination
of	 photoexcited	 excess	 carriers.	 Similarly,	 we	 can	 make	 alloys	 from	 germanium	 and
hydrogen:	 hydrogenated	 amorphous	 germanium	 (a-Ge:H)	 and	 hydrogenated
nanocrystalline	germanium	(nc-Ge:H).
Let	 us	 now	 take	 a	 look	 at	 alloys	 of	 silicon	with	 four	 valence	 electrons	with	 other
elements	with	 four	 valence	 electrons,	 carbon	and	germanium.	 In	 thin-film	 silicon	 solar
cells,	 both	 hydrogenated	 amorphous	 and	 nanocrystalline	 silicon-germanium	 alloys	 (a-
SiGe:H	 and	 nc-SiGe:H)	 are	 being	 used.	 Silicon	 is	 also	 mixed	 using	 the	 four	 valence
electron	material,	carbon,	leading	to	hydrogenated	amorphous	silicon	carbide	(a-SiC:H).
Another	 interesting	 alloy	 is	 obtained	 when	 oxygen	 with	 six	 valence	 electrons	 is





important	 to	discuss	 the	structure	of	amorphous	 lattices.	 In	 this	discussion	we	will	 limit
ourselves	to	amorphous	silicon,	since	it	is	the	best	studied	amorphous	semiconductor	and
the	 general	 properties	 of	 the	 other	 amorphous	 alloys	 are	 similar.	 In	 Chapter	 12	 we
thoroughly	 discussed	 crystalline	 silicon,	 which	 has	 an	 ordered	 lattice	 in	 which	 the
orientation	and	structure	is	repeated	in	all	directions.	For	amorphous	materials	this	is	not
the	case,	but	the	lattice	is	disordered	as	illustrated	in	Figure	13.12.	This	figure	shows	a	so-





four	 silicon	neighbours,	but	 some	valence	electrons	 form	dangling	bonds,	 similar	 to	 the
unpassivated	surface	electrons	already	discussed	in	Chapter	12.	Recent	studies	show	that
these	dangling	bonds	are	not	distributed	homogeneously	throughout	the	amorphous	lattice,




Another	 phase	 of	 hydrogenated	 silicon	 alloys	 is	 the	 nanocrystalline	 phase	 with	 a
structure	even	more	complex	than	in	amorphous	materials.	Nanocrystalline	hydrogenated
silicon	 consists	 of	 small	 grains	 that	 have	 a	 crystalline	 lattice	 and	 are	 a	 few	 tens	 of
nanometres	 big.	 These	 grains	 are	 embedded	 in	 a	 tissue	 of	 hydrogenated	 amorphous
silicon.	Figure	13.13	shows	 the	various	phases	of	 thin-film	silicon	[70,	71].	On	 the	 left-
hand	 side,	 a	 fully	 crystalline	 phase	 is	 shown,	 which	 is	 close	 to	 that	 of	 polycrystalline
silicon,	except	 that	 it	 contains	many	more	cracks	and	pores.	On	 the	 right-hand	side,	 the
phase	represents	the	amorphous	lattice.	Please	note	again,	that	the	terms	microcrystalline








The	bandgap	of	nanocrystalline	silicon	 is	close	 to	 that	of	crystalline	silicon	 (≈	1.12
eV)	due	to	the	crystalline	network	in	the	grains.	The	bandgap	of	amorphous	silicon	is	in
the	order	of	1.6	up	to	1.8	eV,	which	can	be	tuned	by	the	amount	of	hydrogen	incorporated
into	 the	 silicon	 network.	 It	 is	 larger	 than	 that	 of	 crystalline	 silicon	 because	 of	 the
distortions	in	bond	angles	and	bond	lengths.	It	is	out	of	the	scope	of	this	book	to	discuss
the	 reasons	 for	 this	 increase	 in	 bandgap	 in	more	detail.	An	 important	 consequence	of	 a
disordered	amorphous	lattice	is	that	the	electron	momentum	is	poorly	defined	in	contrast
to	crystalline	silicon.	As	we	discussed	in	Chapter	12,	both	energy	and	momentum	transfer
are	 needed	 to	 excite	 an	 electron	 from	 the	 valence	 band	 to	 the	 conduction	 band.	Hence,
crystalline	silicon	is	an	indirect	bandgap	material.	This	is	not	true	for	amorphous	silicon,
which	 is	 a	direct	bandgap	material.	Therefore	 the	absorptivity	of	 a-Si:H	 is	much	higher
than	that	of	c-Si,	as	we	can	see	in	Figure	13.14.	We	see	that	the	absorption	coefficient	for
amorphous	silicon	in	the	visible	spectrum	is	much	larger	than	that	of	crystalline	silicon.	In
some	wavelength	 regions	 it	 is	 about	 two	 orders	 of	magnitude	 larger,	which	means	 that
much	 thinner	 silicon	 films	 can	 be	 used	 in	 reference	 to	 the	 typical	wafers	 in	 crystalline
silicon	solar	cells.	In	the	figure,	data	for	amorphous	silicon-germanium	are	also	shown.	a-
SiGe:H	has	lower	bandgap	and	even	higher	absorption	coefficient	in	the	visible	part	of	the
spectrum.	 Its	bandgaps	are	 in	 the	 range	of	1.4	up	 to	1.6	eV.	Amorphous	 silicon	carbide








When	compared	 to	 c-Si,	 hydrogenated	amorphous	and	nanocrystalline	 silicon	 films
have	a	relatively	high	defect	density	of	around	1016	cm−3.	As	mentioned	before,	because	of
the	 disordered	 structure	 not	 all	 valence	 electrons	 are	 able	 to	 make	 bonds	 with	 the
neighbouring	atoms.	The	dangling	bonds	can	act	as	defects	 that	 limit	 the	 lifetime	of	 the
lightexcited	 charge	 carriers.	 This	 is	 described	with	 Shockley–Read–Hall	 recombination,
which	controls	the	diffusion	length.	Because	of	the	high	defect	density	the	diffusion	length
of	 charge	 carriers	 in	 hydrogenated	 amorphous	 silicon	 is	 only	 100	 nm	 up	 to	 300	 nm.
Hence,	the	transport	of	charge	carriers	in	a	thick	absorber	cannot	rely	on	diffusion.
Therefore,	amorphous	silicon	solar	cells	are	not	based	on	a	p-n	 junction	 like	wafer-
based	c-Si	 solar	 cells.	 Instead,	 they	 are	 based	 on	 a	p-i-n	 junction,	which	means	 that	 an
intrinsic	 (undoped)	 layer	 is	 sandwiched	 between	 thin	 p-doped	 and	 n-doped	 layers,	 as
illustrated	in	Figure	13.15	(a).	While	the	i-layer	is	several	hundreds	of	nanometres	thick,
the	doped	layers	are	only	about	10	nm	thick.	Between	the	p-	and	n-doped	layers	a	built-in










Another	way	to	look	at	the	field	is	 to	consider	the	 i	 layer	as	a	dielectric	 in-between
















are	 the	 majority	 charge	 carriers	 and	 the	 dominant	 transport	 mechanism	 is	 diffusion.
Similarly,	in	the	n	layer	the	electrons	are	the	majority	charge	carriers	and	again	diffusion	is
the	 dominant	 transport	 mechanism.	 Because	 of	 the	 low	 diffusion	 length,	 both	 p	 and	 n
layers	must	be	very	thin.
Now	we	take	another	look	at	Figure	13.15	(a).	The	cell	sketched	there	is	deposited	in
superstrate	 configuration.	 This	means	 that	 the	 layer	 that	 is	 passed	 first	 by	 the	 incident
light	in	the	solar	cell	is	also	deposited	first	in	the	production	process.	Also	the	term	p-i-n




In	 superstrate	 thin-film	 silicon	 solar	 cells,	 glass	 is	 usually	 used	 as	 a	 superstrate
because	 it	 is	 highly	 transparent	 and	 can	 easily	 handle	 all	 the	 chemical	 and	 physical
conditions	 in	 which	 all	 the	 depositions	 are	 carried	 out.	 Before	 the	 p-i-n	 layers	 can	 be
deposited,	a	transparent	front	contact	has	to	be	deposited.	Usually	transparent	conducting
oxides	are	used,	that	we	introduced	in	Section	13.1.
Another	 possible	 configuration	 is	 the	 substrate	 configuration.	 There,	 either	 the
substrate	 acts	 like	 a	 back	 contact	 or	 the	 back	 contact	 is	 deposited	 on	 the	 substrate.
Consequently,	 no	 light	 will	 pass	 through	 the	 substrate.	 Thin-film	 silicon	 solar	 cells
deposited	 in	 the	 substrate	 configuration	 are	 also	 called	 n-i-p	 cells	 as	 the	 n	 layer	 is
deposited	before	the	i	layer	and	the	p	layer.
Usually,	thin-film	silicon	solar	cells	have	no	flat	interfaces,	as	shown	in	Figure	13.15
(a),	 but	 nanotextured	 interfaces,	 as	 illustrated	 in	 Figure	 13.15	 (c).	 These	 textured
interfaces	scatter	the	incident	light	and	hence	prolong	the	average	path	length	of	the	light
through	 the	 absorber	 layer.	Therefore,	more	 light	 can	 be	 absorbed	 and	 the	 photocurrent
can	be	 increased.	This	 is	 an	 example	of	 light	management	 that	we	discussed	 in	Section
10.4.3.
Often,	 the	 p	 layer	 is	 not	 made	 from	 amorphous	 silicon.	 Instead,	 materials	 with	 a
higher	 bandgap	 are	 used,	 such	 as	 silicon	 carbide	or	 silicon	oxides	 in	 order	 to	minimize
parasitic	absorption	mainly	in	the	blue	part	of	the	spectrum.	Usually,	boron	is	used	as	a
dopant.	Also	 for	 the	n	 layer,	 silicon	oxides	are	often	used,	but	 sometimes	still	 a-Si:H	 is
utilized	 with	 phosphorus	 being	 the	 main	 dopant.	 The	 n-SiOx	 :H	 is	 very	 transparent.
Therefore	 it	 can	 also	 be	 used	 as	 a	 back	 reflector	 structure	when	 its	 thickness	 is	 chosen
such	that	destructive	interference	occurs	at	the	i-n	 interface,	minimizing	the	electric	field











bandgap	 of	 1.75	 eV,	 the	 bandgap	 utilization	 is	 quite	 low	 because	 of	 the	 high	 levels	 of
Shockley–Read–Hall	recombination	and	the	relatively	broad	valence	and	conduction-band
tails.	The	highest	stabilized	efficiency	of	single	junction	solar	cells	is	10.1%	[47].	It	was




of	 amorphous	 silicon	 because	 of	 the	 lower	 bandgap	 of	 nc-Si:H.	However,	 to	 utilize	 the
spectral	part	 from	700	up	 to	950	nm,	 thicker	 films	are	 required,	because	of	 the	 indirect
bandgap	of	the	silicon	crystallites.	Typical	intrinsic	film	thicknesses	are	between	1	μm	and
3	μm.	The	current	nc-Si:H	record	cell	has	a	short	circuit	current	density	of	28.8	mAcm−2,
an	 open	 circuit	 voltage	 of	 523	 mV	 and	 an	 efficiency	 of	 10.8%	 [47].	 This	 result	 was










Figure	 13.16	 (b)	 shows	 a	 typical	 band	 diagram	 of	 such	 a	 micromorph	 solar	 cell,
which	is	also	called	a	tandem	solar	cell.	On	the	left-hand	side	the	electronic	band	diagram
of	 the	 amorphous	 silicon	 top	 cell	 is	 shown;	 on	 the	 right-hand	 side	 the	 electronic	 band
diagram	 of	 the	 nanocrystalline	 silicon	 bottom	 cell	 is	 shown.	 The	 blue	 and	 green	 short-
wavelength	 light	 is	 absorbed	 in	 the	 top	 cell,	 where	 electron-hole	 pairs	 are	 generated.
Similarly,	the	red	and	infrared	long-wavelength	light	is	absorbed	in	the	bottom	cell,	where
electron-hole	pairs	are	also	generated.	Let	us	 take	a	closer	 look	at	 the	 two	electron-hole
pairs	 excited	 in	 the	 top	 and	 bottom	 cells,	 respectively.	 The	 hole	 generated	 in	 the
amorphous	 top	cell	moves	 to	 the	 top	p	 layer	and	 the	electron	excited	 in	 the	bottom	cell
drifts	to	the	bottom	n	layer.	Both	can	be	collected	at	the	front	and	back	contacts.	However,













both	 junctions,	 the	 resulting	 current	 density	 of	 the	 double	 junction	 is	 lower	 than	 the
currents	 in	 both	 bottom	 cells.	 Because	 the	 open	 circuit	 voltage	 is	 approximately
proportional	to	ln(Jph/J0),	the	open	circuit	voltages	of	the	junctions	in	a	tandem	cell	will	be











a-Si:H/nc-Si:H/nc-Si:H.	 Figure	 13.18	 (b)	 shows	 the	 spectral	 utilization3	 of	 the	 three
junctions	and	the	total	cell	of	the	record	device	by	United	Solar.	In	contrast	to	the	EQE	of








The	 term	 initial	 refers	 to	 a	 big	 issue	 for	 amorphous	 thin-film	 silicon	 alloys:	 they
suffer	 from	 light-induced	 degradation	 which	 leads	 to	 a	 reduction	 of	 the	 efficiency.	 For





Light-induced	 degradation,	which	 is	 also	 referred	 to	 as	 the	Staebler–Wronski	 effect
(SWE),	 is	 one	 of	 the	 biggest	 challenges	 for	 thin-film	 solar	 cells.	 It	was	 discovered	 one
year	 after	 the	 first	 a-Si:H	 solar	 cells	 were	 made	 in	 1977	 [73].	 Because	 of	 the
recombination	 of	 lightexcited	 charge	 carriers,	 metastable	 defects	 are	 created	 in	 the
absorber	 layers.	 The	 increased	 defect	 density	 leads	 to	 increased	 bulk	 charge	 carrier
recombination,	which	mainly	affects	the	performance	of	the	amorphous	solar	cells.	After
about	 1,000	 hours	 of	 illumination,	 the	 efficiency	 of	 amorphous	 thin-film	 solar	 cells




multi-junction	 cells.	 First,	 nanotextured	 surfaces	 scatter	 the	 incident	 light	 in	 order	 to
enhance	the	average	photon	path	length	and	hence	to	increase	the	absorption	in	the	various
absorber	 layers	 of	 the	 multi-junction	 cell.	 Scattering	 becomes	 more	 important	 for	 the
13.3.3
bottom	cell	because	its	nc-Si:H	film	is	the	thickest	layer	in	the	device	and	has	to	absorb
most	 of	 the	 red	 and	 infrared,	 whereas	 nc-Si:H	 is	 not	 that	 absorptive.	 Secondly,
intermediate	 reflector	 layers	 are	 used	 as	 a	 tool	 to	 redistribute	 the	 light	 between	 the
junctions	 above	 and	 below	 them.	 More	 specifically,	 the	 top	 and	 bottom	 junctions	 are







Before	 the	 deposition	 can	 start,	 the	 sample	 has	 to	 be	 cleaned	 in	 an	ultrasonic	 cleaning
bath.	During	 cleaning,	 dirt	 and	dust	 particles	 are	 removed,	which	 could	 lead	 to	 a	 shunt
between	 the	 front	 and	 back	 contacts	 in	 the	 final	 solar	 cell.	Now,	 the	TCO	 layer	 can	 be
deposited.	 In	 Delft,	 we	 can	 deposit	 ZnO:Al	 or	 ITO	 with	 sputtering	 processes.	 After
sputtering,	ZnO:Al	can	be	etched	with	acids	in	order	to	achieve	a	crater-like	structure	for
light	scattering.	Alternatively,	 the	sample	may	already	be	covered	with	a	TCO	layer,	 for





aluminium	 zinc	 oxide	 species	 are	 sputtered	 into	 the	 chamber	 and	 deposited	 onto	 the
substrate.
Before	 the	 thin-film	silicon	 layers	are	deposited,	 a	 thin	Al	 strip	 is	deposited	on	 the
side	of	the	sample,	that	will	act	as	an	electric	front	contact	when	the	cells	are	measured.
Processing	 of	 the	 different	 thin-film	 silicon	 layers	 often	 happens	 in	multi-chamber








The	 typical	 precursor	 gas	 for	 depositing	 the	 Si	 films	 is	 silane	 (SiH4),	 often	diluted
with	 hydrogen	 (H2).	 The	 precursor	 gases	 are	 brought	 into	 the	 process	 chamber	 at	 low
pressure.	 In	 plasma-enhanced	 chemical	 vapour	 deposition	 (PECVD),	 a	 radio	 frequency
(RF)	 or	 very	 high	 frequency	 (VHF)	 bias	 voltage	 between	 two	 electrodes	 is	 used	 to
generate	 a	 plasma,	 which	 leads	 to	 dissociation	 of	 the	 SiH4	 atoms	 into	 radicals	 such	 as
SiH3,	SiH2	or	SiH.	These	radicals	 react	with	 the	substrate,	where	a	 layer	 is	growing.	By
increasing	 the	 H2	 content,	 the	 material	 becomes	 more	 nanocrystalline,	 as	 sketched	 in
Figure	13.13.
As	 precursors	 for	 the	 doping,	 diborane	 (B2H6)	 is	mainly	 used	 for	 the	p	 layers	 and
phosphine	 (PH3)	 for	 the	 n	 layers.	 For	 silicon	 carbide	 layers,	 in	 addition	 to	 the	 silane,
methane	(CH4)	is	used.	Silicon	oxide	layers	can	be	made	by	combining	silane	with	carbon
dioxide	(CO2).








contact.	 Naturally,	 such	 a	 configuration	 is	 not	 suitable	 for	 large-scale	 thin-film	 PV
modules.	The	production	of	thin-film	modules	is	discussed	in	Chapter	15.
Crystalline	silicon	thin-film	solar	cells
We	 conclude	 the	 section	 on	 thin-film	 silicon	 technology	 with	 a	 brief	 discussion	 on
crystalline	silicon	thin-film	solar	cells.	The	aim	is	to	combine	the	advantages	of	crystalline
silicon	technology	and	thin-film	silicon	technology	[74]	by	using	high-quality	crystalline
films	 of	 only	 several	 tenths	 of	 micrometres	 thickness	 as	 absorbers.	 These	 films	 are
positioned	on	a	substrate	or	a	superstrate.
Different	 approaches	 are	 investigated	 for	 reaching	 this	 goal:	 Kerf-less	 wafering
techniques	are	investigated	where	thin	wafers	can	be	prepared	without	any	kerf	loss.	The






process	 can	 be	 categorized	 between	 solid-phase	 (SPC)	 and	 liquid-phase	 crystallization
(LPC).	 SPC	 can	 be	 done	 for	 example	 in	 a	 thermal	 annealing	 step.	 Because	 of	 the	 low
electrical	quality	of	the	defect-rich	SPC	silicon	films,	the	maximally	achieved	efficiency	is
10.5%	which	was	achieved	by	 the	company	CSG	Solar	 [74].	 In	LPC,	 the	amorphous	Si
film	 is	molten	using,	 for	example,	an	electron	beam	or	a	 laser.	Then,	 the	molten	silicon
recrystallizes	with	grain	sizes	up	to	several	centimetres	in	the	growth	direction	and	up	to
several	millimetres	orthogonal	 to	 the	growth	direction.	These	 large	grains	 lead	 to	open-
circuit	 voltages	 comparable	 to	 the	 wafer-based	 Si	 solar	 cells	 with	 reported	 maximum
values	of	656	mV	[75]	and	efficiencies	of	11.8%	have	been	demonstrated	[76].
The	highest	efficiencies	are	reached	with	silicon	layers	grown	in	an	epitaxy	process,






cadmium	 telluride	 (CdTe)	 solar	 cells.	 The	 term	 chalcogenides	 refers	 to	 all	 chemical
compounds	consisting	of	at	least	one	chalcogen	anion	from	the	group	16	(also	known	as
group	 VI)	 with	 at	 least	 one	 or	 more	 electropositive	 elements.	 Five	 elements	 belong	 to
group	 16:	 oxygen	 (O),	 sulphur	 (S),	 selenium	 (Se),	 tellurium	 (Te),	 and	 the	 radioactive
polonium	 (Po).	 Typically,	 oxides	 are	 not	 included	 in	 discussions	 of	 chalcogenides.













The	most	 common	 chalcopyrite	 used	 for	 solar	 cells	 is	 a	mixture	 of	 copper	 indium
diselenide	(CuInSe2,	CIS)	and	copper	gallium	diselenide	(CuGaSe2,	CGS).	This	mixture	is
called	copper	 indium	 gallium	 diselenide	 [Cu(InxGa1-x)Se2,	 CIGS],	where	 the	 x	 can	 vary
between	 0	 and	 1.	 Several	 research	 groups	 and	 companies	 use	 a	 compound	 that	 also
contains	 sulphur;	 it	 is	 called	 copper	 indium	 gallium	 diselenide/disulphide	 [Cu(InxGa1-x)
(SeyS1-y)2,	CIGSS],	where	y	is	a	number	between	0	and	1.




direct	 bandgap	 semiconductor	 material,	 it	 has	 a	 large	 absorption	 coefficient,	 hence	 an
absorber	 thickness	 of	 1–2	 μm	 is	 sufficient	 to	 absorb	 a	 large	 fraction	 of	 the	 light	 with
energies	 above	 the	 bandgap	 energy.	 Also	 the	 typical	 electron	 diffusion	 length	 is	 in	 the
order	 of	 a	 few	 micrometers.	 CIGS(S)	 is	 a	 p-type	 semiconductor,	 the	 p-type	 character
resulting	 from	 intrinsic	 defects	 in	 the	 material	 that	 among	 others	 are	 related	 to	 Cu
deficiencies.	 The	many	 different	 types	 of	 defects	 in	CIGS(S)	 and	 their	 properties	 are	 a
topic	of	ongoing	research.
Figure	 13.21	 (a)	 illustrates	 a	 typical	 CIGS	 solar	 cell	 structure	 deposited	 on	 glass,
which	acts	as	a	substrate.	On	top	of	the	glass	a	molybdenum	layer	 (Mo)	of	typically	500










enters	 the	 cell	 from	 the	 left,	 via	 the	 ZnO.	 The	 p-type	 CIGS	 absorber	 layers	 used	 in
industrial	 modules	 typically	 have	 a	 bandgap	 of	 1.1–1.2	 eV,	 which	 is	 achieved	 using
Cu(InxGa1-x)Se2	with	x	≈	0.3	[80].	The	n-type	CdS	buffer	 layer	has	a	bandgap	of	2.5	eV.
The	bandgaps	of	 the	n-	and	p-type	materials	are	different,	which	means	 that	 such	CIGS
cells	can	be	considered	as	heterojunctions.	The	bandgap	of	ZnO	is	very	large	with	values
of	3.2	eV	or	even	higher,	which	minimizes	 the	parasitic	absorption	 losses	 in	 this	device
[81].
The	 defect	 density	 at	 the	 surface	 is	 higher	 than	 in	 the	 bulk,	which	 could	 be	 a	 loss
mechanism	for	the	minority	charge	carriers.	This	recombination	can	be	reduced	by	placing
an	 n-type	 CIGS	 layer	 between	 the	 p-type	 CIGS	 and	 the	 n-type	 CdS	 layers,	 as	 already
mentioned	above.	The	p	−	n	junction	within	the	CIGS	is	called	a	buried	junction;	there	the
electron-hole	 pairs	 are	 separated.	 In	 p-CIGS,	 which	 is	 Cu-deficient,	 the	 dominant
recombination	mechanism	is	Shockley–Read–Hall	recombination	in	the	bulk.	In	contrast,
in	 Cu-rich	 CIGS	 films	 the	 SRH	 recombination	 at	 the	 CIGS/CdS	 interface	 becomes
dominant.
A	very	important	issue	in	the	development	of	CIGS	solar	cells	is	the	role	of	sodium
(Na).	A	 low	 contamination	with	 sodium	 appears	 to	 reduce	 the	 recombination	 in	p-type
CIGS	 materials	 because	 of	 better	 recombination	 of	 the	 grain	 boundaries.	 The	 reduced
recombination	 rate	 results	 in	a	higher	bandgap	utilization	and	 thus	a	higher	open	circuit
voltage.	Typically,	the	optimal	concentration	of	sodium	in	the	CIGS	layers	is	about	0.1%.
Often,	as	Na	source	soda-lime	glass	is	used,	which	is	also	the	substrate	for	the	solar	cell.	If







these	 processing	 techniques.	One	 approach	 is	 co-evaporation	 under	 vacuum	 conditions.
Using	 various	 crucibles	 of	 copper,	 gallium,	 indium	 and	 selenium,	 the	 precursors	 are
coevaporated	onto	a	heated	substrate.	The	second	approach	is	sputtering	onto	a	substrate
at	room	temperature.	After	that,	the	substrate	is	thermally	annealed	under	the	presence	of





Technologies.	 Among	 CIGS	 companies	 using	 sputter	 approaches	 are	 Solar	 Frontier,
Avancis,	MiaSolé	and	Honda	Soltec.
An	 alternative	 approach	 to	 produce	 CIGS	 layers	 is	 based	 on	 a	 wafer	 bonding
technique.	 Two	 different	 films	 are	 deposited	 onto	 a	 substrate	 and	 a	 superstrate,
respectively.	Then,	the	films	are	pressed	together	under	high	pressure.	During	annealing,
the	film	is	released	from	the	superstrate	and	a	CIGS	film	remains	on	the	substrate.







conversion	 efficiencies	 among	 the	 different	 thin-film	 techologies	 except	 the	 III-V
technology.	The	current	record	for	lab-scale	CIGS	solar	cells	processed	on	glass	is	20.8%
and	was	achieved	by	the	German	research	institute	ZSW	[47].	This	record	cell	has	a	Voc	of
0.757	 V,	 a	 Jsc	 of	 34.77	 mA/cm
2,	 and	 a	 FF	 of	 79.2%.	 The	 world	 record	 on	 flexible
substrates	is	held	by	the	Swiss	Federal	Laboratories	for	Materials	Science	and	Technology
(EMPA).	On	flexible	polymer	foil	they	achieved	a	conversion	efficiency	of	20.4%	[82].
For	 making	 CIGS	modules,	 interconnections	 are	 made	 as	 we	 discussed	 already	 in
detail	 in	 Chapter	 15.	 As	 is	 generally	 true	 for	 the	 different	 PV	 technologies,	 the	 record
efficiencies	 of	 modules	 are	 significantly	 lower	 than	 that	 of	 lab-scale	 cells.	 The	 record





Despite	 the	 very	 high	 conversion	 efficiencies,	 the	 CIGS	 technology	 faces	 several





indium	 is	 a	 very	 rare	 element.	 However,	 it	 is	 a	 crucial	 element	 of	 CIGS	 solar	 cells.
Because	 of	 its	 scarcity,	 In	might	 be	 the	 limiting	 step	 in	 the	 upscaling	 of	 the	CIGS	 PV
technology	 to	 future	 terawatt	 scales.	 In	 addition,	 the	 current	 thin-film	 display	 industry
depends	on	In	as	well,	as	ITO	is	integrated	in	many	display	screens.
As	 a	 consequence,	 other	 chalcogenic	 semiconductors	 are	 investigated	 that	 do	 not
contain	 rare	 elements.	 An	 interesting	 class	 of	 materials	 are	 the	 kesterites	 which	 are
quarternary	or	pentary	 semiconductors	consisting	of	 four	or	 five	elements,	 respectively.
When	mineral	kesterite	(Cu2(ZnFe)SnS4),	where	zinc	and	iron	atoms	are	interchangeable,
is	 not	 used	 as	 a	 semiconductor,	 kesterite	 without	 iron	 (Cu2ZnSnS4)	 is	 used.	 It	 also	 is









is	 the	 thin-film	 technology	 with	 the	 lowest	 demonstrated	 cost	 per	 Wp.	 We	 start	 with
discussing	 the	 physical	 properties	 of	 CdTe,	 which	 is	 a	 II-VI	 semiconductor	 because	 it
consists	 of	 the	 II	 valence	 electron	 element	 cadmium	 (Cd)	 and	 the	 VI	 valence	 electron


















Figure	13.22	(a)	 shows	 the	 structure	 of	 a	 typical	CdTe	 solar	 cell.	 First,	 transparent
front	 contact	 is	 deposited	 onto	 the	 glass	 superstrate.	 This	 can	 be	 tin	 oxide	 or	 cadmium
stannate,	which	is	a	Cd-Sn-oxide	alloy.	On	top	of	that	the	n	layer	is	deposited,	which	is	a
cadmium	sulphide	layer,	similar	to	the	n-buffer	layer	in	CIGS	solar	cells	(Section	13.4.1).
Then,	 the	 p-type	 CdTe	 absorber	 layer	 is	 deposited	 with	 a	 typical	 thickness	 of	 a	 few
micrometres.	 Making	 a	 good	 back	 contact	 on	 CdTe	 is	 rather	 challenging	 because	 the
material	properties	of	CdTe	 restrict	 the	 choice	of	 acceptable	metals.	Heavily	doping	 the
contact	 area	 with	 a	 semiconductor	 material	 improves	 the	 contact	 qualities;	 however,
achieving	 high	 doping	 levels	 in	 CdTe	 is	 problematic.	 Copper-containing	 contacts	 have
been	used	as	back	contacts,	however,	in	the	long	term	they	may	face	instability	problems
due	 to	 diffusion	 of	 Cu	 through	 the	 CdTe	 layer	 up	 to	 the	 CdS	 buffer	 layer.	 Nowadays,
stable	antimony	telluride	layers	in	combination	with	molybdenum	are	used.
The	 band	 diagram	 of	 a	 CdTe	 solar	 cell	 is	 shown	 on	 Figure	 13.22	 (b).	 The	 p-type
semiconductor	CdTe	has	a	bandgap	of	1.44	eV	whereas	the	n-type	CdS	has	a	bandgap	of








this	method,	 the	source	and	 the	substrate	are	placed	at	a	short	distance	 from	each	other,
ranging	from	a	few	millimetres	up	to	several	centimetres,	under	vacuum	conditions.	Either
the	source	can	consist	of	granulates	or	powders	of	CdTe.	Both	the	source	and	the	substrate
are	 heated,	 where	 the	 source	 is	 kept	 at	 a	 higher	 temperature	 than	 the	 substrate.	 This
temperature	difference	 induces	a	driven	 force	on	 the	precursors,	which	are	deposited	on
the	substrate.	As	such,	 the	bulk	p-type	CdTe	is	formed.	In	the	process	chamber,	an	inert
carrier	gas	like	argon	or	nitrogen	can	be	used.
The	 US	 company	 First	 Solar	 Inc.	 is	 the	 leading	 company	 in	 the	 CdTe	 technology







was	 obtained	 by	 GE	Global	 Research	 in	 2013.	 The	 open	 circuit	 voltage	 of	 this	 cell	 is



















supply	 of	Te	might	 be	 the	 limiting	 step	 to	 upscaling	 the	CdTe	PV	 technology	 to	 future
terawatt	scales.	On	the	other	hand,	Te	as	source	material	has	only	had	a	few	users	so	far.
Thus,	 for	Te	no	dedicated	mining	has	been	explored	so	far.	 In	addition,	new	supplies	of
tellurium-rich	ores	were	found	 in	Xinju,	China.	 In	conclusion,	at	 the	moment	 it	 remains
unclear	 to	 what	 extent	 the	 CdTe	 PV	 technology	 might	 be	 limited	 by	 the	 supply	 of
tellurium.
Organic	photovoltaics
So	 far	 we	 discussed	 inorganic	 thin-film	 semiconductor	 materials	 such	 as	 III-V





Figure	 13.23	 shows	 some	 examples	 of	 organic	 materials	 that	 can	 be	 used	 for	 PV
applications:	 P3HT,	 phthalocyanine,	 PCBM	 and	 ruthenium	 dye	N3.	All	 these	materials
can	 be	 considered	 as	 large	 conjugated	 systems,	 which	means	 that	 carbon	 atoms	 in	 the
chain	 have	 an	 alternating	 single	 or	 a	 double	 bond	 and	 every	 atom	 in	 the	 chain	 has	 a	 p
orbital	 available.	 In	 such	 conjugated	 compounds,	 the	 p	 orbitals	 are	 delocalized,	 which








it	 has	 four	 equivalent	 sp3	 hybrid	 bonds	with	 a	 bond	 angle	 of	 109.5°.	An	 ethene	 (C2H4)
molecule	has	three	equivalent	sp2	hybrid	bonds	with	a	bond	angle	of	120°	plus	an	electron
in	 a	 pz	 orbital.	Two	neighbouring	pz	 orbitals	 form	 a	 so-called	π	 orbital,	 as	 illustrated	 in
Figure	13.24	(b).
In	Chapter	6	we	have	discussed	that	 two	individual	sp3	hybrid	orbitals	can	make	an
anti-bonding	 and	 a	 bonding	 state.	 The	 same	 is	 valid	 for	 the	 two	 pz	 orbitals	 forming	 a




the	 lowest	 unoccupied	 molecular	 orbital	 (LUMO).	 As	 the	 conjugated	 molecules	 are
getting	 longer,	 the	 HOMO	 and	 LUMO	 will	 broaden	 and	 act	 similarly	 to	 valence	 and





in	vacuo.	This	 level	often	 is	used	as	 the	 level	of	alignment	 for	 the	energy	 levels	of	 two
different	materials.	The	ionization	energy	is	the	energy	required	to	excite	an	electron	from
the	 valence	 band	 or	 HOMO	 to	 the	 vacuum	 state.	 The	 electron	 affinity	 is	 the	 energy
obtained	 by	 moving	 an	 electron	 from	 the	 vacuum	 just	 outside	 the	 semiconductor	 or
conjugated	polymer	to	the	bottom	of	the	conduction	band	or	LUMO.	When	a	material	has
a	low	ionization	potential,	it	can	release	an	electron	out	of	the	material	relatively	easy,	i.e.
it	 can	act	as	an	electron	donor.	On	 the	other	hand,	when	a	material	 has	 a	high	electron






electron-hole	 pair	 is	 only	 weakly	 bound	 and	 both	 entities	 are	 easily	 separated	 and	 can
diffuse	 away	 from	each	other.	 In	organic	materials	 this	 is	 not	 the	 case.	Absorption	of	 a
photon	with	 sufficient	 energy	 results	 in	 the	 creation	 of	 an	 exciton,	 illustrated	 in	 Figure
13.25	 (b)	 .	 An	 exciton	 is	 an	 excited	 electron-hole	 pair	 that	 is	 still	 in	 a	 bound	 state




If	 an	 electron	 donor	 and	 an	 electron	 acceptor	 material	 are	 brought	 together,	 an
interface	is	formed	between	those	two.	The	HOMO	and	LUMO	of	both	polymers	can	be
aligned	considering	their	energy	levels	with	reference	to	the	vacuum	level,	as	illustrated	in
Fig.	 13.25	 b).	 At	 the	 interface	 we	 see	 a	 difference	 in	 the	 HOMO	 and	 LUMO	 levels.




a	 solar	 cell	 consisting	 of	 both	 organic	 acceptor-	 and	 donor-type	materials.	 Similarly	 to
semiconductor	materials,	a	heterojunction	based	on	two	different	materials	or	conjugated
compounds	can	be	constructed.	As	mentioned	before,	 the	 typical	diffusion	 length	 in	 the
organic	materials	is	only	about	10	nm.	Hence,	the	thickness	of	the	solar	cell	in	principle	is
strongly	 limited	 by	 the	 diffusion	 length,	while	 it	 has	 to	 be	 at	 least	 100	 nm	 to	 absorb	 a
sufficient	 fraction	 of	 the	 light.	 Therefore,	 organic	 solar	 cells	 are	 based	 on	 bulk
heterojunction	 photovoltaic	 devices,	 illustrated	 in	 Figure	 13.26	 (b),	 where	 the	 electron-
donor	 and	 electronacceptor	materials	 are	mixed	 together	 and	 form	a	blend.	 In	 this	way,
typical	length	scales	in	the	order	of	the	exciton	diffusion	lengths	can	be	achieved.	Hence,	a
large	 fraction	 of	 the	 excitons	 can	 reach	 an	 interface,	 where	 they	 are	 separated	 into	 an
electron	and	a	hole.	The	electrons	move	through	the	acceptor	material	to	the	electrode	and
the	holes	move	through	the	donor	material	to	be	collected	at	the	other	electrode.	The	holes










Although	 organic	 solar	 cells	 themselves	 can	 be	 cheap,	 they	 require	 expensive
encapsulation	materials	 to	protect	 the	organic	materials	from	humidity,	moisture	and	air,
which	 limits	 their	 industrial	 application.	 To	 the	 authors’	 knowledge,	 no	 company	 is
currently	 producing	 organic	 PV	modules.	 In	 the	 past,	 the	 US	 based	 company	 Konarka





In	 this	 section	 we	 discuss	 two	 hybrid	 concepts,	 where	 the	 junction	 consists	 of	 both




(DSSC),	 which	 is	 a	 photoelectrochemical	 system.	 It	 contains	 titanium	 dioxide	 (TiO2)
nanoparticles,	organic	dye	particles,	an	electrolyte	and	platinum	contacts.	Figure	13.27	(a)
shows	an	illustration	of	a	DSSC.	The	dye	sensitizer,	which	acts	like	an	electron	donor,	is
the	 photo-active	 component	 of	 the	 solar	 cell;	 the	 TiO2	 nanoparticles	 act	 as	 electron
acceptors.	Similar	to	organic	bulk	heterojunction	cells,	the	dye	is	mixed	with	TiO2.
Figure	13.27:	(a)	A	sketch	of	a	dye-sensitized	solar	cell;	and	(b)	the	relevant	energy	levels	in	its	operation.
As	 a	 photoactive	 dye	 sensitizer,	 ruthenium	 polypyridine	 is	 used.	 The	 operation	 is










The	 positively	 charged	 oxidized	 dye	 molecule	 is	 neutralized	 by	 a	 negatively-charged
iodide.	 Three	 negatively-charged	 iodides	 neutralize	 two	 dye	 molecules	 and	 create	 one




The	performance	 of	 a	DSSC	depends	 on	 the	HOMO	and	LUMO	 levels	 of	 the	 dye




The	major	 advantage	of	DSSC	are	 the	 low	production	 costs.	A	disadvantage	 is	 the
stability	 of	 the	 electrolyte	 under	 various	 weather	 conditions:	 At	 low	 temperatures	 the
electrolyte	 can	 freeze,	 which	 stops	 the	 device	 from	 generating	 power	 and	 might	 even
result	 in	 physical	 damage.	 High	 temperatures	 result	 in	 thermal	 expansion	 of	 the
electrolyte,	which	make	 encapsulating	modules	more	 complicated.	Another	 challenge	 is
the	 high	 cost	 of	 the	 platinum	 electrodes,	 hence	 replacing	 the	 platinum	 with	 cheaper
materials	is	a	topic	of	ongoing	research.	In	addition,	more	stable	and	resistive	electrolyte




A	 rapidly	 emerging	 PV	 technology	 is	 that	 of	 perovskite	 solar	 cells	 that	 has	 seen	 a
tremendous	increase	in	initial	efficiency	in	recent	years.	Perovskite	cells	with	2.2%	were
reported	 in	 2006.	 Cells	 with	 6.5%	 were	 reported	 in	 2011	 and	 since	 then	 the	 reported
efficiencies	 have	 rapidly	 increased	 with	 an	 actual	 (October	 2014)	 certified	 record
efficiency	of	17.9%	[77,	87].
The	 mineral	 perovskite	 is	 named	 after	 the	 Russian	 mineralogist	 Lev	 A.	 Perovski
(1792–1856)	 and	 has	 the	 chemical	 formula	 CaTiO3.	Minerals	 with	 the	 general	 formula
ABX3,	where	X	 is	 an	 anion,	 and	both	A	 and	B	 are	 cations,	 are	 called	perovskites.	A	 is






organic;	 often	 methylammonium	 (CH3NH









thus	 allowing	electrons	 to	be	 transported	 to	 the	FTO	 layer.	The	perovskite	 layer	 is	 then
deposited	onto	this	TiO2	layer	and	covered	by	a	hole-transporting	material	(HTM).	On	top










issue	 is	 degradation	 of	 the	 cells	 due	 to	 ultraviolet	 radiation	 and/or	 moisture.	 This
degradation	 can	 be	 quite	 fast	 [87]	 and	 is	 an	 issue	 that	 clearly	 must	 be	 solved	 if	 this
technology	is	to	be	applied	industrially.
Measuring	 the	 J-V	 characteristics	 of	 perovskite	 cells	 needs	 to	 be	 done	 carefully,
because	of	hysteresis:	depending	on	the	voltage	scan	direction	(from	high	to	low	or	from
low	to	high	voltages)	and	the	scan	speed,	the	shape	of	the	measured	J-V	curve	can	change

































































Calculate	 the	 short	 circuit	 current	 density	 Jsc	 of	 junction	 A	 if	 the	 solar	 cell	 is	 measured	 under	 the
spectrum	provided	by	the	solar	simulator.
Junction	B	has	a	different	absorber	 layer	 than	 junction	A.	Above	its	bandgap,	 the	solar	cell	B	has	an

















The	 CI(G)S	 solar	 cell	 is	 made	 in	 a	 superstrate	 structure,	 whereas	 the	 CdTe	 solar	 cell	 is	 made	 in	 a
substrate	structure.















































































1According	 to	 the	PHOTON	module	 price	 index,	 the	 price	 for	 wafer-based	modules	 has	 decreased	 around	 40%
within	one	year	as	of	25	May	2012	[51].






No	 matter	 whether	 solar	 cells	 are	 to	 be	 made	 from	 crystalline	 wafers	 as	 discussed	 in
Chapter	12	or	with	thin-film	technology	as	treated	in	Chapter	13,	many	processes	will	be
involved.	 In	 this	 chapter,	 we	 discuss	 some	 important	 processes	 that	 are	 used	 for	 the






of	 thin-film	 silicon	 materials,	 such	 as	 amorphous	 silicon,	 nanocrystalline	 silicon,	 and
alloys	such	as	silicon	carbide	or	silicon	oxide.	The	layers	can	be	made	intrinsic,	n-	or	p-
doped.	PECVD	allows	the	deposition	of	thin	films	at	 low	operating	temperatures,	below
200	 °C.	 The	 principal	 properties	 of	 these	 films	 are	 high	 quality,	 appropriate	 adhesion,
desirable	coverage	of	textured	structures	and	uniformity.
Figure	14.1	(a)	illustrates	the	PECVD	process.	Depending	on	the	desired	material,	a
mixture	 of	 different	 gases	 such	 as	 silane	 (SiH4),	 methane	 (CH4),	 hydrogen	 (H2),	 and
carbon	dioxide	(CO2)	is	introduced	in	an	ultrahigh	vacuum	(UHV)	reaction	chamber	to	be









collisions	 in	 the	 gas	 phase,	 which	 ensure	 the	maintenance	 of	 a	 low	 temperature	 of	 the
substrate.	To	be	more	 specific,	 these	atomic	and	molecular	particles	 form	an	 interaction
with	 the	 substrate,	 which	 is	 of	 limited	 potential	 compared	 to	 the	 plasma,	 allowing	 the
formation	of	 the	 thin-film	 layer	 since	diffusion	 towards	 the	 substrate	 can	occur	only	by
neutral	or	positively-charged	particles.
The	quality	of	the	deposited	layer	can	be	controlled	by	the	pressure	and	temperature




produce	 the	 source	 gas	 by	 a	 non-chemical	 method	 [91].	 Primarily,	 PVD	 is	 applied	 to
metals	 and	compounds	 such	as	Ti,	Al,	Cu,	TiN,	and	TaN	 for	 the	 fabrication	of	contacts
[31].	 Thermal	 evaporation,	 electron	 beam	 evaporation,	 plasma	 spray	 deposition,	 and




Sputtering	 is	 a	 common	 physical	 vapour	 deposition	 (PVD)	 method,	 where	 energy	 and
momentum	 from	 an	 accelerated	 atom	 or	 ion	 are	 transmitted	 to	 atoms	 on	 a	 target	 via
sequential	collisions.	Consequently,	these	atoms	can	escape	from	the	target	and	shift	to	the
gas	 phase,	 hence	 evaporate.	 Sputtering	 can	 be	 accomplished	 with	 two	 different	 power
supply	 configurations	 that	 employ	 magnetrons,	 reactive	 direct	 current	 (DC)	 and	 radio
frequency	(RF).	DC	sputtering	is	restricted	to	conducting	materials,	whereas	RF	sputtering
may	be	also	used	for	dielectrics.
Figure	 14.1	 (b)	 illustrates	 the	 process	 of	 sputtering.	 The	 sputtering	 material	 is
deposited	 onto	 the	 substrate	 (anode)	 by	 bombarding	 the	 target	 (cathode)	with	 ions.	The
vacuum	chamber	is	kept	under	a	well-defined	pressure	with	inert	argon	gas	(Ar),	such	that
an	 argon	 plasma	 can	 be	 inflamed	 by	 an	 oscillating	 electromagnetic	 field	 between	 the
anode	 and	 the	 cathode.	This	 process	 generates	 and	 accelerates	 positively-charged	 argon











and	electron	beam	evaporation,	 as	 illustrated	 in	Figure	14.2.	 In	 general,	 deposition	 of	 a





For	resistive	 evaporation,	 the	metallic	 source	 is	 loaded	 in	 an	 open	 boat	 (crucible),
which	is	heated	resistively	by	applying	a	high	current.	For	electron	beam	evaporation,	the
metallic	source	is	loaded	in	a	water-cooled	crucible	and	is	irradiated	by	an	intense	electron
beam,	which	heats	 the	 source.	The	electron	beam	 is	 emitted	by	a	 tungsten	 filament	 and
directed	by	strong	magnetic	fields.	In	both	methods,	the	metallic	source	evaporates	and	its
atoms	follow	straight	trajectories	targeting	the	substrate.












As	 illustrated	 in	 Figure	 14.3,	 screen	 printers	 consist	 of	 three	 basic	 structures:	 the




of	 the	grid	pattern.	Prior	 to	 the	printing	process,	 the	 substrate	 and	 the	 screen	 are	not	 in
intimate	contact.	During	the	printing	process,	the	squeegee	moves	across	the	surface	of	the
screen	and	sweeps	 the	metallic	paste.	While	 the	squeegee	moves,	 it	applies	a	force	onto
the	 screen	 and	 coerces	 the	metallic	 paste	 to	 pass	 through	 its	 openings.	As	 a	 result,	 the
squeegee	causes	the	screen	to	deflect	and	come	locally	into	contact	with	the	substrate	at







The	printing	 step	 is	 followed	by	 the	contact	 formation.	 For	 conventional	 c-Si	 solar




thin	 a-Si:H	 layers.	 Secondly,	 the	 metallic	 paste	 is	 deposited	 onto	 a	 TCO	 layer	 [95].
Therefore,	 it	 is	 mandatory	 to	 use	 specific	 pastes	 that	 ensure	 good	 adhesion,	 high




Electroplating	 is	 an	 electrodeposition	 process	 that	 allows	 dense,	 uniform,	 and	 adherent
coatings,	 usually	 of	 metal	 or	 alloys,	 to	 be	 deposited	 upon	 a	 surface	 using	 an	 electric
current	[96].	The	working	principle	of	electroplating	 is	based	on	 the	reduction-oxidation
reaction,	 which	 is	 driven	 by	 an	 external	 DC	 source.	 As	 illustrated	 in	 Figure	 14.4,	 the
fundamental	 building	 unit	 of	 the	 electrodeposition	 process	 is	 an	 electrolytic	 cell,	 which
consists	 of	 two	 electrodes,	 the	 cathode	 and	 the	 anode,	 immersed	 in	 a	 solution	 –	 the













the	 anode	becomes	positively	 charged	 and	 the	positive	metal	 ions	 (cations)	 are	 repelled
from	 the	 anode,	 migrating	 to	 the	 electrolyte.	 Simultaneously,	 the	 cathode	 becomes
negatively	charged	and	attracts	the	Mz+	ions	that	are	contained	in	the	electrolyte.	The	Mz+
ions	 are	 supplied	 either	 from	 the	 metal	 salt	 added	 to	 the	 solution	 or	 by	 the	 sacrificial
anode.	In	this	manner,	the	negatively-charged	cathode	reduces	the	cations	by	providing	e−
and	 thus	 the	metal	 atoms	 will	 be	 deposited	 onto	 the	 surface	 of	 the	 negatively	 charged











×	107	Sm−1),	which	 in	 turn	 is	 only	 slightly	 lower	 than	 that	 of	Ag	 (6.1	 ×	 107	 Sm−1)	 and

















Cu	 from	 diffusing	 into	 Si.	 These	 diffusion	 barriers	 can	 also	 act	 as	 seed	 layers	 of	 high
conductivity	 that	 facilitate	 CE.	 Several	 investigations	 have	 shown	 that	 titanium	 (Ti),
nickel	(Ni),	tantalum	(Ta)	or	alloys	of	these	metals	with	nitrogen	such	as	TaN	or	TiN	are
efficient	Cu	seed	layers	and	Cu	diffusion	barriers	[99,	103,	104].	They	can	be	deposited






starting	with	 the	 actual	 discussion,	 we	 have	 to	 introduce	 some	 important	 terms.	 Figure
15.1	(a)	shows	a	crystalline	silicon	(c-Si)	solar	cell;	these	were	discussed	in	Chapter	12.	In
Sections	15.6	we	will	only	consider	modules	made	from	c-Si	solar	cells.	In	a	PV	module












15.2	 (a).	 In	 a	 series	 connection	 the	 voltages	 add	 up.	 For	 example,	 if	 the	 open	 circuit
voltage	of	one	cell	 is	equal	 to	0.6	V,	a	string	of	 three	cells	will	produce	an	open	circuit
voltage	of	1.8	V.	For	solar	cells	with	a	classical	front	metal	grid,	a	series	connection	can	be
established	 by	 connecting	 the	 busbars	 at	 the	 front	 side	 with	 the	 back	 contact	 of	 the
neighbouring	cell,	as	illustrated	in	Figure	15.2	(b).	For	series-connected	cells,	the	currents















becomes	 three	 times	 as	 large,	 while	 the	 voltage	 is	 the	 same	 as	 for	 a	 single	 cell,	 as
illustrated	in	Figure	15.2	(d).
Several	strings	of	series-connected	solar	cells	can	be	connected	in	parallel,	which	is




The	 reader	 may	 have	 noticed	 that	 we	 used	 I-V	 curves,	 i.e.	 the	 current-voltage
characteristics,	 in	 the	previous	paragraphs.	This	 is	different	 to	Chapters	4–14,	where	we
used	J-V	curves	instead,	i.e.	the	current	density–voltage	characteristics.	The	reason	for	this













even	96	solar	cells	 that	are	usually	all	connected	 in	series	 in	order	 to	minimize	resistive






As	 for	 solar	cells,	 a	 set	of	parameters	can	be	defined	 to	characterize	a	PV	module.	The
most	common	parameters	are	the	open	circuit	voltage	Voc,	the	short	circuit	current	Isc	and
the	module	fill	factor	FFM.	On	a	module	level,	we	have	to	distinguish	between	the	aperture








connected	 to	 each	 other	 using	 interconnects	 that	 induce	 resistive	 losses.	 Further,	 there
might	 be	 small	 mismatches	 between	 the	 interconnected	 cells.	 When	 m	 ×	 n	 cells	 are
interconnected,	the	cell	with	the	lowest	current	in	a	string	of	m	cells	in	series	determines
the	module	current.
The	 reason	 for	 mismatch	 between	 individual	 cells	 are	 inhomogeneities	 that	 occur
during	the	production	process.	Hence,	in	practice	PV	modules	perform	a	little	worse	than
15.3
one	 would	 expect	 from	 ideally	 matched	 and	 interconnected	 solar	 cells.	 This	 loss	 in
performance	translates	to	a	lower	efficiency	at	module	level.	If	the	illumination	across	the
module	is	not	constant	or	if	the	module	heats	up	non-uniformly,	the	module	performance

















In	Figure	15.4	(b)	 the	 theoretical	 I-V	 curve	of	 the	 five	unshaded	solar	cells	and	 the
shaded	solar	cell	is	shown.	The	five	unshaded	solar	cells	act	like	a	reverse	bias	source	on
the	shaded	solar	cell,	which	can	be	graphically	 represented	by	reflecting	 their	 I-V	curve
through	the	V	=	0	axis	(see	dashed	line	in	Figure	15.4	(b)).	Hence,	the	shaded	solar	cell	is
operated	at	the	intersection	of	its	I-V	curve	and	the	reflected	curve.	As	this	operating	point
is	 in	 its	 reverse-bias	area,	 it	does	not	generate	energy,	but	 starts	 to	dissipate	energy	and






blocks	 the	 current	when	 it	 is	 under	 negative	 voltage,	 but	 conducts	 a	 current	when	 it	 is
under	 positive	 voltage.	 If	 no	 cell	 is	 shaded,	 no	 current	 is	 flowing	 through	 the	 bypass














to	 survive	a	 lifetime	of	25	years	or	even	 longer.	To	ensure	such	a	 long	 lifetime,	 the	PV




Soda-lime	 glass	 with	 a	 thickness	 of	 several	 millimetres,	 which	 provides
mechanical	stability	while	being	transparent	for	the	incident	light.	It	is	important
that	 the	glass	has	a	 low	iron	content	as	 iron	 leads	 to	absorption	of	 light,	which
can	 lead	 to	 losses.	 Further,	 the	 glass	must	 be	 tempered	 in	 order	 to	 increase	 its
resistance	to	impacts.
The	solar	cells	are	sandwiched	in-between	two	layers	of	encapsulants.	The	most
common	 material	 is	 ethylene-vinyl-acetate	 (EVA),	 which	 is	 a	 thermoplastic




A	 material	 combination	 that	 is	 often	 used	 is	 PVF-polyester-PVF,	 where	 PVF







A	 typical	 polyester	 is	 polyethylene	 terephthalate	 (PET).	 Polyester	 isolates	 the




A	 junction	box	 is	usually	placed	at	 the	back	of	 the	module.	 In	 it,	 the	electrical
connections	to	the	solar	cell	are	connected	with	the	wires	that	are	used	to	connect
the	module	to	the	other	components	of	the	PV	system.
One	of	 the	most	 important	steps	during	module	production	is	 laminating,	which	we




order	 to	 ensure	 that	 air,	moisture	 and	 other	 gases	 are	 removed	 from	within	 the	module
stack.	 After	 some	 minutes,	 when	 the	 EVA	 is	 molten,	 pressure	 is	 applied	 and	 the
temperature	is	increased	to	about	150	°C.	During	the	curing	process,	a	curing	agent,	which
is	present	in	the	EVA	layer,	starts	to	cross-link	the	EVA	chains,	leading	to	transverse	bonds
between	 the	EVA	molecules	being	 formed.	As	a	 result,	EVA	has	elastomeric,	 rubberlike
properties.
The	choice	of	the	layers	that	light	traverses	before	entering	the	solar	cell	is	also	very
































based	on	 crystalline	 silicon	 solar	 cells	 and	 IEC	61646	 [108]	 for	 thin-film	modules.	The
aim	 of	 both	 IEC	 61215	 and	 IEC	 61646	 is	 to	 judge,	 within	 reasonable	 time	 and	 costs,
whether	modules	are	suitable	for	long	term	operation,	experiencing	the	stresses	mentioned









UV	 testing,	 because	 UV	 light	 can	 lead	 to	 delamination,	 loss	 of	 adhesion	 and




Static	 mechanical	 loads	 in	 order	 to	 test	 whether	 strong	 winds	 or	 heavy	 snow












Meeting	 the	 requirements	 of	 IEC	 61215/IEC	 61646,	 however,	 is	 not	 a	 25	 year
guarantee.	 The	 actual	 lifetime	 is	 not	 only	 determined	 by	 the	 module	 design	 and	 the
module	used,	but	also	 the	climate	 (e.g.	hot-dry	or	warm	high-humidity)	and	 the	specific
application	(e.g.	 integrated	 in	a	roof	or	free-standing).	Research	 is	ongoing	 to	determine
which	accelerated	tests	are	required	in	order	to	guarantee	a	specific	lifetime	(e.g.	25	years)
depending	on	the	climate	and	the	specific	application.
In	 addition	 to	 IEC	 61215/IEC	 61646	 qualification	 and	 type	 approvals	 safety
qualifications	according	to	IEC	61730	(Part	1	[110]	and	Part	2	[111])	are	also	required	for
PV	modules	used	in	grid-connected	PV	systems	and	in	most	other	applications	as	well.






Making	 thin-film	modules	 is	 very	different	 from	making	modules	 from	c-Si	 solar	 cells.
While	for	c-Si	technology	producing	solar	cells	and	PV	modules	are	two	distinct	steps,	in
thin-film	technology	producing	cells	and	modules	cannot	be	separated	from	each	other.	To
illustrate	 this	we	 look	at	 a	PV	module	where	 the	 thin-films	are	deposited	 in	superstrate
configuration	 on	 glass,	 as	 illustrated	 in	 Figure	 15.6.	 For	 making	 such	 a	 module,	 a
transparent	 front	 contact,	 a	 stack	 of	 (photo)active	 layers	 that	 also	 contain	 one	 or	 more
semiconductor	 junctions,	 and	 a	metallic	 back	 contact	 are	 deposited	 onto	 each	 other.	 In





module	 are	 an	 even	 bigger	 problem	 than	 for	 c-Si	 modules.	 Therefore,	 the	 module	 is
produced	 such	 that	 it	 consists	 of	many	 very	 narrow	 cells	 of	 about	 1	 cm	width	 and	 the
length	being	equal	 to	 the	module	 length.	These	cells	 then	are	connected	 in	series	across
the	width	of	the	module.	On	the	very	left	and	right	of	the	module,	metallic	busbars	collect
the	 current	 and	 conduct	 it	 to	 the	 bottom	 of	 the	module	where	 they	 are	 connected	with
external	cables.
The	series	connection	 is	established	with	 laser	scribing.	 In	 total,	 three	 laser	scribes
are	required	for	separating	two	cells	from	each	other	and	establishing	a	series	connection
between	 them.	The	 first	 laser	 scribe,	 called	 P1,	 is	 performed	 after	 the	 transparent	 front
contact	is	deposited,	as	shown	in	Figure	15.6	(a).	The	wavelength	of	the	laser	is	such	that
the	 laser	 light	 is	 absorbed	 in	 the	 front	 contact	 and	 the	material	 is	 evaporated,	 leaving	 a






is	 the	deposition	of	 the	metallic	back	contact	 that	also	fills	 the	P2	gap.	Finally,	 the	third
laser	 scribe	 (P3)	 is	 performed	 as	 illustrated	 in	 Figure	15.6	(e).	 The	wavelength	 for	 this
scribe	 has	 to	 be	 chosen	 such	 that	 it	 is	 neither	 absorbed	 in	 the	 front	 contact	 nor	 in	 the




scribe	 filled	 with	 absorber	 material	 forms	 a	 barrier,	 since	 the	 absorber	 is	 orders	 of
magnitudes	 less	 conductive	 than	 the	 transparent	 front	 contact.	 Similarly,	 the	 P3	 scribes
forms	an	insulating	gap	in	the	metallic	back	contact.	However,	 the	P2	scribe	that	 is	also
filled	 with	 metal	 forms	 a	 highly	 conducting	 connection	 between	 the	 front	 and	 back
contacts	–	this	is	where	the	actual	series	connection	is	performed.
For	 example,	 for	 making	 CIGS-based	 PV	 modules,	 first	 the	 molybdenum	 back
contact	is	deposited	on	top	of	the	glass	substrate	and	the	cell	areas	are	defined	by	P1	laser





total	module	performance	 is	determined	by	several	 things.	First,	 the	P2	scribe	has	 to	be
highly	 conductive.	This	means	 that	 it	 has	 to	 be	wide	 enough	 and	 that	 there	must	 be	no
barrier	at	 the	interface	between	the	front	contact	and	the	metal	of	the	P2	scribe.	Further,
the	 P1	 and	 P3	 scribes	 must	 form	 good	 barriers	 to	 separate	 the	 cells	 from	 each	 other






performed	at	different	 temperatures.	Thus,	aligning	 the	glass	plates	 in	all	 the	production
steps	is	extremely	important	for	manufacturing	high	quality	thin-film	modules.
The	production	steps	and	also	 the	exact	processing	of	 the	 laser	 scribes	 is	of	course






















the	 other	 topics	 discussed	 in	 this	 chapter.	However,	 as	CPV	 systems	 finally	 have	 to	 be
realized	as	CPV	modules,	this	topic	fits	well	into	the	chapter	on	PV	modules.
As	 we	 have	 discussed	 in	 Section	 10.4,	 the	 voltage	 of	 solar	 cells	 increases
(logarithmically)	 with	 increasing	 irradiance.	 Hence,	 illuminating	 a	 solar	 cell	 with
concentrated	 sunlight	 helps	 to	 increase	 the	 efficiency,	 as	 long	 as	 Auger	 recombination
does	not	become	dominant.	This	concept	 is	especially	 interesting	for	high	end	solar	cell
technologies	such	as	 the	 III-V	 technology	discussed	 in	Section	13.2.	 Indeed,	 the	 current
world	record	conversion	efficiency	for	all	solar	cell	technologies	on	lab	scale	is	46.0%	for












A	 very	 important	 property	 of	 the	 basic	 radiance	 is	 that	 it	 is	 conserved	 in	 ideal	 (non-
absorbing)	optical	systems,	it	can	only	decrease	but	never	increase	in	real	optical	systems.
This	can	be	explained	with	the	fact	that	 	is	linked	to	the	étendue	of	the	optical	system.




concentrator	 system.	 However,	 the	 solid	 angle,	 from	 which	 a	 solar	 cell	 under	 a




where	ΩSun	 ≈	 68.5	μsr	 is	 the	 solid	 angle	 of	 the	Sun	 as	 seen	 on	Earth,	 as	we	 derived	 in
Section	5.5.	For	normal	incidence	onto	the	solar	cell	we	have	cos	θ	=	1	and	hence
Under	maximal	 concentration,	 the	 solar	 cell	 receives	 light	 from	 the	whole	 hemisphere.
Hence,
To	calculate	 the	 theoretically	maximal	 concentration	 factor	we	divide	Eq.	 (15.5)	 by	Eq.
(15.4)	and	find










are	 reflective	 optical	 elements	 such	 as	 parabolic	 concentrators,	 compound	 parabolic
concentrators	 (CPCs)	 comprising	 two	 parabolic	 surfaces,	 and	 V-through	 concentrators.
Refractive	lenses	can	also	be	used.	As	normal	lenses	would	become	very	thick,	most	of	the
time	 Fresnel	 lenses	 are	 used,	 where	 the	 lens	 is	 collapsed	 back	 to	 zero	 thickness	 at	 a
number	of	points	[117].	A	disadvantage	of	Fresnel	 lenses	 is	 that	 they	show	more	optical
losses	 than	 conventional	 lenses.	 To	 reach	 high	 concentration	 ratios	 exceeding	 200,
secondary	optics	is	required,	which	also	may	increase	the	acceptance	angle	of	the	incident
sunlight	 [117].	Most	modern	HCPV	systems	use	Fresnel	 lenses	as	primary	optics	 [115].
Currently,	microconcentrators	with	diameters	ranging	from	μm	to	a	few	mm	are	also	being





radiation	 can	 be	 concentrated	 and	 hence	 converted	 into	 electricity	 in	 a	 CPV	 system.
Hence,	CPV	systems	must	be	mounted	at	arid	places	with	a	lot	of	direct	sunlight	and	a	low
percentage	of	diffuse	radiation.
As	mentioned	above,	CPV	requires	single-	or	even	dual-	 tracking	of	 the	sunlight	 in
order	 to	 concentrate	 it	 onto	 the	 solar	 cell	 independently	of	 the	position	of	 the	Sun.	The
tracking	systems	guarantee	optimal	light	concentration	on	the	small	PV	device	during	the
entire	 day.	Mounting	 the	modules	 on	 a	 tracking	 system	adds	 costs	 to	 the	 system	which
must	be	recovered	by	the	increased	efficiency	of	the	CPV	system.
Especially	 for	HCPV,	 the	 irradiance	 received	 by	 the	module	 is	 very	 high.	Without
cooling,	 this	would	 lead	 to	very	high	 temperatures	of	 several	hundreds	of	 ºC	and	hence
would	destroy	 the	 cell.	Either	passive	cooling	 or	active	cooling	 can	 be	 applied.	 Passive
cooling	for	example	is	done	with	heat	sinks	that	are	thermally	connected	to	the	solar	cells
and	 transport	 the	 heat	 to	 the	 surrounding	 air	 via	 convection.	 If	 the	 system	 is	 actively
cooled	via	a	cooling	liquid	that	transports	the	heat	away	from	the	solar	cell,	this	waste	heat
can,	 in	principle,	 be	 reused	 [115].	The	higher	 the	 temperature	of	 the	 cooling	 liquid,	 the
more	valuable	the	waste	heat.	However,	a	high	temperature	of	this	liquid	would	also	mean



























Consider	 a	 small	 module	 based	 on	 interconnected	 tandem	 cells	 of	 hydrogenated	 amorphous	 and
microcrystalline	 silicon	as	depicted	 in	Figure	 15.7.	The	Voc	 of	 a	 single	 tandem	 cell	 is	 1.35	V	 and	 the	 short









The	 open	 circuit	 voltage	 of	 a	 solar	module	with	 series-connected	 solar	 cells	 is	 the	 sum	 of	 the	 open
circuit	voltages	of	all	the	individual	solar	cells.
















Now	assume	 that	 two	 solar	 cells	 are	 damaged,	meaning	 that	 they	 completely	 stop	 generating	 power.
Fortunately,	 bypass	 diodes	 are	 connected	 across	 these	 damaged	 solar	 cells.	 Assume	 that	 the	 bypass

















on	a	solar	cell.	Further,	we	do	not	allow	the	solar	cell	 to	 increase	in	 temperature	but	we
force	it	to	keep	the	ambient	temperature	of	300	K.	This	means	that	all	the	energy	absorbed
by	the	solar	cell	can	escape	the	solar	cell	either	by	the	generated	current	or	by	radiative
recombination	of	charge	carriers.	Under	 these	assumptions	 the	efficiency	limit	 is	around
33%	in	the	bandgap	range	from	1.0	eV	up	to	1.8	eV.














will	 discuss	 several	 third	 generation	 concepts:	 multi-junction	 solar	 cells,	 concentrator
photovoltaics,	 spectral	 up	 and	 down	 conversion,	 multi-exciton	 generation,	 intermediate
band	 solar	 cells	 and	 hot	 carrier	 solar	 cells.	 Note,	 that	 besides	 multi-junction	 and	 the
concentrator	approach,	none	of	 these	concepts	have	yet	 resulted	 in	high	efficiency	 solar





The	 first	 limitation	discussed	 in	 the	 list	 above	 can	be	 tackled	using	multi-junction	 solar











In	 order	 to	 optimize	 the	 performance	 of	 multi-junction	 solar	 cells	 with	 two	 electrical

















Single-junction	 solar	 cells	 have	 the	 limitation	 that	 every	 photon	 can	 only	 generate	 one
collected	electron-hole	pair	at	most.	This	limitation	can	be	tackled	by	spectral	conversion.
The	 main	 idea	 of	 spectral	 conversion	 is	 to	 add	 an	 additional	 layer	 to	 the	 solar	 cell
consisting	of	a	material	that	can	alter	the	incident	spectrum.	Materials	that	are	considered
for	 spectral	 conversion	 are	 organic	 dyes,	 quantum	 dots,	 lanthanide	 ions,	 and	 transition
metal	ion	systems	[119].
Spectral	upconversion







earth	 upconverters,	 which	make	 use	 of	 atomic	 transitions	 within	 lanthanide	 ions,	 from
elements	such	as	erbium	and	ytterbium	[121].
TTA-UC	 systems,	which	 are	 reliant	 on	molecular	 absorbers,	work	 better	 at	 shorter
wavelengths	between	about	500	 to	800	nm,	while	 rare	earths	work	 in	 the	 region	around
1,500	nm,	where	the	ions	are	absorbed.	Hence,	the	choice	of	the	upconverter	technology
also	 depends	 on	 the	 bandgap	 of	 the	 solar	 cell	 to	 which	 it	 is	 connected.	 For	 both
approaches,	enhancement	in	solar	cell	efficiency	has	been	demonstrated	[122–124].




the	 solar	 cell.	 Further,	 placing	 the	 upconverting	 layers	 at	 the	 back	 prevents	 them	 from
being	 irradiated	 by	 high	 energy	 photons	 which	 might	 reduce	 their	 lifetime.	 Due	 to
parasitic	absorption	it	is	not	advised	to	put	these	layers	at	the	front	of	the	solar	cell.
16.2.2 Spectral	downconversion
The	 idea	 of	 spectral	 downconversion	 is	 to	 split	 one	 high	 energy	 photon	 into	 multiple














use	 so-called	 quantum	 dots	 (QDs).	 These	 are	 small	 spherical	 nanoparticles	 made	 of
semiconductor	 materials	 with	 typical	 diameters	 of	 a	 few	 nanometres,	 as	 illustrated	 in
Figure	16.3	(a).	These	semiconductor	particles	still	behave	like	a	semiconductor	material;
however,	 due	 to	 so-called	 quantum	 confinement	 the	 bandgap	 of	 the	 semiconductor
quantum	dots	can	be	larger	than	that	of	the	same	semiconductor	in	a	bulk	configuration.
The	bandgap	of	the	QDs	can	be	tuned	by	varying	their	size.	The	smaller	the	particles,	the
larger	 the	bandgap.	This	enables	 interesting	opportunities	 for	bandgap	engineering,	 such





embedded	 in	 a	 host	 material,	 where	 the	 particles	 are	 in	 very	 close	 proximity	 to	 one
another.	Figure	16.3	(b)	shows	the	electronic	bandgap	diagram	of	two	nanoparticles.	Now,
a	high	energy	photon	 is	absorbed	by	one	QD	and	hence	one	electron	 is	excited	 into	 the
conduction	band	of	the	particle.	In	contrast	to	a	bulk	semiconductor,	the	excess	energy	of
the	photon	is	not	necessarily	lost	as	heat;	but	it	can	be	transferred	as	a	quantized	energy
package	 to	 a	 neighbouring	 quantum	 dot.	 Here	 a	 second	 electron	 is	 excited	 into	 the
conduction	band	of	the	second	quantum	dot.	As	a	result,	two	electron-hole	pairs	have	been
created	 out	 of	 one	 photon.	 If	 non-radiative	 recombination	 mechanisms	 like	 Auger
recombination	and	SRH	recombination	are	sufficiently	suppressed,	the	electron-hole	pairs
in	both	quantum	dots	can	radiatively	recombine	such	that	each	of	the	two	QDs	emits	one
reddish	 photon.	 In	 summary,	 one	 incident	 bluish	 photon	 is	 converted	 into	 two	 reddish
photons,	which	can	be	absorbed	by	a	PV	material.
Figure	16.4	 shows	some	experimental	 results	by	Jurbergs	et	al.	on	downconversion
based	 on	 silicon	 quantum	 dots	 in	 a	 narrow	 spectral	 range	 [126].	 The	 horizontal	 axis
represents	 the	 photon	 emission	 wavelength.	 At	 around	 790	 nm	 a	 downconversion
efficiency	of	60%	is	achieved.	The	EQE	exceeds	100%	in	the	blue	region	from	3.1	up	to
3.4	eV.	The	major	challenge	is	have	QD	layers	with	a	spectral	response	exceeding	100%	at
lower	 photon	 energies,	 because	 the	 solar	 spectrum	 contains	 far	 more	 photons	 in	 that
16.3

































energies	 below	 the	 bandgap	 that	 cannot	 be	 utilized	 for	 current	 generation.	As	 shown	 in
Figure	 16.7	 (a),	 in	 intermediate	 band	 cells	 energy	 levels	 are	 created	 artificially	 in	 the
bandgap	 of	 the	 absorber	 material	 [132].	 As	 in	 conventional	 single-junction	 solar	 cells,
photons	 with	 sufficient	 energy	 can	 excite	 an	 electron	 from	 the	 valence	 band	 into	 the
conduction	 band.	 However,	 in	 difference	 to	 conventional	 semiconductors	 photons	 with
energies	 below	 the	 bandgap	 can	 excite	 an	 electron	 from	 the	 valence	 band	 in	 to	 the
intermediate	band.	A	second	low	energy	photon	is	required	to	excite	the	electron	from	the
intermediate	 band	 into	 the	 conduction	 band.	 As	 illustrated	 in	 Figure	 16.7	 (b),	 the




as	 for	 example	 summarized	 in	 [132].	 In	 such	 solar	 cells,	 a	 layer	 with	 the	 intermediate
states	 is	 placed	 in-between	 p	 and	 n	 layers.	 For	 example	 quantum	 dots	 can	 be	 used	 to
realize	 the	 intermediate	 states.	 Further,	 various	 bulk	 materials	 have	 been	 studied	 for









the	charge	carrier	 levels	reflects	 the	situation	 just	after	 the	excitation	of	a	photon	by	 the
absorption.	This	distribution	 is	not	 in	 thermal	equilibrium	as	many	electrons	are	excited
into	 a	 position	 further	 up	 the	 conduction	band	 and	 the	holes	 are	 excited	down	 to	 lower


































































































SiC:H	 are	 absorbed	 in	 the	 p-i-n	 cell,	 and	 converter	 1	 absorbs	 only	 the	 photons	 in	 the	 spectral	 range
























Not	 all	 energy	 of	 an	 absorbed	 photon	 (E)	 is	 used	 to	 excite	 the	 electron	 from	 the	 valence	 to	 the
conduction	band	(Eg).	E	−	Eg	is	lost	as	heat.	Consider	an	ideal	solar	cell,	i.e.	EQE	=	1	for	all	energies
above	 the	 bandgap.	 For	 simplicity,	we	 neglect	 possible	 reflection	 of	 light	 from	 the	window	 layer(s).
Show	that	the	irradiance	lost	as	heat	can	be	described	by:



































































load	 to	 prevent	 the	 batteries	 from	being	 discharged	 below	 a	 certain	 limit.	 The	 batteries
must	have	enough	capacity	to	store	the	energy	produced	during	the	day	to	be	used	at	night









environment.	As	 illustrated	 in	Figure	17.3,	 they	 are	 connected	 to	 the	 grid	 via	 inverters,
which	convert	the	DC	power	into	AC	electricity.	In	small	systems	such	as	those	installed




also	 supplies	 the	 house	 with	 electricity	 in	 times	 of	 insufficient	 PV	 power	 generation.











Hybrid	 systems	 combine	 PV	 modules	 with	 a	 complementary	 method	 of	 electricity
generation	such	as	a	diesel,	gas	or	wind	generator.	A	schematic	representation	of	a	hybrid












their	 operation,	 a	 number	 of	 solar	 cells	 have	 to	 be	 connected	 together	 to	 form	 a	 solar









required	 for	 a	 working	 system,	 as	 we	 discussed	 very	 briefly	 above.	 Together,	 these
components	 are	 called	 the	 balance	 of	 system	 (BOS).	 Which	 components	 are	 required
depends	 on	 whether	 the	 system	 is	 connected	 to	 the	 electricity	 grid	 or	 whether	 it	 is
designed	as	a	stand-alone	system.	The	most	important	components	belonging	to	the	BOS
are:
A	mounting	structure	 in	 order	 to	 fix	 the	modules	 and	 direct	 them	 towards	 the
Sun.
Energy	storage	as	a	vital	part	of	stand-alone	systems,	because	it	assures	that	the
system	 can	 deliver	 electricity	 during	 the	 night	 and	 in	 periods	 of	 bad	 weather.
Usually,	batteries	are	used	as	energy	storage	units.
DC-DC	 converters	 in	 order	 to	 convert	 the	 module	 output,	 which	 will	 have	 a
variable	voltage	depending	on	 the	 time	of	 the	day	and	weather	conditions,	 to	a
compatible	 output	 voltage	 that	 can	 be	 used	 as	 input	 for	 an	 inverter	 in	 a	 grid-
connected	system.
Inverters	 that	 are	 used	 in	 grid-connected	 systems	 to	 convert	 the	DC	electricity
originating	 from	 the	 PV	 modules	 into	 AC	 electricity	 that	 can	 be	 fed	 into	 the
electricity	grid.	Many	inverters	have	a	DC-DC	converter	included	to	convert	the
variable	 voltage	 of	 the	 PV	 array	 to	 a	 constant	 voltage	 that	 is	 the	 input	 for	 the
actual	DC-AC	converter.	Also	stand-alone	systems	may	have	an	inverter	that	is
connected	 to	 the	 batteries.	 The	 design	 of	 such	 an	 inverter	 differs	 considerably
from	that	for	a	grid-connected	system.
Charge	controllers	 that	are	used	in	stand-alone	systems	to	control	charging	and
often	 also	 discharging	 of	 the	 battery.	 They	 prevent	 the	 batteries	 from	 being
overcharged	and	also	from	being	discharged	via	the	PV	array	during	night.	High
end	charge	controllers	also	contain	DC-DC	converters	together	with	a	maximum




















In	Chapter	 5	 we	 discussed	 solar	 radiation	 on	 Earth.	 There,	 we	 introduced	 the	 AM1.5















and	 concentric	 to	 the	 Earth.	 This	 sphere	 is	 called	 the	 celestial	 sphere.	 The	 position	 of
every	 celestial	 object	 thus	 can	 be	 parameterized	 by	 two	 angles.	 For	 photovoltaic
applications	 it	 is	 most	 convenient	 to	 use	 the	 horizontal	 coordinate	 system,	 where	 the
horizon	of	the	observer	constitutes	the	 fundamental	plane.	 In	 this	coordinate	system,	 the
position	 of	 the	 Sun	 is	 expressed	 by	 two	 angles	 that	 are	 illustrated	 in	 Figure	 18.1.	 The
altitude	a	is	the	angular	elevation	of	the	centre	of	the	solar	disc	above	the	horizontal	plane.
Its	 angular	 range	a	 ϵ	 [−90°,	 90°],	where	negative	 angles	 correspond	 to	 the	object	 being
below	 the	horizon	and	 thus	 not	 visible.	The	azimuth	A	 is	 the	 angle	 between	 the	 line	 of
sight	projected	on	the	horizontal	plane	and	due	North.	It	is	counted	eastward,	such	that	A	=








Instead	 of	 using	 the	 spherical	 coordinates	 a	 and	 A,	 we	 could	 also	 use	 Cartesian
coordinates,	that	we	here	call	ξ	(xi),	υ	(upsilon)	and	ζ	(zeta)	and	that	are	also	depicted	in
Figure	 18.1.	 The	 principal	 direction	 is	 parallel	 to	 ξ.	 The	 Cartesian	 coordinates	 are
connected	to	the	spherical	coordinates	via
Note	that	on	the	celestial	sphere	ξ2	+	υ2	+	ζ2	=	1	for	all	points.
In	 the	 horizontal	 coordinate	 system,	 the	 position	 of	 the	 Sun	 is	 given	 by	 the	 solar





all	 the	times	are	given	in	 the	apparent	solar	 time	(AST,	see	Section	E.2).	While	 in	Delft





















In	 this	 section	 we	 discuss	 the	 implications	 of	 the	 changing	 position	 of	 the	 Sun	 on	 the
irradiance	present	on	solar	modules.	For	this	discussion	we	assume	that	the	solar	module
is	mounted	on	a	horizontal	plane	and	that	it	is	tilted	at	an	angle	θM,	as	illustrated	in	Figure
18.6.	The	angle	between	 the	projection	of	 the	normal	of	 the	module	onto	 the	horizontal
plane	 and	 due	 North	 is	 AM.	 We	 then	 can	 describe	 the	 position	 of	 the	 module	 by	 the
direction	of	 the	module	normal	 in	 horizontal	 coordinates	 (AM,	aM),	where	 the	 altitude	 is
given	 by	 aM	 =	 90°	 −	 θM.	 Let	 the	 Sun	 now	 be	 at	 the	 position	 (AS,	 aS).	 Then	 the	 direct
irradiance	on	the	module	 	is	given	by	the	equation























For	a	 first	 estimation,	one	can	use	 the	 rule	of	 thumb	 that	 the	distance	between	 two
rows	of	modules	should	be	at	least	three	times	the	length	l	of	the	module.
Example






































on	 the	Earth’s	 surface	 as	diffuse	 light.	 For	PV	 applications	 it	 is	 important	 to	 be	 able	 to
estimate	the	strength	of	the	direct	and	diffuse	components.














I0	 is	 the	 solar	 constant	 that	 takes	 a	 value	 of	 1,361	 Wm
-2.	 The	 factor	 ε	 corrects	 for
deviations	 of	 the	Sun-Earth	 distance	 from	 its	mean	value.	aS	 is	 the	 solar	 altitude	 angle.
TL(AM2)	is	the	Linke	turbidity	factor	with	which	the	haziness	of	the	atmosphere	is	taken
into	account.	In	this	equation	its	value	at	an	Air	Mass	2	is	used.	m	is	the	relative	optical	air











The	 relative	optical	air	mass	m	 expresses	 the	 ratio	of	 the	optical	path	 length	of	 the






In	 their	paper,	Rigollier	et	al.	also	 take	 the	effect	of	 refraction	at	very	 low	altitudes	 into
account	[141].	This	however,	is	not	relevant	for	our	application.
They	 also	 present	 an	 expression	 for	 the	 diffuse	 horizontal	 irradiance	 (DHI)	 of	 the
light,	which	is	given	by
where	 Trd	 is	 the	 diffuse	 transmission	 function	 at	 zenith,	 which	 is	 a	 second-order
18.3.1
polynomial	of	TL(AM2).	Trd	has	typical	values	between	0.05	for	very	clear	skies	and	0.22






For	 PV	 modules	 installed	 on	 Earth	 two	 other	 factors	 also	 contribute	 to	 GM,	 as
illustrated	 in	 Figure	 18.7	 (a):	 first,	 the	 diffuse	 component	 from	 the	 sky,	 	 It	 is








where	 aS	 is	 the	 altitude	 of	 the	 Sun.	 DNI	 and	 DHI	 can	 be	 measured	 in	 meteorological
stations	with	a	pyrheliometer	and	a	pyranometer,	respectively.	The	factor	α	 is	the	albedo
of	the	ground,	i.e.	the	reflection	coefficient	of	the	ground.	The	lower	the	albedo,	the	more
light	 is	 absorbed	 by	 the	 ground.	For	 example,	 the	 albedo	 of	 forest	 is	 between	0.05	 and























a	PV	inverter	or	a	charge	controller.	However,	as	 it	 is	a	very	 important	concept	we	will
discuss	 it	 here.	 MPPT	 is	 unique	 to	 the	 field	 of	 PV	 Systems,	 and	 hence	 brings	 a	 very





the	 overall	 voltage	 and/or	 current,	 but	 does	 not	 change	 the	 shape	 of	 the	 I-V	 curve.
Therefore,	for	understanding	the	concept	of	MPPT,	it	is	sufficient	to	consider	the	I-V	curve
of	 one	 solar	 cell.	 The	 I-V	 curve	 is	 dependent	 on	 the	 module	 temperature	 and	 on	 the
irradiance,	 as	 we	 will	 discuss	 in	 detail	 in	 Section	 20.3.	 For	 example,	 an	 increasing












If	 a	 PV	module	 (or	 array)	 is	 directly	 connected	 to	 an	 electrical	 load,	 the	 operating










position	 of	 the	MPP	may	 shift.	 Therefore,	 changes	 in	 the	 I-V	 curve	 have	 to	 be	 tracked
continuously	such	that	the	operating	point	can	be	adjusted	to	be	at	the	MPP	after	changes
of	the	ambient	conditions.
This	 process	 is	 called	maximum	 power	 point	 tracking	 or	 MPPT.	 The	 devices	 that
perform	this	process	are	called	MPP	trackers.	We	can	distinguish	between	two	categories
of	MPPT:




All	 the	MPPT	 algorithms	 that	we	 discuss	 in	 this	 section	 are	 based	 on	 finding	 and
tuning	 the	voltage	until	VMPP	 is	 found.	Other	algorithms,	which	are	not	discussed	 in	 this
section,	work	with	the	power	instead	and	aim	to	find	IMPP.
Indirect	MPPT
First,	 we	 discuss	 indirect	 MPP	 tracking,	 where	 simple	 assumptions	 are	 made	 for
estimating	the	MPP	based	on	a	few	measurements.
Fixed	voltage	method
For	 example,	 in	 the	 fixed	 voltage	 method	 (also	 called	 constant	 voltage	 method),	 the
operating	voltage	of	the	solar	module	is	adjusted	only	on	a	seasonal	basis.	This	model	is
based	on	 the	 assumption	 that	 for	 the	 same	 level	 of	 irradiance,	 higher	MPP	voltages	 are












First,	 using	 a	 constant	 factor	k	 only	 allows	 a	 rough	 estimate	 of	 the	 position	 of	 the













Now	 we	 discuss	 direct	 MPPT,	 which	 is	 more	 involved	 than	 indirect	 MPPT,	 because




















but	 is	meandering	around	 the	MPP.	 If	very	small	perturbation	steps	are	used	around	 the
MPP,	 this	 meandering,	 however,	 can	 be	 minimized.	 Additionally,	 the	 P&O	 algorithm
struggles	from	rapidly	changing	illuminations.	For	example,	if	the	illumination	(and	hence
the	 irradiance)	changes	 in-between	two	sampling	 instants	 in	 the	process	of	convergence,
then	the	algorithm	essentially	fails	in	its	convergence	efforts,	as	illustrated	in	Figure	19.3:
in	 the	 latest	 perturbation,	 the	 algorithm	 has	 determined	 that	 the	 MPP	 lies	 at	 a	 higher
voltage	than	that	of	point	B,	and	hence	the	next	step	is	a	perturbation	to	converge	towards
the	 MPP	 accordingly.	 If	 the	 illumination	 was	 constant,	 it	 would	 end	 up	 at	 C	 and	 the
algorithm	 would	 conclude	 that	 the	 MPP	 is	 a	 still	 higher	 voltage,	 which	 is	 correct.
However,	 as	 the	 illumination	 changes	 rapidly	 before	 the	 next	 perturbation,	 the	 next
perturbation	shifts	the	operating	point	to	C’	instead	of	C,	such	that
While	the	MPP	still	lies	to	the	right	of	C’,	the	P&O	algorithm	thinks	that	it	is	on	the	left	of















While	 the	 instantaneous	 voltage	 and	 current	 are	 the	 observable	 parameters,	 the
instantaneous	voltage	is	also	the	controllable	parameter.	Vref	is	the	voltage	value	forced	on
the	PV	module	by	 the	MPPT	device.	 It	 is	 the	 latest	 approximation	of	 the	Vmpp.	 For	 any
change	 of	 the	 operating	 point,	 the	 algorithm	 compares	 the	 instantaneous	 with	 the
incremental	conductance	values.	If	the	incremental	conductance	is	larger	than	the	negative
of	 the	 instantaneous	 conductance,	 the	 current	 operating	 point	 is	 to	 the	 left	 of	 the	MPP;
consequently,	 Vref	 must	 be	 incremented.	 In	 contrast,	 if	 the	 incremental	 conductance	 is
lower	than	the	negative	of	the	instantaneous	conductance,	the	current	operating	point	is	to
the	right	of	 the	MPP	and	Vref	 is	consequently	decremented.	This	process	 is	 iterated	until




The	 incremental	 conductance	 algorithm	 can	 be	 more	 efficient	 than	 the	 P&O
algorithm	as	it	does	not	meander	around	the	MPP	under	steady	state	conditions.	Further,
small	 sampling	 intervals	 make	 it	 less	 susceptible	 to	 changing	 illumination	 conditions.
However,	 under	 conditions	 that	 are	 strongly	 varying	 and	 under	 partial	 shading,	 the
incremental	conductance	method	might	also	become	less	efficient.	The	major	drawback	of
this	algorithm	is	 the	complexity	of	 its	hardware	 implementation.	Not	only	must	currents
and	voltages	be	measured,	but	also	the	instantaneous	and	incremental	conductances	must








exhaustive,	 we	 have	 just	 discussed	 the	 most	 common	 ones.	 The	 development	 of	 more
advanced	MPPT	techniques	 is	progressing	rapidly	and	many	scientific	papers	as	well	as





the	 MPPT	 algorithm	 used,	 it	 is	 not	 guaranteed	 that	 the	 algorithm	 will	 find	 the	 global
maximum.	 Different	 companies	 use	 proprietary	 solutions	 to	 tackle	 this	 issue.









Note	that	 the	term	 inverter	can	have	 two	different	meanings:	 first,	 it	 is	used	for	 the
actual	 inverter,	 which	 is	 the	 electronic	 building	 block	 that	 performs	 the	 DC	 to	 AC
inversion,	as	described	in	Section	19.2.3.	Secondly,	the	term	inverter	is	also	used	for	the
total	 unit	 produced	 by	manufacturers.	 Depending	 on	 the	 application,	 it	may	 contain	 an
MPP	tracker,	a	DC-DC	converter,	and/or	a	DC-AC	converter.




































Inverters	 should	 be	 highly	 efficient	 because	 the	 owner	 of	 the	 solar	 system
requires	the	absolute	maximum	possible	generated	energy	to	be	delivered	to	the
grid/load.
Special	 requirements	 regarding	 the	potential	between	solar	generator	and	Earth
(depending	 on	 the	 solar	 module	 type);	 see	 potential-induced	 degradation	 in
Section	19.2.4.
Special	 safety	 features	 like	 active	 islanding	 detection	 capability;	 see	 Section
19.2.4.
Low	 limits	 for	harmonics	of	 the	 line	currents.	This	 requirement	 is	 enforced	by




on	other	 equipment	 in	 the	 vicinity	 or	 connected	 to	 the	 same	 supply.	Think	 for
example	of	the	influence	of	a	mobile	phone	on	an	old	radio.






the	maximally	 allowed	 field	 strength	 emitted	 from	 the	 inverter	 is	 regulated	 in
many	countries.
In	 many	 instances	 the	 solar	 system	 is	 to	 be	 installed	 outdoors	 and	 inverters






We	 have	 to	 distinguish	 between	 single-phase	 and	 three-phase	 inverters.	 For	 low
powers,	 as	 they	are	 common	 in	 small	 residential	PV	systems,	 single-phase	 inverters	 are
used.	 They	 are	 connected	 to	 one	 phase	 of	 the	 grid.	 For	 higher	 powers,	 three-phase
inverters	are	used	that	are	connected	to	all	phases	of	the	grid.	If	a	high	power	were	to	be




This	 is	 the	 simplest	 architecture	 employed	 in	 PV	 systems.	 Here,	 PV	 modules	 are
connected	 in	 strings	 leading	 to	 an	 increased	 system	 voltage.	 Many	 strings	 are	 then
connected	in	parallel	forming	a	PV	array,	which	is	connected	to	one	central	inverter.	The







being	DC	 to	 three	phase	 [150].	 In	 the	 case	where	more	 than	 one	 string	 is	 connected	 in
parallel	 and	 significant	 differences	 in	 the	 irradiance	 from	 string	 to	 string	 are	 expected,
blocking	diodes	are	required	to	prevent	current	circulation	inside	strings.









Due	 to	 the	 layout	 of	 the	 system,	 a	 large	 amount	 of	 power	 is	 carried	 over





losses	 in	 the	 modules.	 This	 is	 a	 significant	 disadvantage.	 Mismatch	 losses
increase	even	more	with	ageing	and	with	partial	shading	of	sections	of	the	array.








A	very	different	architecture	 is	 that	of	 the	micro	 inverters,	 as	 shown	 in	Figure	19.6	 (b).
These	inverters	operate	directly	at	one	or	several	PV	modules	and	have	power	ratings	of
several	 hundreds	 of	 watts.	 Because	 of	 the	 low	 voltage	 rating	 of	 the	 PV	module,	 these
inverters	often	require	a	two-stage	power	conversion.	In	the	first	stage,	the	DC	voltage	is
boosted	to	the	required	value	while	it	is	inverted	to	AC	in	the	second	stage.	Often,	a	high
frequency	 transformer	 is	 incorporated	 providing	 full	 galvanic	 isolation,	which	 enhances
the	 system	 flexibility	 even	 further.	 These	 inverters	 are	 usually	 placed	 close	 to	 the	 PV
panels;	sometimes	they	are	also	directly	integrated	into	the	PV	panels	(so	called	‘AC	PV
panels’).	 One	 of	 the	most	 distinguishing	 features	 of	 this	 system	 is	 the	 ‘plug	 and	 play’
characteristic,	which	allows	a	complete	(and	readily	expandable)	PV	system	to	be	built	at
a	 low	 investment	 cost.	 Another	 advantage	 of	 these	 inverters	 is	 the	 minimisation	 of
mismatch	losses	that	can	occur	because	of	non-optimal	MPPT.
All	 these	advantages	come	at	a	price.	Because	these	inverters	are	mounted	on	a	PV




module	 voltage	 is	 much	 lower	 than	 the	 output	 AC	 voltage,	 therefore	 the	 DC-DC
conversion	 has	 to	 boost	 the	 voltage	 a	 lot.	 This	 has	 a	 detrimental	 effect	 on	 the	 inverter
efficiency.	 Also,	 the	 specific	 costs	 are	 the	 highest	 of	 all	 the	 inverter	 topologies.	Many
topologies	 for	 micro	 inverters	 have	 been	 proposed,	 with	 some	 of	 them	 being	 already
implemented	in	commercially	available	inverters.
String	inverters
String	 inverters,	as	 illustrated	 in	Figure	19.6	 (c),	 combine	 the	advantages	of	 central	 and




this	 topology	apparent:	 these	high	DC	voltages	 require	special	consideration,	as	was	 the
case	for	the	central	inverter	architecture.	Here,	this	issue	is	even	more	important	because
string	 inverters	 are	 usually	 being	 installed	 in	 households	 or	 on	 office	 buildings	without
designated	 support	 structures	 or	 increased	 safety	 requirements.	 The	 protection	 of	 the
system	also	requires	special	consideration,	with	emphasis	on	proper	DC	cabling.
Although	 partial	 shading	 of	 the	 string	 will	 influence	 the	 overall	 efficiency	 of	 the
system,	each	string	can	 independently	be	operated	at	 its	MPP,	 if	each	string	has	 its	own
MPPT.	 Also,	 because	 no	 strings	 are	 connected	 in	 parallel,	 there	 is	 no	 need	 for	 series






illustrated	 in	Figure	 19.6	 (d).	 The	 optimizer	 boxes	 of	 all	 the	modules	 are	 connected	 in
series	 to	 each	 other	 and	 to	 the	 central	 inverter.	 The	 inverter	 can	 accept	 input	 voltages
within	a	certain	range	–	if	the	voltage	is	outside	this	range,	the	current	is	altered	such	that
the	voltage	falls	within	the	acceptable	range	again.	As	a	consequence,	the	output	voltage




that	no	 two	modules	 are	 the	 same.	Another	 advantage	of	 this	 architecture	 is	 that	 all	 the
optimizers	can	operate	at	voltages	close	to	the	voltage	of	 the	PV	module.	Therefore,	 the
DC-DC	conversion	is	very	efficient.	Further,	the	optimizers	consume	very	little	power,	so




















of	 the	 modules	 at	MPP	 is	 not.	 Therefore	 a	 DC-DC	 converter	 is	 used	 to	 transform	 the
variable	 voltage	 from	 the	 panels	 into	 a	 constant	 voltage	 used	 by	 the	 DC-AC	 inverter.








output	 voltage	 waveform	 of	 such	 a	 converter	 operated	 with	 pulse	 width	 modulation
(PWM)	is	shown	in	Figure	19.8	(b).	If	the	switch	is	on,	the	input	voltage	Vd	is	applied	to
the	load.	When	the	switch	is	off,	the	voltage	across	the	load	is	zero.	From	the	figure	we	see








some	 low-pass	 filtering	 is	 required.	 Figure	19.9	 (a)	 shows	 a	more	 complex	model	 of	 a
stepdown	converter	that	has	output	filters	included	and	supplies	a	purely	resistive	load.	As
filter	 elements,	 an	 inductor	L	 and	 a	 capacitor	C	 are	 used.	The	 relationship	 between	 the
input	and	 the	output	voltages,	as	given	 in	Eq.	 (19.11),	 is	valid	 in	continuous	conduction
















which	 is	 derived	 in	 more	 detail	 in	 Appendix	 F.2.	 The	 above	 relation	 is	 valid	 in	 the
continuous	 conduction	 mode.	 The	 principle	 of	 operation	 is	 that	 energy	 stored	 in	 the
inductor	(while	the	switch	is	on)	is	later	released	against	higher	voltage	Vo.	In	this	way	the












In	 section	 19.1	 we	 discussed	 maximum	 power	 point	 tracking	 extensively.	 More
specifically,	 we	 discussed	 different	 algorithms	 that	 are	 used	 for	 performing	 MPPT.	 In










































It	must	be	assured	 that	S1	and	S2	 are	never	open	 at	 the	 same	 time	because	 this	would	 lead	 to	 short-
circuiting.	The	same	is	true	for	S3	and	S4.
From	 this	 list	we	 see	 that	 the	H-bridge	 configuration	 allows	 the	 load	 to	 be	 put	 on
three	different	levels,	which	are	+Vd,	0,	and	−Vd.	Continuously	switching	between	positive
and	negative	voltages	is	exactly	what	is	happening	in	AC.	In	the	easiest	operation	mode,
the	 H-bridge	 switches	 between	 situations	 B	 and	 C	 continuously,	 which	 will	 provide	 a
square	wave.	Note	 that	 there	will	 always	 be	 a	dead	 time	 in	 the	 order	 of	 µs	 in	 order	 to
prevent	short-circuiting.	While	such	a	square	wave	might	be	useful	for	some	applications,




















which	 increases	with	 faster	 current	 changes.	As	 high	 induced	 voltages	will	 damage	 the
electric	 circuitry,	 they	must	 be	 prevented.	 The	 diode	 ensures	 that	 current	 can	 also	 flow










inverter.	 Alternatively,	 a	 transformer	 can	 be	 used	 that	 transforms	 a	 lower	 voltage	 AC
signal	to	the	240	V	AC	signal.	Such	a	system	is	sketched	in	Figure	19.15.	This	system	has




Figure	19.16	 shows	a	 three-phase	 inverter.	As	can	be	 seen,	 it	 is	very	 similar	 to	 the





contrast	 to	 the	H-bridge	configuration,	here	 two	switches	are	replaced	by	capacitors	and
the	midpoint	 between	 the	 two	 capacitors	 is	 directly	 connected	 to	 the	 ground.	 The	 half-

















the	 output	 compatible	 with	 the	 electricity	 grid.	 Nowadays,	 thyristors	 are	 only	 used	 for
inverters	with	a	power	of	100	kW	and	above.
All	 other	 inverters	 are	 self-commutated	 inverters	 that	 generate	 an	 output	with	 very






Figure	 19.15	 shows	 an	 example	 of	 a	 transformer-less	 inverter	 as	 it	 could	 be	 sold	 for
household	systems.	Besides	the	actual	DC-AC	converter,	which	is	realized	as	an	H-bridge,
it	also	contains	a	DC-DC	boost	converter	and	an	MPPT	that	uses	the	voltage	and	current





As	mentioned	 earlier,	 in	 PV	 systems	 that	 have	 a	 transformer	 less	 inverter,	 no	 galvanic
separation	 between	 the	 DC-	 and	 the	 AC-parts	 of	 the	 system.	 Because	 of	 this	 lack	 of
galvanic	isolation,	a	potential	of	−500	V	or	more	between	the	PV	modules	and	the	ground
can	 occur,	 which	 can	 lead	 to	 potential-induced	 degradation	 (PID)	 of	 the	 PV	 modules.
Many	thin-film	modules	contain	a	transparent	conducting	oxide	(TCO)	front	contact	that
is	deposited	in	superstrate	configuration	on	the	glass	top	plate.	Positively	charged	sodium





A	potential	 danger	of	grid-connected	 systems	 is	 islanding.	 Imagine	 that	 a	 PV	 system	 is





















in	 general	 the	 lower	 the	 output	 power,	 the	 less	 efficient	 the	 inverter.	 This	 is	 due	 to	 the
power	 consumed	 by	 the	 inverter	 (self	 consumption)	 and	 the	 power	 used	 to	 control	 the








In	 this	 section	we	 discuss	 a	 vital	 component	 not	 only	 of	 PV	 systems	 but	 of	 renewable
energy	systems	in	general.	Energy	storage	is	very	important	at	both	small	and	large	scales
in	 order	 to	 tackle	 the	 intermittency	 of	 renewable	 energy	 sources.	 In	 the	 case	 of	 PV
systems,	 the	 intermittency	 of	 the	 electricity	 generation	 is	 of	 three	 kinds:	 first,	 diurnal
fluctuations,	 i.e.	 the	 difference	 of	 irradiance	 during	 a	 24	 hour	 period.	 Secondly,
fluctuations	from	one	day	to	another	because	of	changes	of	weather,	especially	changes	in
the	 cloud	 coverage.	 Thirdly,	 the	 seasonal	 fluctuations,	 i.e.	 the	 difference	 of	 irradiance
between	 the	 summer	 and	 winter	 months.	 There	 are	 several	 technological	 options	 for
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realizing	storage	of	energy.	Therefore	it	is	important	to	make	an	optimal	choice.














Batteries	 are	 electrochemical	 devices	 that	 convert	 chemical	 energy	 into	 electrical
energy.	We	 can	 distinguish	 between	 primary	 and	 secondary	 batteries.	 Primary	 batteries
convert	 chemical	 energy	 to	 electrical	 energy	 irreversibly.	For	 example,	 zinc	 carbon	 and
alkaline	batteries	are	primary	batteries.
Secondary	 batteries	 or	 rechargeable	batteries,	 as	 they	 are	more	 commonly	 known,
convert	 chemical	 energy	 to	 electrical	 energy	 reversibly.	 This	 means	 that	 they	 can	 be
recharged	when	an	over	potential	is	used.	In	other	words,	excess	electrical	energy	is	stored
in	 these	 secondary	 batteries	 in	 the	 form	 of	 chemical	 energy.	 Typical	 examples	 of
rechargeable	 batteries	 are	 lead	 acid	 or	 lithium	 ion	 batteries.	 For	 PV	 systems,	 only
secondary	batteries	are	of	interest.
Types	of	batteries
Lead	 acid	 batteries	 are	 the	 oldest	 and	most	 mature	 technology	 available.	 They	 will	 be
discussed	in	detail	later	in	this	section.
Other	 examples	 are	 nickel-metal	 hydride	 (NiMH)	 and	 nickel	 cadmium	 (NiCd)




widely	 banned	 in	 the	 European	 Union	 for	 consumer	 use.	 Additionally,	 NiCd	 batteries
suffer	 from	 what	 is	 called	 the	 memory	 effect:	 the	 batteries	 loose	 their	 usable	 energy
capacity	 if	 they	 are	 repeatedly	 charged	 after	 only	 being	 partially	 discharged.	 These
disadvantages	 make	 NiMH	 and	 NiCd	 batteries	 unsuitable	 candidates	 for	 PV	 storage
systems.
Lithium-ion	 batteries	 (LIBs)	 and	 lithium-ion	 polymer	 batteries,	 which	 are	 often
referred	 to	as	 lithium	polymer	 (LiPo)	batteries,	have	been	heavily	 investigated	 in	 recent
years.	Their	high	energy	density	has	already	made	them	the	favourite	technology	for	light
weight	 storage	 applications,	 for	 example	 in	 mobile	 telephones.	 However,	 these
technologies	still	suffer	from	high	costs	and	low	maturity.
The	last	and	most	recent	category	of	batteries	that	we	will	discuss	in	this	treatise	are
redox	 flow	batteries.	Lead	acid	batteries	and	LIBs,	 the	 two	main	storage	options	 for	PV
systems,	are	similar	in	the	sense	that	their	electrodes	undergo	chemical	conversion	during
charging	and	discharging,	which	makes	 their	electrodes	degenerate	with	 time,	 leading	 to
inevitable	‘ageing’	of	 the	battery.	In	contrast,	 redox	flow	batteries	combine	properties	of
both	 batteries	 and	 fuel	 cells,	 as	 illustrated	 in	 Figure	 19.20.	 Two	 liquids,	 a	 positive
electrolyte	and	a	negative	electrolyte	are	brought	together,	separated	only	by	a	membrane,
which	is	only	permeable	to	protons.	The	cell	can	thus	be	charged	and	discharged	without
the	 reactants	 being	 mixed,	 which	 in	 principle	 prevents	 the	 liquids	 from	 ageing.	 The
chemical	energy	in	a	redox	flow	battery	is	stored	in	its	two	electrolytes,	which	are	stored
in	 two	separate	 tanks.	Since	 it	 is	easy	to	make	the	 tanks	 larger,	 the	maximal	energy	that
can	 be	 stored	 in	 such	 a	 battery	 is	 therefore	 not	 restricted.	 Further,	 the	maximal	 output
power	 can	 easily	 be	 increased	by	 increasing	 the	 area	 of	 the	membrane,	 for	 example	 by
using	more	cells	at	 the	same	time.	The	major	disadvantage	is	 that	such	a	battery	system
requires	 additional	 components	 such	 as	 pumps,	 which	makes	 it	 more	 complicated	 than
other	types	of	batteries.
Figure	19.20:	Schematic	on	a	vanadium	redox	flow	battery	that	employs	vanadium	ions.
Figure	 19.21	 shows	 a	 Ragone	 chart	 comparing	 different	 battery	 technologies.	 In
contrast	 to	Figure	19.19,	 here	 the	 gravimetric	 energy	density	 and	 the	 volumetric	 energy
density	 are	 plotted	 against	 each	 other.	 The	gravimetric	 energy	 density	 is	 the	 amount	 of
energy	stored	per	mass	of	the	battery;	it	typically	is	measured	in	Wh/kg.	The	volumetric
energy	density	is	the	amount	of	energy	stored	per	volume	of	battery;	it	is	given	in	Wh/l.
The	higher	 the	gravimetric	energy	density,	 the	 lighter	 the	battery	can	be.	The	higher	 the
volumetric	energy	density,	the	smaller	the	battery	can	be.
Figure	19.21:	A	Ragone	chart	for	comparing	different	secondary	battery	technologies	with	each	other.
Figure	 19.21	 shows	 that	 lead-acid	 batteries	 have	 both	 the	 lowest	 volumetric	 and
gravimetric	 energy	 densities	 among	 the	 different	 battery	 technologies.	 Lithium-ion
batteries	 show	 ideal	material	properties	 for	use	as	 storage	devices.	Redox	 flow	batteries
are	 very	 promising.	 However,	 both	 LIB	 and	 redox	 flow	 batteries	 are	 still	 in	 the
development	phase	which	makes	these	technologies	still	very	expensive.	Thus,	because	of




methods	of	assembly	are	used.	 In	block	assembly,	 the	 individual	cells	share	 the	housing
and	are	interconnected	internally.	For	example,	to	get	the	typical	battery	voltage	of	12	V,
six	cells	are	connected	 in	series.	As	 the	name	suggests,	 lead-acid	batteries	use	an	acidic
electrolyte,	 namely	 diluted	 sulphuric	 acid	 H2SO4.	 Two	 plates	 of	 opposite	 polarity	 are
inserted	 in	 the	 electrolyte	 solution,	 which	 act	 as	 the	 electrodes.	 The	 electrodes	 contain
grid-shaped	 lead	 carrier	 and	 porous	 active	 material.	 This	 porous	 active	 material	 has	 a
sponge-like	 structure,	 which	 provides	 sufficient	 surface	 area	 for	 the	 electrochemical
reaction.	 The	 active	 mass	 in	 the	 negative	 electrode	 is	 lead	 (Pb),	 while	 in	 the	 positive
electrode	 lead	 dioxide	 (PbO2)	 is	 used.	 In	 the	 figure,	 the	 chemistry	 of	 charging	 and
discharging	the	battery	is	also	shown.
When	 the	 battery	 is	 discharged,	 electrons	 flow	 from	 the	 negative	 to	 the	 positive
electrode	through	an	external	circuit,	causing	a	chemical	reaction	between	the	plates	and
the	 electrolyte.	 This	 forward	 reaction	 also	 depletes	 the	 electrolyte,	 affecting	 its	 state	 of
charge	 (SoC).	When	 a	 source	 with	 a	 voltage	 higher	 than	 the	 actual	 battery	 voltage	 is
connected	 to	 the	 battery,	 the	 reverse	 reaction	 is	 enabled.	 Then,	 the	 flow	 of	 electrons	 is
















Note	 that	 we	 use	 the	 convention	 that	 IBB	 is	 positive	 when	 the	 battery	 is	 charged	 and
negative	when	 it	 is	 discharged.	The	 resulting	 I-V	 characteristics	 of	 the	 battery	 bank	 are














When	 talking	 about	 batteries,	 the	 term	 capacity	 refers	 to	 the	 amount	 of	 charge	 that	 the
battery	can	deliver	at	the	rated	voltage.	The	capacity	is	directly	proportional	to	the	amount








of	 energy	 is	 usually	measured	 in	watt-hours	 (Wh).	 The	 energy	 capacity	 of	 a	 battery	 is




A	brand	new	battery	with	10	Ah	capacity	can	 theoretically	deliver	 a	1	A	current	 for	10
hours	at	 room	 temperature.	Of	course,	 in	practice	 this	 is	 seldom	 the	case	due	 to	 several
factors.	Therefore,	the	C-rate	 is	used,	which	is	a	measure	of	 the	rate	of	discharge	of	 the
battery	 relative	 to	 its	 capacity.	 It	 is	 defined	 as	 the	maximal	 capacity	 that	 can	 be	 drawn
from	the	battery	in	one	hour	divided	by	the	battery	capacity.	For	example,	a	C-rate	of	1	for
a	10	Ah	battery	corresponds	to	a	discharge	current	of	10	A	over	1	hour.	A	C-rate	of	2	for





To	design	PV	systems	 it	 is	very	 important	 to	know	the	efficiency	of	 the	 storage	 system.
Usually	 the	round-trip	efficiency	 is	used,	which	 is	given	as	 the	 ratio	of	 the	 total	 storage
output	to	the	total	storage	input,
































Figure	 19.24	 (a)	 shows	 the	 cycle	 lifetime	 as	 a	 function	 of	 the	 DoD	 for	 different
temperatures.	 Clearly,	 colder	 operating	 temperatures	 mean	 longer	 cycle	 lifetimes.
Furthermore,	 the	cycle	 lifetime	depends	strongly	on	 the	DoD.	The	smaller	 the	DoD,	 the
higher	 the	 cycle	 lifetime.	 So,	 the	 battery	 will	 last	 longer	 if	 the	 average	 DoD	 can	 be
reduced	 during	 the	 lifetime	 of	 the	 battery.	 Also,	 battery	 overheating	 should	 be	 strictly
controlled.	Overheating	can	occur	because	of	overcharging	and	subsequent	over	voltage	of
the	 lead	acid	battery.	To	prevent	 this,	 charge	controllers	are	used	 that	we	address	 in	 the
next	section.
Temperature	effects
While	 the	battery	 lifetime	 is	 increased	at	 lower	 temperatures,	 another	effect	needs	 to	be
considered.	The	temperature	affects	the	battery	capacity	during	regular	use	too.
As	 seen	 from	 Figure	 19.24	 (b),	 the	 lower	 the	 temperature,	 the	 lower	 the	 battery
capacity.	At	higher	temperatures,	the	chemicals	in	the	battery	are	more	active,	leading	to
an	 increased	 battery	 capacity.	At	 high	 temperatures,	 it	 is	 even	 possible	 to	 reach	 above-
rated	 battery	 capacity.	However,	 such	 high	 temperatures	 are	 severely	 detrimental	 to	 the
battery	health.	In	Figure	19.24	(b),	it	can	be	seen	that	the	battery	capacity	increases	when




The	 major	 cause	 of	 ageing	 of	 the	 battery	 is	 sulphation.	 If	 the	 battery	 is	 insufficiently
recharged	 after	 being	 discharged,	 sulphate	 crystals	 start	 to	 grow,	 which	 cannot	 be
completely	 transformed	 back	 into	 lead	 or	 lead	 oxide.	 Thus	 the	 battery	 slowly	 loses	 its
active	material	mass	 and	hence	 its	 discharge	 capacity.	Corrosion	 of	 the	 lead	 grid	 at	 the
electrode	 is	 another	 common	 ageing	 mechanism.	 In	 the	 case	 of	 lead-acid	 batteries,
















in	 tubular	plate	batteries	are	 flat	plates.	The	cycle	 life	of	 this	 type	of	battery	 is
considerably	 longer	 than	 for	batteries	with	 flat	plates	described	above.	For	 real






In	 rod	 plate	 lead	 acid	 batteries	 the	 positive	 plate	 is	made	 up	 of	 rods	with	 the
active	 mass	 between	 them.	 The	 plates	 have	 a	 low	 antimony	 content.	 The
construction	height	of	the	battery	is	fairly	low,	so	there	is	almost	no	stratification
of	 acid.	 This	 battery	 has	 superior	 properties	 for	 PV	 applications,	 but	 is	 rather
expensive.
One	can	also	distinguish	open	(vented)	and	sealed	(maintenance-free)	lead	acid	batteries.
In	order	 to	make	 lead	acid	batteries	maintenance-free,	all	or	part	of	 the	antimony	 in	 the
plates	is	replaced	by	calcium.	A	calcium	alloy	with	a	very	low	antimony	content	(<	1%)
has	 a	 very	 low	 self-discharge	 (approximately	 1%	 per	month	 at	 25	 °C)	 and	 reduces	 the
splitting	of	water	into	oxygen	and	hydrogen.	In	most	maintenance-free	lead	acid	batteries
the	 electrolyte	 is	 contained	 either	 in	 a	 gel	 between	 the	 plates	 or	 in	 a	 micro	 porous
separator.	Oxygen	produced	at	the	positive	plate	can	diffuse	through	the	gel	or	the	micro
porous	separator	and	reach	the	negative	plate,	where	it	reacts	with	hydrogen	to	form	water






voltage	 and	 current	 levels	 in	 order	 to	 ensure	 a	 long	 battery	 lifetime.	 A	 battery	 is	 an
electrochemical	 device	 that	 requires	 a	 small	 over	 potential	 to	 be	 charged.	 However,
batteries	 have	 strict	 voltage	 limits,	 which	 are	 necessary	 for	 their	 optimal	 functioning.
Further	more,	 the	amount	of	current	 sent	 to	 the	battery	by	 the	PV	array	and	 the	current
flowing	through	the	battery	while	being	discharged	have	to	be	within	well	defined	limits
for	proper	 functioning	of	 the	battery.	We	have	seen	before	 that	 lead-acid	batteries	suffer
from	 both	 overcharge	 and	 over	 discharge.	 On	 the	 other	 hand,	 the	 PV	 array	 responds






by	 a	 charge	 controller,	 which	 has	 several	 different	 functionalities,	 depending	 on	 the
manufacturer.	 We	 will	 discuss	 the	 most	 important	 functionalities.	 A	 schematic	 of	 its
location	in	a	PV	system	is	shown	in	Figure	19.25.
Figure	19.25:	Illustrating	the	position	of	the	charge	controller	in	a	generic	PV	system	with	batteries.
When	 the	 sun	 is	 shining	 at	 peak	 hours	 during	 summer,	 the	 generated	 PV	 power
excesses	 the	 load.	 The	 excess	 energy	 is	 sent	 to	 the	 battery.	 When	 the	 battery	 is	 fully
charged	and	 the	PV	array	 is	 still	 connected	 to	 the	battery,	 the	battery	might	overcharge,
which	can	cause	several	problems	like	gas	formation,	capacity	loss	or	overheating.	Here,
the	 charge	 controller	 plays	 a	 vital	 role	 by	 decoupling	 the	 PV	 array	 from	 the	 battery.
Similarly,	 during	 severe	 winter	 days	 at	 low	 irradiance,	 the	 load	 exceeds	 the	 power
generated	by	 the	PV	array,	 such	 that	 the	battery	 is	heavily	discharged.	Over	discharging
the	battery	has	a	detrimental	effect	on	the	cycle	lifetime,	as	discussed	above.	The	charge
controller	 prevents	 the	 battery	 from	being	 over	 discharged	 by	 disconnecting	 the	 battery
from	the	load.
For	optimal	performance,	 the	battery	voltage	has	 to	be	within	 specified	 limits.	The
charge	controller	can	help	maintain	an	allowed	voltage	range	in	order	to	ensure	a	healthy
operation.	 Further,	 the	 PV	 array	 will	 have	 its	 VMPP	 at	 different	 levels,	 based	 on	 the
temperature	 and	 irradiance	 conditions.	 Some	 charge	 controllers	 perform	 an	 appropriate
voltage	regulation	to	ensure	the	battery	operates	in	the	specified	voltage	range,	while	the
PV	array	is	operating	at	the	MPP.















to	 the	 solar	 cells	 heating	up.	Traditionally,	 blocking	diodes	 are	 used	 at	 the	PV	panel	 or
string	level	to	prevent	this	back	discharge	of	the	battery	through	the	PV	array.	However,
this	function	is	also	easily	integrated	into	the	charge	controller.
We	 distinguish	 between	 series	 and	 shunt	 controllers,	 as	 illustrated	 in	 Figure
reffig:comcharge-controller.	 In	 a	 series	 controller,	 overcharging	 is	 prevented	 by
disconnecting	the	PV	array	until	a	particular	voltage	drop	is	detected,	at	which	point	the
array	is	connected	to	the	battery	again.	On	the	other	hand,	in	a	parallel	or	shunt	controller,
overcharging	 is	 prevented	 by	 short-circuiting	 the	 PV	 array.	 This	 means	 that	 the	 PV
modules	work	under	short	circuit	mode,	and	that	no	current	flows	into	the	battery.	These




As	we	 have	 seen	 above,	 temperature	 plays	 a	 crucial	 role	 in	 the	 functioning	 of	 the
battery.	Not	only	does	temperature	affect	the	lifespan	of	the	battery,	but	it	also	changes	its
electrical	 parameters	 significantly.	 Thus,	 modern	 charge	 controllers	 have	 a	 temperature
sensor	 included,	 which	 is	 attached	 to	 the	 battery	 back.	 This	 sensor	 allows	 the	 charge
controller	to	adjust	the	electrical	parameters	of	the	battery,	such	as	the	operating	voltage,










limited.	 This	 conversion	 is	 crucial	 because	 if	 lead	 sulphate	 stays	 too	 long	 in	 the
amorphous	 state	 it	 will	 change	 into	 polycrystalline	 lead	 sulphate	which	 cannot	 then	 be
changed	into	lead	and	lead	oxide.	In	order	to	convert	all	the	amorphous	lead	sulphite	into




the	 course	 of	 a	 day.	 A	 good	 controller	 will	 switch	 off	 the	 array	 current	 once	 a	 certain
voltage	 level	 is	 reached	 and	will	 switch	 the	 array	 on	 again	 at	 a	 slightly	 lower	 voltage.





optimum	 charge	 conditions	 are	 realized.	 In	 controllers	 with	 a	 boost	 charge	 facility,	 the
array	current	is	switched	off	at	a	relatively	high	voltage	once	(a	day)	and	subsequently	the




In	 the	 case	 of	 lead	 acid	 batteries,	 the	 deep	 discharge	 protection	 acts	 on	 the	 battery
voltage,	in	general.	Because	the	battery	terminal	voltage	depends	both	on	the	actual	state
of	charge	and	the	internal	voltage	drop	caused	by	the	battery	current	flowing	through	the
internal	battery	resistance	(see	Section	19.3.2),	 the	controller	needs	 to	act	on	 the	battery















the	 poor	 UV	 stability	 of	 coloured	 cables.	 Polarity	 indication	 is	 done	 by	 the	 use	 of

















Therefore	 it	 is	 very	 important	 to	 check	 the	 standards	 of	 the	 country	 in	 which	 the	 PV
system	is	going	to	be	installed.












clear	 that	 if	 l	 is	doubled,	Rcable	 also	doubles.	 In	 contrast,	 if	A	 doubles,	Rcable	 halves.	The
resistance	is	thus	given	by








Usual	 cross-sections	 for	 cables	 are	1.5	mm2,	 2.5	mm2,	 4	mm2,	 6	mm2,	 10	mm2,	 16
mm2,	25	mm2,	35	mm2,	etc.	For	series-connected	strings	of	PV	modules,	4	mm2	cables	are




















Consider	 an	 ideal	 solar	 cell,	 with	 open-circuit	 voltage	Voc,	 short	 circuit	 current	 Isc,	 maximum	 power	 point




























is	 just	about	 to	 take	a	coarse	step	by	 increasing	 the	voltage.	 If	 the	 irradiance	and	 temperature	conditions	are



























































































back	 to	 the	 Netherlands,	 they	 started	 looking	 at	 improving	 their	 car.	 For	 electricity	 storage,	 they	 needed	 a

























The	cable	material	 is	 copper	with	a	 conductivity	of	59.6	S	m	mm−2.	Assume	 that	 the	 solar	modules	have	 a
maximum	power	of	100	Wp.
How	much	power	is	lost	as	heat	in	the	cables?




































In	 this	 chapter,	 we	 will	 combine	 the	 knowledge	 gained	 so	 far	 in	 order	 to	 design
complete	PV	systems.	We	can	design	PV	systems	at	different	levels	of	complexity.	For	a
first	approximation,	the	performances	of	the	PV	modules	and	the	other	components	(like
the	 inverter)	 at	 standard	 test	 conditions	 (STC)	 and	 the	 number	 of	 equivalent	 sun	hours
(ESH)	 at	 the	 location	 of	 the	 PV	 system	 are	 sufficient.	 The	 concept	 of	 STC	 (AM1.5
illumination	with	 a	 total	 irradiance	of	1,000	W/m2	 and	 a	module	 temperature	of	25	 °C)
was	already	introduced	in	Chapter	9;	the	notion	of	ESH	will	be	discussed	below.	In	a	more
detailed	 approach,	 performance	 changes	 of	 the	 different	 components	 due	 to	 changing
irradiance	 and	 weather	 conditions	 are	 taken	 into	 account.	 Since	 these	 performance
changes	can	be	quite	high,	they	can	alter	the	optimal	system	design	considerably.
There	 are	 two	main	 paradigms	 for	 designing	 PV	 systems.	 First,	 the	 system	 can	 be




































requirements	of	 loads	 in	 terms	of	 current	 and	average	operational	 time	 in	 ampere-hours
(Ah).	 In	 the	 case	 of	 DC	 loads	 the	 daily	 energy	 (Wh)	 requirement	 is	 calculated	 by











In	 the	 case	 of	 AC	 loads,	 the	 energy	 use	 has	 to	 be	 expressed	 as	 a	 DC	 energy
requirement	since	PV	modules	generate	DC	electricity.	The	DC	equivalent	of	the	energy
use	of	an	AC	load	is	determined	by	dividing	the	AC	load	energy	use	by	the	efficiency	of
the	 inverter,	which	 can	be	 assumed	 to	 be	95%	 for	 a	 good	 inverter.	By	dividing	 the	DC
energy	requirement	by	the	nominal	PV	system	voltage,	the	Ah	is	determined.
Example









Some	 components	 of	 the	 PV	 system,	 such	 as	 charge	 regulators	 and	 batteries,	 require
energy	to	perform	their	functions.	We	denote	the	use	of	energy	by	the	system	components
as	 system	 energy	 losses.	 Therefore,	 the	 total	 energy	 requirements	 of	 loads,	which	were







conditions,	 seasonal	 changes,	 and	 installation	 of	 modules.	 As	 we	 already	 discussed	 in
Chapter	 18,	 PV	 modules	 should	 be	 installed	 under	 the	 optimal	 tilt	 angle	 in	 order	 to
achieve	best	 year-round	performance.	However,	 if	 the	PV	 system	 is	 only	 used	during	 a
specific	 period,	 the	 tilt	 angle	 needs	 to	 be	 optimized	 for	 that	 specific	 period.	 In	 fact	 the
power	 output	 during	 winter	 is	 much	 less	 than	 the	 annual	 average,	 and	 in	 the	 summer
months	the	power	output	will	be	above	the	average.	Figure	20.2	shows	the	average	global
horizontal	 irradiance	 of	 the	 world	 in	 kWh/m2/day,	 which	 is	 equivalent	 to	 the	 daily





AM1.5	spectrum,	which	 is	normalized	such	 that	 it	has	a	 total	 irradiance	of	1,000	W/m2.
Hence	1	equivalent	 sun	means	a	 solar	 irradiance	of	1,000	W/m2.	When	solar	 irradiation
data	 are	 available	 for	 a	 particular	 location,	 the	 equivalent	 sun	hours	 can	be	determined.
Figure	20.3	shows	 the	annual	 irradiation	for	 the	Netherlands	at	an	optimally	 tilted	plane
with	a	tilt	of	36°.	For	example,	in	Delft	(Netherlands)	the	average	annual	solar	irradiation
at	a	horizontal	plane	is	999	kWh/m2	[158].	For	optimally	tilted	modules	the	annual	solar
irradiation	 is	 a	 bit	 higher	 with	 1,146	 kWh/m2	 [158].	 With	 the	 value	 from	 the	 AM1.5
spectrum,	 we	 hence	 find	 999	 equivalent	 sun	 hours	 at	 a	 horizontal	 plane	 and	 1,146














In	 the	 optimum	 arrangement	 of	 modules,	 the	 required	 total	 solar	 array	 current	 (as




The	 output	 voltage	 of	 PV	 modules	 should	 fit	 the	 battery	 voltage	 for	 optimal
operation.	If	the	modules	are	based	on	crystalline	silicon	technology,	they	usually	contain
36	or	72	cells	connected	 in	series	 for	systems	based	on	12	V	or	24	V,	 respectively.	The
open	circuit	voltage	(Voc)	of	the	cells	used	for	the	module	is	typically	0.6	V,	therefore,	the
open	circuit	voltage	of	the	module	is	21.6	V	or	43.2	V,	respectively.	As	we	have	seen	in
Section	19.1,	 the	optimal	operation	voltage	of	a	solar	cell	 is	at	around	70%–80%	of	 the
Voc,	hence	16.2	V	or	32.4	V	for	modules	with	36	and	72	cells,	respectively.	These	voltages
are	 very	 well	 suited	 for	 charging	 batteries	 with	 a	 nominal	 voltage	 of	 12	 V	 or	 24	 V,
respectively.
The	required	number	of	modules	in	parallel	is	calculated	by	dividing	the	total	current






The	 required	 total	 current	 generated	 by	 the	 solar	 array	 is	 15.2A.	We	have	 Kyocera	 KD140	modules	 with	 a
nominal	power	of	140	W	available,	which	consist	of	36	cells	connected	in	series.	At	the	maximum	power	point,
these	modules	have	a	voltage	of	VMPP	=	17.7	V	and	a	current	of	IMPP	=	7.9	A.	The	number	of	modules	in	parallel




Batteries	 are	 a	major	 component	 of	 stand-alone	PV	 systems.	The	batteries	 provide	 load
operations	 at	 night	 or	 in	 combination	 with	 the	 PV	 modules	 during	 periods	 of	 limited
sunlight.	For	 a	 safe	operation	of	 the	PV	 system	one	has	 to	 anticipate	periods	of	 cloudy
weather	and	plan	a	reserve	energy	capacity	stored	in	the	batteries.	Because	of	this	reserve,
the	PV	system	is	not	dependent	on	energy	generated	by	PV	modules	for	a	certain	period	of
time,	 called	days	 of	 autonomy.	 The	 required	 days	 of	 autonomy	 depend	 on	 the	 type	 of
loads.	 For	 critical	 loads	 such	 as	 components	 for	 telecommunications	 systems	 the
autonomy	can	be	ten	days	or	more,	for	residential	use	it	is	usually	five	days	or	less.	This
depends	also	on	the	weather	at	the	PV	system	location.




that	 the	 battery	 is	 discharged	maximally	 by	 80%.	 If	 this	 value	 is	 decreased,	 the	 battery
























can	 have.	 (a)	 A	 simple	 load	 draws	 a	 constant	 amount	 of	 power	 for	 a	 certain	 time.	 (b)





Analyzing	 load	 profiles	 can	 be	 performed	 with	 increasing	 complexity	 and	 hence
accuracy.	The	simplest	method	is	to	determine	the	loads	on	a	24-hour	basis.	To	do	this,	an
arbitrary	day	can	be	 taken	and	 the	 electricity	 consumption	monitored.	However,	 several
loads	do	not	fit	in	such	a	scheme.	We	gave	a	number	of	examples	of	this	in	Section	20.1.
For	example,	washing	machines	and	dishwashers	do	not	fit	in	a	24-hour	scheme	because
they	 are	 not	 used	 every	 day.	 Additionally,	 several	 loads	 are	 seasonal	 in	 nature,	 for
















introduce	simple	models	 to	estimate	 the	solar	cell	 temperature	TM.
2	Then	we	discuss	 the
effect	 of	 temperature	 and	 irradiance	 GM	 on	 the	 PV	 module	 performance.	 Finally,	 we


















Equation	 (20.2)	 only	 takes	 the	 ambient	 temperature	 into	 account	 but	 neglects





configuration.	 The	 evaluation	 of	 how	 the	 INOCT	 varies	 with	 the	 module	 mounting







	 W	(cm) X	(°C)		 	
	 2.54 11		 	
	 7.62 2		 	
	 15.24 −	1		 	
20.3.2
As	both	the	NOCT	model	and	the	INOCT	approach	do	not	take	the	wind	speed	into























An	 increased	 solar	 cell	 temperature	 leads	 to	 a	 shift	 in	 the	 I-V	 curve	 as	 shown	 in






and	 in	 the	following	discussion	use	current	densities	J	 instead	of	currents	 I.	Next	 to	 the






was	 replaced	 by	 γ	 to	 account	 for	 possible	 other	 material-dependent	 temperature
dependencies.	Hence,	we	find	for	the	saturation	current	density
with	B	:=	BJ	Bi.	Substituting	Eq.	(20.12)	into	Eq.	(20.9)	yields











Intuitively,	 the	 power	 output	 of	 a	 solar	 cell	 decreases	 considerably	 with	 decreasing






maximum	variation	of	 the	FF	 for	 irradiance	values	between	1	and	1,000	W/m2	 is	about
2%	 for	 CdTe,	 5%	 for	 a-Si:H,	 22%	 for	 poly	 crystalline	 silicon,	 and	 23%	 for	 mono
crystalline	silicon	[166].
The	short	circuit	current	of	a	PV	module	is	directly	proportional	to	the	irradiance,




Equation	 (20.20)	 implies	 that	 the	 PV	 module	 efficiency	 varies	 linearly	 with	 the
irradiance	[166],	provided	that	a	and	b	are	constants.	Strictly	speaking,	Eqs.	(20.19a)	and
(20.19b)	are	only	valid	for	solar	cells,	which	can	be	described	with	a	single	diode	model
with	 a	 diode	 quality	 factor	 n	 equal	 to	 1,	 and	 where	 series	 resistance	 effects	 can	 be
neglected.	In	the	case	of	solar	cells	like	crystalline	silicon	solar	cells,	with	n	≈	1.5	and	a

















the	 fluid-dynamic	 (FD)	model	 presented	 in	 Appendix	G.	 In	 contrast	 to	 Section	 20.3.1,
where	TM	 denotes	 the	 cell	 temperature	 within	 a	 PV	 module,	 in	 the	 FD	 model	 the	 PV
module	is	assumed	to	be	one	block	with	a	uniform	temperature	TM.
Figure	 20.8	 shows	 the	 effect	 of	 changing	 irradiance	 on	 the	 PV	module	 efficiency.
Two	 curves	 are	 shown:	 first,	 a	 curve	 where	 the	 efficiency	 η(25°C,	GM)	 is	 shown	 for
varying	irradiance	while	the	module	temperature	is	assumed	to	be	constant	at	TM	=	25°C.
Secondly,	the	efficiency	η(TM,	GM)	for	varying	irradiance,	where	changes	in	TM	due	to	the




















In	 this	 section	 we	 learn	 how	 to	 design	 a	 PV	 system,	 based	 on	 the	 energy	 balance
paradigm.	This	means	 that	we	design	 the	system	such	 that	 the	generated	energy	and	 the
consumed	 energy	match	 over	 the	 year.	 A	 visual	 interactive	 tool	 for	 designing	 different
sorts	of	gridconnected	PV	systems	in	the	Netherlands	can	be	found	at	the	Dutch	PV	Portal

















the	cable	 losses)	 stay	 low.	Many	modern	string	 inverters	have	 two	or	more	 independent
string	inputs,	each	having	its	own	maximum	power	point	tracker.	This	can	be	important	if
20.4.1
the	 installation	 contains	 two	 or	 more	 areas	 with	 different	 shading	 and	 irradiance,	 for




voltage.	The	maximum	voltage	 the	PV	array	 can	generate	 is	 the	maximum	open	 circuit
voltage	 of	 the	 array,	 occurring	when	 the	 inverter	 is	 not	 operating.	 The	maximum	 open
circuit	 voltage	 is	 determined	 by	 the	 number	 of	modules	 in	 series	NS	 and	 the	maximum
open-circuit	 voltage	 of	 an	 individual	 module.	 Because	 of	 the	 negative	 value	 of	 the
temperature	coefficient,	the	maximum	open	circuit	voltage	occurs	in	the	coldest	period	of
the	 year.	 There	 is	 also	 a	 minimum	 value	 for	 NS.	 Each	 inverter	 has	 an	 input	 voltage
window,	where	the	maximum	power	point	tracker	operates.	If	the	array	maximum	power
point	voltage	falls	below	this	voltage	window,	the	maximum	power	point	tracker	does	not





Further,	 the	nominal	DC	power	of	 the	 inverter	should	be	approximately	equal	 to	 the	PV
power	at	STC,
In	practice,	the	nominal	DC	power	of	the	inverter	is	selected	slightly	below	the	PV	power
at	 STC,	 up	 to	 10%,	 depending	 on	 the	 climate	 zone,	 because	 of	 the	 different	 irradiance
distributions.	Also,	for	PDC0	<	5	kWp,	single-phase	 inverters	are	used	while	for	PDC0	>	5
three-phase	inverters	are	advised.




maximum	power	 point	 tracking	 (MPPT),	 and	 secondly,	 the	 actual	 inverter	 function,	 i.e.
converting	 the	 incoming	direct	 current	 (DC)	 to	 alternating	 current	 (AC)	 that	 can	be	 fed
into	the	electricity	grid.
In	order	not	to	waste	electricity	produced	by	the	PV	array,	an	inverter	should	always











system	 performance	 in	 high	 insolation	 regions	 such	 as	 in	 the	 southwest	 of	 the	 United
States	[169].	They	are	given	by:
where	ηx%	 denotes	 the	 efficiency	 at	x%	of	 nominal	 power	 of	 the	 inverter.	Note	 that	 the
CEC	efficiency	contains	a	75%	value	that	is	not	present	in	the	European	efficiency.
Even	though	the	weighted	efficiencies	represent	a	more	accurate	approximation	of	the













test	 measurements	 were	 taken	 during	 a	 period	 of	 13	 days	 with	 changing	 weather
conditions.	While	the	relationship	between	the	AC	and	DC	power	appears	to	be	linear	at
first,	a	closer	look	at	the	graph	reveals	that	this	is	not	entirely	the	case,	as	shown	in	Figure
20.11.	 The	 power	 consumption	 of	 the	 inverter	 itself,	 together	 with	 the	 electrical
characteristics	of	 the	switching	modes	and	circuits	at	different	power	 levels,	 results	 in	a
degree	of	non-linearity	between	AC	and	DC	power	at	a	given	DC	voltage	level.	Assuming










phenomenon.	 The	 differences	 between	 the	 different	 inverter	 types	 can	 partially	 be
explained	 by	 the	 different	 types	 of	 switches	 used.	 Figure	 20.12	 shows	 the	 voltage-






























DC	 voltage	 level	 at	 which	 the	 AC	 power	 rating	 is	 achieved	 at	 the	 reference
operating	condition,	(V).
DC	power	required	 to	start	 the	 inversion	process,	or	self-consumption	by	 inverter,
strongly	influences	inverter	efficiency	at	low	power	levels,	(W).
Parameter	defining	the	curvature	(parabolic)	of	the	relationship	between	AC	power





Self	 consumption	 of	 the	 inverter.	 This	 value	 corresponds	 to	 the	 DC	 power
required	to	start	the	inversion	process.




parameters.	An	 initial	estimate	can	be	made	using	 the	 little	 information	provided	by	 the
manufacturer.	 Using	 all	 the	 required	 parameters	 will	 provide	 a	 model	 with	 an	 error	 of
approximately	0.1%	between	the	modelled	and	measured	inverter	efficiency	[172].
All	 the	parameters	 required	for	handling	Eq.	 (20.39)	are	given	 in	 the	SNL	database
where	a	 full	 list	of	a	wide	 range	of	 inverters	with	nominal	powers	 from	200	W	up	 to	1
MW	 is	 given	 [171].	 This	model	 therefore	 uses	 the	 instantaneous	 value	 of	 PDC	 and	VDC
produced	by	the	entire	PV	array	to	evaluate	the	AC	power	output	and	inverter	efficiency.
Maximum	power	point	tracker	and	additional	losses








losses	 caused	 by	mismatch	 between	modules	 (−1.5%),	 ohmic	 cable	 losses	 (−0.5%)	 and
soiling	(−1%)	[167],	if	the	cable	losses	are	not	determined	as	described	in	Section	19.5.
Performance	analysis










































perpendicular	 incidence	 whereas	 the	 modules	 are	 illuminated	 by	 the	 whole
hemisphere	 under	 operational	 conditions.	 For	 crystalline	 silicon	 solar	modules
the	 spectral	mismatch	 losses	with	 respect	 to	 the	AM1.5	 spectrum	are	 small	 (at
most	1%	on	an	annual	basis).
The	 module	 temperature	 losses	 occur	 because	 the	 actual	 cell	 temperature	 is
deviating	 from	 the	 25	 °C	 cell	 temperature	 at	 STC	 (see	 Section	 20.3.2).	 The
temperature	loss	given	in	Table	20.3	 is	for	a	roof-integrated	system	in	Delft.	 In
the	 case	 of	 a	 freestanding	 array	 in	Delft	 the	 temperature	 loss	would	 be	 2-3%,
whereas	in	southern	Europe	about	6-7%.






STC,	because	of	 the	 irradiance	distribution	over	 the	various	 irradiance	 classes.













The	 sizing	 of	 the	PV	array	 and	 the	 storage	 component,	 usually	 a	battery	bank,	 are
interrelated.	Here,	 two	 parameters	 arise.	 First,	Efail,	which	 is	 the	 energy	 required	 by	 the
electric	 load	 that	cannot	be	delivered	by	 the	PV	system,	 for	example	 if	 the	batteries	are












Figure	20.13	 (a)	 shows	 a	 schematic	 of	 an	 stand	 alone	 system	with	 all	 the	 required
components,	 i.e.	 the	 PV	 array,	 a	 maximum	 power	 point	 tracker	 (MPPT),	 a	 charge
controller	 (CC),	 a	 discharge	 controller	 (DC),	 a	 battery	 bank	 (BB),	 an	 inverter,	 and	 the
load.	The	CC	prevents	 the	BB	from	being	overcharged	by	the	PV	system,	while	 the	DC
prevents	 the	 battery	 from	 being	 discharged	 below	 the	 minimal	 allowed	 SoC.	 In	 the
simplest	case,	the	(dis)connect	the	PV	system	and	load	are	disconnected	from	the	battery
by	switches.	For	optimal	charging,	however,	a	CC	with	pulse	width	modulation	(PWM)	is
often	 used.	Not	 all	 stand	 alone	 systems	 contain	 an	MPPT,	 thus	 it	 is	 represented	with	 a
dashed	 line.	However,	 if	an	MPPT	 is	present	 it	 is	usually	delivered	 in	one	unit	 together
with	 the	 CC.	 Usually,	 the	 DC	 and	 inverter	 are	 combined	 in	 one	 battery	 inverter	 unit.
Especially	in	larger	systems,	the	inverter	currents	may	become	very	large.	For	example,	if
a	2,400	W	load	 is	present	 for	a	short	 time,	 this	means	100	A	on	 the	DC	side	 in	a	24	V







source.	 It	 is	 thus	 very	 important	 to	 understand	how	 the	 battery	 bank	will	 act	 in	 the	PV
system.	When	we	want	 to	understand	how	a	battery	works	we	have	 to	 consider	 the	 net
effect	of	all	the	components	that	try	to	charge	or	discharge	the	battery.	In	Figure	20.13	(a)





where	Ri	 is	 the	 internal	 resistance	of	 the	battery.	Remember	 that	we	use	 the	 convention
that	IBB	is	positive	when	the	battery	is	charged	and	negative	when	it	is	discharged.















Let	us	now	take	a	short	 look	at	 this	solution.	 If	 the	battery	 is	charged,	ICC	 is	higher

















	 Latitude	(°) Recommended	dA 	
	 0-30 5-6 	
	 20-50 10-12 	










the	 appliances.	 It	 may	 be	 more	 beneficial	 to	 choose	 a	 system	 design	 such	 that	 not	 all
appliances	can	be	used	at	the	same	time.	The	final	decision	of	course	is	up	to	the	designer
of	 the	 system.	 As	 for	 grid-connected	 systems,	 the	 inverter	 must	 fulfil	 several
requirements:	first,	its	maximally	allowed	power	output	must	exceed	the	maximal	power
required	by	the	appliances,









From	 that	 we	 can	 also	 determine	 the	 number	 of	 batteries	 that	 must	 be	 connected	 in
parallel,










To	minimise	 losses,	 the	MPP	 voltage	 of	 the	 PV	 array	 and	 the	 nominal	 voltages	 of	 the
inverter	and	 the	battery	pack	should	be	approximately	equal,	otherwise	 the	 losses	of	 the
DC-DC	converter	that	is	included	in	the	MPPT-CC	unit	will	be	higher.	The	number	of	PV
modules	that	are	connected	in	series	in	the	PV	array	is	given	by





As	 for	 grid-connected	 systems,	 a	 performance	 analysis	 should	 be	 done	 to	 evaluate	 the





























































































































20.7.	Assume	 that	 the	 heat	 transfer	 coefficients	 at	 the	 back	 and	 top	of	 the	modules	 are	 the	 same.	Top	glass
emissivity	is	0.84	and	bottom	surface	emissivity	is	0.893.	Reflectivity	of	the	module	is	0.1	while	the	Prandtl
number	for	air	is	0.71.	The	initial	module	temperature	may	be	taken	as	20	°C.
















































We	will	start	 this	discussion	with	the	definition	of	the	payback	time,	which	 in	 finance	 is













The	 payback	 time	 is	 strongly	 influenced	 by	 the	 annual	 solar	 radiation	 on	 the	 PV
system.	As	we	have	 seen	 in	Chapter	18,	 this	 is	 dependent	 on	 the	 orientation	 of	 the	PV
modules	and	 the	 location	of	 the	PV	systems.	 In	general	we	can	 say	 that	 the	 sunnier	 the





In	 practice,	 more	 factors	 must	 be	 taken	 into	 account	 than	 in	 the	 simple	 example
above.	These	will	increase	the	complexity	of	calculating	the	payback	time.	For	instance,	if
we	 are	 considering	 a	 significant	 period	 of	 time,	 the	 changing	 value	 of	 money	 due	 to
inflation	 also	 has	 to	 be	 taken	 into	 account.	 For	 example	 €1,000,	 today,	 will	 have	 a
different	 purchasing	 power	 than	 in	 ten	 years’	 time.	 Another	 factor	 that	 should	 be
considered	 are	 policies	 regarding	 renewable	 energy.	 For	 example,	 subsidies	 and	 feed-in
tariffs	can	affect	the	initial	investments	and	savings.
Compensation	schemes
There	 are	 different	 schemes	 to	 compensate	 owners	 of	 PV	 systems	 for	 electricity	 they
deliver	 into	 the	 grid.	We	will	 discuss	 two	 schemes,	 net	metering	 and	 feed-in	 tariffs.	 In
households	with	PV	systems	installed,	the	electricity	consumer	also	becomes	an	electricity
producer,	who	wants	 to	sell	excess	electricity	 to	 the	grid.	Hence	 the	consumer	 is	 turned
into	a	producer/consumer	of	electricity,	or	a	prosumer.
Net	metering
Old-fashioned	analogue	electricity	meters	can	operate	 in	both	directions.	 If	electricity	 is
consumed	from	the	electricity	grid,	 the	electricity	counter	 increases.	However,	when	 the
PV	system	produces	more	than	is	actually	consumed	in	the	house,	electricity	is	delivered
to	 the	 grid.	 In	 this	 case,	 the	 electricity	 counter	 decreases.	 In	 the	 end,	 only	 the	 net
electricity	consumption	must	be	paid,	 for,	 the	energy	consumed	from	the	grid	minus	 the
energy	delivered	to	 the	grid.	Such	a	system	is	 interesting	for	consumers,	 if	 the	 levelized
cost	of	electricity	(see	below)	of	the	PV	system	is	lower	than	the	price	paid	for	electricity
from	the	grid.
Nowadays,	smart	 digital	 electricity	meters	 are	often	used.	These	meters	distinguish
between	 electricity	 consumed	 from	 the	 grid	 and	 electricity	 delivered	 to	 the	 grid.	 This
system	allows	not	only	allows	the	amount	of	electricity	delivered	to	the	grid	from	the	PV
system	 to	be	monitored,	but	 it	 also	 allows	 the	grid	utility	 to	 adapt	 its	 tariff	 system.	For








gross	 and	 net.	 In	 the	 system	 of	gross	 feed-in	 tariffs,	 all	 the	 electricity	 produced	 by	 the
system	 is	 sold	 to	 the	 grid	 utility	 and	 all	 the	 electricity	 consumed	 by	 the	 household	 is
bought	from	the	grid.	In	contrast,	for	net	 feed-in	 tariffs	 the	actual	power	consumption	is




(slightly)	 below	 the	 electricity	 price,	 self	 consumption	 can	 be	 stimulated,	 as	 discussed
below.
Self	consumption
Self	 consumption	 is	 an	 important	 aspect	 of	 PV	 systems.	 It	 is	 defined	 by	 the	 European
Photovoltaic	Industry	Association	as	the	possibility	for	any	kind	of	electricity	consumer	to
connect	a	PV	system,	with	a	capacity	corresponding	to	their	consumption,	to	their	system
for	on-site	consumption,	while	 receiving	 for	non-consumed	electricity	 [135].	 In	 practice
this	refers	to	policies	that	allow	a	consumer	to	install	a	PV	system	without	being	charged	a
premium	for	connection	to	the	grid.
As	 PV	 systems	 are	 penetrating	 the	 electricity	 grid	 power	 more	 and	 more,	 certain
issues	start	to	arise.	Figure	21.1	shows	how	a	household	with	a	PV	system	interacts	with
the	grid.	Because	of	 the	unpredictable	nature	of	PV	electricity	generation,	 the	peaks	and
troughs	 on	 this	 system	 will	 be	 very	 difficult	 for	 utility	 companies	 that	 manage	 the
electricity	grids	to	predict.	The	grid	injection	levels	may	exceed	the	current	demand	of	a








to	 limit	 the	PV	system	size	 to	make	sure	 that	 the	peak	power	produced	 is	always	 lower
than	 the	 peak	 power	 consumed.	 This,	 of	 course,	 would	 limit	 the	 PV	 capacity	 of	 an
individual	 or	 a	 community.	Other	 techniques	 include	using	 storage	 in	 various	ways,	 for
example	batteries.	This	way,	 the	orange	part	of	 the	curve	 in	Figure	21.1	will	be	used	 to
charge	the	battery,	which	will	be	discharged	in	the	‘grid	consumption’	area.
Different	 policies	 can	 be	 introduced	 to	 encourage	 direct	 consumption.	 Pure	 net
metering,	which	treats	a	prosumer	equally	in	consumption	and	production	does	nothing	to
encourage	self-consumption	as	it	simply	pays	the	prosumer	retail	costs	of	energy	back	to









Another	 very	 important	 concept	 is	 the	 levelized	 cost	 of	 electricity	 (LCoE),	 which	 is










course,	 for	 PV	Ft	≡	 0.	 Further,	Et	 is	 the	 electricity	 yield	 in	 the	 year	 t.	 Finally,	 r	 is	 the
discount	 rate	which	 is	 a	 factor	used	 to	discount	 future	 costs	 and	 translate	 them	 into	 the
present	value.
Figure	21.2	shows	the	estimated	LCoE	for	different	methods	of	electricity	generation
that	 enter	 service	 in	2019.	The	values	 are	national	 averages	 for	 the	US	We	 see	 that	 the
LCoE	of	wind	energy	is	lowest,	it	is	even	below	the	LCoE	of	fossil	fuel	and	nuclear	based





LCoE	for	PV	can	vary	a	 lot	between	different	projects.	Additionally,	 the	discount	 rate	r
used	for	the	calculation	will	strongly	influence	the	LCoE.
For	 the	 electricity	 supplier,	 the	 LCoE	 is	 a	 valuable	 indicator	 of	 the	 cost
competitiveness	of	a	certain	energy	technology.	It	is	also	a	good	indicator	for	determining
the	 electricity	 price:	 to	 make	 a	 profit	 this	 price	 must	 be	 above	 the	 LCoE.	 Surely,	 the
21.1.5
supplier	cannot	determine	 the	electricity	price	 independently,	as	 it	 is	strongly	 influenced
by	policy	factors	such	as	feed-in	tariffs,	subsidies	and	other	incentives.
Grid	and	socket	parity
It	 is	 very	 important	 to	 investigate	whether	 electricity	 generated	with	 PV	 is	 competitive
when	compared	to	electricity	generated	by	other	means.	For	this	purpose,	the	concepts	of
grid	parity	and	socket	parity	are	used.	We	want	to	warn	the	reader	that	many	authors	use
these	 two	 concepts	 interchangeably.	However,	 only	 a	 clear	 distinction	 between	 the	 two
concepts	 allows	 a	 well	 grounded	 judgement	 of	 the	 economic	 viability	 of	 PV-generated
electricity.
The	owners	of	large-scale	PV	power	plants	have	to	compare	the	LCoE	of	their	system
to	 the	 cost	 of	 electricity	 production	 of	 other	 sources,	 ignoring	 subsidies	 and	 other
incentives.	 The	 point	 at	 which	 the	 cost	 of	 PV	 electricity	 is	 equal	 to	 the	 cost	 of	 other
electricity	 generation	 technologies	 is	 called	grid	parity.	 Of	 course,	 if	 the	 PV	 electricity
price	is	below	the	grid	price,	the	situation	becomes	even	better,
In	 principle,	 the	 concept	 of	 grid	 parity	 can	 be	 generalized	 to	 the	 other	 renewable
technologies	as	well.	However,	 there	 is	one	significant	difference	between	PV	and	other
renewable	 technologies	 such	 as	 wind	 and	 hydro-electricity.	 Wind	 and	 hydro-electricity






Distinguishing	 between	 grid	 parity	 and	 socket	 parity	 is	 useful	 in	 order	 to	 avoid
confusion	with	 the	 cost	 of	 energy	 production.	 Since	 residential	 costs	 are	 always	 higher
than	 production	 costs,	 an	 area	 will	 reach	 socket	 parity	 before	 reaching	 grid	 parity,	 as
illustrated	in	Figure	21.3.	The	graph	shows	the	volume	of	installed	PV	systems	versus	the
price	of	PV	electricity.	The	 installed	volume	can	be	directly	correlated	with	 time,	as	 the
past	 decade	 has	 seen	 the	 implemented	 PV	 volume	 rise	 tremendously.	 As	 capital	 costs
decline	 with	 increasing	 volumes,	 the	 price	 of	 PV-generated	 electricity	 is	 expected	 to







To	 conclude,	 grid	 parity	 and	 socket	 parity	 are	 very	 useful	 concepts	 to	 indicate	 the
feasibility	of	a	renewable	energy	technology.	The	closer	a	technology	is	to	grid	parity,	the
easier	 it	can	be	 integrated	 into	 the	electricity	mix.	With	 the	advancements	 in	 technology











generated	with	PV	instead	of	combusting	fossile	 fuels.	A	more	analytical	approach	 is	 to
look	at	the	total	energy	required	to	produce	either	the	PV	modules	or	all	the	components
of	 a	 PV	 system.	 As	 production	 processes	 vary	 considerably	 for	 the	 different	 PV
technologies,	 the	energy	consumption	for	producing	1	kWp	also	varies	considerably.	If	a
complete	lifecycle	assessment	(LCA)	is	performed,	the	energy	and	carbon	footprints	of	the





We	 now	 are	 going	 to	 introduce	 several	 indicators	 that	 are	 used	 to	 judge	 the	 different
ecological	aspects.	The	energy	yield	ratio	is	defined	as	the	ratio	of	the	total	energy	yield	of
a	PV	module	or	system	throughout	its	lifetime	to	all	the	energy	that	has	to	be	invested	in
the	 PV	 system	 in	 that	 time.	 This	 invested	 energy	 not	 only	 contains	 the	 energy	 for
producing	the	components,	transporting	them	to	the	location	and	installing	them,	but	also
the	energy	that	is	required	to	recycle	the	different	components	at	the	end	of	their	lifecycle.
As	 the	 energy	 required	 for	 producing	 a	 PV	 system	 depends	 strongly	 on	 the	 PV
technology	and	also	on	 the	quality	of	 the	panels,	 the	energy	yield	 ratio	 for	 the	different
technologies	varies	a	lot.	While	the	energy	yield	ratio	for	PV	modules	can	be	as	large	as
10	 to	 15,	 PV	 systems	 usually	 have	 a	 lower	 ratio	 because	 of	 the	 energy	 invested	 in	 the
components	other	than	the	modules.
Energy	payback	time






depends	 on	 location	 issues	 such	 as	 the	 orientation	 of	 the	 PV	 array	 as	well	 as	 the	 solar
irradiance	throughout	the	year.
Figure	21.4	 shows	 the	 specific	 primary	 energy	 required	 for	 producing	PV	modules
with	different	technologies,	where	the	term	specific	refers	to	the	energy	required	per	kWp
of	produced	modules.	As	we	can	see,	the	differences	between	the	technologies	are	large.
The	 specific	 energy	 required	 for	 producing	 thin-film	 modules	 from	 materials	 such	 as
amorphous	 silicon,	 cadmium	 telluride	 and	CIGS	 is	 significantly	 below	 that	 of	modules
made	 from	 polycrystalline	 and	 monocrystalline	 silicon,	 where	 the	 specific	 energy	 can




For	 a	 PV	 system	 it	 is	 more	 difficult	 to	 allocate	 the	 energy	 that	 was	 used	 for	 its
production,	as	all	the	components	constituting	the	balance	of	system	have	to	be	taken	into
account.	 For	 example,	 for	 components	 like	 batteries	 and	 inverters	 the	 technologies	 and




crystalline	 silicon	modules	 are	 compared.	As	 expected,	we	 see	 that	 the	 energy	 payback
time	in	regions	with	high	solar	irradiance	is	significantly	shorter	than	in	regions	with	low
irradiance.	While	 a-Si:H-based	modules	 have	 a	 shorter	 energy	 payback	 time	 than	 c-Si-
based	modules,	 the	 energy	 payback	 time	 for	 the	module	 frame	 and	 the	BOS	 of	 a-Si:H
based	 systems	 can	 be	 significantly	 higher	 than	 that	 of	 c-Si-based	 systems.	 This	 can	 be
explained	with	the	lower	efficiency	of	a-Si:H	that	increases	the	required	framing	material
per	Wp.







No	matter	which	 PV	 technology	 is	 chosen,	 the	 energy	 payback	 time	 is	 always	 far
below	the	expected	system	lifetime,	which	usually	is	between	25	and	30	years.	For	the	PV
systems	discussed	in	Figure	21.5,	 the	energy	yield	ratio	 is	between	four	and	 ten.	Hence,
the	energy	invested	in	the	PV	system	is	paid	back	several	times	throughout	the	lifecycle	of









The	 last	 environmental	 issue	 that	 we	 want	 to	 mention	 is	 pollution	 caused	 by	 the
production	 of	 PV	 modules.	 As	 many	 (sometimes	 toxic)	 chemicals	 are	 required	 for
producing	PV	modules,	this	can	be	a	serious	threat	to	the	environment.	Therefore	it	is	very













If	a	PV	system	of	270Wp	 is	 installed	in	each	of	 these	 locations,	 in	which	country	would	it	be	best	 to
place	the	panels	to	obtain	the	maximum	output?
Table	21.1
Country Area	(km2) Daily	sun	hours Energy	consumption	(MWh/year)
United	States 9	826	675 4.0 3	886	400	000
India 3	287	263 5.0 959	070	000
Brazil 8	515	767 4.5 455	700	000
Spain 505	992 4.5 267	500	000
United	Kingdom 243	610 2.5 344	700	000
Now	let	us	take	a	look	at	the	United	States.	How	much	area,	as	a	percentage	of	the	total	area	of	the	US,











System	 B:	 The	 amorphous	 silicon	 solar	 modules	 have	 an	 efficiency	 of	 6%.	 The	 dimensions	 of	 the	 solar
modules	amount	 to	0.5	m	by	1.0	m.	The	output	of	each	module	 is	30	Wp.	The	modules	cost	€20	each.	The
advantage	of	the	amorphous	silicon	solar	modules	is	that	they	perform	better	on	cloudy	days	when	there	is	no
direct	 sunlight.	 Installed	 in	 the	 Netherlands,	 this	 system	 gives,	 on	 an	 annual	 basis,	 10%	 more	 output	 per
installed	Wp	than	the	multicrystalline	silicon	modules.




































initial	 costs	 of	 the	 PV	 system.	 Using	 this	 subsidy,	 how	 many	 years	 does	 system	 A	 need	 to	 be
operational,	 for	 them	 to	 recoup	 their	 share	 of	 the	 investment,	 assuming	 that	 the	 electricity	 price	 of
€0.23/kWh	does	not	change?
Using	the	same	subsidy	of	15%	as	the	previous	question,	how	many	years	would	system	B	need	to	be





How	 high	 will	 the	 average	 annual	 savings	 of	 the	 Miller	 family	 be	 if	 they	 install	 the	 PV	 system






























Solar	 thermal	 energy	 is	 an	 application	 of	 solar	 energy	 that	 is	 very	 different	 from
photovoltaics.	In	contrast	to	photovoltaics,	where	we	used	electrodynamics	and	solid	state
physics	to	explain	the	underlying	principles,	solar	thermal	energy	is	mainly	based	on	the























a	body	absorbs	heat.	 In	 the	beginning,	 the	body	 is	 solid	and	has	 temperature	T1.	 It	 then








better	 understanding	 we	 look	 at	 the	 heating	 of	 a	 house	 during	 winter,	 as	 illustrated	 in










Convection	 is	 the	 second	possible	mechanism	 for	 heat	 transfer.	 It	 is	 the	 transfer	 of
heat	 by	 the	movement	 of	 a	 fluid.	We	 distinguish	 between	 two	 forms	 of	 convection,	 as
sketched	 in	 Figure	 22.3:	 In	 forced	 convection	 the	 movement	 of	 the	 fluid	 is	 caused	 by





the	velocity	of	 the	fluid,	 the	shape	of	 the	surface	or	 the	kind	of	 flow	that	 is	present,	 i.e.
whether	it	is	laminar	or	turbulent	flow.
Figure	22.3:	Illustrating	(a)	natural;	and	(b)	forced	conductive	heat	between	a	solid	and	a	surrounding	fluid.
The	 third	 heat	 transfer	 mechanism	 is	 radiative	 heat	 transfer,	 which	 is	 the	 most
important	mechanism	of	heat	transfer	for	solar	thermal	systems.	As	we	already	discussed
in	Chapter	5,	 thermal	 radiation	 is	electromagnetic	 radiation	propagated	 through	space	at
the	speed	of	light.	It	is	emitted	by	bodies	depending	on	their	temperature	and	is	caused	by







where	M	 is	 given	 in	 W/m2	 and	 σ	 ≈	 5.670	 ×	 10−8	 W/(m2K4)	 is	 the	 Stefan–Boltzmann








example	 chemical	 processes	 and	 in	 the	 residential	 sector	 for	 heating	 and	 warm	 water
supply.
Figure	22.4	(c)	shows	the	total	energy	demand	of	a	 typical	household	in	 the	United









storage	 tank,	 as	 sketched	 in	 Figure	 22.5.	 The	 main	 part	 of	 a	 solar	 water	 heater	 is	 the












Another	 way	 to	 classify	 the	 systems	 is	 by	 the	 way	 the	 heat	 transfer	 fluid	 is




to	 the	 top	of	 the	 collector	 –	 this	 is	 the	 same	as	natural	 convection	 that	we	discussed	 in
Section	22.1.	The	advantage	of	passive	systems	is	that	they	do	not	require	any	pumps	or
controllers,	 which	 make	 them	 very	 reliable	 and	 durable.	 However,	 depending	 on	 the
quality	of	the	used	water,	pipes	can	get	clogged,	which	considerably	reduces	the	flow	rate.
On	the	other	hand,	active	systems	like	the	one	sketched	in	Figure	22.5	require	pumps
that	 force	 the	 fluid	 to	circulate	 from	the	collector	 to	 the	storage	 tank	and	 the	 rest	of	 the





usually	 consists	 of	 a	 black	 surface,	 called	 the	 absorber,	 and	 a	 transparent	 cover.	 The
absorber	 is	 able	 to	 absorb	 most	 of	 the	 incident	 energy	 from	 the	 sun,	Qsun,	 raising	 its
temperature	 and	 transferring	 that	 heat	 to	 a	 working	 fluid.	 Hence,	 the	 absorber	 can	 be
cooled	and	the	heat	transferred	elsewhere.
Not	all	of	Qsun	can	be	used,	as	there	are	some	losses,	as	illustrated	in	Figure	22.6.	A
part	Qrefl	 is	 lost	 as	 reflection	 either	 in	 the	 encapsulation	 or	 in	 the	 absorber	 itself.	Other
losses	 are	 related	 to	 the	 heat	 exchanged	 with	 the	 surrounding	 air	 by	 the	 convection




The	 efficiency	 of	 the	 collector	 depends	mainly	 on	 two	 factors:	 the	 extent	 to	which	 the
sunlight	is	converted	into	heat	by	the	absorber,	and	the	heat	losses	to	the	surroundings.	It
will	 therefore	 depend	 on	 the	weather	 conditions	 and	 the	 characteristics	 of	 the	 collector
itself.	To	reduce	losses,	insulation	from	the	surroundings	is	important,	especially	when	the
temperature	difference	between	the	absorber	and	the	ambient	is	high.
Usually,	 collectors	 are	 classified	 into	 three	 categories:	 uncovered,	 covered	 and
vacuum,	as	shown	in	Figure	22.7.	Uncovered	collectors	do	not	have	a	 transparent	cover,
so	the	sun	strikes	the	absorber	surface	directly,	hence	the	reflection	losses	are	minimized.
This	 collector	 type	 only	 is	 used	 for	 applications	 where	 the	 temperature	 differences
between	 the	 absorber	 and	 the	 surroundings	 are	 small,	 for	 example	 for	 swimming	pools.
Covered	collectors	 are	 covered	 by	 a	 transparent	material,	 providing	 extra	 insulation	 but
increasing	reflection	losses.	These	collectors	are	used	for	absorber	temperatures	of	up	to
100	°C.	Finally,	in	vacuum	collectors	the	absorber	is	confined	in	vacuum	tubes,	and	little






example,	 transparent	 conducting	 oxide	 layers	 at	 the	 front	window,	 that	we	 discussed	 in
Section	13.1,	can	be	used.	If	they	have	the	plasma	frequency	in	the	infrared,	almost	all	the








heat	 for	 industrial	processes.	 In	contrast,	concentrating	collectors	 are	 suited	 for	 systems
that	require	a	higher	temperature	than	is	achievable	with	flat	collectors.	The	performance
of	concentrating	collectors	can	be	optimized	by	decreasing	 the	area	of	heat	 loss.	This	 is
done	 by	 placing	 an	 optical	 device	 between	 the	 source	 of	 radiation	 and	 the	 energy-
absorbing	surface.	Because	of	 this	optical	device	 the	absorber	will	be	smaller	and	hence
will	 have	 a	 lower	 heat	 loss	 compared	 to	 a	 flat	 plate	 collector	 at	 the	 same	 absorber
temperature.	 One	 disadvantage	 of	 concentrator	 systems	 is	 that	 they	 require	 a	 tracking
system	to	maximise	the	incident	radiation	at	all	times.	This	increases	the	cost	and	leads	to
additional	maintenance	requirements.
Just	 as	 for	 PV	 systems,2	 for	 solar	 heat	 collector	 arrays	 it	 is	 important	 to	 decide
whether	the	collectors	should	be	connected	in	series	or	in	parallel.	Connecting	collectors
in	 parallel	 means	 that	 all	 collectors	 have	 the	 same	 input	 temperature,	 while	 for	 those
connected	in	series	the	outlet	temperature	of	one	collector	is	the	input	temperature	of	the
next.	 Most	 commercial	 and	 industrial	 systems	 require	 a	 large	 number	 of	 collectors	 to
satisfy	 the	 heating	 demand.	 Therefore	most	 of	 the	 time,	 a	 combination	 of	 collectors	 in
series	and	in	parallel	is	used.	Parallel	flow	is	used	more	frequently	because	it	is	inherently
balanced	 and	 minimizes	 the	 pressure	 drop.	 In	 the	 end,	 the	 choice	 of	 series	 or	 parallel
arrangement	will	ultimately	depend	on	the	temperature	required	by	the	application.
Heat	storage
Now	we	will	discuss	 the	heat	 storage,	which	 is	an	extremely	 important	component	as	 it
has	 an	 enormous	 influence	 on	 the	 overall	 system	 cost,	 performance	 and	 reliability.	 Its




Several	 storage	 technologies	 are	 available;	 some	of	 them	can	 even	be	 combined	 to
cover	daily	and	seasonal	 fluctuations.	 In	general,	heat	can	be	stored	 in	 liquids,	 solids	or
phase	 change	materials,	 abbreviated	 as	PCM.	Water	 is	 the	most	 frequently	used	 storage
medium	for	liquid	systems,	because	it	is	inexpensive,	non-toxic,	and	it	has	a	high	specific




of	water	 and	ΔT	 is	 the	 temperature	 range	 of	 operation.	 The	 lower	 temperature	 limit	 is
often	set	by	external	boundaries,	such	as	the	temperature	of	the	cold	water,	or	by	specific
process	 requirements.	 The	 upper	 limit	 may	 be	 determined	 by	 the	 process,	 the	 vapour






is	 a	measure	 of	 the	 quality	 of	 the	 insulation.	Usually	 it	 varies	 between	 2	 and	 10	W/K.
Further,	U	is	also	a	function	of	the	different	media	between	which	the	heat	exchange	takes
place.
The	 same	 principles	 can	 be	 applied	 to	 small	 and	 big	 storage	 systems.	 Small	water
energy	storage	systems	can	cover	daily	fluctuations	and	are	usually	in	the	form	of	water
tanks	with	volumes	from	several	hundreds	up	to	several	thousands	of	litres.	Large	storage
systems	 can	 be	 used	 for	 seasonal	 storage.	 Often	 they	 are	 realized	 as	 underground
reservoirs.
Another	 type	of	energy	storage	are	so-called	packed	beds,	which	are	based	on	heat
storage	 in	 solids.	 They	 use	 the	 heat	 capacity	 of	 a	 bed	 of	 loosely	 packed	 particulate
22.2.3
material	 to	 store	 the	 heat.	 A	 fluid,	 usually	 air,	 is	 circulated	 through	 the	 bed	 to	 add	 or











The	 last	method	 that	we	will	discuss	 to	 store	heat	 is	 to	use	phase	change	materials
(PCM).	While	in	all	the	storage	methods	discussed	so	far	energy	is	stored	as	sensible	heat,
in	PCM	storage	takes	place	as	latent	heat,	which	is	used	for	a	phase	change	without	any
change	 in	 the	 material	 temperature.	 PCM	 used	 for	 energy	 storage	 must	 have	 a	 high



















Up	 to	 now	 we	 have	 discussed	 how	 to	 collect	 and	 store	 the	 energy,	 but	 have	 not
considered	how	to	 transport	 it	 from	the	collector	 to	 the	storage	system.	The	 transport	of
heat	is	done	with	a	collector	circuit,	usually	using	either	a	liquid	or	gas.	If	a	liquid	is	used,




As	 mentioned	 above,	 the	 flux	 can	 be	 caused	 either	 naturally	 by	 the	 temperature
gradients,	 forced	by	a	pump,	or	by	a	heat	pipe	 in	which	 the	fluid	 is	allowed	 to	boil	and











conditioning,	we	 briefly	 recap	 the	 principle	 of	 an	 air	 conditioning	 system	 based	 on	 the
vapour	compression	cycle,	which	is	sketched	in	Figure	22.8.	Similar	to	every	heat	pump,
the	task	of	this	cycle	is	to	transport	heat	from	a	cool	reservoir	B	to	a	warmer	reservoir	A.
Such	 a	 system	 typically	 has	 four	 components:	 a	 compressor,	 a	 condenser,	 a	 thermal
expansion	valve	(throttle)	and	an	evaporator.
Figure	22.8:	A	compressor-driven	cooling	circuit.
In	 the	 compressor	 (1),	 vapourised	 coolant	 is	 compressed	 to	 a	 higher	 pressure.	 On
release	 of	 its	 latent	 heat	 to	 the	 surroundings,	 it	 is	 condensed	 to	 its	 liquid	 state	 in	 the
condenser	 (2).	 Then	 the	 coolant	 passes	 a	 thermal	 expansion	 valve	 (3),	 such	 that	 its
pressure	 on	 the	 other	 side	 of	 this	 valve	 is	 so	 low	 that	 it	 can	 evaporate	 again.	 For	 the
evaporation,	 it	 must	 absorb	 latent	 heat	 from	 the	 cool	 reservoir	 A.	 Then,	 the	 coolant










will	 operate.	 However,	 its	 effect	 on	 the	 environment	 has	 to	 be	 taken	 into	 account.	 For
example,	 chlorofluorocarbons,	 which	 were	 widely	 used	 as	 coolants,	 were	 heavily
regulated	in	the	1980s	because	of	their	destructive	effect	on	the	ozone	layer	[186].
Another	 concept	 that	 can	 be	 driven	 directly	 by	 solar	 heat	 is	 that	 of	 an	 absorption
cooling	 machine.	 In	 contrast	 to	 compressor-driven	 cooling,	 no	 mechanical	 energy	 is
required	for	absorption	cooling;	the	cooling	process	is	directly	driven	by	heat	that	can	be





Figure	22.9	 illustrates	 an	 absorption	 cooler.	 In	 the	 generator	 (1),	 a	mixture	 of	 both





refrigerant	 (4),	 such	 that	 cooling	 takes	 place.	 Next,	 the	 refrigerant	 is	 absorbed	 by	 the
solvent	 (5)	 and	 the	 refrigerant-rich	 solvent	 is	 pumped	 back	 into	 the	 generator	 using	 a
solvent	pump	(6).	The	solvent	circuit	is	closed	with	the	solvent	flowing	from	the	generator
(1)	to	the	absorber	(5).	A	heat	exchanger	(7)	between	the	two	branches	of	the	solvent	cycle
prevents	 heat	 from	 flowing	 to	 the	 generator	 side,	 hence	 reducing	 the	 heat	 supply
necessary.
Instead	of	using	a	 throttle	valve	 (3)	 to	 expand	 the	 refrigerant,	 it	 can	 also	be	mixed














In	 this	 section	 we	 take	 a	 closer	 look	 at	 concentrated	 solar	 power	 (CSP),	 where	 high
temperature	 fluids	 are	 used	 in	 steam	 turbines	 to	 produce	 electricity.	Much	 of	 the	 early





consist	 basically	 of	 a	 collector,	 where	 the	 solar	 energy	 is	 absorbed,	 a	 storage	 system,
usually	water	or	phase	change	storage,	a	boiler	that	acts	as	a	heat	exchanger	between	the
operational	 fluids	of	 the	collector	and	 the	heat	engine,	and	 the	heat	engine	 itself,	which
converts	the	thermal	energy	into	mechanical	energy.	In	large	CSP	plants,	the	heat	engine	is
a	 steam	 turbine,	 where	 the	 energy	 stored	 in	 the	 hot	 steam	 is	 partially	 converted	 to
rotational	 (mechanical)	 energy	 as	 the	 steam	 expands	 along	 the	 turbine.	 This
thermodynamic	 process	 is	 called	 the	 Rankine	 cycle,	 named	 after	 the	 Scottish	 engineer
William	John	Macquorn	Rankine	(1820–1872).
Figure	22.11:	A	solar	thermal	electric	power	system.
The	 mechanical	 energy	 can	 be	 further	 used	 to	 drive	 an	 electrical	 generator.	 The








22.12.	First	 concepts	were	developed	by	 the	 ancient	 scientist	Archimedes	 (287	BC–212
BC);	Leonardo	da	Vinci	(1452–1519)	 later	designed	some	concentrators.	Different	 types





is	 the	 parabolic	 trough	 [192],	 which	 consists	 of	 a	 linear	 parabolic	 reflector	 that
concentrates	the	light	onto	an	absorber	tube	located	in	the	middle	of	the	parabolic	mirror,
in	which	the	working	fluid	is	located.	The	fluid	is	heated	to	150	to	350	°C,	and	then	used





The	 dish	 Stirling	 or	 dish	 engine	 system	 consists	 of	 a	 parabolic	 reflector	 that
concentrates	 light	 to	 the	 focal	 point,	where	 the	working	 fluid	 absorbs	 the	 energy	 and	 is
heated	 up	 to	 about	 500	 °C.	 The	 heat	 is	 then	 converted	 to	 mechanical	 energy	 using	 a
Stirling	 engine.	 With	 about	 31.25%	 efficiency	 demonstrated	 at	 Sandia	 National
Laboratories,	this	design	currently	has	the	highest	demonstrated	efficiency	[187].
The	last	concentrator	type	is	that	of	solar	power	tower	plants.	Here,	an	array	of	dual


































































































The	 world	 electricity	 consumption	 is	 roughly	 20,300	 TWh	 per	 year.	We	want	 to	 cover	 the	 total	 electricity
demand	 of	 the	world	 by	 installing	 solar	 thermal	 power	 in	 the	 Sahara	 desert,	 where	 the	 average	 daily	 solar
insolation	is	6.3	kWh/m2.	The	Sahara	has	an	area	of	9,400,000	km2.









In	 this	 chapter	we	 discuss	 how	 to	 store	 solar	 energy	 in	 the	 form	of	 chemical	 energy	 in
socalled	solar	 fuels.	As	we	have	seen	 in	previous	chapters,	we	are	able	 to	convert	 solar
energy	 to	 electricity	with	 efficiencies	 of	 up	 to	 44%.	Also,	we	 are	 able	 to	 convert	 solar





night	 storage	 that	makes	 solar	 electricity	 generated	 during	 daytime	 available	 at	 night	 is




also	 true	for	solar	heat	 that	was	discussed	in	Chapter	22:	while	a	hot	water	storage	 tank





Figure	 23.1	 shows	 the	 Ragone	 chart	 that	 we	 analyzed	 in	 Section	 19.3.	 The	 chart
shows	 the	 amount	 of	 energy	per	mass	 stored	 in	 a	 certain	 storage	 technology	versus	 the
specific	 power	 provided	 by	 the	 technology.	As	we	 know,	 by	 far	 the	most	 used	 form	of
stored	energy	is	fossil	fuels.	As	we	can	see	from	the	graph,	fossil	fuels	have	high	energy
density	properties,	and	are	stable	and	reliable.	But,	fossil	fuels	are	depleting	and	their	use
is	detrimental	 to	 the	environment.	Hydrogen	 (H2)	has	 an	even	better	gravimetric	 energy
density	than	fossil	fuels,	but	 it	 is	a	very	light	gas.	Hence,	 the	volumetric	energy	density,
i.e.	the	energy	per	unit	volume,	is	much	lower.	This	is	one	of	the	reasons	it	has	not	been








we	 try	 to	mimic	 nature	 with	 inorganic	 semiconductor	materials	 that	 are	 able	 to	 split	 a







is	 easier	 to	 store	 and	 has	 fewer	 hazardous	 problems	 than	H2.	 It	 can	 be	 produced	 from










Many	 different	 methods	 can	 be	 used	 for	 water	 splitting.	 In	 this	 chapter	 we	 will
discuss	two	methods:	electrolysis	of	water	and	photoelectrochemical	water	splitting.
Electrolysis	of	water
Figure	 23.2	 shows	 a	 typical	 lab-scale	 setup	 for	 the	 hydrolysis	 of	 water.	 It	 is	 called	 a
Hofmann	 voltameter	 after	 the	 German	 chemist	 August	 Wilhelm	 von	 Hofmann	 (1818–
1892).	 It	contains	 three	upright	cylinders	 that	are	 joined	at	 the	bottom.	While	electrodes
are	placed	 in	 the	 left	and	right	cylinders,	 the	central	cylinder	 is	used	 to	 refill	 the	device





redox	 reaction.	 In	 such	 redox	 reactions,	 the	 reaction	 happens	 due	 to	 the	 exchange	 of
electrons	between	atoms	or	molecules.	They	can	be	divided	 into	 two	half	 reactions,	 the
oxidation	 and	 the	 reduction.	 For	 water	 splitting	 these	 half	 reactions	 look	 as	 follows.
During	 the	 oxidation,	 which	 happens	 at	 the	 anode,	 water	 is	 split	 giving	 oxygen	 and
protons	to	the	solutions	and	electrons	to	the	anode,
In	 the	 reduction,	 electrons	 originating	 from	 the	 cathode	 react	 with	 the	 protons	 to
hydrogen,
The	total	reaction	therefore	can	be	written	as
Each	half	 reaction	has	an	associated	potential	and	 the	sum	of	 the	potentials	of	each
half	 reaction	 is	 the	potential	 for	 the	whole	 redox	 reaction.	Potentials	are	always	defined
with	respect	to	a	reference,	i.e.	a	zero	point.	For	redox	reactions,	the	zero	is	defined	as	the
hydrogen	 half	 reaction	 that	 happens	 at	 the	 cathode.	 For	 calculating	 the	 potential	 at	 the
anode,	i.e.	of	the	oxygen	production	reaction,	we	can	apply	the	equation
where	G	 is	 the	Gibbs	 free	 energy,	n	 is	 the	 number	 of	 electrons	 transferred	 between	 the
anode	and	the	cathode	for	the	production	of	one	H2	molecule,	and	F	=	96,	485	C/mol	is	the
Faraday	 constant	 that	 tells	 us	 the	 amount	 of	 charge	 per	mole	 of	 electrons.	 Using	G	 =
237.2	kJ/mol	and	n	=	2,	 as	 two	electrons	are	 transferred	per	H2	molecule,	we	 find	V
0	 =
1.23	V.












It	 is	 important	 to	 realize	 that	 all	 the	 energy	 consumed	 by	 the	 hydrolysis	 process
related	to	the	overpotential	is	lost	and	will	lead	to	heating	of	the	hydrolysis	device.	Only	a
fraction
of	 the	 supplied	 energy	 is	 actually	 stored	 in	 the	 hydrogen.	 It	 is	 clear	 that	 it	 is	 a	 very
important	 task	for	science	and	industry	 to	reduce	the	required	overpotential.	Further,	 the










Hydrogen	can	also	be	produced	utilizing	 solar	 energy	by	using	a	photoelectrode,	 which
uses	light	to	produce	an	electrochemical	reaction,	in	which	water	is	split	into	oxygen	and
hydrogen.	 In	 this	process,	 the	photons	 reach	 the	 surface	of	 the	photoelectrode,	which	 is




the	 required	 electrical	 field,	 we	 need	 a	 voltage	 source,	 for	 example	 a	 solar	 cell.	 The
photoelectrode	can	be	either	an	anode	or	a	cathode.
If	 the	 solar-splitting	 device	 is	 made	 of	 a	 solar	 cell	 that	 is	 placed	 behind	 the
photoanode,	the	solar	cell	will	receive	the	light	transmitted	through	the	photoanode.	This
light	creates	another	electron-hole	pair	and	an	electric	field	that	brings	the	electrons	to	the
photoanode	 and	 the	 holes	 to	 the	 photocathode	with	 enough	potential	 to	 drive	 the	 redox























stable	 and	 relatively	 cheap.	 From	 these	 criteria	we	 can	 conclude	 that	 the	main
technical	 challenges	 to	 be	 addressed	 are	 light	 absorption,	 the	 separation	 of
charges	and	the	catalysis	of	the	reaction.
The	 absorption	 and	 catalysis	 problems	 can	 be	 tackled	 by	 carefully	 choosing	 the
semiconductor	 material	 and	 its	 corresponding	 catalyst.	 Several	 materials	 can	 be
considered	 for	 solar	water	 splitting.	Some	of	 the	most	popular	materials	 studied	 for	 this
application	are	titanium	dioxide	(TiO2),	tungsten	oxide	(WO3),	bismuth	vanadate	(BiVO4),
hematite	 (Fe2O3),	 and	 amorphous	 silicon	 carbide	 (a-SiC).	 As	 shown	 in	 Figure	 23.3,
BiVO4,	Fe2O3,	and	a-SiC	have	the	most	promising	potential	solar-to-hydrogen	efficiency.
Hematite	and	silicon	carbide	are	the	best	choices	for	the	optimal	absorption	of	light,	since
they	have	bandgap	energies	closest	 to	 the	optimal	bandgap	of	2.1	eV.	However,	 if	other














electrolyte	 into	 the	 semiconductor.	 Combining	 both	 effects	 can	 greatly	 improve	 the
efficiency	of	 the	overall	device.	The	effects	of	both	 the	catalyst	and	 the	gradient	doping








0.8V.	The	sum	of	 these	potentials	will	 result	 in	 the	 total	potential	difference	 required	 to
drive	the	redox	reaction.	This	voltage	will	be	partially	covered	by	the	potential	difference




Figure	 23.5	 (a)	 shows	 such	 a	 PEC	 device.	 The	 photoelectrode	 (in	 this	 case	 a
photoanode)	 is	 connected	 to	 a	 solar	 cell	 in	 series.	 The	 photoanode	 is	 connected	 to	 the
positive	contact	of	 the	solar	cell.	The	negative	contact	 is	connected	 to	another	electrode
via	an	external	circuit.	This	counter	electrode	may	or	may	not	be	photoactive.	The	electric







will	 go	 through	both	devices,	 similarly	 to	 a	multi-junction	 solar	 cell.	 In	 this	device,	 the
light	 is	utilized	better	 than	 it	would	be	 in	 the	solar	cell	alone.	 In	 the	photoelectrode,	 the
photons	with	energies	exceeding	that	of	the	photoelectrode	bandgap	will	be	absorbed.	The
fraction	 of	 the	 light	 that	 has	 not	 been	 absorbed	 or	 reflected,	 called	 the	 transmitted
spectrum,	 reaches	 the	solar	cell	where	 it	can	be	absorbed	 to	generate	 the	extra	potential
difference	required	for	water	splitting.	The	solar	cell	must	be	optimized	for	the	transmitted
spectrum,	which	 is	different	 from	 the	 standard	AM1.5	 spectrum	 that	 is	usually	used	 for
solar	cell	optimization.








The	solar-to-hydrogen	efficiency	ηSTH	 is	directly	calculated	 from	 the	current	density
measured	at	the	operating	point,	which	we	can	understand	by	realizing	that	current	is	the
rate	of	flow	of	electric	charge.	When	we	assume	that	all	generated	charges	produced	are





current,	 the	more	hydrogen	 is	produced	and	 the	higher	 the	device	efficiency.	The	major
focus	 of	 current	 academic	 research	 therefore	 is	 to	 improve	 the	 current	 density.	 Besides
utilizing	gradient	doping	water-oxidation	catalysts	and	other	 improvements	can	be	made
to	 increase	 the	performance	of	PEC	devices.	For	 example,	optimizing	 the	materials	 and
layer	 thicknesses	 in	 the	 solar	 cell,	 and	 texturing	 of	 the	 photoanode	 for	 better	 light
management.
For	a	device	in	which	a	bismuth	vanadate	photoanode	was	combined	with	a	double





















following	 efficiencies:	 electrolysis	 70%,	 water-gas	 shift	 reaction	 75%,	 natural	 gas	 storage	 and
circulation	80%,	Fischer–Tropsch	reaction	80%,	combustion	75%.	Based	on	these	efficiencies,	calculate
the	efficiency	of	the	total	process.




We	 want	 to	 build	 a	 photoelectrochemical	 device	 by	 joining	 a	 BiVO4	 photoanode	 and	 a	 double-junction













































The	four	Maxwell	equations	couple	 the	electric	and	magnetic	fields	 to	 their	sources,	 i.e.
electric	charges	and	current	densities,	and	to	each	other.	They	are	given	by
where	r	and	t	denote	location	and	time,	respectively.	D	is	the	electric	displacement,	E	the































In	 this	 section	 we	 study	 some	 general	 properties	 of	 plane	 electromagnetic	 waves,




Thus,	 neither	 the	 electric	 nor	 the	 magnetic	 fields	 have	 components	 in	 the	 propagation
direction	 but	 only	 components	 perpendicular	 to	 the	 propagation	 direction	 (the	 x	 and	 y
directions	in	our	case).
Without	 loss	 of	 generality	 we	 now	 assume	 that	 the	 electric	 field	 only	 has	 an	 x















The	 electric	 and	magnetic	 fields	 are	 proportional	 to	 the	 propagation	 direction,
hence	electromagnetic	waves	are	transverse	waves.
The	 electric	 and	magnetic	 vectors	 have	 a	 constant,	material-dependent	 ratio.	 If



















voltage	 decreases	 the	 electrostatic-potential	 difference	 across	 the	 p-n	 junction.	 The
concentration	 of	 the	 minority	 carriers	 at	 the	 edge	 of	 the	 space-charge	 region	 increases
exponentially	 with	 the	 applied	 forward-bias	 voltage	 but	 it	 is	 still	 much	 lower	 than	 the
concentration	of	 the	majority	carriers	(low-level	 injection	conditions).	The	concentration





The	concentrations	of	 the	minority	carriers	at	 the	edges	of	 the	space-charge	 region,
electrons	 in	 the	 p-type	 semiconductor	 and	 holes	 in	 the	 n-type	 semiconductor,	 after
applying	forward-bias	voltage	are	described	by
Since	we	assume	that	there	is	no	electric	field	in	the	quasi-neutral	region,	the	current
density	 equations	 of	 carriers	 reduce	 to	 only	 diffusion	 terms	 and	 are	 not	 coupled	 by	 the
electric	 field.	The	current	 is	based	on	 the	diffusive	 flows	of	carriers	 in	 the	quasi-neutral
regions	and	 is	determined	by	 the	diffusion	of	 the	minority	carriers.	The	minority-carrier
concentration	 can	 be	 calculated	 separately	 for	 both	 quasi-neutral	 regions.	 The	 electron





due	 to	 generation	 and	 recombination	 can	 be	 neglected.	 However,	 the
recombinationgeneration	rate	of	minority	carriers	depends	strongly	on	the	injection	and	is
































where	 	 (see	 Eq.	 (7.28b))	 is	 the	 hole	 minority-carrier	 diffusion	 length.	 The
1.
2.
origin	 of	 the	 x′	 axis	 (x′	 :=	 −x)	 is	 set	 at	 the	 edge	 of	 the	 depletion	 region	 in	 the	 n-type













The	 total	current	density	 flowing	 through	 the	p-n	 junction	at	 the	steady	state	 is	constant










the	 junction.	 In	 the	 case	of	moderate	 illumination	 the	 concentration	of	majority	 carriers
does	not	change	significantly	while	the	concentration	of	minority	carriers	(electrons	in	the
p-type	 region	 and	 holes	 in	 the	 n-type	 region)	 will	 strongly	 increase.	 In	 the	 following
section	 it	 is	 assumed	 that	 the	 photo	 generation	 rate,	G,	 is	 uniform	 throughout	 the	 p-n
junction,	 this	 is	 called	 the	 uniform	 generation-rate	 approximation.	 This	 assumption
reflects	the	situation	where	the	device	is	illuminated	with	a	long	wavelength	light,	which





Eqs.	 (B.6a)	described	 the	steady-state	situation	for	minority	carriers.	 In	Section	B.1
we	 then	 proceeded	with	 assuming	 that	 the	 generation	 rate	 is	 zero.	Now	we	 analyse	 the




The	 constants	 in	Eqs.	 (B.15)	 can	 be	 determined	 from	 the	 same	 boundary	 conditions	 as







the	 depletion	 region	 has	 to	 be	 taken	 into	 account.	The	 contribution	 of	 photo	 generation
from	the	depletion	region	to	the	current	density	is	given	by
The	total	current	density	flowing	through	the	p-n	 junction	 in	 the	steady	state	 is	constant






















fully	 and	correctly	describe	 real	p-n	 junctions.	 For	 example,	 the	 thickness	 of	 a	 real	p-n
junction	is	limited,	which	means	that	the	recombination	at	the	surface	of	the	doped	regions
has	 to	 be	 taken	 into	 account.	 The	 thinner	 the	 p-n	 junction,	 the	more	 important	 surface
recombination	becomes.	The	 surface	 recombination	modifies	 the	value	of	 the	 saturation










with	 dopant	 concentration	 NB.	 In	 Section	 C.1	 we	 look	 at	 the	 case	 when	 the	 surface
























Also	 in	 this	 case,	we	 first	need	 to	work	out	 the	minority	 carrier	distribution.	Again,	we
start	with	the	continuity	equation
Taking	into	account	that	in	the	quasi-neutral	region	the	electric	field	is	zero,	that	there	is































can	be	 increased.	However,	 the	 texture	may	also	 influence	 the	growth	of	 layers	 that	are





Here,	 we	 discuss	 two	 parameters,	 the	 root	 mean	 squared	 (rms)	 roughness	 σr	 and	 the
correlation	length	ℓc.
The	 rms	 roughness	 in	 principle	 is	 the	 standard	deviation	of	 the	height	 profile.	 It	 is
defined	as
where	N	 is	 the	 number	 of	 data	 points,	 zi	 is	 the	 height	 of	 the	 ith	 datapoint	 and	 	 is	 the
average	height.	These	data	 can	be	obtained	with	atomic	 force	microscopy	 (AFM).	Note












respectively.	 The	 correlation	 length	 is	 then	 the	 length	 at	 which	 the	 (fitted)	 ACF	 has







Figure	D.2	shows	 the	surface	morphology,	 rms	roughness	σr	and	correlation	 length	ℓc	of
some	 nano	 textured	 TCO	 samples	 made	 from	 three	 different	 materials.	 The	 data	 was
obtained	with	atomic	force	microscopy.	Fluorine-doped	tin	oxide	(SnO2:F)	of	Asahi	Utype
[196]	 was	 grown	 using	 atmospheric-pressure	 chemical	 vapour	 deposition	 (AP-CVD).
Boron-doped	 zinc-oxide	 (ZnO:B)	 of	 so-called	 ‘B-type’	 from	 PV-LAB	 of	 the	 École
polytechnique	fédérale	de	Lausanne	(EPFL),	Switzerland	[197],	was	prepared	using	low-
pressure	chemical	vapour	deposition	(LP-CVD).	Both	materials	obtain	their	nano	structure
during	 the	 deposition	 process.	 The	 nano	 structures	 are	 due	 to	 the	 crystal	 growth	 of	 the
TCO	layers	and	have	a	pyramid-like	shape.
In	 contrast,	 RF-sputtered,	 aluminium-doped	 zinc	 oxide	 (ZnO:Al)	 is	 flat	 after
deposition	(σr	≈	3	nm,	depending	on	the	deposition	condition).	To	obtain	a	nano	texture,
ZnO:Al	is	etched	in	a	0.5%	HCl	solution	[198,	199].	This	etching	process	leads	to	crater-















Earth	 orbits	 the	 Sun	 in	 an	 elliptic	 orbit	 at	 an	 average	 distance	 of	 about	 150	 million
kilometres.	Due	to	the	elliptic	orbit	the	speed	of	Earth	is	not	constant,	which	is	described
by	Kepler’s	second	 law,	named	after	Johannes	Kepler	 (1571-1630).	 It	 states	 that	 ‘A	 line
joining	a	planet	and	the	Sun	sweeps	out	equal	areas	during	equal	intervals	of	time.’	On	the
celestial	 sphere	 the	Sun	 seems	 to	move	on	a	 circular	path	with	one	 revolution	per	year.
This	 path	 is	 called	 the	 ecliptic	 and	 illustrated	 in	 Figure	 E.1.	 To	 describe	 the	 apparent
movement	of	the	Sun	on	the	celestial	sphere	it	is	convenient	to	use	coordinates	in	which




both	 the	 ecliptic	 and	 the	 equatorial	 planes.	 The	 two	 angular	 coordinates	 are	 called	 the
ecliptic	 longitude	 λ	 and	 the	 ecliptic	 latitude	 β.	 Note,	 that	 in	 this	 coordinate	 system	 the
rotation	of	the	Earth	around	its	axis	is	not	taken	into	account.




















To	estimate	 the	 radiation	 it	might	also	be	convenient	 to	approximate	 the	distance	of	 the
Sun	from	the	Earth.	In	astronomical	units	(AU)	this	is	given	by
As	 stated	 in	 Chapter	 18,	 for	 PV	 applications	 it	 is	 convenient	 to	 use	 horizontal
coordinates.	We	therefore	have	to	transform	from	ecliptic	to	horizontal	coordinates.	This	is
done	via	three	rotations	that	are	to	be	performed	consecutively.









do	 this	by	using	 the	 so-called	hour	angle	h	 instead	of	 the	 right	 ascension	α.	Those	 two
angles	are	connected	to	each	other	via
where	θL	is	the	local	mean	sidereal	time,	i.e.	the	angle	between	the	vernal	equinox	and	the
meridian.	 All	 these	 angles	 are	 illustrated	 in	 Figure	 E.3.	 A	 sidereal	 day	 is	 the	 duration















Note	that	 this	 transform	is	no	rotation	but	a	reflection	at	an	angle	of	θL/2.	We	have	 thus
transformed	 the	principal	 direction	of	 the	 coordinate	 system	 from	vernal	 equinox	 to	 the
local	mean	sidereal	time.
Thirdly	we	transform	to	the	horizontal	coordinate	system	by	rotating	with	the	latitude
angle	φ0	 of	 the	 observer.	 While	 the	 ecliptic	 and	 equatorial	 coordinate	 systems	 use	 the
centre	of	the	Earth	as	origin,	the	horizontal	coordinate	system	uses	the	actual	position	on
the	 surface	 of	 Earth	 as	 origin.	 However,	 because	 of	 the	 distance	 of	 celestial	 objects	 in
general	and	the	Sun	in	particular	being	much	larger	than	the	radius	of	the	Earth,	we	may
neglect	this	translational	shift	of	the	origin	of	the	coordinate	systems.
The	 rotational	 axis	 of	 the	 third	 transform	 is	 the	 axis	 that	 is	 normal	 to	 both	 the
principal	direction	θL	and	the	rotational	axis	of	the	Earth	(δ	=	90°).
However,	 here	 the	directions	ξ′	 and	υ′	 point	 due	South	 and	West,	 respectively.	We	 thus
must	apply	ξ′	→	−ξ	and	υ′	→	−υ	 in	order	 to	get	 the	directions	 as	 they	were	defined	 in
Figure	18.1	(ξ	and	υ	pointing	due	North	and	East,	respectively).	We	do	this	with	the	matrix
transform
By	combining	Eqs.	 (E.8),	 (E.13)–(E.15)	we	 can	 directly	 transform	 from	 ecliptic	 to
horizontal	coordinates,
Please	note	 that	matrix	multiplications	do	not	 commute,	 i.e.	 the	order	 in	which	 the
rotations	are	applied	must	not	be	altered.	Now,	we	apply	the	ecliptic	latitude	of	the	Sun	βS
=	0.	By	calculating	Eq.	(E.16)	we	find
where	 we	 also	 used	 the	 relationship	 between	 Cartesian	 and	 spherical	 horizontal
coordinates	from	Eq.	(18.1).	Dividing	Eq.	(E.17b)	by	Eq.	(E.17a)	and	leaving	Eq.	(E.17c)
unchanged	leads	to	the	final	expressions	for	the	solar	position,
From	 Eqs.	 (E.18),	 AS	 and	 aS	 can	 be	 derived	 by	 applying	 inverse	 trigonometric
functions.	 While	 arcsin	 uniquely	 delivers	 an	 altitude	 between	 −90°	 and	 90°,	 applying
arctan	leads	to	ambiguities.	For	deriving	an	azimuth	between	0°	and	360°,	we	have	to	look






for	 200	 centuries,	 of	 the	 year	 2000.	 Several	 years	 ago,	 NREL	 presented	 a	 much	more










For	 the	calculation	we	 first	have	 to	express	 the	date	and	 time	as	 the	 time	elapsed	since	1	January	2000	noon
UTC.
D	=	4	×	366	+	10	×	365	+	2	×	31	+	28	+	13	–	0.5	+	 	=	5216.875.























We	see	 that	 the	position	of	 the	Sun	at	 these	 instances	not	only	varies	 in	 the	altitude	but




The	difference	between	 the	 apparent	 solar	 time	 (AST),	 i.e.	 the	 timescale	where	 the








of	 the	 Earth	 around	 the	 Sun	 and	 the	 Axial	 tilt	 of	 the	 rotational	 axis	 of	 the	 Earth	 with
respect	to	the	ecliptic.	Both	effects	are	shown	in	Figure	E.5.	In	this	figure,	the	total	EoT	is



















where	 we	 used	 the	 relationship	 between	 Cartesian	 and	 spherical	 horizontal	 coordinates
given	in	Eq.	(18.1).	Hence,	we	find
Modules	mounted	on	a	tilted	roof
When	a	module	 is	mounted	on	a	horizontal	plane,	 it	 is	easy	 to	determine	 its	normal	nM.
However,	 when	 a	module	 is	 to	 be	mounted	 on	 an	 arbitrarily	 tilted	 roof	 things	 become
more	 complicated.	 We	 thus	 will	 calculate	 the	 normal	 of	 the	 module	 in	 horizontal






characterized	 by	 the	 azimuth	 AR	 and	 the	 altitude	 aR	 of	 its	 normal	 nR.	 The	 module	 is
installed	on	 the	 roof,	and	 its	orientation	with	 respect	 to	 the	 roof	 is	best	described	 in	 the






















In	 this	 section	 we	 will	 determine	 how	 far	 behind	 the	 module	 the	 shadow	 reaches
dependent	 on	 the	 solar	 position,	 the	module	 orientation	 and	 the	 length	 l	 of	 the	module.
Figure	 E.7	 shows	 the	 important	 parameters	 that	 we	 need	 to	 derive	 the	 length	 of	 the
shadow	behind	a	PV	module.	For	the	determination	we	look	at	a	module	that	is	tilted	at	an











For	 the	determination	of	d	we	 first	must	 derive	P,	 and	 then	P′.	 The	 normal	 of	 the
module	nM	is	given	by
The	direction	vector	r	of	the	line	g	connecting	E	with	F	is	then	given	as






























converts	 a	 source	 of	 direct	 current	 from	 one	 voltage	 level	 to	 another.	 An	 ideal	 PV
converter	should	draw	the	maximum	power	from	the	PV	panel	and	supply	at	the	load	side.
We	discussed	three	types	of	DC-DC	converters:	buck	converters	that	convert	voltage	from






where	Vd	 is	 the	voltage	level	 to	be	converted	and	Vo	 is	 the	output	voltage.	The	 inductor











































As	 we	 have	 seen	 in	 Section	 20.3,	 it	 is	 very	 important	 to	 develop	 an	 accurate	 thermal
model	 of	 the	 solar	 module,	 which	 evaluates	 the	 effects	 of	 the	 major	 meteorological
parameters	on	the	final	temperature	of	a	solar	module.
In	 this	 appendix,	 we	 will	 develop	 an	 accurate	 fluid-dynamic	 (FD)	 model	 for
estimating	the	PV	module	working	temperature	TM	as	a	function	of	various	meteorological
parameters.	The	model	 is	 based	on	a	detailed	 energy	balance	between	 the	module	 itself





We	 consider	 three	 types	 of	 heat	 transfer,	 which	 we	 already	 discussed	 in	 Section	 22.1,
between	the	PV	module	and	the	surroundings:	conduction,	convection	and	radiation.	They
are	illustrated	in	Figure	G.1.	In	the	FD	model,	the	following	contributions	are	considered:



















consider	 the	 entire	module	 to	 be	 a	 single	mass	with	 a	 uniform	 temperature	TM.	 This	 is
different	to	Section	20.3.1,	where	we	presented	simple	thermal	models	that	were	used	to
estimate	the	temperature	of	the	solar	cell	within	a	PV	module.	The	assumption	of	the	PV
module	being	at	a	uniform	 temperature	TM	 is	not	entirely	 realistic,	because	PV	modules
are	made	of	various	layers	of	different	materials	that	surround	the	actual	solar	cells.	It	is
the	 purpose	 of	 this	 section	 to	 evaluate	 the	 temperature	 of	 the	 solar	 cell	 itself,	which	 is
where	the	solar	radiation	is	effectively	absorbed.	This	temperature	will	be	higher	than	the
surface	 module	 temperature	 TM,	 because	 of	 the	 heat	 produced	 in	 the	 cell	 due	 to	 light
absorption.	 However,	 our	 uniform-temperature	 approximation	 is	 justified,	 because	 the
solar	cell	has	a	relatively	low	thickness	and	its	heat	capacity	is	low	w.r.t.	that	of	the	other
layers	[202].	This	results	in	a	very	low	thermal	resistance	of	the	cell	to	heat	flow.







For	 time	 steps	 exceeding	 the	 time	 constant,	 as	 it	 is	 in	 our	 case,	 the	 module	 can	 be
approximated	 to	 be	 in	 a	 steady-state	 condition.	Under	 this	 assumption,	 the	 term	 on	 the
left-hand	side	of	Eq.	(G.1)	vanishes.
It	 is	 now	 possible	 to	 proceed	 with	 the	 solution	 of	 the	 thermal	 energy	 balance
equation.	The	formula	can	be	linearized	by	noticing	that
Since











Convection	 is	 a	 form	 of	 energy	 transfer	 from	 one	 place	 to	 another	 caused	 by	 the
movement	of	a	fluid.	Convective	heat	 transfer	can	be	either	 free	or	 forced	depending	on
the	cause	of	the	fluid	motion.
In	free	convection,	heat	transfer	is	caused	by	temperature	differences	which	affect	the





Forced	convection,	on	 the	other	hand,	 is	 caused	by	a	 fluid	 flow	caused	by	external
forces,	which	therefore	enhance	the	convective	heat	exchange.	The	heat	transfer	depends
very	much	on	whether	the	induced	flow	over	a	solid	surface	is	laminar	or	turbulent.	In	the
case	of	 turbulent	 flow,	an	 increased	heat	 transfer	 is	expected	with	respect	 to	 the	 laminar
situation.	This	is	due	to	an	increased	heat	transport	across	the	main	direction	of	the	flow.
On	the	contrary,	in	laminar	flow	regime,	only	conduction	is	responsible	for	transport	in	the





















notice	 an	 overall	 increase	 in	 the	 heat	 transfer	 with	 increasing	 wind	 speeds	 due	 to	 the
increased	 force	 transfer	 component.	There	 are	 two	 different	 regions	 in	 the	 graph	which
represent	the	laminar	and	turbulent	regimes.	The	laminar	flow	extends	until	around	3	m/s
and	 is	 characterized	 by	 a	 lower	 convective	 heat	 exchange	 compared	 to	 the	 turbulent
regime.
Figure	G.2:	Forced	convective	heat	transfer	coefficient	with	increasing	wind	speeds.
In	 a	 good	 approximation,	 hforced	 and	w	 are	 proportional	 to	 each	 other	 and	 we	may
write
To	determine	 the	free	heat	 transfer	coefficient	we	only	need	 to	utilize	 the	dimensionless
Nusselt	number	Nu,	which	expresses	the	ratio	between	the	convective	and	conductive	heat
transfer	[164]
where	k	 is	 the	heat	conductivity	of	air	and	Gr	 is	 the	Grashof	number,	which	 is	 the	ratio
between	the	buoyancy	and	viscous	forces,
Here,	 g	 is	 the	 acceleration	 due	 to	 gravity	 on	 Earth	 and	 β	 is	 the	 volumetric	 thermal
expansion	coefficient	of	air,	which	can	be	approximated	to	be	β	=	1/T.







mounting	 structure	 and	 the	 relative	 vicinity	 to	 the	 ground.	 For	 example,	 a	 rack	mount
configuration,	which	 is	approximately	 installed	at	1	m	height,	will	achieve	a	 larger	heat
exchange	rate	 than	a	standoff	mounted	array	 that	 is	mounted	only	20	cm	above	ground.
We	model	 the	 effect	 of	 the	 different	mounting	 configurations	 by	 scaling	 the	 convection


















higher	 height	 than	 the	 PV	 array,	 the	 wind	 speed	 experienced	 by	 the	module	 has	 to	 be
scaled	down	with
















level	 of	 irradiance	 for	 irradiance	 values	 between	 200	 and	 1,000	W/m2,	 and	 an	 ambient
temperature	of	25	°C	on	a	clear	day.	For	 the	higher	 irradiance	values	 the	 temperature	 is
significantly	 above	 the	 value	 of	 25	 °C	 for	 all	 wind	 speeds.	 Thus,	 STC	 are	 not




In	Figure	G.4	 the	 thermal	model	 and	 the	NOCT	model	 presented	 in	Eq.	 (20.2)	 are
compared	to	each	other	for	a	situation	of	varying	incident	radiation	and	a	constant	wind
speed	 of	 1	 m/s.	 We	 see	 that	 for	 1,000	 W/m2	 the	 NOCT	 model	 predicts	 a	 module
temperature	 of	 54.3	 °C.	 The	 NOCT	 value	 is	 independent	 of	 the	 wind	 speed,	 which	 is
above	the	values	obtained	with	the	thermal	model	(see	also	Figure	G.3).	The	contribution




the	 NOCT	 model	 was	 developed	 as	 a	 linearization	 of	 the	 temperature/irradiation
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