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Coupled organic–inorganic nanostructures (COIN)
M. Scheele,*ab W. Brüttingc and F. Schreiberbd
In this perspective, we provide an overview of the emerging field of coupled conjugates of quantum
dots and organic semiconductors, referred to as ‘‘coupled organic–inorganic nanostructures’’ (COIN).
We summarize important aspects of their optical properties and highlight suitable descriptions of
their electrical transport behavior. In particular, we discuss the key role of the electronic structure at the
interface of COINs and the impact of structural/morphological features on the optoelectronic properties.
Finally, we comment on the physics of current quantum dot-based devices and novel opportunities
provided by the application of COINs in this respect.
1. Introduction
Inorganic quantum dots (QD) – small semi-conducting crystal-
lites with dimensions smaller than the exciton Bohr radius –
have emerged as an important material class with size-tailored
optical and electrical properties.1,2,75 The early work in the
1980s which pioneered this now independent research field
led to the development of surfactant-assisted wet-chemical
protocols which have been adapted for the size-selective synth-
esis of most of the common elemental or compound inorganic
semiconductors.3–5 For sufficiently narrow size distributions
of QDs, crystal-like self-assembly of QDs into ordered super-
lattices is commonly observed.6,7,29 Apart from a high control
over the kinetics during nucleation and growth of the QDs,8 a
key parameter to obtain narrow size distributions is the inter-
action between the inorganic crystallites and the (usually) organic
surfactants, which shall be referred to as ‘‘ligands’’ hereafter.9
The ligands also play a crucial role during self-assembly where
they define the interparticle spacing, the structure of the super-
lattice and the connectivity between adjacent QDs.10,106,109,116
Moreover, core–shell structures have been designed in
which one material (the core) is epitaxially coated with another
material (the shell) to result in an inorganic–inorganic semi-
conductor heterostructure with spatial control over electron
and hole densities.11–13,34 The remarkable optical properties
of QDs and core–shell QDs render these materials attractive
for optoelectronic device applications such as light-emitting
diodes.14,15 An improved understanding of the effect exerted
by the ligands onto electrical transport across a film of close-
packed QDs has also enabled the design of functional electronic
devices such as field-effect transistors.16,21,67 This has further
allowed the fabrication of light-harvesting applications, like
photodetectors or solar cells.17,18,66 A comprehensive review on
the subject has been provided by Talapin et al.117
A successful strategy for the realization of these QD applica-
tions has recently focused on an exchange of the native ligands
with small organic or inorganic linkers. Typical native ligands
(e.g. oleic acid, octadecylphosphonic acid, 1-dodecanethiol, etc.)
possess wide gaps between their highest occupied (HOMO) and
lowest unoccupied molecular orbital (LUMO) as well as long
chain lengths imposing transport barriers of considerable
height and width, respectively, which limits effective interparticle
coupling. To lift these limitations, a number of techniques have
been developed, employing small cross-linkers such as hydrazine,
alkanedithiols, ethylenediamine, thiocyanate, N,N0-dimethyl-
formamide/tetrafluoroborate, sulfide, dicarboxylic acids, halides
or thermally labile tetrazoles.19–21,30,69 Simultaneously, the
performance of QD-based optoelectronic devices benefits
greatly from an improved understanding of advantageous
device architectures, many of which have been adapted from
analogous devices based on organic semiconductors.22–25,131,133
In this perspective, we focus on QDs functionalized with
p-conjugated organic semiconductors (OSC) which result in
hybrid materials that we refer to as coupled organic–inorganic
nanostructures (COIN). The article is organized as follows: After
a general definition of the term, we review the optical proper-
ties of COINs and derive some conclusions on the energy level
alignment at the organic–inorganic interface. This is followed
by a comparison of recent theoretical descriptions of electrical
transport in QD ensembles and their application to COINs with
a special emphasis on a polaronic transport model. In Section
5, we highlight the importance of the electronic structure at the
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organic/inorganic interface and comment on some commonly
applied procedures of its determination. Section 6 focuses on
the structural properties of COINs and characterization techniques.
We conclude this article with a description and outlook towards
novel perspectives for optoelectronic device applications of COINs.
2. Concept of coupled organic–
inorganic nanostructures (COIN)
The hybrid nanostructures discussed in this article are coupled
in two ways: (1) electronically via potentially near-resonant
alignment of suitable energy levels and (2) chemically through
a strong binding interaction. In this regard, they are conceptually
different from organic–inorganic nanostructures obtained by
blending which can show strong electronic interactions but –
at most – weak chemical interactions.26 They also differ from
common colloidal nanostructures which typically consist of an
inorganic particle strongly bound to an organic ligand sphere of
large HOMO–LUMO gap. The latter limits the electronic inter-
action between the two materials, such that the exciton in a
colloidal quantum dot is typically confined to the particle and
does not significantly extend into the organic ligand shell. To
define the scope of this article, we also exclude hybrid materials
made by grafting a semiconducting polymer to the surface of a
quantum dot.27 Although such materials fulfill the aspects of
coupling as defined above, the large and dispersive length of
polymers and their pronounced van-der-Waals interactions have
a dominant effect on the microstructure of the hybrid which is
absent if a small molecule is used instead.28 In the latter, the
microstructure is dominated by the tendency of the particle to
assemble in crystal-like superlattices with the organic small
molecule positioned in between them.29 To this end, the easy
access to bi-functional small molecules with a suitable head- and
end-group, both capable of strong binding to particle surfaces,
provides an additional advantage which is typically hard to
achieve with a comparable level of control in polymers. The
bi-functionality allows to crosslink adjacent particles into a
rather rigid lattice, the interparticle spacing of which is deter-
mined by the head-to-end length of the small molecule linker.30
In view of the largely different optical properties and trans-
port behavior of metal and semiconductor nanoparticles, we will
limit our discussion to hybrid materials composed of semi-
conductor quantum dots (QD) despite some notable advances
in the field of conjugates of metal nanoparticles and organic
semiconductor small molecules.31–33 The restriction to semi-
conductors is somewhat relaxed, in that we will include examples
of wide gap materials like TiO2 (B3.2 eV) or phenyldithiocarba-
mates (B4.5 eV) as well. Only QDs are considered with a radius
significantly smaller than the exciton-Bohr radius in order to
exhibit quantum confinement effects. For typical materials, this
limits the diameter to r10 nm, although some of the concepts
are applicable to larger/other nanostructures as well. Thus, this
article is about COINs defined as hybrid nanostructures made
from quantum dots and small molecule organic semiconductors,
which are electronically and chemically coupled.
3. Optical properties of coupled
organic–inorganic nanostructures
Optical spectroscopy of COINs can reveal important details
about the electronic interaction between the QD and its OSC
ligand shell. Of central importance is the question how the
HOMO/LUMO levels of the OSC align with the 1Sh/1Se levels of
the QD, for which the different configurations are displayed
in Fig. 1. For specific details, we refer to the literature on
inorganic–inorganic core–shell QDs.34,40 Because common
organic ligands utilized in QD synthesis are insulators with
wide HOMO–LUMO gaps, such molecules often result in a type-
I alignment in which the photo-generated exciton is confined to
the QD. An exception are QDs with relatively low lying 1Sh states
(e.g. CdSe or CdS) functionalized with thiols (and elevated
HOMO levels) for which evidence of a type-IIa alignment has
been presented.35 Here, the exciton is easily split due to the
negative potential offset for holes to migrate from the QD 1Sh
level into the HOMO of the ligand. In contrast, no such driving
force exists for electrons, and the carriers are spatially separated.
Similar to this, one may also imagine a type-IIb alignment in
which the hole is confined to the core but the electron migrates
to the ligand. This is analogous to the alignment in inorganic–
inorganic PbSe–CdSe/CdS QDs for which very long radiative
lifetimes (480 ms) have been observed due to the spatial
separation of electrons and holes.36 For completeness, we also
note the possibility of an inverted type-I structure in which the
HOMO–LUMO gap falls in between the band gap of the QD. This
may be realized upon functionalizing QDs of large band gaps
(e.g. CdS) with small gap OSCs, such as phthalocyanines.
In 1993, Majetich et al. cross-linked CdSe QDs with the
organic semiconductor tetrathiafulvalenetetrathiolate (TTFTT)
to obtain a glassy network of what could be considered as the
first reported example of a COIN.37 Although the quality of
CdSe QDs at that time made an in-depth optical study rather
challenging, the authors demonstrated an additional feature in
absorption and emission spectroscopy at lower energies, which
they attributed to carrier delocalization from the QD into the
organic semiconductor ligand (Fig. 2).
Fig. 1 Simplified schematic of different types of energy alignment
between the lowest electron (1Se) as well as the highest hole level (1Sh)
of a quantum dot (QD) and the highest occupied molecular orbital
(HOMO) as well as lowest unoccupied molecular orbital (LUMO) of an
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Combining the size-dependent absolute energy level deter-
minations provided by Jasieniak et al. for CdSe QDs (Fig. 3a)38
with an approximate HOMO–LUMO gap of 2.7 eV for TTFTT39
and an electrochemically determined HOMO at 4.7 eV vs.
vacuum (Fig. 3b) leads to the energy level alignment depicted in
Fig. 3c. In the light of this new data, the results from 1993 can
be interpreted in terms of a classical type-IIa band alignment
between two nanoscalic semiconductors.40 The band edge
absorption in such a structure is almost featureless since the
material behaves effectively as an indirect semiconductor.
At the interface, a low energy recombination pathway exists –
in this case between the 1Se and the HOMO – which leads to a
bathochromic shift of the photoluminescence. Both features
are present in the data by Majetich et al. (Fig. 2), although the
partially preserved CdSe band edge luminescence indicates an
incomplete ligand exchange.
In the following years, a variety of similar COIN materials
have been fabricated and their optical behavior as well as first
transport properties have been investigated (see Fig. 4). 1 was
bound to the surface of TiO2 nanoparticles, upon which trans-
fer of photoexcited electrons in the nanocrystals onto the
anthraquinone moiety was observed.41
CdSe QDs were coupled to diazaperylene 2 and complete
quenching of the QD fluorescence, even at excitation energies
below the HOMO–LUMO gap of the OSC, was reported. The
fluorescence of the OSC was preserved.42 The results were
explained with a similar type-IIa structure and electron transfer
as displayed in Fig. 3c for the CdSe–TTFTT system.
The mono-functionalized terthiophene 3 was attached to the
surface of TiO2 nanocrystals and static fluorescence quenching
of the OSC by electron transfer was observed.43
Milliron et al. explored the effect of type-II aligned COINs on
the fluorescence properties by coupling CdSe QDs to the
oligothiophenes 4, either with 3 or 5 monomers. The authors
demonstrated that the terthiophene (with relatively large
HOMO–LUMO gap) enhances the QD fluorescence, whereas
the longer thiophene (with relatively small HOMO–LUMO gap)
depletes the fluorescence significantly.44 This was interpreted
with a change from type-II to type-I alignment (in which the QD
band gap falls in between the HOMO–LUMO gap of the OSC) as
the HOMO–LUMO gap narrows. The fluorescence of the OSC
was quenched entirely.
Fig. 2 (a) Absorbance and (b) fluorescence of CdSe QDs functionalized
with bis-(2-ethylhexyl)sulfosuccinate (solid line) and tetrathiafulvalenete-
trathiolate (TTFTT) (dashed line). Reprinted with permission from ref. 37.
Copyright 1993. Springer Verlag.
Fig. 3 (a) Valence and conduction band energies of CdSe QDs of various sizes determined by photoelectron spectroscopy in air. Reprinted with permission
from ref. 38. Copyright 2001. American Chemical Society. (b) Cyclovoltammetry of 1 mg mL1 tetrathiafulvalene tetrathiolate (TTFTT) solution in acetonitrile
with 0.05 M tetrabutylammonium hexafluorophosphate as electrolyte. Scans were recorded at a rate of 10 mV s1 with a Pt electrode and referenced
against a calomel electrode calibrated with the ferrocene/ferrocenium redox couple taken to be positioned at 4.9 eV vs. vacuum. (c) Simplified energy
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The semiconducting cross-linker 5 was used to study energy
transfer in a Förster-type fashion between CdSe QDs of different
sizes and the OSC of varying length. It should be emphasized
that the conjugation in 5 was intentionally broken by inserting
the methylene-unit between the thiol-endgroups and the aromatic
rings to prevent direct electron transfer.45 Where the QD fluores-
cence was preserved in all combinations of the two materials, the
occurrence of the OSC fluorescence was found to be strongly
dependent on the QD size. As a particular novelty of that work, the
influence of p–p stacking and the formation of dimers as well as
larger aggregates of the OSC and their optical interaction with the
QD was investigated.
The perylene derivative 6 was coupled to CdSe–CdS–ZnS
core–shell QDs upon which quenching of the QD fluorescence
by Förster-like energy transfer occurred. Strong and specific
QD–OSC binding mediated by the chelating effect of the
dicarboxylic acid was demonstrated. Irreversible photo-
bleaching of the OSC recovered the QD fluorescence.46
Völker et al. reported size-dependent fluorescence enhance-
ment or quenching of CdTe QDs coupled to the phenanthroline
ligand 7.47 Specific binding to the QD surface occurred via the
nitrogen atoms of the phenanthroline motif, similar to the
behavior of 2. The fluorescence quenching exhibited a mixture
of dynamic and static behavior and could be reversed into
enhancement by lowering the HOMO of the OSC upon loading
the crown ether moieties with Ba2+ ions. In accordance with
Milliron et al., this switching was explained with a transition
from type-II to type-I alignment between the QD and OSC.
CdSe and PbS QDs were functionalized with the non-
conjugated, but semiconducting fullerene derivative 8 which
led to dramatic quenching of the QD fluorescence.51 The effect
was found to be highly dependent on strong binding inter-
actions between the QD surface and the carboxylic acid func-
tional group of the OSC, in that control experiments with
similar molecules without suitable anchoring groups showed
much weaker quenching.
Porphyrin derivative 9 was coupled to CdSe QDs via the
pyridyl-moieties to act as a fluorescent sensor for Zn2+ ions.48
Both, the QD and OSC fluorescence were preserved upon COIN
formation and a significant increase in the QD fluorescence
was observed when Zn2+ ions were added in solution. However,
uncertainties remained as to whether the Zn2+ was incorporated
into the porphyrin or accumulated at the surface of the QD to
improve surface passivation.
CdSe QDs were ligand exchanged with a variety of dithio-
carbamates 10.49,50 The QD fluorescence was preserved and a
pronounced bathochromic shift by over 200 meV in absorption
and emission was detected. The shift was found to be dependent
on the electron withdrawing/donating nature of the substituent
on the aromatic ring of the OSC. This was attributed to the
energy alignment of the OSC HOMO with regions of different
density of states in the valence band of the QD and the resulting
energy splitting of orbitals upon hybridization (see Fig. 5).
4. Charge carrier transport in coupled
organic–inorganic nanostructures
Electrical transport is of obvious practical relevance, but fre-
quently rather challenging on a fundamental level. Specifically,
in complex materials such as COINs, the coupling between the
individual components is a key point. To the best of our
knowledge, only two examples exist up to now, where electrical
transport in COINs has been studied experimentally:
First, I–V measurements of CdSe and PbS QDs functionalized
with 8 revealed very low dark currents in conjunction with a
conductivity increase by 3.5 orders of magnitude upon photo-
excitation of a thin film of this COIN.51 This was explained with
electron and energy transfer from the QD to the OSC.
Second, PbS QDs were cross-linked with the tetrathiafulvalene
derivative 11 and the transport properties of thin films of this
COIN were investigated in a field effect transistor set-up.127
Unusually large hole mobilities (1.5  103 cm2 V1 s1) were
found considering the interparticle distance imposed by the
ligand in conjunction with a large degree of orientational order.
The former was attributed to near-resonant alignment of the QD
hole state (1Sh) and the HOMO of the OSC. The latter confirmed
the general observation that above a critical interparticle spacing,
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the driving force in the assembly of QDs switches from kinetic to
thermodynamic.109
Transport through an ensemble of close-packed QDs is
expected to occur via delocalized states in a band-like fashion
if two pre-conditions are met: (1) The transfer integral (b) is
larger than the charging energy (EC) associated with injecting a
charge carrier into the confined volume of a QD52 and (2) b is
larger than the average energetic fluctuations (Da) in the QD
ensemble due to structural, chemical or orientational disorder.53
If the former pre-condition is violated, a Mott metal–insulator
transition can occur, in the latter case Anderson localization may
be found.
Following the model developed by Remacle et al., in the Mott
regime a charge carrier will undergo a transition from covalently
localized over domain-localized to fully delocalized as b increases.53
If b is much smaller than EC such that EC/(EC + b) - 1, the
Hubbard gap opens and the ensemble of QDs is in the weak
coupling regime where transport follows a temperature activated
hopping mechanism (Fig. 6).
In order to improve electrical transport in COINs, it is
therefore of central importance to either decrease EC or
increase b. In the following, we will review common procedures
to achieve a quantitative estimate for EC and b and note
important differences for electrical transport in QDs in the
dark vs. under optical excitation. We will summarize recent
analyses of polaronic transport in QDs and highlight some
details of its application to COINs, such as the effect of
energetic fluctuations. This section concludes with a short
comment on recent simulations of double superexchange
in COINs.
4.1. The charging energy (EC)
Following the modified Laikhtman–Wolf model, EC is given by
the self-capacitance (Cs) of a QD and the mutual capacitance
(CM) between the QD and its neighbors,
EC ¼
e2
2 Cs þ nCMð Þ
(1)
with the average number of nearest neighbors n and the
elemental charge e.54 The self-capacitance of a spherical nano-
particle with a static dielectric constant (eQD) surrounded by a











where r is the QD radius and e0 the vacuum permittivity.
55 Due
to the size-dependence of the oscillator strength in quantum-
confined crystallites, eQD is often found to exhibit a significant
size-dependence as well. With the static dielectric constant of







The mutual capacitance with the center-to-center QD distance









Fig. 5 (left) Schematic representation of the energetic alignment and
splitting of orbitals of the CdSe hole states (represented by the gray bar,
where higher density of states is darker) and three ligands: the native ligand
octylphosphonate (OPA) as well as the two phenyldithiocarbamates CF3-
PTC, and OCH3-PTC. (right) Zoomed-in views of the hybridized orbitals
created by mixing of hole states with the HOMO of each ligand and the
corresponding diagram for the confining potential for the excitonic hole
(wave function sketched in red) resulting from these hybridized orbitals.
The potential profile is defined by the 1Sh state and the hybridized HOMO.
The particle-in-a box diagrams are ‘‘upside-down’’ because the profiles
are for holes, not electrons. Reprinted with permission from ref. 49.
Copyright 2012. American Chemical Society.
Fig. 6 Electronic structure and interparticle interactions in a QD solid. At
large interparticle distance Dx, the QDs are electrically isolated, and the
QD solid is an insulator with a Coulomb gap. As the interparticle distance
decreases, exchange interactions become significant, and the electronic
wave functions of the individual QDs spread out over multiple particles. At
the point of metal–insulator transition, the delocalized orbitals extend over
the entire QD solid. Reprinted with permission from ref. 117. Copyright
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As displayed in Fig. 7, EC is not only highly dependent on
the nanoparticle radius but also on the interparticle distance
(D  2r) and the static dielectric constant of the surrounding
matrix, both of which are typically dominated by the ligand
shell. In the example above, PbSe QDs with a size-dependent
eQD between 20 and 100 (following the generalized Penn model)
experience a change in EC from only a few to B25 meV as ematrix
is varied over a realistic range. It should be noted that some of
the most commonly applied ‘‘classic’’ QD ligands possess static
dielectric constants in the range of greatest slope in Fig. 7
(e.g. alkanethiols: e = 2.7, oleylamine: e = 3.1), such that small
changes of ematrix upon ligand exchange may already exhibit a
large effect on EC.
58,59
4.2. The transfer integral (b)
b is linked to the tunneling rate (t1) through
b E h/t (5)
with Planck’s constant h. Following the temperature-activated
transport approach by Guyot-Sionnest, we find



















where EA is the activation energy, containing the charging
energy and energetic disorder, kB is Boltzmann’s constant,
G is the transmission coefficient to transport, m* is the carrier
effective mass, T the absolute temperature, DV the height and
(D  2r) the width of the tunneling barrier.72
As a first order approximation and in the weak coupling regime
(G { 1), the coupling energy (e), i.e. the energy released upon
hybridization of two QD states of two adjacent QDs with non-zero




The transfer integral then becomes




Eqn (10) elegantly combines the effects of charging energy
and the transfer integral, and the resulting carrier mobility can











Shabaev et al. have considered transport through an ensemble
of QDs in the Anderson regime where EC (the Hubbard energy) is
smaller than the bandwidth.73 In the ground state, the system
behaves as an ensemble of mainly localized states which are
weakly coupled by a wavefunction overlap between adjacent QDs
forming a band of narrow width D. D depends on the interparticle
distance (D  2r), the height of the potential barrier between
adjacent QDs (DV), the QD radius (r) as well as the ratio between
the mass of the free electron and the effective carrier mass





, the overlap becomes very
small and Anderson localization is expected.
4.3. Photoconductivity
Under optical excitation above the band gap (EG), the QD
ensemble behaves dramatically different compared to bulk
crystals as noted by Shabaev et al.73 Due to the absence of
periodic boundary conditions in 0-dimensional crystals, the
conservation of momentum does not hold anymore and the
efficiency of non-radiative Auger processes is increased such
that it surpasses the efficiency of radiative recombination.
Therefore, the energy released during the recombination of
an electron–hole pair in the vicinity of another (photo-excited)
electron in the conduction band is transferred to this electron
with almost 100% probability. If DV is not too large compared
to EG, this is sufficient to create a quasi-free electron which can
indeed exhibit band-like transport only to be perturbed by
structural defects. This model elegantly explained the finding
that QD ensembles can show a conductivity increase by 2–3
orders of magnitude even under weak optical excitation.61,69
The number of photo-generated carriers under these condi-
tions alone is not sufficient to explain the increase via Ohm’s
law such that a change in mobility evolves as a plausible
explanation.
Fig. 7 Simulation of the charging energy of QDs with different diameters
as a function of the static dielectric constant. Reprinted with permission
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4.4. Small polaron hopping and the Holstein model
Polar semiconductors (e.g. CdSe or PbS) exhibit strong coupling
between charge carriers and optical phonons which results in
the formation of small polarons – a system first described by
Holstein in a series of papers.62,63 The binding energy of such







 2 ¼ l
2
; (12)
where N is the number of phonons, q- the phonon wavevector,
s the polarization index of the phonon, oq-s the frequency, gjj,q-s
the local electron–phonon coupling constant and l the Marcus’
reorganization energy.79 If ll is larger than the coupling energy
between adjacent QDs, polaron localization takes place: the
charge carrier is trapped by the optical phonon and may
propagate only via polaronic hopping with the polaronic hopping














Qualitatively speaking, this approach, which has been discussed
for charge transport in organic semiconductors by Sirringhaus et al.
and for QDs by Prodanovic et al., adds the reorganization energy l
to the interparticle distance (D  2r) and the potential barrier
height (DV) as the key parameters which dominate transport
through an array of QDs.65,79 The striking feature of this model is
that it predicts a decrease in the carrier mobility with increasing
temperature (for sufficiently large b) which is in contrast to the
typical temperature-activated hopping. In light of this unexpected
finding, the authors suggest a competing temperature-dependence
of the pre-exponential and exponential term in the Marcus hopping
rate as an explanation. In the case of CdSe, the two terms were
found to result in an overall weak temperature dependence in
comparison to the dominating temperature correlation in the
Einstein mobility.65 State-of-the-art QD solids have repeatedly been
shown to exhibit such temperature dependence, and polaronic
hopping now provides an explanation for this observation.66,119
It may prove to be a serious alternative to an attribution to band-
like transport, which is currently a matter of debate.
4.5. Application to COINs
Chu et al. have calculated reorganization and coupling energies
for two CdSe QDs cross-linked with semiconducting hexasulfido-
stannate (Sn2S6
4) and calculated mobilities in the range of
101–100 cm2 V1 s1, which is in good agreement with experi-
mental observations.67,82 In the size regime between 2.5 and
5.1 nm and for a variety of different molecular orientations, the
reorganization energy (145–23 meV) was always found to be
much larger than the coupling energy (22–0.5 meV), such that
transport should be in the polaronic hopping regime as
described by eqn (13). While these computed reorganization
energies are awaiting experimental verification, they are rather
similar to those of high-mobility organic semiconductors, under-
lining that they are quite reasonable.79
Albeit not strictly a COIN in the definition of this article,
transport in CdSe QDs functionalized with Sn2S6
4 is expected
to be strongly impacted by the near-resonant alignment of the
QD 1Se state and the LUMO of the molecule which is in analogy
to the systems discussed here.68 It is therefore reasonable to
assume that transport in a typical COIN is likely to occur
following the Holstein model.
Although a precise quantification of EC in the case considered
by Chu et al. requires knowledge of the static dielectric constant
of Sn2S6
4 which is not available to date, evidence exists that this
molecule is relatively soft and easily polarizable such that ematrix
should be at least on the order of 3.69 Using eqn (1), EC for a
3.4 nm CdSe QD functionalized with Sn2S6
4 of length 0.6 nm in
a hexagonal close-packed structure (number of nearest neigh-
bors = 6) and eQD taken to be B8 is then on the order of
14 meV.70 With eqn (10), we can calculate the transfer integral
for this material on using the coupling energy between two
3.4 nm CdSe QDs given by Chu et al. (e = 9.5 meV) and an
activation energy (EA) composed of the charging energy and the
average energetic fluctuation (Da). Da is taken to be 20 meV
according to the approximation by Guyot-Sionnest and typical
size fluctuations in state-of-the-art CdSe QDs.71,72 At 300 K, we
have b = 16 meV such that EC/(EC + b) E 0.5. According to
Remacle et al., the opening of the Hubbard gap for this system
is then just suppressed and transport is probably seen to be at
the border between domain-localized and delocalized. This is
supported by the fact that b E Da, such that Anderson localiza-
tion may also just be avoided. Finally on using D = 16 b for
hexagonal close-packed lattices, the band width (D) is seen to be
on the order of 250 meV which is much larger than EC such that
the model developed by Shabaev et al. should hold.73
We note that charge transport in the system simulated by
Chu et al. occurs under negligible population of the LUMO of
Sn2S6
4. This is the consequence of a calculated energy level
offset of 2.4 eV between 1Se state and LUMO after hybridization
of energy levels upon contact.82 It is in striking contrast to the
near-resonant energy alignment inferred from energy level
determinations for the isolated components before contact
and highlights the importance of possible rehybridization effects
for the rational design of transport in COINs (see Section 5). The
fact that the semiconductor small molecule serves as a mere
mediator for exchange between two adjacent QDs renders the
vibrational spectrum of the molecule irrelevant for the efficiency
of polaronic hopping. Chu et al. have suggested that it is only a
small number of acoustic phonon modes in the QDs which
determine the hopping rate.82 This is supported by their finding
that the calculated hopping rate did not change significantly
when only the first three phonon modes with the highest
Huang–Rhys factors were considered in their calculations.
This may, however, be a specialized case without a general
applicability to other systems.
For instance, in the recently realized COIN consisting of PbS
QDs functionalized with TTFTA, the energy level offset between
1Sh and HOMO after rehybridization was calculated to be
approaching zero.127 It would be rewarding to see whether a
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semiconductor takes place under applied bias for which
spectroelectrochemical techniques are a promising approach.74
If verified, a description of transport following the Holstein
model may still be applicable, but the calculation of the
polaronic hopping rate would have to take into account the
phonon spectrum of the organic semiconductor as well. This
may be significantly different from the corresponding spectrum
of the QDs, but the considerations by Chu et al. have shown
that a few phonon modes in common would be enough for
efficient transport. Nevertheless, detailed knowledge of the
phonon spectra of the individual components are highly desirable
for the rational design of COINs.
4.6. Average energetic fluctuations (Da) and their importance
for transport in COINs
Following the Holstein model, the local electron–phonon
coupling is modified by static diagonal disorder caused by
fluctuations in site energies Da. Often, these fluctuations can
be estimated with a simple Gaussian distribution and a stan-
dard deviation reflecting differences in the charging energy and
in absolute energy level positions due to variations in the QD
diameter. According to the Brus formula, the confinement
energy of a semiconductor quantum dot scales as 1/r2 such
that the standard deviation dE/E is approximately 2dr/r.75
Assuming a ‘‘mirror symmetry’’ for holes and electrons – as
it is discussed for some of the lead chalcogenides – with
me* = mh*, and a size variation dr/r of 4% for state-of-the-art
QDs, yields dE E 0.524%300 meV = 12 meV for 7 nm PbS QDs
(with a confinement energy of 300 meV).76,77 With eqn (1) to (4),
EC fluctuates by about 2 meV such that the overall static
diagonal disorder for state-of-the-art QDs is seen to be just
below kBT at room temperature.
On the other hand and according to Holstein, the non-
local electron–phonon coupling alters the transfer integral
(b). Since b depends on EC, (D  2r) and DV, the precise
relation is complicated and only an estimate can be given.
As we have seen, dEC has a relatively modest contribution
and may therefore be neglected. In organic semiconductors,
(D  2r) plays a pivotal role because the weak intermolecular
van-der-Waals bonds allow for temporal molecular displace-
ments of up to 1 Å due to thermal fluctuations which can
change b by over an order of magnitude.78,79 In contrast, the
bonding in COINs is dative which makes it much more robust
to thermal fluctuations. For instance, Zherebetskyy et al. have
calculated a bond strength of up to 17 meV A2 for the
interaction of a carboxylic acid with the (111) surface of PbS
which is in the range of typical inorganic, layered structures
like MoS2, WS2 or graphite.
80,81 Further, the mass of a typical
QD (e.g. PbS: m 4 105 u) is orders of magnitude larger than
that of a typical organic semiconductor molecule such that
the expected vibrational displacement remains small. Inserting
dE = 12 meV from above into eqn (10) decreases the expected
mobility according to eqn (11) by a factor of 1.6. This is in
accordance with Chu et al. who calculated a 1.7-fold decrease in
the polaronic hopping rate following eqn (13) upon assuming
dr/r = 5%.82
We stress here that DV in the context above refers to the
energetic difference between adjacent QDs, and not between
1Sh (1Se) levels of a QD and the HOMO (LUMO) of its ligand.
The latter is part of eqn (13) as the coupling energy (e) which
depends on the height of the barrier to interparticle transport
(see eqn (8)). In the example simulated by Chu et al., this
height is large (2.4 eV), but its deleterious effect is compen-
sated by the relatively short barrier width. In PbS–TTFTA, the
height is much smaller (DV - 0), and ultimately limited by
the size-dispersion with the lower-bound dE = 12 meV from
above.127
Although a real breakthrough with m c 103 cm2 V1 s1 is
yet to be demonstrated for COINs, the transmission coefficient
may become very large for an appropriate QD–ligand combi-
nation even if the interparticle spacing (D  2r) is wide. In
Fig. 8, we model G for PbS QDs (m* = 0.09 m0) as a function of
the 1Sh (1Se)/HOMO (LUMO) offset for various interparticle
spacings. The lower-bound limit of 0.1 nm has been realized
for PbS QDs by Tang et al. using a halide passivation strategy.83
It is apparent that the transmission coefficient for this inter-
particle spacing is almost independent of the barrier height
and large carrier mobilities are possible. For the PbS–TTFTA
system (D  2r = 1.0 nm), the highest possible G is 0.7 upon
using a barrier height of 12 meV. The maximum tunability of
the band gap in PbS QDs is on the order of 1.0 eV such that a
reasonable range for the tunability of the barrier height to hole
or electron transport for a given OSC ligand is about 500 meV.
For a barrier height of 512 meV, G decreases to 0.1, and it
follows that we may expect at best a 7-fold tunability of G in
PbS–TTFTA. For PbS QDs to bear the potential of forming
extended superlattices, the interparticle spacing needs to be
on the order of 2.0 nm.109 In that case, the maximum tunability
of G is about 50-fold.
The tunability of e will be similar to that of G, although its
approximation given by eqn (9) may become invalid for very
small barrier heights, and a description more advanced than
the current one will be needed. The necessity to include the
vibrational spectrum of the ligand in such a case has already
been mentioned.
Fig. 8 Dependence of the transmission coefficient (G) on the barrier
height to electrical transport across an array of PbS QDs with interparticle
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4.7. Possibility of double superexchange in COINs
Li et al. have recently simulated a COIN system consisting of Si
QDs and 2,5-divinylthiophene-3,4-diamine (C8H8N2S) in which
the condition DV - 0 between the QD and its ligand sphere is
met for neither holes nor electrons due to a type-II alignment
(Fig. 9).85 However, the hopping rate for holes and electrons can
nonetheless be on the order of 0.5–1.0  1012 s1, the authors
suggest, if two separate channels are formed between adjacent
QDs and neighboring ligands by super exchange, that is,
resonant tunneling. In that model, holes and electrons are
quickly separated due to the type-II structure such that holes
reside in the QD and electrons in the ligand. The offset between
1Se and LUMO is seen to be on the order of 0.9 eV and the
interparticle spacing (D  2r) imposed by the C8H8N2S linker is
calculated with 22 Å such that G for electrons in the QD is very
small according to eqn (8). Similar considerations hold true for
holes in the C8H8N2S linker.
Instead, holes may translate from QD to QD and electrons
from ligand to ligand via polaronic hopping according to
eqn (13). The corresponding l and e have been calculated
with 57 meV and 5.3 meV for holes as well as 168 meV and
14–298 meV (depending on the intermolecular configuration)
for electrons, respectively. With eqn (5), the transfer integral for
holes and electrons in this COIN becomes bE 4 meV which is not
significantly less than in the CdSe–Sn2S6
4 system analyzed by
Chu et al. Moreover, the authors point out that the efficient carrier
separation by the type-II alignment in the Si-C8H8N2S leads to very
slow recombination rates which increases the polaronic hopping
rate. As a consequence, mobilities for electrons and holes of
0.15 and 1.5 cm2 V1 s1 are predicted, respectively.
Although the realization of such double super exchange in
type-II COINs is awaiting experimental verification, the concept
highlights the versatility of using COINs for optoelectronic appli-
cations. Where near-resonant alignment of energy levels between
QD and ligand (e.g. holes in the PbS–TTFTA system) can be used
as a selective carrier filter, double super exchange may be applied
as a built-in junction where carriers are split and transferred via
separated channels to near-by electrodes. Particularly in the latter
case, precise control over QD and molecular orientation in an
ensemble of COINs will be the key to high carrier mobilities. For
organic semiconductors, this dependency is well-known with
some advances in theoretical insights and experimental improve-
ments, where for QDs the notion of the importance of the
orientation of specific facets is just beginning to arise.84 For
QDs functionalized with classical, monovalent ligands (e.g. oleic
acid) experimental tools, such as the assembly at liquid–liquid
interfaces, have been developed to achieve this orientational
control.116 The challenge is now to make these tools compatible
with cross-linking QDs with organic semiconductors.
5. Electronic structure at the quantum
dot/organic semiconductor interface
The question of the electronic structure of the QD/OSC interface,
which is of course interconnected to its geometric structure, is
crucially important to possible device applications, but can be
rather challenging and has been studied less than the resulting
overall electronic structure discussed in the preceding sections.
A number of points may be deduced or speculated on based
on what has been learned in recent years from the study of
Fig. 9 (a) A mesomaterial composed of Si QDs (blue) functionalized by
short molecules (purple). The structures of the Si147 QD and the bridging
molecule 2,5-divinylthiophene-3,4-diamine (C8H8N2S) used in the simu-
lation are shown with the following atom coloring: Si (tan), H (white),
C (grey), N (blue) and S (yellow). (b) Double superexchange mechanism:
HOMO (red), LUMO (green), vibrational energy levels (black). Reprinted
with permission from ref. 85. Copyright 2014. Royal Society of Chemistry.
Fig. 10 Transmission electron microscopy image of a monolayer of PbSe
QDs with hexagonal order. Reprinted with permission from ref. 115.
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planar interfaces. The relevant concepts for the energetics of
interfaces of OSCs have been reviewed recently by Koch.86
Complementary to this, several studies have focused on the
binding geometry of OSCs to inorganic substrates, mostly
metals, with high-resolution using X-ray standing waves
(XSW).87–92
The picture that emerged from these studies is that the
adsorption of OSCs on planar interfaces is frequently associated
with a more or less significant distortion of the molecule as
found on many metals, including allegedly ‘‘inert’’ ones. This
impacts the energy levels and vice versa. Although there has been
remarkable progress on the theoretical side, it is still not easy
to predict the interface properties from first principles.93–96
In particular for the interactions of OSCs with planar metal
surfaces, for which there is a relatively solid data base, it appears
that the naı̈ve picture one would expect, in which the energy
levels can be assembled based on the individual components, is
not adequate. There are interface dipoles and donation and
backdonation of charge which are not easy to predict with
simple arguments.
The situation may be somewhat different for inorganic
semiconductor surfaces and of course will also change for
chemisorbed/strongly bound ligands, but we feel that a general
warning is in place that these systems are not easy to predict.
For some work on OSC/inorganic semiconductor interfaces, see
Chassé et al.97 On the other hand, suitable ‘‘ligandation’’ may
offer a lot of scope for tailoring of the interface energetics and
the coupling strength at the inorganic/organic interface.
Considering the excitations (as opposed to ground-state
properties), an interesting issue is the different nature of
the excitons in molecular compared to inorganic materials.98
Generally, there is still serious work needed for a fundamental
understanding of the electronic properties and excitations in
these hybrid systems.
Furthermore, of course, for COINs we are not concerned
with planar interfaces (which are in most cases easier to study),
but with rounded or facetted interfaces of QDs. These make the
investigation experimentally more challenging and will not
allow the use of some established techniques, but we can
speculate that the scientific issues in terms of energy levels
will be similar, possibly with further complications due to the
more complex nature of the interfaces and the increased
number of steps or kinks, in addition to the coexistence of
differently oriented facets for crystalline nanoparticles.
6. Structural and morphological
characteristics of coupled organic–
inorganic nanostructures
Any serious understanding of the functional properties of
COINs will require a suitable control of their preparation and
characterization of their structures. The tools to do this are very
diverse, as are the possible architectures, and one can speculate
that our capabilities to exploit the wonderful opportunities of
COINs will strongly depend on our skills in handling their
preparation.
The challenges in preparing and controlling these architec-
tures are manifold, which is why it is absolutely mandatory to
characterize them carefully. A signature of a ‘‘failed preparation’’
may be found in the undesired spectroscopic or transport
properties, but generally it is rather unlikely that for complex
architectures this will always enable us to identify the reason for
the failure. This makes the use of proper structural tools
inevitable. Their use is probably not very different from the area
of metallic nanoparticles in OSC matrices, where a lot has been
learned in recent years.
The classical approach to structural characterization is X-ray
scattering. We expect information on the degree of crystallinity
of the materials (in principle both organic and inorganic) from
their Bragg reflections as well as information on the larger-scale
morphology, mostly from the small-angle scattering features.
The latter include information on the QD size, shape, and
mutual correlations and their distribution within the OSC
matrix. Also possible superlattices of the QDs within the matrix
can be observed if the structural coherence is sufficient. Indeed,
for QDs functionalized with long-chained, insulating ligands
(see Section 1), impressive control over superlattice formation
has been demonstrated (Fig. 10).99–101,115 The parameter space
for its manipulation includes the choice of solvent, the speed of
evaporation, the particle shape and the temperature.102–105 Of
particular relevance for COINs are the findings that the super-
lattice structure crucially depends on the ligand coverage of
QDs and may, in addition, be altered upon inclusion of organic
guest molecules into the QD lattice.106,107 In the same context,
solvent–ligand interactions and the ligand-mediated inter-
particle spacing are further key parameters.108,109
A host of scattering geometries is available to study these
issues in detail, importantly with the option of tuning the
penetration depth into the material. For examples of how to
apply scattering (XRR, diffuse XRR, GISAXS, SAXS, GIXD) to
these complex materials, we refer to ref. 110–112, 116 and 123.
It should be emphasized, though, that particularly if the
samples are rather inhomogeneous, complementary methods,
in particular various forms of real-space imaging, are very
useful and frequently indispensable. These include, inter alia,
AFM/STM, which is sensitive mostly to the outer surface,
various forms of TEM, which can probe the internal structure
in real space, but are not non-destructive, as well as various
forms of ion detection upon sputtering, which is, again,
destructive.113,116 A further option is optical microscopy, in
particular exploiting near-field effects to overcome the diffraction
limit.114
It should be noted that many groups appear to have experi-
enced difficulties in preparing controlled nanostructures of
metallic nanoparticles embedded in organic matrices. In
particular for functionalization with organic ligands, the situation
may be similar for semiconductor QDs in organic matrices.
Nevertheless, while it may be expected that in zeroth approxi-
mation there are similar issues and in particular similar problems
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scope for structural control of the semiconductor QDs. Generally,
the more directional bonding mechanism of semiconductors and
the associated properties of semiconductor QDs (with higher
degree of crystallinity and more pronounced faceting) are
expected to give rise to better structural control. In this context,
a very exciting possibility is the emerging technique of oriented
attachment.116 If certain preconditions are met (building blocks
nearly monodisperse in size and shape; attachment should only
occur with a geometrically defined subset of nano-crystal facets),
indeed superlattices of nano-crystals with impressive long-range
order may be obtained.
7. Electronic devices based on coupled
organic–inorganic nanostructures
The possibilities for application of colloidal quantum dots in
electronic devices are manifold (for a comprehensive review
see, e.g., Talapin et al.).117 Even if we restrict ourselves to
semiconductor QDs (excluding plasmonic and magnetic nano-
particles), there is still a variety of different device applications.
These include inter alia field-effect transistors (FETs), light-
emitting diodes (LEDs) as well as photodiodes and photovoltaic
cells (PVCs). (We will not consider memory elements and
thermoelectric devices for this article.)
The impact of electronic coupling among semiconductor
quantum dots is of paramount importance in FET structures.
Numerous investigations (for an overview see Hetsch et al.)118
have shown that device parameters like field-effect mobility,
threshold voltage, subthreshold swing and ON : OFF ratio as
well as the appearance of hysteresis effects or ambipolar trans-
port critically depend on the structural quality of the QD solid
and the ligand sphere around the individual particles. It has
been demonstrated, e.g., that the mobility of charge carriers of
a given system can be tuned over a wide range by chemical
treatment of the surface of the QD films and in particular by
ligand exchange. Such treatment will obviously affect interparticle
spacing and thus electronic coupling, but beyond that also
the dielectric environment determining the charging energy,
the nature and density of surface traps or even the doping
density, if charge transfer between the organic ligand and the
semiconductor nanoparticle occurs. All of them will have direct
impact on macroscopic device parameters such as charge
carrier mobility, which can reach values of several 10 cm2 V1 s1
at room temperature.119
The concept of chemically coupling individual QDs by
organic p-conjugated molecules, as discussed in this perspective
article, will – besides reducing interparticle spacing – provide
an additional handle for tuning the electronic interaction by
bringing the energy levels of QDs and organic ligand molecules
into resonance (see Fig. 11).127 This should be possible by a
systematic variation of the semiconductor QD size. Note that
non-monotonic behavior of carrier mobility in FETs with
variable size QDs has been observed, but mainly due to the
competition between coupling and charging energy.120,121
Moreover, it would of course be intriguing if one were able to
control the nature of transport (electron or hole) in the COIN
film by the choice of proper organic ligand molecules bringing
either the occupied 1Sh and the HOMO levels or the unoccupied
1Se and the LUMO levels of both species into resonance. This
would lead to intrinsically hole or electron conducting materials,
respectively, which are required for realizing complementary
logic circuit elements, as has been shown with organic field-
effect transistors, too.122
Another application for such hole or electron selective
COINs are diode structures (see Fig. 12), where rectification is
achieved by stacking two unlike layers on top of each other.
This corresponds to organic heterostructures that have been
used very successfully in organic LEDs and PVCs since their
initial demonstration in the late 1980s.123–125 It is meanwhile
well established that the realization of efficient OLEDs relies,
inter alia, on the ability to tailor the energy levels and their
relative offsets at interfaces in such a way that both carrier
species are sufficiently well injected at the contacts and that
preferably all of them recombine radiatively at a certain place
in the layer stack of the device (type-I heterostructure; see
e.g. Brütting and Adachi and references therein).126
LEDs based on inorganic semiconductor QDs (sometimes
also termed QD LEDs) have made huge progress in recent
years128 and external quantum efficiencies approaching 20%
have been reported.129 Interestingly, this was enabled by the
use of heterostructures incorporating neat organic semi-
conductors as hole and/or electron transporting layers and only
the light-emitting layer was made of QDs. Nevertheless, their
widely tunable and comparatively narrow emission spectra
make them very attractive for visible LEDs with saturated colors
and for near-infrared LEDs, where OLEDs are not available.
However, the realization of an analogous three-layer structure
with COINs is challenging with respect to both finding suitable
materials as well as fabricating the device.
Apart from LEDs, such heterostructures of hole and electron
transporting COINs could also be very interesting for photo-
diodes and photovoltaic cells, because, as compared to their
organic counterparts, inorganic semiconductors have the
advantage of significantly lower exciton binding energy making
donor–acceptor concepts with large band offsets in a type-II
heterostructure redundant. For example, recent work on QD
Fig. 11 Left: energy level diagram of a coupled organic–inorganic nano-
structure interface. In this example, the inorganic 1Sh state is tuned by the
QD diameter to align with the HOMO of the OSC as for instance in ref. 127.
However, the same concept may be imagined for the 1Se of the QD and
the LUMO of the OSC. Right: an idealized schematic of a field effect
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hetero-junction cells has demonstrated power conversion
efficiency close to 9%.130,131 So far the combination of organic
semiconductors and inorganic QDs has been mainly used in
so-called bulk-heterojunction solar cells, i.e. both components
have been mixed in solution and cast as a solid film.132 Though
being a relatively simple process, there is only limited control
over microstructure and morphology making precise tuning of
device properties difficult. Another approach combining both
material classes has recently been taken with PVCs based on
pentacene as molecular semiconductor and size-tunable PbS
QDs as inorganic semiconductor, respectively.133 Singlet excitons
generated by light absorption in pentacene undergo almost
quantitatively a fission process into two triplets with an energy
of half of the original value, which are subsequently dissociated
at the interface to the PbS QDs. Thus quantum efficiencies
clearly exceeding 100% due to this multi-exciton (carrier multi-
plication) process have been observed.134 In principle, the power
conversion efficiency of such PVCs could even overcome the
conventional Shockley–Queisser limit.135
An alternative approach suggested here makes use of the
inherent rectification in a heterostructure of hole and electron
selective COINs, just like in a p–n semiconductor homo-
junction. Similar concepts have recently been reported as
so-called quantum junction diodes, where a homojunction of
p- and n-doped QDs of the same kind was used.136 It will be
intriguing to elucidate the working principle of such hetero-
structures and – in the context of PVCs – find out if such
structures might have advantages in terms of reduced energy
losses due to a smaller band-gap voltage offset, being one reason
for lagging behind the Shockley–Queisser limit in real devices.
8. Conclusions
The optoelectronic functionalities of coupled organic–inorganic
nanostructures differ from that of conventional inorganic QDs
by taking advantage of electronic states in the p-conjugated
organic ligand shell. Instead of being a mere obstacle to carrier
transport, the ligand becomes an important part of the electro-
nic structure and crucially impacts the optoelectronic properties
of the hybrid material. In fact, the properties can even be tuned
by the ligands, provided the resulting structures can be properly
controlled. In terms of the optical behavior, COINs may be
depicted by a type-I/type-II electronic structure depending on
the energy level alignment at the organic–inorganic interface.
Electrical transport can often be described by a polaronic hopping
model taking into account the reorganization energy, energetic
fluctuations, the charging energy and electronic coupling. The
latter may be tuned for electrons and holes individually via the
choice of the ligand, providing novel perspectives for opto-
electronic devices such as the possibility of inherent rectification
and efficient charge-carrier separation. The ability to use relatively
large ligands holds for the fabrication of conductive QD super-
lattices which are otherwise very challenging to realize.
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