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Práce popisuje vývoj uživatelského rozhraní využívajícího kameru. Pomocí mrknutí pravého
nebo levého oka umožňuje emulovat dvě klávesy. Pro zpracování videa využívá knihovnu
OpenCV. Uživatelské prostředí je vytvořené pomocí knihovny Qt. Práce obsahuje vysvět-
lení základních vlastností videa, vysvětlení principů zpracování videa, přehled existujících
softwarů, samotný návrh a implementaci aplikace. V závěru práce jsou zhodnoceny výsledky
a popsán případný další vývoj.
Abstract
The thesis describes the development of the user interface that uses the camera. By winking
the left or right eye it is possible to emulate to two keys on the keyboard. For arranging the
video it uses the library OpenCV. User interface is created by means of library Qt. This
disertation includes an explanation of the basic propertis of the video, an explanation of
principles of the video processing, overview of software applications, the software solution
it selfs and implemenation of the application. In conclusion of this dissertaton resulsts are
evaulated and potential further development is described.
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V poslední době stále více a více věcí, které člověk užívá, proniká počítačem v nejrůznější
podobě a tyto počítače jsou ovládány displejem. Je tedy velká snaha, aby toto ovládaní
probíhalo co nejvíce intuitivněji, k čemuž mohou sloužit různé dotykové displeje. Dalším
stupněm je všechno ovládat bezdotykově pomocí využití různých kamer nebo snímačů, což
přináší zcela nové možnosti.
Bezdotykové ovládání může velice zpříjemnit a ulehčit práci s počítačem. Je bezesporu
příjemné ovládat počítač, aniž bychom se museli natahovat pro nějaké ovládací zařízení
jako například myš nebo klávesnici, ale pouze pomocí pokynutí nějaké části těla. Nemusí se
jednat pouze o zpestření nebo ulehčení. Je mnoho lidí, kteří mají nějaké tělesné postižení,
zabraňující jim používat ovládacích prvků počítače. Pro tyto lidi se může jednat o velikou
pomoc, ne-li pomoc jedinou.
Na trh se postupně dostávají různá zařízení, která bezdotykové ovládaní umožňují. Jsou
to zařízení jako Kinect, Tobii, Leap Motion a další. Některé z těchto zařízení se zaměřují
pouze na některé částí těla, ale některé jsou schopny snímat tělo celé. Od toho se pak
odráží účel, k jakému jsou vytvořené. Můžeme pak před počítačem stát a pohyby celého těla
ovládat nějakou hru (k čemuž je primárně vytvořen Kinect), nebo u počítače sedíme a ruku
používáme místo myši (což umožňuje například Leap Motion). Tato oblast se začíná rozvíjet
čím dál tím více a ještě zdaleka nedosáhla svého vrcholu. Je tedy možné předpokládat další
vývoj v této oblasti. Rovněž poptávka po těchto zařízeních je veliká, což poukazuje na
značnou oblibu těchto zařízení.
Já jsem se tomuto směru začal věnovat, jelikož v něm vidím veliký potenciál. Dle mého
názoru se bude čím dál tím více rozšiřovat a na trh se budou dostávat další a další zařízení
nebo programy umožňující toto bezdotykové ovládání. Pro uživatele je to velice lákavá
oblast a tak s poptávkou zároveň přichází i nabídka. Rovněž mě zajímalo, do jaké míry lze
v dnešní době vytvořit bezdotykové ovládání reagující na pohyby hlavy, které zpříjemní a
ideálně i urychlí práci na počítači, a zda-li běžně dostupné prostředky jsou dostačující pro
takovéto ovládání.
Cílem této práce je vytvořit uživatelské rozhraní, které pomocí gest hlavy (jako například
mrkání, pohyb hlavy apod.) umožní ovládat nějakou spuštěnou aplikaci. Příkladem může
být, že díky mrknutí oka bude následovat listování dokumentem.
Následující kapitola popisuje základní vlastnosti videa. Tato kapitola je rozdělená na
6 částí, kdy první dvě popisují, co to vůbec video je a něco o jeho pořizování. Zbývající
čtyři části popisují čtyři základní vlastnosti videa, které jsou relevantní k této práci. Další
kapitola se věnuje zpracování videa, kde v prvních čtyřech částech jsou popsány algoritmy
sloužící k detekci mrknutí, a v poslední části technologie, které umožňují tyto algoritmy
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implementovat. V kapitole 4 jsou popsány existující softwary, a ve třetí části pak možnosti
operačních systémů napojení na emulační knihovny. Kapitola 5 je zaměřená na analýzu a
návrh řešení. V první části je provedena analýza současného softwaru, a na základě toho
ve zbylých dvou částech proveden návrh programu řešeného v rámci této práce. Následující
kapitola pojednává o řešení a vyhodnocení programu. Kapitola je rozdělená na 6 částí.
Prvních pět částí popisuje samotnou implementaci jednotlivých částí, poslední část pak




Tato kapitola slouží pro seznámení čtenáře s potřebným minimem v oblasti videa. V dalším
textu shrnu, co to vůbec video je a jaké jsou jeho základní vlastnosti.
V první části popíši video z matematického pohledu. V další části bude pár zmínek o
pořizování videa. Každá z následujících čtyř částí popisuje jednu ze základních vlastností
videa. Jedná se o vlastnosti: rozlišení, barevná hloubka, snímková frekvence a datový tok. K
základnímu pochopení videa tyto vlastnosti postačují, avšak podotýkám, že existují i jeho
další vlastnosti, které přesahují rozsah této bakalářské práce.
2.1 Obraz a video
Video je pohyblivý obraz. Lze ho popsat funkci f(x,y,t), kde x, y je prostor a t čas. Všechny
tyto proměnné jsou spojité veličiny. Definiční obor je tedy nějaký interval xIx, yIy a tIt,
přičemž Ix = {p|p ≤ A, p ≥ B}, Iy = {p|p ≤ A, p ≥ B} a It = {p|p ≤ A, p ≥ B}. Obor
funkčních hodnot je spektrum.
Existují dva typy videa, a to analogové a digitální. Dále se budu zabývat pouze digitál-
ním. Digitální video lze popsat funkcí fd(xd, yd, td). Tyto veličiny jsou ale diskrétní. Defi-
niční obory pak lze popsat množinami X,Y,T, které mohou vypadat například následovně:
xd{0, ..., 1023} = X, yd{0, ..., 767} = Y a td{0, ..., 120} = T . Tato funkce je zobrazena na
obrázku 2.1.
Jelikož se experimentálně prokázalo, že člověku pro navození vjemu plynulého pohybu
postačuje zobrazení přibližně 15 snímků za sekundu[7], využívá se toho i u videa. Čas td se
popíše pomocí několika kroků za sekundu, kdy v každém časovém okamžiku sejmeme jeden
obrázek reality, což je funkce dvou proměnných xd a yd. Jelikož funkci dvou proměnných
nemůžeme v počítači zobrazit, využívá se tzv. vzorkování. Vzorkování je vyhovující, jelikož
při dodržení vzorkovacího teorému je možná dokonalá zpětná rekonstrukce funkce. Jedinou
podmínkou je, že dle vzorkovacího teorému[6] obrázek musí obsahovat jen frekvence menší
než dvojnásobek maximální frekvence vzorkovacího signálu. U obrázku se toho dosáhne
pomocí elektronických optických systémů, a tak není třeba toto nijak dále řešit. Obraz lze
tedy chápat jako čtvercový rastr vzorků. Pro získání těchto vzorků je potřeba ještě poslední
vzorkování, a to vzorkování barvy jednotlivých pixelů obrazu. Prokázalo se, že pro pokrytí
schopnosti vnímaní barev člověka postačují tři barevné složky. Souvisí to s tím, že člověk
má v oku tři druhy čípků, které jsou citlivé na tři druhy vlnových délek světla[10]. Tyto
tři druhy vlnových délek přibližně odpovídají právě barvě červené, zelené a modré. Pro




Video lze pořídit kamerou. Rovněž i kamery lze rozdělit na digitální a analogové, ale zabývat
se budu pouze digitálními. Digitální kamera je optické zařízení, převádějící zachycenou
realitu do digitální podoby. Zachytává tedy snímky reality, které pak ukládá nebo posílá dále
(případně obojí). Poskládáním těchto snímků se získá obraz proměnlivý v čase, což je video.
Kamery fungují na principu zachytávaní světla dopadajícího na jejich čip. Tyto čipy pak
převedou dopadené světlo na elektrický proud[9]. Digitální kamery mohou zaznamenávat
buď viditelné barevné spektrum nebo jiné spektrum, které člověk nevidí - jako například
spektrum infračervené.
Digitální kamery můžeme rozdělit do mnoha skupin. Může se jednat například o: pro-
fesionální, amatérské, webkamery, průmyslové, atd... Každá z nich má různé vlastnosti
přizpůsobené jejímu použití. Některé z nich zaznamenávají s obrazem synchronně i zvuk.
Například průmyslové kamery zaznamenávají převážně jen černobíle. Webkamery jsou ka-
mery, které jsou součástí právě všech již dnes dostupných notebooků a slouží k živému
přenosu obrazu do počítače nebo sítě počítačů.
2.3 Rozlišení
Rozlišení udává počet pixelů, ze kterých se skládají jednotlivé snímky videa. Zapisuje se
pomocí dvou čísel, kdy první číslo je počet sloupců a druhé číslo počet řádků videa. Mezi
sloupci a řádky existuje vztah, udávaný rovněž jako dvě čísla, ale oddělená dvojtečkou.
Tento vztah se jmenuje poměr stran. V dnešní době jsou nejpoužívanější dva druhy poměrů
stran, a to 4:3 nebo 16:9. V následující tabulce 2.1 jsou uvedeny některé nejpoužívanější
formáty rozlišení.
Čím větší rozlišení, tím se zobrazovaný obsah jeví ostřejší, ale tím zároveň rostou i
požadavky na větší úložiště a větší výpočetní výkon při případném zpracování.
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název sloupců řádků poměr stran
QVGA 320 240 4:3
VGA 640 480 4:3
XGA 1024 768 4:3
HDTV 720p 1280 720 16:9
SXGA 1280 1024 4:3
QXGA 2048 1536 4:3
HDTV 1080i 1920 1080 16:9
Tabulka 2.1: Příklady standardních rozlišení[17]
2.4 Barevná hloubka
Barevná hloubka určuje počet bitů potřebných k popisu barvy jednoho pixelu. Zvětšením
barevné hloubky se zvětší i škála použitelných barev, ale i paměťová náročnost videa. Vztah
mezi škálou barev a počtem bitů potřebných pro zápis barvy je znázorněn v následující
tabulce 2.2.
Počet bitů 1 4 8 15 16 24
Počet barev 2 16 256 32768 65536 16777216
Pojmenování monochromatické EGA VGA High Color High Color True Color
Tabulka 2.2: Vztah počtu barev k potřebnému počtu barev[19].
Pro zpracování se nejčastěji používá barevný model RGB nebo jeho varianta RGBA.
Tento model využívá aditivního způsobu míchání barev [20]. Jedná se o způsob, kdy jsou
spolu míchané tři základní barvy, a to červená(R), zelená(G) a modrá(B). Mícháním těchto
barev se stejnou intenzitou získáme pouze 4 nové barvy. Pokud ale budeme měnit intenzitu
jednotlivých barev, získáme potřebnou škálu barev. Model RGBA přidává ještě jeden kanál
pro průhlednost. Přidělení počtu bitů ke každé barvě pro jednotlivé barevné hloubky je
znázorněno v tabulce 2.3.
počet bitů R G B A
8 3 3 2 -
16 5 6 5 -
18 6 6 6 -
20 8 8 4 -
24 8 8 8 -
32 8 8 8 8
Tabulka 2.3: Počet bitů přidělených jednotlivým kanálům RGB modelu různých barevných
hloubek[19].
Jak jde z tabulky vyčíst, bity se přidělují podle toho, jak je oko citlivé na danou barvu.
Oko je nejcitlivější na červenou a těsně za ní na zelenou[10]. V 16 bitovém módu má ale
zelená barva přidělených více bitů než červená, a to proto, že zelená barva více ovlivňuje
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jasovou složku, na kterou je oko nejcitlivější. Proto se nejvíce bitů přiděluje právě zelené a
až pak červené.
2.5 Snímková frekvence
Jedná se o počet snímků zobrazených za sekundu. Jednotkou je fps (frames per second).
Pokud je snímková frekvence příliš malá, iluze pohybu je nedostačující. Jako minimum
se uvádí 15fps[7], aby bylo dosaženo plynulého pohybu. Tabulka 2.4 zobrazuje některé
standardy snímkové frekvence.
24p nejpoužívanější standard pro pořizování filmu
30p náhrada standardu 24p, když jsou ve videu rychlé pohyby
48p začíná být standardem u filmu
50i plánovaný standard televizního vysílání příští generace
60i NTSC televize
Tabulka 2.4: Příklady standardu snímkové frekvence[1]
Písmenko p za číslem znamená neprokládané zobrazení videa a písmenko i zobrazení
prokládané. Z důvodu, že na některých monitorech video blikalo (např. displeje CRT),
bylo vyvinuto prokládání, čímž nebylo potřeba zvětšit snímkovou frekvenci. Toto blikání je
způsobeno tím, že člověk je schopen vnímat rychlost blikání do frekvence, která je větší než
frekvence, jež postačuje k navození vjemu plynulého pohybu. Na displejích typu LCD již
toto blikání neexistuje, jelikož jednotlivé pixely svítí pořád.
Při prokládaném zobrazování se nezobrazují celé snímky, ale každý snímek se rozdělí na
dvě části - sudé a liché řádky, které se pak ve dvou průchodech zobrazí. Pro zobrazení snímků
je tedy potřeba dvou průchodů. Tímto způsobem se zamezí blikání a zvětší se vizuální
kvalita, aniž by došlo ke zvětšení datového toku. Standardy PAL a SECAM vykreslují
obrázky s 25 fps prokládaně, což znamená 50 průchodů za sekundu.
Jak již bylo zmíněno dříve, ne na všech typech monitorů se prokládání používá. Monitory
LCD vykreslují celé snímky, ale při vyšších frekvencích (typicky od 60 Hz).
2.6 Datový tok
Datový tok udává objem dat přenesených za sekundu. Jednotkou je bps (bit per second).
Pro výpočet, kolik paměti video zabere, slouží následující vzorec:
datový tok = velikost obrázku x bitová hloubka x snímková frekvence
V tabulce 2.5 jsou uvedené některé používané datové toky.
Jak je z tabulky patrné, datové toky jsou příliš veliké. Z tohoto důvodu se používají
různé komprese. Komprese jsou buď ztrátové, a nebo neztrátové. Neztrátové komprese zme-
nší datový tok, aniž by došlo ke ztrátě informace. Tento typ komprese se snaží odstranit
redundantní data z videa. Na druhou stranu při ztrátových kompresích dojde i ke ztrátě
informace. Některé tyto komprese mohou i několikanásobně zmenšit datový tok videa[13].
Existují dva typy datových toků. Prvním je konstantní datový tok (CBR - constant
bitrate). Ačkoli je výhodný ke kompresi, nevýhodou je, že při statických scénách, kde by
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Velikost obrázku Bitová hloubka Snímková frekvence Datový tok
160 * 120 8 15 2,304Mbps
320 * 240 24 25 46,08Mbps
640 * 480 24 25 184,32Mbps
720 * 576 24 25 248,83Mbps
Tabulka 2.5: Příklady výpočtu datového toku
datový tok mohl být menší, data proudí stále stejnou rychlostí, a tím se zbytečně zvětšuje
paměťová náročnost. Druhým typem je variabilní datový tok (VBR - variable bitrate). U
toho typu se tok dat mění v závislosti na náročnosti scény. Při nenáročných scénách se
tak datový tok zmenší a dojde tak k úspoře paměťové náročnosti. Výsledkem je pak větší




Jak již bylo v minulé kapitole vysvětleno, video je sekvence snímků. Úlohy, jež zpracovávají
video, tedy pracují s jednotlivými snímky, případně některé z nich zpracovávají více snímků
najednou. Zpracování videa je proto výpočetně náročná operace, jelikož v každé sekundě je
několik snímků (záleží na snímkové frekvenci), nad kterými je potřeba vykonat požadované
operace. Samotná rychlost zpracování závisí na vlastnostech videa, jakými jsou: snímková
frekvence, rozlišení nebo barevná hloubka. Proto se někdy využívá video procesorů, které
dokáží úlohy zpracovávající video vykonávat rychleji a efektivněji.
Zpracovávání videa v reálném čase je ještě náročnější výpočetní úloha. Použité algoritmy
a technologie musí být dostatečně rychlé, aby se všechny potřebné operace nad každým
snímkem vykonaly v daném čase a nevznikalo tak zpoždění větší, než je únosné. Pokud
by zpracovávání trvalo déle než je únosné, docházelo by tak k zahazování snímků, nebo v
horším případě k pádu zpracovávajícího systému.
V následující podkapitole je popsán postup pro detekci mrknutí oka. Další podkapitola
je zaměřená na metody pro detekci obličeje a na rozdělení těchto metod do skupin. Ve třetí
a čtvrté podkapitole jsou uvedeny metody pro řešení detekce očí a detekci mrknutí oka. V
poslední podkapitole jsou pak popsány technologie, kterými lze tyto metody řešit.
3.1 Algoritmy
Detekci pohybu oka je možné popsat jako postup složený ze tří kroků[2]. Prvním krokem
je detekce obličeje ve snímku. Dalším krokem je detekce očí v obličeji. Tento krok by mohl
nahradit i první krok, ale úspěšnost detekce obličeje na snímku je větší než detekce očí. Je
výhodnější nejprve vyhledávat větší objekty, jako například obličej, a až pak objekty menší,
jako například oči. Proto je dobré detekovat oči až v detekovaném obličeji. V posledním
kroku pak probíhá samotná detekce pohybu oka. Jednotlivé kroky jsou znázorněny na
obrázku 3.1.
Obrázek 3.1: Detekce pohybu oka.
V současnosti nelze žádnou z metod realizovat bezchybně. Chyba detekce může vznik-
nout z mnoha důvodů, jako například špatným osvětlením obličeje nebo brýlemi umístěnými
9
na obličeji. Metody však musí být i invariantní k národnosti, věku, pohlaví nebo i k výrazu
obličeje. Proto je velmi náročné tyto metody realizovat bezchybně. Obrázky 3.2a - 3.2d
znázorňují některé možné příčiny chyb.
(a) Nevhodné osvětlení může způsobit velké
problémy.
(b) Sklon hlavy. Většina metod si s natoče-
ním poradí jen do určité míry.
(c) Předměty umístěné přes obličej. (d) Falešné nálezy.
3.2 Metody detekce obličeje
Účelem metod pro detekci obličeje je zjistit, zda se na snímku vyskytují obličeje, a pokud
ano, vrátit jejich polohy. Existuje přes 150 zaznamenaných postupů, kterými lze detekce
obličeje dosáhnout. Metody, používající k detekci obličeje pouze jeden snímek, můžeme
rozdělit na čtyři kategorie (existují ale i metody překračující hranice těchto kategorií)[23].
1. Knowledge-based methods (metody založené na znalostech): Tyto metody vyu-
žívají k detekci obličeje vědeckých poznatků týkajících se toho, jak vypadá typický
lidský obličej. Využívají vzájemné vztahy, které existují mezi jednotlivými rysy lid-
ského obličeje (např. vztah mezi očima a nosem). Tyto vztahy mohou být definovány
pravidly, jež vyplývají z relativní vzdálenosti mezi sebou, nebo jejich umístěním vzhle-
dem k obličeji. První fází těchto metod je extrakce rysů obličeje ze snímku. Následuje
fáze samotné detekce obličeje, která se provede na základě znalosti již zmíněných
vztahů.
Příkladem těchto metod může být publikovaná práce G. Yanga a T. Huanga[21].
2. Feature invariant approaches (metody založené na invariantních rysech): Jelikož
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člověk je schopen detekovat obličej, a to nezávisle na na natočení obličeje nebo svě-
telných podmínkách, je možné předpokládat, že existují nějaké rysy nebo vlastnosti,
kterých využívá. Cílem těchto metod je nalezení invariantních rysů, existujících i v
případě, že úhel pohledu, osvětlení nebo natočení obličeje se mění. Rysy obličeje, jako
například oči, obočí, ústa, nos, se převážně extrahují pomocí hranového detektorů. Na
základě extrahovaných rysů je vytvořen statistický model pro popsání jejich vztahu a
ověření, zda se jedná o obličej.
Metody patřící do této kategorie jsou například: Skin Color [22], Facial Features[24],
Texture [5].
3. Template matching methods (metody porovnávání se šablonou): Tyto metody
mají v databázi uložený standardní vzor obličeje, který slouží pro popis obličeje jako
celku, nebo jeho části. Šablona je vytvořená ručně nebo parametrizována funkcí. K
detekci se využívá korelace, která se vypočítá pro celý obličej, nebo jen jeho část.
Určení, zda se jedná o obličej, nebo o jeho část, se stanoví z hodnoty korelační funkce.
Známé jsou dvě metody a to Predefinded face templates[4] a Deformable templates[8].
4. Appearance-based methods (metody založené na vzhledu): Na rozdíl od předešlé
kategorie, kdy vzory v databázi jsou vytvořené ručně nebo parametrizovány funkcí,
jsou tyto vzory získány strojovým učením z trénovací množiny, obsahující různé vzory
tváří (mohou obsahovat i negativní vzory tváří, což znamená objekty vypadající jako
obličej). Základem detekce je statistická analýza a strojové učení pro nalezení cha-
rakteristik obrázků s obličejem a bez obličeje. Naučené charakteristiky jsou ve tvaru
distribučního modelu nebo rozlišující funkce, která je použita pro detekci.
Do této kategorie patří metody: Eigenface[16], Neural Network[12], Distribution-Based[14].
Pro ohodnocení všech těchto metod existuje řada měřítek. Dva nejpoužívanější měřítka
jsou rychlost a úspěšnost detekce. Pro detekci v reálném čase je rychlost klíčová, a tak
většina metod je pro svou nedostatečnou rychlost nepoužitelná. Druhým měřítkem je úspěš-
nost detekce, která se určuje ze tří různých stavů, jež během detekce mohou nastat. Jedná
se o pozitivní detekci (detekce v místě, kde se obličej nachází), falešnou pozitivní detekci
(detekce v místě, kde se obličej nenachází) a falešnou negativní detekci (nedetekování ob-
ličeje, kde se obličej nachází). Počítá se jako poměr správně detekovaných obličejů k počtu
obličejů rozeznaných člověkem.
3.3 Metody detekce očí
Pro detekci očí existuje mnoho metod. Cílem této práce není všechny vypsat, a tak uvedu
příklad jen tří různých způsobů detekce očí.
1. Na základě barvy kůže: tato metoda již byla zmíněna v minulé části ve skupině
metod založených na invariantních rysech. Ačkoli různí lidé mají různou barvu kůže,
několik studií prokázalo, že hlavní rozdíl je v intenzitě barvy a ne barvonosné složce
barvy. Všechny možné barvy kůže lze tedy popsat jako malý spojitý shluk barev
v nějakém barevném modelu (například: RGB, normalizované RGB, HCV, atd...).
Jednotlivé pixely snímku lze následně klasifikovat, zda se se jedná o barvu kůže,
nebo ne[23]. Oči do tohoto barevného shluku nezapadají, a tak možné je pomoci toho
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detekovat. Tuto metodu jde upravit a využít vztahu, že lidé mají stejnou barvu jak
zorničky, tak i očního bělma. Pak je výhodnější využít barevný model YCbCr1[11].
2. Viola-Jones: spadá do skupiny metod založených na vzhledu(viz metody detekce
obličeje 3.2). Jedná se o detektor objektů, který lze pozitivními vzory očí naučit oči
detekovat. Jako negativní vzory se pak vybere různé části obličeje, avšak kromě očí.
3. Využiti vztahu očí k hlavě: jelikož úkolem je detekovat oči v již nalezeném obličeji,
je možné využít vztahu, kdy známe pozici očí vzhledem k lidskému obličeji.
3.4 Metody detekce mrknutí
Rovněž i pro detekci mrknutí lze využít více metod, avšak zmíním pouze dva možné způsoby
detekce mrknutí oka.
1. Detekce zorničky: Jelikož všichni lidé mají zorničku černou, jde toho poznatku
využít a hledat černé místo nacházející se uprostřed oka. Pokud toto místo zmizí,
jedná se o mrknutí.
2. Optický tok: Mrknutí lze detekovat i podle samotného pohybu víčka, k čemu poslouží
právě optický tok. Optický tok dokáže odhalit pohyb ve videu. Pracuje na principu
přidělení každému bodu snímku dvojrozměrného vektoru rychlosti, vypovídajícího o
směru a velikosti rychlosti pohybu v daném bodě snímku. Touto metodou lze tedy
zachytit zavírání a otevírání očního víčka.
3. Detekce očního víčka: Princip této metody je na základě detekce hran víčka. Po-
mocí horizontální Sobelové filtrace se zvýrazní hrany vytvořené víčky a hrany mezi
obočím a víčkem. Identifikovat detekované hrany lze buď pomocí určení, v jaké změně
kontrastu se hrana nachází, nebo díky ponechání v barevném modelu RGB pouze
barvy červené, která je hojně zastoupena v oblasti kůže. Dle tvaru hran lze pak určit,
zda je oko otevřené nebo zavřené[18].
3.5 Technologie
Existuje několik knihoven, které umožňují zpracování videosekvence v reálném čase. Pří-
kladem mohou být knihovny jako OpenCV2, libCVD3 nebo AForge.NET4.
OpenCV (Open Source Computer Vision) je open source C++ knihovna obsahující přes
2500 optimalizovaných algoritmů pro analýzu obrázků a videa. Většina z nich je zaměřená na
zpracování obrazu v reálném čase. Byla vytvořena firmou Intel v roce 1999. Od této doby
si již získala širokou uživatelskou základnu. Knihovnu je možné využívat na operačních
systémech Windows, Linux, Android, Mac a iOS. I když je napsána v C++, má rozhraní
pro psaní v C, Python, Java a MATLAB[3].
Jelikož má knihovna modulární strukturu, je rozdělená do několika modulů. Jedná se
například o:






• core - obsahuje základní struktury a algoritmy,
• imgproc - umožňuje zpracovávání obrázků,
• highgui - rozhraní pro načítání, zobrazování a ukládání videa nebo obrázků,
• objdetect - slouží k detekci objektů.
Modul objdetect obsahuje například funkci detectMultiScale, kterou lze detekovat obličej.
Patří do třídy metod založených na vzhledu (viz 3.2 ). Tato funkce může být také použitá
k detekci obličeje. Funkci se předá vstupní snímek a databázi naučených vstupních vzorů
obličeje. Návratovou hodnotou pak jsou oblasti snímku, kde se nacházejí obličeje. Rovněž
pro detekci pomocí využití barvy kůže existuje naimplementovaná funkce, kterou lze použít.
Jedná se o funkci inRange, jež dle oblasti barev, které jí byly parametry předány, vrací
oblasti v snímku, kde byly tyto barvy detekovány.
Rovněž pro detekci mrknutí oka existují funkce, které lze přímo použít. Jak bylo výše
zmíněno, jedním způsobem jak detekovat mrknutí oka, je detekce pomocí metody optického
toku, kterou lze v OpenCV aplikovat díky funkci cvCalcOpticalFlowPyrLK. I k detekci




Jelikož detekce pohybu, a tím ovládání počítače, není nová oblast, existuje již řada pro-
gramů, které toto umožňují. Některé z těchto programů jsou primárně určené pro tělesně
postižené uživatele a některé jsou pro běžné uživatele. Aby je běžní uživatelé začali používat,
musejí poskytnout urychlení nebo alespoň výrazné zpříjemnění komunikace s počítačem.
Příkladem můžou být hry, kdy natočením hlavy se například mění směr pohledu. Některé
mají i speciálně vyvinutý hardware, sloužící k dosažení lepších výsledků. Tyto speciální
hardwary mohou případně obsahovat i další snímače - jako například infračervený snímač.
V první podkapitole popíši dva existující programy, které se již běžně používají. Apli-
kace, které mohou být ovládané pohybem hlavy, jsou popsány v podkapitole druhé. Poslední
podkapitola se zabývá možnostmi operačních systémů napojení na emulační knihovny.
4.1 Průřez existujícím softwarem
Existuje celá řada programů, které umožňují ovládání počítače pomocí hlavy. Vybral jsem
k analýze pouze dva programy, a to konkretně Camera Mouse1 a Tobii EyeX2.
Camera Mouse byl primárně vyvinut pro lidi se zdravotním postižením zabraňujícím jim
ovládat počítač. Hlavní cílovou skupinou jsou tedy lidé, kteří nemohou pohybovat rukama,
ale mohou hýbat hlavou. Program umožňuje emulaci myši pomocí pohybů hlavy. Funguje
v systému Windows a měl by spolupracovat se všemi běžnými aplikacemi. Uživatelé mohou
používat program například pro ovládání webového prohlížeče, vzdělávacích programů, her,
atd... Camera Mouse nejlépe funguje s aplikacemi vyžadujícími pouze ovládání pomocí myši
a levého kliknutí myši. Na oficiálních stránkách je možnost tento program zdarma stáhnout.
Jak již bylo zmíněno, požadavkem je mít nainstalovaný systém Windows, a to verze XP,
Vista, 7 nebo 8. Jako kamera může posloužit jakákoli připojená webkamera pomocí USB





Obrázek 4.1: Camer Mouse.3
Program Tobii EyeX nevyužívá webkamery, ale své vlastní externí zařízení REX. Toto
zařízení obsahuje magnety, pomocí kterých se přichytí pod obrazovku a nasměruje na ob-
ličej. Pro sledování očí se využívá infračerveného osvětlení [15]. Infračerveným zářičem se
svítí na tvář, a takhle nasvícená tvář se pak snímá pomocí dvou infračervených kamer. Díky
využití algoritmu na zpracování snímku a fyziologického 3D modelu oka se pak provede od-
had pozice oka v prostoru a následně směr pohledu oka. Poté se směr pohledu oka převede
na pohyb kurzoru myši nebo jinou interakci s počítačem. Tímto se dosáhne větší přesnosti
a možnosti použití i ve špatně osvětlených místnostech.
Při prvním použití musí uživatel projít několika kroky, během kterých se systém na-
kalibruje. Během těchto fází zařízení naměří charakteristiky uživatelových očí, které pak
budou použity spolu s vnitřním fyziologickým 3D modelem oka pro spočítání směrů po-
hledu. Tento model obsahuje informace ohledně tvaru, lomu světla a odrazových vlastností
různých částí oka. Během této kalibrace je uživatel vyzván, aby se díval na určitá místa
displeje a zařízení sejme několik snímků oka. Tyto snímky jsou poté zanalyzovány. Výsledek
je integrován do modelu oka a zařízení je plně připravené k použití. Celá kalibrace trvá od
5 do 20 sekund. Každý uživatel si může vytvořit svůj profil, který obsahuje jeho vlastní
kalibraci, mezi kterými pak lze přepínat.
K počítači se připojí pomocí USB, které zároveň slouží k jeho napájení. Funguje pouze
na systémech Windows 7 a 8. S firmou Lenovo vydali i svůj notebook, kde toto zařízení je
již zakomponované. Samotné zařízení je ukázané na obrázku 4.2.
3Obrázek převzat z http://vimeo.com/36609444
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Obrázek 4.2: Tobii EyeX.4
4.2 Aplikace ovládané pohybem očí
Může se jednat o dva druhy aplikací: běžné nebo speciálně k tomu účelu určené aplikace.
Pokud se jedná o emulaci myši, vzhledově se speciální aplikace liší od běžných tím, že
tlačítka aplikace jsou větší a mezi sebou mají větší rozestupy, čímž se snižuje počet prokliků.
Tímto se ale rovněž zmenší počet možných tlačítek aplikace, jelikož displej má omezenou
velikost. Převážně tedy lze na první pohled určit, zda se jedná o speciální aplikaci. Na
obrázku 4.3 je ukázána aplikace Midas Touch, která emuluje klávesnici na monitoru. Je
navržena právě pro ovládání pomocí hlavy. Ve spojení s Camera Mouse lze tedy psát text
do počítače, aniž by se použilo hardwarové klávesnice nebo myši. Tato aplikace je zdarma
a funguje na operačních systémech Windows verze XP a novější.
Obrázek 4.3: Midas Touche.5
4Obrázek převzat z http://www.gizmag.com/tobii-steelseries-eye-tracking-gaming/30292/
5Obrázek převzat z http://www.midastouch.org/
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Co se týče samotného ovládání aplikací, chceme-li ovládat běžné aplikace, je potřeba
ovládací příkazy zasílat systému a ne přímo aplikaci. Tomuto, se ale věnuje následující
podkapitola.
4.3 Možnosti operačních systémů napojení emulačních kniho-
ven
Pokud chceme ovládat běžné aplikace, musíme program nějakým způsobem připojit k emu-
lační knihovně. Toho jde docílit pomocí zasílání událostí systému. V dnešní době všechny
moderní operační systémy jsou řízeny událostmi.
Na unixových systémech lze využít X Window System6 (též X11). X11 je multiplat-
formní open source klient-server systém poskytující GUI (grafické uživatelské rozhraní).
Serverem systému je X server, jenž komunikuje s různými klienty, což jsou jednotlivé spu-
štěné aplikace. Server přijímá požadavky pro grafický výstup a zpátky posílá uživatelovy
vstupy (například právě z klávesnice). Na obrázku 4.4 je znázorněn příklad takového sys-
tému.
Obrázek 4.4: Příklad klient-server systému X11.
X11 na velmi nízké úrovni vykresluje elementy GUI na uživatelův displej a vytváří me-
tody pro zasílání uživatelské interakce zpátky aplikaci. Obsahuje funkce umožňující napojení
na emulační knihovnu. Například případné stisky klávesy jsou pak zasílané oknu, které je
právě v popředí, a tak aplikace nemusí být nijak přizpůsobená. Lze využít funkci XTestFa-
keKeyEvent. Vstupem této funkce je znak, který chceme zaslat, a jedná-li se o zmáčknutí
nebo uvolnění tlačítka. Je potřeba ji tedy volat dvakrát (jednou pro zmačknutí a podruhé
pro uvolnění tlačítka).
Rovněž systém Windows využívá zasílání zpráv systému. Toto umožňuje funkce Sen-
dInput. Jedná se o funkci, která umožňuje emulaci klávesnice nebo myši. Jejím vstupem je
struktura, jejímž obsahem jsou informace o jakou konkrétní událost se jedná. Rovněž i tuto




Analýza a návrh řešení
V předchozí části práce je stručně shrnut aktuální stav vědění v tomto oboru. V této
podkapitole se pokusím zanalyzovat a navrhnout, jak by měl vypadat program, který tvořím
v rámci této bakalářské práce.
V první části stručně rozeberu vlastnosti dvou programů zmíněných v předešlé kapitole.
V následující části pak na základě toho navrhnu, jak by měl fungovat program, který re-
alizuji v rámci své práce. Na konci kapitoly budou stručně shrnuty představené technické
vlastnosti programu.
5.1 Rozbor současného softwaru
Jak jsem již zmínil, existuje řada softwarů umožnujících ovládání aplikací pomocí hlavy. V
minulé kapitole jsem zmínil dva softwary a to Camera Mouse a Tobii.
Camera Mouse umožňuje ovládání myši pomocí natočení hlavy. Tím směrem, kterým
se natočí hlava, se přesune i myš. K tomuto využívá pouze webkameru. Jedná se o zajímavé
řešení, ale nejde ovládat všechny aplikace, jelikož přesnost snímání není úplně přesná, a tak
najetí na malé tlačítko trvá příliš dlouho. Toto řešení lze využít u aplikací, které nemají malá
tlačítka, a tak nebude docházet k překliku. Setkáváme se tady s takzvaným ‘Midas Touche
problem‘1. Tento problém se řeší pomocí ponechání kurzoru určitý čas na stejném místě.
Tento čas lze v nastavení změnit. Po odzkoušení aplikace se mi potvrdilo, že jej využijí spíše
tělesně postižení lidé, kteří počítač jinak ovládat nemohou. Pro běžné použití počítače je
rychlejší a přesnější použití myši. Výhodou tohoto programu ale je, že je nabízený volně ke
stažení.
Výhodou Tobii EyeX je, že nijak nezatěžuje počítač, protože samotná detekce a převe-
dení na polohu myši se děje přímo v externím zařízení REX. Nejvíce se to ocení například
při výpočetně náročných hrách, které samy o sobě velice zatěžují počítač. Bohužel se mi
zařízení nepodařilo sehnat a tímto otestovat, ale z různých recenzí se lze dozvědět, že přes-
nost určování směru pohledu je velice vysoká, a to i když má uživatel hlavu 70 cm od
obrazovky. Někteří z uživatelů nezaznamenali ani žádné nepřesnosti. Další výhodou je, že
zařízení dobře funguje nehledě na to, zda uživatel nosí dioptrické brýle nebo jakou má barvu
duhovky. Toho je docíleno právě díky infračervenému světlu.
Program může fungovat ve dvou módech, a to jako emulátor myši nebo jako takzvaný
‘Gaze Selection‘ (výběr pohledem).
Pokud využíváme program jako emulátor myši, tak se i tady setkáváme s ‘Midas Touche
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problem‘. Řešen je pomocí využití manuálního vstupu (např. zmáčknutí tlačítka nebo kliku
myši), které indikují výběr prvků, na který se uživatel právě dívá. Další funkcí je, že když
se uživatel dívá na spodní část monitoru, tak se spustí automatické scrollování. Při čtení
nějakého dlouhého textu pak není potřeba vůbec žádného fyzického kontaktu s počítačem.
V módu výběru pohledem všechno probíhá ve dvou fázích. V první fázi vybereme čin-
nost, kterou chceme provést. Nabídka činností je vystavená na pravé části monitoru a
obsahuje činnosti jako scrollování, pohyb kurzorem, levé kliknutí myši, pravé kliknutí myši,
vysunutí virtuální klávesnice, atd... V první fázi tedy pomocí pohledu na jednu ze zmí-
něných činnosti vybereme, co chceme provést. V druhé fázi se podíváme na místo, kde
danou činnost chceme provést a činnost se sama provede. Pokud si uživatel vybere virtu-
ální klávesnici, na obrazovce se objeví klávesnice a pohledem na jednotlivé klávesy může
psát text.
Nejvíce lidí ale pravděpodobně odradí cena zařízení. Ta, ačkoli již hodně klesla, je pořád
hodně vysoká, a to v době psaní této práce konkrétně 229 euro. Předpokladem ale je, že
cena bude dále klesat.
5.2 Návrh řešení
Po důkladném prozkoumání existujících softwarů jsem se tedy rozhodl, že se pokusím napsat
program, který pomocí mrknutí pravého nebo levého oka bude emulovat určité dvě klávesy
na počítači. Vybral jsem to proto, že jsem neviděl žádný program, který by to umožňoval.
Nechci tedy již zmíněným programům nijak konkurovat, ale pokusit se o rozšíření možností
ovládaní počítače pomocí hlavy. Příkladem může být scrollování dokumentem pomocí vy-
užití kláves Page Up pro mrknutí pravým okem a Page Down pro mrknutí levým okem.
Kterou klávesu se bude emulovat kterým okem, půjde vybrat z nabídky.
V nástrojové liště bude zobrazena ikonka, která bude signalizovat aktuální stav pro-
gramu. Bude tam pět druhů ikonek signalizujících pět možných stavů. První stav bude
označovat spuštěný program, ale nedetekovaný obličej. Druhý stav bude indikovat spuštěný
program a zároveň detekovaný obličej. Další dva stavy budou pro mrknutí pravým nebo
levým okem. Poslední stav pak bude indikovat situaci, kdy je aplikace pozastavena.
Pro pořizování videa jsem se rozhodl použít webkameru. Rozhodl jsem se tak proto,
že je hojně rozšířená, a tak si případní uživatelé nebudou muset pořizovat žádné speciální
zařízení. Právě pořizování nějakého zařízení by většinu uživatelů mohlo odradit. Přesnost
snímání sice klesne, ale nebude to na úkor dalších výdajů případných uživatelů. Minimální
vlastností webkamery je mít rozlišení alespoň 640x480 pixelů a snímkovou frekvenci 10 fps.
V dnešní době běžně instalované webkamery do notebooků tyto vlastnosti s přehledem
splňují a tak uživatelé vlastnící notebook s webkamerou si nemusí již nic dalšího pořizovat.
Jako základ pro zpracovávání videa jsem vybral knihovnu OpenCV, a to proto, že je
hodně rozšířená a je implementována ve všech nejrozšířenějších operačních systémech, a tak
případné rozšiřování na další platformy nebude stanovovat velký problém. Mezi další výhody
patří dobrá online dokumentace této knihovny a její poměrně dobré technické vlastnosti.
Z důvodu, že plánuji do budoucna rozšíření na další platformy, jako grafické uživatelské
rozhraní využiji knihovnu Qt. Tato knihovna podporuje všechny nejrozšířenější platformy,
a to jak počítačové tak mobilní, a je rovněž hodně rozšířená.
1problém, kdy kamkoli se uživatel podívá, tam je aktivovaná nějaká funkce. Aktivace může být nechtěná,
pokud pohyb očí byl pouze za účelem sběru informací
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Pro implementaci jsem se rozhodl využít jazyk C++, a to ze dvou důvodů. Již jsem se
s ním setkal a je primárním rozhraním jak OpenCV knihovny, tak Qt knihovny.
Jelikož hlavně pracuji na Linuxu, proto první verzi budu implementovat právě na něm.
Cílová skupina uživatelů se sice hodně zmenší, ale první verze bude sloužit pouze jako
experiment možnosti tohoto ovládaní, a tak je vhodné, aby prostředí v němž je tvořeno
bylo mně jako vývojáři známé. Konkrétně se bude jednat o distribuci Kubuntu verze 13.10
a novější.
Pro zasílání příkazů pro emulaci kláves systému využiji X Window System a jeho funkce,
které toto umožňují.
5.3 Shrnutí technických vlastností ovládání
V této části stručně shrnu požadované technické vlastnosti řešení. Některé již byly zmíněny
výše a některé zmíním nyní:
• pro záznam videa využiji webkameru s rozlišením minimálně 640x480 pixelů,
• jako grafickou knihovnu použiji OpenCV,
• využiji X Window system,
• grafické uživatelské rozhraní bude vytvořeno pomocí knihovny Qt,
• program bude naimplementován v jazyce C++,
• použiji GCC překladač,
• poběží na Linuxu (distribuce Kubuntu),
• předpokládám, že bude detekovat mrknutí očí,
• bude se moci připojit k emulátoru klávesnice,
• v nástrojové liště se zobrazí ikonka signalizující aktuální stav.






V minulých kapitolách byly popsány vlastnosti videa a možnosti zpracování videa. Rovněž
byly popsány vlastnosti existujících softwarů. Tato kapitola tedy obsahuje jak popis samotné
implementace, tak i testování a vyhodnocení výsledného programu.
Jelikož pro tvorbu uživatelského rozhraní budu používat knihovnu Qt, pro implementaci
jsem využil jednotné vývojářské prostředí Qt Creator. Obsahuje integrovaný návrhář pro
rozvržení uživatelských rozhraní a formulářů, což značně ulehčí práci. Rovněž obsahuje
nástroje pro sestavování programů a pro překlad využívá GCC překladač.
Jednotlivé kroky detekce mrknutí a emulace klávesy jsou znázorněny na obrázku 6.1.
Jsou v něm vypsány i základní použité funkce a výstupy jednotlivých částí. Jednotlivé kroky
budou v následujících podkapitolách popsány.
Obrázek 6.1: Kroky detekce mrknutí a emulace klávesy.
V prvních třech podkapitolách popisuji implementaci detekce obličeje, očí a mrknutí.
V následující podkapitole je popsán způsob napojení programu na operační systém Linux.
Další část obsahuje popis implementace uživatelského rozhraní. Závěrečná podkapitola je
věnovaná testování a vyhodnocení programu.
6.1 Detekce obličeje
Jak již bylo zmíněno, metody pro detekci obličeje, lze rozdělit do čtyř kategorií. Každá
kategorie má nějaké svoje klady a zápory. Mnoho z metod nelze ani použít kvůli své časové
náročnosti. Já jsem se rozhodl pro využití metody, která je implementována v OpenCV ná-
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ležející do kategorie metod založených na vzhledu. Jedná se o funkci detectMultiScale. Tato
funkce vykazuje poměrně dobré vlastnosti detekce obličeje. Při hledání obličeje vykazuje
trochu větší výpočetní výkon, který se však zmenší, jakmile je obličej detekován. Obličej se
už pak nevyhledává v celém snímku, ale pouze sleduje. Úspěšnost detekce je rovněž dosta-
čující, jelikož můžu předpokládat, že uživatel bude vždycky blízko kamery, takže obličej by
měl být největším objektem ve videu.
Této funkci jsem nastavil pomocí parametru flag, že má vrátit pouze největší detekovaný
obličej. Tímto docílím, že v případě, že kamera bude najednou snímat více obličejů lidí,
tak detekuje pouze ten, který je nejblíže kamery, a dále bude sledovat pouze tento obličej.
Pokud obličej ztratí, znovu vyhledá největší obličej a bude ho sledovat až do případné ztráty.
Jako vstupní databázi strojově naučených vzoru tváří jsem použil existující databázi, a tak
jsem nemusel vytvářet novou. Využil jsem databázi vytvořenou Rainerem Lienhartem pro
detekci obličeje. Byla vytvořena pomocí trénovací množiny obsahující 5000 pozitivních a
3000 negativních vzorů obličeje. Obrázek 6.2 ukazuje detekovaný obličej tímto způsobem.
Obrázek 6.2: Detekovány největší obličeje.
Jelikož tato funkce vyžaduje vstupní obrázek pouze ve stupních šedi, převádím obrázek
pomocí funkce cvtColor do této stupnice. Následně ještě pro zlepšení kontrastu obrázku
využiji funkci equalizeHist. Zlepšením kontrastu je míněno roztáhnutí rozsahů intenzity
obrázku.
6.2 Detekce očí
V této části je dostačující využití vztahu, kdy víme, ve které částí obličeje se oči nacházejí.
Velikým přínosem tohoto způsobu je, že nijak zásadně nezvyšuje výpočetní náročnost pro-
gramu. Proto jsem nevyužíval žádné speciální detekční metody, ale pouze udělal výřez částí
obrázku, kde se přibližně oči nacházejí. Je to možné udělat i díky metodě, kterou využívám
pro detekci obličeje. Tato metoda najde přibližně stejnou část obličeje u různých lidí.
Z literatury se lze dočíst, že se oči nacházejí přibližně v 2/5 obličeje. Tento poměr je
znázorněn na obrázku 6.3 na dvou různých obličejích. Samotný výřez očí pak provedu od
1/2 do 1/4 obličeje. Horní hranice výřezu je trochu výše vzhledem k pozici středu očí než
hranice dolní, jelikož se tam nachází horní víčko oka a obočí, které se při mrkání pohybují.
Na šířku pak pro levé oko od 5/9 po 5/6 a pro pravé oko od 1/7 po 5/12 šířky obličeje.
Pro každé oko pak vytvářím instanci třídy Eye obsahující samotný výřez oka a informace
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Obrázek 6.3: Pozice očí vzhledem k obličeji.
sloužící k detekci mrknutí. Metody této třídy pak slouží k práci nad jednotlivým okem. Třída
je ukázaná na obrázku 6.4.
6.3 Detekce mrknutí
Zmínil jsem tři metody, díky kterým lze detekovat mrknutí oka. První byla pomocí detekce
zorničky. Tuto metodu jsem naimplementoval, ale zjistil jsem, že jakmile osvětlení není
ideální, detekční vlastnosti mrknutí nemá až tak dobré. Proto jsem vyzkoušel použít metodu
optického toku, která je naimplementována v OpenCV.
Jedná se o již zmíněnou metodu cvCalcOpticalFlowPyrLK. Funkci předávám aktuální a
předcházející snímek s body, pro který má být vypočítaný optický tok. Funkce pak vypočítá
novou pozici bodů podle předaných snímků. Tyto body získávám funkcí goodFeaturesTo-
Track rovněž implementovanou v OpenCV. Funkce vytváří body na místě silných hran
snímku. Jelikož je nepodstatné vytvářet body na celém snímku, vytvářím je pouze na místě
očí.
Tyto funkce jsou zapouzdřeny v metodách makePoints a calcOptical třídy Eye. Pokud
počet bodů na některém oku klesne pod 20, je nad tímto okem zavolána metoda make-
Points, která vypočítá nové body oka. Táto metoda se volá každé 2,5 sekundy od svého
posledního zavolání. Tím se zajišťuje aktuálnost bodů. Na obrázku 6.5 jsou nalezené body
touto metodou. Následně zavolám metodu calcOptical, která vypočítá optický tok a kolik
bodů se horizontálně posunulo alespoň o 1/14 výšky oka. Podle počtů těchto bodů pak
určím, zda se jednalo o mrknutí nebo ne.
Abych se zbavil případného šumu, před voláním metody calcOptical používám median
filtr nad oblastí očí. V OpenCV je implementován ve funkci medianBlur.
Pokud nastane mrknutí oka, tak druhé mrknutí stejného oka může být až za 0,8 s a druhé
oko až za 0,4 s. Například pokud uživatel mrkne pravým okem, tak další mrknutí pravého
může být detekované až za 0,8 s a levého až za 0,4 s. Tím se sníží míra špatně detekovaných
mrknutí. Implementováno je to pomocí časovačů. Pokud je detekováno mrknutí na dvou
očích zároveň, je to vyhodnoceno jako běžné mrknutí uživatele a program tyto mrknutí
ignoruje. Funkčnost je znázorněna pomocí petriho sítě nacházející se v příloze.
23
Obrázek 6.4: Třída Eye.
6.4 Napojení na Linux
Pokud je detekováno mrknutí, zavolá se dvakrát funkce XTestFakeKeyEvent. První zavolání
funkce je s parametrem informujícím, že se jedná o stlačení tlačítka. Hned vzápětí se zavolá
podruhé s parametrem pro uvolnění tlačítka.
Rozhodl jsem se dát uživateli možnost volby, která tlačítka chce emulovat a jakým okem.
Na výběr má ze čtyř základních možností (Page Up, Page Down, šipka nahoru a šipka dolů)
nebo z dalších 34 mnou vybraných tlačítek. Tlačítko, které si uživatel vybral, se uloží do
instance třídy Eye. Zavoláním metody getKey nad instancí třídy se pak vrátí vybraný znak,
který se předá funkci XTestFakeKeyEvent.
Informaci o stisku tlačítka systém předá oknu v popředí. Aby bylo možné vidět reakci
okna, je potřeba ještě okno zaktualizovat. Toho se docílí pomocí zavolání funkce XFlush.
Pro zobrazení ikonky v nástrojové liště postačuje volat metodu setIcon nad instancí
třídy QSystemTrayIcon. Metodě se předá obrázek, který se má zobrazit jako ikonka. Při
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Obrázek 6.5: Nalezené body.
detekci mrknutí a následné změně ikonky, se pak ikonka vrátí do původního stavu za dobu,
která je nastavená jako minimum mezi dvěma detekovanými mrknutími (tedy 1 s).
6.5 Uživatelské prostředí
Uživatelské prostředí jsem se rozhodl vytvořit co nejjednodušší. Například program Ca-
mera Mouse umožňuje nastavovat i vlastnosti samotné detekce. Toto umožňuje uživateli
více možností, ale některé uživatele naopak může odradit, když vidí spoustu vlastností, z
nichž polovině nerozumí. Celý program pak může ztratit takzvaný ‘zážitek z použití‘. Dru-
hým důvodem je, že neznalý uživatel by mohl nastavit detekci tak, že by detekce byla málo
úspěšná. Proto jsem se rozhodl uživateli umožnit pouze nastavovat emulační klávesy jed-
notlivých očí, vypnout detekci některého oka a pozastavit celý program. Samotnou detekci
tedy nemůže nijak ovlivnit, a to ani buď v tom dobrém smyslu, a nebo špatném. Uživatelské
prostředí programu je ukázané na obrázku 6.6.
Obrázek 6.6: Uživatelské prostředí.
Uživatel může program ovládat přes menu. V něm se nacházejí všechna nastavení. Jsou
ukázané na obrázku 6.7.
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(a) Hlavní menu.
(b) Menu pro pravé oko.
Obrázek 6.7: Nabídka menu.
Když si uživatel vybere možnost Jiné, chod programu se pozastaví a objeví se nové
okno. V rolovací nabídce okna má pak na výběr z dalších 34 kláves, ze kterých si může
vybrat klávesu pro emulaci. Okno je ukázané na obrázku 6.8.
Obrázek 6.8: Okno s výběrem dalších kláves pro emulaci.
Ikonky, zobrazující se v nástrojové liště, jsou zobrazeny na obrázku 6.9. První dvě z nich
symbolizují spuštěný program, kdy v prvním případě obličej není detekován a v druhém
případě je detekován. Jedna z následujících dvou se objeví, pokud nastalo mrknutí pravého
nebo levého oka. Poslední pak označuje pozastavený program. Uživatel tak může stále vidět
aktuální stav programu.
Obrázek 6.9: Pět možných vzhledů ikonky.
Snímek obrazovky se spuštěným programem a ovládanou aplikaci je ukázán na obrázku
6.10.
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Obrázek 6.10: Snímek obrazovky se spuštěným programem a ovládanou aplikaci.
6.6 Testování a vyhodnocení
Cílem testování bylo ověření dvou vlastnosti programu. Prvním bylo zjištění úspěšnosti de-
tekce mrknutí. Pro výpočet této vlastnosti, jsem zaznamenával 3 možné stavy programu.
Buď uživatel mrknul a program správně detekoval (pozitivní detekce, dále PD), nebo uži-
vatel mrknul a program nedetekoval (falešná negativní detekci, dále FND), a nebo uživatel
nemrknul a program detekoval (falešná detekce, dále FD). Výslednou procentuální úspěš-
nost Q jsem vypočítal pomoci vzorce:
Q = PD
FD + FND · 100% (6.1)
Druhou testovanou vlastnosti programu byla jeho stabilita. Pro výpočet této vlastnosti
jsem počítal počet pádů programu během jedné hodiny.
Pro ověření způsobu testování jsem vybral 7 lidí. Tyto lidi jsem vybral tak, aby obsahoval
zastupitele ženského i mužského pohlaví a rovněž rozdílné věkové skupiny. Každý uživatel
si mohl prvních 10 minut program vyzkoušet dle svého vlastního uvážení, a to proto, aby
pak první testování nebylo nějakým způsobem znevýhodněno. Pro testování jsem vybral
činnost procházení prezentací pomocí emulace kláves šipka vpravo a šipka vlevo. Jednalo se
o 15 stránkovou prezentaci s obrázky a textem. Vždy v dolní částí stránky bylo napsáno, na
kterou stránku se mají po přečtení přesunout. K průchodu celé prezentace pak bylo potřeba
34 přechodu na jinou stránku.
Každý uživatel procházel touto prezentací čtyřikrát, a to za různých světelných podmí-
nek a různých pohybů hlavy. Světelné podmínky byly dvojího typu, přes slunečný den v
místnosti a v noci, kde jediným zdrojem světla byl displej notebooku svítící na 100% svého
jasu. Proto jsem se musel s každým uživatelem dvakrát sejít. Co se týče pohybů hlavy,
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rovněž existovaly dvě varianty. První variantou bylo, že uživatelé byli požádáni, aby pohyb
hlavy omezili na minimum a nikdy neodvraceli hlavu od kamery. Druhou variantou bylo, že
se chovali přirozeně a během toho se mnou diskutovali a otáčeli se směrem ke mně. Součástí
druhé varianty bylo i jednou odejít od notebooku a znovu přijít. Kombinací těchto variant
pak vznikly tyto čtyři testy:
1. denní osvětlení, minimální pohyby hlavy,
2. denní osvětlení, přirozené pohyby hlavy,
3. osvětlení displejem notebooku, minimální pohyby hlavy,
4. osvětlení displejem notebooku, přirozené pohyby hlavy.
Graf s výsledky testů je na zobrazen na obrázku 6.11. Čísla odpovídají jednotlivým
variantám testů. Pátý sloupec je pak průměrem úspěšnosti všech variant.
Obrázek 6.11: Okno s výběrem dalších kláves pro emulaci.
Z grafu lze vyčíst, že programu postačuje jako zdroj světla samotný notebook. Dokonce
se úspěšnost správné detekce mrknutí trochu zvětšila. Největší negativní vliv na úspěšnost
měly pohyby hlavy. Když uživatelé měli hlavu nasměrovanou mimo displej notebooku, ale
dívali se na něj a tím pádem jedno oko nebylo celé zabrané kamerou, vznikalo veliké množství
falešných detekci.
Během testování program ani jednou nespadl, takže kritériem spolehlivosti bez problémů
prošel.
Co se týče samotného testu, jeden z uživatelů nebyl schopen mrknutí pouze jednoho
oka. Při téměř každém pokusu o mrknutí pouze jedním okem, alespoň do poloviny přivřel
i druhé oko. Bylo to nejspíše způsobeno porucha zkřížené laterality. Proto se tento uživatel
nezúčastnil testování a tak všemi testy prošlo jen 6 uživatelů.
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Jakmile uživatelé provedli všechny testy, ptal jsem se na jejich názory. Všichni se shodli,
že aby takový program používali, musel by mít ještě větší úspěšnost detekce. Části uživatelů
by postačovalo, kdyby se eliminovalo falešnou detekci. To je totiž přivádělo do největších
rozpaků, když program začal sám listovat stránkami prezentace.
Technicky zdatnějším uživatelům vadilo, že program potřebuje celkem velký výpočetní
výkon, a to hlavně při ztrátě detekce hlavy (otočení hlavy, odchod od notebooku). Proto
by raději přivítali, kdyby se výpočet prováděl v extra zařízení a počítač by nebyl nijak
zatěžován. Na otázku, zda by si takový přístroj koupili, odpověděli všichni negativně. Aby
si ho koupili, musel by obsahovat více podobných způsobu ovládaní a musel by být cenově
dostupný.
Co se metody samé týče, některé uživatele po 10 minutách intenzivního používání začaly
bolet očí. To je pochopitelné, jelikož těch prvních 10 minut neustále mrkali. Bylo by nejspíš
lepší udělat po 10 minutách nějakou pauzu a až poté přistoupit k testování.
Na otázku, zda by aplikaci používali, kdyby se úspěšnost detekce významně zvětšila
(pro technicky zdatnější zároveň kdyby se výpočetní náročnost snížila), polovina mladších
uživatelů odpověděla, že nějaký čas by ji zkusili používat v praxi, a až pak by se rozhodli.
Starší skupinu lidí tento způsob moc neoslovil a raději by dále používali klávesnici.
Na závěr testování jsem dvakrát vyzkoušel tyto testy i já, jakožto znalý principu funkč-
nosti této detekce a již nějaký čas je zkoušející. Výsledkem byla o 2% větší průměrná úspěš-
nost detekce mrknutí. Lze tedy předpokládat, že za nějaký část by se průměrná úspěšnost




Cílem této práce bylo vytvoření uživatelského rozhraní, využívajícího kamery. Kamera měla
snímat uživatelovy gesta a pomocí nich emulovat určité klávesy nebo myš.
Tento cíl se zdárně podařilo splnit. Toto uživatelské rozhraní umožňuje ovládat libovol-
nou aplikaci spuštěnou uživatelem.
Pro nastudování možnosti ovládání počítačových aplikací pomocí kamery jsem využil
vědecké články dostupné z internetu. Takto získané informace jsem popsal v kapitolách
2-4. Následně jsem si vybral mrkání očí jako způsob ovládání aplikace, jež bude umožňovat
listování stránkami nějakého prohlížeče dokumentů (například dokumentů pdf). Před sa-
motnou implementací jsem ještě určil vlastnosti, které by měla výsledná aplikace splňovat
(viz kapitolu 5). Naimplementovanou aplikaci jsem pak dal k vyzkoušení uživatelům, které
jsem při používání sledoval a zaznamenával vlastnosti aplikace. Poskytli mi rovněž zpětnou
vazbu. Tyto výsledky jsou shrnuty v závěru kapitoly 6.
Výsledky testování ukázaly, že aby uživatele začali program masivně používat, musela
by se úspěšnost správné detekce mrknutí zvětšit. Úspěšná detekce mrknutí průměrně dosa-
hovala 82%. Nejvíce uživatelům vadily falešné detekce mrknutí, které průměrně dosahovaly
6%. Mladší skupinu uživatelů tato alternativa ovládaní počítače zaujala a pokud by se
zvětšila úspěšnost detekce, možná by ji začali používat i v praxi.
Přes tuto práci jsem se mezi jiným mohl naučit, jak lze detekovat objekt ve videu. Rov-
něž bylo velmi zajímavé rozpoznávání uživatelových gest (mrknutí). Nejsložitější částí bylo
detekování mrknutí, kdy jsem zkoušel různé způsoby implementace, a to s cílem dosáhnout
co největší úspěšnosti.
Co se další práce týče, chtěl bych vyzkoušet ještě jiné metody pro detekci mrknutí oka.
Úspěšnost správné detekce mrknutí, tj. metodou, kterou jsem zvolil, totiž není dostačující,
a proto bych chtěl vyzkoušet, zda existují nějaké jiné metody, které mají dostatečnou úspěš-
nost v různých světelných podmínkách. Do této doby se nijak nebudu věnovat rozšiřování
možnosti aplikace. Pokud by se mi podařilo implementovat nějakou metodu, která bude
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Obrázek B.1: Petriho síť.
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