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We study numerically the ordering kinetics in a two-dimensional Ising model with random cou-
pling where the fraction of antiferromagnetic links a can be gradually tuned. We show that, upon
increasing such fraction, the behavior changes in a radical way. Small a does not prevent the system
from a complete ordering, but this occurs in an extremely (logarithmically) slow manner. However,
larger values of this parameter destroy complete ordering, due to frustration, and the evolution is
comparatively faster (algebraic). Our study shows a precise correspondence between the kind of
developing order, ferromagnetic versus frustrated, and the speed of evolution. The aging properties
of the system are studied by focusing on the scaling properties of two-time quantities, the auto-
correlation and linear response functions. We find that the contribution of an equilibrium and an
aging part to these functions occurs differently in the various regions of the phase diagram of the
model. When quenching inside the ferromagnetic phase, the two-time quantities are obtained by
the addition of these parts. Instead, in the paramagnetic phase, these two contributions enter mul-
tiplicatively. Both of the scaling forms are shown with excellent accuracy, and the corresponding
scaling functions and exponents have been determined and discussed.
I. INTRODUCTION
The kinetics of phase ordering remains an interesting
problem in non-equilibrium statistical mechanics. This
term refers to the nonequilibrium evolution of a system
when it is rendered thermodynamically unstable by an
instantaneous quench from a high-temperature phase to
a low-temperature phase [1, 2]. The system develops
ordering among local regions known as domains, which
grow in time t with a characteristic length scale L(t) until
the system reaches the equilibrium state. A fundamental
quantity of interest is the domain growth-law, i.e., how
L(t) depends on the time t elapsed after the quench. For
pure systems, i.e., in the absence of quenched disorder,
it is given by the power-law behavior L(t) ∼ t1/z with
an universal exponent z that depends only on few rele-
vant parameters such as the dimension of order parame-
ter and the presence of conservation laws. In the presence
of quenched disorder, when frustration is absent or irrel-
evant, the kinetics is slowed down due to presence of en-
ergy barriers [3]. Many efforts have been made [4–30] to
understand if this leads to a logarithmic or to an algebraic
growth law. Various classes of disordered systems have
been investigated including, for example, Ising models
with random bonds [6, 7, 9, 10, 12, 13, 16, 18, 27, 31–33],
random-fields [14, 17, 19–21, 25, 34, 35], and with site or
bond dilution [5, 6, 26, 36–39].
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Huse and Henley [24], under the assumption that the
energy-barriers in disordered systems EB(L) scales as a
power-law in L, i.e, EB(L) ∼ Lψ, predicted a logarithmic
growth, L(t) ∼ (ln t)1/ψ with the barrier exponent ψ > 0.
Nevertheless, finding logarithmic growth numerically has
remained a challenge due to a slow evolution. For ex-
ample, several numerical studies [7–10, 12, 18, 27] have
found an algebraic growth with a disorder-dependent ex-
ponent. But extensive simulations on the same system
in Ref. [13] have found a signature of logarithmic growth
at late times. Recently, Cugliandolo et al. [22, 40] also
have argued that an algebraic-behavior is an intermedi-
ate regime of growth. Further, an increasing number of
studies have reported a clean crossover from power-law
to a logarithmic behavior in various systems such as Ising
models with random fields [14, 21, 25, 29], random dilu-
tion [5, 6, 26, 36, 38, 41], and polymers (or elastic strings)
in random media [40, 42–44]. Moreover, a number of
experimental studies on random-bond [45–47] and ran-
dom diluted systems [41] also have reported a logarith-
mic growth. Therefore, it is likely that a pre-asymptotic
power-law coarsening regime exists, followed by a truly
logarithmic which is sometimes hardly accessible numer-
ically.
In addition, recently it has also been found [6] a non-
trivial dependence of the growth law L(t) on the amount
of randomness in diluted Ising models [5, 6, 38]. Specif-
ically, for a sufficiently small fraction of diluted sites (or
bonds) d, the kinetics of growth slows down upon in-
creasing d until a certain threshold value d∗, after which
increasing further d produces a faster growth. In [5, 6, 38]
it is argued that L(t) increases asymptotically in a log-
arithmic way for any 0 < d < dc, where dc = 1 − pc
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2is the percolation threshold above which the networks
becomes disconnected, but it turns into an algebraic be-
haviour with a temperature-dependent exponent right at
dc. This is due to the fact that the fractal topology of
the network at the percolation threshold plays an impor-
tant role in softening of the pinning energy barriers which
cause the speeding up of the evolution. This interplay be-
tween algebraic (at d = 0 and d = dc) and logarithmic
(for 0 < d < dc) growth law is responsible for the non
monotonous dependence of the speed of growth on the
dilution strength d as mentioned above.
All the systems discussed to date are such that the
addition of quenched disorder leaves the structure of the
equilibrium states, with two free energy minima at low
temperatures, qualitatively preserved. However, there
are cases in which the effect of disorder is so strong as
to alter this structure possibly. This may occur, in par-
ticular, when the disorder is associated with frustration.
With adding frustration, the problem becomes more com-
plicated as even the low-temperature equilibrium prop-
erties in these systems are still debated [48]. It is use-
ful to stress that studying the off equilibrium kinetics of
such systems may help shedding some light on the equi-
librium structure as well since the coarsening behavior
discussed before is expected to be associated to systems
with a ferromagnetic-like equilibrium phase space struc-
ture whereas a different dynamical evolution character-
izes system with a mean-field glassy scenario.
This paper focuses on growth kinetics and aging in
a disordered system with frustration. It provides an
overview of two of our recent works [30, 49], where we
investigated equilibrium and off-equilibrium dynamics in
a frustrated Ising magnet. The frustration is tunable
with one limit being the non-frustrated system, where
the properties are better understood. Specifically, we
considered a two-dimensional Ising model with both fer-
romagnetic and antiferromagnetic interactions, and tune
the fraction a of the latter gradually. In an effort to stay
as close as possible to the ferromagnetic system, we set
the strength |J+| of ferromagnetic couplings larger than
that, |J−|, of the antiferromagnetic ones.
Regarding equilibrium properties, the system exhibits
different phases in the low-temperature phase diagram
(see Fig. 1). As a is progressively increased, one moves
from a ferromagnetic (FM) phase (a < af ), where frus-
tration plays a minor role, to a strongly frustrated para-
magnetic (PM) phase (af ≤ a ≤ aa), which at T = 0 is
a spin-glass phase [50, 51] (shown by a thick green line
in Fig. 1). For even larger value of a, we enter in an an-
tiferromagnetic (AFM) region (a > aa) . Therefore, by
tuning a one can study the system evolution in transition
from a ferromagnetic phase to a deeply frustrated one.
Another important feature of slowly evolving sys-
tems is that they are characterized by the aging phe-
nomenon [52, 53], which is embodied by dynamical scal-
ing, and is well characterized by two-time quantities, such
as the autocorrelation function C(t, tw) and the associ-
ated linear response function R(t, tw) [54], with t ≥ tw.
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FIG. 1. Schematic representation of the phase-diagram of the
model.
In equilibrium states these quantities are linearly re-
lated according to the usual fluctuation-dissipation the-
orem (FDT). On general grounds, for out-of-equilibrium
states the response function cannot be written in terms of
C(t, tw) alone [55]. However, the relation between these
two quantities is expected to be meaningful and to bear
important information both on the equilibrium structure
and on the dynamical properties [56]. The nonequilib-
rium scaling properties of two-time quantities are quite
well understood for a non-disordered system [57–59]. In
particular, it is known how the contribution of degrees of
freedom which are thermalized to the bath temperature
and those of a genuinely out of equilibrium nature add
up to form a stationary and a non-stationary term, Ceq
and Cag respectively (and similarly for the response), in
terms of which two-times quantities can be written. How-
ever, for disordered systems, a similar understanding in
general is missing [55, 56, 60–64], though a violation of
FDT has been found [59, 65].
In Ref. [49], we computed these two-time functions
in the frustrated magnet and determined their scaling
forms. We showed that not only C(t, tw) and R(t, tw)
take different scaling forms in the various regions of the
phase-diagram (i.e., FM or AFM and PM), but also
that Ceq and Cag combine differently to form the whole
correlation C (and similarly for the response function)
in such different phases of the system. Specifically, we
showed how the additive structure of the two-time quan-
tities (C = Ceq + Cag) in the FM phase, turns into a
multiplicative one in the PM region where C(t, tw) =
Ceq(t − tw) · Cag(t, tw), and similarly for the response
function.
In this paper, we highlight our main results on growth
kinetics and aging in a two-dimensional frustrated mag-
net. This paper is organized as follows. In Sec. II we
introduce the model and describe the structure of equi-
librium states and the phase diagram. In Sec. III, we
present numerical results for the growth kinetics of the
model in its different phases. Sec. IV is devoted to the
3study of aging phenomena, in which we discuss the scal-
ing properties of two-time quantities, and then present
detailed numerical results for these quantities. Finally,
in Sec. V, we conclude the paper with a summary and a
discussion of our findings.
II. MODEL AND PHASE STRUCTURE
We consider the random-bond spin model given by the
Hamiltonian
H({si}) = −
∑
〈ij〉
Jijsisj , (1)
where si = ±1 are the Ising spins, and 〈ij〉 denotes near-
est neighbors sites of a two-dimensional square lattice.
Jij are the uncorrelated stochastic random coupling con-
stants, drawn from a bimodal distribution, which takes a
value J0− with probability a, and J0+ with probability
1− a, i.e.,
P (Jij) = a δJij ,J0− + (1− a) δJij ,J0+, (2)
where J0 > 0, and δ is the Kronecker function. Clearly,
 ≤ J0 corresponds to a non-frustrated case. Here, in-
stead, we use  > J0, meaning that the fraction a of
bonds are AFM with Jij < 0 (which we also denote as
J− = J0−) and the remaining ones are FM with Jij > 0
(denoted as J+ = J0 + ).
We consider a simple case with
J0 <  <
q
q − 2J0, (3)
where q is the coordination number of the lattice. When
this condition holds, a spin to which at least an FM bond
is attached will always lower its energy by pointing along
the direction of the majority (if a majority exists) of spins
to which it is connected by FM bonds. For instance,
even if a spin has three antiferromagnetic and only one
ferromagnetic bond, the energy will lower by aligning it
to the spin on the other end of the ferromagnetic bond.
Hence, Eq. (3) corresponds to a ferromagnetic-always-
wins condition. This choice has been made in order to
stay as close as possible to a ferromagnetic system, in
order to understand its properties more easily. However,
as we will show soon, this does not prevent the system
from exhibiting a frustration dominated phase. Notice
that J0 = 0 is the usual Edwards-Anderson spin-glass
systems where both positive and negative bonds are of
equal strength (J± = ±), and therefore do not obey
Eq. (3).
Here we set J0 = 1, and choose  = 1.25J0 (i.e. J+ =
J0 +  = 2.25 and J− = J0−  = −0.25), which obviously
satisfies Eq. (3). All the numerical data are presented
for square lattices of size 5122 with periodic boundary
conditions applied on both sides.
We start with a discussion of the T = 0 equilibrium
states of the model. The ground state problem of a
a* 1-a*apaf aa
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FIG. 2. In the upper stripe, four typical bond configurations
are pictorially shown, corresponding to 0 < a < a∗, a∗ < a .
ap, ap . a < 1 − a∗ and 1 − a∗ < a < 1, from left to right,
respectively. FM bonds are drawn in blue, AFM ones in red.
The bar below the configuration stripe describes the physical
phases of the systems as a is varied, e.g., if FM, PM, etc.
frustrated Ising spin system can be exactly solved on a
planar graph (without periodic boundary condition), us-
ing the minimum-weight–perfect-matching (MWPM) al-
gorithm [66, 67]. However, for non-planar graphs, the
kind of system considered here, we have used a highly effi-
cient iterative windowing technique developed by Khosh-
bakht and Weigel [68]. This algorithm is based on the
MWPM approach by mapping the ground state problem
on the toroidal lattices and can be used to find the exact
ground state in polynomial time up to 30002 spins on a
system of full periodic boundary conditions.
In order to classify the phase structure of the model,
it is useful to consider the two global order parameters,
viz., the spontaneous magnetization m and the staggered
magnetization M , defined as
m =
1
N
∑
i
si, M =
1
N
∑
i
σi, (4)
where σi = (−1)isi is the staggered spin, the index i
runs over the lattice sites in such a way that two nearest
neighbors (NNs) always have a different value of (−1)i.
In other words, the staggered magnetization M is ba-
sically the difference between the magnetization of two
sub-lattices. In the following, we describe the physical
phases of the model as a is varied, using the values of m
and M measured in the ground states as a guide.
A. Ferromagnetic Phase (0 ≤ a < af)
This phase can be split into the two sectors with
0 ≤ a < a∗ and a∗ ≤ a < af .
Sector 0 < a < a∗: In this region, there are very few
AFM bonds, which are basically isolated in a sea of FM
ones, as shown in Fig. 2, where a pictorial representation
is provided. Therefore, also from the condition (3), the
ground state is akin to a usual FM system, and hence
we expect |m| ' 1 and M = 0. We can see in Fig. 3
that this is indeed the case. The value of a∗ at which the
AFM bonds starts clustering is expected to be located
between a = 0.2 and a = 0.3 [6]. A representation of a
actual ground state configuration of the model for vari-
ous values of a is shown in Fig. 4, and clearly the picture
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FIG. 3. Plot of the absolute value of the magnetization |m|
and of the staggered magnetization |M | in the ground states
at T = 0 for different values of a. The ground states are ob-
tained on a 5122 lattice with the periodic boundary condition
(Fig. from Ref. [30]).
FIG. 4. Configurations of the GS for a 5122 lattice for differ-
ent values of a. Spins up are marked in black and spins down
are in white (Fig. from Ref. [30]).
with a = 0.2 (in the upper left panel) confirms the above
description, showing a complete FM ordered structure.
Sector a∗ ≤ a < af : In this region, there is still a
prevalence of FM order, which extends up to af & 0.4
(see Fig. 3). This is due to the fact that the number
of FM bonds is larger than that of the AFM ones and
also because they are comparatively much stronger, be-
ing J+ = 9|J−|. However since AFM bonds can also
coalesce, regions with down spins may be found locally,
as it can be seen in Fig. 4 for a = 0.3 and a = 0.4 (upper
central and right panel). This is why we call this sector as
defective ferromagnet. In this extended FM region, the
magnetization |m| decreases upon raising a which van-
ishes at the transition point a = af , and M = 0, as it
can be observed in Fig. 3.
FIG. 5. Ground state configurations of the staggered spin σi
for a 5122 lattice for different values of a. σi = 1 are marked
in black and σi = −1 are in white.
B. Paramagnetic phase (af ≤ a ≤ aa)
Also in this phase, we can distinguish two subregions,
namely those with af < a < ap and with ap < a < aa
(Fig 2), as we discuss below.
Sector af < a < ap: In this sector, the FM bonds still
prevail to form a sea that spans the system. However,
the AFM bonds also get grouped to form sufficiently con-
nected paths so as to destroy the FM state. Therefore,
one has m = 0 and also M = 0, since negative bonds are
in a minority which is insufficient to establish an AFM
ordering in this sector. This is confirmed in Fig. 3. Due
to the fact that m = M ' 0, we generically call this re-
gion as paramagnetic. Further, a = ap = 0.5 is the bond
percolation threshold above which FM bonds do no span
the system. A ground state of the system for a = 0.5 is
shown in Fig. 4 (bottom row, left).
Sector ap < a < aa: In this region, there are still FM
islands in a sea of AFM bonds. Therefore, m = 0, as ex-
pected throughout this region, as it is observed in Fig. 3.
However, the presence of a spanning sea of AFM bonds is
not sufficient to establish a global AFM order even when
a is so large that FM bonds are isolated. This is obvi-
ously due to the fact that AFM interactions are weak as
compared to FM ones, and, indeed, we see in Fig. 3 that
the property M = 0 extends up to a = aa, where aa is
located around a & 0.95.
The development of AFM order can easily be observed
by plotting the staggered spin σi instead of si, because
plotting {si} results in a uniform grey plot in which AFM
structure cannot be seen clearly. This is done in Fig. 5,
where AFM structures can be easily spotted as black or
white regions.
C. Antiferromagnetic Phase (aa ≤ a ≤ 1)
In this region the AFM order sets in, and there are
very few and far apart strong FM bonds, which represent
a kind of defects in an otherwise perfectly ordered AFM
state. Each of these produces a defect in an otherwise
antiferromagnetically ordered system. In this region, one
has m = 0 and M 6= 0, as it can be seen in Fig. 3. An
AFM structure can be clearly seen from a ground state
5at a = 0.97 in Fig. 5, where staggered spins {σi} are
plotted.
III. NUMERICAL SIMULATIONS FOR
GROWTH KINETICS
A. Simulation Details
The system is prepared in a disordered state with spins
pointing randomly up or down, corresponding to T =∞.
It is then quenched to a low temperature Tf at time
t = 0. Here, we stress that quenching to a very small Tf
can result in sluggish kinetics, and no substantial growth
of L(t) can be detected in the simulation window. On
the other hand, a larger choice of the quench tempera-
ture may result in Tf > Tc(a). Therefore, a reasonable
choice of Tf becomes necessary in order to study the off-
equilibrium growth kinetics of the system.
We found, out of many Tf , the two suitable choices
Tf = 0.4 and Tf = 0.75, which represent a good compro-
mise between the two contrasting issues discussed above.
Both these temperatures are much below the critical tem-
perature Tc(a = 0) ' 2.269J+ ' 5.105 of the clean fer-
romagnet. From the side of AFM, Tf = 0.4 is smaller
than the critical temperature of the clean antiferromag-
net Tc(a = 1) ' 2.269J− ' 0.567 while the Tf = 0.75 is
above. Coming to the PM region, since Tc(a) = 0, for
values of a in the PM phase, the quench is necessarily
made above the critical temperature.
After the quenching, which occurs at t = 0, the sys-
tem has been evolved using non-conserved dynamics [1, 2]
with the Glauber transition rates:
W (si → −si) = 1
2
[
1− tanh
(
β∆E
2
)]
= [1 + exp (β∆E)]
−1
, (5)
where ∆E is the change in energy resulting due to single
spin-flip (si → −si), given as
∆E = 2si
∑
j∈ni
Jijsj . (6)
Here, ni refers to the set of nearest neighbors of site i.
Using this algorithm, the system is evolved up to t = 107
Monte-Carlo steps, each of which amounts to attempted
updates of N(= 5122) spins in the lattice. All simulation
results have been averaged over 103 different realizations
of disorder and initial conditions.
The main observable we are interested in is the typical
size of domains which grows as a function of time, i.e.,
L(t). We define it as the inverse of the excess energy
L(t) = N [〈E(t)〉 − Eeq]−1 , (7)
where 〈E(t)〉 is the average value of the energy at time
t and Eeq is the average energy of the equilibrium state
at T = Tf . This can be obtained by evolving the ground
state at T = Tf until stationarity is achieved. The use of
Eq. (7) to determine L(t) is standard in phase-ordering
kinetics and, in a non-disordered system, can be easily
understood from the fact that the excess non-equilibrium
energy is stored on the interfaces (e.g., domain walls),
whose density scales as the inverse of typical domain size
L(t) [1]. Notice that as the present model has a frustrated
(or paramagnetic) phase in the region af ≤ a ≤ aa, L(t)
in Eq. (7) should prudentially be regarded simply as the
inverse distance from the equilibrium energy.
B. Numerical Results
We now present our numerical simulations on the
growth kinetics after the temperature quench. Figs. 6(a)
and (b) show the behavior of L(t), in the whole range
of values of a, for Tf = 0.4 and Tf = 0.75, respectively.
Notice that we have plotted L(t)/L(t = 4) to better com-
pare different L(t) curves for different a.
As a general remark, an oscillating behavior of the
growth can be seen for Tf = 0.4 in Fig 6(a). This is
usually interpreted [5, 6, 11] as a stop and go mechanism
when interfaces get pinned on defects such as weak AFM
bonds in an FM phase or vice versa. For instance, in
an FM phase for small a, the smallest energetic barrier
eb encountered by a piece of an interface when it crosses
from a single AFM bond to FM ones, is typically given
as eb = J+ − J− = 2. Then, the associated Arrhenius
time to escape the pinned state is τ ' exp (eb/kBT ).
With  = 1.25 in our simulations, one has τ ' 518 for
Tf = 0.4 and τ ' 28 for Tf = 0.75. We see in Fig. 6 that,
for Tf = 0.4, this value is very well compatible with the
time where L(t), after becoming very slow, starts growing
faster again. As Tf is raised, the stop and go mechanism,
although still present, is less coherent, and the oscilla-
tions are smeared out. This is observed at Tf = 0.75,
where the oscillatory phenomenon is hinted. Moreover,
the speed of ordering increases upon raising Tf .
Let us now describe the nature of kinetics in the various
phases of the system.
1. Ferromagnetic Region 0 ≤ a ≤ af
In this region, starting from a = 0 (pure case) where
the expected behavior L(t) ∝ t1/2 is clearly observed
(Fig. 6), the growth slows down upon rising a, but this
occurs only up to a certain value, which we interpret as
a = a∗, which is located around a = 0.2. Upon increasing
a beyond a∗, the phase-ordering process speeds up again,
up to af . This is very well observed both for Tf = 0.4
and Tf = 0.75. The value of a
∗, at these two tempera-
tures is comparable, as it is expected assuming that this
behavior can be ascribed to the topology of the bond
network alone. The morphology of the growing domains
can be observed from Fig. 7. Upon increasing a, domains
become more jagged and possibly fractal.
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FIG. 6. Log-log plot of L(t) vs t for different values of a
(specified in the legend) for the temperature quench at (a)
(upper panel) Tf = 0.4 and (b) (lower panel) Tf = 0.75.
The black dashed lines are the power-law (t1/2) fits, which
correspond to the pure case for a = 0 or for a = 1. The other
dashed lines in the lower panel, near to (and of the same
color of) the data for a = 0.4, 0.5, 0.6, 0.7, are the power-law
fits of t1/z with z ' 5.2, 4.2, 2.93, 2.53, respectively (Fig. from
Ref. [30]).
Next, to determine the nature of the growth, we com-
pute the effective growth exponent zeff , defined as,
1
zeff(t)
=
d[lnL(t)]
d[ln t]
. (8)
At Tf = 0.4, the oscillating nature of the curves shadow
the genuine growth law, and it is therefore almost impos-
sible to come up with any quantitative statement about
the neat growth, e.g., if it is consistent with a power-law
or with a logarithm or something else. Therefore, we plot
zeff for Tf = 0.75 in Fig. 8, which clearly depicts the non
FIG. 7. Evolution of {si}-configurations, where si = ±1 are
marked in black and white, respectively, in the FM region at
different times (see key) after a quench to Tf = 0.4. The value
of a is 0.1 in the upper row and 0.2 in the lower row.
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FIG. 8. Log-linear plot of effective exponent zeff(t) as a func-
tion of time t for a quench to Tf = 0.75, for different values
of a as specified in the key. The dashed lines indicate the
estimated algebraic growth for a = 0.4, 0.5, 0.6, and 0.7 with
asymptotic values of zeff ' 5.2, 4.17, 2.93, and 2.53, respec-
tively.
monotonous nature of growth. For a = 0, asymptotically
zeff ' 2, as expected. When a is progressively increased
from a = 0 to a = 0.4 ' af , looking zeff at sufficiently
large times (t > 104), one sees that it initially starts ris-
ing until a reaches the value a∗ ' 0.2 and then decreases
continuously, meaning that the growth slows down upto
a = a∗ and then speeds up with increasing a from a = a∗.
This non-monotonous fashion of the growth mechanism
has also been found in disordered non-frustrated systems
[5, 6, 38]. Furthermore, a positive slope or a curvature in
zeff as function of time t can also be observed for all values
of a in the range 0 < a ≤ 0.3, which implies a logarithmic
7nature of the growth. Instead, for a & 0.4 ' af , zeff(t)
at late times is showing an approximately constant be-
havior, representing an algebraic growth, L(t) ∼ t1/zeff .
The dashed lines represent our best estimate of zeff in
this region.
The different asymptotic behavior—algebraic versus
logarithmic—observed at a = af with respect to the rest
of the FM region can also be interpreted upon thinking
af as the lower limit of the PM region, where algebraic
behaviors are observed. We will comment further on this
point below.
2. Paramagnetic Region af < a < aa
In this region, we expect a kind of spin-glass order at
Tf = 0. For a two-dimensional spin glass (corresponding
to J0 = 0 in our model) it has been shown [8, 69–71]
that the existence of a spin-glass phase at T = 0 rules
the kinetic in a long lasting pre-asymptotic regime in
which an algebraic behavior of a growing length scale has
been identified [8]. Interestingly, we see from Fig. 6(b),
the data is consistent with an algebraic growth L(t) ∝
t1/z, with an a-dependent exponent, in agreement with
Ref. [8].
The algebraic increase of L(t) can also be confirmed
from inspection of the effective exponent zeff in Fig. 8,
where at the late time regime t & 103-104, this quantity
stays basically constant except for some noisy behavior.
Notice also that 1/zeff raises as a is increased, which, at
least partly, can be ascribed to the fact that the number of
the largest barriers, which are associated to the fraction
of J+, keep decreasing with increasing a. A power-law
for L(t) in this PM region, as opposed to the logarithmic
one in the FM region, can perhaps be determined by
the spin-glass structure, which has many quasi-equivalent
low-energy states that can speed up of the evolution from
logarithmic to algebraic.
3. Antiferromagnetic Region a ≥ aa
In this region with AFM order we expect a situation
mirroring the one discussed in the FM region, with the
obvious correspondences a = 0 ↔ a = 1, and a = af ↔
a = aa. This picture agrees with what is observed in
our simulation. Considering the data in Fig. 6(a), one
clearly observes the non-monotonic behavior of growth
in the same way as observed in the FM phase. Upon
decreasing a from the pure antiferromagnet value a = 1,
the growth kinetics quickly becomes much slower in going
to a = 0.97, and then increases again until the upper
limit of the PM phase is achieved at a = aa & 0.95. The
evolution of the staggered spin σi is visualized in Fig. 9.
FIG. 9. Evolving morphologies at different times of the stag-
gered spins in the AFM region after a quench to Tf = 0.4
with a = 0.97. σi = ±1 are marked in black and white,
respectively.
IV. AGING PHENOMENA
To study the aging phenomena of a system, it is useful
to compute the two-time quantities, namely, the autocor-
relation and the response function. The autocorrelation
function is defined as
C(t, tw) =
1
N
N∑
i=1
[〈si(t)si(tw)〉 − 〈si(t)〉〈si(tw)〉], (9)
where tw and t are called waiting and observation time,
respectively, with t ≥ tw. 〈. . . 〉 denotes average over
initial conditions (i.e, thermal average) as well as over
the realizations of the quenched disorder. The impulsive
auto-response function is defined as
R(t, tw) =
1
N
N∑
i=1
δ〈si(t)〉h
δhi(tw)
∣∣∣∣
h=0
, (10)
where hi(t) is a time-dependent magnetic field and 〈. . . 〉h
means an average in the presence of such field. This
quantity describe the (spatially average) linear response
of a spin si at time t > tw when a sufficiently weak
magnetic field hi(tw) is applied at the same site i at a
previous time tw. Since this quantity is very noisy one
usually measures the so called integrated auto-response
function, also defined as the zero-field cooled susceptibility
χ(t, tw) =
∫ t
tw
dt′R(t, t′). (11)
This quantity has an enhanced signal/noise ratio and is
therefore more suitable to numerical investigations [72].
Let us now discuss the known scaling behavior of these
two time quantities C(t, tw) and R(t, tw) (or χ(t, tw)) in
different systems.
A. Scaling Behaviors of Two-time Quantities
Non-disordered systems: For systems without quenched
disorder, the scaling behavior of the two-time quantities
depends on the kind of quench. More precisely, as dis-
cussed in Ref. [72], one has three different behaviors cor-
responding to i) a sub-critical quench to Tf < Tc, ii) a
8critical quench to Tf = Tc > 0 for d > dL (lower critical
dimension) and iii) a critical quench to Tf = Tc = 0 for
d = dL . We discuss them separately below.
1. Sub-critical Quench to Tf < Tc (d > dL)
In this case, for large tw, C(t, tw) and R(t, tw) are rep-
resented by the sum of two contributions [73], given as
C(t, tw) = Ceq(t− tw) + Cag(t, tw), (12)
R(t, tw) = Req(t− tw) +Rag(t, tw), (13)
where Ceq and Cag (and similarly for R) are an equi-
librium and an aging term, respectively. The first
term describe the equilibrium (or stationary) contribu-
tion formed in the interior of domains which reach equi-
librium very fast. The second contribution is the remain-
ing out-of-equilibrium (or aging) contribution due to the
interfaces which are very slow in evolution. The equilib-
rium part is time-translational invariant (TTI), hence it
depend only on the time difference t− tw, and obeys the
fluctuation-dissipation theorem
TReq(t− tw) = −dCeq(t− tw)/dt. (14)
The aging parts obey the scaling forms
Cag(t, tw) = C
(
L(t)
L(tw)
)
, (15)
and
Rag(t, tw) = L(tw)
−(z+α)R
(
L(t)
L(tw)
)
, (16)
where C and R are scaling functions and α is an aging
exponent [9, 10, 55, 59, 72–82].
Similarly, from Eqs. (13,16), the integrated auto-
response can also be written in an additive structure,
χ(t, tw) = χeq(t− tw) + χag(t, tw), with
χag(t, tw) = L(tw)
−αF
(
L(t)
L(tw)
)
. (17)
Additionally, Ceq and Cag in Eq. (12) have some lim-
iting properties given as follows. For short-time differ-
ences t − tw, Cag ∼= C(1) = qEA, where qEA is the so
called Edwards-Anderson order parameter, which for a
ferromagnet is simply the squared spontaneous magneti-
zation, qEA = m
2. Instead, in the large time-difference
regime, namely with t− tw →∞ with fixed L(t)/L(tw),
Ceq(t − tw) = 0 and only the aging part contributes to
C(t, tw). Concerning the scaling function C(y), it is ex-
pected to behave as
C(y) ∼ y−λC (18)
for y  1 [83], where λC is an autocorrelation exponent.
On the other hand, for the response function, Req
obeys the FDT in Eq. (14) and vanishes in the large
time-difference regime while, conversely, Rag vanish in
the short time-difference regime. The above features af-
fect the behavior of the integrated autoresponse which in
the aging regime at the late times, exhibits a power-law
decay of the scaling function F(y) in Eq. (17) as
F(y) ∼ y−λχ (19)
at large y, with the exponent λχ expected to be the same
as the exponent α in the FM phase (a < af ' 0.4) [38,
77].
Let us mention that the above features are independent
of Tf and hence apply down to Tf = 0, as the temper-
ature is an irrelevant parameter in the renormalization
group sense [84, 85].
2. Critical Quench to Tf = Tc > 0 (d > dL)
In this case the equilibrium and aging parts of both
C(t, tw) and R(t, tw) take the multiplicative forms [53,
57, 86]
C(t, tw) = Ceq(t− tw)Cag(t, tw), (20)
R(t, tw) = Req(t− tw)Rag(t, tw), (21)
where
Cag(t, tw) = C˜
(
L(t)
L(tw)
)
, (22)
Rag(t, tw) = R˜
(
L(t)
L(tw)
)
, (23)
with C˜(x) and R˜(x) scaling functions (different from the
ones of Eqs. (15,16)), whereas the equilibrium contribu-
tions obey
Ceq(t− tw) = (t− tw + t0)−B (24)
and
Req(t− tw) = (t− tw + t0)−(1+A). (25)
where t0 is a microscopic time. The FDT theorem in
Eq. (14) implies that A = B, which are further related
as A = B = (d− 2 + η)/zc to the static critical exponent
η and to the dynamic critical exponent zc.
Notice that, from Eqs. (21,23), unlike the previous case
of sub-critical quenches, here it is not possible to decom-
pose the integrated response χ into its equilibrium and
aging parts. However, it has been shown [87] that the
quantity 1 − Tfχ(t, tw), which represents the distance
from the equilibrium static value, scales as
1− Tfχ(t, tw) = L(tw)−zBG
(
L(t)
L(tw)
)
, (26)
9where G is a scaling function, and the exponent zB is a
scaling exponent. Moreover, in the short time difference
regime, namely letting tw become large while keeping t−
tw fixed, from Eqs. (20,21) one gets C(t, tw) ∝ Ceq(t−tw),
and R(t, tw) ∝ Req(t− tw).
3. Quenches to Tf = Tc = 0 (d = dL)
At dL, Tc = 0 and hence Tf = 0 can be viewed also as
a limiting case of a critical quench. This raises a ques-
tion about which structure (additive or multiplicative) of
two-time quantities applies in this case. In other words,
whether we consider this as the limit for d → dL of a
quench at the critical temperature (hence the multiplica-
tive structure would apply), or the limit for d→ dL of a
sub-critical quench at Tf = 0 (hence the additive decom-
position would hold). The correct picture is the latter,
since an equilibrium system without quenched disorder
is perfectly ordered at Tf = 0, and therefore the scaling
structure of two-time quantities must be akin to one of
the sub-critical quenches. In addition, since the equilib-
rium state at T = 0 has no dynamics, then Ceq(t−tw) ≡ 0
and C(t, tw) = Cag(t, tw). The same property is shared
by χeq in scalar systems with a discrete (up-down) sym-
metry, while in vectorial systems with continuous sym-
metry χeq 6= 0 due to the presence of Goldstone modes.
The distinguishing feature of the quench at Tf = 0 with
d = dL (with respect to those at Tf = 0 with d > dL) is
the value of the response function exponent, which turns
out to be α = 0 in this case [11, 72, 73, 78, 88–93].
4. Disordered Systems
In disordered systems, it is expected that the presence
of quenched disordered can modify the scaling behavior
with respect to what is known for the non-disordered
case. In spin-glass models with p-spins [94] or mean-
field interactions [51, 95], when quenches to a phase with
qEA > 0 is made, symmetry breaking occurs and, as ex-
pected, one has an additive structure but with a response
function exponent α = 0, in contrast to α 6= 0 found in
the case of quenches below the critical point in the ab-
sence of disorder.
B. Numerical Results
In the following, we present numerical simulations for
the scaling behavior of χ(t, tw) and C(t, tw) in the differ-
ent phases of the present model and analyze their scaling
behavior. The numerical results are presented for a tem-
perature quench to Tf = 0.75. To compute χ numeri-
cally without applying the small perturbation we use the
generalization of the fluctuation-dissipation theorem to
non-equilibrium states derived in Refs. [55, 56, 60–64].
To determine the equilibrium parts of two-time quanti-
ties Ceq and χeq, we use the ground state of system at
T = 0 as an initial condition, and equilibrate it at the fi-
nal temperature of quench Tf = 0.75, and then compute
the above mentioned two-time quantities. In studying
the scaling behavior of two-time quantities we will also
determine the value of the associated exponents, intro-
duced in Sec. IV A, whose estimated values are collected
in a table I.
1. Quenches with a < af
In this FM phase symmetry breaking takes place and
hence an additive structure is expected for the two-time
quantities. This means that for the autocorrelation, ac-
cording to Eqs. (12,15), the plot of C(t, tw)−Ceq(t− tw)
against L(t)/L(tw) for any given value of a < af , should
show a data collapse. Fig. 10 is the plot which con-
firms this structure. Here, in panels (a) and (b), we plot
C(t, tw) versus the time difference (t − tw) at a = 0.1
and a = 0.3, respectively, for different values of tw (see
the figure caption). In these two panels, it is clear that
the longer the waiting time tw, the later C(t, tw) de-
cays, which is the hallmark of aging. In the main frame
of panel (c), we plot the aging quantity Cag(t, tw) ≡
C(t, tw)−Ceq(t−tw) against L(t)/L(tw)−1 which shows
a very neat data collapse both for a = 0.1 and for a = 0.3.
We point out that a good data collapse is also obtained
when Ceq is not subtracted as in this case Ceq(t−tw) ≈ 0.
Notice that we have used L(t)/L(tw) − 1 on the x-axis
in order to better show the small time-difference regime.
Thus this plot proves quite convincingly that the scaling
structure described in Sec. IV A 1 for a non-disordered
case also applies to the present disordered case. How-
ever, the scaling function C in Eq. (15) changes with
varying a. This is a clear indication of a violation of the
so-called superuniversality hypothesis [4, 22], which ba-
sically amounts to the fact that scaling functions should
be independent on the presence/amount of disorder, in
the present system.
In the inset of Fig. 10(c) we plot Cag(t, tw) against
L(t)/L(tw) (on a double-log scale) to show the scaling
function C(y) which is expected to decay as C(y) ∼ y−λC
for y  1 (Eq. 18). More precisely, we consider different
a = 0, 0.1, 0.3, but at a fix tw = 1 in order to reach
the asymptotic regime of power-law decay. For a = 0,
λC ' 1.25, as expected for the pure Ising case in two-
dimension [4, 96–98]. For a = 0.1, λC ' 1.07, and for
a = 0.3, λC ' 1. Clearly, the value of λC is consistent
with the Yeung-Rao-Desai inequality λC ≥ d/2 [99].
Let us now analyze the response function. In panel
(a) of Fig. 11, we plot χ(t, tw) versus the time differ-
ence (t − tw) at a = 0.3 for different values of tw (see
the figure caption). In panel (b), we show a plot of
L(tw)
α[χ(t, tw) − χeq(t − tw)] against L(t)/L(tw) − 1,
where the aging exponent α > 0 is determined from the
data collapse. Notice that the data collapses only in the
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FIG. 10. (a) Plot of C(t, tw) versus time difference (t − tw)
at a = 0.1 for different values of tw, drawn with different
colors (see key). (b) As in panel (a) but for a = 0.3. (c)
In the main frame, C(t, tw) − Ceq(t − tw) is plotted against
L(t)/L(tw) − 1 (on a log-log scale) for a = 0.1 (upper set
of curves), and a = 0.3 (lower set of curves). Data for the
same value of tw and for different a are plotted with the same
colors. The solid back curve curve is the scaling function C of
the pure case with a = 0. The inset in panel (c) is the plot
of Cag(t, tw = 1) ≡ C(t, 1) − Ceq(t − 1) vs. L(t)/L(tw) for
different a = 0, 0.1, 0.3. The dashed lines indicate the power-
law decay at large t, Cag(t) ∼ L(t)−λC , with λC ' 1.25, 1.07,
1 for a = 0, 0.1, 0.3, respectively.
region of large time separation where the system show ag-
ing behavior. The good collapse shows that the additive
combination of Eq. (17) also holds here. Here also, we
stress that the scaling function F depends quite strongly
on a, a fact that invalidates superuniversality, as already
noticed for the autocorrelation function.
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FIG. 11. (a) Plot of χ(t, tw) versus time difference (t−tw) at
a = 0.3 for different values of tw, drawn with different colors
(see key). (b) In the main frame, L(tw)
α[χ(t, tw)−χeq(t−tw)]
is plotted against L(t)/L(tw) − 1 for a = 0.3. Curves for
different values of tw are drawn with different colors (see
key in the upper panel). The values of α for different
a < af ' 0.4 are α = 0.625, 0.6, 0.4, 0.2 for a = 0, 0.1, 0.2, 0.3,
respectively. The inset is the plot of the aging quantity
χag(t, tw) ≡ χ(t, tw) − χeq(t − tw) vs. L(t)/L(tw) at tw = 1
and for different a = 0, 0.1, 0.3. The dashed lines indicate the
power-law decay of χag(t) ∼ L(t)−λχ at large t, with λχ '
0.625, 0.62, 0.17 for a = 0, 0.1, 0.3, respectively. The expo-
nent λχ is of the same order as the exponent α, as expected.
To explore the behavior of α as function of a we ex-
amine the autoresponse integrated function in the aging
regime at the late times, where we expect the power-law
decay [Eq. (19)] at large y. In the inset of the lower panel
of Fig. 11(c), χag(t, tw) is plotted against L(t)/L(tw)
(on a double-log scale) for different a = 0, 0.1, 0.3 at a
fix tw = 1 in order to reach the asymptotic regime of
power-law decay. The dashed lines show the behavior
χag(t) ∼ L(t)−λχ for L(t)  1. The estimated values
are λχ ' 0.625, 0.6, 0.17 for a = 0, 0.1, 0.3, respectively,
which turn out to be comparable with the aging expo-
nent α, as expected. For a = 0, λχ = λC/z, as expected
for the pure Ising case in the two dimensions [1, 100].
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FIG. 12. (a) In the main frame, C(t, tw) is plotted against
the time delay (t − tw) at a = 0.4 for different values of tw,
drawn with different colors (see key in lower panel). In the
inset the equilibrium correlation Ceq(t − tw) is plotted (on a
log-log scale) against t − tw. The green dashed line is the
algebraic form (t− tw)−0.005. (b) C(t, tw)/Ceq(t− tw) is plot-
ted (on a log-log scale) against L(t)/L(tw) − 1 for a = 0.4.
Curves for different values of tw are drawn with different col-
ors, see key. The inset of this panel is the plot of C(t, tw)
vs. L(t)/L(tw) at tw = 1 for a = 0.4 and the dashed lines
indicate the asymptotic behavior C(t) ∼ L(t)−λC for t  1
with λC ' 0.67.
2. Quenches with a = af
A quench is made at Tf = 0 with a = af is a case of
a critical quench and hence one expects a multiplicative
scaling structure as the one discussed in Sec. IV A 2. This
is further due to the fact that the equilibrium magneti-
zation vanishes at af (Fig. 3) and hence qEA = 0 in this
case. This same structure of the two-time quantities is
expected to be observed also in our numerical quenches
to finite temperatures, provided they are sufficiently deep
in temperature and limited in time in order not to exceed
the long-lasting aging stage. We already know that this is
the case with our choice of Tf as the evolution of L(t) in
Fig. 6(b) shows no signs of convergence to an equilibrium
value.
Let us now focus on the numerical data for this case.
The main panel of Fig. 12(a) is the unscaled plot of
C(t, tw) vs the time-delay t − tw, for different values
of tw, at a = 0.4 (see the figure caption). Scaling this
data according to Eqs. (20,22) would require us to plot
C(t, tw)/Ceq(t− tw) versus L(t)/L(tw). That is what we
present in the main panel of Fig. 12(b), where a nice
data collapse of the curves at different tw can clearly
be seen. This is a clearcut confirmation of the multi-
plicative structure in the quench of the present model at
a = 0.4(' af ). The inset of Fig. 12(a) shows the behav-
ior of Ceq(t − tw) on a double logarithmic scale. From
Eq. (24), by neglecting t0 for large t − tw, this quantity
should obey Ceq(t− tw) ' (t− tw)−B . This is shown by
a dashed green line. Notice that Ceq decays with a very
small exponent B ' 0.005.
Coming to the asymptotic behavior of C(t, tw), from
Eqs. (20, 22, 24) it is expected
C(t, tw) = t
−B
w (t/tw − 1)−BC˜
(
L(t)
L(tw)
)
, (27)
i.e, C(t, tw) = t
−B
w C˜(y), with C˜(y) ∼ y−λC for y  1. In
order to reliably measure λC , we look at C(t, tw = 1),
namely we focus on the shortest possible waiting time.
The inset of Fig. 12(b) is the plot of this quantity vs.
L(t)/L(tw) for a = 0.4. The dashed lines indicate the
large t behavior C(t) ∼ L(t)−λC , with λC ' 0.67.
Next, we look at χ(t, tw), which is plotted for a = 0.4
in Fig. 13(a) as a function of the time delay t − tw, for
different values of tw (see the figure caption). The scaling
of χ(t, tw) is expected to be of the form of Eq. (26). The
exponent B appearing in this scaling relation is already
determined in the inset of Fig. 12(a), where Ceq decays
with a very small exponent B ' 0.005 for sufficiently
large (t−tw) as shown by a dashed green line. Now recall
Fig. 6(b), where the asymptotic growth exponent z ' 5.2
for a = 0.4 (shown by a maroon dashed line). Using
these exponents z and B, we plot L(tw)
zB [1−Tfχ(t, tw)]
against L(t)/L(tw) − 1 in Fig. 13(b). According to
Eq. (26), we should observe data collapse of this data
for values of tw. This is indeed what one sees, which con-
firms the multiplicative scaling also for χ(t, tw) in this
case.
Finally, considering the large y behavior, the response
scaling function G(y) in Eq. (26) should scale asymptot-
ically as y−λχ . As already discussed for the autocorre-
lation function, in order to enter the asymptotic regime
of the power-law decay, we look at the data for tw = 1,
and plot 1−Tfχ(t, 1) against L(t)/L(tw) on a double-log
scale for a = 0.4 in the inset of Fig. 13(b). The dashed
line is the asymptotic behavior 1 − Tfχ(t, 1) ∼ L(t)−λχ
with the exponent λχ ' 0.013.
3. Quenches with a > af
As mentioned in Sec. III B 2, an algebraic behavior of
L(t) is not only observed at the critical point (a = af ),
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FIG. 13. (a) Plot of χ(t, tw) versus time difference (t−tw) at
a = 0.4 for different values of tw, drawn with different colors
(see key). (b) In the main frame, L(tw)
zB [1 − Tfχ(t, tw)]
is plotted against L(t)/L(tw) − 1 with zB = 0.025 for a =
0.4. Curves for different values of tw are drawn with different
colors (see key in the upper panel). The inset shows the plot
of 1−Tfχ(t, tw) against L(t)/L(tw) (on a double-log scale) at
a fix tw = 1 for a = 0.4 and a dashed line represent the large
t behavior 1− Tfχ(t) ∼ L(t)−λχ with λχ ' 0.013.
but also in the whole region af < a < aa, presumably due
to the proximity of the spin-glass phase at T = 0. There-
fore, also in the case of quench with a > af , the two-time
quantities are expected to show scaling. However, it is
not obvious which scaling structure should apply to this
case. On the one hand, the system could feel the critical
point at (a = af , T = 0), in that case one would expect
basically the same multiplicative structure observed in
the quench at a = af and with the same exponents. On
the other hand, the system can be influenced by the spin-
glass phase with qEA > 0, by virtue of which one could
guess an additive structure.
From our numerical data, we found that for all a > af ,
C(t, tw) < Ceq(t − tw) for any t > tw which implies
Cag = C − Ceq < 0, a fact that rules out the additive
scheme, as Cag < 0 is unphysical. Indeed, form our sim-
ulation data, a multiplicative structure is very well veri-
fied as we found the data collapse of C(t, tw)/Ceq(t− tw)
for various values of tw. This data is shown in the main
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FIG. 14. (a) In the main frame, C(t, tw) is plotted against
the time delay (t − tw) at a = 0.7 for different values of tw,
drawn with different colors and symbols (see key in lower
panel). In the inset we have plotted the equilibrium cor-
relation Ceq(t − tw) (on a log-log scale) for different a =
0.5, 0.6, 0.7 (see key in the inset). The dashed lines are the
power-law fits of (t− tw)−B for determining the exponent B:
B = 0.016, 0.05, 0.12 for a = 0.5, 0.6, 0.7, respectively. (b) In
the main frame, C(t, tw)/Ceq(t − tw) is plotted (on a log-log
scale) against L(t)/L(tw)−1 for a = 0.5, 0.6, and 0.7. Curves
for different values of tw are drawn with different colors (see
key), and for same tw but for different a’s are plotted with
the same colors and same symbols. In the inset of this panel,
C(t, tw) vs. L(t)/L(tw) is plotted at a fix tw = 1 and for
a = 0.5, 0.6, 0.7 (see key in the inset). The dashed lines are
the asymptotic behavior C(t) ∼ L(t)−λC for t 1 with λC '
0.66, 0.67, 0.67 for a = 0.5, 0.6, 0.7, respectively.
frame of Fig. 14(b) for different values of a = 0.5, 0.6, and
0.7. An excellent data collapse can be clearly seen for all
a > af . The upper panel Fig. 14(a) is the unscaled plot
of C(t, tw) against the time difference (t−tw), for a = 0.7.
In an inset of this figure, we show Ceq(t− tw) on a dou-
ble logarithmic scale for a = 0.5, 0.6, 0.7. From this data,
we determine the exponent B from the power-law fit of
Ceq ∼ (t− tw)−B for large t− tw as shown by the dashed
lines. The exponent B comes out as B = 0.016, 0.05, 0.12
for a = 0.5, 0.6, 0.7, respectively, which will be needed
to scale χ(t, tw). Next, having understood how to ex-
tract the autocorrelation exponent λC , we plot C(t, 1)
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FIG. 15. (a) Plot of χ(t, tw) versus time difference (t−tw) for
a = 0.7 and different values of tw, drawn with different colors
(see key). (b) In the main frame, L(tw)
zB [1 − Tfχ(t, tw)]
is plotted against L(t)/L(tw) − 1 with the exponent zB =
0.067, 0.15, 0.3 for a = 0.5, 0.6, and 0.7, respectively. Curves
for different values of tw are drawn with different colors (see
key). In the inset we plot 1 − Tfχ(t, tw) against L(t)/L(tw)
(on a double-log scale), for tw = 1 and a = 0.5, 0.6, 0.7 (see
key in the inset). The dashed lines are the large t behavior
1−Tfχ(t) ∼ L(t)−λχ with λχ ' 0.053, 0.13, 0.16 for a = 0.5,
0.6, 0.7, respectively.
vs L(t)/L(tw) (on a double-log scale) in the inset of
Fig. 14(b), for a = 0.5, 0.6, 0.7. The dashed lines give
the asymptotic behavior L(t)−λC with λC ' 0.66, 0.67,
0.67 for a = 0.5, 0.6, 0.7, respectively. Notice that the
exponent λC takes a value around λC ' 0.67 for all val-
ues of a in the paramagnetic region, suggesting a unique
value.
Now we move to analyze the response function χ(t, tw),
which is shown for a = 0.7 in Fig. 15(a). Recalling
the exponent B determined in inset of Fig. 14(a) and
the dynamic exponent z from Fig. 6(b), we next plotted
L(tw)
zB [1−Tfχ(t, tw)] versus L(t)/L(tw)−1 in the lower
panel Fig. 15(b) for a = 0.5, 0.6, 0.7 and for different tw-
values (see the figure caption). Clearly, from this figure,
our determined values of static and dynamic exponents
z and B produce a nice data collapse for all different
a α zB λC λχ
0 0.625 - 1.25 0.625
0.1 0.62 - 1.07 0.6
0.2 0.4 - 1.05 0.42
0.3 0.2 - 1.0 0.17
0.4 - 0.025 0.67 0.013
0.5 - 0.067 0.66 0.053
0.6 - 0.15 0.67 0.13
0.7 - 0.28 0.67 0.16
TABLE I. Values of the autocorrelation exponent λC , the
auto-response exponent λχ, and the scaling exponents α, zB
for all considered values of a at the temperature quench Tf =
0.75.
a = 0.5, 0.6, and 0.7. As before, given Eq. (26), this
confirms the multiplicative structure also for this case of
quench with a > af . The inset of Fig. 15(b) displays
the asymptotic behavior given by the power-law decay
1−Tfχ(t, tw) ∼ L(t)−λχ , with the exponent λχ ' 0.053,
0.13, and 0.16 for a = 0.5, 0.6, and 0.7, respectively. No-
tice that in this case the exponent λχ 6= zB, as expected,
unlike in the previous case of a quench with a . af . Fur-
thermore, notice that both the scaling functions C˜(y) and
G(y) for C(t, tw) and χ(t, tw), respectively, in Figs. 14(b)
and 15(b) are different for different a, which again con-
sistently showing a violation of superuniversality.
Finally, we find it useful to list in a Table I the mea-
sured values of all the exponents: the autocorrelation
exponent λC , the auto-response exponent λχ, and the
scaling exponents α and zB.
V. SUMMARY AND DISCUSSION
This paper was a review of our results on growth kinet-
ics and aging in a two-dimensional frustrated system. Af-
ter a quenching has been made to a low-temperature Tf ,
the system show different phases with varying the frus-
tration strength namely the fraction of negative couplings
a. These phases are ferromagnetic for 0 ≤ a < af , para-
magnetic with a zero-temperature spin-glass phase for
af ≤ a < aa, and an antiferromagnetic for aa ≤ a < 1.
We have found that the system shows a nontrivial be-
havior of both the growth and the aging properties for
quenches operated in different phases. Our major find-
ings are summarized as follows.
In the FM and AFM phases, the speed of growth varies
in a non-monotonic way as the amount of disorder a is
increased. Specifically, speaking of the FM phase for def-
initeness, there exists a value a∗ ∼ 0.2 where the ki-
netics is slower than for any other value of a. This non-
monotonous type of the growth behavior can be related to
the topology of the bond network (see Sec. II). This result
is consistent with what has already been found in models
of disordered magnets without frustration [5, 6, 38], and
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hence extends its validity to the realm of frustrated sys-
tems, pointing toward a general robustness. We showed
that the growth law L(t) is of a logarithmic type in
the whole FM (0 < a < af ) as well as AFM region
aa < a < 1. Instead, in the PM region we find that
L(t) grows algebraically in the whole phase, irrespective
of the fact that the geometrical properties of the bond
network greatly change as a is varied in [af , aa].
In the whole ferromagnetic region, for 0 ≤ a ≤ af ,
we observed that the equilibrium and the aging parts
of the two time quantities (autocorrelation and response
function) combine in an additive way to form the com-
plete correlation and response , i.e., C(t, tw) = Ceq(t −
tw)+Cag(t, tw) (and similarly for the response function).
However, the scaling functions for the aging parts of both
quantities strongly depend on the amount a of frustra-
tion. This shows that the property of superuniversality
is not obeyed. Further, the aging exponent α depend on
a, and vanishes in the limit a → a−f . This can be in-
terpreted due to the fact that, in this limit, the system
has fractal structure, and therefore interfaces are free to
move without experiencing any restoring force. The same
fact, indeed, can be considered the origin of the speeding
up of the growth for a & af .
At a = af , Tc = 0, which is in fact a critical point
of the FM phase, the additive structure breaks down,
and a multiplicative structure emerges where the equi-
librium and the aging parts of two-time quantities mul-
tiply, i.e., C = Ceq · Cag. This is consistent with other
spin-glass systems [101, 102], where a similar behavior
has been observed. The same multiplicative structure is
found even when the system is quenched in the PM re-
gion with a > af . Further, the scaling functions of both
C and χ, and the exponent zB turns out to be strongly
dependent on the amount a. This is further showing a
violation of superuniversality.
We also discussed the large-t behavior where the scal-
ing functions for both the quantities C(t, tw) and χ(t, tw)
are governed by power-law decay with exponents λC and
λχ. The values of these exponents are reported in Ta-
ble I. It is worth mentioning that in the FM phase the
values of λC are in agreement with the Yeung-Rao-Desai
inequality λC ≥ d/2 [99], and approach the lower-bound
d/2 as a → a−f . For the response function, λχ ' α is
found to be well obeyed.
We conclude this paper with a final remark that our
results for the growth kinetics and the aging properties
clearly distinguish the different phases of a d = 2 frus-
trated system. In this respect, this motivates a further
interest in investigating the three-dimensional case of the
frustrated system where its phase-structure can be eluci-
dated from a detailed nonequilibrium study of the growth
and the aging quantities.
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