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We discuss the interaction of a quantum impurity with a one-dimensional degenerate Bose gas
forming a Bose-polaron. In three spatial dimensions the quasiparticle is typically well described by
the extended Fro¨hlich model, in full analogy with the solid-state counterpart. This description, which
assumes an undepleted condensate, fails however in 1D, where the backaction of the impurity on the
condensate leads to a self-bound mean-field polaron for arbitrarily weak impurity-boson interactions.
We present a model that takes into account this backaction and describes the impurity-condensate
interaction as coupling to phonon-like excitations of a deformed condensate. A comparison of polaron
energies and masses to diffusion quantum Monte-Carlo simulations shows very good agreement
already on the level of analytical mean-field solutions and is further improved when taking into
account quantum fluctuations.
I. INTRODUCTION
The polaron, introduced by Landau and Pekar [1, 2] to
describe the interaction of an electron with lattice vibra-
tions in a solid, is a paradigmatic model of quasiparticle
formation in condensed matter physics. A hallmark fea-
ture of the quasiparticle is mass enhancement: the elec-
tron becomes dressed by a cloud of phonons which in turn
affects its dynamical properties. The polaron concept has
wide applications across condensed matter physics rang-
ing from charge transport in organic semiconductors to
high-Tc superconductivity [3, 4].
More recently, neutral atoms immersed in quantum
gases have attracted much attention since they are ex-
perimentally accessible platforms for studying polaron
physics with high precision and in novel regimes. For ex-
ample, the impurity-bath interaction can be tuned from
weak to strong coupling employing Feshbach resonances
[5]. In such systems, the impurity atom is immersed in a
superfluid and a polaron is formed by its interaction with
the collective excitations of the superfluid. The Fermi-
polaron, i.e. an impurity in a degenerate Fermi gas has
been studied in a number of experiments [6–14]. In con-
trast, only a few experiments on Bose polarons exist [15–
18]. Due to the compressibility of a Bose gas, a large
number of excitations can be generated, and interactions
within the Bose gas are important.
Theoretical works addressing the Bose polaron most
often describe the interaction with the impurity as a
coupling to Bogoliubov phonons of a uniform superfluid
[19–24]. The resulting (extended) Fro¨hlich Hamiltonian
is formally identical to the one used in solid-state sys-
tems [25], amended with two-phonon scattering terms.
Efficient approaches for its solution beyond the pertur-
bative regime have been developed in the past, includ-
ing variational [24, 26, 27], field-theoretical [19, 28–30],
renormalization group (RG) [23, 31] and open-system
approaches [32], as well as Quantum Monte-Carlo sim-
ulations [23, 33, 34]. However, as well known from the
example of electrons in superfluid Helium, a strongly in-
teracting impurity can also distort the superfluid itself
[35]. This deformation creates a potential for the impu-
rity which can lead to a self-bound state. In 3D, the nor-
malized impurity-Bose interaction has to exceed a critical
value for this, given by the inverse gas parameter [36–38].
Since for typical condensates the gas parameter is very
small, the extended Fro¨hlich model remains adequate.
The situation is different in 1D, which was experimen-
tally realized in [15]. Here an arbitrarily weak deforma-
tion of the condensate leads to a self-localized impurity
[37]. This restricts the accuracy of the Fro¨hlich model to
the perturbative regime. In fact a comparison between
exact diffusion Monte-Carlo (DMC) simulations of the
full model with RG solutions of the extended Fro¨hlich
model in [23] shows that this model is only accurate for
weak interactions and breaks down completely for attrac-
tive interactions at intermediate interactions.
In this Letter, we follow a different approach, and ex-
pand the Bose quantum field about the exact mean-field
solution in the presence of the mobile impurity in the
Lee-Low-Pines (LLP) frame [39]. Such a treatment in-
corporates the backaction of the impurity already at the
mean-field level as in [36–38], but keeps the entanglement
between impurity and BEC by working in the LLP frame.
Quantum effects are then taken into account by the cou-
pling to phonon-like excitations of the deformed super-
fluid. Motivated by experiments [15] and the availability
of semi-analytic mean-field solutions, we here consider a
1D quasi condensate with weak to moderate boson-boson
interactions. While the experiments are performed in a
harmonic trap, we assume periodic boundary conditions
when introducing phonons. Stricly speaking there is no
BEC in a homogeneous 1D system and also the quasi-
particle concept is believed to break down [40, 41] due
to a diverging number of low energy excitations emit-
ted by the impurity. Thus special care must be taken
when calculating quantum effects. We derive the effective
Hamiltonian for the deformed phonons and solve them in
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2Bogoliubov approximation. Our treatment carries over
naturally to higher dimensional systems with the only
difference that the mean-field solutions have to be ob-
tained numerically. Other treatments of the 1D polaron
based on a factorization of the N -particle wavefunction
in the LLP frame exist that take the deformation of the
condensate into account [42–45]. The scope of extend-
ing them to incorporate quantum fluctuations is limited,
however. We note that the standard arguments to define
the polaron mass, applicable for Fro¨hlich-type models,
give non-sensical results here and require a careful re-
consideration. We derive analytical expressions for the
mean-field polaron wavefunction, from which we repro-
duce previous approximations for the polaronic mass and
energy. We then calculate quantum corrections by solv-
ing the Bogoliubov deGenne equations in a self-consistent
approach. Our results are benchmarked against recent
DMC results [23]. We find very good agreement in all
regimes for repulsive interactions underpinning the hy-
pothesis that expanding about the non-uniform conden-
sate is an excellent starting point. We also present results
for attractive interactions. Here we find again very good
agreement with DMC for the energy of the polaron but
less good agreement for the mass. We attribute this dis-
crepancy to the existence of many-particle bound states
in the attractive regime [23, 33].
II. MODEL AND PROPER DEFINITION OF
POLARON MASS
Our starting point is a single impurity atom coupled
to N identical bosons in one dimension, described by the
Hamiltonian
Hˆ =
∫
dx φˆ†(x)
(
− 1
2m
∂2x +
gBB
2
φˆ†(x)φˆ(x)− µ
+ gIBδ(x− Xˆ)
)
φˆ(x) +
Pˆ 2
2M
. (1)
Here m (M) denotes the mass of the bosons (impurity
atom), φˆ(x) is the Bose field operator, gBB (gIB) are
the boson-boson (boson-impurity) interaction strength,
Xˆ (Pˆ ) denotes the position (momentum) operator of the
impurity, and µ is the chemical potential of the bose gas.
Throughout the paper, we set h¯ = 1 and employ peri-
odic boundary conditions of length L. The relative in-
teraction strength is denoted by η = gIB/gBB and we
introduce the healing length ξ = 1/
√
2mµ and the speed
of sound c =
√
µ/m. Expanding the bosonic field op-
erator in Eq. (1) around a homogenous condensate as
φˆ(x) =
√
n0 + ξˆ(x) with n0 = N/L leads to the extended
Fro¨hlich Hamiltonian [24, 25]. In this work, we choose
a different starting point and consider the effects of the
impurity already at the level of the condensate.
Before delving into the solutions of the mean-field
equations, it is important to point out some fundamen-
tal differences between the ground state of the effective
Fro¨hlich and the full Hamiltonian (1) for finite momen-
tum. For the Fro¨hlich model it is easy to show that
for fixed total momentum, the ground state is indeed
the polaronic solution [23, 39, 46]. The situation is
very different for (1). Indeed the ground state for fi-
nite momentum for this case is the uniformly boosted
system. To see this we introduce the potential Ωˆ =
Hˆ − vPˆtot, with total momentum Pˆtot = PˆB + Pˆ where
PˆB = −i
∫
φˆ†(x)∂xφˆ(x) dx. It is straightforward to see
that finding the constrained ground state of (1) (with
fixed total momentum) is equivalent to finding the un-
constrained ground state of Ωˆ for a given v which acts as
a Lagrange multiplier. Introducing the unitary transfor-
mation Uˆcm = exp
(−iMtotXˆcmv), with Mtot = Nm+M
and Xˆcm =
1
Mtot
(m
∫
dxxφˆ†(x)φˆ(x) +MXˆ) to boost into
the center of mass frame one finds Ωˆ = Uˆ†cmHˆUˆcm −
1
2Mtotv
2. With this expression, one can clearly relate
eigenstates of Hˆ with those of Ωˆ. In particular, the
ground state for finite momentum (corresponding to fi-
nite v) is the boosted ground state and the effective mass
of the polaron always equals the total mass. Such a uni-
formly boosted system is precluded in the Fro¨hlich model.
We proceed as in the case of the Fro¨hlich model and
eliminate the impurity position operator from (1) by a
Lee-Low-Pines (LLP) [39] type transformation UˆLLP =
exp(−iXˆPˆB). Here, in contrast, the total momentum of
the bosons PˆB enters. UˆLLP transforms to a co-moving
frame, where the impurity is at the origin and its mo-
mentum is transformed to the conserved total momen-
tum of the system which can be treated as a c-number
P . By eliminating the impurity from the problem by an
exact transformation, entanglement between the impu-
rity and the condensate is already included on the mean-
field level and we do not have to assume a factorised
wave function as for example done in [37, 38]. At the
same time an impurity-mediated interaction between the
bosons ∼ ∫ dx (P−PˆB)2/2M emerges in the transformed
Hamiltonian. In order to treat this it will prove helpful
to introduce a Hubbard-Stratonovich field uˆ, which gives
HˆSLLP =
∫
dx φˆ†(x)
(
− 1
2mr
∂2x +
gBB
2
φˆ†(x)φˆ(x)− µ
+gIBδ(x)
)
φˆ(x) + uˆ
(
P − PˆB
)− 1
2
Muˆ2, (2)
where uˆ satisfies Muˆ = P − PˆB, and can thus be viewed
as the impurity velocity. mr = (M + m)/Mm is the
reduced mass and we defined re-scaled healing length ξ¯ =√
m/mrξ and speed of sound c¯ =
√
m/mrc.
3FIG. 1. Mean-field solution for different interactions and vari-
ous couplings. All other parameters are as in [15], i.e. M/m =
0.47, the peak density n0 = 7/µm and gBB = 2.36×10−37Jm.
For the phase we fixed u = 0.01c, which fixes the total mo-
mentum on the mean-field level.
III. MEAN-FIELD SOLUTIONS
A. Mean-field equations in the presence of the
impurity
We now expand φˆ(x) = φ(x) + ξˆ(x) and uˆ = u + δuˆ
where φ(x) and u are chosen to solve the mean field equa-
tions of (2), for details see Appendix A,(
− 12mr ∂2x + gBB|φ(x)|2 − µ+ iu∂x
)
φ(x) = 0, (3)
∂xφ(x)
∣∣∣0+
0−
= 2mrgIBφ(0), (4)
subject to the boundary conditions φ(L2 ) = φ(−L2 ) and
|φ(±L/2)|2 = n0 +O(1/L). Note that in order to remedy
the problem of the uniformly boosted system being the
ground state we require that the polaron is a local quan-
tity. Thus the condensate must be stationary far away
from the impurity up to 1/L corrections. Solutions of
the mean field equations exist in the literature where the
phase is not periodic [42, 47] and have been applied to
the 1D polaron before [43–45]. The non periodic phase
corresponds to unphysical sources at the boundary and
leads to wrong predictions such as a negative kinematic
polaron mass. We instead find the mean-field solution of
the form φ(x) =
√
n(x)eiθ(x) (see Appendix A for more
details).
n(x) =
µ
gBB
(
1− β sech2(√β/2(|x|+ x0)/ξ¯)) (5)
with β = 1− u2c¯2 +O(1/L2) and µ = gBBnMF0 − (∂xθ1)u+
O(1/L2). If we consider the mean-field solution alone
we fix nMF0 = n0(1 + 2
√
2βξ¯/L(1− tanh(√β/2x0/ξ¯))) +
O(1/L2), where n0 = N/L is the average density of
bosons. Upon considering quantum fluctuations later
on, the mean-field density needs to be adjusted. For the
phase we find θ(x) = θ0(x) + (2f(0)− 2f(L/2))x/L with
f(x) = arctan
( √4u2β/c¯2
e
√
2β(x+x0)/ξ¯ − 2β + 1
)
for x > 0 and θ0(x) = 2f(0) − f(−x) for x < 0. Fi-
nally, we determine x0 through the jump condition for
the derivative. In the limit u = 0 we find for gIB > 0:
x0 =
ξ¯√
2
log(y), with y =
√
1 + 8
n20ξ¯
2
η2 + 2
√
2n0ξ¯
η and for
gIB < 0, we have x0 → xa0 = x0 + ipi/2ξ¯(2/β)1/2. It is
instructive to inserting xa0 into (5) and obtain the density
profile for the attractive side explicitly
na(x) =
µ
gBB
(
1 + β csch2
(√
β/2(|x|+ x0)/ξ¯
))
. (6)
It becomes apparent that the density far away of the im-
purity now is lowered instead of increased, and is given
by nMFa0 = n0(1 − 2
√
2βξ¯/L(coth(
√
β/2x0/ξ¯) − 1)) +
O(1/L2). This seemingly small correction can have a
profound impact for |η|  1. In this limiting case
(coth(
√
β/2x0/ξ¯) divergences and a macroscopic large
amount of the bosons aggregates around the impurity.
For a finite system this signals a collapse of the conden-
sate onto the impurity. Due to those effect we restrict
our analysis of the attractive side to moderate values of
|gIB|.
In Fig. 1 mean-field predictions for condensate density
and phase are shown for different interaction strength
and a slowly moving impurity. From the analytical solu-
tion we can derive a parameter characterizing the relative
condensate deformation
η/n0ξ = η
√
2γ (7)
with γ = γmr/m, where γ = 1/(2n
2
0ξ
2) is the so-called
Tonks parameter of the 1D Bose gas [48, 49], which
should be less than unity for the Bogoliubov approx-
imation to hold. The deformation becomes sizable if
η/n0ξ ∼ 1.
With the analytical expressions for the condensate
density and phase we can calculate the polaron energy
Ep = E(gIB) − E(gIB = 0) and the effective mass m∗
of the polaron using M/m∗ = limp→0(1 − PBp ), with PB
being the mean-field momentum of the condensate, see
[31]. This gives
Er,ap = gIBn0
( |y| ∓ 1
|y| ± 1
)2
+
8
3
n0c¯
(
3|y| ± 1
(|y| ± 1)3
)
. (8)
for the energies of the repulsive (E
(r)
p , upper sign) and
attractive (E
(a)
p , lower sign) polaron, and for the mass:
M
m∗
=
M(y2 − 1)
8n0ξ¯mr
√
2 +M(y2 − 1) . (9)
4These expressions agree with previous findings in [43]
and in [45]. It is interesting to note that for η →∞, (8)
approaches the energy of a dark soliton and the effective
mass m∗ goes to infinity which is in contrast to results
from the extended Fro¨hlich Hamiltonian [23]. At this
point we note that on the attractive side the solution will
collapse to a multi particle bound state for η  1, which
can be easily seen by noting Eap → −∞ for η → −∞.
B. Boundary conditions
We are now going to address the aforementioned im-
portance of the periodic boundary conditions for cor-
rectly calculating the effective mass. When imposing
periodic boundary conditions one finds unsurprisingly a
constant density far away from the impurity, but in con-
trast the phase is linearly changing at the order of 1/L
and therefore not constant. One might be tempted to use
a solution where both density and phase are truly con-
stant far away from the impurity (up to exponentially
small corrections). A solution with this different bound-
ary condition would still be given by (15) and (17), but
with θ1(x) = 0. The effective mass can then be deduced
from the wave function in the same fashion as was done
for periodic boundary conditions and is plotted in Fig. 2.
Calculating the effective mass in this manner one finds
that the effective mass decreases for increasing η and it
can even become negative. This unphysical result is in
clear disagreement with DMC results. Besides that, it
also contains a phase jump at infinity which introduces
a source term there, which is nonsensical. Addressing
this issue from a more technical point of view it becomes
apparent that strictly speaking, functional derivatives
cannot be taken for the constant-phase solutions. On
a mean-field level this can be alleviated by modifying the
functional derivatives by exactly this source term as has
been done in the context of solitons [50, 51]. Another
possible way to deal with the phase issue is to integrate
the phase out as has been done in [45]. Upon considering
quantum fluctuations on top of the mean-field solution
none of the above mentioned methods allow a straight-
forward generalization. We found expanding about a pe-
riodic mean-field solution to be indispensable for the Bo-
goliubov theory.
We note that this issue persists when extracting the
mass from the total momentum dependence of the mean-
field energy of the system. That is, when enforcing the
non-periodic phase, and expanding the total mean-field
energy to quadratic order in the total momentum as
E ≈ E0 + p
2
2m∗ , one obtains an incorrect result for the
polaron mass m∗. On the other hand, when extracting
the polaron mass from expanding in u as E ≈ E0+ 12m∗u2
one fortuitously obtains the correct result with both pe-
riodic and non-periodic [44] mean-field solutions.
These difficulties can be traced to the fact that without
the phase correction, the mean-field equations of motion
10−1 100 101 102
η
−10
−5
0
5
10
M
/m
∗
DMC
MF PBCs
MF constant phase
FIG. 2. Polaron mass calculated in mean-field approximation
with periodic boundary conditions (PBCs) or constant phase
far away from the impurity compared to DMC calculated in
[23]. While the solution using periodic boundary conditions
agrees very well with the DMC results, the constant phase
solution (or non-periodic boundary conditions) yields a non-
sensical result.
do not form a Hamiltonian system. For the full quantum
system, one can deduce that the fundamental relation
dE
dp
= u (10)
holds exactly by the Feynman-Hellman theorem. Inci-
dentally, this relation can be used to obtain M/m∗ =
limp→0(1 − PBp ) which is used routinely to compute the
polaron mass. With periodic boundary conditions, one
retains the exact relation (10) within mean-field theory.
On the other hand, when the non-periodic solution is
used a short calculation gives the relation:
dEnp
dp
= u− un¯ d
dp
∆θ (11)
where Enp is the total mean-field energy of the non-
periodic state, n¯ is the average density, and ∆θ is the
phase change across the condensate.
IV. QUANTUM FLUCTUATIONS
After expanding the fields in HˆSLLP in the quantum
fluctuations we find up to second order in ξˆ†(x) and δuˆ
HˆSLLP =
∫
dx
[
ξˆ†(x)
(
− 1
2mr
∂2x + 2gBB|φ(x)|2 − µ+
+gIBδ(x) + iu∂x
)
ξˆ(x) +
gBB
2
(
φ(x)2ξˆ†(x)2 + h.a.
)]
−iδuˆ
∫
dx
(
ξˆ†(x)∂xφ(x) + φ∗(x)∂xξˆ(x)
)
− 1
2
Mδuˆ2,(12)
with Mδuˆ = −i ∫ [φ∗(x)∂xξˆ(x) + ξˆ†(x)∂xφ(x)]dx +
O(ξˆ(x)2), which can be diagonalized by a Bogoliubov
5rotation to a generalized basis of phonons on a deformed
background. We note that for distances far away from the
impurity i.e. |x| → ∞ these phonons look like the ones of
a homogeneous BEC. This allows us to extract the quan-
tum depletion (see [52] for a detailed discussion on how
to regularise the arising UV-divergences of the zero point
energy). We find for the quantum-corrected density far
away from the impurity n0 = n
MF
0 +
1
pi
√
mrgBBnMF0 and
thus we have to adjust the mean-field density accordingly.
To diagonalize (12) we note that all terms involving δuˆ
become non local and thus difficult to handle in general,
except for the special case p = 0. This enables us to
diagonalize (12) and to calculate the polaron energy for
p = 0. For a moving impurity we introduce an approxi-
mation setting δuˆ = 0 and keep u as variational param-
eter in the mean-field equations. After diagonalizing the
remaining quadratic Hamiltonian (12) u is determined
self-consistently:
Mu = P − 〈PˆB〉, (13)
〈PˆB〉 = −i
∫
φ∗(x)∂xφ(x) dx− i〈
∫
ξˆ†(x)∂xξˆ(x) dx〉,
where the expectation value is taken with respect to
the phonon vacuum. For a more detailed description
we refer to Appendix B. Then it is straightforward
to calculate the effective mass including the quantum
corrections M/m∗ = Mu/p. As can be seen in Fig.3
a), where the energies of the full and approximate solu-
tion of the BdG equations are shown, the approximate
treatment of the Hubbard-Stratonovich field is very good.
V. DISCUSSION & SUMMARY
Figs. 3 show that already the mean-field solution im-
proves the agreement with DMC simulations significantly
for gIB > 0 as compared to the Fro¨hlich model. Includ-
ing quantum fluctuations leads to almost perfect agree-
ment for the energy. We find however that the effective
mass diverges for gIB → ∞, even after including quan-
tum fluctuations, which seem to be in contrast to the
DMC results [23]. This divergence is a characteristic
of the 1D geometry and is, for example, also observed
in the Tonks-limit [53]. One would naively expect this
to happen since for η  1 the condensate is split into
two halves by the impurity, preventing any transport of
the condensate across it. The only possible contribution
could come from tunnelling which is highly suppressed
for η  1. The same reasoning explains why the quan-
tum correction to the effective mass is most significant
for intermediate couplings since here the classical cur-
rent is reduced by the strong condensate deformation,
but tunnelling is still relevant. The question whether
the effective mass actually saturates remains open and
other approaches such as DMRG could shed more light
on this. Note that these arguments rely on treating the
system as one-dimensional. For experimental systems in
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FIG. 3. Polaron energy (top) and effective mass (bottom) for
the repulsive polaron. The curves are obtained using differ-
ent theoretical methods all parameters are as in [15], where
γ ≈ 0.438. The DMC, RG and MF (both based on the ex-
tended Fro¨hlich model) curves were calculated in [23]. We
find exceptional agreement with the DMC results for the en-
ergy as well as the effective mass when expanding around
the right mean-field solutions and including quantum fluctu-
ations. Only for the very strong coupling regime we do not
predict a saturation of the effective mass. The condensate
deformation becomes relevant for η/n0ξ > 1 (7), correspond-
ing here to η > 1.9, where predictions from the ext. Fro¨hlich
model start to deviate from the full model.
the one-dimensional regime, we expect that transverse
modes may become important for the limiting behaviour
of M/m∗. This analysis has to be done on a case to
case basis and we want to stress that all our calculations
are bench marked against strict 1D numerical quantum
Monte-Carlo results. For a detailed discussion on the in-
fluence of the transverse mode and when it’s admissible to
treat the system investigated in [15] as strictly one dimen-
sional we refer to the detailed discussion in [23]. Another
quantity of experimental relevance [15] is the axial width
of the polaron
(
〈Xˆ2〉 − 〈Xˆ〉2
)1/2
. In the present work,
which is carried out in the LLP frame and requires trans-
lational invariance, such a quantity is infinite. Including
a trap potential for the impurity is beyond the scope of
the present work, but could be addressed by using a vari-
6FIG. 4. Polaron energy (top) and mass (bottom) calculated
using different methods for attractive impurity couplings. All
parameters are as in [15] and the RG, MF (based on the ex-
tended Fro¨hlich model) and DMC curves were calculated in
[23]. For the polaron energy a surprisingly good agreement
is achieved with the DMC results, while the agreemenat is
less good for the mass. We explain this by the collapse of
the solution to a multi-particle bound state, where we do not
expect the mean-field solution to be a good approximation.
Futhermore we do not observe the transition from the attrac-
tive to the repulsive polaron observed in the Fro¨hlich model,
signaled by the breakdown of the RG treatment. For more
detail on this transition we refer to [23, 24].
ational ansatz that is a superposition of ground states (of
the infinite system) with different total momenta. On the
other hand, studies that do not invoke the LLP transfor-
mation can lead to symmetry-broken mean-field states
with finite values of the axial width [36, 38] even without
a trap, but these neglect impurity-BEC entanglement.
In summary, we have shown that a non-perturbative
description of the Bose polaron in 1D requires taking
into account the backaction to the condensate while keep-
ing the impurity-BEC entanglement. Since the density
of phonons defined on such a deformed background re-
mains small, their intrinsic interactions can be neglected
to good approximation. Our approach provides a quan-
titatively accurate and, to a large extent, analytical de-
scription of Bose polarons even for strong impurity-boson
interactions as long as the boson-boson interactions re-
main weak. Those findings suggest that a similar method
could be used to gain more insight into the polaron for-
mation following a sudden quench. We expect that it
will also allow a good description in 3D at and beyond
the critical strength of the impurity-boson interaction for
self-trapping.
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A. Appendix A
In this Appendix, we provide some details on the so-
lution of the mean-field equations used in the main text.
The mean-field equations that need to be solved are(
− 1
2mred
∂2x + gBB|φ(x)|2 − µ+ iu∂x
)
φ(x) = 0
∂xφ(x)
∣∣∣0+
0−
= 2mredgIBφ(0)
φ(L/2) = φ(−L/2)
Mu = p− PB. (14)
If we do not require periodic boundary conditions ana-
lytical solutions of the form |φ(x)|eiθ0(x) can be found in
the literature [42, 47]. To make use of those solutions we
make the following ansatz
φ(x) = φ˜(x)eiθ1(x), (15)
where we introduced θ1(x) which will be of O(x/L) and
is fixed later on to ensure periodicity of the phase for
the mean-field solutions, giving the overall phase θ(x) =
θ0(x) + θ1(x). Upon inserting our ansatz into (14) we
arrive at(
− 1
2mred
∂2x + gBB|φ˜(x)|2 − µ˜+ iu˜∂x
)
φ˜(x) = 0
∂xφ˜(x)
∣∣∣0+
0−
= 2mredgIBφ˜(0)
eiθ1(L)φ˜(L/2) = φ˜(−L/2) (16)
with the re-definitions µ˜ = µ + (∂xθ1)u/M + O(1/L2)
and u˜ = u− (∂xθ1)/(mr). The solution for this problem
is now given by [42, 47]
|φ˜(x)| =
√
µ/gBB
(
1− β sech2(√β/2(|x|+ x0)/ξ¯))1/2,
θ0(x) =
{
f(x) x > 0
2f(0)− f(−x) x < 0,
f(x) = arctan
( √4u2β/c¯2
e
√
2β(x+x0)/ξ¯ − 2β + 1
)
(17)
7with β = 1 − u2c¯2 + O(1/L2) and µ = gBBnMF0 −
(∂xθ1(x))u/M + O(1/L2). The jump condition deter-
mines x0 through a polynomial of order three, but only
one solution is stable. It is possible to extract quanti-
ties like the critical momentum from here, for a detailed
discussion of this we refer to [42]. For finite momen-
tum, the condition for x0 has to be solved numerically
but in the limit p → 0 we can find the analytical so-
lutions stated in the paper. If we consider the mean-
field solution alone and require the number of condensed
particles N to stay constant on the mean-field level we
fix nMF0 = n0
[
1 + 2
√
2βξ¯/L
(
1− tanh(√β/2x0/ξ¯))] +
O(1/L2). Lastly, we fix θ1(x) to ensure the periodicity
of the phase by
θ1(x) = 2 [f(0)− f(L/2)] x
L
. (18)
At this point we note that the 1/L corrections are
indeed important when calculating physical quantities.
This can be seen by considering the Boson momen-
tum PB =
∫
n(x)∂xθ(x) dx =
∫
n(x)∂xθ0(x) dx +
n0 [2(f(0)− f(L/2)]. Form there we can derive the ex-
pressions for m∗ and Ep given in the main text, which
are both defined in the limit p → 0, which allows us to
state them fully analytically.
B. Appendix B
In the following, we give a short overview of the meth-
ods used to obtain the quantum corrections to the mean-
field solutions. The major steps have been outlined in the
main text, and thus we focus on the numerical details.
An extensive overview of the techniques used here can
be found in [54]. We note that this is equivalent to solv-
ing the resulting Bogolibouv-de Gennes equations. We
start by discretizing HˆSLLP from the main text after either
making the approximation of treating u as a variational
parameter or for p = 0 integrating out the uˆ-field. For all
numerical results presented here, the discretization was
done in real space and is therefore straightforward apart
from the delta distribution, which was approximated by
a Kronecker delta in the following way δ(x) → δi,0/a,
where a is the discretization. This comes at the expense
of not accounting correctly for the UV behavior. The
deviation from the continuum UV behavior is due to dis-
cretizing the derivative operators. Nevertheless, for the
observables we are interested in here the UV behavior is
not essential, and we found fast convergence; thus, the
diagonalization in real space is justified. For notational
convenience, we omit the hats on all discretized opera-
tors. After discretization the Hamiltonian can be written
as
HSLLP =
∑
ij
[
Aijφ
†
iφj +
1
2
(Bijφ
†
iφ
†
j +B
∗
ijφiφj)
]
=
1
2
Φ†MΦ− 1
2
Tr(A), (19)
where Φ† = [φ†1, φ
†
2, ...φ
†
n, φ1, φ2, ...φn] is the discrete ver-
sion of ξˆ(x) and M is the semi positive definite matrix
M =
[
A B
B∗ A∗
]
. (20)
At this point we already note that the trace term is of
fundamental importance in 1D since it renders results
like the zero point energy finite without performing ad-
ditional regularization. Following the steps outlined in
[54] we now diagonalize
νM =
[
A B
−B∗ −A∗
]
, (21)
and thus find T such that T †MT =
diag(ω1, ω2, ..., ωn, ω1, ω2, ..., ωn), while guaranteeing
T †νT = ν, which allows us to introduce new bosonic
operators Ψ† = [b†1, b
†
2, ...b
†
n, b1, b2, ...bn] through
Φ = TΨ, (22)
for which the Hamiltonian takes diagonal form. The
new operators bi can be interpreted as quasiparticle-like
bosonic excitations with eigenenergy ωi. For a stable po-
laron the energy of those excitations is minimized, i.e.
the system is in its vacuum state |0〉 with respect to the
bi. From here it is then easy to verify that the quantum
corrections to the expectation value of an observable of
the form OQ =
∑
ij Oijφ
†
iφj is
〈OQ〉 = 〈0|Ψ†T †
[
O 0
0 0
]
TΨ|0〉
= 〈0|Ψ†
[
C D
E F
]
Ψ|0〉
= Tr(F ). (23)
To conclude this section, we will comment on the IR (in-
frared) divergences, that are characteristic in 1D systems
and how they are dealt with here. First, we note that
quantities like the two-point function
〈φ†iφi〉 = 〈0|(Ψ†T †)i(TΨ)i|0〉 ∼ L, (24)
are indeed IR divergent in our treatment. For the global
quantities and p = 0, this can be dealt with as outlined
in the main text by considering the zero point energy
E =
1
2
(
∑
i
ωi − Tr(A)), (25)
which is UV and IR finite and then taking adequate
derivatives (i.e. with respect to the chemical potential for
the depletion). When considering HˆSLLP for p 6= 0 with-
out any approximations, the phonon momentum seems
to be IR divergent and also for the polaron energy we
found a system size dependence. Lastly, we remark that
in the approximate treatment, i.e. when viewing u as a
variational parameter, the phonon momentum remains
IR and UV finite. Therefore, we conclude that all results
presented in the main text are cut-off independent, and
no divergences occur.
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