We have mentioned in Preface of this book that a real planar polynomial vector field V can be compactified on the sphere. The vector field p(V ) restricted to the upper hemisphere completed with the equator Γ ∞ is called Poincaré compactification of a polynomial vector field. If a real polynomial vector field has no real singular point in the equator Γ ∞ of the Poincaré disc and Γ ∞ can be seen a trajectory, all trajectories in a inner neighborhood of Γ ∞ are spirals or closed orbits, then Γ ∞ is called the equator cycle of the vector field. Γ ∞ can be become a point by using the Bendixson reciprocal radius transformation. This point is called infinity of the system.
In this chapter, we discuss the center-focus problem of infinity (i.e., to distinguish when the trajectories in a inner neighborhood of Γ ∞ are either closed orbits or spirals) and the bifurcation of limit cycles at infinity for a class of systems.
Definition of the Focal Values of Infinity
Consider the following real planar polynomial system of degree (2n + 1): Suppose that the function xY 2n+1 (x, y) − yX 2n+1 (x, y) is not identically zero. Then, system (5.1.1) only has finite real or complex singular points in Γ ∞ . It has no real singular point in Γ ∞ if and only if xY 2n+1 (x, y) − yX 2n+1 (x, y) is a positive (or negative) definite function in the real field. This function can be expressed as a product of linear terms in the complex field as follows:
(5.1.3)
On the Poincaré disk, all infinite singular points (real and complex) of system (5.1.1) are the intersection points of the straight line α k x + β k y = 0 and the unit circle x 2 + y 2 = 1, k = 1, 2, · · · , 2n + 2.
Without loss of the generality, we assume that I(x, y) is positive definite (otherwise, we can take a transformation t � −t), then, there exists a positive numbers d, such that Since for all k, ϕ k (θ) and ψ k (θ) are homogeneous polynomials of degree k in (cos θ, sin θ), we have
(5.1.10)
It implies that equation (5.1.7) is the specific form of the equation (2.1.7). For a sufficiently small constant h, we write the solution of (5.1.7) with the initial condition r| θ=0 = h as r =r(θ, h) = (1) If ν 1 (2π) � = 1 and when ν 1 (2π) < 1 (> 1), infinity is called a stable (an unstable) rough focus;
(2) If ν 1 (2π) = 1 and there exists a positive integer k, such that ν 2 (2π) = ν 3 (2π) = · · · = ν 2k (2π) = 0 and ν 2k+1 (2π) � = 0, then when ν 2k+1 (2π) < 0 (> 0), infinity is called a stable (an unstable) weak focus; (3) If ν 1 (2π) = 1 and for any positive integer k, we have ν 2k+1 (2π) = 0, then infinity is called a center.
From Corollary 2.1.1 and the geometric properties of the Poincaré successor function Δ(h) =r(2π, h) − h, we obtain
Theorem 5.1.1. If infinity is a stable (an unstable) focus of system (5.1.1), then Γ ∞ is an internal stable (an internal unstable) limit cycle.
If infinity is a center, then there exists a family of closed orbits of system (5.1.1) in a inner neighborhood of the equator Γ ∞ .
For a given polynomial system, to solve the center-focus problem of infinity, it depends on the computations of the focal values of infinity. In next sections, we discuss this difficult problem.
Conversion of Questions
First, we consider a special case of system (5.1.1). Letting
then system (5.1.1) becomes
For system (5.2.2), (5.1.8) reduces to
Thus, (5.1.7) becomes
It is easy to prove that 
Notice that infinity of system (5.2.2) can be changed to the origin by using a suitable transformation. In fact, by the transformation
(5.2.6)
In the transformation (5.2.5),
is called Bendixson reciprocal radius transformation. Making the polar coordinate transformation u = r cos θ, v = r sin θ, the transformation (5.2.7) becomes the transformation (5.1.5).
The transformation (5.2.5) makes infinity of system (5.2.2) become the origin of system (5.2.6). Thus, the studies of the center-focus problem and the bifurcation of limit cycles of infinity of system (5.2.2) can be changed to the studies of the corresponding problems for the origin of system (5.2.6). Since the origin of system (5.2.6) is a higher-order singular point (or degenerate singular point), it leads to some difficult problems. We discuss them in Section 6.
If for all k ∈ {n + 1, n + 2, · · · , 2n}, we have
Hence, we have the following conclusion.
Theorem 5.2.1. By the transformation 
for which the origin is an elementary singular point.
We can use the following transformation
such that infinity of system (5.2.2) changes to the origin which is an elementary singular point.
Theorem 5.2.2. By the transformation 2.13) for which the origin is an elementary singular point, where
and
are homogeneous polynomials of degree (2n+1)k+1 of u and v, k = 1, 2, · · · , 2n+1.
This theorem tell us that the studies of the center-focus problem and bifurcation of limit cycles at infinity of system (5.2.2) can be change to the studies of the corresponding problems at the elementary singular point O(0, 0) of system (5.2.13). Because system (5.2.13) is a class of particular systems of (2.1.1). Therefore, we can apply all known theory for the center-focus problem of system (2.1.1) to system (5.2.13).
Of course, system (5.2.13) have the following particular properties.
(1) The subscripts (i.e., the degree of homogeneous polynomials) of P 2nk+k+1 , Q 2nk+k+1 form an arithmetic sequence having common difference 2n + 1, k = 1, 2, · · · , 2n + 1.
(2) P 2nk+k+1 and Q 2nk+k+1 have the common factor (u 2 + v 2 ) (k−1)(n+1) .
(3) System (5.2.13) has a pair of conjugated complex straight line solutions u ± iv = 0.
We can use these special properties to study the theory of center-focus at infinity for system (5.2.2).
Method of Formal Series and Singular Point Value of Infinity
By the polar coordinate transformation
system (5.2.13) becomes Let ρ =ρ(θ, ρ 0 ) be the solution of (5.3.2) satisfying the initial condition ρ| θ=0 = ρ 0 . By using the particular properties of (5.2.13) mentioned in the above section, we obtain
ν m (θ)h m be the solution of (5.2.4) satisfying the initial
Since the right hand of (5.3.6) can be expanded as a power series of h 0 , it follows the conclusion of this proposition.
Clearly,
Theorem 5.3.1. If δ = 0, for any positive integer k, we have Proof. First, when δ = 0, we see from (5.3.7) that ν 1 (2π) = σ 1 (2π) = 1. Thus, from (5.3.4), we haveρ 3.9) where G(ρ 0 ) is an unit formal power series in ρ 0 (see Definition 1.2.3).
On the other hand, (5.3.5) follows that
By (5.3.9) and (5.3.10), we have
Comparing the coefficients of the same power of ρ 0 on the two sides of (5.3.11), it gives rise to the conclusion of this theorem.
By the transformation 3.13) where
We say that system (5.2.2) is the associated system of (5.3.13) and vice versa.
Then, from (5.3.12), (5.3.15) and (5.2.12), we have
By transformation (5.3.16), system (5.3.13) can be reduced to 3.17) where
are homogeneous polynomials of degree k(2n + 1) in ξ, η. Obviously, system (5.3.17) can also be obtained from system (5.2.13) by using transformation (5.3.15), thus, system (5.2.13) is the associated system of (5.3.17) and vice versa.
We next consider the case of δ = 0. When δ = 0, system (5.2.2), (5.2.13), (5.3.13) and (5.3.17) take the following forms, respectively,
The right hand of system (5.3.22) have the following particular properties:
(1) The subscripts (the degree of homogeneous polynomials) of Φ k(2n+1) , Ψ k(2n+1) form an arithmetic sequence with common difference 2n + 1, k = 1, 2, · · · , 2n + 1.
(2) Φ k(2n+1) and Ψ k(2n+1) have the common factor (ξη) (k−1)(n+1) .
(3) System (5.3.22) has a pair of straight line solutions ξ = 0 and η = 0. From these properties of the right hand of system (5.3.22), we have 
where
are homogeneous polynomials of degree m(2n + 1) in ξ, η (m = 1, 2, · · · ) and we take If there exists a positive integer k, such that 
For any positive integer m, μ m is given by
where for all pairs (α, β), when α < 0 or β < 0, we take a αβ = b αβ = c αβ = 0.
(5.3.29)
By (5.3.25) and (5.3.29), we obtain
From (5.3.18) and (5.3.30), we get
Thus, (5.3.31) and (5.3.32) follow that
Write that
Substituting (5.3.34), (5.3.35) into (5.3.33), and using the symbols α, β instead of (5.3.36) where
(5.3.37)
From (5.3.24) and (5.3.36), it gives rise to the conclusion of this theorem. 
and when m is not an integer multiple of 2n + 1, we have μ
Proof. For the function F (ξ, η) given by (5.3.23), let 3.42) such that 3.43) where, for any positive integer m,
is a homogeneous polynomial of degree m(2n + 1) in ξ, η, and 
and for any positive integer m, λ m is determined by
where for all (α, β), when α < 0 or β < 0, we take a αβ = b αβ = d αβ = 0. 
where μ m is the m-th singular point value at infinity of system (5.3.21), m = 1, 2, · · · .
Proof. The inverse transformation of (5.3.16) is
By (5.3.23) and (5.3.48), we have 3.52) such that
Proof. First, by (5.3.42), we have
We consider the system
By the transformation
The Jacobin determinant of transformation (5.3.56) is given by Thus,
By applying Proposition (1.1.3) to systems (5.3.55) and (5.3.57), from (5.3.57) we get
From (5.3.60) and (5.3.61), it follows that
(5.3.62), (5.3.43) and (5.3.56) give rise to the conclusion of this theorem.
We now consider the following formal series 
In above two recursive formulas, for all (α, β), if α < 0 or β < 0, we take a αβ = b αβ = e αβ = 0.
Theorem 5.3.13. For the formal seriesM given by Theorem 5.3.11, e k(2n+1),k(2n+1) can be taken arbitrarily, k = 1, 2, · · · . If α � = β, and α + β 1, e αβ is given by 
In above two recursive formulas, for ∀(α, β), when α < 0 or β < 0, we take a αβ = b αβ = e αβ = 0. 
The Algebraic Construction of Singular Point Values of Infinity
By means of the transformation 
We see from (5.4.3) and Definition 5.4.1 that
Obviously, for the generalized rotation and similar transformation in Definition Section 2.4, the similar exponent, the rotation exponent and the generalized rotation invariant all have time exponent 0. From (2.4.4) and (5.4.3), we havê
(5.4.7)
In addition, (2.4.5) and (5.4.6) imply that given by the coefficients of system (5.3.21), we have 
(5.4.12)
then f is called a k-order generalized rotation invariant with time exponent n under the transformation (5.4.1). (2) A generalized rotation invariant f is called a monomial generalized rotation invariant, if f is a monomial of a αβ , b αβ . (3) A monomial generalized rotation invariant f is called an elementary generalized rotation invariant if it can not be expressed as a product of two monomial generalized rotation invariant.
( 
(5.4.14)
Lemma 5. Proof. By the antisymmetry transformation Under the translational transformation 
Singular Point Values at Infinity and Integrable Conditions for a Class of Cubic System
Consider a class of real planar cubic system 
(5.5.6) and (5.4.6), we obtain the similar exponent and rotation exponent of all a αβ , b αβ as follows:
( 1) r (a 10 ) = 0, I
(1) system (5.5.3) becomes a 7-th differential system with the elementary singular point as follows:
By means of transformation
From Theorem 5.3.6, we have Theorem 5.5.2. For system (5.5.9), one can derive successively the terms of the following formal series 5.10) such that
In addition, for any positive integer number m, 5.12) where μ � 3m is the 3m-th singular point value at the origin of system (5.5.9), and μ m is the m-th singular point value at infinity of system (5.5.3).
From Theorem 5.3.7, we know that 
(5.5.13)
For any positive integer m, λ m is given by the recursive formula
where for all (α, β), when α < 0 or β < 0, we take a αβ = b αβ = d αβ = 0.
Theorem 5.5.1 and Theorem 5.5.2 give the recursive formulas to compute directly the singular point values at the origin of system (5.5.3). By using computer algebra system M athematica, we obtain the terms of the first eight singular point values at infinity of system (5.5.3) as follows: We see from this table that the expressions of the singular point values are very long. We need to simplify them. When A 10 = λ, A 01 = B 01 = B 10 = 0, system (5.5.5) can be reduced to
In [Blows etc, 1993] , the author discussed the center-focus problem and the bifurcation of limit cycles at origin and infinity of system (5.5.15) where the parameters of (5.5.15) are real. We next assume that the parameters of (5.5.15) are complex.
The associated system of (5.5.15) is given by (5.5.17) By Theorem 5.5.1 and Theorem 5.5.2, we use computer algebra system-Mathematica to calculate the first 6 singular point values at infinity of system (5.5.16) for which there exist the numbers of terms 2, 14, 64, 180, 416, 846, respectively. Simplifying them, we obtain the following theorem. Proof. If C 1 holds, from Lemma 5.5.1, we know that the coefficients of system (5.5.16) satisfy the condition of the extend symmetry principle. If C 2 holds, system (5.5.16) is a Hamiltonian system. Thus, this proposition holds. We next discuss the conditions of infinity of system (5.5.16) to be a 6-order weak singular point. From Theorem 5.5.4, we have In addition, it is easy to see that when one of condition C 6 and C * 6 holds, we have a 11 b 11 = 0, but not all a 11 and b 11 are zero. Thus, if one of condition C 6 and C * 6 is satisfied, then (5.5.28) does not hold.
Bifurcation of Limit Cycles at Infinity
Consider the following perturbed system of (5.5.1) with two small parament ε, δ
where y, ε, δ) are homogeneous polynomials of degree k in x, y, and the coefficients are power series in ε, δ having nonzero convergent radius. Assume that there is an integer d, such that By means of transformation (5.1.5), system (5.6.1) can be changed into 6.4) where
For a sufficiently small h, we write the solution of (5.6.4) with the initial condition r| θ=0 = h and the Poincaré succession function respectively as follows:
Clearly, ν 1 (θ) can be expressed as
From (5.6.3) and (5.6.7), we have
Obviously, equation (5.6.4) is a particular case of equation (4.1.7). If δ = δ(ε) in the right hand of system (5.6.1) is a power series of ε having nonzero convergent radius, and δ(0) = 0, we can obtain a quasi succession function L(h, ε) by computing the focal values at infinity. The method mentioned in Chapter 3 can be used to study the bifurcation of limit cycles in a neighborhood of infinity of system (5.6.1). For an example, we discuss a class of real planar cubic system 6.9) where X 2 (x, y), Y 2 (x, y) are homogeneous polynomials of degree 2 in x, y. By means of transformation (5.1.5), system (5.6.9) can be changed into
It is interesting that under the polar coordinates x = r cos θ, y = r sin θ, real planar quadratic system (4.4.1) can reduce to
The vector fields defined by (5.5.10) and (5.6.11) are opposite oriented. Therefore, we can use known conclusions of the center-focus problem and bifurcations of limit cycles for the quadratic system.
Proof. When (5.6.16) holds, it is easy to prove that 
Isochronous Centers at Infinity of a Polynomial Systems
In this section, we extended the definition of the isochronous center to the case of infinity for a class of polynomial systems. We consider the following real system:
where n is a positive integer, and X k (x, y), Y k (x, y) are homogeneous polynomials of degree k. By a time rescaling t � (x 2 +y 2 ) n t, system (5.7.1) becomes the system (5.2.2) δ=0 .
Definition 5.7.1. For system (5.7.1), infinity is called an isochronous center, if it is a center and the period of all periodic solutions in a neighborhood of infinity is the same constant.
By using the transformation (5.7.8)
We next discuss the conditions that the origin is a complex center. (1 − βξ 6 η 4 ) are also already solved completely.
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