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INCIDENCE COEFFICIENTS IN THE NOVIKOV
COMPLEX FOR MORSE FORMS: RATIONALITY
AND EXPONENTIAL GROWTH PROPERTIES.
A.Pajitnov
Abstract. In this paper we continue the study of generic properties of the Novikov
complex, began in the work ”The incidence coefficients in the Novikov complex are
generically rational functions” ( dg-ga/9603006).
For a Morse map f : M → S1 there is a refined version of Novikov complex,
defined over the Novikov completion of the fundamental group ring. We prove that
for a C0 generic f -gradient the corresponding incidence coefficients belong to the
image in the Novikov ring of a (non commutative) localization of the fundamental
group ring.
The Novikov construction generalizes also to the case of Morse 1-forms. In this
case the corresponding incidence coefiicients belong to the suitable completion of the
ring of integral Laurent polynomials of several variables. We prove that for a given
Morse form ω and a C0 generic ω-gradient these incidence coefficients are rational
functions.
The incidence coefficients in the Novikov complex are obtained by counting the
algebraic number of the trajectories of the gradient, joining the zeros of the Morse
form. There is V.I.Arnold’s version of the exponential growth conjecture, which
concerns the total number of trajectories. Namely, ω be a Morse form on a closed
manifold, v be an ω-gradient, p : M ′ → M be a free abelian covering for which
p∗ω = df with f : M ′ → R. Let x be a critical point of f of index k and c be a
real number. The conjecture says that the number of v-trajectories joining x to the
critical points y of f of index k − 1 with f(y) > c grows at most exponentially with
−c. We confirm it for any given Morse form and a C0 dense set of its gradients.
We give an example of explicit computation of the Novikov complex.
Introduction
A. Morse-Novikov theory. The classical Morse-Thom-Smale construction asso-
ciates to a Morse function g : M → R on a closed manifold a free chain complex
C∗(g) where the number m(Cp(g)) of free generators of Cp(g) equals the number
of the critical points of g of index p for each p. The boundary operator in this
complex is defined in a geometric way, counting the trajectories of a gradient of g,
joining critical points of g (see [4], [7], [10], [11], [12]).
In the early 80s S.P.Novikov generalized this construction to the case of maps
f : M → S1 ( see [5]). The corresponding analog of Morse complex is a free chain
complex C∗(f) over Z[[t]][t−1]. Its number of free generators equals the number of
critical points of f of index p, and the homology of C∗(f) equals to the completed
homology of the cyclic covering.
Fix some k. The boundary operator ∂ : Ck(f) → Ck−1(f) is represented by
a matrix, which entries are in the ring of Laurent power series. That is ∂ij =
Typeset by AMS-TEX
1
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n=−N ant
n, where
an ∈ Z.
Since the beginning S.P.Novikov conjectured that the power series ∂ij have some
nice analytic properties. In particular he conjectured that
Generically the coefficients an of ∂ij =
∑∞
n=−N ant
n grow at most exponentially
with n.
In [9] we have proved that for a C0 generic f -gradient the incidence coefficients
above are actually rational functions. To recall the statement of the Main Theorem
of [9] let M be a closed connected manifold and f : M → S1 a Morse map, non
homotopic to zero. Denote the set of critical points of f by S(f). The set of
f -gradients of the class C∞, satisfying the transversality assumption (see §1 for
terminology), will be denoted by Gt(f). By Kupka-Smale theorem it is residual
in the set of all the C∞ gradients. Choose v ∈ Gt(f). Denote by M¯ P−→ M the
connected infinite cyclic covering for which f ◦ P is homotopic to zero. Choose
a lifting F : M¯ → R of f ◦ P and let t be the generator of the structure group
of P such that F (xt) < F (x). The t-invariant lifting of v to M¯ will be denoted
by the same letter v. For every critical point x of f choose a lifiting x¯ of x to
M¯ . Choose orientations of stable manifolds of critical points. Then for every
x, y ∈ S(f), indx = indy+1 and every k ∈ Z the incidence coefficient nk(x, y; v) is
defined (as the algebraic number of (−v)-trajectories joining x¯ to y¯tk).
Theorem [9,p.2]. In the set Gt(f) there is a subset Gt0(f) with the following
properties:
(1) Gt0(f) is open and dense in Gt(f) with respect to C0 topology.
(2) If v ∈ Gt0(f), x, y ∈ S(f) and indx = indy + 1, then
∑
k∈Z nk(x, y; v)t
k
is a rational function of t of the form P (t)tmQ(t) , where P (t) and Q(t)
are polynomials with integral coefficients, m ∈ N, and Q(0) = 1.
(3) Let v ∈ Gt0(f). Let U be a neighborhood of S(f). Then for every w ∈ Gt0(f)
such that w = v in U and w is sufficiently close to v in C0 topology we have:
nk(x, y; v) = nk(x, y;w) for every x, y ∈ S(f), k ∈ Z.
In the present paper we develop the methods of [9] and apply them to the
incidence coefficients with values in the Novikov completion of the fundamental
group ring Zπ1M (§1). In §2 we consider the case of arbitrary Morse forms and
free abelian coverings. We also give an example of explicit computation of the
Novikov complex (§3). In §4 we prove the V.I.Arnold conjecture, concerning the
total number of (−v)-trajectories, joining the critical points of adjacent indices.
B. Morse forms and Novikov rings. To give the statement of our results, we
recall some algebraic and Morse-theoretic definitions.
Let G be a group and ξ : G → R be a group homomorphism . We denote
by (ZG)̂̂ the abelian group of all formal linear combinations ∑
g∈G
ngg (infinite in
general). Recall that the Novikov ring ZG−ξ is the ring of such λ ∈ (ZG)̂ ,̂ λ =∑
g∈G ngg, that for every c ∈ R the set supp λ ∩ ξ−1([c,∞[) is finite.
Let ω be a closed 1-form on a manifold M . The deRham cohomology class of
ω will be denoted by [ω] and the corresponding homomorphism π1M → R will be
denoted by {ω}. We say that ω is a Morse form , if locally it is the differential of
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a Morse function. If f : M → S1 is a Morse map, then its differential is a Morse
form, which cohomology class is in H1(M,Z). A Morse form ω is proportional to
a differential of a Morse map M → S1 if and only if ∃λ ∈ R : λ[ω] ∈ H1(M,Z).
The terminology of §1.A of [9] (which concerns Morse functions) is extended in
an obvious way to the case of Morse forms, and we shall make free use of it. In
particular we shall assume the notion of ω-gradient . The set of all ω-gradients,
satisfying the transversality assumption will be denoted by Gt(ω).
Let ω be a Morse form on a closed connected manifold M and let v ∈ Gt(ω).
Let x, y ∈ S(ω), indx = indy + 1. Choose some liftings x˜, y˜ of x, y to M˜ and the
orientations of the stable manifolds of x and of y. Then the incidence coefficient
n˜(x˜, y˜; v) ∈ Z(π1M)−ξ is defined (for the case of Morse maps M → S1 see the
precise definition of n˜(x˜, y˜; v) in [7]; the general case follows by the approximation
procedure; see Lemma 2.6 and the discussion before it).
C. Statement of the results.
1. Morse maps M → S1
Let ξ : G→ Z be a group epimorphism. Denote Ker ξ by H. For n ∈ Z denote
ξ−1(n) by G(n) and {x ∈ ZG | supp x ⊂ G(n)} by ZG(n). Denote ξ−1(] −∞,−1])
by G− and {x ∈ ZG | supp x ⊂ G−} by ZG−. Choose θ ∈ ZG(−1). It is easy to
see that (ZG)−ξ is identified with the ring of power series of the form {a−nθn+ ...+
a1θ + ... | ai ∈ ZH}.
Set Σn = {1+ A | A ∈Matn×n(ZG(−1))}. Set Σ =
⋃
n>1
Σn.
There is the corresponding localization ring ZGΣ (see [3, p.255]). Every ma-
trix in Σn is invertible in Matn×n(ZG−ξ ), the inverse of 1 + A being given by∑∞
n=0(−1)nAn, therefore the localization map λ : ZG→ ZGΣ is injective and the
inclusion i : ZG →֒ ZG−ξ factors through a ring homomorphism ℓ : ZGΣ → Z[Zm]−ξ .
Let M be a connected closed manifold and f : M → S1 be a Morse map,
nonhomotopic to zero. Denote by ξ the induced homomorphism π1M → Z. Denote
by p : M˜ →M the universal covering of M .
Theorem A. In the set Gt(f) there is a subset Gt1(f) with the following properties:
(1) Gt1(f) is open and dense in Gt(f) with respect to C0 topology.
(2) If v ∈ Gt1(f) then for every x, y ∈ S(f) with indx = indy + 1 we have
n˜(x˜, y˜; v) ∈ Im ℓ.
(3) Let v ∈ Gt1(f). Let U be a neighborhood of S(f). Then for every w ∈ Gt1(f)
such that w = v in U and w is sufficiently close to v in C0 topology we have:
n˜(x˜, y˜; v) = n˜(x˜, y˜;w) for every x, y ∈ S(f).
2. Morse forms with arbitrary cohomology classes
At present we can prove the analog of the Theorem A in the case of arbitrary
Morse forms only for the incidence coefficients associated with free abelian cover-
ings.
Let ω be a Morse form on a closed connected manifold M . If φ : M̂ → M
is any regular covering with the structure group G, such that φ∗([ω]) = 0, then
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the homomorphism {ω} : π1M → R factors as π1M → G → R and it is not
difficult to see that the incidence coefficients n̂(x̂, ŷ; v) are defined for every v ∈
Gt(ω) (here we suppose that indx = indy + 1, and that for every p ∈ S(ω) a
lifting pˆ of p to M̂ and an orientation of the stable manifold of p are chosen).
In particular it is the case for the maximal free abelian covering M
P−→ M with
the structure group H1(M,Z)/Tors ≈ Zm. By abuse of notation we shall denote
the corresponding homomorphism Zm → R by the same symbol as the de Rham
cohomology class [ω] of ω. Assume that [ω] 6= 0. Set S[ω] = {P ∈ Z[Zm] | P =
1+Q : supp Q ⊂ [ω]−1(]−∞, 0[)}.
Theorem B. There is a subset Gt1(ω) ⊂ Gt(ω) with the following properties:
(1) Gt1(ω) is open and dense in Gt(ω) with respect to C0 topology.
(2) For every v ∈ Gt1(ω) and every x, y ∈ S(ω) with indx = indy + 1 we have:
n(x, y; v) ∈ S−1[ω]Z[Zm].
(3) Let v ∈ Gt1(ω). Let U be a neighborhood of S(ω). Then for every w ∈
Gt1(ω) such that w = v in U and w is sufficiently close to v in C0 topology
we have: n(x, y; v) = n(x, y;w) for every x, y ∈ S(ω), k ∈ Z.
3. Exponential growth estimates
Let G be a group. For an element a =
∑
ngg ∈ ZG we denote by ‖a‖ the sum∑ |ng|.
Let ξ : G → R be a homomorphism . For λ = ∑
g
ngg ∈ ZG−ξ and c ∈ R we
denote by λ[c] the element
∑
ξ(g)>c
ngg of ZG and we set Nc(λ) = ‖λ[c]‖. We shall say
that λ is of exponential growth if there are A,B > 0 such that for every c ∈ R we
have Nc(λ) 6 Ae
−cB . It is easy to prove that the elements of exponential growth
form a subring of ZG−ξ , which contains ZG.
Theorem C. Let v be an ω-gradient, belonging to Gt1(ω). Let x, y ∈ S(ω), indx =
indy + 1. Then n˜(x˜, y˜; v) ∈ Z[π1M ]−{ω} is of exponential growth .
4. An example
In the subsection 3 we construct a three-manifold M , a Morse map f : M → S1
and an f -gradient v such that n0(x¯, y¯; v) = 0 and for k > 0 we have nk+1(x¯, y¯; v) =
− 4√
5
·
((
3+
√
5
2
)k
−
(
3−√5
2
)k)
.
5. Exponential estimates of absolute number of trajectories: Morse maps M →
S1
We assume here the terminology of Subsection A. The set of all f -gradients of
class C∞ will be denoted by G(f). Recall from [8,§2B] that an f -gradient v is called
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good if for every p, q ∈ S(f) we have(
indp 6 indq + 1
)
⇒
(
D(p, v) ⋔ D(q,−v)
)
The set of all good f -gradients will be denoted by Gd(f). For v ∈ G(f) we
denote by the same letter v the t-invariant lifting of v to M¯ . Choose a lifting
F : M¯ → R of f to M¯ . It is easy to prove that for p, q ∈ S(F ), indp = indq + 1
and for for v ∈ Gd(f) the set of (−v)-trajectories, joining p to q is finite. The
liftings of critical points of f to M¯ being chosen, denote by Nk(x, y; v) the number
of (−v)-trajectories joining x¯ to y¯tk (where indx = indy + 1).
Theorem D. In the set G(f) there is a subset G0(f) with the following properties:
(1) G0(f) is C0 dense in G(f) and G0(f) ⊂ Gd(f).
(2) Let v ∈ G0(f). Then there are constants C,D > 0 such that for every x, y ∈
S(f) with indx = indy+1 and for every k ∈ Z we have Nk(x, y; v) 6 C ·Dk.
6. Exponential estimates of absolute number of trajectories: Morse forms
Let ω be a Morse form on a closed connected manifold M . Let P : M →M be
the maximal free abelian covering of M with structure group Zm; we identify the
cohomology class [ω] of ω with the corresponding homomorphism Zm → R. We
denote by G(ω) the set of all ω-gradients of class C∞ and by Gd(ω) the set of all
good ω-gradients of class C∞. Let v ∈ Gd(ω). For every zero x of ω choose a lifiting
x of x to M and an orientation of the stable manifold of x. Then for every g ∈ Zm
and every x, y ∈ S(ω) with indx = indy + 1 the set of (−v)- trajectories joining x
to yg is finite and we denote its cardinality by N(x, y, g; v). For c ∈ R we denote
by N>c(x, y; v) the sum
∑
g:[ω](g)>c
N(x, y; g; v).
Theorem E. In the set G(ω) there is a subset G0(ω) with the following properties:
(1) G0(ω) is dense in G(ω) with respect to C0 topology; G0(ω) ⊂ Gd(ω).
(2) Let v ∈ G0(ω). There are constants C,D > 0 such that for every x, y ∈ S(ω)
with indx = indy + 1 and every c ∈ R we have N>λ(x, y; v) 6 C ·D−λ.
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§1. Morse maps M → S1
A. Algebraic preliminaries.
We accept here the terminology of Subsection C.1 of Introduction. Further, we
say that an element κ ∈ Z(π1M)−ξ is of type (L), if
(L) There are r, q ∈ G, a natural number m, an m×m-matrix A = (aij)16i,j6m
where aij ∈ ZG(−1) and vectors (Xi)16i6m, (Yi)16i6m, Xi, Yi ∈ ZH, such that
κ = r
(∑
s>0
∑
16i6m
16j6m
Yia
(s)
ij Xj
)
q
where a
(s)
ij are the entries of As. The next lemma follows from the definition of
the homomorphism ℓ.
Lemma 1.1. The elements of type (L) are contained in Im ℓ. 
Proposition 1.2. The elements of type (L) are of exponential growth .
Proof. It suffices to prove that every matrix entry of the matrix series u =
∑
s>0A
s,
where A = (aij) and aij ∈ ZG(−1), is of exponential growth . For an (m × m)-
matrix B = (bij) we denote by ‖B‖ the number max
i,j
‖bij‖. It is easy to check that
‖BC‖ 6 ‖B‖ · ‖C‖ ·m. Let A be (m ×m)-matrix. Then ‖As‖ 6 ‖A‖s ·ms−1 6
‖A‖s · ms. Let 1 6 i, j 6 m. Write uij =
∑
ngg. Then for k > 0 we have∑
ξ(g)=−k
|ng| 6 (m · ‖A‖)k. If m‖A‖ 6 1 this gives
∑
ξ(g)>−k
|ng| 6 k + 1 6 ek. If
m‖A‖ > 1 we have ∑
ξ(g)>−k
|ng| 6 (m‖A‖)
k−1
(m‖A‖)−1 < D(m‖A‖)k.
Therefore in any case there are A,B > 0 such that for k > 0, k ∈ Z we have∑
ξ(g)>k
|ng| 6 A · B−k. For k > 0 it is true obviously and this implies that u
is of exponential growth . 
B. Statement of Theorem 1.3.
Theorem A follows immediately from the next theorem.
Theorem 1.3. In the set Gt(f) there is a subset Gt1(f) with the following proper-
ties:
(1) Gt1(f) is open and dense in Gt(f) with respect to C0 topology.
(2) If v ∈ Gt1(f) then for every x, y ∈ S(f) with indx = indy + 1 we have:
n˜(x˜, y˜; v) satisfies (L).
(3) Let v ∈ Gt1(f). Let U be a neighborhood of S(f). Then for every w ∈ Gt1(f)
such that w = v in U and w is sufficiently close to v in C0 topology we have:
n˜(x˜, y˜; v) = n˜(x˜, y˜;w) for every x, y ∈ S(f) such that indx = indy + 1.
C. Generalities on intersection indices. Let M be a manifold without bound-
ary, Q : M̂ → M be a regular covering (not necessarily connected) with structure
group H. We say, that a submanifold N of M is lifted-oriented (resp. lifted-
cooriented ) if a lifting iˆ : N →֒ M̂ of the inclusion map i : N →֒M is fixed, and N
is oriented (resp. cooriented). We shall denote î(N) by N̂ .
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LetX ⊂M and letN be a lifted-oriented submanifold ofM such thatN\Int X is
compact. Then N̂ \ Int Q−1(X) is compact, and the homology class [N̂ ]
M̂,Q−1(X) ∈
Hn(M̂,Q−1(X)) is defined, where n = dimN (see [9,§4]). We shall denote it by
[N̂ ]M,X , or simply by [N̂ ] if there is no posibility of confusion. Let L is a compact
lifted-cooriented submanifold without boundary of M . Then there is the coorienta-
tion class ]L̂[∈
Hm−l(M̂, M̂ \ L̂), where l = dimL, m = dimM .
Assume that X ∩ L = ∅, N ⋔ L and n + l = m. Then N̂ ⋔ L̂, and N̂ ∩ L̂ is
finite, and the intersection index N̂ ♯ L̂ ∈ Z is defined. Denote by j the inclusion
(M̂,Q−1(X)) →֒ (M̂, M̂ \ L̂). The next lemma is standard.
Lemma 1.4. N̂ ♯ L̂ = j∗(]L̂[)([N̂ ]). 
D. Ranging systems. Let f : W → [a, b] be a Morse function on a compact
riemannian cobordism, f−1(b) = V1, f−1(a) = V0, v be an f -gradient. Let Q :
Ŵ → W be a regular covering with a structure group H. The lifting of v to Ŵ
will be denoted by v̂. If x ∈ W and γ(x, t; v) is defined on [0, a], and x̂ ∈ Q−1(x),
then the lifting to Ŵ of γ(x, ·; v), starting at x̂ is the v̂-trajectory γ(x, ·; v̂). It
is easy to define with the help of this lifiting procedure a diffeomorphism v̂ :
Q−1(V1 \K(−v))→ Q−1(V0 \K(v)). For X ⊂ V1 we denote by abuse of notation
v̂ (X \K(−v)) by v̂ (X).
Let N be a oriented-lifted submanifold of V1. Then it is easy to see that
 
v (N)
is a oriented-lifted submanifold of V0.
Now let {(Aλ, Bλ)}λ∈Λ be a ranging system for (f, v) (see [9,§4 Subsection B]
for definitions). Let N be an oriented-lifted submanifold of V1 \ Bb such that
N \ Int Ab is compact. Then Prop. 4.6 of [9] implies that  v (N) is an oriented-lifted
submanifold of V0 \Ba such that  v (N) \ Int Aa is compact.
The following proposition is a generalization of the Proposition 4.7 of [9], which
can be considered as a particular case (H = {1}) of the Proposition 1.5. The proof
of 1.5 is carried out along the lines of [9, §4, Subsection B]. We recommend to the
reader to consult [9,§4, Subsection B] for the basic definitions (such as the definition
of ranging system, cited above ). We present below the main steps of proof.
Proposition 1.5. There is a homomorphism Ĥ(v) : H∗(Q−1(V1\Bb),Q−1(Ab))→
H∗(Q−1(V0 \Ba),Q−1(Aa)) of right ZH-modules, such that:
(1) If N is an oriented-lifted submanifold of V1 \ Bb, such that N \ Int Ab is
compact, then Ĥ(v)([N̂ ]) =
[
(
 
v (N))̂].
(2) There is an ǫ > 0 such that for every f -gradient w with ‖w − v‖ < ǫ we
have Ĥ(v) = Ĥ(w).
Proof. An easy induction argument shows that it is sufficient to prove the
proposition in the case cardΛ = 1. Let S(f) = S1(f) ⊔ S2(f), where for every
p ∈ S1(f), resp. p ∈ S2(f) the i), resp. ii) of (RS2) of Definition 4.3 in [9,p.23]
holds. Pick Morse functions φ1, φ2 : W → [a, b], adjusted to (f, v), such that there
are regular values µ1 of φ1, µ2 of φ2 satisfying: (1) for every p ∈ S1(f) we have:
φ1(p) < µ1 and φ2(p) > µ2. (2) for every p ∈ S2(f) we have: φ1(p) > µ1 and
φ2(p) < µ2.
For δ > 0 denote by D1δ(v), resp. by D1δ(−v), the intersection with V0, resp.
with V1, of ∪p∈S1(f)Dδ(p, v), resp. of ∪p∈S1(f)Dδ(p,−v). By abuse of notation
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the intersection of ∪p∈S1(f)D(p, v) with V0 will be denoted by D10(v). Denote
D2δ(−v)∪(−v) (Ba) by ∆(δ,−v) andD1δ(v)∪ v (Ab) by∇(δ, v). The similar nota-
tion like D2δ(−v), ∆(0,−v),
D20(v) etc. are now clear without special definition. For δ > 0 sufficiently small
we have
(D1)
∀p ∈ S1(f) : Dδ(p) ⊂ φ−11 (]a, µ1[) and Dδ(p) ⊂ φ−12 (]µ2, b[)
∀p ∈ S2(f) : Dδ(p) ⊂ φ−11 (]µ2, b[) and Dδ(p) ⊂ φ−12 (]a, µ2[)
It is easy to prove that for δ > 0 sufficiently small we have:
(D2) ∇(δ, v) ⊂ Int Aa, ∆(δ,−v) ⊂ Int Bb, ∆(δ,−v) ∩D1δ(−v) = ∅
Fix some δ > 0 satisfying (D1) and (D2).
Homomorphism Ĥ(v;µ′, µ;U) : H∗(Q−1(V1\Bb),Q−1(Ab))→ H∗(Q−1(V0\Ba),Q−1(Aa))
Let 0 6 µ′ < µ 6 δ. Let U be any subset of V1 such that
∆(0,−v) ⊂ U ⊂ Bb and U ∩D1δ(−v) = ∅
(for example U = ∆(δ,−v) will do). Denote by Ĥ(v;µ′, µ;U) the following sequence
of homomorphisms
H∗(Q−1(V1 \Bb),Q−1(Ab)) Î∗−→ H∗
(Q−1(V1 \ U) , Q−1(Ab ∪D1µ(−v))) Exc−1−−−−→
H∗
(Q−1(V1 \ (U ∪D1µ′(−v))) , Q−1((Ab ∪D1µ(−v)) \D1µ′(−v)) v̂ ∗−−→
H∗(Q−1(V0 \Ba),Q−1(Aa)
)
.
Here Î is the corresponding inclusion. Note that the last arrow is well defined since
(−v) (Ba) ⊂ U and D0(−v) ∩ V1 ⊂ D20(−v) ∪D1µ′(−v). All the three arrows
are homomorphisms of right ZH-modules; first two - by the obvious reasons, the
last because v̂ commutes with the right action of H.
The composition v̂ ∗ ◦Exc−1◦Î∗ of this sequence will be denoted by Ĥ(v;µ′, µ;U).
The reasoning similar to [9], page 25 shows that this homomorphism does not
depend on the choice of U ,neither on the choice of µ′, µ or δ, or on the choice
of presentation S(f) = S1(f) ⊔ S2(f) (if there is more then one such presenta-
tion). Therefore this homomorphism is well determined by v, the ranging system
{(Aλ, Bλ)}λ∈Λ and the covering Q : Ŵ → W . We shall denote it by Ĥ(v). The
proof of properties 1) and 2) of Ĥ(v) is similar of the proof of [9, 4.7 (1,2)] and will
be omitted. 
E. Equivariant ranging systems and the proof of Theorem 1.3. We return
here to the terminology of Subsection C.1 of the Introduction. We begin by some
algebraic preliminaries. Let M,N be right ZH-modules and f : M → N be a
homomorphism of abelian groups. We say that f is θ-semilinear , if we have
f(xh) = f(x)θhθ−1 for every x ∈ M . If M,N are free finitely generated ZH-
modules with bases (ej), (di), one can associate to each θ-semilinear homomorphism
f : M → N a matrix M(f) = (mij) by the following rule: f(ej) =
∑
i
dimij .
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IfM is a right ZH-module and f :M → Z is a homomorphism of abelian groups,
then we shall say that f is of finite type, if for every m ∈M the set of h ∈ H, such
that f(mh) 6= 0 is finite. If f :M → Z is a homomorphism of a finite type, then we
define a homomorphism f˜ :M → ZH of ZH-modules by f˜(m) = ∑
h∈H
f(mh)h−1.
Returning to Morse maps, we assume moreover that f : M → S1 belongs to
an indivisible cohomology class in H1(M,Z). Further, denote by π : M¯ → M
the (unique) infinite cyclic covering, such that f ◦ π ∼ 0. The universal covering
p : M˜ → M factors as p = π ◦ Q where Q : M˜ → M¯ is a covering with structure
group H = Ker ξ. Let u be an f -gradient and let {(Aσ, Bσ)}σ∈Σ be a t-equivariant
ranging system for (F, u) (see [9,Def. 4.14] for definition).
For ν, µ ∈ Σ, ν < µ denote by Ĥ[µ,ν](u) the homomorphism Ĥ(u | F−1([ν, µ])),
associated by virtue of Proposition 1.5 to the ranging system {(Aσ, Bσ)}σ∈Σ, ν6σ6µ
and the covering Q (restricted to the cobordism F−1([ν, µ])). Denote by Ĥ[µ,µ](u)
the identity homomorphism of H∗
(Q−1(F−1(µ) \Bµ),Q−1(Aµ)) to itself.
It follows from the construction that for every g ∈ G with ξ(g) = k ∈ Z we have
Ĥ[µ+k,ν+k](u) = R(g) ◦ Ĥ[µ,ν](u) ◦ R(g−1). We have also Ĥ[ν,θ](u) ◦ Ĥ[µ,ν](u) =
Ĥ[µ,θ](u). For ν ∈ Σ denote R(θ−1) ◦ Ĥ[ν,ν−1](u) by ĥν(u). It is a θ-semilinear en-
domorphism of H∗
(Q−1(F−1(ν)\Bν),Q−1(Aν)). We have obviously Ĥ[ν,ν−k](u) =
R(θk) ◦ (ĥν(u))k. The next lemma follows directly from 1.5.
Lemma 1.6. Let µ, ν ∈ Σ, ν 6 µ; let k ∈ N. Let N be oriented-lifted submanifold
of F−1(µ)\Bµ such that N \Int Aµ is compact. Let L be a cooriented-lifted compact
submanifold of F−1(ν) \Aν. Assume that dimN + dimL = dimM − 1. Then:
(1) N ′k = u
 
[µ,ν−k](N) is an oriented-lifted submanifold of F
−1(ν − k) \ Bν−k
such that
N ′k \ Int Aν−k is compact. If N ′k ⋔ Ltk, then N ′k ∩ Ltk is finite and
N̂ ′k ♯ L̂θ
k = î∗(]L̂[)
(
(ĥν(u))
k([N̂ ′0])
)
, where î stands for the inclusion map(Q−1(F−1(ν) \Bν),Q−1(Aν)) →֒ Q−1(F−1(ν),Q−1(F−1(ν) \ L̂)).
(2) For every f -gradient w, sufficiently close to u in C0-topology, {(Aσ, Bσ)}σ∈Σ
is also a t-equivariant ranging system for (F,w) and ĥν(u) = ĥν(w),
Ĥ[µ,ν](u) = Ĥ[µ,ν](w). 
Proof of Theorem 1.3 It is easy to see that it suffices to prove our theorem for
the case of indivisible homotopy class [f ] ∈ H1(M,Z) and we make this assumption
up to the end of this subsection.
Fix first two points x, y ∈ S(f), indx = indy + 1. Recall that we have fixed
a lifting x˜ ∈ M˜ for every x ∈ S(f); denote Q(x˜) by x¯. We can assume that
F (y¯) < F (x¯) 6 F (y¯)+ 1. Denote dimM by n; denote indx by l+1, then indy = l.
Choose some set Σ of regular values of F , satisfying (S) of [9, Def. 4.14].
Denote by θ the maximal element of Σ with θ < F (x¯) and by N(v) the inter-
section D(x¯, v) ∩ F−1(θ); N(v) is an oriented submanifold of F−1(θ), diffeomor-
phic to Sl. Denote by η the minimal element of Σ, satisfying η > F (y¯); then
η 6 θ < η + 1. Denote by L(−v) the intersection D(y¯,−v) ∩ F−1(η); L(−v) is
a cooriented submanifold of F−1(η), diffeomorphic to Sn−1−l. Denote by W the
cobordism F−1([η, η + 1]). Note that x¯ ∈ W ◦. Denote F−1(η) by V0, F−1(η + 1)
by V1, Σ ∩ [η, η + 1] by Λ.
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Denote by Gt1(f ; x, y) the subset of Gt(f), consisting of all the f -gradients v,
such that there is an equivariant ranging system {(Aσ, Bσ)}σ∈Σ for (F, v) satisfying
N(v) ∩Bθ = ∅, L(−v) ∩Aη = ∅,(1.1) {
(F−1(η) \Bη, Aη) has a homotopy type of a finite CW-pair
having only l-dimensional cells.
(1.2)
Now we shall prove 3 properties of the set Gt1(f ; x, y).
(1). Gt1(f ; x, y) is an open and dense subset of Gt(f) with respect to C0 topol-
ogy.
This is proved exactly in the same way as the open-and-dense property of
Gt0(f ; x, y) in [9,p.29,30].
(2). If v ∈ Gt1(f ; x, y) then n˜(x˜, y˜; v) satisfies the condition (L).
The liftings x 7→ x˜ and y 7→ y˜ define a lifting N̂(v) of N(v) to Q−1(F−1(θ))
and L̂(−v) of L(−v) to Q−1(F−1(η)). The ZH-module H = Hl((Q−1(F−1(η) \
Bη),Q−1(Aη)) is free; choose some basis e1, ..., em of this module. The homomor-
phism ĥη(v) of this module is θ-semilinear. Denote by B = (bij) its matrix, and
denote by A the matrix (bijθ). Let a(s)ij be the coefficients of As. Consider the
element ξ = Ĥ[θ,η](v)([N̂(v)]) of H; let ξ =
∑
eiXi with Xi ∈ ZH. Consider
β = î∗(]L̂(−v)[) as a homomorphism of H to Z. It is of finite type; denote β˜(ej)
by Yj ; then Yj ∈ ZH. We claim that
(∗) n˜(x˜, y˜; v) =
∑
s>0
16i6m
16j6m
Yi · a(s)ij ·Xj
To prove it write n˜(x˜, y˜; v) =
∑
s>0
(∑
h∈H
ν(x˜, y˜hθs) · hθs
)
(here ν(x˜, y˜hθs) stands
for the algebraic number of (−v)-trajectories, joining x˜ with y˜hθs; note that since
F (x¯) 6 F (y¯) + 1, there are no (−v)-trajectories joining x˜ to y˜g if ξ(g) > 0).
To make the following computation more easy to comprehend, we make the fol-
lowing terminology conventions (valid only here). The homomorphism ĥη(v) : H →
H will be denoted by µ. We identify the cohomology classes inH∗(Q−1(F−1(ν),Q−1(F−1(ν)\
L̂)
)
with their images in H∗
(Q−1(F−1(ν) \Bν),Q−1(Aν)) (thus suppressing î∗ in
the notation). We have:
n˜(x˜, y˜; v) =
∑
s>0
(∑
h∈H
(
]L̂ · h[(µs(ξ)))h)θs
(by 1.6). The latter expression equals to∑
s>0
(∑
h∈H
(
]L̂[(µs(ξ) ·h−1))h)θs =∑
s>0
(∑
h∈H
β(µs(ξ) ·h−1)h)θs =∑
s>0
β˜(µs(ξ)) ·θs
To obtain from this expression the formula (*) we need only a lemma, allowing to
calculate µs(ξ) in terms of the coordinates of ξ and the matrix of µ (the expression
is slightly different from the standard one in linear algebra since µ is θ-semilinear
).
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Lemma 1.7. Let F be a free ZH-module with a basis e1, ..., em and µ : F → F
be a θ-semilinear homomorphism of F . Let mij be its matrix. Denote by M the
m×m matrix (mij · θ). Let ξ ∈ F, ξ =
∑
ejξj.
Then for every natural s > 0 we have
µs(ξ) =
∑
i,j
ei[M
s]ijξjθ
−s
Proof. Induction in s. We have
µs+1(ξ) = µ(µs(ξ)) = µ
(∑
i
ei
(∑
j
[M s]ijξjθ
−s
))
=
∑
i
µ(ei) ·
(
θ
∑
j
[M s]ijξjθ
−s−1
)
=
∑
i
(∑
k
ekmki
)
·
(
θ
∑
j
[M s]ijξjθ
−s−1
)
=
∑
k
ek
(∑
i
(mkiθ) · [M s]ij
)
ξjθ
−s−1. 
Now substitute the expression for µs(ξ) into the above formula, and get (*).
(3). Let v ∈ Gt1(f ; x, y). Let U be a neighborhood of S(f). Then there is ǫ > 0
such that for every w ∈ Gt0(f ; x, y) with ‖w − v‖ < ǫ and w|U = v|U we have:
n˜(x˜, y˜; v) = n˜(x˜, y˜;w).
Let w be an f -gradient, sufficiently close to v. Then {(Aσ, Bσ)}σ∈Σ is still a
t-equivariant ranging system for (F,w), satisfying (1.1), (1.2). It is not difficult to
see that [N̂(w)] = [N̂(v)], [L̂(−w)] = [L̂(−v)]. Then Lemma 1.5 together with the
formula (*) above finishes the proof.
Set now Gt1(f) to be the intersection of all the Gt1(f ; x, y) where x, y ∈ S(f), indx =
indy + 1, and the Theorem 1.3 is proved. 
Remark 1.8. There is an obvious analog of Theorem 1.3 for any regular covering
φ : M̂ →M such that φ∗[ω] = 0.
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§2. Morse forms with arbitrary cohomology classes
A. Algebraic preliminaries.
We shall need some lemmas about the ring Z[Zm] and its completions and lo-
calizations.
Let η : Zm → R be a non-zero homomorphism . We extend it to a linear map
Rm → R, which will be denoted by the same letter. We say that a set Z ⊂ Rm
is an η-cone , if there is a compact convex nonempty set K ⊂ η−1(−1) such that
Z = {λz | λ ∈ R, λ > 0, z ∈ K}. We say, that Z is (ξ, η)-cone if Z is ξ-cone and
η-cone. We say that a set Z ⊂ Rm is an integral η-cone if there are e1, ..., ek ∈ Zm,
such that
(1) rk (e1, ..., ek) = m
(2) η(ei) < 0
(3) Z = {λ1e1 + ...+ λkek | λi > 0}
We shall also write Z = Z〈e1, ..., ek〉. We say, that Z is an integral (ξ, η)-cone
if the vectors e1, ..., ek above satisfy ξ(ei) < 0, η(ei) < 0 for all i. Note that
an integral (ξ, η)-cone is a (ξ, η) - cone.
Lemma 2.1. Let Z be an (η1, η2)-cone. Then there is an integral (η1, η2)-cone
Z0 ⊃ Z.
Proof. We assume that η1, η2 are linearly independent; the other case is considered
similarly. Denote η−11 (−1) by H, and the set H ∩{η2(x) < 0} by H0; then H0 is an
open halfspace of H, containing Z ∩H. Denote by L the set {λx|λ > 0, x ∈ Zm}.
L is everywhere dense in H and in H0. It is not difficult to prove that there is a
finite subset L0 ⊂ L such that L0 ⊂ H0 and 〈L0〉 ⊃ Z ∩H. We can choose L0 so
that rk L0 = m and the lemma is proved. 
Lemma 2.2. Let ξ : Rm → R be a non-zero linear form. Let ǫ > 0. Then there is
a finite set I of linear forms θi : R
m → R, i ∈ I with ‖θi‖ < ǫ such that
(1) the set Γ = {x ∈ Rm | (ξ + θi)(x) 6 0} is a ξ-cone.
(2) There is an integral ξ-cone Γ0 such that for every family {Ai}i∈I of real
numbers there is b ∈ Zm with the property:
(∗) {x ∈ Rm | (ξ + θi)(x) 6 Ai} ⊂ Γ0 + b
Proof. 1) Pick any m linearly independant linear forms α1, ..., αm : R
m → R with
‖αi‖ < min(ǫ, ‖ξ‖/2). I claim that the finite family {α1,−α1, ..., αm,−αm} of linear
forms satisfy our conclusions. Note first that
Z = ξ−1(−1) ∩ {x | ∀i : (ξ + αi)(x) 6 0, (ξ − αi)(x) 6 0}
is non empty and compact. (Indeed, let x be a vector such that |x| = 1 and
ξ(x) = ‖ξ‖. Then a = − xξ(x) ∈ Z. Further, if Z is not bounded, then there is a
sequence xn ∈ Z such that |xn| → ∞. Consider the sequence xn/|xn|. We can
assume that it converges to some v,‖v‖ = 1. Since ξ(xn) = −1, we have ξ(v) = 0.
Further, for every i we have (ξ + αi)(v) 6 0, (ξ − αi)(v) 6 0, therefore αi(v) = 0
and v = 0.) Further, Γ ⊂ ξ−1(]−∞, 0]) and the intersection Γ ∩ ξ−1(0) consists of
0. Therefore x ∈ Γ, x 6= 0 implies x = λy, y ∈ Z. 2) Choose a vector x0 ∈ Zm such
that ξ(x0) < 0 and for every 1 6 i 6 m we have (ξ + αi)(x0) < 0, (ξ − αi)(x0) < 0
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(such a vector exists; it suffices to note that (ξ ± αi)(a) = −1∓ αi(x)ξ(x) < 0, and to
approximate a by an element y0 ∈ Qm.)
Denote |(ξ±αi)(x0)| by β±i > 0. Now (ξ±αi)(x) 6 Ai implies that (ξ±αi)(x+
px0) 6 Ai − pβ±i . Therefore if p is sufficiently big, we obtain (*) with b = −px0,
or, equivalently, {x ∈ Rm | (ξ + θi)(x) 6 Ai} ⊂ Γ+ b. Then apply 2.1 to obtain an
integral ξ-cone Γ0, such that Γ ⊂ Γ0. 
Next we shall recall some facts from [6]. Let η : Zm → R be a homomor-
phism and Z = Z〈e1, ..., ek〉 be an integral ξ-cone. Denote Zm ∩ Z by [Z], and the
set {n1e1 + ... + nkek | ni ∈ N} by [Z˜]. Note that [Z] and [Z˜] are submonoids of
Zm, [Z˜] ⊂ [Z], and [Z] is finitely generated over [Z˜]. Consider the group rings Z[Z]
and Z[Z˜] of the monoids Z and Z˜; since Z[Z˜] is an image of the ring Z[t1, ..., tk], it
is noetherian. The ring Z[Z] is finitely generated as a left module over Z[Z˜], there-
fore it is also noetherian.
Consider the submonoid {x ∈ Z | x 6= 0} of Z and denote its group ring by
mZ . It is an ideal of Z[Z]. Denote by Z[Z]̂ the mZ -completion of Z[Z]. Denote
by SZ the multiplicative set 1 + mZ ⊂ Z[Z]. Then (S−1Z Z[Z])̂ = (Z[Z])̂ (see
[2], Ch 3,§3, Prop. 12). The ring (Z[Z])̂ is easily identified with the ring of all
the elements λ ∈ (Z[Z])̂̂ such that supp λ ⊂ Z (this latter ring is obviously a
subring of Z[Z]−η ). The ring (Z[Z])̂ is faithfully flat over S−1Z Z[Z] (ibid. Prop.
9). Therefore , if P,Q ∈ Z[Z] and there is x ∈ (Z[Z])̂ such that P = Qx, then
x ∈ S−1Z Z[Z] (ibid. Ch 1,§3,p.7).
Set σZ = {tI | I ∈ Z}; it is a multiplicative subset of Z[Z]. It is easy to see that
σ−1Z Z[Z] = Z[Z
m]; and σ−1Z (Z[Z]̂) = {S ∈ (Z[Z])̂̂| ∃x ∈ Zm : supp S ⊂ Z + x}.
The faithful flatness property cited above implies immediately that if P,Q ∈ Z[Zm]
and there is x ∈ σ−1Z (Z[Z]̂) such that P = Qx, then x ∈ σ−1Z S−1Z Z[Z].
For a linear form η denote by Sη the multiplicative subset {1 + Q | supp Q ⊂
η−1(]−∞, 0[)}.
Lemma 2.3. Let α : Zm → Z be an indivisible homomorphism . Denote Ker η by
H. Let A be (k × k)-matrix, such that aij ∈ Z[Zm](−1). Let ξ = (ξ1, ..., ξk), η =
(η1, ..., ηk) be vectors in (ZH)
k. Denote by a
(s)
ij the (ij)-coefficient of the matrix
As.
Then (1− detA)∑s>0(∑i,j ξia(s)ij ηj) belongs to Z[Zm].
Proof. It suffices to prove that every coefficient of the (k×k)- matrix (1−detA)
( ∑
s>0
As
)
belongs to Z[Zm]. Consider the matrix 1−A. It is invertible in the ring S−1α Z[Zm]
and the Cramer rules imply (1−detA)(1−A)−1 ∈ Mat(Z[Zm]). On the other hand
(1−A)−1 = ∑
s>0
As. 
B. Preliminaries on Morse forms and their gradients.
In this subsection we assume the terminology of §1 of [9]. Moreover, we assume
the definition of ω-chart-system and, respectively, of ω-gradient (where ω is a Morse
form), which are completely similar to those of f -chart- system and f -gradient, see
Definition 1.1 of [9].
So let ω be a Morse form on a closed connected manifold M . Let p : M˜ →M be
the universal covering and let F˜ : M˜ → R be a Morse function such that dF˜ = p∗ω.
Note that F˜ (xg) = F˜ (x) + {ω}(g), where g ∈ π1M . Choose a riemannian metric
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on M . Then M˜ obtains a π1M -invariant riemannian metric. If v is an ω-gradient
we denote by the same letter v its liftings to M˜ and M , since there is no possibil-
ity of confusion . The length of a curve γ will be denoted by l(γ). The following
simple and useful lemma is known since the early 80s. I knew it from J.-Cl.Sikorav.
Assume that for every x ∈ S(f) a lifting x˜ of x to M˜ is fixed.
Lemma 2.4. Let v be an ω-gradient. Then there are constants A,B > 0 such that:
For every g ∈ π1M and every (−v)-trajectory γ, joining x˜ and y˜ · g we have:
l(γ) 6 A−B{ω}(g).
Proof. Choose any δ > 0 less than the injectivity radius of M and less than
min
p,q∈S(ω)
ρ(p, q). Then any nontrivial piecewise smooth loop in M is longer than
δ. Therefore for any x ∈ M˜, 1 6= g ∈ π1M , any piecewise smooth path in M˜ , joining
a point of D(x, δ/3) with a point of D(xg, δ/3) has the length > δ/3. Also for
x, y ∈ M˜ with p(x), p(y) ∈ S(ω) any piecewise smooth path joining joining a point
of D(x, δ/3) with a point of D(y, δ/3) has the length > δ/3.
Now let {Φp : Up → Bn(0, r)}p∈S(ω) be an ω-chart-system such that G(Up,Φp) 6
C for every p ∈ S(ω) and that rC < δ/12.1 This condition implies in particular
that Up ⊂ D(p, δ/12).
Choose some liftings U˜p of neighborhoods Up, extending x 7→ x˜. Let D > 0 be
less than min
x/∈∪Up
ω(v(x)). Denote ‖v‖ by E.
Now let γ be a v- trajectory , joining x˜ with y˜g, and let A0 = x˜, A1, ..., An, y˜ =
An+1 be the points in p
−1(S(ω)) such that γ intersects U˜Ai . Then (n+1)·δ/3 6 l(γ).
The length of the part of γ inside of
n+1⋃
i=0
U˜Ai is not more than 2rC(n+ 1).
Now let ti, resp. τi be the moment when γ enters U˜Ai , resp. quits U˜Ai . We have∫ ti+1
τi
ω(
·
γ)dt = −
∫ ti+1
τi
ω(v)dt = F˜ (γ(ti+1))− F˜ (γ(τi)).
Therefore the total time which γ can spend outside
⋃
p
U˜Ai is not more than
|F˜ (y˜g) − F˜ (x˜)|/D, and the length of the corresponding part of the curve is 6
E/D|F˜ (y˜g)− F˜ (x˜)|. Since γ joins x˜ to y˜g, the last expression is 6 E/D · (F˜ (x˜) −
F˜ (y˜)− {ω}(g)). Therefore
l(γ) 6 2rC(n+ 1) +E/D(F˜ (x˜)− F˜ (y˜))−E/D{ω}(g) 6 6rC
δ
l(γ) +
A
2
− B
2
{ω}(g)
where A is chosen such that A/2 > |F˜ (x˜) − F˜ (y˜)| for every x, y ∈ S(f) and B =
2E/D. Then the inequality l(γ) 6 A−B{ω}(g) easily follows. 
Let ω be a Morse form, let {Φp : Up → Bn(0, rp)}p∈S(ω) be an ω-chart-system.
Choose a basis a1, ..., am inH1(M,Z)/Tors. Choose and fix closed 1-forms λ1, ..., λm
1Recall from [9,p.3] that for a chart Φ : U → V ⊂ Rn of M and x ∈ U we denote by G(x,Φ)
the number sup
x∈M,h∈TxM,h6=0
(max
(
|h|ρ/|Φ∗h|e, |Φ∗h|e/|h|ρ)
)
, where ρ stands for the metric on M
and e for the euclidean metric in Rn.
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onM , such that 〈[λi], aj〉 = δij and supp λi∩Up = ∅ for every i and every p ∈ S(ω).
(To prove that we can satisfy the second condition, let θ be any closed 1-form.
Let {Φ˜p : U ′p → Bn(0, r′p)}p∈S(ω) be some standard extension of {Φp : Up →
Bn(0, rp)}p∈S(ω) and let φp be a C∞ function which equals to 1 in a neghborhood
of Up and supp φp ⊂ U ′p. Let Fp be a function on U ′p, such that dFp = θ. Consider
the form θ′ = θ − ∑
p∈S(ω)
d(φpFp). We have [θ
′] = [θ] and θ(x) = 0 in every Up.)
For ~ǫ = (ǫ1, ..., ǫm) ∈ Rm we denote by ~ǫ · ~λ the form
m∑
i=1
ǫiλi, by ω~ǫ the form
ω +~ǫ · ~λ. For ǫ > 0 set
Ωǫ = {ω~ǫ | |~ǫ | = max
i
|ǫi| 6 ǫ}.
We shall say that Ωǫ is a Morse family , if for every ~ǫ with |~ǫ| 6 ǫ the form ω~ǫ
is a Morse form and S(ω~ǫ) = S(ω). Let Ωǫ be a Morse family, and v be a vector
field. We say, that v is an Ωǫ-gradient , if v is an ωǫ-gradient for each ω~ǫ ∈ Ωǫ.
Lemma 2.5. (1) There is ǫ > 0, such that Ωǫ is a Morse family.
(2) Let v be an ω-gradient. Then there is ǫ > 0 such that v is an Ωǫ-gradient
(3) Let v be an Ωǫ-gradient. Then there is δ > 0 such that every ω-gradient u
with ‖u− v‖ < δ is an Ωǫ-gradient.
Proof. 1) Denote sup16i6m
x∈M
‖λi(x)‖ by λ and min
x∈M\∪pUp
‖ω(x)‖ by η. Then ǫ = η2mλ
will do.
2) Denote min
x∈M\∪pUp
ω(v)(x) by η¯ and sup16i6m
x∈M
|λi(v)(x)| by λ¯. Then ǫ = η¯2mλ¯
will do.
3) Denote sup16i6m
x∈M
‖λi(x)‖ by λ. Denote by Q the compact set (M \ ∪pUp) ×
[−ǫ, ǫ]m and by F : Q → R the map F : (x, ν1, ..., νm) 7→ ω~ν(v)(x). Since Im F ⊂
]0,∞[, there is β > 0 such that Im F ⊂ [β,∞[. Let u be any ω-gradient such that
‖u− v‖ · (mλǫ+ ‖ω‖) 6 β/2.
We claim that u is an Ωǫ-gradient. Indeed, note first that ω~ǫ(u)(x) > 0 for any
x ∈ (∪pUp \ S(ω)) and any |~ǫ| 6 ǫ. Further, if x ∈ (M \ ∪pUp), we have
|ω~ǫ(u)(x)− ω~ǫ(v)(x)| = |(ω +
∑
i
ǫiλi)(u− v)(x)| 6 ‖u− v‖ · (‖ω‖+ ǫλm) 6 β/2
therefore ω~ǫ(x) > 0. Finally, u has a standard form with respect to some ω-chart-
system.
The suitable restriction of this system will be an ω~ǫ-chart-system for any ~ǫ. 
Now we can define the incidence coefficients with respect to the universal cover.
The preceding lemma implies that v is an ω¯-gradient for some 1-form ω¯ which
cohomology class is rational. Therefore (see [7]) for every g ∈ π1(M) there is at
most finite set of (−v)-trajectories joining x˜ with y˜g if indx = indy + 1. Choose
orientations of descending discs. For each such trajectory we denote by ǫ(γ) the sign
of intersection of D(x˜, v) with D(y˜g,−v) along γ. The element ∑
γ
ǫ(γ) is denoted
by ν(x˜, y˜g) and we set n˜(x˜, y˜; v) =
∑
g∈G
ν(x˜, y˜g)g. This is an element of the abelian
group (Z[π1M ])̂̂of all the formal linear combinations (infinite in general) of the
elements of G.
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Lemma 2.6. n˜(x˜, y˜; v) ∈ (Z[π1M ])−{ω}.
Proof. Recall that Novikov ring Z([π1M ])
−
{ω} consists of all λ ∈ (Z[π1M ])̂̂ such
that for every c ∈ R we have: supp λ ∩ {ω}−1([c,∞[) is finite. Then our lemma
follows from Lemma 2.4. 
Remark 2.7. Note that the analogs of Lemmas 2.4 and 2.6 are obviously true for
any regular covering p′ : M̂ →M such that (p′)∗[ω] = 0.
C. Incidence coefficients with respect to a free abelian cover.
Next we pass to free abelian coverings. We assume here the terminology of
Subsection C.2 of Introduction. The universal covering factors then as p = P◦Q;Q :
M˜ → M . The epimorphism π1(M)→ H1(M,Z)/ Tors will be denoted by Q. The
deRham cohomology class [ω] of ω defines a homomorphism H1(M,Z)/ Tors→ R,
which will be denoted by the same letter [ω]. Note that {ω} = [ω] ◦ Q. Since
P∗(H1(M,R)) = 0, there is a Morse function F : M → R, such that dF = P∗ω,
and we shall assume that F˜ = F ◦Q. We have chosen a riemannian metric on M ;
therefore the manifold M obtain a riemannian metric, which is Zm-invariant. We
have chosen a basis (a1, ..., am) in H1(M,Z)/Tors. Therefore this group is identified
with Zm, and the vector space H1(M,R) with the dual space of linear forms Rm →
R. We choose the L1-norm inR
m; then the dual space obtains the sup-norm. (That
is ‖∑i αiai‖ =∑i |αi| and ‖∑i βia∗i ‖ = maxj |βj |, where {a∗i } is the base dual to
{ai}. )
Corollary 2.8. Let v be an ω-gradient. There is such an ǫ > 0, that every linear
form η : Rm → R with ‖[ω]− η‖ 6 ǫ is a cohomology class of a Morse form ω(η)
such that v is an ω-gradient.
Proof. Every linear form η : Rm → R with ‖[ω] − η‖ 6 ǫ can be written as
η = [ω] +
∑
ηia
∗
i where ηi ∈ R, |ηi| 6 ǫ. Now let ǫ > 0 be so small that Ωǫ is a
Morse family and v is an Ωǫ-gradient and set ω(η) = ω +
∑
ηiλi. 
For two critical points x, y ∈ S(ω) and an ω-gradient v we set I(x, y; v) =
{g ∈ π1(M) | there is a (−v)- trajectory γ, joining x˜ to y˜ · g}. If the set of (−v)-
trajectories joining x˜ to y˜ · g is finite, we denote by N(x˜, y˜, g; v) its cardinality. (We
identify here two trajectories which differ by a parameter change.)
Remark 2.9. If v is a good ω-gradient and x, y ∈ S(ω) with indx = indy + 1, then
supp (n˜(x˜, y˜; v)) ⊂ I(x, y; v) and for every g ∈ π1M the set N(x˜, y˜, g; v) is finite.
△
Lemma 2.10. There is an integral [ω]-cone Γ and a vector a ∈ Zm such that
Q(I(x, y; v)) ⊂ Γ + a.
Proof. Note that if v is a κ-gradient for some Morse form κ, then Q(I(x, y; v))
⊂ [κ]−1(] − ∞, A]) for some A. By Corollary 2.8 there is ǫ > 0, such that every
linear form η : Rm → R with ‖[ω] − η‖ 6 ǫ is the cohomology class of a Morse
form ω(η) such that v is an ω(η)-gradient. Choose then the linear forms ηi so as to
satisfy Lemma 2.2 and obtain the conclusion. 
Lemma 2.11. Let γ, γ′ be two Morse forms with [γ] 6= 0, [γ′] 6= 0. Assume that a
vector field v satisfying the transversality assumption is γ-gradient and γ′-gradient.
Let x, y ∈ S(γ), indx = indy + 1.
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Then
(1) If [γ] = α[γ′] with α < 0, then I(x, y; v) is finite.
(2) If there is no α < 0 with [γ] = α[γ′], then there is an integral ([γ], [γ′])-cone
∆ and b ∈ Zm such that Q(I(x, y; v)) ⊂ ∆+ b.
Proof. 1) Obvious. 2) If [γ] and [γ′] are linearly dependant, then [γ] = α[γ′] with
α > 0 and our lemma follows from 2.10. Therefore we can assume that [γ] and [γ′]
are linearly independant, which imply that there is h ∈ Zm with [γ](h), [γ′](h) < 0.
From 2.10 we know that there are integral [γ]-cone Γ1 and a1 ∈ Zm such that
Q(I(x, y; v)) ⊂ Γ1 + a1. Also there are integral [γ′]-cone Γ2 and a2 ∈ Zm such
that such that Q(I(x, y; v)) ⊂ Γ2 + a2. Adding to the generators of Γ1 and Γ2
some other integral vectors we can assume that h ∈ Int Γ1, h ∈ Int Γ2. Then
there exists N ∈ N such that Γ1 + a1 ⊂ Γ1 − Nh and Γ2 − Nh ⊃ Γ2 + a2. Thus
Q(I(x, y; v)) ⊂ (Γ1 − Nh) ∩ (Γ2 − Nh) = Γ1 ∩ Γ2 − Nh. The set Γ1 ∩ Γ2 is a
([γ], [γ′])-cone, and by 2.1 there is an integral ([γ], [γ′])-cone ∆ such that Γ1 ∩Γ2 ⊂
∆ therefore Q(I(x, y; v)) ⊂ ∆−Nh. 
By the remark 2.7 the incidence coefficient n(x, y; v) ∈ (Z[Zm])−[ω] is defined. We
shall assume that the liftings x of points x ∈ S(ω) are chosen so that Q(x˜) = x.
Note that obviously supp (n(x, y; v)) ⊂ Q(supp n˜(x˜, y˜; v)).
Proof of Theorem B. For a Morse form ξ such that [ξ] ∈ H1(M,Q), [ξ] 6= 0
we denote by ξ0 the (unique) Morse form, such that [ξ0] is an indivisible class in
H1(M,Z) and that ξ0 = µξ with µ > 0. The map M → S1, corresponding to ξ0,
will be denoted by f0〈ξ〉.
Define now Gt1(ω) as the set of all ω-gradients v ∈ Gt(ω), satisfying the following
property:
(C): There is ǫ : 0 < ǫ 6 ‖[ω]‖/2 such that v is an Ωǫ-gradient and there is a
Morse form ξ ∈ Ωǫ with [ξ] ∈ H1(M,Q) such that v ∈ Gt1(f0〈ξ〉).
We shall now prove the properties of Gt1(ω).
1) Gt1(ω) is C0-open in Gt(ω).
Indeed, if v satisfies (C) then every ω-gradient u, sufficiently close to v, is also an
Ωǫ-gradient (by 2.5) and u ∈ Gt1(f0〈ξ〉) since Gt1(f0〈ξ〉) is C0-open in Gt(f0〈ξ〉).
2) Gt1(ω) is C0-dense in Gt(ω).
Indeed, if v ∈ Gt(ω), then there is an ǫ > 0 such that v is an Ωǫ-gradient. Choose
any form ω′ ∈ Ωǫ with [ω′] ∈ H1(M,Q). Then by Theorem 1.3 arbitrarily close to
v there is an ω′-gradient u ∈ Gt1(f0〈ω′〉). By 2.5 u is also an Ωǫ-gradient.
3) If v ∈ Gt1(ω), then n(x, y; v) ∈ S−1[ω]Z[Zm].
Indeed, v is an ω-gradient and a ξ-gradient for some ξ ∈ Ωǫ with [ξ] ∈ H1(M,Q).
Note that if [ξ] and [ω] are linearly dependant, then [ξ] = α[ω] with α > 0. (In-
deed, [ξ] = α[ω] with α < 0 would imply (1 − α)[ω] +∑ ǫia∗i = 0, which con-
tradicts ǫ 6 ‖[ω]‖/2. Therefore 2.11 implies that there is an integral ([ξ], [ω])-cone
∆, such that supp n(x, y; v) ⊂ ∆ + b for some b ∈ Zm. Consider n(x, y; v) as an
element of (Z[Zm])−[ξ]. Lemma 2.3 together with Theorem 1.3 imply that it be-
longs to the localization S−1[ξ] Z[Z
m], therefore there are P,Q ∈ Z[Zm] such that
P = Q · n(x, y; v). Since n(x, y; v) ∈ σ−1∆ Z[∆]̂ the faithful flatness property imply
n(x, y; v) ∈ σ−1∆ S−1∆ Z[∆] ⊂ S−1[ω]Z[Zm]. 
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D. Incidence coefficients with respect to the universal cover: the expo-
nential estimate.
Passing to the exponential estimate, we need first a lemma.
Lemma 2.12. Let ξ, η : Rm → R be non zero linear forms, and let Γ be a (ξ, η)-
integral cone. Then there is A > 0 such that for every b ∈ Rm there is B such that
for every c ∈ R we have:
(Γ + b) ∩ ξ−1([c,∞[) ⊂ (Γ + b) ∩ η−1([Ac+B,∞[)
Proof. Abbreviate ξ−1([c,∞[) by {ξ > c}. It is sufficient to prove that there is
A > 0 such that
(∗) Γ ∩ {ξ > c} ⊂ Γ ∩ {η > Ac}
(the case of general b ∈ Rm follows then with B = η(b)− Aξ(b)). To prove (*) let
ei be the generators of Γ, and choose A > 0 such that η(ei) > Aξ(ei) for all i. Then
x ∈ Γ ∩ {ξ > c} means: x =∑λiei where λi > 0 and ∑λiξ(ei) > c. This implies
η(x) =
∑
λiη(ei) >
∑
λiAξ(ei) > Aξ(x). 
Let λ =
∑
g ngg ∈ Z[π1M ]−ξ and c ∈ R. Denote by λ[c] the element
∑
ξ(g)>c
ng · g
of Z[π1M ], and by Nc(λ) the norm of λ[c], that is Nc(λ) =
∑
ξ(g)>c
|ng|.
Proof of Theorem C. By the definition of Gt1(ω) there is ǫ ∈]0, 12‖[ω]‖[, and a
Morse form ξ ∈ Ωǫ, such that [ξ] ∈ H1(M,Q) and v ∈ Gt1(f0〈ξ〉). Therefore there
is an integral ([ξ], [ω])-cone ∆ and b ∈ Zm, such that Q(supp n(x˜, y˜; v)) ⊂ ∆ +
b, and, therefore , 2.12 implies that the set supp n˜(x˜, y˜; v) ∩ ({ω})−1([c,∞[) ⊂
supp n˜(x˜, y˜; v) ∩ ({ξ})−1([Ac + B,∞[), and since v is a ξ-gradient, our estimate
follows from Theorem 1.3 and Proposition 1.2. 
E. On the Novikov complex for a Morse form. In this paper we do not use the
notion of Novikov complex, working only with the incidence coefficients. The latter
were introduced however in [5] as the matrix entries of the boundary operators in
the Novikov complex. In this Subsection we use the results of Subsection B and
Subsection C to give a simple proof of the fact that ∂2 = 0 in this complex (reducing
it to the corresponding statement about rational Morse forms, proved in [7]).
We assume here the terminology of Subsection B of the Introduction. Moreover,
if ∆ is an integral [ω]-cone, we denote by Λ∆ the subset of Z[π1M ]
−
{ω}, defined by
Λ∆ = {λ|∃b ∈ Zm such that Q(supp λ) ⊂ ∆+ b}
It is not difficult to see that Λ∆ is a subring of Z[π1M ]
−
{ω}.
Now let v be an ω-gradient satisfying transversality assumption and ǫ > 0 so
small that Ωǫ is a Morse family and v is an Ωǫ-gradient . Let ξ ∈ Ωǫ be a Morse
form such that [ξ] ∈ H1(M,Q). Then it follows from 2.11 that there is an integral
([ξ], [ω])-cone ∆, such that for every x, y ∈ S(ω) with indx = indy + 1 we have:
n˜(x˜, y˜; v) ⊂ Λ∆. Therefore the homomorphism ∂ : C∗(ω, v)→ C∗−1(ω, v) is defined
actually over the ring Λ∆ and to verify that ∂
2 = 0 it is sufficient to verify it over
the ring Z[π1M ]
−
{ξ}, which is done in [7].
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§3. An example
In this section we shall construct a Morse map M → S1 on a closed 3- man-
ifold M , having two critical points: x of index 2 and y of index 1, such that
n(x¯, y¯; v) =
∑
k>0 nkt
k with nk ∼ α · βk with α < 0, β > 0. For any f -gradient w
sufficiently close to v in C0 topology, we shall have: nk(x¯, y¯;w) = nk(x¯, y¯; v).
The construction is illustrated on the fig.1 and we invite the reader to consult it.2
We start with a torus T 2, move away from it two open discs and obtain a surface
S with two components of boundary. Choose and fix a parallel β and a meridian α
of this twice punctured torus. The copies of this surface (resp. the copies of α, β
etc.) will be denoted by the same letter S (resp. α, β, etc.) adding indices in order
to distinguish between them. The corresponding discs will be denoted by D1, D2.
We glue a copy of S, denoted by S(1, 1) to a copy of S, denoted by S(1, 2) and
close the boundary by two discs D1(1), D1(2) (as it is shown on the figure 1). The
resulting surface is called N .
We glue three copies of S sucsessively, close the boundary and obtain a closed
surface L = D1(1/2) ∪ S(1/2, 1) ∪ S(1/2, 0) ∪ S(1/2, 2) ∪D2(1/2).
The surface K = D1(0)∪ S(0, 1)∪S(0, 2)∪D2(0) is constructed similarly to N .
Let W1 be the cobordism between N and L, corresponding to the surgery on
the circle β(1/2, 2). Introduce on W1 the corresponding Morse function F1 :W1 →
[1/2, 1] with one critical point x of index 2, and such that F−11 (1) = N,F
−1
1 (1/2) =
L. We can find an F1-gradient v1 such that
(1) (−v1) [1/2,1] restricted to D1(1/2)∪S(1/2, 1)∪S(1/2, 0) is a diffeomorphism
of this surface onto D1(1) ∪ S(1, 1)∪ S(1, 2) which identifies S(1/2, 0) with
S(1, 2) and S(1/2, 1) with S(1, 1), slightly diminished from the left, so
that the image of D1(1/2) contains D1(1) in its interior (and therefore
(−v1) [1/2,1](D1(1)) ⊂ Int D1(1/2)).
(2) (−v1) [1/2,1](S(1/2, 2)∪D2(1/2)) = D2(1); (−v1) [1/2,1](D2(1/2)) ⊂ Int D2(1);
and for some δ > 0 the (−v1) [1/2,1]-image of a δ-tubular neighborhood of
β(1/2, 2) is in Int D2(1) (this image equals to Dδ(−v1) ∩ F−11 (1)).
Let W0 be the cobordism between K and L, corresponding to the surgery on
the circle β(1/2, 1). Introduce on W0 the corresponding Morse function F0 :W0 →
[0, 1/2] with one critical point y of index 1, and such that F−10 (1/2) = L, F
−1
0 (0) =
K. We can find an F0-gradient v0 such that
(1) (v0)
 
[1/2,0] restricted to S(1/2, 0) ∪ S(1/2, 2) ∪ D2(1/2) is a diffeomorph-
pism of this surface onto D1(0)∪ S(0, 1)∪ S(0, 2) which identifies S(1/2, 0)
with S(0, 1) and S(1/2, 2) with S(0, 2) slightly diminished from the right
so that the image of D2(1/2) contains D2(0) in its interior (and there-
fore (−v0) [1/2,0](D2(0))
⊂ Int D2(1/2)).
(2) (v0)
 
[1/2,0](S(1/2, 1)∪D1(1/2)) = D1(0); (v0) [1/2,0](D1(1/2)) ⊂ Int D1(0);
and for some δ > 0 the (v0)
 
[1/2,0]-image of a δ-tubular neighborhood of
β(1/2, 2) (this image equals to Dδ(v0) ∩ F−10 (0)) is in Int D1(0).
Glue togetherW0 andW1 along L, denote the resulting cobordism byW ; we have
2The author does not have a TEX-version of the figure. The figure is available on request from
the author.
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∂W = K∪N . Glue the functions F1 and F0 to a Morse function F :W → [0, 1] and
the vector fields v1, v0 to an F -gradient v. We shall now define a ranging system
for (F, v). Consider the set Λ = {0, 1/2, 1} of regular values, and set
A1 = D1(1); B1 = D2(1);
A1/2 = D1(1/2); B1/2 = D2(1/2);
A0 = D1(0); B0 = D2(0);
The fact that {(Aλ, Bλ)}λ∈Λ is a ranging system for (F, v) follows immediately from
the properties of v0, v1 cited above.
It is not difficult to compute the homomorphism H(v) : H1(N \D2(1), D1(1))→
H1(K\D2(0), D1(0)) Namely, [α(1, 1)] 7→ 0, [β(1, 1)] 7→ 0, [α(1, 2)] 7→ [α(0, 1)], [β(1, 2)] 7→
[β(0, 1)].
It is also obvious that the homology class of D(x, v) ∩K equals to [β(0, 2)] and
the homology class of D(y,−v) ∩N equals to [β(1, 1)].
Consider the embedded curves α(0, 1), β(0, 1), α(0, 2), β(0, 2) in K. Their homol-
ogy classes form a symplectic basis in K. Consider the isomorphism of H1(K,Z) ≈
Z4 given in this basis by the matrix
0 2 1 0
0 0 0 1
0 1 0 0
−1 3 0 −2
 .
It preserves the intersection form, therefore it can be realized by a diffeomorphism
Φ : K → K and it is easy to see that we can assume that Φ(x) = x for x ∈
D1(0)∪D2(0). Denote by Ψ the composition of Φ with the subsequent identification
of K with N .
Denote by M the 3- manifold obtained by glueing of K to N by means of Ψ, and
let f : M → S1 be the Morse function obtained from F . The corresponding cyclic
covering M¯ is a union of countably many copies of W , denoted by W [i], i ∈ Z,
glued together by the diffeomorphisms Ψ : K[i] → N [i − 1] of the components of
boundaries.
The identification W [k] → W will be denoted by Jk. For X ⊂ W we denote
J−1k (X) by X [k]. Define a lifting F¯ : M¯ → R of f by setting F¯ |W [k] = F ◦ Jk + k.
Set Σ = {n/2 |n ∈ Z}; for n ∈ Z set An = D1(0)[n], Bn = D2(0)[n]; for n = k +
1/2, k ∈ Z set An = D1(1/2)[k], Bn = D2(1/2)[k]. It is obvious that {(Aσ, Bσ)}σ∈Σ
is a t-equivariant ranging system for (F¯ , v). Set x¯ = J−10 (x), y¯ = J
−1
0 (y).
We have: n0(x¯, y¯; v) = 0, n1(x¯, y¯; v) = Ψ∗([β(0, 2)]) ♯ [β(1, 1)] = 0. Denote by D
the matrix of Ψ∗ ◦H(v); then
D =

0 0 0 2
0 0 0 0
0 0 0 1
0 0 −1 3
 .
Then for k > 1 we have nk+1(x¯, y¯; v) = (Ψ∗ ◦ H(v))k(Ψ∗([β(0, 2)]) ♯ [β(1, 1)].
To abbreviate the notation we denote [α(1, 1)] by a1, [α(1, 2)] by a2, [β(1, 1)] by
b1, [β(1, 2)] by b2. Then nk+1(x¯, y¯; v) is the coefficient of a1 in D
k(b1 − 2b2) =
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(−2)Dk(b2). To find Dk(b2) assume by induction that Dk(b2) = αka1 + γka2 +
βkb2. Then D
k+1(b2) = −γkb2 + βl(2a1 + 3β2 + a2) = 2βka1 + (3βk − γk)b2 +
βka2. Therefore the vectors (βk, γk) satisfy(
βk+1
γk+1
)
=
(
3 −1
1 0
)
·
(
βk
γk
)
and
(
β0
γ0
)
=
(
1
0
)
.
The coefficient αk+1 = 2βk.
Denote (
3 −1
1 0
)
by C; then the explicit computation shows
Cn =
1√
5
·
λn+11 − λn+12 λn2 − λn1
λn1 − λn2 λn−12 − λn−11

where λ1 =
3+
√
5
2 , λ2 =
3−√5
2 . Therefore
nk+1(x¯, y¯; v) = − 4√
5
·
((
3 +
√
5
2
)k
−
(
3−√5
2
)k)
.
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§4. Exponential estimates of the absolute number of trajectories.
A. Bunches of ranging systems.
Let f :W → [a, b] be a Morse function on a cobordismW , f−1(b) = V1, f−1(a) =
V0, dimW = n. Let v be an f -gradient , Λ = {λ0, ..., λk} be a set of regular values
of f , such that λ0 = a < λ1 < ... < λk−1 < λk = b and between any two adjacent
values λi and λi+1 there is exactly one critical value of f .
Definition 4.1. Assume that for each integer s : 0 6 s 6 n and every λ ∈ Λ there
are given compacts A
(s)
λ , B
(s)
λ in f
−1(λ). We shall say that {(A(s)λ , B(s)λ )}λ∈Λ,06s6n
is a bunch of ranging systems for (f, v) (abbreviation: BRS for (f, v)) if the following
conditions hold:
(1) A
(0)
λ = B
(0)
λ = ∅
(2) r 6 s⇒
(
A
(r)
λ ⊂ A(s)λ , B(r)λ ⊂ B(s)λ
)
(3) A
(r)
λ ∩B(s)λ = ∅ for r + s 6 n
(4) If λ, µ ∈ Λ are adjacent, then
v [µ,λ](A
(r)
µ ) ⊂ Int A(r)λ and (−v) [λ,µ](B(s)λ ) ⊂ Int B(s)µ for every r, s.
(5) Let λ, µ ∈ Λ be adjacent. Then for every p ∈ S(f) ∩ f−1([λ, µ]) we have:
i) D(p, v) ∩ f−1(λ) ⊂ Int A(indp)λ and
ii)D(p,−v) ∩ f−1(µ) ⊂ Int B(n−indp)µ . △
Let {(A(s)λ , B(s)λ )}λ∈Λ,06s6n be a BRS for (f, v). The following properties are ei-
ther obvious or proved similarly to the corresponding properties of ranging systems
(see §4 of [9]).
i) For every s : 0 6 s 6 n the family {(A(s)λ , B(n−s−1)λ )}λ∈Λ is a ranging system
for (f, v).
ii) v is an almost good f -gradient
iii) There is ǫ > 0 such that for every f -gradient w with ‖w−v‖ < ǫ the system
{(A(s)λ , B(s)λ )}λ∈Λ,06s6n is a BRS for (f, w).
iiii) For every δ > 0 sufficiently small the following strengthening of 5) holds:
(5δ)
{
Dδ(p, v) ∩ f−1(λ) ⊂ Int A(indp)λ and
Dδ(p,−v) ∩ f−1(µ) ⊂ Int B(n−indp)µ
For p ∈ S(f) we shall denote by λp resp. µp the maximal resp. minimal element of
Λ with the property λ < f(p)(resp. µ > f(p)).
Let {(A(s)λ , B(s)λ )}λ∈Λ,06s6n be a BRS for (f, v). Choose ρ > 0 so small that for
every p ∈ S(f) we have: λp < λp + ρ < f(p) − ρ < f(p) + ρ < µp − ρ. Let δ > 0
satisfy (5δ) above and assume further that
(δ)
(1) If p, q ∈ S(f) and f(p) = f(q) then Dδ(p, v) ∩Dδ(q, v) ∩ f−1([λp, µp]) = ∅
and Dδ(p,−v) ∩Dδ(q,−v) ∩ f−1([λp, µp]) = ∅.
(2) For every p ∈ S(f) we have Dδ(p) ⊂ f−1(]f(p)− ρ, f(p) + ρ[).
Let ǫ > 0 satisfy (iii) above. The manifold Sp = D(p,−v)∩f−1(µp) is an embedded
sphere of dimension n − indp − 1. The normal bundle to Sp in f−1(µp) is trivial.
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Chose an embedding ψ : Sp × Bindp(0, θ) → f−1(µp) (where θ > 0) which is a
diffeomorphism onto its image, and such that ψ|(Sp × {0}) = id.
For κ ∈]0, θ] the set ψ(Sp × Bindp(0,κ)) will be denoted by Tub(Sp,κ) and for
η ∈ Bindp(0, θ) the embedded sphere ψ(Sp × {η}) by Sp(η).
Assume that θ is so small that Im ψ ⊂ Bδ(p,−v). Let τ > 0 and denote by
Ψ : [−τ, 0] × Sp × Bindp(0, θ) → W the map (t, s, h) 7→ γ(ψ(s, h), t; v). It is a
diffeomorphism onto its image. We shall assume that τ is so small that Im Ψ ⊂
f−1(]µp − ρ, µp]).
The vector field Ψ−1∗ (v) equals to (1, 0, 0).
Let ξ ∈ Bindp(0, θ/2) and let Ht〈ξ〉, t ∈ [−τ, 0] be an isotopy of Bindp(0, θ) having
the following properties:
(1) ddtHt〈ξ〉(x) = 0 for t ∈ [−τ,−23τ ] ∪ [−13τ, 0].
(2) Ht〈ξ〉(x) = x for x ∈ Bindp(0, θ) \Bindp(0, θ/2), and for t ∈ [−τ,−23τ ].
(3) H0〈ξ〉(0) = ξ.
Then ddtHt〈ξ〉 is a time-dependant vector field on Bindp(0, θ).
Define a vector field w〈ξ〉 on [−τ, 0]×Sp×Bindp(0, θ) by w〈ξ〉(t, x, y) = (1, 0, ddtHt〈ξ〉).
Note that
(A) ∀x ∈ Sp×Bindp(0, θ/2) we have γ(x,−τ ;w〈ξ〉) ∈ {−τ}×Sp×Bindp(0, θ/2).
Choose α ∈]0, θ/2[ so small that for each ξ ∈ Bindp(0, α) there is an isotopy
Ht〈ξ〉 such that
(∗) ‖v −Ψ∗(w〈ξ〉)‖ < ǫ.
We perform this construction for every p ∈ S(f). We distinguish between the
notation of the corresponding objects by adding in the index the notation of the
point, e.g. Ψp, ξp, wp〈ξp〉, ... We assume that θp, resp. αp, τp are chosen to be
independant of p, and we denote them simply by θ, α, τ .
Chose now for every p ∈ S(f) a vector ξp ∈ Bindp(0, α), and the corresponding
vector field wp〈ξp〉, satisfying (*). The set {ξp}p∈S(f) will be denoted by ~ξ.
Define a new vector field u = v〈~ξ〉 setting{
u(x) = v(x) if x ∈W \ ∪pIm Ψp
u(x) = (Ψp)∗(wp〈ξp〉)(x) for x ∈ Im Ψp
It follows from the construction that for every ~ξ the vector field v〈~ξ〉 is an f -
gradient . Note also that for p ∈ S(f) we have D(p,−v〈~ξ〉)∩f−1(µp) = Sp(ξp). The
condition (*) implies that {(A(s)λ , B(s)λ )}λ∈Λ,06s6n is a BRS for (f, v〈~ξ〉); therefore
v〈~ξ〉 is an almost good f -gradient . It will be called regular perturbation of v
corresponding to ~ξ.
Proposition 4.2.
(1) Let p, q ∈ S(f), indp = indq + 1. The set of (−v〈~ξ〉)-trajectories joining p
with q3 is in a bijective correspondence with (D(p, v) ∩ f−1(µq)) ∩ Sq(ξq).
(2) The vector field v〈~ξ〉 is a good f -gradient if for every p, q ∈ S(f) with
indp = indq+1 the submanifold D(p, v)∩f−1(µq) of f−1(µq) is transversal
to Sq(ξq).
3We identify here two trajectories which differ by a parameter change.
24 A.PAJITNOV
Proof. 1) Let γ be a (−v〈~ξ〉)-trajectory, joining p with q. Let γ(t0) ∈ f−1(µq),
where t0 ∈ R. I claim that for t < t0 we have γ(t) /∈ supp (v− v〈~ξ〉). Indeed, if the
opposite is true, let t1 < t0 be the first moment when γ intersect supp (v − v〈~ξ〉).
Then there is s ∈ S(f) such that γ(t1) ∈ Tub(Ss, θ/2). Note that Tub(Ss, θ/2) ⊂
Dδ(s,−v)∩f−1(µs) ⊂ Int B(n−inds)µs , therefore γ(t1) is in the intersection of A(indp)µs
with B
(n−inds)
µs ; and indp > inds+ 1.
Further, f(s) > f(q) and λs > µq. Denote by t2 the moment when γ intersects
f−1(λs). Then t0 > t2 > t1+τ , and it is easy to see that γ|[t1+τ, t2] does not inter-
sect
supp (v−v〈~ξ〉). The property (A) implies that γ(t1+τ) ∈ Dδ(s,−v), and, therefore,
γ(t2) ∈ Dδ(s, v) ∩ f−1(λs) ⊂ Int A(inds)λs , which implies γ(t0) ∈ Int A
(inds)
µq . There-
fore A
(inds)
µq ∩ Dδ(q,−v) 6= ∅ and, further, A(inds)µq ∩ B(n−indq)µq 6= ∅, which implies
inds > indq and indp > inds+ 1 > indq + 1, contradiction.
Therefore γ|] − ∞, t0] is a (−v)- trajectory . In the same way one can show
that every (−v)- trajectory joining p with a point of Dδ(q,−v) ∩ f−1(µq) does not
intersect supp (v − v〈~ξ〉). That proves 1).
2) Note that v〈~ξ〉 is almost good. Therefore v〈~ξ〉 is good if and only if(
indp = indq + 1
)
⇒
(
D(p, v〈~ξ〉) ⋔ D(q,−v〈~ξ〉)
)
.
Let p, q ∈ S(f), indp = indq + 1. It suffices to prove that D(p, v〈~ξ〉) ∩ f−1(µq) is
transversal to Sq(ξq). Let x be a point in the intersection of these manifolds. In
the part 1) we have proved that there is a (−v)- trajectory , joining p with x and
not intersecting supp (v−v〈~ξ〉). Then a small neighborhood of this trajectory does
not intersect supp (v − v〈~ξ〉) and the transversality sought follows from (D(p, v) ∩
f−1(µq)) ⋔ Sq(ξq). 
B. Volume estimates.
We assume here the terminology of the previous subsection. Let {(A(s)λ , B(s)λ )}λ∈Λ,06s6n
be a BRS for (f, v). Assume that δ > 0 satisfies (δ) from Subsection A. Fix an
integer s : 0 6 s 6 n. Let λ < µ be adjacent elements of Λ. The set
D(s)µ = f−1(µ) \
(
Int A(s)µ ∪ Int B(n−s−1)µ ∪
( ⋃
p∈S′
Bδ(p,−v) ∩ f−1(µ)
))
(where S′ stands for the subset of all p ∈ S(f) such that f(p) ∈]λ, µ[ and indp 6 s)
is a compact subset of the domain of definition of v [µ,λ]. Denote by N
(s)
µ the norm
of the derivative of v [µ,λ] restricted to D(s)µ (that is N (s)µ = sup
x∈D(s)µ
‖(v [µ,λ])′(x)‖) and
by A the maximum of (N
(s)
µ )k over all µ ∈ Λ, 0 6 s 6 n, and 0 6 k 6 n.
For p ∈ S(f) denote byB(p) the norm of the derivative of ψ−1p |ψp(Sp×Dindp(0, θ/2))
(where the manifold Sp×Bindp(0, θ) is endowed with the product riemannian met-
ric). Denote by B the maximum of B(p) over all p ∈ S(f).
Lemma 4.3. Let λ, µ ∈ Λ, λ < µ. Let s be an integer, 0 6 s 6 n. Let N be
a submanifold of f−1(µ)\B(n−s−1)µ , such that N \A(s)µ is compact. Denote by k the
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number of elements of Λ belonging to [λ, µ]. Then N ′ = v [µ,λ](N) is a submanifold of
f−1(λ) \B(n−s−1)λ , such that N ′ \A(s)λ is compact, and
1) vol(N ′ \A(s)λ ) 6 Ak−1 · vol(N \A(s)µ );
2) If p ∈ S(f) with indp = s and µp = λ, then
vol(ψ−1p (N
′ ∩ Tub(Sp, θ/2)) 6 BAk−1vol(N \A(s)µ )
Proof. For the proof of 1) note that it suffices to consider the case k = 2. For
this case we have obviously N ′ \ A(s)λ ⊂
 
v (N ∩ D(s)µ ). 2) follows from 1) since
Tub(Sp, θ/2) ⊂ Bδ(p,−v) does not intersect A(s)λ . 
C. Bunches of equivariant ranging systems.
We assume here the terminology of Subsection A of Introduction. Further, we
assume that the homotopy class of f is indivisible that is F (xt) = F (x)− 1.
Definition 4.4. Let Σ be the set of regular values of F such that
(Σ1) σ ∈ Σ⇒ σ + n ∈ Σ for every n ∈ Z.
(Σ2) If σ1, σ2 ∈ Σ are adjacent, there is exactly one critical value of F in ]σ1, σ2[.
(Σ3) For every A,B ∈ R the set Σ ∩ [A,B] is finite.
Assume that for every integer s : 0 6 s 6 n and every σ ∈ Σ there are given
compacts A
(s)
σ , B
(s)
σ in F−1(σ). We shall say that {(A(s)σ , B(s)σ )}σ∈Σ,06s6n is a bunch
of t-equivariant ranging systems (abbreviation: BERS for (F, v)) if:
(1) For every µ, ν ∈ Σ, µ < ν the system {(A(s)σ , B(s)σ )}σ∈Σ,µ6σ6ν is a BRS for
(F |F−1([µ, ν]), v).
(2) A
(s)
σ−n = A
(s)
σ · tn, B(s)σ−n = B(s)σ · tn for every n ∈ Z. △
Up to the end of this subsection we assume that (F, v) has a BERS
{(A(s)σ , B(s)σ )}σ∈Σ,06s6n. Choose any σ ∈ Σ, denote byW the cobordism F−1([σ, σ+
1]); denote Σ∩ [σ, σ+1] by Λ. We apply the constructions of Subsections A,B toW
and then extend the results to the whole of M¯ in the t-invariant way, thus obtaining
the sets Tub(Sq,κ) ⊂ F−1(µq) for every q ∈ S(F ). Let p, q ∈ S(F ); assume that
F (p) > F (q) and indp = indq + 1. Denote by Np,q the submanifold of dimension
indq of Sq ×Bindq(0, θ/2), defined by
Np,q = ψ
−1
q
((
D(p, v) ∩ F−1(µq)
) ∩ (Tub(Sq, θ/2))).
The next lemma follows from 4.3.
Lemma 4.5. There are constants C,D > 0 such that for every p, q ∈ S(F ) with
indp = indq + 1 and F (p) > F (q) we have: vol(Np,q) 6 C ·D[F (p)−F (q)]. 
The next lemma is a direct consequence of Sard Theorem.
Lemma 4.6. Let q ∈ S(F ). Then there is a residual subset Q ⊂ Bindq(0, α)
such that for every ξ ∈ Q and every p ∈ S(F ) with indp = indq + 1 we have:
D(p, v) ⋔ Sq(ξ). 
The next proposition follows from 4.5 by the argument due to V.I.Arnold (see
[1, p.81]).
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Proposition 4.7. Let q ∈ S(F ). Then there is a subset Q ⊂ Bindq(0, α) of full
measure such that for every ξ ∈ Q we have:
For every p ∈ S(F ) with indp = indq+1 there are constants K,R > 0, such that
for every integer l > 0 we have:
♯(Npt−l,q ∩ (Sq × {ξ})) 6 K ·Rl. 
Corollary 4.8. Let ν > 0. Then there is a good f -gradient u with ‖u − v‖ < ν
and constants K,L > 0 such that for every p, q ∈ S(f) with indp = indq + 1 we
have Nl(p, q; v) 6 L ·Kl.
Proof. The construction of regular perturbation, described in Subsection A, applied
to v|W , gives for every ~ξ = {ξp}p∈S(F )∩W , ξp ∈ Bindp(0, α) an F |W -gradient v〈~ξ〉.
Since supp (v − v〈~ξ〉) does not intersect ∂W , we can extend v〈~ξ〉 t-invariantly to
M¯ and obtain a t-invariant F -gradient , which will be denoted by the same symbol
v〈~ξ〉. Note that since {(A(s)σ , B(s)σ )}σ∈Σ,06s6n is a BERS for (F, v〈~ξ〉), the vector
field v〈~ξ〉 is an almost good F -gradient .
If all the ξq ∈ Bindq(0, α) are sufficiently small, we shall have ‖u − v〈~ξ〉‖ < ν.
Propositions 4.6, 4.7 imply that we can choose the components ξq of ~ξ in such a
way that
(1) For every p ∈ S(F ), indp = indq + 1 we have: D(p, v) ∩ F−1(µq) ⋔ Sq(ξq).
(2) There are K,R > 0 such that for every p ∈ S(F ) with indp = indq + 1 we
have: ♯(D(pt−l, v) ∩ Sq(ξq)) 6 K ·Rl.
The proposition 4.2 implies then that u = v〈~ξ〉 satisfy the conclusion. 
D. Proof of Theorem D. We can assume that S(f) 6= 0 and that the homotopy
class of f is indivisible. In view of Corollary 4.8 it is sufficient to prove that the
set of f -gradients , having a BERS, is C0 dense in G(f). To prove that, let v be
any f -gradient and ǫ > 0. Choose any regular value λ of F and denote by W
the cobordism F−1([λ, λ + 1]). Choose any set of regular values of F , satisfying
(Σ1) − (Σ3) of Def. 4.4. Theorem 4.13 of [9] imply that there is an almost good
F |W -gradient u and a ranging pair (V0,V1) for (F |W,u) such that ‖v−u‖ 6 ǫ and
v = u near ∂W . We can also assume that V0t = V1. Then the procedure, described
in Construction 4.10 of [9] define a bunch of ranging systems for (F |W,u). Extend
u to a t-invariant F -gradient . The BRS constructed is easily extended to a BERS
for (F, u). 
We mention here an obvious corollary of Theorem D which will be of use in the
proof of Theorem E.
For a good f -gradient v, c ∈ R and x, y ∈ S(f) with indx = indy + 1 we denote
by N>c(x, y; v) the sum
∑
−k>c
Nk(x, y; v).
Corollary 4.9. Let v ∈ G0(f). Then there are constants R,Q > 0 such that
∀x, y ∈ S(f) with indx = indy+1 and ∀c ∈ R we have: N>c(x, y; v) 6 R ·Q−c. 
E. Proof of the Theorem E.
By Lemma 2.5 find ǫ > 0 and δ > 0 such that Ωǫ is a Morse family, v is an
Ωǫ-gradient and every ω-gradient u with ‖u − v‖ < δ is an Ωǫ-gradient . Choose
some ξ ∈ Ωǫ with [ξ] ∈ H1(M,Q) and choose (by Theorem D) a good ξ-gradient u,
satisfying 2) of Theorem D and such that ‖u−v‖ < δ; u is then an Ωǫ-gradient . By
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Lemma 2.11 for every x, y ∈ S(ω) there is an integral ([ξ], [ω])-cone ∆ and b ∈ Zm
such that Q(I(x˜, y˜; u)) ⊂ ∆+ b. Lemma 2.12 imply that there are A,B such that
for every λ ∈ R we have I(x˜, y˜; u)∩{ω}−1([λ,∞[) ⊂ I(x˜, y˜; u)∩{ξ}−1([Aλ+B,∞[),
and this together with 4.9 implies the conclusion. 
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