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ABSTRACT
This article refers to the study ofMason andWeigel, where the generalized discrimination scoreD has been
introduced. This score quantifies whether a set of observed outcomes can be correctly discriminated by the
corresponding forecasts (i.e., it is a measure of the skill attribute of discrimination). Because of its generic
definition, D can be adapted to essentially all relevant verification contexts, ranging from simple yes–no
forecasts of binary outcomes to probabilistic forecasts of continuous variables. Formost of these cases, Mason
andWeigel have derived expressions forD, many of which have turned out to be equivalent to scores that are
already known under different names. However, no guidance was provided on how to calculate D for en-
semble forecasts. This gap is aggravated by the fact that there are currently very few measures of forecast
quality that could be directly applied to ensemble forecasts without requiring that probabilities be derived
from the ensemble members prior to verification. This study seeks to close this gap. A definition is proposed
of how ensemble forecasts can be ranked; the ranks of the ensemble forecasts can then be used as a basis for
attempting to discriminate between corresponding observations. Given this definition, formulations ofD are
derived that are directly applicable to ensemble forecasts.
1. Introduction
It is a well-established fact that the quality of a set of
forecasts cannot be adequately summarized by a single
metric, but requires that several attributes of prediction
skill are considered (Murphy 1991). A fundamental skill
attribute is ‘‘discrimination’’ (Murphy andWinkler 1992).
Discrimination measures whether forecasts differ when
their corresponding observations differ. For example,
do forecasts for days that were wet indicate more (or
less) rainfall than forecasts for days that were dry? If on
average the forecasts indicate about the same amount of
rainfall regardless of how much rain is actually received,
then the forecasts are unable to discriminate wetter from
drier days. Even a perfectly calibrated forecast system is
effectively useless if it lacks discriminative power.
Recently, Mason andWeigel (2009, hereafter MW09)
introduced the ‘‘generalized discrimination score’’D, a ge-
neric verification framework that measures discrimination
and is applicable to most types of forecast and observa-
tion data. MW09 have derived formulations of D for
observation data that are binary (e.g., ‘‘precipitation’’ vs
‘‘no precipitation’’), categorical (e.g., temperature in
lower, middle, or upper tercile), or continuous (e.g.,
temperature measured in 8C); and for forecast data that
are binary, categorical, continuous, discrete probabilistic
(e.g., probability for temperature being in upper tercile),
or continuous probabilistic (e.g., continuous probability
distribution for temperature in 8C). However, no guid-
ance has been provided on how to calculate D for en-
semble forecasts. It is the aim of this study to fill this gap.
MW09 have provided an in-depth discussion of the
properties ofD. One of the most appealing properties is
the simple and intuitive interpretation of D: the score
measures the probability that any two (distinguishable)
observations can be correctly discriminated by the cor-
responding forecasts. Thus, D can be interpreted as an
indication of how often the forecasts are ‘‘correct,’’ re-
gardless of whether forecasts are binary, categorical,
continuous, or probabilistic. For a given set of forecast–
observation pairs,D is calculated as illustrated in Fig. 1.
First, all possible (and distinguishable) sets of two
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forecast–observation pairs are constructed from the ver-
ification data. Then, for each of these sets, the question is
asked whether the forecasts can be used to successfully
distinguish (i.e., rank) the observations. The proportion
of sets where this is the case yields the generalized dis-
crimination score D. If the forecasts do not contain any
useful information, then the probability that the fore-
casts correctly discriminate two observations is equiva-
lent to random guessing (viz., 50%) and one would
obtain D 5 0.5. The more sucessfully the forecasts are
able to discriminate the observations, the closer the
score is to 1. On the other hand, forecasts that consis-
tently rank the observations in the wrong way, would
yield D 5 0. For some data types, D is equivalent or
similar to tests and scores that are already widely used in
forecast verification and known under different names.
For instance, if binary forecasts and observations are
considered, D is a transformed version of the true skill
statistic, also known as Pierce’s skill score (Pierce 1884).
If forecasts and observations are measured on a con-
tinuous scale, D is a transformed version of Kendall’s
ranked correlation coefficient t (Sheshkin 2007). And if
the forecasts are issued as discrete probabilities of bi-
nary outcomes, D is equivalent to the trapezoidal area
under the relative operating characteristic (ROC) curve
and to a transformation of the Mann–Whitney U sta-
tistic (Mason and Graham 2002).
How can D be calculated for ensemble forecasts?
Despite their probabilistic motivation, ensemble fore-
casts are a priori not probabilistic forecasts, but ‘‘only’’
finite sets of deterministic forecast realizations. To de-
rive probabilistic forecasts from the ensemble mem-
bers, further assumptions concerning their statistical
properties are required (Bro¨cker and Smith 2008). The
question as to how D can be calculated therefore de-
pends on how the ensembles are interpreted (i.e.,
whether they are seen as finite samples from underlying
forecast distributions, or whether they have been con-
verted into probabilistic forecasts). In the latter case,
probabilistic versions of D, such as the area under the
ROC curve, can be applied as described in MW09.
However,D then inevitably not onlymeasures the quality
of the prediction system, but also the appropriateness of
the probabilistic interpretation applied. In section 2, we
show how D can be directly calculated for ‘‘raw’’ ensem-
ble forecasts without requiring that probability forecasts
are derived first. These formulations are illustrated with
examples in section 3, and conclusions are given in
section 4.
2. The discrimination score for ensemble forecasts
The calculation of D requires a definition of how to
discriminate, or essentially rank, two ensemble forecasts.
FIG. 1. Conceptual illustration of the generalized discrimination score D. First, all possible
(and distinguishable) sets of two forecast–observation pairs are constructed from the verifi-
cation data. Then, for each of these sets, the question is asked whether the forecasts can be used
to correctly rank the observations. Here D is given by the proportion of successful rankings.
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If forecasts are issued as deterministic forecasts on a
continuous scale, it is trivial to decide which one of two
forecasts y1 and y2 is larger and should therefore (if the
forecasts are skillfull) indicate the larger one of the two
corresponding observations. This decision is less obvi-
ous for ensemble forecasts. Consider for instance 3 hy-
pothetical 5-member ensemble forecasts of temperature
(8C) with y15 (22, 23, 26, 27, 32), y25 (28, 31, 33, 34, 36),
and y3 5 (24, 25, 26, 27, 28). While most people would
intuitively label y2 larger than y1 and y3, the situation is
less obvious when comparing y1 and y3. We therefore
start by introducing a definition of how to rank ensem-
bles, and based on that then derive a formulation ofD for
ensemble forecasts.
a. Ranking ensemble forecasts









), with mi being the number of ensemble
members of forecast yi, and yi,j being the jth ensemble
member of yi. We define ys . yt (ys , yt) if the prob-
ability that a randomly selected member of ensemble
ys exceeds a randomly selected member of ensemble
yt is larger (smaller) than 0.5. If the ensemble mem-
bers of a forecast are interpreted as random samples
from an underlying probability distribution, this defi-
nition is fully consistent with the conceptual decision
rule proposed by MW09 for forecasts that are issued
as continuous probability distributions (appendix A in
MW09).
With this definition, two ensemble forecasts ys and yt
can be ranked by the following algorithm:
(i) Construct all possible pairs fys,i, yt,jg, with i2 f1, . . . ,
msg and j 2 f1, . . . , mtg.
(ii) For each of these pairs determine the test statistic
qi,j with qi,j5 1 if ys,i . yt,j, qi,j 5 0 if ys,i , yt,j, and






j qi,j/msmt, which is the
proportion of ensemblemember pairs with ys,i. yt,j.
(iv) Define: ys . yt if Fs,t . 0.5, ys 5 yt if Fs,t . 0.5, and
ys . yt if Fs,t . 0.5.
Note that Fs,t and Ft,s are statistically complementary
(i.e., Fs,t 5 1 2 Ft,s). Also note that ys 5 yt does not
imply that ys and yt are identical, but rather that on the
basis of these two forecasts it cannot be decided which
of the two corresponding observations is likely to have
the higher value. This can lead to situations that may
appear paradoxical at first sight. Consider for example
two hypothetical 3-member forecasts y1 5 (3, 3, 3) and
y2 5 (2, 3, 10). The ranking algorithm defined above
would yield y1 5 y2, even though the forecasts are obvi-
ously not identical. In fact, intuitively one might argue
that y2. y1 ismore reasonable since the ensemblemean of
y2 exceeds that of y1. However, without making additional
assumptions concerning the underlying forecast distri-
bution, there is no basis to rank y1 and y2. The fact that
the distance between 3 and 2 (i.e., between the first
members of y1 and y2) is smaller than the distance be-
tween 3 and 10 (i.e., between the third members of y1
and y2) becomes irrelevant since we do not know the
statistical ‘‘closeness’’ of 2, 3, and 10; that is, we do not
know the probability densities of the spaces between
2 and 3, and between 3 and 10. As a consequence of this,
the logical operator ‘‘5’’ is not transitive (i.e., it is pos-
sible to find forecasts y3 such that y15 y2 and y15 y3, but
y2 6¼ y3). As an example, consider an additional forecast
y35 (2, 3, 5) that satisfies y35 y1 and y3, y2. The lack of
transitivity in this example is not a paradox. It simply
reflects the fact that, while we do not know whether
forecast value 2 is statistically closer to 3 than are fore-
cast values 5 or 10 (i.e., y15 y2 and y15 y3), we do know
that forecast value 10 exceeds forecast value 5, regard-
less of the underlying forecast densities (i.e., y3 , y2).
Such lack of transitivity might be aesthetically disturb-
ing, but it is irrelevant for the computation of D, since
D is based on a serial assessment of forecast pairs only
so that the order statistic outlined above is well defined.
Having said that, in practice ensemble sizes of 20 and
more are common, implying that ensemble forecasts are
only rarely tied and violations of transitivity are unlikely
to be observed frequently.
We now further simplify the formulation of the rank-
ing procedure. Steps (i) to (iii) in the algorithm defined
above are equivalent to a nonparametric test for the
difference in central tendencies of two ensemble fore-
casts, namely the Mann–WhitneyU test. By applying the
equation for the Mann–Whitney U statistic (Sheshkin












with rs,t,i being the rank of ys,i with respect to the set
of pooled ensemble members fys,1, ys,2, . . . , ys,m, yt,1,
yt,2, . . . , yt,mg, if sorted in ascending order. The second
term in the numerator of Eq. (1) represents the sum of
the ranks that would be obtained if all ensemble mem-
bers of yt exceeded those of ys, and so the numerator as
a whole calculates the number of times that an ensemble
member of ys exceeds an ensemble member of yt. Thus, if
all the ensemble members of yt do exceed those of ys, the
numerator will be 0, while if the converse is true the first
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and so Fs,t will be 1.
By repeated application of Eq. (1), it is now straight-
forward to determine Rs, the rank of forecast ys within
a set of n ensemble forecasts y1, y2, . . . , yn:





1 if Fs,t. 0:5
0:5 if Fs,t5 0:5






We illustrate the application of Eqs. (1) and (2) with
a simple example. Consider the three 5-member en-
semble forecasts mentioned at the beginning of this
section: y15 (22, 23, 26, 27, 32), y25 (28, 31, 33, 34, 36),
and y35 (24, 25, 26, 27, 28). To determine their ranksR1,
R2, and R3 with Eq. (2), one needs to calculate F1,2, F2,1,
F1,3, F3,1, F2,3, and F3,2. We exemplify the procedure for
F1,2. As a first step, the ensemble members of y1 and y2
are pooled together and sorted in ascending order,
yielding (22, 23, 26, 27, 28, 31, 32, 33, 34, 36). The ranks
of the ensemble members of y1 with respect to this
pooled vector are then determined: r1,2,1 5 1, r1,2,2 5 2,
r1,2,3 5 3, r1,2,4 5 4, and r1,2,5 5 7. Using these values in
Eq. (1) withm15m25 5 yields F1,25 0.08. Applying the
same procedure with y1 and y3 (y2 and y3) yields F1,3 5
0.44 (F2,3 5 0.98). The corresponding transposes are
F2,1 5 0.92, F3,1 5 0.56, and F3,2 5 0.02. Using these F
values in Eq. (2) yields the following ensemble ranks:
R1 5 1, R2 5 3, and R3 5 2.
b. Formulations of D for ensemble forecasts
With this definition of how to rank ensemble fore-
casts, the ensemble version of D can be calculated in
exactly the same way as if the forecasts were deter-
ministic and measured on a continuous (or ordinal)
scale (viz., by constructing all possible sets of two
forecast–observation pairs and counting how often the
observations can be correctly ranked by the forecasts;
see Fig. 1). For this case, that is for forecasts that are
deterministic and continuous, MW09 have derived
formulations of D that depend on the ranks of the
forecasts, but not on the actual forecast values [Eqs.
(8), (18), and (22) in MW09]. Hence, once the ranks of
the ensemble forecasts to be verified have been de-
termined, these equations of MW09 can be equally
applied to ensemble forecasts. Distinguishing between
binary, categorical, and continuous observations, one
obtains the following formulations for the ensemble
version of D.
CASE 1: BINARY OBSERVATIONS [COUNTERPART











Here n1 is the number of events and n0 is the number of
nonevents that have been observed. HereR1,j is the rank
of that ensemble forecast that corresponds to the jth
event that has been observed. The second term in the
numerator represents the sum of the ranks for the worst
possible set of forecasts for the events (i.e., the forecasts
for the events are all ranked first), and so the numerator
as a whole calculates how often a rank for the forecasts
corresponding to an event is greater than for forecasts
corresponding to a nonevent. We illustrate the meaning
of R1,j with a simple example. Consider a set of 10 en-
semble forecasts with ranks R 5 f3, 1, 9, 7, 5, 4, 8, 2, 6,
10g, determined by Eq. (2), and corresponding binary
observations x 5 f0, 1, 1, 0, 0, 0, 1, 0, 1, 0g, with ‘‘1’’
indicating that an event has been observed. Conse-
quently, one has n1 5 4 and n0 5 6. The 4 ensemble
forecasts corresponding to an event have ranks of 1, 9, 8,
and 6, implying that R1,1 5 1, R1,2 5 9, R1,3 5 8, and
R1,45 6. Using these values in Eq. (3) yieldsD5 0.58.
CASE 2: CATEGORICAL OBSERVATIONS



























Here c is the number of observed categories, and nl
denotes how often category l 2 f1, . . . , cg has been
observed. Here Rl,k,j has the following meaning: let the
forecasts for when categories k or l have been observed
be pooled and ranked in ascending order. Among this
subset, Rl,k,j denotes the rank of that ensemble forecast
that corresponds to the jth observation in category l.
CASE 3: CONTINUOUS OBSERVATIONS





Here tR,x is Kendall’s rank correlation coefficient
(Sheshkin 2007) between the n observations and the
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n-element vector of corresponding ensemble ranks R5
(R1, . . . , Rn) as defined in Eq. (2).
3. Example
As an example, consider seasonal forecasts pro-
duced by the European Centre for Medium-Range
Weather Forecasts (ECMWF) Seasonal Prediction Sys-
tem 3 (Anderson et al. 2007). Hindcasts of mean near-
surface (2 m) temperature, averaged over months
December–February, have been used. Data stem from
the ENSEMBLES project database (van der Linden and
Mitchell 2009). All hindcasts have been started from
1 November initial conditions and cover the period
1960–2001. There are nine ensemble members. Veri-
fication is gridpointwise against data from the 40-yr
ECMWF Re-Analysis (ERA-40) dataset (Uppala
et al. 2005). The resulting skill maps are shown in Fig.
2. In Fig. 2a, the observations have been binned into
two equiprobable categories (temperatures above and
below average), and Eq. (3) for binary outcomes has
been applied to calculate D. In Fig. 2b, the observa-
tions have been binned into three equiprobable cate-
gories, and Eq. (4) for categorical outcomes has been
applied. Finally, in Fig. 2c, the ‘‘raw’’ observation
values have been used, andD has been calculated with
Eq. (5) for continuous observations.
In all three cases, the skill patterns obtained are con-
sistent with earlier verification studies using different
skill metrics (e.g., Weigel et al. 2008), showing that sea-
sonal predictability of temperature is highest in the
tropics, particularly the equatorial Pacific. Skill is seen to
decrease systematically from binary to categorical to
continuous observations. For instance, the skill average
over the Nin˜o-3.4 region (58S–58N, 1208–1708W) is D 5
0.97 for binary observations, implying that in 97% of the
cases the forecasts are able to correctly discriminate
between the Nin˜o-3.4 index being above and below av-
erage. If the observations are binned in three rather than
two categories, skill drops to D 5 0.94; and it is further
reduced (D 5 0.87) if continuous observations are
considered. This loss of discriminative power can be
explained by the additional precision that is required to
discriminate between three rather than two categories,
and even more so to discriminate between n 5 42 dis-
crete observations because then the forecasts have to
successfully discriminate between some observations
that differ only by small amounts.
4. Conclusions
This study has closed a gap in the verification frame-
work of MW09 in providing formulations of the
generalized discrimination score D for ensemble fore-
casts. Discrimination is one of the most fundamental
attributes of prediction skill in that it measures whether
forecasts differ when their corresponding observations
differ. While forecasts with high discriminative power
may still be subject to systematic errors (e.g., bias,
overconfidence) and may require (re)calibration to be-
come useful (Weigel et al. 2009), forecasts lacking dis-
crimination are useless by principle. Discrimination can
therefore be considered as a necessary, but not sufficient
attribute of prediction skill. It does not tell us how good
a set of forecasts is if taken at face value, but rather how
useful a set of forecasts can potentially be after appro-
priate calibration and postprocessing.
FIG. 2. The generalized discrimination scoreD (%) for ECMWF
System 3 forecasts of 2-m temperature as described in section 3.
The observations have either been binned in (a) two equiprobable
categories (‘‘binary observations’’), (b) three equiprobable cate-
gories (‘‘categorical observations’’), or (c) have not been binned at
all (‘‘continuous observations’’).
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With the formulations ofD provided here, it is possible
to calculate discrimination for a set of ensemble forecasts
without requiring that the ensemble members are trans-
formed into probabilistic forecasts prior to verification.
This has the advantage that the skill values obtained are
not shadowed by potentially inappropriate assumptions
concerning probabilistic ensemble interpretation. While
some of the formulations presented here may appear
‘‘bulky’’ [e.g., Eq. (4)], their implementation is straight-
forward, and their interpretation follows the simple and
intuitive principle introduced by MW09. As for all other
formulations of D, the score is interpretable as an in-
dication of how often the forecasts are correct, regardless
of how many ensemble members there are, and regard-
less of whether the observed outcomes are measured on
a binary, categorical or continuous scale. It has been ar-
gued that this property makes the score particularly use-
ful for providing information of forecast quality to the
general public.
Computer code, written in R, is available [http://
cran.r-project.org (package ‘‘afc’’)] for the procedures
described here and in MW09. FORTRAN code is avail-
able from the authors upon request.
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