Multiplier cocycles of a flow on a C∗-algebra  by Kishimoto, A.
Journal of Functional Analysis 235 (2006) 271–296
www.elsevier.com/locate/jfa
Multiplier cocycles of a flow on a C∗-algebra
A. Kishimoto
Department of Mathematics, Hokkaido University, Sapporo, Japan
Received 26 September 2005; accepted 19 October 2005
Available online 27 December 2005
Communicated by D. Voiculescu
Abstract
We show that a multiplier cocycle of a flow on a non-unital C∗-algebra can be approximated by
a norm-continuous cocycle in the strict topology. As an application among others we show that a
flow is approximately inner if and only if the restriction of the flow to a full invariant hereditary
C∗-subalgebra is approximately inner.
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1. Introduction
Let A be a C∗-algebra and let α be a flow on A, i.e., a strongly continuous one-parameter
automorphism group of A. If α is uniformly continuous, we can say that we understand it
very well as well as its generator [12,13]; e.g., the generator of a uniformly continuous flow
is a derivation, i.e., a linear map δ :A → A with δ(xy) = δ(x)y + xδ(y), δ(x)∗ = δ(x∗) for
x, y ∈ A, and a derivation generates such a flow. And we know that if A is simple, then
a derivation is of the form ad ih, where h is a self-adjoint multiplier. If α is universally
weakly inner (or extendible to the second dual), we can also say that we understand it
fairly well [5,7] though we do not seem to know how to characterize its generator among
(unbounded) derivations. As a next class of flows to study, it looks that approximately
inner flows were proposed in 70’s mainly because of relevance to physical models, see
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relations with such models, a rather different approach from the uniformly continuous or
universally weakly inner flows. When we try to explore approximately inner flows per
se, we encounter a wide range of problems which are still not answered; specifically we
have in mind a problem with respect to invariant hereditary C∗-subalgebras and a problem
concerning extensions. We will answer the former by studying multiplier cocycles (see 1.4)
and consider the latter in a very special case (see 1.7). We refer to [9] for an existence result
of such a flow on a separable C∗-algebra.
Suppose that the C∗-algebra A does not have an identity. We denote by M(A) the mul-
tiplier algebra of A and by α the flow on M(A) induced by α. Note that t → αt (x) is
continuous in the strict topology for any x ∈ M(A).
Let u be an α-cocycle in M(A), or a multiplier α-cocycle; i.e., u is a continuous function
on R into U(M(A)), equipped with the strict topology, such that usαs(ut ) = us+t , s, t ∈ R.
Note that t → Adutαt defines another flow on A, which is called a cocycle perturbation of
α and written as Aduα.
When we say that u is an α-cocycle in A, u is a continuous function of R into U(A+C1)
(with the norm topology) such that usαs(ut ) = us+t , s, t ∈ R. For an h ∈ Asa , the equation
dut/dt = utαt (ih) with u0 = 1 defines a differentiable α-cocycle in A, which we denote
by u(h). In general, an α-cocycle in A is given by t → wu(h)t αt (w∗) with h ∈ Asa and
w ∈ U(A+ C1). We shall prove:
Theorem 1.1. Let u be an α-cocycle in M(A), p ∈ A, and  > 0. Then there is an α-cocycle
v in A such that ‖(ut − vt )p‖ < , t ∈ [−1,1].
We denote by δα the generator of α; the domain D(δα) is a dense ∗-subalgebra of A and
δα is a derivation of D(δα) into A. Note that D(δα) is a Banach ∗-algebra; the norm may
be defined by embedding D(δα) into M2(A):
x →
(
x δα(x)
0 x
)
.
When h ∈ Asa we denote by α(h) the flow generated by δα + ad ih, i.e., α(h) = Adu(h)α,
which is called an inner perturbation of α. See [2,3,13] for details.
Let β be another flow on A. If for any finite subset F of A and  > 0, there is an h ∈ Asa
such that
∥∥βt (x)− α(h)t (x)∥∥< , x ∈F , t ∈ [−1,1],
we say that β is an approximately inner perturbation of α. We get the following as a corol-
lary to the above theorem:
Corollary 1.2. Any cocycle perturbation of a flow is an approximately inner perturbation.
Note that if A is unital, this follows easily.
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is really stronger than the approximate innerness or not but is useful for a lifting problem
for flows [11]. Let h be a continuous function on R into Asa such that α(h(s)) converges as
s → ∞, say to a flow α′ in the sense that
lim
s→∞ maxt∈[−1,1]
∥∥α′t (x)− α(h(s))t (x)∥∥= 0 for x ∈ A.
We then call α′ as an asymptotically inner perturbation of α. If α = id, then we say that α′
is asymptotically inner. The same proof of the above results will show:
Corollary 1.3. Suppose that the C∗-algebra A has a strictly positive element p. Then for
any α-cocycle u in M(A) there is a continuous function h : [0,∞) → Asa such that
max
t∈[−1,1]
∥∥(ut − u(h(s))t )p∥∥→ 0 as s → ∞.
Hence any cocycle perturbation of the flow is an asymptotically inner perturbation.
Another consequence, which we have referred to above in connection with approxi-
mately inner flows, is
Corollary 1.4. Let α be a flow on a C∗-algebra A and B an α-invariant hereditary C∗-
subalgebra of A. Then if α is approximately inner, then the restriction α|B is approximately
inner. Moreover, if B is full in the sense that the closed linear span of ABA is A, the
converse is also true; i.e., in this case α is approximately inner if and only if α|B is approx-
imately inner. If each of A and B has a strictly positive element, then the same statements
hold with asymptotic innerness in place of approximate innerness.
A flow α on an AF algebra is called an AF flow if there is an increasing sequence
of α-invariant finite-dimensional C∗-subalgebras with dense union. We have left open a
problem of whether a multiplier cocycle perturbation of an AF flow on a non-unital AF
algebra is approximately AF or not in [10].
Corollary 1.5. Let A be a non-unital AF algebra and α an AF flow on A. Let u be an
α-cocycle in M(A). Then Aduα is approximately AF in the sense that there is an increas-
ing sequence (An) of finite-dimensional C∗-subalgebras of A with dense union such that
maxt∈[−1,1] dist(αt (An),An) → 0.
We note that the distance on C∗-subalgebras is defined as follow: for two C∗-
subalgebras B and C of A, dist(B,C) is defined as the infimum of r > 0 such that ∀x ∈ B ,
∃y ∈ C, ‖x − y‖ r‖x‖ and vice versa (see [6]).
Another consequence on AF flows is
Corollary 1.6. Let α be a flow on an AF algebra A and B an α-invariant hereditary C∗-
subalgebra of A. (Then B is an AF algebra.) If α is approximately AF, then α|B is also
approximately AF. Moreover, if B is full, then the converse also holds.
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if α is approximately inner on A and E ∈ M(A) is an α-invariant projection with 0 
E  1, then we show that the restriction α|EAE is also approximately inner. We can also
show that the extension α|A+CE+C(1−E) is approximately inner. This is strengthened
in Corollary 2.10 and applied to yield:
Corollary 1.7. Let α be a flow on an AF algebra A and I be an α-invariant ideal of A.
Suppose that α|I is approximately inner and the flow α˙ on B = A/I induced by α is
approximately inner. Moreover, suppose that there is an increasing sequence (Bn) of finite-
dimensional C∗-subalgebras of B such that ⋃n Bn ⊂ D(δ˙α) and ⋃n Bn is a core for δ˙α ,
where δ˙α is the generator of α˙. Then α is approximately inner.
Note that the condition on δ˙α implies that α˙ is approximately inner [13], but not vice
versa [8]. We will prove this corollary essentially by reducing it to the case B = A/I is
finite-dimensional. The converse holds without any assumptions on A or α˙ (see [11]).
In Section 3 we prove the main theorem and Corollary 1.3. In Section 4 we prove Corol-
lary 1.4 and in Section 5 we prove Corollaries 1.5 and 1.6.
2. Invariant corners
If α is an approximately inner flow on A and E is an α-invariant projection of A, then it
is easy to see that the restriction α|EAE is also approximately inner. The following shows
that this remains true if E is just an invariant multiplier projection.
Lemma 2.1. Let A be a non-unital C∗-algebra and let α,β be flows on A. Let E ∈
M(A) \ A be a non-zero projection such that αt (E) = E = βt (E) for t ∈ R. If α is an
approximately inner perturbation of β on A, then the same is true for the restrictions of α
and β to EAE.
Before going to the proof, we prepare a few lemmas.
In the situation of the above lemma, let A1 be an arbitrary separable C∗-subalgebra of A.
Then there is a sequence (hn) in Asa such that αt (x) = limn β(hn)t (x) for x ∈ A1 (uniformly
in t on every compact subset of R) as n → ∞. Let B2 be the C∗-algebra generated by E and
βt (x) with x ∈ A2 ∪ {h1, h2, . . .} and t ∈ R and let A2 = B2 ∩A. Then A2 is a β-invariant
separable C∗-subalgebra of A such that A1 ⊂ A2, hn ∈ A2 for all n, and EA2,A2E ⊂ A2.
Let (kn) be a sequence in Asa such that αt (x) = limn β(kn)t (x) for x ∈ A2 and let A3 be
an α-invariant C∗-subalgebra of A such that A2 ⊂ A3, kn ∈ A3, and EA3,A3E ⊂ A3. We
will repeat this process indefinitely to get an increasing sequence (An) of separable C∗-
subalgebras of A. Then the closure A0 of the union
⋃
n An is a separable α-invariant and
β-invariant C∗-subalgebra of A such that A0 contains A1, E acts on A0 as a multiplier,
and α|A0 is an approximately inner perturbation of β|A0. Thus we may suppose that A is
separable and that there is a sequence (hn) in Asa such that
max
|t |1
∥∥αt (x)− β(hn)t (x)∥∥→ 0
for all x ∈ A.
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For ϕ ∈ C∞c (R) and x ∈ A we let
αϕ(x) =
∫
ϕ(t)αt (x) dt.
Note that αϕ(x) ∈ D(δα) and
δα
(
αϕ(x)
)= −
∫
ϕ′(t)αt (x) dt.
Lemma 2.2. Let ϕ ∈ C∞c (R) and x ∈ D(δα). Then ‖β(n)ϕ (x)− αϕ(x)‖ → 0 and
∥∥δn(β(n)ϕ (x))− δα(αϕ(x))∥∥→ 0
as n → ∞.
Proof. This is immediate because β(n)ϕ (x) =
∫
ϕ(t)β
(n)
t (x) dt →
∫
ϕ(t)αt (x) dt and
δn
(
β(n)ϕ (x)
)= −
∫
ϕ′(t)β(n)t (x) dt → −
∫
ϕ′(t)αt (x) dt. 
We call e ∈ A a pseudo-projection if 0 e 1 and ae = a for some non-zero a ∈ A.
Let ϕ,ψ ∈ C∞c (R) such that 0 ϕ  ψ  1, ϕ(0) = 0 = ψ(0), ϕ(1) = 1 = ψ(1), and
ϕψ = ϕ. We fix these ϕ,ψ in the following arguments.
Lemma 2.3. For any  > 0 there is a μ > 0 satisfying the following condition: if δ is a
generator and e ∈ D(δ) is a pseudo-projection such that ‖δ(e)‖ < μ, then ϕ(e) ∈ D(δ)
and
∥∥δ(ϕ(e))∥∥< .
Proof. Express ϕ(t) as
∫
ϕˆ(p)eipt dp, where ϕˆ is a rapidly decreasing function; then
ϕ(e) =
∫
ϕˆ(p)eipe dp.
Since eipe ∈ D(δ) and ‖δ(eipe)‖ |p|‖δ(e)‖, we get the estimate
∥∥δ(ϕ(e))∥∥
∫ ∣∣ϕˆ(p)p∣∣dp ·μ.
This concludes the proof (see [2,13] for details). 
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pseudo-projections in A such that ‖ex − e‖ <μ, then ‖ψ(e)x −ψ(e)‖ < .
Proof. Since ψ(0) = 0, we approximate ψ by a polynomial f (t) =∑Nk=1 aktk such that
maxt∈[0,1] |ψ(t) − f (t)| < /3. If ‖ex − e‖ < μ, then ‖f (e)x − f (e)‖ < Cμ with C =∑N
k=1 k|ak|, which implies that ‖ψ(e)x − ψ(e)‖ < 2/3 + Cμ. Hence if μ /3C, then
we get the conclusion. 
Lemma 2.5. There exists a sequence (en) of pseudo-projections in EAE such that
‖xen − x‖ → 0 for all x ∈ EAE, en ∈ D(δα), and
∥∥δα(en)∥∥→ 0.
Proof. Let χ ∈ C∞c (R) such that χ  0 and
∫
χ(t) dt = 1 and set χk(t) = k−1χ(k−1t) for
k ∈ N. Since EAE is separable, we have a sequence (pn) of pseudo-projections in EAE
which forms an approximate identity. Then for each k ∈ N the sequence (αχk (en)) also
forms an approximate identity. Since ‖δα(αχk (en))‖ < k−1
∫ |χ ′(t)|dt , we can get such a
sequence as a subsequence of (ψ(χk(en)))k,n. 
Lemma 2.6. For any pseudo-projection x0 ∈ EAE, any finite subset F of B = {a ∈ A |
x0ax0 = a}, and  > 0, there is an n ∈ N and a pseudo-projection e ∈ D(δn) satisfying the
following conditions. Let p = ϕ(e) and q = ψ(e) then
pq = p, ∥∥δn(p)∥∥< , ‖x0p − x0‖ < ,
‖qE − q‖ < , max
|t |1
∥∥αt (a)− β(n)t (a)∥∥< , a ∈F .
Proof. Let (en) be a sequence in EAE as in Lemma 2.5.
We fix a χ ∈ C∞c (R) such that χ  0 and
∫
χ(t) dt = 1. Suppose that supp(χ) ⊂
[−1,1]. We will define e as β(n)χ (em) for sufficiently large m,n.
For any 1 > 0 we can find m such that
∥∥x0αt (em)− x0∥∥< 1, t ∈ [−1,1], ∥∥δα(em)∥∥< 1,
where the latter condition implies that ‖δα(αχ (em))‖ < 1.
By Lemma 2.2 and the fact β(n) → α, we choose n so large that ‖δn(β(n)χ (em))‖ < 1
and
max
|t |1
∥∥αt (a)− β(n)t (a)∥∥< 1, a ∈F ∪ {em}.
We set e = β(n)χ (em).
The first condition of the lemma follows from ϕψ = ϕ and the last is given just above.
If 1 is sufficiently small, from ‖δ(e)‖ < 1 we get, by Lemma 2.3, the second condition
for p = ϕ(e). From ‖x0e − x0‖ < 21, we get, by Lemma 2.4, the third condition. From
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Proof of Lemma 2.1. Let x0 be a pseudo-projection in EAE, F a finite subset of B =
{a ∈ A | x0ax0 = a}, and  > 0. We will show that there is a b ∈ (EAE)sa such that
max
|t |1
∥∥αt (a)− β(b)t (a)∥∥< , a ∈F .
We take p,q and h = hn as in Lemma 2.6. We regard β(n) = β(h) as a flow on A +
CE + C1 with δ as its generator. Let
E′ = 2q − q2 + (1 − q)E(1 − q) ∈ A+ CE.
Since q,E ∈ D(δ) = D(δβ), we get that E′ ∈ D(δβ). Since pq = p, we get that pE′ =
p = E′p. Since qE ≈ q , we have that (1 − q)E(1 − q) ≈ E − 2q + q2, i.e., E′ ≈ E. Since
0E′  1, we have that Sp(E′) ⊂ [0,‖E −E′‖] ∪ [1 −‖E −E′‖,1]. By C∞-functional
calculus on E′ we get a projection F ∈ A + CE such that ‖F − E′‖  ‖E − E′‖ (so
‖F − E‖  2‖E − E′‖ ≈ 0). We should note that F ∈ D(δβ) (since E′ ∈ D(δβ); see
the proof of Lemma 2.3). Since pE′ = p, we get that pF = p, or p  F . By the polar
decomposition of FE + (1 − F)(1 −E), which is an element in D(δβ) close to 1, we get
a unitary Z ∈ A+ CE + C1 such that Z ≈ 1, ZEZ∗ = F , and Z ∈ D(δβ).
Let
k = −iF δ(F )+ iδ(F )F.
Then i[k,F ] = −δ(F ) and k∗ = k ∈ A (as the range of δ|A+ CE + C1 is contained in A).
Hence, since δ = δβ + ad ih, we get that
AdZ∗β(h+k)t AdZ(E) = E.
Note that the generator of the flow t → AdZ∗β(h+k)t AdZ is
δβ + ad i
(−iZ∗δβ(Z)+Z∗(h+ k)Z).
Since δβ(E) = 0, we get that
ad iH(E) = E, where H = −iZ∗δβ(Z)+Z∗(h+ k)Z ∈ A.
What remains to show is that
AdZ∗β(h+k)t AdZ(a) ≈ αt (a), a ∈F , t ∈ [−1,1].
Using Z ≈ 1, F ⊂ B , and αt (a) ≈ β(h)t (a), a ∈F , it suffices to show that
β
(h+k)
t (x) ≈ β(h)t (x), x ∈ B, t ∈ [−1,1].
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Adu(k)t β
(h)
t . We shall show that ‖(u(k)t −1)β(h)t (p)‖ ≈ 0 for t ∈ [−1,1]. Since ‖px−x‖
‖x‖ for x ∈ B , this suffices to show the conclusion.
Let G(t) = u(k)t β(h)t (p). Then G′(t) = u(k)t β(h)t (ikp + δ(p)), which implies that
‖G′(t)‖  ‖kp‖ + ‖δ(p)‖. Since pF = p and δ(F )p = δ(Fp) − Fδ(p) = (1 − F)δ(p),
we get that
ikp = (Fδ(F )− δ(F )F )p = F(1 − F)δ(p)− (1 − F)δ(p) = −(1 − F)δ(p).
Hence ‖kp‖  ‖δ(p)‖, which is very small. In this way we get ‖G′(t)‖  2‖δ(p)‖ ≈ 0.
Since G(0) = p, we get that ‖u(k)t β(h)t (p) − p‖  2‖δ(p)‖|t |. Since ‖β(h)t (p) − p‖ 
‖δ(p)‖|t |, this implies that ‖(u(k)t − 1)β(h)t (p)‖  3‖δ(p)‖|t |, completing the proof of
Lemma 2.1. 
In the above proof, if E ∈ A, we could take x0 = E and en = E and assume that p =
q = F ≈ E; the proof would be much simpler.
Lemma 2.7. Let A be a non-unital C∗-algebra and let β be a flow on A. Let E ∈ M(A) \
A be a non-zero projection such that βt (E) = E, t ∈ R. Let u be a β-cocycle in M(A)
(continuous in the strict topology) such that utE = Eut , t ∈ R. If u can be approximated,
in the strict topology, by β-cocycles in A (continuous in the norm topology), then the same
is true for the β|EAE-cocycle t → utE.
Proof. This is just what is done in the proof of 2.1.
Let x0 be a pseudo-projection of EAE and  > 0. By replacing x0 by a larger one, we
may suppose that ‖βt (x0) − x0‖ < , t ∈ [−1,1]. Then, as in the proof of Lemma 2.6, we
have pseudo-projections p,q ∈ A and an h ∈ Asa such that
pq = p, ∥∥(δβ + ad ih)(p)∥∥< , ‖x0p − x0‖ < ,
‖qE − q‖ < , and ∥∥(ut − v(h)t )x0∥∥<  for t ∈ [−1,1],
where v(h) denotes the β-cocycle determined by dv(h)t /dt = v(h)t βt (ih). Then, as in
the proof of 2.1, we find a Z ∈ U(A + CE + C1) ∩ D(δβ) and k ∈ Asa such that
AdZ∗β(h+k)t AdZ(E) = E, ‖Z − 1‖ < , and ‖kp‖  ‖(δβ + ad ih)(p)‖ < . Then we
show that
∥∥∥∥ ddt v
(h+k)
t βt (p)
(
v
(h)
t
)∗∥∥∥∥=
∥∥v(h+k)t βt(i(h+ k)p + δβ(p)− iph)v(h)t ∥∥
 ‖kp‖ + ∥∥(δβ + ad ih)(p)∥∥< 2.
Since β(h)t (p)v
(h)
t = v(h)t βt (p) and ‖β(h)t (p)− p‖ |t |, we can conclude that
∥∥v(h+k)t βt (p)− v(h)t βt (p)∥∥ 3|t |.
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t ∈ [−1,1],
∥∥utx0 − v(h+k)t x0∥∥< ∥∥v(h)t x0 − v(h+k)t x0∥∥+  < ∥∥v(h)t βt (p)− v(h+k)t βt (p)∥∥+ 5  8.
Set H = −iZ∗δβ(Z) + Z∗(h + k)Z ∈ A and note that HE = EH . Then t → v(H)t E
is the β|EAE-cocycle determined by HE ∈ (EHE)sa and v(H)t E = Zv(h+k)t βt (Z∗)E.
Since ‖Z − 1‖ < , we can conclude that
∥∥(utE − v(H)t E)x0∥∥< 10, t ∈ [−1,1]. 
Lemma 2.8. Suppose that A has a strictly positive element p with a flow β . Then there is a
continuous function e : [0,∞) → Asa such that 0 e(s) 1, ‖pe(s)−p‖ → 0 as s → ∞,
e(s) ∈ D(δβ), and ‖δβ(e(s))‖ → 0 as s → ∞.
Proof. Let f ∈ C∞c (R) be such that 0  f  1, f (0) = 0, and f (t) = 1 for t  1. For
s ∈ [0,∞) let p(s) = f (sp). Then it follows that 0 p(s) 1 and that ‖p ·p(s)−p‖ → 0
as s → ∞.
Let χ ∈ C∞c (R) be such that 0  χ and
∫
χ(t) dt = 1. For μ ∈ (0,1] let pμ(s) =∫
μχ(μt)βt (p(s)) dt . Then 0  pμ(s)  1, ‖p · pμ(s) − p‖ → 0, uniformly in μ in a
compact subset of (0,1], as s → ∞, pμ(s) ∈ D(δβ), and ‖δβ(pμ(s))‖ < Cμ with some
constant C. Hence for any n ∈ N there is an sn ∈ (0,∞) such that ‖ppμ(s)−p‖ < 1/n for
μ ∈ [1/n,1] and s  sn. We may suppose that sn+1 > sn for all n. We define a continuous
function μ : [0,∞) → [1,0) by μ(s) = 1 for s < s2 and by, for s ∈ [sn, sn+1) with n 2,
μ(s) = sn+1 − s
sn+1 − sn (n− 1)
−1 + s − sn
sn+1 − sn n
−1 ∈ [1/n,1/(n− 1)).
We define e(s) by e(s) = pμ(s)(s), which is continuous in s. If sn  s < sn+1, we have
that ‖pe(s)− p‖ < 1/n and ‖δβ(e(s))‖ <C/n. This concludes the proof. 
Lemma 2.9. Suppose that A has a strictly positive element p and let β be a flow on A.
Let E ∈ M(A) \ A be a non-zero projection such that βt (E) = E. Let u be a β-cocycle in
M(A) such that utE = Eut . If u can be approximated by differentiable β-cocycles in A
asymptotically, i.e., there is a continuous h : [0,∞) → Asa such that
max
t∈[−1,1]
∥∥(ut − v(h(s))t )p∥∥→ 0 as s → ∞,
where v(h(s))t is the β-cocycle determined by dv
(h(s))
t /dt = v(h(s))t βt (ih(s)), then the same
is true for β|EAE and for the β|EAE-cocycle t → utE.
Proof. By inspecting the proof of Lemmas 2.6 and 2.7, we know that the unitary Z and
k ∈ Asa there depend on the choice of em and hn. Now we have e(σ ), σ ∈ [0,∞) as given
in Lemma 2.8 instead of (em) and h(s), s ∈ [0,∞) instead of (hn) by the assumption of
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suitable pair (σ, s) such that
Z(σ, s)v
(h(s)+k(σ,s))
t βt
(
Z(σ, s)∗
)
exactly commutes with E and is close to ut on the strictly positive element p. Here the
closeness is limited by only the choice of σ if s is sufficiently large. This statement remains
true for any given compact subset of σ if s is sufficiently large. Just as in the proof of the
previous lemma, we can find a continuous function σ(s), s ∈ [0,∞) such that σ(s) → ∞
as s → ∞ and Z(s) = Z(σ(s), s) and k(s) = k(σ (s), s) give the desired family of β|EAE-
cocycles. 
In the proof of Lemma 2.1 we can adopt the same argument also for 1 − E as for E,
with a common h = hn by making n even larger. Thus for any pseudo-projection y0 ∈
(1 −E)A(1 −E), we get Z1 ∈ U(A+ CE + C1)∩D(δβ) and k1 ∈ Asa such that Z1 ≈ 1,
AdZ∗1β
(h+k1)
t AdZ1(1 −E) = 1 −E. We also have:
∥∥(Z∗1v(h+k1)t βt (Z1)− v(h)t )y0∥∥≈ 0
as well as ‖(Z∗v(h+k)t βt (Z) − v(h)t )x0‖ ≈ 0, where v(h+k1)t and v(h+k)t are the β-cocycles
defined for h+ k1 and h+ k as in Lemma 2.7. Thus, since βt (E) = E, we get
Z∗v(h+k)t βt (Z)E +Z∗1v(h+k1)t βt (Z1)(1 −E)
is a β-cocycle commuting with E and is close to v(h)t on x0 + y0. Since x0 + y0 is an
arbitrary pseudo-projection in EAE+ (1−E)A(1−E) (which generates A as a hereditary
C∗-subalgebra), we get that α on A + CE is an approximate inner perturbation of β on
A+ CE. This result can be generalized as follows:
Corollary 2.10. Let A be a non-unital C∗-algebra and let α,β be flows on A. Let B
be a C∗-subalgebra of M(A) such that such that t → αt (x) and t → βt (x) are norm-
continuous and αt (x) − x ∈ A and βt (x) − x ∈ A for any x ∈ B . Let D be the C∗-
subalgebra of M(A) generated by A and B , i.e., D = A + B; then α and β act on D
as flows. Suppose that B is an AF algebra. If α is an approximately inner perturbation of
β on A, then α|D is an approximately inner perturbation of β|D.
Proof. Note that D has A as an ideal and the quotient D/A is an AF algebra as being a
quotient of B . Note also that the flows α and β induce the trivial flow on D/A.
We regard α and β as flows on D. We have to show that for any finite subset F of the
unit ball of D and  > 0 there is an h ∈ Dsa such that
∥∥αt (x)− β(h)t (x)∥∥< , x ∈F , t ∈ [−1,1].
Since B is an AF algebra, there is an increasing sequence (Bn) of finite-dimensional C∗-
subalgebras of B with dense union. Hence we may suppose that F is a finite subset of the
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suppose that B is finite-dimensional.
By modifying B slightly if necessary we may suppose that B ⊂ D(δα), where δα is the
generator of α. Hence there is an h1 ∈ Dsa such that α(h1)t is trivial on B . There is also an
h2 ∈ Dsa and w ∈ U(D) such that γt = Adw∗β(h2)t Adw is trivial on B . Then it suffices to
show that for any finite subset F of the unit ball of A and  > 0, there is an H ∈ (D∩B ′)sa
such that
∥∥α(h1)t (x)− γ (H)t (x)∥∥< , x ∈F , t ∈ [−1,1].
The reasoning is as follows. Define an α(h1)-cocycle U by dUt/dt = Utα(h1)t (−ih1) and
a γ (H)-cocycle V by dVt/dt = Vtγ (H)t (−ih1). Then αt = AdUtα(h1)t and γ (H−h1)t =
AdVtγ (H)t . To get the assertion we have to show that ‖Ut − Vt‖ is small for t ∈ [−1,1].
Since
d
dt
UtV
∗
t = Ut
(
γ
(H)
t (ih1)− αt (ih1)
)
V ∗t ,
it then suffices to make maxt∈[−1,1] ‖α(h1)t (h1)− γ (H)t (h1)‖ as small as we wish. Since h1
is a finite linear combination of xb with x ∈ A and b ∈ B , we can attain this by assuming
that F contains all those x and  is sufficiently small. Since
AdVtγ (H)t = γ (H−h1)t = Adw∗β(h2+w(H−h1)w
∗)
t Adw,
we get the assertion by approximating w by a unitary in D(δβ).
Hence we may assume that αt |B = id and βt |B = id. We may assume that B has the unit
of M(A). Let (e(k)ij ) be a generating family of matrix units for B . Since
∑
k
∑
i e
(k)
i1 e
(k)
1i = 1
and e(k)1i Ae
()
j1 ⊂ A, the C∗-algebra generated by A and B is the linear span of e(k)ij and
e
(k)
i1 xe
()
1j with x ∈ e(k)11 Ae()11 . Let E =
∑
k e
(k)
11 . Then for the family of e
(k)
11 with all k, any
finite subset F of EAE, and  > 0, we apply 2.1, as discussed before this corollary, to
get an hk ∈ e(k)11 Ae(k)11 such that αt ≈ β(H)t on F within  (and β(H)t (e(k)11 ) = e(k)11 ), where
H =∑k hk . We set K =∑i,k e(k)i1 He(k)1i =∑i,k e(k)i1 hke(k)1i . Since K ∈ A ∩ B ′, it follows
that β(K)t (e
(k)
ij ) = e(k)ij and also that β(K)t (e(k)i1 xe()1j ) = e(k)i1 β(H)t (x)e()1j ≈ e(k)i1 αt (x)e()1j =
αt (e
(k)
i1 xe
()
1j ) for x ∈F . This completes the proof. 
Now we shall prove Corollary 1.7. Let I be an ideal of A and let α be a flow on A such
that αt (I ) = I , α|I is approximately inner and the induced flow α˙ on the quotient B = A/I
is approximately inner. We then wanted to conclude that α is approximately inner, but for
that we have to impose a technical assumption:
A is AF (and so is B) and there is an increasing sequence (Bn) of finite-dimensional
C∗-subalgebras of B with dense union such that
⋃
Bm ⊂ D(δ˙α) and the closure ofm
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[13] (and even asymptotically inner).
From a theory of derivations in AF algebras [13], there is a sequence (bn) in Bsa such
that δ˙α + ad ibn leaves Bn invariant and (δ˙α + ad ibn)(x) → δ˙α(x) for x ∈ ⋃n Bn, i.e.,
ad ibn(x) → 0 for x ∈⋃n Bn. To see this let hn ∈ Asa be such that δ˙α|Bn = ad ihn|Bn and
let En be a projection of norm one of B onto Bn. We set bn = En(hn) − hn. Then we have
that (δ˙α + ad ibn)|Bn = ad iEn(hn)|Bn, which has range in Bn and that for x ∈ Bm and
nm, (δ˙α + ad ibn)(x) = adEn(ihn)(x) = En(δ˙α(x)) → δ˙α(x).
Let (en) be a sequence in Isa such that 0  en  1, en ∈ D(δα), ‖xen − x‖ → 0 for
x ∈ I , ‖[en, y]‖ → 0 for y ∈ A, and ‖δα(en)‖ → 0. We may further suppose that enen+1 =
en (see, e.g., Lemma 5.1). We will choose a wn ∈ Asa with Q(wn) = bn in a suitable
way, where Q is the quotient map of A onto B . Note that α(wn) leaves the C∗-subalgebra
An = Q−1(Bn) invariant. We shall show that α(wn)|An is approximately inner and α(wn)
converges to α as n → ∞, which implies the conclusion.
The first assertion follows from the previous corollary. Since A is AF, we find a copy
Dn of Bn in An such that Dn ⊂ D(δα) and Q|Dn is an isomorphism onto Bn; then we
have An = I + Dn. We find an h = h∗ ∈ An such that α(wn+h)|An restricts to the trivial
flow on Dn. Thus α(wn+h)|An is approximately inner because α(wn+h)|I is approximately
inner by Corollary 1.2, which will be shown later without depending on this, since this is a
perturbation of α|I by a cocycle in M(I). Hence α(wn)|An is approximately inner (since it
is an inner perturbation of α(wn+h)|An).
We shall show the second assertion; during the course of the proof, we will choose wn
more carefully. Let δn be the generator of α(wn) and let Δ be the graph limit of (δn). We
have to show that Δ = δα , which follows from the weaker condition Δ ⊃ δα since ±Δ is
dissipative.
First note that D = {x ∈ D(δα) | Q(x) ∈⋃m Bm} is a core for δα . Because if (id−δα)D
is not dense in A, there is a non-zero f ∈ A∗ such that f (x − δα(x)) = 0, x ∈ D. Since
(id − δα)D ⊃ I (as D ⊃ D(δα) ∩ I ), we can regard f as a linear functional on B = A/I
and have that f (x − δ˙α(x)) = 0, x ∈⋃m Bm. By the assumption on δ˙α , we get that f = 0,
which is a contradiction.
Since ‖ ad ibn|Bm‖ → 0 as n → ∞, for any m ∈ N there is an nm ∈ N such that
‖ ad ibn‖Bm‖ < 1/m for all n nm. We may suppose that (nm) is an increasing sequence.
We choose an increasing sequence (Vm) of finite-dimensional subspaces of D(δα) such
that Am = I + Vm. Let
Tm =
{[wk,x] | nm  k < nm+1, x ∈ Vm, ‖x‖ 1},
which is a compact subset of A such that ‖Q(y)‖ < 1/m for y ∈ Tm. Let Cm = max{‖wk‖ |
nm  k < nm+1} + 1. Then we have an  = m ∈ N such that   nm+1, ‖[x, e]‖ 
(mCm)
−1‖x‖, x ∈ Vm and
∥∥(1 − e)y(1 − e)∥∥< 1/m, y ∈ Tm.
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∥∥[(1 − e)wk(1 − e), x]∥∥ 2‖wk‖∥∥[e, x]∥∥+ ∥∥(1 − e)[wk,x](1 − e)∥∥< 3/m.
Now we replace wk by (1− em)wk(1− em) for nm  k < nm+1, which satisfies the origi-
nal conditions w∗k = wk and Q(wk) = bk . Moreover, we have that wkek = 0 (as emek = ek
with nm  k < nm+1) and that ‖[wk,x]‖ → 0, x ∈⋃m Vm, i.e.,
δn(x) = δα(x)+ ad iwn(x) → δα(x), x ∈
⋃
m
Vm.
Let x ∈ D(δα) with Q(x) ∈ Bm for some m. Then we have b ∈ D(δα) ∩ I and c ∈⋃
m Vm such that x = b + c. Let xn = enben + c ∈ D(δα). Then ‖x − xn‖ → 0 and
δn(xn) = δα(enben)+ δn(c) → δα(b)+ δα(c) = δα(x)
since δα(en) → 0 and (en) is an approximate identity for I . This implies that D(Δ) ⊃ D =
D(δα)∩ I +⋃m Vm and Δ = δα on D. Since D is a core for δα , this completes the proof.
3. Multiplier cocycles
We will prove Theorem 1.1 in this section. Let α be a flow on a non-unital C∗-algebra
A and u an α-cocycle in M(A). When u is an α-cocycle, we define a flow T of isometries
on A by
Tt (x) = utαt (x), x ∈ A.
Note that t → Tt (x) is continuous for x ∈ A. We denote by L the generator of T .
Let α′ = Aduα and δ′α the generator of α′. We note that α′t (x)Tt (y)αt (z) = Tt (xyz),
Tt (x)Tt (y)
∗ = α′t (xy∗), and Tt (x)∗Tt (y) = αt (x∗y) for x, y, z ∈ A. We then obtain the fol-
lowing: D(δ′α)D(L)D(δα) ⊂ D(L) and D(L)D(L)∗ ⊂ D(δ′α) and D(L)∗D(L) ⊂ D(δα).
Since D(L) is dense in A, we get that the linear span of D(L)D(L)∗ is dense in A.
Since it is invariant under α′, it follows that the linear span of D(L)D(L)∗ is dense in the
Banach ∗-algebra D(δ′α). Moreover, we have the following:
Lemma 3.1. The closure of the convex hull of xx∗, x ∈ D(L) is D(δ′α)∩A+ in the Banach
∗-algebra D(δ′α).
Proof. Let P denote the closure of the convex hull of xx∗, x ∈ D(L) in D(δ′α). Then
obviously P ⊂ D(δ′α)∩A+ and P is α′-invariant.
For ϕ ∈ C∞c (R) and x ∈ A we denote
Tϕ(x) =
∫
ϕ(t)Tt (x) dt.
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Dirac function at 0 ∈ R, we get that ‖Tϕn(x)− x‖ → 0. Thus P is dense in A+.
Suppose that P = D(δ′α)∩A+ and let x0 ∈ D(δ′α)∩A+ \P . Since (1−δ′α)P is a closed
convex cone of Asa and (1 − δ′α)(x0) /∈ (1 − δ′α)P , there is a f ∈ A∗ such that f ∗ = f ,
f (x0 −δ′α(x0)) < 0, and f (y−δ′α(y)) 0, y ∈ P . Then we can find a function ϕ ∈ C∞c (R)
such that ϕ  0 and
∫
ϕ(t)f ◦ α′t
(
x0 − δ′α(x0)
)
dt < 0.
Define f0 ∈ A∗ by
f0 =
∫
ϕ(t)f ◦ α′t dt
and note that f0(x0) < f0δ′α(x0) and that x ∈ D(δ′α) → f0δ′α(x) = −
∫
ϕ′(t)f ◦ α′t (x) dt is
continuous as a functional on A. Since f0δ′α(y) f0(y), y ∈ P and x0 is in the closure of
P in A, we get the inequality that f0δ′α(x0) f0(x0), which is a contradiction. 
We recall an element x ∈ A is called a pseudo-projection if 0  x  1 and there is a
non-zero a ∈ A with xa = a.
Lemma 3.2. Let e, f,p ∈ A be a pseudo-projection such that e, f ∈ D(δα) and ef = e.
For any  > 0 there are pseudo-projections E,F ∈ A such that E,F ∈ D(δα), EF = E,
‖δα(E)‖ < , eE = e, and ‖pE − p‖ < .
Proof. By the proof of Lemma 2.5 we get a sequence (En) in D(δα) such that 0En  1,
‖δα(En)‖ → 0, ‖yEn − y‖ → 0 for y = f, δα(f ),p. We set
xn = 2f − f 2 + (1 − f )En(1 − f ).
Note that xn ∈ D(δα), 0  xn  1, exn = e, ‖xn − En‖ → 0 (so ‖pxn − p‖ → 0), and
‖δα(xn)‖ → 0 (as δα(xn) = δα(f )(1 − En)(1 − f ) + (1 − f )(1 − En)δα(f ) + (1 −
f )δα(En)(1 − f )). We prepare two functions ϕ,ψ ∈ C∞c (R) such that 0  ϕ  ψ  1,
ϕ(0) = 0 = ψ(0), ϕ(1) = 1 = ψ(1), and ϕψ = ϕ. We also assume that ϕ(t) = 1 for
t ∈ [1 − ,1] for some  > 0. We can then set E = ϕ(xn) and F = ψ(xn) for a sufficiently
large n. Since ‖pxn − p‖ → 0, we may assume that ‖pE − p‖ < . Since exn = e, it fol-
lows that eE = e. The other properties of E,F follow from those of ϕ,ψ and Lemmas 2.2
and 2.4. 
We now consider A ⊗ K,α ⊗ id, u ⊗ 1, etc. instead of A,α,u, etc., where K is the
compact operators on an infinite-dimensional separable Hilbert space. We will use the
same notation α,u,, etc. for α ⊗ id, u ⊗ 1, etc. as before in this new situation, except for
A⊗K , which is kept as a reminder.
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projections e, f ∈ D(δ′α) and z ∈ U(A⊗K + 1) such that
ef = e, ∥∥δ′α(e)∥∥< , ‖z − 1‖ < , ‖pe − p‖ < ,
f z ∈ D(L), e, f, z − 1 ∈ A⊗Mn,
for some n, where A⊗Mn is regarded as a C∗-subalgebra of A⊗K .
Proof. We may suppose that p ∈ A⊗Mn ⊂ A⊗K . Since Mn ⊗K ∼= K , we may suppose,
by regarding A ⊗ Mn as A, that p ∈ A = A ⊗ e11, where (eij ) is a generating family of
matrix units of K .
We choose four functions ϕ1, ϕ2,ψ,χ ∈ C∞c (R) such that 0  ϕ1  ϕ2  ψ  1,
ϕi(0) = 0 = ψ(0), ϕi(1) = 1 = ψ(1), ϕ1ϕ2 = ϕ1, ϕ2ψ = ϕ2, and ψ(t) = tχ(t)2.
By Lemma 2.5, for any 1 > 0, we choose a pseudo-projection b ∈ A such that ‖pb −
p‖ < 1 and ‖δ′α(b)‖ < 1.
By 3.1 there is a finite sequence (x1, . . . , xn) in D(L)∩A⊗e11 such that c =∑ni=1 xix∗i
is close to b in D(δ′α); more specifically, ‖b − c‖ < 1 and ‖δ′α(b) − δ′α(c)‖ < 1 (and so
‖δ′α(c)‖ < 21). This entails that ‖pc − p‖ < 1 + ‖pb − p‖ < 21. We set e = ϕ1(c) and
f = ϕ2(c).
If 1 is sufficiently small, then the condition ‖δ′α(c)‖ < 21 implies that ‖δ′α(e)‖ < .
Also the condition ‖pc − p‖ < 21 implies that ‖pe − p‖ < . That ef = e follows from
the property of ϕi .
We set y =∑ni=1 χ(c)xie1,n+i ∈ A ⊗ K . Since χ(c) ∈ D(δ′α) and e1,n+i ∈ D(δα), we
have that y ∈ D(L). It also follows that yy∗ = χ(c)cχ(c) = ψ(c). We define a unitary
z ∈ A⊗K + 1 by
z = (E1n − yy∗)1/2 + y − y∗ + (En+1,2n − y∗y)1/2 + (1 −E1,2n),
where E1,n =∑ni=1 1 ⊗ eii , etc. Note that z is indeed a unitary because y = E1,nyEn+1,2n
and z is essentially of the form
(
(1 − yy∗)1/2 y
−y∗ (1 − y∗y)1/2
)
.
Since f = ϕ2(c) ∈ A⊗ e11 and f · yy∗ = f , we get that f z = fy ∈ D(L). Since D(δα)∩
U(A ⊗ K + C1) is dense in U(A ⊗ K + C1) and z(1 − E1,2n) = 1 − E1,2n ∈ D(δα), we
can find a unitary v ∈ D(δα) ∩ U(A ⊗ K + 1) such that v(1 − E1,2n) = 1 − E1,2n and
‖z − v‖ < . Since f zv∗ ∈ D(L), we can take zv∗ as z in the statement. 
By using the unitary z ≈ 1 above, we define a flow β on A⊗K by βt = Ad zαt Ad z∗ =
Ad(zαt (z)∗)αt . Let vt = utαt (z)z∗, which is a β-cocycle in M(A ⊗ K). We have that
Advtβt = Adutαt ≡ α′t . Note that
t → vtβt (f ) = utαt (z)z∗ Ad
(
zαt (z)
∗)αt (f ) = utαt (f z)z∗
is differentiable in t as f z ∈ D(L), where f ∈ D(δ′α) is given in the previous lemma.
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A⊗K by
T ′t (x) = v∗t α′t (x)
and let L′ denote the generator of T ′. Since v∗t α′t (f ) = βt (f )v∗t = (vtβt (f ))∗, we have
that f ∈ D(L′) and L′(f ) = zL(f z)∗. Hence f 2 ∈ D(L′)D(L′)∗ ⊂ D(δβ) besides f ∈
D(δ′α) ∩ D(L′). On the other hand, we have that e ∈ D(δ′α) ∩ D(L′) ∩ D(δβ); to see that
e ∈ D(δβ) we express e = f e ∈ D(L′)D(L′)∗ ⊂ D(δβ). Obviously we might assume that
f ∈ D(δβ) as well.
Now we apply a similar argument as in the proof of Lemma 3.3 to the pair α′ and v∗
(with Adv∗α′ = β). (Actually the argument will be essentially the same; but we retain
the previous lemma because then the proof of Theorem 1.1 below will be written down
explicitly.)
Lemma 3.4. Let α,α′, u, e, f, z be as in Lemma 3.3 above and let βt = Ad(zαt (z∗))αt , vt =
utαt (z)z
∗, T ′,L′ be as above. For any  > 0 and a pseudo-projection P ∈ A ⊗ K there
exist pseudo-projections E,F ∈ D(δβ) and a unitary Z ∈ U(A⊗K + 1) such that
eE = e, EF = E, ∥∥δβ(E)∥∥< , ‖Z − 1‖ < ,
‖PE − P ‖ < , eZ = e, FZ ∈ D(L′).
Moreover, E, F , and Z − 1 can be chosen from A⊗Mn for some n.
Proof. We may suppose that P, e ∈ A⊗ e11, as in the proof of the previous lemma. By do-
ing so the new (eij ) generates a C∗-subalgebra of the original K on which α′ acts trivially.
We choose four functions ϕ1, ϕ2,ψ,χ ∈ C∞c (R) such that 0  ϕ1  ϕ2  ψ  1,
ϕi(0) = 0 = ψ(0), χ(0) = 0, ϕi(1) = 1 = ψ(1), ϕ1ϕ2 = ϕ1, ϕ2ψ = ϕ2, and ψ(t) = tχ(t)2.
For any 1 > 0 there is a pseudo-projection b ∈ D(δβ) such that ‖xb − x‖ < 1 for
x = P,f 2, δβ(f 2), and ‖δβ(b)‖ < 1.
By 3.2 there is a finite sequence (x1, . . . , xn−1) in D(L′) ∩ A ⊗ e11 such that c =∑
i xix
∗
i is close to b in D(δβ); more precisely ‖b − c‖ < 1 and ‖δβ(c)‖ < 1. Let
C = 2f 2 − f 4 +
n−1∑
i=1
(
1 − f 2)xix∗i (1 − f 2)= 2f 2 − f 4 + (1 − f 2)c(1 − f 2),
which belongs to D(δβ)∩A⊗ e11. We define E = ϕ1(C), F = ϕ2(C), and
y = χ(C)(2 − f 2)1/2f e1,1 +
n−1∑
i=1
χ(C)
(
1 − f 2)xie1,1+i .
If 1 is sufficiently small, then C is close to c and b and we may assume that ‖PE −
P ‖ <  and ‖δβ(E)‖ < . Since ϕ1ϕ2 = ϕ1, we have that EF = E. Since f 2, (2−f 2)1/2 ∈
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y ∈ D(L′). We also have that yy∗ = ψ(C) and so Fyy∗ = F . Since eC = e = Ce and
ef = e, we get that eE = e and ey = e.
Since y ∈ A ⊗ Mn, we may assume that there are pseudo-projection F1,F2 ∈ A ⊗ Mn
such that F1y = y and yF2 = y. (By assuming that there are other ψ1, χ1 ∈ C∞c (R) such
that ψψ1 = ψ and ψ1(t) = tχ1(t)2, etc. we may construct y1 using χ1 just we did y using
χ above and set F1 = y1y∗1 and F2 = y∗1y1.)
Let Y = y + (E1,n − F1)(E1,n − F2) ∈ A⊗Mn and check that
YY ∗ = yy∗ + (E1,n − F1)(E1,n − F2)2(E1,n − F1)E1,n.
Let W =∑ni=1 ei,n+i and define a unitary Z ∈ A⊗K + 1 by
Z = Y + (E1,n − YY ∗)1/2W −W ∗(E1,n − Y ∗Y )1/2 +W ∗Y ∗W + 1 −E1,2n.
Since Y ≡ E1,n mod A ⊗ K , we can check that this is indeed a unitary belonging to
A ⊗ K + 1. Since FYY ∗ = F we get that FZ = FY = Fy ∈ D(L′), which implies that
eZ = ey = e.
Let V ∈ (A ⊗ K + 1) ∩ D(δ′α) be a unitary such that V (1 − E1,2n) = 1 − E1,2n and
‖Z − V ‖ ≈ 0. Let f1 ∈ A ⊗ e11 ∩ D(δ′α) be a pseudo-projection such that ef1 = e and
‖f1f − f1‖ ≈ 0. Since f1y ≈ f1 (as f1C ≈ f1), we get that f1Z ≈ f1 and so f1V ≈ f1.
Then V1 = 2f1 − f 21 + (1 − f1)V (1 − f1) is close to V and satisfies that V1 ∈ D(δ′α) and
V1e = e = eV1. Thus by the polar decomposition of V1 we get a unitary V2 ∈ (A⊗K+1)∩
D(δ′α) such that Z ≈ V2, V2(1 − E1,2n) = 1 − E1,2n, and eV2 = e. Note that FZV ∗2 ∈
D(L′) and eZV ∗2 = eV ∗2 = e. We take ZV ∗2 for Z, completing the proof. 
Proof of Theorem 1.1. By using e ∈ D(L′) above, we know that v∗t α′t (e) = βt (e)v∗t is
differentiable in t . We define
x = lim
t→0
1
t
(
vtβt (e)− e
)= L′(e)∗.
We choose a pseudo-projection P such that Px ≈ x. We then choose E and Z as in
the previous lemma. Note that xE ≈ xPE ≈ xP ≈ x and that T ′t (EZ) = v∗t α′t (EZ) =
βt (EZ)v
∗
t , which is differentiable in t . Since E ∈ D(δβ), the following limits exists:
y = lim
t→0
1
t
(
EZvtβt
(
Z∗
)
E −E2)
= lim
t→0
1
t
EZ
(
vtβt
(
Z∗E
)−Z∗E)+ lim
t→0
1
t
EZvtβt
(
Z∗
)(
E − βt (E)
)
= EZL′(EZ)∗ −Eδβ(E).
We assert that y∗ = −y. Since v∗t = βt (v−t ), we have that
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t→0 t
−1(Eβt(Z)v∗t Z∗E −E2)
= lim
t→0 t
−1(Eβt(Zv−t β−t(Z∗))E −E2)
= lim
t→0 t
−1(β−t (E)Zv−t β−t(Z∗)β−t (E)− β−t(E2)).
The last limit is equal to −δβ(E)E −Eδβ(E)− y + δβ(E2) = −y.
Since eE = e and eZ = e, we have that
ey = lim
t→0 t
−1(evtβt(Z∗)E − e)
= lim
t→0 t
−1(e − vtβt (e)v∗t )vtβt(Z∗)E + lim
t→0 t
−1(vtβt (e)E − e)
= −δ′α(e)Z∗E + xE,
which is close to x (as ‖δ′α(e)‖ ≈ 0 and xE ≈ x).
We define a β-cocycle w in A⊗K + C1 by
dwt
dt
= wtβt (y).
Let G(t) = vtβt (e)w∗t . Since (d/dt)vtβt (e) = vtβt (x), we get that
dG(t)
dt
= vt
(
βt (x)− βt (ey)
)
w∗t ,
which implies that ‖G(t)−G(0)‖ |t |‖x − ey‖. Since G(0) = e, we get that
∥∥vtβt (e)− ewt∥∥ |t |‖x − ey‖.
Since vtβt (e) = α′t (e)vt = α′t (e)utαt (z)z∗ and ‖α′t (e)− e‖ |t |‖δ′α(e)‖, we get that
∥∥e(ut −wtzαt(z∗))∥∥ |t |,
where  = ‖δ′α(e)‖ + ‖x − ey‖, which can be made arbitrarily small. Note that t →
wtzαt (z
∗) is an α-cocycle in A⊗K + C1.
This shows that for any α-cocycle u in M(A), any pseudo-projection p ∈ A ⊗ K , and
 > 0, there is an α ⊗ id-cocycle v in A⊗K such that
∥∥p(ut ⊗ 1 − vt )∥∥< , t ∈ [−1,1].
Let E ∈ K be a minimal projection. Since 1⊗E ∈ M(A⊗K), (αt ⊗ id)(1⊗E) = 1⊗E,
and Ad(ut ⊗ 1)αt ⊗ id(1 ⊗E) = 1 ⊗E, we can apply Lemma 2.7 to conclude that the α-
cocycle u can be approximated by α-cocycles in A in the strict topology. 
Before going to the proof of Corollary 1.3, we give:
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α be a flow on A and let u be an α-cocycle in M(A). Then there are unitaries y,Y ∈ A⊗
K + 1, sequences (en) and (En) of pseudo-projections in A ⊗ K satisfying the following
conditions: let βt = Ad(yαt (y∗))αt and wt = Yutαt (Y ∗)αt (y)y∗, and γt = Adwtβt =
Ad(Yutαt (Y ∗))αt . Let Tt (x) = wtβt (x) on A⊗K and let L be the generator of T . Then all
en,En belong to D(δβ)∩D(δγ )∩D(L) and satisfy that ‖δγ (en)‖ → 0 and ‖δβ(En)‖ → 0.
Proof. We apply the previous lemma inductively. First, by Lemma 3.3, we construct e1, z1
based on β(0) = α, w(1)t = ut , and γ (1) = Adw(1)β(0) such that e1 ∈ D(δ(1)γ ), δ(1)γ (e1) ≈ 0,
z1 ≈ 1, and e1z1 ∈ D( ddt w(1)t β(0)t ), where δ(1)γ is the generator of the flow γ (1) and the
last condition means that t → w(1)t β(0)t (e1z1) is differentiable. Second, by Lemma 3.4, we
construct E1,Z1 based on γ (1), (v(1)t )∗ = (w(1)t β(0)t (z1)z∗1)∗, and β(1) = Ad(v(1))∗γ (1) =
Ad(z1αt (z∗1))α such that e1E1 = e1, e1Z1 = e1, E1 ∈ D(δ(1)β ), δ(1)β (E1) ≈ 0, Z1 ≈ 1, and
E1Z1 ∈ D( ddt (v(1)t )∗γ (1)t ). Next, by the same lemma, we construct e2, z2 based on β(1),
w
(2)
t = Z1v(1)t β(1)t (Z∗1), and γ (2) = Adw(2)β(1) such that E1e2 = E1, E1z2 = E1, e2 ∈
D(δ
(2)
γ ), δ
(2)
γ (e2) ≈ 0, z2 ≈ 1, and e2z2 ∈ D( ddt w(2)t β(1)t ). Here we want to make clear the
following point in the proof Lemma 3.4. When we construct a suitable element in D(L(1)),
which will be used to define z2, from a bunch of elements in D(L(1)), we use a family of
matrix units in K , which should be in D(δ(1)β ), where L(1) is the generator of t → w(2)t β(1)t .
This argument is based on the given E1,Z1 and e1, z1. We have supposed that E1,Z1 − 1
and e1, z1 − 1 all belong to A ⊗ Mn for some n and identified Mn ⊗ K with K . Let us
denote by K1 the image of C ⊗K in K . Thus what we use is a generating family of matrix
units (e(1)ij ) in K1 such that E1,Z1 − 1, e1, z1 − 1 ∈ e(1)11 (A ⊗ K)e(1)11 . Since K1 need not
be contained in D(δ(1)β ), we actually use Ad z1(e
(1)
ij ), to define y there, on which β(1) acts
trivially (as α acts trivially on K1). Since Ad z1(e(1)ii ) = e(1)ii , this causes no problem. (In
this explanation we omitted a companion pseudo-projection, denoted by using letter f
or F , for each of e1,E1, e2, . . . , which plays an important role in the proof but does not
show up in the outcome.)
Repeating this way we obtain sequences (en) and (En) of pseudo-projections in A⊗K
and sequences (zn) and (Zn) in U(A⊗K + 1) as follows:
We define p to be a strictly positive element of A⊗K and
β
(0)
t = αt , w(1)t = ut , β(n)t = Ad
(
znβ
(n−1)
t
(
z∗n
))
β
(n−1)
t ,
v
(n)
t = w(n)t β(n−1)t (zn)z∗n, w(n)t = Zn−1v(n−1)t β(n−1)t (Zn−1)∗, n 2,
γ
(n)
t = Adw(n)t β(n−1)t ,
for n  1 if unspecified, where t → v(n)t and t → w(n+1)t are β(n)-cocycles as shown by
the implications
w(n): β(n−1)-cocycle ⇒ v(n): β(n)-cocycle ⇒ w(n+1): β(n)-cocycle.
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‖pen − p‖ < 1/n, enEn = en, Enen+1 = En,
en ∈ D
(
δ(n)γ
)∩D(δ(n)β ), En ∈ D(δ(n)β )∩D(δ(n+1)γ ),
enZn = en, Enzn+1 = En,
enzn ∈ D
(
d
dt
w
(n)
t β
(n−1)
t
)
, EnZn ∈ D
(
d
dt
(
v
(n)
t
)∗
γ
(n)
t
)
,
∥∥δ(n)γ (en)∥∥< 1/n, ∥∥δ(n)β (En)∥∥< 1/n,
‖zn − 1‖ < 2−n, ‖Zn − 1‖ < 2−n.
Let yn = znzn−1 . . . z1 and Yn = ZnZn−1 . . .Z1. Then, by the last two conditions above,
(yn) converges, say to y ∈ U(A ⊗K + 1), and (Yn) converges, say to Y ∈ U(A ⊗K + 1).
Moreover, we have the following:
enY = enYn−1, Eny = Enyn,
β
(n)
t = Ad
(
ynαt
(
y∗n
))
αt , γ
(n)
t = Ad
(
Yn−1utαt
(
Y ∗n−1
))
αt ,
w
(n)
t = Yn−1utαt
(
Y ∗n−1
)
αt (yn−1)y∗n−1, v
(n)
t = Yn−1utαt
(
Y ∗n−1
)
αt (yn)y
∗
n.
The first two equalities are obvious. The third equality follows from β(n)t = Ad zn ◦
β
(n−1)
t ◦ Ad z∗n. The fourth equality is obtained by computing:
γ
(n)
t = AdZ∗n−1 ◦ Adv(n−1)t β(n−1)t ◦ AdZ∗n−1
and
Adv(n−1)t β
(n−1)
t = Adw(n−1)t ◦ Ad
(
β
(n−2)
t (zn−1)z∗n−1
)
β
(n−1)
t
= Adw(n−1)t Adβ(n−2)t = γ (n−1)t
from which we get that
γ
(n)
t = AdZn−1 ◦ γ (n−1)t ◦ AdZ∗n−1.
The other equalities are obtained by induction: w(1)t = ut ,
w
(n)
t = Zn−1γ (n−1)t
(
Z∗n−1
)
v
(n−1)
t = Yn−1utαt
(
Y ∗n−1
) · αt (Yn−2)u∗t Y ∗n−2v(n−1)t , and
v
(n)
t = w(n)t yn−1αt
(
y∗n−1
) · αt (yn)y∗n.
We define
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(
yαt
(
y∗
))
αt , γt = Ad
(
Yutαt
(
Y ∗
))
αt , wt = Yutαt
(
Y ∗
)
αt (y)y
∗,
where t → wt is a β-cocycle and satisfies that γt = Adwtβt . We also define T by Tt (x) =
wtβt (x), x ∈ A⊗K and L to be the generator of T as in the statement.
We assert that all en,En belong to D(δβ)∩D(δγ )∩D(L) and that ‖δγ (en)‖ < 1/n and
‖δβ(En)‖ < 1/n.
By computation we have that
wtβt (en) = Yutαt
(
Y ∗
)
αt (en)αt (y)y
∗ = Yutαt
(
Y ∗n−1enyn
)
y∗,
where we have used that Y ∗eny = Y ∗enEny = Y ∗n−1enyn, and that
w
(n)
t β
(n−1)
t (enzn) = Yn−1utαt
(
Y ∗n−1
)
αt (enzn)αt (yn−1)y∗n−1 = Yn−1utαt
(
Y ∗n−1enyn
)
y∗n−1.
Hence we get that en ∈ D(L). Since γt (en) = wtβt (en)w∗t = Yutαt (Y ∗n−1enYn−1)u∗t Y ∗
and γ (n)t (en) = Yn−1utαt (Y ∗n−1enYn−1)u∗t Y ∗n−1, we get that en ∈ D(δγ ) and ‖δ(n)γ (en)‖ =
‖δγ (en)‖. Similarly we have that βt (en) = yαt (y∗nenyn)y∗ and β(n)t (en) = ynαt (y∗neny∗n)y∗n ,
which implies that en ∈ D(δβ).
For En we have that
wtβt (En) = Yutαt
(
Y ∗
)
αt (En)αt (y)y
∗ = Yutαt
(
Y ∗n Enyn
)
y∗
and
(
v
(n)
t
)∗
γ
(n)
t (EnZn) = ynαt
(
y∗nEnYn
)
u∗t Yn−1,
we get that En ∈ D(L). Since βt (En) = yαt (y∗Eny)y∗ = yαt (y∗nEnyn)y∗ and β(n)t (En) =
ynαt (y
∗
nEnyn)y
∗
n , we get that En ∈ D(δβ) and ‖δβ(En)‖ = ‖δ(n)β (En)‖. Similarly we have
that γt (En) = Yutαt (Y ∗n EnYn)u∗t Y ∗ and γ (n+1)t (En) = Ynutαt (Y ∗n EnYn)u∗t Y ∗n , which im-
plies that En ∈ D(γ ). This concludes the proof. 
Proof of Corollary 1.3. We define
an = lim
t→0 t
−1(wtβt (en)− en)= lim
t→0 t
−1(Yutαt(Y ∗eny)y∗ − en)
as an element of A⊗K . We also define
bn = lim
t→0 t
−1En(wt − 1)En = lim
t→0 t
−1(EnYutαt(Y ∗y)y∗En −E2n),
where the limit exists because both t → wtβt (En) and t → βt (En) are differentiable. We
can also conclude that b∗n = −bn. If m n, we compute
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t→0 t
−1(enYutαt(Y ∗)αt (y)y∗Em − en)
= −δγ (en)Em + lim
t→0 t
−1(Yutαt(Y ∗eny)y∗ − en)Em,
where we have used that γt (en)Yutαt (Y ∗) = Yuuαt (Y ∗en). Thus we get that for m n,
enbm = anEm − δγ (en)Em,
which implies that lim supm ‖enbm − an‖ ‖δγ (en)‖.
We define a continuous map h : [0,∞) → (A⊗K)sa as follows. For t ∈ [n− 1, n], let
−ih(t) = (n− t)bn−1 + (t − n+ 1)bn,
with b0 = 0. Then, just as in the proof of Theorem 1.1, we can conclude that
∥∥wtβt (en)− enw(h(s))t ∥∥ ∥∥enh(s)− an∥∥|t |,
where w(h(s))t is the β-cocycle determined by (d/dt)w
(h(s))
t = w(h(s))t βt (ih(s)). Thus we
get that ‖en(wt − w(h(s))t )‖  n(s)|t | with n(s) = ‖enh(s) − an‖ + ‖δγ (en)‖. Since
limn lim sups n(s) = 0 and (en) forms an approximate identity for A ⊗ K , we can con-
clude that for a strictly positive element p of A ⊗ K , maxt∈[−1,1] ‖p(wt − w(h(s))t )‖ → 0
as s → ∞. Let z(s)t = Y ∗w(h(s))t yαt (y∗)αt (Y ), which is an α-cocycle in A ⊗ K and satis-
fies that maxt∈[−1,1] ‖p(ut ⊗ 1 − z(s)t )‖ → 0 as s → ∞. Then Lemma 2.9 implies that the
α-cocycle u (in M(A)) can be approximated by α-cocycles in A asymptotically. 
4. Invariant hereditary C∗-subalgebras
We will prove Corollary 1.4 in this section. We note that Theorem 1.1 implies:
Lemma 4.1. Any cocycle perturbation of an approximately inner flow is approximately
inner.
The main part is to show:
Theorem 4.2. Let A be a C∗-algebra and α a flow on A. Let B be a full α-invariant heredi-
tary C∗-subalgebra of A. Then α is approximately inner if and only if α|B is approximately
inner.
Proof. We follow the proof of [4, Theorem 2.8] and then apply Theorem 1.1.
We equip the C∗-algebra A ⊗ M2 with the flow α = α ⊗ id. Let C be the hereditary
C∗-subalgebra of A⊗M2 generated by A⊗ e11 and B ⊗ e22, which is α-invariant.
We will write e1 = 1 ⊗ e11 ∈ M(C) and e2 = 1 ⊗ e22 ∈ M(C) and denote α by α.
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v∗v = e1 ⊗ 1 and vv∗ = e2 ⊗ 1. Hence we can define an isomorphism Φ of A ⊗ K onto
B ⊗ K by Φ(x) = vxv∗, where A ⊗ K and B ⊗ K are regarded as corners of C ⊗ K .
Then it follows that Φ(αt (x)) = Adutαt (Φ(x)), x ∈ A ⊗ K , where ut = vαt (v∗), which
is a cocycle in the multiplier algebra M(B ⊗ K). Hence, by Corollary 1.3, α|A ⊗ K is
approximately inner if and only if α|B ⊗ K is approximately inner. Thus, by Lemma 2.1,
this completes the proof in the separable case.
In general, for any finite subset F of A, we can find an α-invariant separable C∗-
subalgebra A0 of A such that A0 ⊃F and B0 = B ∩A0 is a full hereditary C∗-subalgebra
of A0. Furthermore, we can suppose that α|A0 is approximately inner if α is approximately
inner, and that α|B ∩A0 is approximately inner if α|B is approximately inner.
To see this suppose that α is approximately inner. Let A1 be the C∗-subalgebra gen-
erated by αt (x), x ∈ F , t ∈ R, which is separable and α-invariant. Let (xn) be a dense
sequence in {x ∈ A1 | 0 x  1}; for each xn we choose a finite sequence (y(n)1 , . . . , y(n)kn )
in AB such that ‖xn − ∑i y(n)i (y(n)i )∗‖ < 1/n and let A2 be the C∗-subalgebra gener-
ated by A1 and all y(n)i . Then it follows that A2 is separable and the closed linear span
of A2B2A2 contains A1, where B2 = B ∩ A2 is a hereditary C∗-subalgebra of A2. Let
(hn) be a sequence in Asa such that αt (x) = limn→∞ Ad eithn(x), x ∈ A2. Let A3 be the
C∗-subalgebra generated by A2 and all hn. Let A4 be the C∗-subalgebra generated by
αt (A3), x ∈ R, which is separable and α-invariant. Then regarding A4 as A1 we repeat this
process; the closure of the union of the increasing sequence (An) of C∗-subalgebras of A
so obtained is the desired C∗-subalgebra A0. Then by the previous argument we get that
α|B ∩A0 is approximately inner, or in particular, for any  > 0 there is an h = h∗ ∈ B ∩A0
such that ‖αt (x) − Ad eiht (x)‖ < , x ∈ B ∩ F , t ∈ [−1,1]. Since B ∩ F is an arbitrary
subset of B , this implies that α|B is approximately inner. The other case can be treated
similarly. 
Proof of Corollary 1.4. In the case the hereditary C∗-subalgebra B is full this is shown
in the above theorem.
In the case B is not full, let I be the ideal generated by B . Then if α is approximately
inner, then the restriction α|I is approximately inner (this is easy; see [11]). Since B is a
full hereditary C∗-subalgebra of I , we can apply the above theorem to conclude that α|B
is approximately inner in this case. To get the statement with asymptotic innerness, we just
apply Corollary 1.3 and Lemma 2.8. 
5. AF flows
Let A be an AF algebra. We call a flow α on A an AF flow if there is an increasing
sequence (An) of finite-dimensional C∗-subalgebras of A such that αt (An) = An for all
t ∈ R and n ∈ N and A is the closure of ⋃n An. We assume that A has no unit and let
u be an α-cocycle in M(A) and α′t = Adutαt . Our purpose is to prove that a cocycle
perturbation of an AF flow is approximately AF (see [10]).
We first note the following simple lemma.
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and let u be an α-cocycle in M(A). Let α′ = Aduα. Then there is an approximate identity
(en) consisting of pseudo-projections of A such that en ∈ D(δ′α), enen+1 = en, ‖δ′α(en)‖ <
1/n, and maxt∈[−1,1] ‖αt (en)− en‖ < 1/n.
Proof. We define a flow γ on A ⊗ M2 by γt (x ⊗ e12) = αt (x)u∗t ⊗ e12, x ∈ A. Then
we find a sequence (En) in A ⊗ M2 such that 0  En  1, ‖xEn − x‖ → 0 for x ∈ A,
‖[1⊗eij ,En]‖ → 0, En ∈ D(δγ ), and ‖δγ (En)‖ → 0. We write En =∑ij (En)ij ⊗eij and
let en = (En)22. Then 0 en  1, ‖xen − x‖ → 0 for x ∈ A, en ∈ D(δ′α), ‖δ′α(en)‖ → 0,
and maxt∈[−1,1] ‖αt (en) − en‖ → 0 (as ‖(En)11 − (En)22‖ → 0). We have to modify (en)
to make it satisfy enen+1 = en.
Let ϕ,ψ ∈ C∞c (R) be such that 0 ϕ ψ  1, ϕ(0) = 0 = ψ(0) and ϕ(1) = 1 = ψ(1).
We denote the above (en) by (pn). We define e1 = ϕ(pn) and f1 = ψ(pn) for a large
n so that ‖δ′α(e1)‖ < 1 and maxt∈[−1,1] ‖αt (e1) − e1‖ < 1. Let x1n = 2f1 − f 21 + (1 −
f1)pn(1 − f1), which satisfies that e1x1n = e1 and is close to pn (as elements of D(δ′α))
for large n. We choose n so large that ‖δ′α(e2)‖ < 1/2 and maxt∈[−1,1] ‖αt (e2)− e2‖ < 1/2
follow for e2 = ϕ(x1n). Note that e1e2 = e1. Next we set f2 = ψ(x1n) and x2n = 2f2 −
f 22 + (1 − f2)pn(1 − f2), and we repeat this process. 
Lemma 5.2. Let α be an AF flow on an AF algebra A and let u,α′ = Aduα, etc. be as
given before Lemma 5.1. Let F be a finite subset of the unit ball of A and  > 0. Then there
is a finite-dimensional C∗-subalgebra B of A and an α′-cocycle w in A such that each
x ∈F has x′ ∈ B with ‖x − x′‖ < , ‖wt − 1‖ < , t ∈ [−1,1], and Adwtα′t (B) = B .
Proof. For any small 1 > 0 we choose pseudo-projections p,q ∈ A such that ‖xp −
x‖ < 1 for x ∈ F , pq = p, ‖αt (q) − q‖ < 1, t ∈ [−1,1], q ∈ D(δ′α), and ‖δ′α(q)‖ < 1
(by applying the previous lemma). Then, by Theorem 1.1, we choose H ∈ Asa such that
‖(ut − u(H)t )q‖ < 1, t ∈ [−1,1], which entails that
∥∥(ut − u(H)t )αt (q)∥∥< 31.
Then it follows that ‖utαt (q)u∗t − u(H)t αt (q)(u(H)t )∗‖ < 61, t ∈ [−1,1]. Thus we get that
‖q − α(H)t (q)‖ < 71, t ∈ [−1,1]. Note that then, by taking q ′ = α(H)ϕ (q) ≈ q with an
appropriate ϕ ∈ C∞c (R), we get that (δα + ad iH)(q ′) ≈ 0. Then, for any 2 ∈ (0,1/2), by
Theorem 3.6 of [1] for a sufficiently small 1, we get q1 ∈ D(δα) and b ∈ Asa such that
‖q − q1‖ < 2, ‖b‖ < 2,
(
δα + ad(iH + ib)
)
(q1) = 0,
and the spectrum of q1 is finite. Let e be the spectral projection of q1 corresponding to
[1/2,3/2]. Since ‖pq1 −p‖ < 2 + 1, we may suppose, for any  > 0, that ‖pe−p‖ < .
(For ϕ ∈ C∞c with 0  ϕ  1, supp(ϕ) ⊂ [1/2,3/2], and ϕ(1) = 1, we could assume
that ‖pϕ(q1) − p‖ < , which implies that ‖p(1 − e)‖  ‖p(1 − ϕ(q1))‖ < .) Since
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‖(ut − u(H)t )αt (e)‖ < 61 + 42, which we may suppose is smaller than :
∥∥(ut − u(H)t )αt (e)∥∥< , t ∈ [−1,1].
Since ‖pe − p‖ <  and ‖x(1 − p)‖ < 1, x ∈F , it follows that ‖xe − x‖ < 1 +  < 2,
x ∈ F . Since (δα + Ad(iH + ib))(e) = 0, the restriction α(H+b)|eAe is approximately
AF, or a small inner perturbation of an AF flow. Thus we get a unital finite-dimensional
C∗-subalgebra B of eAe and b′ ∈ (eAe)sa such that α(H+b+b′)t (B) = B , ‖b′‖ < , and
each x ∈ F has y ∈ B with ‖exe − y‖ <  (which implies that ‖x − y‖ < 5). Since
‖(ut − u(H+b+b′)t )αt (e)‖ <  + ‖b + b′‖ <  + 2 +  < 3 for t ∈ [−1,1], we get that
∥∥α′t (e)− e∥∥< 6.
Hence there is an α′-cocycle v in A + 1 such that maxt∈[−1,1] ‖vt − 1‖ ≈ 0 depending on
 and Advtα′t (e) = e. Then we set
wt =
(
u
(H+b+b′)
t u
∗
t v
∗
t e + 1 − e
)
vt ,
which is an α′-cocycle in A. Since ‖u(H+b+b′)t u∗t v∗t e − e‖ = ‖e(vtut − u(H+b+b
′)
t )‖ =
‖(vtut − u(H+b+b′))αt (e)‖, we get that ‖wt − 1‖ ≈ 0 for t ∈ [−1,1]. Since Adwtα′t (B) =
Adu(H+b+b
′)
t αt (B) = B , this completes the proof. 
Corollary 1.5 follows from:
Theorem 5.3. Let α be a flow on a (non-unital) AF algebra. Then the following conditions
are equivalent:
(1) There is an α-cocycle u in M(A) such that Aduα is an AF flow.
(2) For any  > 0 there is an α-cocycle in A such that Aduα is an AF flow and
‖ut − 1‖ < , t ∈ [−1,1].
(3) α is an approximate AF flow, i.e., there is an increasing sequence (An) of finite-
dimensional C∗-subalgebras of A such that ⋃n An is dense in A and
lim
n→∞ maxt∈[−1,1]
dist
(
αt (An),An
)= 0.
Proof. The equivalence of the last two conditions is shown in [10] (see Remark 1.4 there).
The first condition is apparently weaker than the second. A repeated application of the
above lemma shows the converse implication. 
We shall prove Corollary 1.6. Specifically we state:
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hereditary C∗-subalgebra of A. Then α is an approximate AF flow if and only if α|B is an
approximate AF flow.
Proof. Just as in the proof of Theorem 4.2, we have an isomorphism Φ of A ⊗ K onto
B ⊗K and a α ⊗ id|B ⊗K-cocycle u in M(A⊗K) such that Φ(α ⊗ id(x)) = Adut (αt ⊗
id)(Φ(x)), x ∈ A⊗K . Thus, by the previous theorem, α⊗ id|A⊗K is approximately AF
if and only if α ⊗ id|B ⊗K . It is easy to see that α ⊗ id|A⊗K is approximately AF if and
only if α|A is approximately AF. This concludes the proof. 
To prove the rest of Corollary 1.6, let B be an α-invariant hereditary C∗-subalgebra
of A and let I be the ideal generated by B . We have to show that if α is approximately
AF, then α|I is approximately AF, which implies, by the previous theorem, that α|B is
approximately AF. If α is an approximately AF, then there is an h ∈ Asa such that α(h) is
an AF flow, i.e., there is an increasing sequence (An) of α(h)-invariant finite-dimensional
C∗-subalgebras of A with dense union. Then, since I is the closure
⋃
n(I ∩An), we have
that α(h)|I is an AF flow. Hence α|I is an approximate AF flow by Theorem 5.3.
References
[1] O. Bratteli, A. Kishimoto, AF flows and continuous symmetries, Rev. Math. Phys. 13 (2001) 1505–1528.
[2] O. Bratteli, D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics, I, Springer, 1979.
[3] O. Bratteli, D.W. Robinson, Operator Algebras and Quantum Statistical Mechanics, II, Springer, 1981.
[4] L.G. Brown, Stable isomorphism of hereditary subalgebras of C∗-algebras, Pacific J. Math. 71 (1977) 335–
348.
[5] L.G. Brown, G.A. Elliott, Universally weakly inner one-parameter automorphism groups of separable C∗-
algebras, II, Math. Scand. 57 (1985) 281–288.
[6] E. Christensen, Near inclusions of C∗-algebras, Acta Math. 144 (1980) 249–265.
[7] A. Kishimoto, Universally weakly inner one-parameter automorphism groups of C∗-algebras, Yokohama
Math. J. 30 (1982) 141–149.
[8] A. Kishimoto, Examples of one-parameter automorphism groups of UHF algebras, Comm. Math. Phys. 216
(2001) 395–408.
[9] A. Kishimoto, Approximately inner flows on separable C∗-algebras, Rev. Math. Phys. 14 (2002) 649–673.
[10] A. Kishimoto, Approximate AF flows, J. Evol. Equ. 5 (2005) 153–184.
[11] A. Kishimoto, Lifting of an asymptotically inner flow for a separable C∗-algebra, preprint.
[12] G.K. Pedersen, C∗-Algebras and Their Automorphism Groups, Academic Press, 1979.
[13] S. Sakai, Operator Algebras in Dynamical Systems, Cambridge Univ. Press, 1991.
