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a b s t r a c t
The implicit finite difference scheme with the shifted Grüwald formula for discretizing the
fractional diffusion equations (FDEs) often results in the ill-conditioned non-Hermitian
Toeplitz systems. In the present paper, we consider to solve such Toeplitz systems by
exploiting the preconditioned GMRES method. A k-step polynomial preconditioner is de-
signed based on the circulant and skew-circulant splitting (CSCS) iteration method pro-
posed by Ng (2003). Theoretical and experimental results involving numerical solutions
of FDEs demonstrate that the proposed k-step preconditioner is efficient to accelerate the
GMRES solver for non-Hermitian Toeplitz systems.
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we are interested in the iterative solvers for non-Hermitian Toeplitz systems arising in the numerical
solutions of FDEs via finite difference method; see [1,2] and references therein. We also denote the Toeplitz system as the
following form of matrices product
Au = f , A ∈ Cn×n nonsingular, and u, f ∈ Cn, (1)
where A is said to be Toeplitz if A = [Aij]ni,j=1 = [ai−j], i ≥ j, i.e., A is constant along its diagonals; see [3,4]. Toeplitz systems
also come from a variety of other applications in mathematics and engineering, see for instance the references in [3,4].
These applications have motivated both mathematicians and engineers to develop specific algorithms catering to solving
Toeplitz systems. As we know, the Krylov subspace methods require in each iteration step only products of A with vector
and since A is Toeplitz these products can be computed inO(n log n) operations via using the fast Fourier transforms (FFTs).
However, in order to reduce the number of iterations, iterative method must be chosen with suitable preconditioning in
general. The construction of ‘‘efficient’’ preconditioners is the purpose of this paper. Although there exists a rich literature on
Hermitian Toeplitz systems (see [3,4] and the references therein), only a few papers consider the non-Hermitian case [5–13].
For Hermitian positive definite Toeplitz matrices, the spectra of the circulant preconditioned Toeplitz matrices are shown
to be clustered. It is clear how this affects the convergence of the PCG method. However, for the non-Hermitian case, it is
not clear how the clustered eigenvalues affect the convergence of the Krylov subspace methods [3, pp. 74–79]. So searching
the efficient preconditioners for non-Hermitian Toeplitz systems is still a promising topic.
✩ This research is supported by 973 Program (2013CB329404), NSFC (61370147, 61170311, 61170309 and 11301057) and the Fundamental Research
Funds for Central Universities.∗ Corresponding author.
E-mail addresses: guxianming@live.cn, x.m.gu@rug.nl (X.-M. Gu), tingzhuhuang@126.com (T.-Z. Huang).
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The polynomial preconditioner is a kind of popular and interesting preconditioner inwhich themain issue is that efficient
splitting of the coefficient matrix A is required and a suitable splitting iteration method needs to be used; see, for instance,
[14–18]. Suppose that A = M −N represents a splitting of matrix A andΩ = M−1N , whereM is nonsingular. If the spectral
radius ofΩ , denoted by ρ(Ω), is less than one, i.e., ρ(Ω) < 1, the inverse of A can be written as A−1 = (∞j=0Ω j)M−1. We
take Pk = M(I+Ω+Ω2+· · ·+Ωk−1)−1 as an approximation tomatrix A. Then Pk can be used as a preconditioner for linear
system (1). We refer to such a preconditioner Pk as a polynomial preconditioner for A. The preconditionedmatrix is given by
P−1k A = (I +Ω +Ω2 + · · · +Ωk−1)M−1A = I −Ωk. (2)
In preconditioned Krylov subspace methods, the main computational cost is to solve the generalized residual equation
Pkz = r when Pk is applied as a preconditioner. It follows from (2) that z = (I + Ω + Ω2 + · · · + Ωk−1)M−1r . To ob-
tain the vector z , we perform a k-step iteration as follows:
Mz(j) = Nz(j−1) + r, j = 1, 2, . . . , k. (3)
Thus,
z(m) = Ωkz(0) + (I +Ω +Ω2 + · · · +Ωk−1)M−1r. (4)
If we choose z(0) = 0 in (4), then z(m) = I + Ω + Ω2 + · · · + Ωk−1M−1r = z . A polynomial preconditioner is also
called a k-step polynomial preconditioner, and it can also be derived from the two-stage iteration methods of trivial outer
splittings, refer to [19] for this discussion. Based on the foregoing analysis, the effectiveness of a polynomial preconditioner
depends upon a good splitting of matrix A, so that the iteration procedure (3) can be implemented efficiently. The k-step
multisplitting preconditioners are commonly applied to parallel and vector machines to solve a parallel linear system [17,
18]. In this paper, by utilizing the efficient CSCS iteration method introduced in [20], we propose a CSCS-based polynomial
preconditioner for GMRES method to solve the Toeplitz systems arising in numerical solutions of FDEs.
In Section 2, the CSCS iterationmethod is briefly reviewed. In Section 3, the polynomial preconditioner based on the CSCS
iterationmethod is established and the spectrum of preconditionedmatrix is theoretically analyzed. In Section 4, numerical
experiments involving the numerical solutions of FDEs are reported to show the effectiveness of the proposed method.
Finally, the paper closes with conclusions in Section 5.
2. The CSCS iteration method
Recently, Ng designed in [20] a circulant and skew-circulant splitting (CSCS) iteration method, which is very efficient
for solving the non-Hermitian Toeplitz systems. Based on the fact that the Toeplitz matrix A in (1) naturally possesses




a0 a−1 + an−1 · · · a2−n + a2 a1−n + a1






an−2 + a2 · · · · · · a0 a−1 + an−1






a0 a−1 − an−1 · · · a2−n − a2 a1−n − a1






an−2 − a2 · · · · · · a0 a−1 − an−1
an−1 − a−1 an−2 − a−2 · · · a1 − a1−n a0
 . (6)
Note that C is a circulant matrix and S is a skew-circulant matrix. A circulant matrix can be diagonalized by the discrete
Fourier matrix F and a skew-circulant matrix can also be diagonalized via a discrete Fourier matrix with diagonal scaling,
i.e., Fˆ = FΩ . That is to say, it holds that C = F∗ΛCF and S = Fˆ∗ΛS Fˆ , where F = (F)j,k = 1√n e
2πι
n (j−1)(k−1),Ω = diag(1, e− πιn ,
. . . , e
−(n−1)πι
n ), 1 ≤ j, k ≤ n and ι is the imaginary unit [3, pp. 37–39]. ΛC and ΛS are diagonal matrices formed by the
eigenvalues of C and S, respectively, which can be obtained in O(n log n) operations by using the FFTs. Furthermore, the
CSCS iteration method can be algorithmically described as follows:
Let u(0) ∈ Cn be an arbitrary initial guess. For j = 0, 1, 2, . . . until the sequence of iterates {u(j)}∞j=0 ⊂ Cn converges,
compute the next iterate u(j+1) according to the following procedure:
(αI + C)u(j+ 12 ) = (αI − S)u(j) + f ,
(αI + S)u(j+1) = (αI − C)u(j+ 12 ) + f ,
where α is a given positive constant and I represents the identity matrix.
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After straightforward derivations we can reformulate the CSCS iteration scheme as follows,
u(j+1) =M(α)u(j) + G(α)f , j = 0, 1, 2, . . . , (7)
where
M(α) = (αI + S)−1(αI − C)(αI + C)−1(αI − S) and G(α) = 2α(αI + S)−1(αI + C)−1. (8)
Note thatM(α) is the iteration matrix of the CSCS iteration method. In fact, (7) can also derived from the following splitting
A = M(α)− N(α) (9)
of the coefficient matrix A, where
M(α) = 1
2α
(αI + C)(αI + S) and N(α) = 1
2α
(αI − C)(αI − S). (10)
Concerning the convergence of CSCS iteration method, we have the following theorem established in [20].
Theorem 2.1. Let C and S be the circulant and skew-circulantmatrices given in (5) and (6), andα be a positive constant. If C and S
are positive definite, then the spectral radiusρ(M(α)) of the CSCS iterationmatrixM(α) = (αI+S)−1(αI−C)(αI+S)−1(αI−S)










where λ(C) denotes the spectrum of the matrix C. Therefore, it holds that
ρ(M(α)) ≤ σ(α) < 1 for all α > 0, (12)
i.e., the CSCS iteration converges to the unique solution x∗ ∈ Cn of the system (1) for any initial guess.
Theorem 2.1 implies that the CSCS iteration method is convergent for any positive parameter α. However, the optimal
value α∗ of α is difficult to determine, see [20] and references therein.
3. CSCS-based polynomial preconditioner
Inspired by the pioneer work of [19], we consider to solve the Toeplitz system (1) using Krylov subspace methods such
as GMRESwith a polynomial preconditioner. The proposed polynomial preconditioner is built by utilizing the CSCS splitting
in (9), that is, the splitting of A = M(α)− N(α) of the coefficient matrix A, with the same definitions ofM(α) and N(α) as
Eqs. (10). Thus,
Ω(α) = M−1(α)N(α) =M(α) (13)
andΩ(α)k =M(α)k = [(αI + S)−1(αI − C)(αI + C)−1(αI − S)]k. Take
Pk(α) = M(α)(I +Ω(α)+Ω(α)2 + · · · +Ω(α)k−1)−1. (14)
Then Pk(α) is the induced k-step CSCS preconditioningmatrix, concisely denoted as the CSCS(k) preconditioner. In particular,
we denote the CSCS(k) preconditioned GMRES method by CSCS(k)-GMRES. The proposed CSCS(k)-preconditioned matrix is
(Pk(α))−1A = I−Ω(α)k. Based on the fact that the spectral radius ofΩ(α) is less than one, as shown in Theorem 2.1, the fol-
lowing conclusion,which describes the spectral distribution of the preconditionedmatrix (Pk(α))−1A, can be easily obtained.
Proposition 3.1. Let Ω(α) be the matrix defined in (13) and denoted by ρ(Ω(α)) its spectral radius. Then
(1) ρ(Ω(α)) ≤ σ(α) < 1, where σ(α) is defined in (11);
(2) The eigenvalues of (Pk(α))−1A are located in a circle centered at (1, 0) with radius ρ(Ω(α)k).
Remark 1. Proposition 3.1 implies that a larger positive integer k in the CSCS(k) preconditioner could lead to a smaller
radius of the spectral distribution circle such that the eigenvalues of the CSCS(k)-preconditioned matrix Pk(α)−1A are clus-
tered tightly around 1. However, a larger value of k undoubtedly results in a high computational cost of the CSCS(k)-GMRES
method. Hence, the determination of an appropriate positive integer k is the key issue for improving computational effi-
ciency. However, it is difficult to theoretically determine an optimal kwhen solving a linear systemwith the CSCS(k)-GMRES
method. In the numerical examples, we experimentally discover the suitable k for each example by taking both the com-
puting efficiency and computing time into account.
At the end of this section, it is worth specifying that the preconditionedmatrix (Pk(α))−1A does not need to be formed ex-
plicitly since (Pk(α))−1v can be evaluated for any vector v via a series ofmatrix–vector products. FromEqs. (8) and (13)–(14),
we can find that the core of achieving the (Pk(α))−1v is to compute the matrix–vector productΩ(α)v =M(α)v, so we give
the following algorithm.
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Algorithm 1. Calculate the matrix–vector product.w = Ω(α)v =M(α)v
1. Compute the productw1 = (αI − S)v by using the FFTs;
2. Let (αI + C)−1w1 = w2, i.e., solve the linear systems (αI + C)w2 = w1 via the FFTs;
3. Compute the productw3 = (αI − C)w2 by using the FFTs;
4. Let (αI + S)−1w3 = w4, i.e., solve the linear systems (αI + S)w4 = w3 via the FFTs;
5. Output the resultw = w4.
Here, it notes that Algorithm 1 can be efficiently implemented by eight FFTs in O(n log n) operations [4,20]. Moreover, in
actual applications of the CSCS(k) preconditioner Pk(α) (see (14)) to the GMRES method, we need to solve the generalized
residual equation Pk(α)z = r in each iteration step, where r is the current residual and z the generalized residual. For sim-
plicity, we take k = 3 and give the following algorithm for solving P3(α)z = r . To compute (P3(α))−1r = z , we rewrite it
as the style of [18]
z = (P3(α))−1r = (I +Ω(α)+Ω(α)2)(M(α))−1r = (I + (I +Ω(α))Ω(α))(M(α))−1r.
Algorithm 2. Solve the sub-linear system P3(α)z = r .
1. Let (M(α))−1r = z1 and solveM(α)z1 = r , i.e., the linear system [ 12α (αI + C)(αI + S)]z1 = r can be solved efficiently
via four FFTs.
2. Compute z2 = Ω(α)z1 via Algorithm 1.
3. Compute z3 = Ω(α)z2 by using Algorithm 1.
4. Output the result z = z1 + z2 + z3.
From Algorithms 1–2, we can conclude that the total computational complexity of the proposed polynomial precondi-
tioned GMRES method is still in O(n log n).
4. Numerical experiments
In this section, two numerical experiments are presented to show the effectiveness of the proposed CSCS(k)-GMRES for
solving the non-Hermitian Toeplitz system (1). All experiments are performed in MATLAB R2011b on Intel(R) Pentium(R)
CPU G640 @ 2.80 GHz and 4.00 GB of RAM, with machine precision 10−16. In our calculations, the stopping criterion in the
GMRES(m) method (m = 20) is ∥rq∥2∥r0∥2 < 10−8, where rq is the residual after qth iteration in the GMRES(m) method and
the zero vector is the initial guess. For convenience, the right-hand side vectors f in two following examples are chosen as
f = Ae such that e = (1, 1, . . . , 1)T are the exact solutions. The optimal parameters α∗ employed in CSCS-based precondi-
tioner have been obtained experimentally. In fact, the experimentally found optimal parameters α∗ are the ones resulting
in the least number of iterations and CPU time elapsed. Here we consider two real nonsymmetric Toeplitz matrices A arising









, x ∈ (0, 2), t ∈ [0, 1],
u(0, t) = u(2, t) = 0, 0 ≤ t ≤ 1,






, xc = 1.2, σ = 0.08.
(15)
Using the implicit Euler scheme to discrete (15), the resulting system can be written as Au := (∆xγ
∆t I + A˜)u = f with A˜ :=
d+Gγ+d−GTγ , where∆xγ ,∆t,Gγ , u and f are similarly defined as those in [1].Meanwhile, Qu et al. had proved that the CSCS
iteration method converges to the exact solution of discretized system arising in fractional advection–diffusion equations
(FADEs) for all initial guesses with α > 0, see [21] for details. It means that the convergence of the CSCS iteration method
for the discretized system of FDEs1 can be analogously proved by using Qu’s method. Therefore, from a theoretical point
of view, the proposed CSCS-based preconditioner and Proposition 3.1 are guaranteed efficiently for handling the resulted
Toeplitz linear systems.
In Tables 1–2, we report the number of iterations (‘‘IT’’) and CPU consuming time in seconds (‘‘Time’’) required for
the convergence of different preconditioned GMRES(m) methods for solving the discretized systems of FDEs (15). In the
tables, I means no preconditioner is used and C, S are the T. Chan preconditioner and Strang preconditioner, which are two
efficient circulant preconditioners designed in [1], respectively. As seen from Tables 1–2, we see that the proposed CSCS-
based preconditioners outperform the preconditioners of T. Chan and Strang considerably in aspects of both the number
of iterations and CPU time needed for solving different resulted systems. Moreover, it also shows that the accelerating
1 Here we specify that Qu et al. exploit the 2-order difference scheme to discrete the FADEs and then the authors prove the convergence of CSCS iteration
method by using the property of 2-order difference scheme, refer to [21]. In this paper, although we use the 1-order difference scheme to discrete the FDEs
and obtain the different property of 1-order difference scheme [1,2], but it is still feasible to prove similarly the convergence of CSCS iteration method by
exploiting Qu’s strategies.
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Table 1
Numerical results of iterative solvers with different preconditioners (d+ = 0.9, d− = 0.1, γ = 1.2).
Preconditioner n = 26 n = 27 n = 28 n = 29 n = 210
M = 32 M = 74 M = 169 M = 388 M = 891
I IT 34 33 32 32 31
Time (s) 0.0168 0.0165 0.0170 0.0176 0.0185
P1 α∗ 0.62 0.60 0.60 0.59 0.60
IT 9 8 8 8 8
Time (s) 0.0085 0.0081 0.0082 0.0089 0.0087
P2 α∗ 0.62 0.60 0.60 0.60 0.61
IT 5 5 5 5 5
Time (s) 0.0074 0.0072 0.0075 0.0080 0.0084
P3 α∗ 0.62 0.62 0.060 0.60 0.60
IT 4 4 3 3 3
Time (s) 0.0068 0.0070 0.0067 0.0072 0.0075
C IT 25 24 24 23 23
Time (s) 0.0150 0.0152 0.0158 0.0154 0.0171
S IT 25 24 24 23 23
Time (s) 0.0152 0.0155 0.0160 0.0156 0.0172
Table 2
Numerical results of iterative solvers with different preconditioners (d+ = 0.8, d− = 0.2, γ = 1.5).
Preconditioner n = 26 n = 27 n = 28 n = 29 n = 210
M = 91 M = 256 M = 724 M = 2048 M = 5793
I IT 28 27 27 26 26
Time (s) 0.0155 0.0162 0.0171 0.0162 0.0176
P1 α∗ 0.70 0.70 0.65 0.65 0.66
IT 8 8 7 7 7
Time (s) 0.0067 0.0074 0.0068 0.0072 0.0078
P2 α∗ 0.62 0.65 0.70 0.70 0.64
IT 5 5 5 4 4
Time (s) 0.0065 0.0068 0.0078 0.0070 0.0071
P3 α∗ 0.65 0.66 0.70 0.65 0.63
IT 4 4 4 3 3
Time (s) 0.0070 0.0073 0.0080 0.0073 0.0074
C IT 14 13 13 13 12
Time (s) 0.0101 0.0104 0.0105 0.0102 0.0122
S IT 13 13 13 13 12
Time (s) 0.0098 0.0103 0.0108 0.0103 0.0121
benefit of the proposed preconditioners can be considerably independent of discretized size. Besides, we also find that the
approximation solutions obtained by the proposed preconditioned GMRES(m) methods will be more accurate than those by
circulant preconditioned methods in the numerical experiments.
For further illustrating the effectiveness of the proposed preconditioners, the spectral distribution of different precon-
ditioned matrices are drawn in Fig. 1. As see from Fig. 1, it has been found that the spectra of the proposed preconditioned
matrices are more clustered than those of circulant preconditioned matrices. Moreover, Proposition 3.1 can be verified by
observing Fig. 1.
5. Conclusion
In this study, a k-step CSCS-based polynomial preconditioner is proposed to accelerate GMRES method for solving the
non-Hermitian Toeplitz systems arising in numerical solutions of FDEs. Theoretical and experimental results showed the
effectiveness of the proposedmethods. In future work, we will focus on finding useful methods for determining the optimal
values of α and k in the proposed method. We remark that if the 2-order difference scheme used in [21] for fractional
derivatives is replaced by the 1-order proposed in this paper, the convergence of the CSCS-based polynomial preconditioners
can be proved similarly. Moreover, since the implementation of FFT can be highly parallelized, the CSCS iteration can be
benefited from parallel computing; the polynomial preconditioners are originally suitable for parallel computations. It
means that the proposed CSCS-based preconditioners can be designed as a parallel version of preconditioners.
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Fig. 1. The spectra of different preconditioned matrices (n = 28,M = 724, d+ = 0.8, d− = 0.2 and γ = 1.5).
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