On eigenvalues and eigenfunctions of strongly elliptic systems of differential equations of second order and UV = + unvn.
§ 1. Let G be a bounded Jordan-measurable domain in the space I f 1 of m variables X = (aq, ..., xm). G may be approximated by an increasing sequence of domains Gn with regular boundaries (i.e., such that the bound ary F(G n) of Gn is a surface of class C£; for a definition of a surface of class Cl, see [3] p. 132). We do not require any regularity properties of the boundary of G. Domains with regular boundaries will shortly be called regular domains.
We shall consider a system of differential equations of the form (1) where L(U) + f*P(X)U = 0, -Q (X )U is a self adjoint differential operator and [л is a real parameter. We make the following assumptions: the coefficients of system (1) are symmetric n x n matrices, P{X) and Q(X) 
O X i n being the internal normal to F(G).
We shall consider the eigenvalues and eigenfunctions corresponding to system (1) and condition (2); we shall shortly say: eigenvalues and eigenfunctions of problem (1) (2). The boundary condition (2) comprises as special cases all boundary conditions useful in applications.
Therefore we shall now explain the meaning of condition (2). Follow ing [1] we introduce some linear function spaces and some bilinear functionals on these spaces. Namely we put We want to specify the meaning of the boundary condition dU/dr --K(X)U -0 on F(G)~r. We consider a regular domain GB whose closure is contained in G, such that the distance between F(G e) and F(G) is less than e. In a way similar to that in [1] one can prove that (1 ) (2 ) 
We define eigenvalues and eigenfunctions of problem (1) (2) in the following way (variationally): the first eigenvalue A of problem (1)(2) is (11)
.
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and the first eigenfunction TJX is a function Ф at which the minimum (11) is attained. Having defined eigenvalues Xx,..., ln and corresponding eigenfunctions TJX , ..., TJn we put
where X n is the subclass of jS?2 consisting of the functions Ф satisfying the orthogonality conditions Н(Ф, Ui) = 0 for i = l,...,w; TJn+1 is a function ФеУГп at which minimum (12) is attained.
We shall need the following assumption: H ypo th esis Z. Given Proof. Let {TJn{X)} be the sequence of eigenfunctions of problem (1) (2) normalized so that H(Un) = 1 , n = 1,2, . . . and let {Xn} be the  corresponding increasing sequence of eigenvalues. Let F (X ) be any con  tinuous function in G. Let cn {n = 1,2, ...) Е е mark 3. In the proof of Theorem 10 we applied a method of L. M. Kuks [5] , who used it in a proof of a similar theorem for a more special strongly elliptic system with boundary condition of Diriehlet's type.
