Non-Fermi Liquids in Conducting 2D Networks by Lee, Jongjun M. et al.
Non-Fermi Liquids in Conducting 2D Networks
Jongjun M. Lee,1, ∗ Masaki Oshikawa,2, 3, 4, † and Gil Young Cho1, ‡
1Department of Physics, Pohang University of Science and Technology (POSTECH), Pohang 37673, Republic of Korea
2Institute for Solid State Physics, The University of Tokyo, Kashiwa 277-8581, Japan
3Kavli Institute for the Physics and Mathematics of the Universe, Kashiwa 277-8583, Japan
4Trans-scale Quantum Science Institute, University of Tokyo, Bunkyo-ku, Tokyo 113-0033, Japan
(Dated: September 8, 2020)
We explore the physics of novel fermion liquids emerging from conducting networks, where 1D
metallic wires form a periodic 2D superstructure. Such structure naturally appears in marginally-
twisted bilayer graphenes, moire transition metal dichalcogenides, and also in some charge-density
wave materials. For these network systems, we theoretically show that a remarkably wide variety of
new non-Fermi liquids emerge and that these non-Fermi liquids can be classified by the characteris-
tics of the junctions in networks. Using this, we calculate the electric conductivity of the non-Fermi
liquids as a function of temperature, which show markedly different scaling behaviors than a regular
2D Fermi liquid.
1. Introduction: Fermi liquid theory describes re-
makable universal low-energy behaviors of electrons in
numerous materials. The ubiquity of Fermi liquids makes
it particulary intersting to find and elucidate systems in
which the Fermi liquid theory breaks down, namely non-
Fermi liquid (NFL) behavior. Experimenally, one of the
signatures of NFL is the resistivity exponent: in Fermi
liquids the resistivity behaves as ρ ∝ ρ0+T 2 as a function
of temperature T . Power-law dependence ρ ∝ ρ0 + Tα
with various values of the exponent α 6= 2 been observed
experimentally in strongly correlated electron systems,
indicating NFL. However, a controlled theoretical de-
scription of NFLs in 2 and higher dimensions remains
a challenging problem [1–3]. In this paper, we propose
a simple theoretical model of NFL in 2 (and higher) di-
mensions at finite temperatures, including “strange in-
sulator” with a negative exponent α[4–6], in terms of a
network made of one-dimensional conducting segments.
While our theory is specific to network superstruc-
tures, such systems appear in a surprisingly wide vari-
ety of materials. To name only a few, marginally twisted
bilayer graphene [7–9], moire transition metal dichaloco-
genides [10–12], helium atoms absorbed on graphene [13],
and also certain charge-density wave materials [14–16]
show such superstructures. A series of intriguing many-
body phenomena have been observed in these systems,
including superconductivity [16–22], and metal-insulator
transition [21, 23]. Indeed, the NFL behavior with the
resistivity exponent varying with pressure or gate voltage
was observed in 1T-TiSe2 [16, 22].
Motivated by these observations, we will study the
electric conduction through the network superstructure.
The electronic properties of conducting networks have
been studied theoretically in various contexts. For in-
stance, our previous works [14, 24] have shown that 1T-
TaS2 in nearly-commensurate charge-density wave states
hosts a conducting honeycomb network via STM [14] and
that the network supports a cascade of anomalously sta-
ble flat bands, which can explain unusual enhancement
of the superconductivity [24], and higher-order topol-
ogy [24, 25]. Also the network systems have received
some attention in connections with the phenomenol-
ogy of the magic-angle graphene[26–29] and Chalker-
Coddington physics[30–32]. However, systematic investi-
gation of electric conduction through the network in the
presence of electron interaction has been largely lacking.
In this paper, we take a first step toward the direction.
First, generalizing Landauer-Bu¨ttiker approach, we
can naturally derive the macroscopic Pouillet’s law so
that the conduction of the entire network is characterized
by the resistivity, which is determined by the property of
a single junction. Furthermore, by including the effects
of the electron-electron interactions, we find a remark-
ably broad set of NFL behaviors emerging naturally in
the conducting network systems. This originates from
the Tomonaga-Luttinger liquid (TLL) nature of the 1D
segments of interacting electrons. We will first explain
when and why NFL behaviors are expected. Further-
more, we will argue that these NFLs can be one-to-one
matched with the characteristics of the junctions, i.e.,
the “boundary conditions” for electrons at the junctions.
As a consequence, the resistivity exponent α of the net-
work is determined by the Luttinger parameter K which
describes each 1d segment, potentially explaining the in-
triguing variation of the resistivity exponent observed in
the experiments [16, 22].
2. Model : In this paper, as an example, we will
mainly consider the minimal honeycomb network model,
which consists of 1D segments of interacting spinless elec-
trons as in [Fig.1(a)]. The network is analyzed in terms
of Renormalization Group (RG), starting from the mi-
croscopic energy scale (such as the bandwidth W of the
1D wire). The RG transformation should be terminated
at the energy scale given by the temperature T . At suf-
ficiently low temperatures T  W , the interacting elec-
trons in the 1D segment of length l can be described as a
TLL characterized by a Luttinger parameter K and the
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2FIG. 1. (a) Schematic picture of honeycomb network. Each
link is a TLL Eq.(1). The left inset shows a possible HY ;(a,b,c)
around a single junction. The right small inset represents the
scales of the problem in our RG process. Here lkBT is the
thermal coherence length at temperature T and lkBT < l for
T > TX . (b) “Phase” diagram in temperature.
Fermi velocity vF :
HTLL;a =
vF
2
∫ l
0
dx
[
K(∂xφa)
2 +
1
K
(∂xθa)
2
]
, (1)
where a is the index labelling each 1D segment. See [33]
for our bosonization convention. Here we assume that
the electron filling per wire is incommensurate to avoid
unnecessary complications. The effective Hamiltonian of
the whole network reads
H =
∑
a
HTLL;a +
∑
〈a,b,c〉
HY ;(a,b,c), (2)
where HY ;(a,b,c) is the local interactions between the
three neighboring wires around the Y-junctions, such as
the hopping between the wires. See [Fig.1(a)]. Although
the precise form of HY ;(a,b,c) depends on microscopic de-
tails, we will show that the essential NFL behaviors are
independent of them and thus universal. In addition, we
will assume coupling of electrons with external environ-
ment (typically phonons). However, the result is again
independent of its precise form as we will explain later.
3. Dimensional Crossover : The energy scale  can
be translated to the lengthscale l ∼ ~vF /. Thus we can
introduce the crossover temperature
TX ∼ ~vF
kBl
, (3)
which is the temperature where the thermal coherence
length touches the wire length l.[34] For T . TX , the
electrons can ‘feel’ the finiteness of the wire length and
recognize the network as the 2D system. The physics of
this regime is essentially two-dimensional. On the other
hand, above the crossover temperature, T & TX , we are
probing the system at the lengthscale shorter than the
segment length l. Thus the system does not “know” that
the wires form a 2D network, and the physics is largely
governed by the properties of 1D wires and 0D junctions.
Based on these observations, we can draw a “phase di-
agram” in T [Fig.1(b)]. In real materials, we roughly
estimate TX & O(90)K in TaS2 and TX & O(50)K in
twisted bilayer graphenes (for l = 140 nm, though it is
tunable). For TiSe2, we estimate TX & O(6)K with some
assumptions. For the details, see [33].
The crossover temperature Eq.(3) of the network is dif-
ferent from that of a more familiar, coupled wire system.
There, the wires are alinged along the same directions,
and the crossover temperature depends on both the intra-
and interwire terms. For example, for spinless fermions,
the crossover toward a regular 2D FL from the 1d TLL
limit happens when [35]
T coupled wiresX ∼ t⊥ ·
(
t⊥
W
) 1
2−4(K)
, (4)
where t⊥ is the strength of the interwire hopping, and
4(K) is its scaling dimension, which depends on K. The
difference between Eq. (3) and Eq. (4) originates from the
fact that the interwire term is localized at the junction
in networks but the term in coupled wires is uniform.
In this paper, we focus on the electric conduction in
the network in the “1D TLL physics” regime
TX . T W, (5)
which has not been much explored. Since each segment
is described by a scale-invariant TLL, the temperature
dependence of the transport can be associated to the
properties of the junctions. Hence, to study the net-
work in this regime, we can utilize the RG analysis of
junctions of TLLs [34, 36–39]. Indeed, we find that the
emergent NFLs in the network can be characterized by
the RG fixed points of a single junction of TLLs. We
will show that the RG fixed points of the junctions de-
termine not only the leading dc conductivities but also
leading scaling corrections, which are power-law in tem-
perature T . Namely, the NFL behavior is universal in
the 1D regime (5) where the junction is described by a
RG fixed point, which pins down the scaling dimensions
of all the possible perturbations. Below we will explicitly
illustrate this for the two simplest fixed points [38, 39],
namely “disconnected fixed point” (K > 1) and “con-
nected fixed points”. As our terminology suggests, the
connected fixed point gives rise the maximum conduc-
tances between the wires [39].
4. Conduction through the Network : Here we
show that the (longitudinal) resistivity of the network is
3in general given by the power law
ρxx(T ) = ρ0 + c T
α, (6)
where the exponent α is determined by the Luttinger
parameter of the 1D TLL segment and the boundary
conditions at the junctions. The numerical coefficient
c depends on microscopic details. For example, for the
disconnected fixed point, ρ0 = 0 and
α(K) = −2K + 2. (7)
To establish this, we first show that the 0D electric
conductance at a single junction determines the 2D con-
ductivity of the whole network. For this, we imagine a
perfect 2D network made out of the identical Y-junctions
[Fig.1(a)]. We apply a uniform voltage drop across the y-
direction and then calculate the electric current flowing
through the network [Fig.2(a)]. In materials, electrons
interact with the external environment such as phonons.
In this paper, as we consider the fairly high temperatures
T & TX , we assume that the electron-phonon coherence
length is shorter than the segment length l. Then the
electrons in the segment equilibrate, so that each sege-
ment has a well-defined voltage. Under this assump-
tion, we can immediately compute the conductivity of
the whole 2D network out of the “conductance tensor”
of a single Y-junction.
Each fixed point of the Y-junction can be character-
ized by its 3 × 3 conductance tensor Gab, which relates
the electric current at the a-th wire with the voltage at
the b-th wire [Fig.2(a)], i.e., Ia =
∑
bGabVb. For the
spinless fermions, all the known fixed points [38, 39] re-
spect the Z3 permutation symmetry between the three
neighboring wires. Hence the conductance tensor can
be parameterized only by the two numbers GS and GA.
Taking this into account, the conductance of the entire
network is found [33] to be proportional to the width,
and inversely proportional to the length. (A similar dis-
cussion was given for free electrons in a one-dimensional
network in Ref. [40].) In this way, our network construc-
tion leads naturally to the classical Pouillet’s law, and the
conduction property of the system can be characterized
by constant conductivity tensors
gxx(T ) = GS(T )/2, gxy(T ) = GA(T )/2. (8)
Such results can be readily generalized to other networks,
e.g., square networks [33]. While the classical nature of
the conduction is a natural consequence of the assumed
local thermalization (and thus decoherence) in each seg-
ment, it is remarkable that the macroscopic property
(conductivity) is determined by the property of the mi-
croscopic junctions, independently of the details of the
thermalization. This can be regarded as a generalization
of Landauer-Bu¨ttiker approach [41] to extensive macro-
scopic systems of interacting electrons.
FIG. 2. (a) Conduction through the network. The inset
represents a single Y-junction, where voltage and current sat-
isfy Ia =
∑
bGabVb. In this network, the voltage is uniform
in x and increases in y, i.e., V (y) ∝ y. Within the wire, the
voltage is uniform and it drops only at the junctions. Then,
one can see that each regions with the same colors have the
same voltage. Then, from the voltage-current relation of the
single Y-junction, we can determine the current at each wire
and thus the conductivity[33]. (b) Emergent stripes from the
anisotropic fixed points. The wires colored in blue are con-
nected, while the others are disconnected.
Hence, we next compute GS and GA of an Y-junction
at finite temperatures T . For this, we generalize the re-
sults of [34, 36, 38, 39] to the Y-junctions. For instance,
at the disconnected fixed point, the leading perturbation
is the interwire hopping [Fig.1(a)]
HY = −t
3∑
j=1
ψ†j (0)ψj−1(0) + h.c.,
where ψj(0) represents an electron of the j-th wire at
the position of the Y-junction, i.e., x = 0. Furthermore,
j = 0 is identified with j = 3. Up to the 2nd order in t,
we find [33]
GS(T ) ≈ 2e
2t2
h
(piτc)
2K Γ
(
1
2
)
Γ (K)
Γ
(
1
2 −K
) · T 2K−2, (9)
with τc being the inverse of an UV cut-off W of Eq.(1).
As we have seen in Eq. (8), this conductance of the single
junction directly gives the conductivity of the 2D network
4and the resistivity exponent is given as in Eq. (7). For re-
pulsive interaction, K > 1, the disconnected fixed point
is stable, and this “strange insulator” behavior with the
power-law divergence of the resistivity at low tempera-
tures (but still above TX) is generic.
For attractive interaction, K < 1, the inter-wire tun-
neling is a relevant perturbation. Eqs. (9) and (7) could
describe the conductivity at higher temperatures if the
inter-wire coupling at the junction in the microscopic
model is weak. In this case, the same expression (9)
now describes the power-law with a positive resistivity
exponent (7), namely the typical behavior of a metal-
lic NFL. When the attractive interaction is sufficiently
strong so that K < 1/3, as the temperature is lowered
(still above TX), the junction is governed by the con-
nected fixed point which is stable. Taking the leading ir-
relevant operators into account, the conductance in this
regime is given [33] as
GS(T ) ≈ 2
3K
e2
h
− C · T 23K−2, (10)
where we suppressed all the unimportant (dimensionful)
coefficients, e.g., τc, into C. If the inter-wire coupling
at the junction is strong, Eq.(10) would describe the en-
tire temperature range where the 1D TLL description is
valid. This also gives the metallic NFL behavior with the
decreasing resistivity at lower temperatures, but with the
resistivity exponent α = 2/(3K)− 2 > 0.
For both the disconnected and connected fixed points,
GA and thus the Hall conductivity gxy vanish, as ex-
pected from the time-reversal invariance of the underly-
ing model. On the other hand, for 1/3 < K < 1 with the
broken time-reversal symmetry, the chiral fixed point of
GA 6= 0 is stabilized:
GS(T ) ≈ 4K
1 + 3K2
e2
h
, GA(T ) ≈ 4K
1 + 3K2
e2
h
, (11)
up to the perturbative correction ∼ O
(
T 8K/(1+3K
2)−2
)
.
Remarkably, such network system is metallic and has the
“universal” Hall conductivity, which is determined by the
Luttinger parameter of the 1D wire. While the realiza-
tion of the chiral fixed point requires an explicit breaking
of the time-reversal invariance, in principle the required
breaking can be infinitesimal, e.g., by a very weak mag-
netic field through the junctions [38, 39]. This behavior
is again quite different from a normal metal, in which the
Hall conductivity is proportional to the applied magnetic
field.
Let us give a few remarks on Eqs.(9), (10), and (11),
which represent the conductance in the vicinity of three
different RG fixed points for the junction. First of all, in
all cases, the conductivity of the network exhibits a power
law in temperature, whose exponent continuously evolves
as the Luttinger parameter K varies. This is the man-
ifestation of the exact marginality of the Luttinger pa-
rameter. Essentially, this marginality allows the scaling
dimension of electrons vary smoothly, which translates
as the continuously changing α in Eq.(7). In experiment,
this means that, as the external parameters, e.g., pressure
and gating, are tuned, the exponent of the temperature
dependence of the resistivity will continuously change.
This is markedly different from the behavior of a regu-
lar FL, where the exact marginal deformation, i.e., the
change of the Fermi velocity, does not alter the tempera-
ture dependence of the transport coefficients. Our model
thus naturally leads to the NFL behavior of the resistiv-
ity with a nontrivial exponent α, with both α > 0 (NFL
metal) and α < 0 (strange insulator). Note that, in the
non-interacting limit K → 1, the resistivity is constant
(α = 0), instead of α = 2 which is standard for Fermi
liquids. Therefore, even in the non-interacting limit, our
network model behaves rather differently from the stan-
dard Fermi liquids. This is not a contradiction as the
mechanism of electrical resistance is quite different.
5. Other Networks & Spin: So far, we have con-
centrated on the honeycomb network with spinless elec-
trons. Let us now comment on networks with spinful
electrons, where several spectacular differences appear.
First, the most obvious yet non-trivial change due to
the spinful electrons is the spin-charge separation, which
is naturally expected in TLLs. Interestingly, this allows a
phase that the spin transport is insulating but the charge
transport remains metallic or vice versa [42]. Secondly,
the inclusion of the spins in the honeycomb network al-
lows us to have a stable anisotropic fixed point [33, 42].
There, the Z3 permutation symmetry of the Y-junction
can be spontaneously broken, where the two wires are
connected while the other is disconnected. This can give
rise to interesting 2D patterns of the connectivity. See
one possibility [Fig. 2(b)], i.e an emergent stripe, which
is favored over a competing rotational-symmetric pat-
tern in a finite-size Monte-Carlo calculation [33]. The
detailed phase diagram will be discussed in the future
work. We also find analogous anisotropic fixed points for
other junctions, too [33]. Furthermore, we can show that
there is no simple stable chiral fixed point in square and
triangular networks [33]. Finally, despite of these differ-
ences, the main result Eq. (6) is still applicable to the
spinful electron networks with appropriate changes. We
only need to replace α in Eq. (7) by 24− 2 and 4 is the
dimension of the leading irrelevant operators. We present
the list of the possible irrelevant operators and their scal-
ing dimensions at various fixed points in triangular (220
operators), square (96 operators), and honeycomb (48
operators) networks [33].
6. Conclusions: We have illustrated that families of
the novel NFLs can emerge in the conducting networks.
A number of characteristics and possibilities have been
explored, such as transport, spin/charge separation, and
emergent stripe phases. In all of the cases, we find that
the RG fixed points of the junctions control the universal
physics of these NFLs. This makes our network system a
5unique theoretical platform, where microscopic construc-
tions, classification, and the tractable transport calcula-
tions of the new NFLs can be done. While we discussed
2D networks in this paper, similar analysis also applies to
3D networks. Finally, although our approach is similar to
the so-called “coupled-wire construction” in generating
nontrivial phases in higher dimensions from 1D physics,
the actual construction and the resulting properties are
quite different.
Our discovery of the NFLs is also important in the ex-
perimental view points, because they are potentially al-
ready out there and/or can be easily realized and verified
in currently-available experimental setups. For instance,
one can artificially pattern the network superstructure
in experiments [43]. Or, in twisted bilayer graphenes,
the crossover temperature TX , which is related with the
length l of the underlying wires, can be controlled by tun-
ing the twisting angle. Hence, in these systems one can
look at the dependence of the conductivities on tempera-
ture and twisting angles to observe the emergence of the
putative NFLs, which will be quite spectacular! Once the
power-law behavior of the resistivity is observed, the Lut-
tinger parameter K for the TLL describing each segment
is inferred from the resistivity exponent α. Our scenario
can then be verified by checking if it agrees with an in-
dependent determination of the Luttinger parameter of
the 1D segment, for example by ARPES measurement of
the local density of states [44].
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Appendix A: Bosonization Convention
Our theory is based on free bosons with the following form:
S0 =
∫
dτdx
u
2
(
K(∂xφ(x, τ))
2 +
1
K
(∂τθ(x, τ))
2
)
,
=
∫
dτdx
u
2K
(
(∂xθ(x, τ))
2 +
1
u2
(∂τθ(x, τ))
2
)
.
(A1)
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2We bosonize the electron operators as
ψL ∼ e−i
√
pi(φ(x)+θ(x)), ψR ∼ e+i
√
pi(φ(x)−θ(x)). (A2)
Hence φ(x) represents the phase of the charge-density wave order parameter, and θ(x) is the phase of the supercon-
ductivity. For instance, the superconducting order parameter is given by
: ψR(x)ψL(x) :∼ exp
[−2i√piθ(x)] . (A3)
On the other hand, the charge-density wave can be written as
: ψ†R(x)ψL(x) :∼ exp
[
2i
√
piφ(x)
]
. (A4)
From here and on, the normal ordering : O : will be implicit. Hence it will never appear explicitly in both the main
text and supplemental materials.
Appendix B: Calculation of crossover temperature TX : parameters and assumptions
Here we present the assumptions in calculating TX in a few materials that we mentioned in the main text. It also
contains some summary of the experimental findings.
1. 1T-TaS2
The network appears in the nearly-commensurate charge-density wave phase, which can be accessed by disordering
the commensurate charge-density waves in a various ways. The detailed STM analysis of the network is given in our
previous works. In this materials, the conducting network is formed via the current-carrying domain walls of the
length ∼ O(70− 80) A, forming a regular honeycomb array.1 The first-principle DFT calculation on the domain wall
electronic structure has been carried out and the Fermi velocity was roughly estimated to be vF ∼ 8.5 × 104 m/s.1
Putting all the factors into TX , we find
TX ∼
(
6.6× 10−34 [J s]
)
·
(
8.5× 104 [m/s]
)
/2pi(
1.38× 10−23 [m2 kg s−2 K−1]
)
·
(
70× 10−10 [m]
) ∼ 92K. (B1)
Experimentally, when the sample is pressurized, the power of the resistivity in temperature is unusual2 though the
precise exponent is unclear. To make the connection more concrete with the non-Fermi liquids in our main text, more
detailed analysis will be necessary. Finally, we note that this TX is obtained under the assumption that the network
structure is rigid under lowering the temperature and changing the parameters in experiments.
2. Twisted Bilayer Graphene
When the two layers of graphene are twisted each other for small angles, then the helical network appears. For
instance, for the experimentally available sample, the length scale is roughly of ∼ O(140) nm at the twisting angle
0.1◦.3 We assume that the electronic motion is one-dimensional. The Fermi velocity is taken roughly as 106 m/s.
Then, with this assumption, we can immediately obtain TX ≈ 54K, which is well below the bulk gap inside AB and
BA domain regions ∼ 50 meV.3 Note that there is an insulator-like transport ρxx(T ) for T > 100K, which is above
TX but well below the energy gap AB/BA domain regions. The authors attributed this to the thermally-activated
transport across the domains (instead of the domain walls). This behavior is reminiscent of the “strange insulator”
behaviors in our theory, though more serious investigation would be desirable. In any case, this twisted bilayer
graphene system is famous for possibly engineering of the length scale of the network, whose moire superstructure
unit cell is roughly scaling as L ∼ a0/θ, in which θ is the twisting angle between the layers and a0 is the size of the
atomic unit cell of a graphene.
33. 1T-TiSe2
This material also supports the charge-density wave orders. There are several ways to destroy the commensurate
charge order and turn them into the nearly-commensurate or incommensurate ones. For example, one can apply the
gating to the sample.4 In the system under the gating, the regular oscillations in resistivity due to the magnetic field
was observed in the superconducting phase, ie. so-called Little-Pak effect.4 This implies that the superconductivity
in the system is textured and that the low-energy electrons participating to the superconductivity also flow along the
network. When combined with the Landau-Ginzburg theory, one can actually derive the length scale of the network,
which was estimated to be roughly ∼ O(70) nm.5 Assuming that the low-energy electrons are moving as in 1d systems
and their Fermi velocity is roughly the same as its bulk excitations ∼ 6.1×104 m/s,6 we can estimate TX ≈ 6K. Note
that the STM study on the surface of Cu-intercalated TiSe2 found that the electronic density of states are indeed
enhanced at the domain walls.7
However, there are two points to be careful about 1T-TiSe2. First, in contrast to 1T-TaS2, domain regions of
the charge-density wave are not insulating. Second, the Landau-Ginzburg theory seems to suggest that the domain
walls are rather fat,5 though the STM study finds that the domain wall width is very narrow.7 Both of these effects
may weaken our assumption that the low-energy electrons in 1T-TiSe2 is one-dimensional. In any rate, in 1T-TiSe2,
non-Fermi transports were reported in both the gated and pressurized ones.4,8
Appendix C: Conductivity of 2d Network from Conductance of Junctions
In this supplemental material, we will reveal the relation between the conductivity of the network with the conduc-
tance of the single junctions. We will mainly focus on the Y-junction and its regular array, i.e., honeycomb network.
Toward the end of this section, we will also analyze the square network.
1. Honeycomb and Y-junction
We first start with an Y-junction. See Fig.1. In the main text, we have focused on the time-reversal symmetric
fixed points. However, in general, we can introduce the time-reversal breaking explicitly in the model via the magnetic
flux φ around a ring, which terminates the Y-junction.9 We will include it here for the completeness.
𝑰𝑰𝟏𝟏
𝑰𝑰𝟐𝟐
𝑰𝑰𝟑𝟑
𝑽𝑽𝟏𝟏𝑽𝑽𝟐𝟐
𝑽𝑽𝟑𝟑
𝝓𝝓
FIG. 1. Y-junction and its current/voltage configuration.
For a Y-junction, we can define the conductance tensor, Gij , which interconnects the voltage drops and electric
currents at each wire I1I2
I3
 =
G11 G12 G13G21 G22 G23
G31 G32 G33
V1V2
V3
 . (C1)
Due to the Z3 symmetry of the spinless fermionic systems,9 the conductance tensor can be decomposed into two
components: the symmetric part GS and the anti-symmetric (Hall) part GA.
Gij =
GS
2
(3δjk − 1) + GA
2
jk. (C2)
From this, we would like to obtain the conductivity of the 2d network.
4a. Single layer of Y-junctions
For the demonstration of our idea, we will first consider a few simple examples before moving to a completely 2d
limit. First, let us consider Fig.2. We would like to calculate the 2d conductivity (though the system is essentially
1d). Here we apply the voltage drop along x-axis and keep it uniform in y-direction. Since there is a translation
symmetry along y-direction, we can effectively consider just one junction to calculate the current. By the translation
𝑰𝟏
𝑰𝟐
𝑰
𝝓
𝑽 ൌ 𝟎
𝑽 ൌ 𝑽𝟎
𝑵 െ Junctions
𝒙
𝒚
𝑰𝟏
𝑰𝟐
𝑰
𝝓𝑰𝟏
𝑰𝟐
𝑰
𝝓
FIG. 2. A simple array of Y-junctions. The voltage is applied from bottom to top as much as V0. The periodic boundary
condition was assumed horizontally and the red box indicates the unitcell.
symmetry,  II1
I2
 =
 GS (GA −GS)/2 −(GA +GS)/2−(GA +GS)/2 GS (GA −GS)/2
(GA −GS)/2 −(GA +GS)/2 GS
V00
0
 (C3)
where the magnetic flux φ induces the anti-symmetric part GA. By the charge conservation, we have the following
constraint.
I = −(I1 + I2) = GSV0. (C4)
Total charge current from the below to the above is proportional to the number of the Y-junction. Thus, we have
Itot = NGSV0,
G = NGS .
(C5)
And, the Hall conductivity is calculated as the following.
−(I1 − I2) = −GAV0,
GH = −GA (C6)
Note that the Hall conductivity is independent of the number of junctions (as it should be in 2d).
b. Bilayer of Y-junctions
Let us consider another case in Fig.3, which consist of only two junctions with periodic boundary condition. The
left of Fig.3 is the unit cell of the honeycomb network system. The identical red lines shows the periodic boundary
condition. Note that the upper Y-junction has the flux −φ. Hence, the conductance tensors for the two junctions can
be written out as
φ→
 GS (GA −GS)/2 −(GA +GS)/2−(GA +GS)/2 GS (GA −GS)/2
(GA −GS)/2 −(GA +GS)/2 GS

−φ→
 GS −(GA +GS)/2 (GA −GS)/2(GA −GS)/2 GS −(GA +GS)/2
−(GA +GS)/2 (GA −GS)/2 GS
 (C7)
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FIG. 3. A simple array of two Y-junctions. The voltage is applied from bottom to top as much as V0. The periodic boundary
condition was assumed horizontally and the red wire indicates the identical wire.
From this, we can write out the relations between the currents and voltages
I1 = GSV0 + (GA −GS)V2/2− (GA +GS)V3/2,
−I2 = −(GA +GS)V0/2 +GSV2 + (GA −GS)V3/2,
I3 = (GA −GS)V0/2− (GA +GS)V2/2 +GSV3,
(C8)
I4 = −(GA +GS)V3/2 + (GA −GS)V2/2,
−I3 = GSV3 − (GA +GS)V2/2,
I2 = (GA −GS)V3/2 +GSV2.
(C9)
Applying the charge conservation: I1 + I4 = 0, we have
I1 = GSV0 + (GA −GS)V2/2− (GA +GS)V3/2 = (GA +GS)V3/2− (GA −GS)V2/2
I2 = (GA +GS)V0/2−GSV2 − (GA −GS)V3/2 = (GA −GS)V3/2 +GSV2
I3 = (GA −GS)V0/2− (GA +GS)V2/2 +GSV3 = −GSV3 + (GA +GS)V2/2.
(C10)
The equation gives V2 = V3 = V0/2. Therefore, we find
I1 = GSV0/2
I2 + I3 = GAV0/2,
(C11)
and
G = GS/2
GH = GA/2.
(C12)
c. 2d Honeycomb Network
Let us consider the most general case. See Fig.4. The voltage is set as NV0 where N is the number of unit cells in
the vertical direction, i.e., x-direction. Utilizing the translation symmetry and periodic boundary condition around
y-axis, we can calculate the conductance by considering just a single unit cell
I =
GS
2
V0,
I2 =
GA +GS
4
V0,
I3 =
GA −GS
4
V0.
(C13)
6The total current would be proportional to the number of unitcells in the horizontal direction.
Id = I ×M = GSV0
2
M. (C14)
Therefore,
Gd =
1
NV0
(GSV0M
2
)
=
M
2N
GS . (C15)
Hence, the diagonal conductivitiy gxx is GS/2.
Next, the total Hall current is also calculated as a summation of I2 and I3 and it is proportional to the number of
unit cells in the vertical direction.
IH = (I2 + I3)×N = GAV0
2
N (C16)
Therefore, we find
GH =
1
NV0
(GAV0N
2
)
=
GA
2
, (C17)
Hence we find gxy = GA/2.
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FIG. 4. The general array of Y-junctions. The voltage is applied from bottom to top as much as V0 per an unitcell. The
periodic boundary condition was assumed horizontally. The arrows indicate the direction of the current as a notation.
2. Square Network
We start from the empty conductivity matrix Gij and the notational properties in the Fig.5.I1I2I3
I4
 =
G11 G12 G13 G14G21 G22 G23 G24G31 G32 G33 G34
G41 G42 G43 G44

V1V2V3
V4
 . (C18)
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FIG. 5. Inside figure, we note (a) the index for the conductance tensor and (b) the notation for the general case. The red box
shows an unitcell of the square network.
Though we can proceed with this conductivity tesnor, we further impose the C4 symmetry for convenience:
(Gij) =
G1 G2 G3 G4G4 G1 G2 G3G3 G4 G1 G2
G2 G3 G4 G1
 . (C19)
Second, we have the following constraint since there should be no current when the voltages of surrounding wires of
the junction are all identical.
G1 +G2 +G3 +G4 = 0. (C20)
Third, we can split G2 and G4 components into symmetric and anti-symmetric part by the reflection operation. And
we can split the symmetric part by some ratio α. Then, we can reduce the matrix with three variables satisfying the
constraint.
(G)ij =

GS
GA−αGS
2 (α− 1)GS −GA+αGS2
−GA+αGS2 GS GA−αGS2 (α− 1)GS
(α− 1)GS −GA+αGS2 GS GA−αGS2
GA−αGS
2 (α− 1)GS −GA+αGS2 GS
 . (C21)
Then, we construct the equation as we did for the Y-junction network; see Fig.5 (b). By translation symmetry, we
can set the variable as the figure, however we should notice the direction of the current for the equation. I−I ′−I
I ′
 =

GS
GA−αGS
2 (α− 1)GS −GA+αGS2
−GA+αGS2 GS GA−αGS2 (α− 1)GS
(α− 1)GS −GA+αGS2 GS GA−αGS2
GA−αGS
2 (α− 1)GS −GA+αGS2 GS

 NV(N − 1/2)V(N − 1)V
(N − 1/2)V
 . (C22)
Then, we can get the values.
I =
(
1− α
2
)
GSV
I ′ =
(GA
2
)
V
(C23)
8Therefore,
Itot = M × I = M
(
1− α
2
)
GSV N × 1
N
Gd =
M
N
(
1− α
2
)
GS ,
(C24)
and
IH = N × I ′ = NGA
2
V N × 1
N
GH =
GA
2
.
(C25)
From this, we can immediately fix the conductivity.
Appendix D: Conductance of Y-junction with Perturbations
We start with the free boundary actions at the junctions, which is given by the sum of the contributinos of each
wire:
S0 =
1
2β
∞∑
n=−∞
∑
j=1,2,3
|ωn|
K
|θj(ωn)|2, (D1)
or
S0 =
1
2β
∞∑
n=−∞
∑
j=1,2,3
K|ωn||φj(ωn)|2, (D2)
with the boundary conditions. We will use the rotated basis for convenience which is defined as the following.
Θ0 =
1√
3
(θ1 + θ2 + θ3), Φ0 =
1√
3
(φ1 + φ2 + φ3),
Θ1 =
1√
2
(θ1 − θ2), Φ1 = 1√
2
(φ1 − φ2),
Θ2 =
1√
6
(θ1 + θ2 − 2θ3), Φ2 = 1√
6
(φ1 + φ2 − 2φ3).
(D3)
We also define a set of vectors, which will be useful later
~K1 =
(
− 1
2
,
√
3
2
)
, ~K2 =
(
− 1
2
,−
√
3
2
)
, ~K3 =
(
1, 0
)
. (D4)
1. Decoupled Fixed Point
In the decoupled fixed point, we have the Neumann boundary condition for θj (superconducting phase) and the
Dirichlet boundary condition for φj (charge density wave phase), i.e.
∂xθj
∣∣∣
x=0
= 0, φj(x = 0) = Const., (D5)
where j = 1, 2, 3 and Const. will be set to be zero for convenience. With these boundary conditions, we will consider
the boundary theory,
S0 =
1
2β
∞∑
n=−∞
∑
j=1,2,3
|ωn|
K
|θj(ωn)|2, (D6)
9and hopping between the wires as a perturbation,
HB ' −
3∑
j=1
[
(ΓeiΦ˜/3ψ†L,j(0)ψL,j−1(0) + H.c.) + rψ
†
L,j(0)ψL,j(0)
]
, (D7)
where Φ˜ is the magnetic flux in a particular truncation of Y-junction in [9], which we follow in this paper. The
way that the flux enters into the problem can be seen from Fig.1. We bosonize the perturbation term by using the
convention, ψR,j ∼ ηjei
√
pi(φ−θ) and ψL ∼ e−i
√
pi(φ+θ). ηj is the Klein factor which has an anti-commuting statistics
{ηi, ηj} = 2δij . By the boundary condition, the fields are ψR ∼ e−i
√
piθ and ψL ∼ e−i
√
piθ, so the right mover and the
left mover are indistinguishable in this boundary condition. With this, we find
HB =
3∑
j=1
[
(iΓeiΦ˜/3ηj+1e
i
√
pi(θj−θj−1) +H.c.)− r
2
√
pi
∂xθj(x)
]∣∣∣
x=0
, (D8)
where η2j = 1 and ηjηj−1 = −iηj+1. In the rotated basis, we have
SB = iΓe
iΦ˜/3
∫
dτ
3∑
j=1
ηje
−i√2pi ~Kj ·~Θ +H.c.. (D9)
where ~Θ = (Θ1,Θ2) and the last term of Eq.(D8) drops out due to the charge conservation (or Neumann boundary
condition for Θ0). As a whole, we find
S0 =
1
2K
1
β
∞∑
n=−∞
2∑
j=1
|ωn||Θj(ωn)|2
SB = iΓe
iΦ˜/3
∫ β
0
dτ
3∑
j=1
ηje
−i√2pi ~Kj ·~Θ +H.c.
(D10)
Now we expand the partition function in terms of SB .
Z = Z0
(
1− 〈SB〉0 + 1
2
〈(SB)2〉0 − 1
6
〈(SB)3〉0 + · · ·
)
(D11)
The first-order term 〈SB〉0 vanishes by the charge conservation. In the second-order term, only (i → j) & (j → i)
pair terms can potentially be non-zero. Hence, we obtain
〈(SB)2〉0 = Γ2
∫ β
0
dτdτ ′
3∑
j=1
〈Tτe−i
√
2pi ~Kj ·(~Θ(τ)−~Θ(τ ′))〉0 + H.c.. (D12)
Note that the second-order term is Φ˜ independent. However, the third-order term is Φ˜-dependent:
〈(SB)3〉0 =
[
2Γ3eiΦ˜
∫ β
0
dτ ′dτ ′′dτ ′′′〈Tτe−i
√
2pi( ~K1·~Θ(τ ′)+ ~K2·~Θ(τ ′′)+ ~K3·~Θ(τ ′′′))〉0 + H.c.
]
+
(
~K1 → ~K2 & ~K2 → ~K3 & ~K3 → ~K1 Permutation
)
.
(D13)
a. Second-Order Perturbation
Let us calculate the second-order perturbative correction to the conductance by following [10]
〈(SB)2〉0 = Γ2
∫ β
0
dτdτ ′
3∑
j=1
〈Tτe−i
√
2pi ~Kj ·(~Θ(τ)−~Θ(τ ′))〉0e−i
√
2 ~Kj ·(~a(τ)−~a(τ ′)) + H.c.
= 2Γ2
∫ β
0
dτdτ ′
3∑
j=1
Pj(τ − τ ′) cos (
√
2 ~Kj · (~a(τ)− ~a(τ ′))),
(D14)
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where ~a = (a1, a2) is the electromagnetic field coupling in the rotated basis of Aj=1,2,3 as in Eq.(D3). Note that the
voltage Vj = Ajt. Then, the partition function becomes
Z ' Z0
(
1 + Γ2
∫ β
0
dτdτ ′
3∑
j=1
Pj(τ − τ ′) cos (
√
2 ~Kj · (~a(τ)− ~a(τ ′)))
)
. (D15)
We can calculate the current at each wire by differentiating the partition function with respect to the fields
Ij(τ) =
δ
δAj(τ)
Γ2
∫ β
0
dτ1dτ2
3∑
k=1
Pk(τ1 − τ2) cos (
√
2 ~Kk · (~a(τ1)− ~a(τ2)))
= 2Γ2
∫ β
0
dτ ′
[
Pj−2(τ − τ ′) sin(
√
2 ~Kj−2 · (~a(τ)− ~a(τ ′)))− Pj−1(τ − τ ′) sin(
√
2 ~Kj−1 · (~a(τ)− ~a(τ ′))).
(D16)
Note that the current Ij is a function of the field Aj=1,2,3. We next perform the analytic continuation to calculate
the correlation functions in the finite temperature
Ij(t) = 2Γ
2
∫ t
−∞
dt′
[
sin ((Vj − Vj−1)(t− t′))
P>j−2(t− t′)− P<j−2(t− t′)
i
− sin ((Vj+1 − Vj)(t− t′))
P>j−1(t− t′)− P<j−1(t− t′)
i
]
.
(D17)
We define
Pj(E) =
∫ ∞
0
dt(eiEt − 1)P
>
j (t)− P<j (t)
i
, (D18)
then
Pj(E)− Pj(−E) = 2i
(∫ t
−∞
dt′ sin (E(t− t′))P
>
j (t− t′)− P<j (t− t′)
i
)
. (D19)
We insert this into Eq.(D17) to find
Ij(t) = Γ
2
(Pj−2(Vj − Vj−1)− Pj−2(−(Vj − Vj−1))
i
− Pj−1(Vj+1 − Vj)− Pj−1(−(Vj+1 − Vj))
i
)
. (D20)
In the small voltage limit,
Pj(Vj) ' −Pj(−Vj), (D21)
and
Pj(a+ b) ' Pj(a) + Pj(b). (D22)
Hence the current is
Ij(t) =
4pie2Γ2
h
(2P (Vj)
iVj
Vj − P (Vj−1)
iVj−1
Vj−1 − P (Vj+1)
iVj+1
Vj+1
)
, (D23)
where we put back the unit conductance e2/~ into the expression. Hence the conductance tensor is given by
Gjj =
8pie2Γ2
h
P (Vj)
iVj
Gj 6=k = −4pie
2Γ2
h
P (Vk)
iVk
.
(D24)
Let us continue calculating P (V )/V in the small voltage limit:
Pj(Vj)
Vj
'
∫ ∞
0
dt t(P>j (t)− P<j (t)), (D25)
11
where
Pj(τ) = 〈Tτe−i
√
2pi ~Kj ·(~Θ(τ)−~Θ(0))〉 = exp
[
2K log
( piτc/β
sin (piτ/β)
)]
=
( piτc/β
sin (piτ/β)
)2K
. (D26)
Hence we find
Pj(Vj)
Vj
'
∫ ∞
0
dtt(
( piτc/β
i sinh (pit/β)
)2K
−
( piτc/β
−i sinh (pit/β)
)2K
)
=
β2
pi2
(piτc
β
)2K ∫ ∞
0
dy
y
(sinh y)2K
((−i)2K − (i)2K)
=
−2iβ2
pi2
(piτc
β
)2K
sinpiK
∫ ∞
0
dy
y
(sinh y)2K
.
(D27)
We can evaluate the integral ∫ ∞
0
dy
y
(sinh y)2K
=
√
pi
4
cot (Kpi)Γ(
1
2
−K)Γ(K). (D28)
Thus we see
Pj(Vj)
Vj
=
−2iβ2
pi2
(piτc
β
)2K√pi
4
cos (Kpi)Γ(
1
2
−K)Γ(K)
=
iβ2
2pi
(piτc
β
)2K Γ( 12 )Γ(K)
Γ( 12 −K)
= iτ2Kc T
2K−2pi
2K−1
2
Γ( 12 )Γ(K)
Γ( 12 −K)
.
(D29)
Therefore, we have the conductance tensor in the decoupled limit
Gjj =
(8pie2Γ2
h
τ2Kc
pi2K−1
2
Γ( 12 )Γ(K)
Γ( 12 −K)
)
T 2K−2,
Gj 6=k = −
(4pie2Γ2
h
τ2Kc
pi2K−1
2
Γ( 12 )Γ(K)
Γ( 12 −K)
)
T 2K−2.
(D30)
In the compact form, we finally find
⇒ (Gdecoupled)ij =
(4pie2Γ2
h
τ2Kc
pi2K−1
2
Γ( 12 )Γ(K)
Γ( 12 −K)
)
T 2(K−1)
 2 −1 −1−1 2 −1
−1 −1 2
 . (D31)
b. Third-Order Perturbation
Though we have written only up the second order in the perturbations in the main text, we can actually continue
to the third-order perturbation. Here we sketch the calculation.
〈(SB)3〉0 =
[
2Γ3eiΦ˜
∫ β
0
dτ1dτ2dτ3〈Tτe−i
√
2pi( ~K1·~Θ(τ1)+ ~K2·~Θ(τ2)+ ~K3·~Θ(τ3))〉0
× e−i
√
2( ~K1·~a(τ1)+ ~K2·~a(τ2)+ ~K3·~a(τ3)) + H.c.
]
+
(
~K1 → ~K2 & ~K2 → ~K3 & ~K3 → ~K1
) (D32)
In the perturbative expansion of the current,
Ij(τ) =
1
2
δ〈S2B〉0
δAj(τ)
− 1
6
δ〈S3B〉0
δAj(τ)
+ · · · , (D33)
we calculate the third-order correction,
I
(3)
j (τ) = −
1
6
δ〈S3B〉0
δAj(τ)
. (D34)
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In the small voltage limit,
〈(SB)3〉0 = 12Γ3
∫ β
0
dτ1dτ2dτ3P
(3)
j (τ1, τ2, τ3) cos(Φ˜ +
√
2( ~K1 · ~a(τ1) + ~K2 · ~a(τ2) + ~K3 · ~a(τ3))), (D35)
where
P (3)(τ1, τ2, τ3) = 〈Tτe−i
√
2pi( ~K1·~Θ(τ1)+ ~K2·~Θ(τ2)+ ~K3·~Θ(τ3))〉0. (D36)
Let us calculate Ij=1(τ) first for example
I
(3)
1 (τ) = −12Γ3
∫ β
0
dτ ′dτ ′′P (3)(τ, τ ′, τ ′′)
[
sin (Φ˜ +
√
2( ~K1 · ~a(τ ′) + ~K2 · ~a(τ ′′) + ~K3 · ~a(τ))
− sin (Φ˜ +
√
2( ~K1 · ~a(τ ′) + ~K2 · ~a(τ) + ~K3 · ~a(τ ′′))
]
.
(D37)
In the small voltage limit, we find
I
(3)
1 (τ) ' −12Γ3 cos Φ˜
∫ β
0
dτ ′dτ ′′P (3)(τ, τ ′, τ ′′)
(
2 sin ((A1(τ)−A1(τ ′′))
− sin ((A2(τ)−A2(τ ′′))− sin ((A3(τ)−A3(τ ′′))
)
.
(D38)
Similarly, we can calculate the current for other wires.
I
(3)
2 (τ) ' −12Γ3 cos Φ˜
∫ β
0
dτ ′dτ ′′P (3)(τ, τ ′, τ ′′)
(
− sin ((A1(τ)−A1(τ ′′))
+ 2 sin ((A2(τ)−A2(τ ′′))− sin ((A3(τ)−A3(τ ′′))
)
,
(D39)
and
I
(3)
3 (τ) ' −12Γ3 cos Φ˜
∫ β
0
dτ ′dτ ′′P (3)(τ, τ ′, τ ′′)
(
− sin ((A1(τ)−A1(τ ′′))
− sin ((A2(τ)−A2(τ ′′)) + 2 sin ((A3(τ)−A3(τ ′′))
)
.
(D40)
Therefore, we obtain the third order correction of the conductance tensor, which can be schematically written as
(G(3))ij ∝ Γ3 cos Φ˜
 2 −1 −1−1 2 −1
−1 −1 2
 . (D41)
Let us investigate the temperature dependence. We should calculate the integral of the three-point correlation function.
Note that
~K1 · ~K2 = ~K2 · ~K3 = ~K3 · ~K1 = −1
2
,
~K1 + ~K2 + ~K3 = 0,
(D42)
and
P (3)(τ1, τ2, τ3) =
( piτc/β
sin (pi|τ1 − τ2|/β)
)K( piτc/β
sin (pi|τ2 − τ3|/β)
)K( piτc/β
sin (pi|τ3 − τ1|/β)
)K
. (D43)
We insert this correlation function into the integral and extract the T−dependence. Therefore it becomes schematically
I
(3)
1 (y) = −12Γ3 cos Φ˜
(β
pi
)2 ∫ pi
0
dy1dy2
( 1
β
)3K( piτc
|y − y1|
)K( piτc
|y1 − y2|
)K( piτc
|y2 − y|
)K
×
[
2
(−iβ
pi
)
V1(y − y′′) + (· · · )
]
,
(D44)
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where y = piτ/β, y1 = piτ1/β, and y2 = piτ2/β. Therefore, we have the temperature dependence as the following
I31 (y) ∝ β2 ×
( 1
β
)3K
× β ∝ T 3(K−1). (D45)
Note that this is different from the second-order correction, I ∼ T 2(K−1). Hence, collecting all these, we find the third
order correction of the conductance tensor as the following form
(G
(3)
decoupled)ij ∝ Γ3 cos Φ˜T 3(K−1)
 2 −1 −1−1 2 −1
−1 −1 2
 . (D46)
2. Connected Fixed Point
The conductance tensor is calculated exactly at the connected fixed point in the zero temperature at the limit of
vanishing voltage.9
(GAndreev)ij =
2
3K
e2
h
 2 −1 −1−1 2 −1
−1 −1 2
 . (D47)
This is the maximal conductance, which can be supported from the Y-junction9. Hence, at the finite temperature,
whatever the perturbation we include, the conductance will decrease but in a power-law fashion. Now we calculate
this correction by using the boundary action with the perturbation. The Dirichlet boundary condition is given for
Θ1,Θ2 and the Neumann boundary condition for Θ0 at the connected fixed point. With these boundary conditions,
we will consider the boundary theory,
S0 =
1
2β
∞∑
n=−∞
∑
j=1,2,3
K|ωn||φj(ωn)|2, (D48)
and +/- cycle hopping term as the perturbation [9],
TRL21 = ψ
R†
2 ψ
L
1
∣∣∣
x=0
∼ e−i
√
2pi ~K3·~Θe−i
√
2pi
3 (zˆ× ~K3)·~Φe−i
√
4pi
3 Φ0 , (+ cycle),
TRL12 = ψ
R†
1 ψ
L
2
∣∣∣
x=0
∼ e+i
√
2pi ~K3·~Θe−i
√
2pi
3 (zˆ× ~K3)·~Φe−i
√
4pi
3 Φ0 , (- cycle),
(D49)
which are the leading irrelevant term at the fixed point. Then, we can write down the total action coupled with the
gauge field in the rotated basis as the following
S =
1
2β
∞∑
n=−∞
K|ωn|
(
|Φ1(ωn)|2 + |Φ2(ωn)|2
)
+
1
2Kpi
1
β
∞∑
n=−∞
|ωn|
(
|a1(ωn)|2 + |a2(ωn)|2
)
+ Ω
3∑
j=1
∫ β
0
dτ cos
(√2
3
(zˆ × ~Kj) ·
(√
pi~Φ(τ)− 1
K
~a(τ)
))
.
(D50)
Here the term ∝ Ω is the perturbation. Note that the term describes so-called “voltage-generating phase slips” (similar
to the backscattering terms in the setup of 10) and hence its effect is to decrease the overall conductivity [11]. We
are particularly interested in the second-order perturbative correction:
−I(2)(τ) = +1
2
δ〈(S′)2〉0
δaj(τ)
(D51)
where we have an explicit form
〈(S′)2〉0 = 1
2
Ω2
∫ β
0
dτ1dτ2P (τ1 − τ2)
3∑
j=1
cos
(√2
3
1
K
(zˆ × ~Kj) · (~a(τ1)− ~a(τ2))
)
, (D52)
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with
P (τ1 − τ2) =
( piτc/β
sin(pi(τ1 − τ2)/β)
) 2
3K
. (D53)
We calculate the current in the first wire for example
−I(2)1 (τ) =
1
4
Ω2
3∑
j=1
∫ β
0
dτ1dτ2P (τ1 − τ2) δ
δa1(τ)
(
cos
(√2
3
1
K
(zˆ × ~Kj) · (~a(τ1)− ~a(τ2))
))
. (D54)
In the small voltage limit, we find
−I(2)1 (τ) ' −
1
K2
Ω2
∫ β
0
dτ ′P (τ − τ ′) sin
(
a1(τ)− a1(τ ′)
)
. (D55)
We next perform the analytic continuation and restore the unit conductance e2/~ in the expression. Then we find
−I(2)1 (t) =
2pie2Ω2
K2h
P (V )− P (−V )
2i
, (D56)
where
P (E) =
∫ ∞
0
dt(eiEt − 1)P
>(t)− P<(t)
i
. (D57)
Again in the small voltage limit, we have
−I(2)1 (t) ' G(2)V, (D58)
where
G
(2)
1 = −
2pie2Ω2
K2h
P (V )
iV
. (D59)
P (V )
V
'
∫ ∞
0
dtt
(( piτc/β
i sinh(pit/β)
)2/3K
−
( piτc/β
−i sinh(pit/β)
)2/3K)
= iτ2/3Kc T
2/3K−2pi
2/3K−1
2
Γ( 12 )Γ(
1
3K )
Γ( 12 − 13K )
(D60)
Therefore, we have
G
(2)
1 = −
(2pie2Ω2
K2h
τ2/3Kc
pi2/3K−1
2
Γ( 12 )Γ(
1
3K )
Γ( 12 − 13K )
)
T 2/3K−2. (D61)
Similarly, the correction of the conductance in another wire is
G
(2)
2 = −
(2pie2Ω2
K2h
τ2/3Kc
pi2/3K−1
2
Γ( 12 )Γ(
1
3K )
Γ( 12 − 13K )
)
T 2/3K−2. (D62)
Hence we have the total conductance tensor in the rotated basis, up to the second order in the perturbation
Gµ=1,2 =
2e2
Kh
−
(2pie2Ω2
K2h
τ2/3Kc
pi2/3K−1
2
Γ( 12 )Γ(
1
3K )
Γ( 12 − 13K )
)
T 2/3K−2. (D63)
We inversely transform the rotation of the conductance by the following formula
Gij = viµvjνGµν , (D64)
where i, j = 1, 2, 3, µ, ν = 1, 2, and
vjµ =
√
2
3
µν( ~Kj)ν . (D65)
Then, we have the total conductance tensor
(Gconnected)ij =
( 2e2
3Kh
− 2pie
2Ω2
3K2h
τ2/3Kc
pi2/3K−1
2
Γ( 12 )Γ(
1
3K )
Γ( 12 − 13K )
T 2/3K−2
) 2 −1 −1−1 2 −1
−1 −1 2
 . (D66)
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Appendix E: Delayed Evaluation of Boundary Condition (DEBC)
Here we list up the operators and fixed points of various junctions by employing the delayed evaluation of boundary
condition (DEBC). We follow the calculations of the previous studies.9,12 and generalize to the junctions arising from
the square and triangular networks. For the details of the technology, please refer the references [9 and 12]. Here we
will consider the identical N -wire junctions with N = 4 or N = 6.
Schematically speaking, in DEBC, we determine whether the fixed point is stable or not at a point in the phase
diagram by calculating the scaling dimension of possible local operators, which may deform the Hamiltonian. Possible
dominant operators are listed in the previous studies for Y-junctions,9,12 which we generalize to N -wire junctions.
The vertex operators are originally written as the fermionic operators with indices of the wire (j = 1, 2, 3, · · · ), the
spin (↑ / ↓) and the chirality (R/L). The operators are then bosonized. After the bosonization, the operators become
regular vertex operators such as V ∼ ei~a·~φei~b·~θ. Then we apply the boundary conditions onto the operators and then
evaluate the scaling dimensions. From the scaling dimensions, we can determine when the boundary conditions can
be stable.
1. Spinless Electrons
a. 4-wire Junction
We define a rotation transformation of the Bosonic field and their vectors. Here φj , j = 1, 2, 3, 4 are the fields of
each wire neighboring to the junction. See Fig.6.
Φ0 =
1
2
(φ1 + φ2 + φ3 + φ4), Φ1 =
1√
2
(φ1 − φ2), Φ2 = 1√
6
(φ1 + φ2 − 2φ3), Φ3 = 1
2
√
3
(−φ1 − φ2 − φ3 + 3φ4). (E1)
Θ0 =
1
2
(θ1 + θ2 + θ3 + θ4), Θ1 =
1√
2
(θ1 − θ2), Θ2 = 1√
6
(θ1 + θ2 − 2θ3), Θ3 = 1
2
√
3
(−θ1 − θ2 − θ3 + 3θ4). (E2)
Here the Θ0 strictly satisfies the Neumann boundary condition due to the charge conservation.
(a) (b)
1
2
3
4
1 4
2 3
6 5
FIG. 6. This figure indicates how φj and θj are defined in (a) the 4-wire junction and (b) the 6-wire junction. The index j is
mapped into each wire.
~Φ = (Φ1,Φ2,Φ3), ~Θ = (Θ1,Θ2,Θ3). (E3)
Next we define a set of vectors, which will be useful in the future
~K1 = (−1
2
,
√
3
2
, 0), ~K2 = (0,− 1√
3
,−
√
2
3
), ~K3 = (−1
2
,− 1
2
√
3
,
√
2
3
), ~K4 = (1, 0, 0). (E4)
~L1 = (− 1√
2
,− 1√
6
,− 1√
3
), ~L2 = (0,−
√
2
3
,
1√
3
), ~L3 = (
1√
2
,
1√
6
,
1√
3
), ~L4 = (0,
√
2
3
,− 1√
3
). (E5)
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~G1 = (
√
2
3
,
√
2
3
,−1
3
), ~G2 = (−
√
2
3
,
√
2
3
,−1
3
), ~G3 = (0,−2
√
2
3
,−1
3
), ~G4 = (0, 0, 1). (E6)
~KNNN1 = (
1
2
,
√
3
2
, 0), ~KNNN2 = (
1
2
,− 1
2
√
3
,
√
2
3
), ~LNNN1 = (
1√
2
,− 1√
6
,− 1√
3
), ~LNNN2 = (−
1√
2
,
1√
6
,
1√
3
). (E7)
Then, the vectors have the following properties.
| ~Kj | = 1, |~Lj | = 1, |~Gj | = 1, | ~KNNNj | = 1, |~LNNNj | = 1. (E8)
~Kj · ~Φ = 1√
2
(φj+1 − φj+2), ~Kj · ~Θ = 1√
2
(θj+1 − θj+2), (E9)
1√
2
Φ0 +
1√
2
~Lj · ~Φ = 1√
2
(φj+1 + φj+2),
1√
2
Θ0 +
1√
2
~Lj · ~Θ = 1√
2
(θj+1 + θj+2). (E10)
1√
2
Φ0 +
√
3
2
~Gj · ~Φ =
√
2φj ,
1√
2
Θ0 +
√
3
2
~Gj · ~Θ =
√
2θj . (E11)
~KNNNj · ~Φ =
1√
2
(φj − φj+2), ~KNNNj · ~Θ =
1√
2
(θj − θj+2). (E12)
1√
2
Φ0 +
1√
2
~LNNNj · ~Φ =
1√
2
(φj + φj+2),
1√
2
Θ0 +
1√
2
~LNNNj · ~Θ =
1√
2
(θj + θj+2). (E13)
We list all single electron operators in the 4-wire problem that we are going to check the scaling dimension.
+ cycle:
TRL21 = Ψ
R†
2 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θe−i
√
pi~L3·~Φe−i
√
piΦ0 , TRL32 = Ψ
R†
3 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θe−i
√
pi~L4·~Φe−i
√
piΦ0 ,
TRL43 = Ψ
R†
4 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θe−i
√
pi~L1·~Φe−i
√
piΦ0 , TRL14 = Ψ
R†
1 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θe−i
√
pi~L2·~Φe−i
√
piΦ0 ,
TRL31 = Ψ
R†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θe−i
√
pi~LNNN1 ·~Φe−i
√
piΦ0 , TRL24 = Ψ
R†
2 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θe−i
√
pi~LNNN2 ·~Φe−i
√
piΦ0 .
(E14)
- cycle:
TRL12 = Ψ
R†
1 Ψ
L
2
∣∣∣
x=0
∝ ei
√
2pi ~K3·~Θe−i
√
pi~L3·~Φe−i
√
piΦ0 , TRL23 = Ψ
R†
2 Ψ
L
3
∣∣∣
x=0
∝ ei
√
2pi ~K4·~Θe−i
√
pi~L4·~Φe−i
√
piΦ0 ,
TRL34 = Ψ
R†
3 Ψ
L
4
∣∣∣
x=0
∝ ei
√
2pi ~K1·~Θe−i
√
pi~L1·~Φe−i
√
piΦ0 , TRL41 = Ψ
R†
4 Ψ
L
1
∣∣∣
x=0
∝ ei
√
2pi ~K2·~Θe−i
√
pi~L2·~Φe−i
√
piΦ0 ,
TRL13 = Ψ
R†
1 Ψ
L
3
∣∣∣
x=0
∝ ei
√
2pi ~KNNN1 ·~Θe−i
√
pi~LNNN1 ·~Φe−i
√
piΦ0 , TRL42 = Ψ
R†
4 Ψ
L
2
∣∣∣
x=0
∝ ei
√
2pi ~KNNN2 ·~Θe−i
√
pi~LNNN2 ·~Φe−i
√
piΦ0 .
(E15)
Backscattering:
TRL11 = Ψ
R†
1 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
3pi ~G1·~Φe−i
√
piΦ0 , TRL22 = Ψ
R†
2 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
3pi ~G2·~Φe−i
√
piΦ0 ,
TRL33 = Ψ
R†
3 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
3pi ~G3·~Φe−i
√
piΦ0 , TRL44 = Ψ
R†
4 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
3pi ~G4·~Φe−i
√
piΦ0 .
(E16)
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LL-RR:
TLL21 = Ψ
L†
2 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θe−i
√
2pi ~K3·~Φ, TLL32 = Ψ
L†
3 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θe−i
√
2pi ~K4·~Φ,
TLL43 = Ψ
L†
4 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θe−i
√
2pi ~K1·~Φ, TLL14 = Ψ
L†
1 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θe−i
√
2pi ~K2·~Φ,
TLL31 = Ψ
L†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θe−i
√
2pi ~KNNN1 ·~Φ, TLL24 = Ψ
L†
2 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θe−i
√
2pi ~KNNN2 ·~Φ,
TRR21 = Ψ
R†
2 Ψ
R
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θei
√
2pi ~K3·~Φ, TRR32 = Ψ
R†
3 Ψ
R
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θei
√
2pi ~K4·~Φ,
TRR43 = Ψ
R†
4 Ψ
R
3
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θei
√
2pi ~K1·~Φ, TRR14 = Ψ
R†
1 Ψ
R
4
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θei
√
2pi ~K2·~Φ,
TRR31 = Ψ
R†
3 Ψ
R
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θei
√
2pi ~KNNN1 ·~Φ, TRR24 = Ψ
R†
2 Ψ
R
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θei
√
2pi ~KNNN2 ·~Φ,
TLL31 = Ψ
L†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θe−i
√
2pi ~KNNN1 ·~Φ, TLL24 = Ψ
L†
2 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θe−i
√
2pi ~KNNN2 ·~Φ,
TRR31 = Ψ
R†
3 Ψ
R
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θei
√
2pi ~KNNN1 ·~Φ, TRR24 = Ψ
R†
2 Ψ
R
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θei
√
2pi ~KNNN2 ·~Φ.
(E17)
For the decoupled fixed point and the connected fixed point, we have the following boundary conditions.
~φR = −~φL, (Decoupled Fixed Point),
~φR = +~φL, (Connected Fixed Point).
(E18)
where
~Φ =
√
1
2piK
(~φL + ~φR), ~Θ =
√
K
2pi
(~φL − ~φR). (E19)
For example, let us consider a general operator where
V = ei~a·
√
2piK~Φ+i~b·
√
2pi
K
~Θ = ei(~a−~b)·~φR+i(~a+~b)·~φL . (E20)
For both of the boundary conditions, the general operator’s scaling dimension can be calculated as the following.
∆V =
1
4
| ∓ (~a−~b) + (~a+~b)|2 = 1
2
(|~a|2 + |~b|2 ∓ |~a|2 ± |~b|2). (E21)
Therefore,
∆V = |~b|, (Decoupled Fixed Point),
∆V = |~a|, (Connected Fixed Point),
(E22)
for the general operator.
By using the formula, we can calculate scaling dimensions of the operators above at each fixed points. The result
is shown in the Table.I. We can see that the backscattering operators fixes the decoupled fixed point and the hopping
Decoupled Fixed Point Connected Fixed Point
+ Cycle K 1/2K
- Cycle K 1/2K
Backscattering 0 3/2K
LL/RR K 1/K
TABLE I. Scaling dimensions of the square network with spinless electrons.
operators are the leading irrelevant operators. The hopping operators are irrelevant if K > 1, so the decoupled fixed
point is stable in this condition. On the other hand, the leading irrelevant operator is the +,- cycle operator in the
connected fixed point. It is irrelevant when K < 1/2, so the connected fixed point is stable in this condition.
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b. 6-wire Junction
Similarly, we define the rotation transformation for six fields and their vectors. Here φj , j = 1, 2, 3 · · · 6 is the phase
field in the j-th wire. See Fig.6.
Φ0 =
1√
6
(φ1 + φ2 + φ3 + φ4 + φ5 + φ6), Φ1 =
1√
2
(φ1 − φ2), Φ2 = 1√
6
(φ1 + φ2 − 2φ3),
Φ3 =
1
2
√
3
(−φ1 − φ2 − φ3 + 3φ4), Φ4 = 1
2
√
5
(−φ1 − φ2 − φ3 − φ4 + 4φ5),
Φ5 =
1√
30
(−φ1 − φ2 − φ3 − φ4 − φ5 + 5φ6).
(E23)
Θ0 =
1√
6
(θ1 + θ2 + θ3 + θ4 + θ5 + θ6), Θ1 =
1√
2
(θ1 − θ2), Θ2 = 1√
6
(θ1 + θ2 − 2θ3),
Θ3 =
1
2
√
3
(−θ1 − θ2 − θ3 + 3θ4), Θ4 = 1
2
√
5
(−θ1 − θ2 − θ3 − θ4 + 4θ5),
Θ5 =
1√
30
(−θ1 − θ2 − θ3 − θ4 − θ5 + 5θ6).
(E24)
~Φ = (Φ1,Φ2,Φ3,Φ4,Φ5,Φ6), ~Θ = (Θ1,Θ2,Θ3,Θ4,Θ5,Θ6). (E25)
And, we define some unit vectors.
~K1 = (−1
2
,
√
3
2
, 0, 0, 0), ~K2 = (0,− 1√
3
,−
√
2
3
, 0, 0), ~K3 = (0, 0,
√
3
2
√
2
,−
√
5
2
√
2
, 0),
~K4 = (0, 0, 0,
√
2
5
,−
√
3
5
), ~K5 = (−1
2
,− 1
2
√
3
,
1
2
√
6
,
1
2
√
10
,
√
3
5
), ~K6 = (1, 0, 0, 0, 0).
(E26)
~L1 = (−
√
3
2
√
2
,− 1
2
√
2
,−1
2
,−
√
3
2
√
5
,− 1√
10
), ~L2 = (0,− 1√
2
,−1
2
,−
√
3
2
√
5
,− 1√
10
), ~L3 = (0, 0,
3
4
,
√
5
2
√
2
, 0),
~L4 = (0, 0, 0,
√
3
5
,
√
2
5
), ~L5 = (
√
3
2
√
2
,
1
2
√
2
,−1
4
,−
√
3
4
√
5
,
√
2
5
), ~L6 = (0,
1√
2
,−1
2
,−
√
3
2
√
5
,− 1√
10
).
(E27)
~G1 = (
√
3
5
,
1√
5
,− 1√
10
,−
√
3
5
√
2
,−1
5
), ~G2 = (−
√
3
5
,
1√
5
,− 1√
10
,−
√
3
5
√
2
,−1
5
), ~G3 = (0,− 2√
5
,− 1√
10
,−
√
3
5
√
2
,−1
5
),
~G4 = (0, 0,
3√
10
,−
√
3
5
√
2
,−1
5
), ~G5 = (0, 0, 0,
2
√
6
5
,−1
5
), ~G6 = (0, 0, 0, 0, 1).
(E28)
~KNNN1 = (
1
2
,
√
3
2
, 0, 0, 0), ~KNNN2 = (−
1
2
,
1
2
√
3
,−
√
2
3
, 0, 0),
~KNNN3 = (0,−
1√
3
,− 1
2
√
6
,−
√
5
2
√
2
, 0), ~KNNN4 = (0, 0,
√
3
2
√
2
,− 1
2
√
10
,−
√
3
5
),
~KNNN5 = (−
1
2
,− 1
2
√
3
,
1
2
√
6
,
√
5
2
√
2
, 0), ~KNNN6 = (
1
2
,− 1
2
√
3
,
1
2
√
6
,
1
2
√
10
,
√
3
5
).
(E29)
~LNNN1 = (
√
3
2
√
2
,− 1
2
√
2
,−1
2
,−
√
3
2
√
5
,− 1√
10
), ~LNNN2 = (−
√
3
2
√
2
,
1
2
√
2
,
1
2
,−
√
3
2
√
5
,− 1√
10
),
~LNNN3 = (0,−
1√
2
,−1
4
,
3
√
3
4
√
5
,− 1√
10
), ~LNNN4 = (0, 0,
3
4
,−
√
3
4
√
5
,
√
2
5
),
~LNNN5 = (
√
3
2
√
2
,
1
2
√
2
,−1
4
,
3
√
3
4
√
5
,− 1√
10
), ~LNNN6 = (−
√
3
2
√
2
,
1
2
√
2
,−1
4
,−
√
3
4
√
5
,
√
2
5
).
(E30)
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~KNNNN1 = (
1
2
,
1
2
√
3
,−
√
2
3
, 0, 0), ~KNNNN2 = (−
1
2
,
1
2
√
3
,− 1
2
√
6
,−
√
5
2
√
2
, 0),
~KNNNN3 = (0,−
1√
3
,− 1
2
√
6
,− 1
2
√
10
,−
√
3
5
), ~LNNNN1 = (
√
3
2
√
2
,
1
2
√
2
,
1
2
,−
√
3
2
√
5
,− 1√
10
),
~LNNNN2 = (−
√
3
2
√
2
,
1
2
√
2
,−1
4
,
3
√
3
4
√
5
,− 1√
10
), ~LNNNN3 = (0,−
1√
2
,−1
4
,−
√
3
4
√
5
,
√
2
5
).
(E31)
Then, the vectors have the following properties.
| ~Kj | = 1, |~Lj | = 1, |~Gj | = 1, | ~KNNNj | = 1, |~LNNNj | = 1, | ~KNNNNj | = 1, |~LNNNNj | = 1. (E32)
~Kj · ~Φ = 1√
2
(φj+1 − φj+2), ~Kj · ~Θ = 1√
2
(θj+1 − θj+2), (E33)
1√
3
Φ0 +
√
2
3
~Lj · ~Φ = 1√
2
(φj+1 + φj+2),
1√
3
Θ0 +
√
2
3
~Lj · ~Θ = 1√
2
(θj+1 + θj+2). (E34)
1√
3
Φ0 +
√
5
3
~Gj · ~Φ =
√
2φj ,
1√
3
Θ0 +
√
5
3
~Gj · ~Θ =
√
2θj . (E35)
~KNNNj · ~Φ =
1√
2
(φj − φj+2), ~KNNNj · ~Θ =
1√
2
(θj − θj+2), (E36)
1√
3
Φ0 +
√
2
3
~LNNNj · ~Φ =
1√
2
(φj + φj+2),
1√
3
Θ0 +
√
2
3
~LNNNj · ~Θ =
1√
2
(θj + θj+2). (E37)
~KNNNNj · ~Φ =
1√
2
(φj − φj+3), ~KNNNNj · ~Θ =
1√
2
(θj − θj+3), (E38)
1√
3
Φ0 +
√
2
3
~LNNNNj · ~Φ =
1√
2
(φj + φj+3),
1√
3
Θ0 +
√
2
3
~LNNNNj · ~Θ =
1√
2
(θj + θj+3). (E39)
We list all single electron operators in the 6-wire problem that we are going to check the scaling dimension.
+ cycle:
TRL21 = Ψ
R†
2 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θe−i
√
4pi
3
~L3·~Φe−i
√
2pi
3 Φ0 , TRL32 = Ψ
R†
3 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θe−i
√
4pi
3
~L4·~Φe−i
√
2pi
3 Φ0 ,
TRL43 = Ψ
R†
4 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θe−i
√
4pi
3
~L5·~Φe−i
√
2pi
3 Φ0 , TRL54 = Ψ
R†
5 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θe−i
√
4pi
3
~L6·~Φe−i
√
2pi
3 Φ0 ,
TRL65 = Ψ
R†
6 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θe−i
√
4pi
3
~L1·~Φe−i
√
2pi
3 Φ0 , TRL16 = Ψ
R†
1 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θe−i
√
4pi
3
~L2·~Φe−i
√
2pi
3 Φ0 ,
TRL31 = Ψ
R†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θe−i
√
4pi
3
~LNNN1 ·~Φe−i
√
2pi
3 Φ0 , TRL42 = Ψ
R†
4 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θe−i
√
4pi
3
~LNNN2 ·~Φe−i
√
2pi
3 Φ0 ,
TRL53 = Ψ
R†
5 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θe−i
√
4pi
3
~LNNN3 ·~Φe−i
√
2pi
3 Φ0 , TRL64 = Ψ
R†
6 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θe−i
√
4pi
3
~LNNN4 ·~Φe−i
√
2pi
3 Φ0 ,
TRL15 = Ψ
R†
1 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θe−i
√
4pi
3
~LNNN5 ·~Φe−i
√
2pi
3 Φ0 , TRL26 = Ψ
R†
2 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θe−i
√
4pi
3
~LNNN6 ·~Φe−i
√
2pi
3 Φ0 ,
TRL41 = Ψ
R†
4 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θe−i
√
4pi
3
~LNNNN1 ·~Φe−i
√
2pi
3 Φ0 , TRL52 = Ψ
R†
5 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θe−i
√
4pi
3
~LNNNN2 ·~Φe−i
√
2pi
3 Φ0 ,
TRL63 = Ψ
R†
6 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θe−i
√
4pi
3
~LNNNN3 ·~Φe−i
√
2pi
3 Φ0 .
(E40)
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- cycle:
TRL12 = Ψ
R†
1 Ψ
L
2
∣∣∣
x=0
∝ ei
√
2pi ~K3·~Θe−i
√
4pi
3
~L3·~Φe−i
√
2pi
3 Φ0 , TRL23 = Ψ
R†
2 Ψ
L
3
∣∣∣
x=0
∝ ei
√
2pi ~K4·~Θe−i
√
4pi
3
~L4·~Φe−i
√
2pi
3 Φ0 ,
TRL34 = Ψ
R†
3 Ψ
L
4
∣∣∣
x=0
∝ ei
√
2pi ~K5·~Θe−i
√
4pi
3
~L5·~Φe−i
√
2pi
3 Φ0 , TRL45 = Ψ
R†
4 Ψ
L
5
∣∣∣
x=0
∝ ei
√
2pi ~K6·~Θe−i
√
4pi
3
~L6·~Φe−i
√
2pi
3 Φ0 ,
TRL56 = Ψ
R†
5 Ψ
L
6
∣∣∣
x=0
∝ ei
√
2pi ~K1·~Θe−i
√
4pi
3
~L1·~Φe−i
√
2pi
3 Φ0 , TRL61 = Ψ
R†
6 Ψ
L
1
∣∣∣
x=0
∝ ei
√
2pi ~K2·~Θe−i
√
4pi
3
~L2·~Φe−i
√
2pi
3 Φ0 ,
TRL13 = Ψ
R†
1 Ψ
L
3
∣∣∣
x=0
∝ ei
√
2pi ~KNNN1 ·~Θe−i
√
4pi
3
~LNNN1 ·~Φe−i
√
2pi
3 Φ0 , TRL24 = Ψ
R†
2 Ψ
L
4
∣∣∣
x=0
∝ ei
√
2pi ~KNNN2 ·~Θe−i
√
4pi
3
~LNNN2 ·~Φe−i
√
2pi
3 Φ0 ,
TRL35 = Ψ
R†
3 Ψ
L
5
∣∣∣
x=0
∝ ei
√
2pi ~KNNN3 ·~Θe−i
√
4pi
3
~LNNN3 ·~Φe−i
√
2pi
3 Φ0 , TRL46 = Ψ
R†
4 Ψ
L
6
∣∣∣
x=0
∝ ei
√
2pi ~KNNN4 ·~Θe−i
√
4pi
3
~LNNN4 ·~Φe−i
√
2pi
3 Φ0 ,
TRL51 = Ψ
R†
5 Ψ
L
1
∣∣∣
x=0
∝ ei
√
2pi ~KNNN5 ·~Θe−i
√
4pi
3
~LNNN5 ·~Φe−i
√
2pi
3 Φ0 , TRL62 = Ψ
R†
6 Ψ
L
2
∣∣∣
x=0
∝ ei
√
2pi ~KNNN6 ·~Θe−i
√
4pi
3
~LNNN6 ·~Φe−i
√
2pi
3 Φ0 ,
TRL14 = Ψ
R†
1 Ψ
L
4
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN1 ·~Θe−i
√
4pi
3
~LNNNN1 ·~Φe−i
√
2pi
3 Φ0 , TRL25 = Ψ
R†
2 Ψ
L
5
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN2 ·~Θe−i
√
4pi
3
~LNNNN2 ·~Φe−i
√
2pi
3 Φ0 ,
TRL36 = Ψ
R†
3 Ψ
L
6
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN3 ·~Θe−i
√
4pi
3
~LNNNN3 ·~Φe−i
√
2pi
3 Φ0 .
(E41)
Backscattering:
TRL11 = Ψ
R†
1 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
10pi
3
~G1·~Φe−i
√
2pi
3 Φ0 , TRL22 = Ψ
R†
2 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
10pi
3
~G2·~Φe−i
√
2pi
3 Φ0 ,
TRL33 = Ψ
R†
3 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
10pi
3
~G3·~Φe−i
√
2pi
3 Φ0 , TRL44 = Ψ
R†
4 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
10pi
3
~G4·~Φe−i
√
2pi
3 Φ0 ,
TRL55 = Ψ
R†
5 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
10pi
3
~G5·~Φe−i
√
2pi
3 Φ0 , TRL66 = Ψ
R†
6 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
10pi
3
~G6·~Φe−i
√
2pi
3 Φ0 .
(E42)
LL-RR:
TLL21 = Ψ
L†
2 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θe−i
√
2pi ~K3·~Φ, TLL32 = Ψ
L†
3 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θe−i
√
2pi ~K4·~Φ,
TLL43 = Ψ
L†
4 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θe−i
√
2pi ~K5·~Φ, TLL54 = Ψ
L†
5 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θe−i
√
2pi ~K6·~Φ,
TLL65 = Ψ
L†
6 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θe−i
√
2pi ~K1·~Φ, TLL16 = Ψ
L†
1 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θe−i
√
2pi ~K2·~Φ,
TRR21 = Ψ
L†
2 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θei
√
2pi ~K3·~Φ, TRR32 = Ψ
L†
3 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θei
√
2pi ~K4·~Φ,
TRR43 = Ψ
L†
4 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θei
√
2pi ~K5·~Φ, TRR54 = Ψ
L†
5 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θei
√
2pi ~K6·~Φ,
TRR65 = Ψ
L†
6 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θei
√
2pi ~K1·~Φ, TRR16 = Ψ
L†
1 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θei
√
2pi ~K2·~Φ.
(E43)
LL-RR (NNN):
TLL31 = Ψ
L†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θe−i
√
2pi ~KNNN1 ·~Φ, TLL42 = Ψ
L†
4 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θe−i
√
2pi ~KNNN2 ·~Φ,
TLL53 = Ψ
L†
5 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θe−i
√
2pi ~KNNN3 ·~Φ, TLL64 = Ψ
L†
6 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θe−i
√
2pi ~KNNN4 ·~Φ,
TLL15 = Ψ
L†
1 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θe−i
√
2pi ~KNNN5 ·~Φ, TLL26 = Ψ
L†
2 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θe−i
√
2pi ~KNNN6 ·~Φ,
TRR31 = Ψ
L†
3 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θei
√
2pi ~KNNN1 ·~Φ, TRR42 = Ψ
L†
4 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θei
√
2pi ~KNNN2 ·~Φ,
TRR53 = Ψ
L†
5 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θei
√
2pi ~KNNN3 ·~Φ, TRR64 = Ψ
L†
6 Ψ
L
4
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θei
√
2pi ~KNNN4 ·~Φ,
TRR15 = Ψ
L†
1 Ψ
L
5
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θei
√
2pi ~KNNN5 ·~Φ, TRR26 = Ψ
L†
2 Ψ
L
6
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θei
√
2pi ~KNNN6 ·~Φ.
(E44)
LL-RR (NNNN):
TLL41 = Ψ
L†
4 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θe−i
√
2pi ~KNNNN1 ·~Φ, TLL52 = Ψ
L†
5 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θe−i
√
2pi ~KNNNN2 ·~Φ,
TLL63 = Ψ
L†
6 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θe−i
√
2pi ~KNNNN3 ·~Φ, TRR41 = Ψ
L†
4 Ψ
L
1
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θei
√
2pi ~KNNNN1 ·~Φ,
TRR52 = Ψ
L†
5 Ψ
L
2
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θei
√
2pi ~KNNNN2 ·~Φ, TRR63 = Ψ
L†
6 Ψ
L
3
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θei
√
2pi ~KNNNN3 ·~Φ.
(E45)
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We can calculate the scaling dimension of the above operators in the same way as we did for 4-wire junctions. Then,
we get Table.II and two stable fixed points similarly. The backscattering operators fixes the decoupled fixed point
and the hopping operators are the leading irrelevant operators. The hopping operators are irrelevant if K > 1, so the
decoupled fixed point is stable in this condition. The +,- cycle operator, which is the leading irrelevant operator in
the connected fixed point, is irrelevant when K < 1/3, so the connected fixed point is stable in this condition.
Decoupled Fixed Point Connected Fixed Point
+ Cycle K 1/3K
- Cycle K 1/3K
Backscattering 0 5/3K
LL/RR K 1/K
TABLE II. Scaling dimensions of the triangular network with spinless electrons.
2. Spinful Electrons
Here, we extend the DEBC analysis of the spinless electron to the spinful electron case. In the spinful case, the
bosonic field has spin indices(↑/↓). They can be written in terms of spin and charge fields. The bare spinful Luttinger
liquid is
S =
∫
dτdx
uc
2
(
Kc(∂xφc(x, τ))
2 +
1
Kc
(∂τθc(x, τ))
2
)
+
∫
dτdx
us
2
(
Ks(∂xφs(x, τ))
2 +
1
Ks
(∂τθs(x, τ))
2
)
. (E46)
We will use the transformations and the vectors that we defined in the spinless case. And the operators of a single
electron are the same except they have a spin index. However, we will also check the pair/spin operators in the spinful
case since they can be the leading irrelevant operator.
a. 4-wire Junctions
We list all single electron operators in the 4-wire problem.
(1) + cycle:
TRL21,σ = Ψ
R†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσe−i
√
pi~L3·~Φσe−i
√
piΦ0,σ , TRL32,σ = Ψ
R†
3,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσe−i
√
pi~L4·~Φσe−i
√
piΦ0,σ ,
TRL43,σ = Ψ
R†
4,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσe−i
√
pi~L1·~Φσe−i
√
piΦ0,σ , TRL14,σ = Ψ
R†
1,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσe−i
√
pi~L2·~Φσe−i
√
piΦ0,σ ,
TRL31,σ = Ψ
R†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσe−i
√
pi~LNNN1 ·~Φσe−i
√
piΦ0,σ , TRL24,σ = Ψ
R†
2,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσe−i
√
pi~LNNN2 ·~Φσe−i
√
piΦ0,σ .
(E47)
(2) - cycle:
TRL12,σ = Ψ
R†
1,σΨ
L
2,σ
∣∣∣
x=0
∝ ei
√
2pi ~K3·~Θσe−i
√
pi~L3·~Φσe−i
√
piΦ0,σ , TRL23,σ = Ψ
R†
2,σΨ
L
3,σ
∣∣∣
x=0
∝ ei
√
2pi ~K4·~Θσe−i
√
pi~L4·~Φσe−i
√
piΦ0,σ ,
TRL34,σ = Ψ
R†
3,σΨ
L
4,σ
∣∣∣
x=0
∝ ei
√
2pi ~K1·~Θσe−i
√
pi~L1·~Φσe−i
√
piΦ0,σ , TRL41,σ = Ψ
R†
4,σΨ
L
1,σ
∣∣∣
x=0
∝ ei
√
2pi ~K2·~Θσe−i
√
pi~L2·~Φσe−i
√
piΦ0,σ ,
TRL13,σ = Ψ
R†
1,σΨ
L
3,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN1 ·~Θσe−i
√
pi~LNNN1 ·~Φσe−i
√
piΦ0,σ , TRL42,σ = Ψ
R†
4,σΨ
L
2,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN2 ·~Θσe−i
√
pi~LNNN2 ·~Φσe−i
√
piΦ0,σ .
(E48)
(3) Backscattering:
TRL11,σ = Ψ
R†
1,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
3pi ~G1·~Φσe−i
√
piΦ0,σ , TRL22,σ = Ψ
R†
2,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
3pi ~G2·~Φσe−i
√
piΦ0,σ ,
TRL33,σ = Ψ
R†
3,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
3pi ~G3·~Φσe−i
√
piΦ0,σ , TRL44,σ = Ψ
R†
4,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
3pi ~G4·~Φσe−i
√
piΦ0,σ .
(E49)
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(4) LL-RR:
TLL21,σ = Ψ
L†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσe−i
√
2pi ~K3·~Φσ , TLL32,σ = Ψ
L†
3,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσe−i
√
2pi ~K4·~Φσ ,
TLL43,σ = Ψ
L†
4,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσe−i
√
2pi ~K1·~Φσ , TLL14,σ = Ψ
L†
1,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσe−i
√
2pi ~K2·~Φσ ,
TLL31,σ = Ψ
L†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσe−i
√
2pi ~KNNN1 ·~Φσ , TLL24,σ = Ψ
L†
2,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσe−i
√
2pi ~KNNN2 ·~Φσ ,
TRR21,σ = Ψ
R†
2,σΨ
R
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσei
√
2pi ~K3·~Φσ , TRR32,σ = Ψ
R†
3,σΨ
R
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσei
√
2pi ~K4·~Φσ ,
TRR43,σ = Ψ
R†
4,σΨ
R
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσei
√
2pi ~K1·~Φσ , TRR14,σ = Ψ
R†
1,σΨ
R
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσei
√
2pi ~K2·~Φσ ,
TRR31,σ = Ψ
R†
3,σΨ
R
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσei
√
2pi ~KNNN1 ·~Φσ , TRR24,σ = Ψ
R†
2,σΨ
R
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσei
√
2pi ~KNNN2 ·~Φσ ,
TLL31,σ = Ψ
L†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσe−i
√
2pi ~KNNN1 ·~Φσ , TLL24,σ = Ψ
L†
2,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσe−i
√
2pi ~KNNN2 ·~Φσ ,
TRR31,σ = Ψ
R†
3,σΨ
R
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσei
√
2pi ~KNNN1 ·~Φσ , TRR24,σ = Ψ
R†
2,σΨ
R
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσei
√
2pi ~KNNN2 ·~Φσ .
(E50)
And, we list all pair operators.
(1-1) Pair tunneling in + cycle (NN):
PT+1 = T
RL
21,↑T
RL
21,↓, PT
+
2 = T
RL
32,↑T
RL
32,↓, PT
+
3 = T
RL
43,↑T
RL
43,↓, PT
+
4 = T
RL
14,↑T
RL
14,↓. (E51)
(1-2) Pair tunneling in + cycle (NNN):
PT+5 = T
RL
31,↑T
RL
31,↓, PT
+
6 = T
RL
24,↑T
RL
24,↓. (E52)
(2-1) Pair tunneling in - cycle (NN):
PT−1 = T
RL
12,↑T
RL
12,↓, PT
−
2 = T
RL
23,↑T
RL
23,↓, PT
−
3 = T
RL
34,↑T
RL
34,↓, PT
−
4 = T
RL
14,↑T
RL
14,↓. (E53)
(2-2) Pair tunneling in - cycle (NNN):
PT−5 = T
RL
13,↑T
RL
13,↓, PT
−
6 = T
RL
42,↑T
RL
42,↓. (E54)
(3-1) Pair tunneling in LL/RR combinations with net spin (NN):
PTSLR21,σ = T
LL
21,σT
RR
21,σ, PTS
LR
32,σ = T
LL
32,σT
RR
32,σ, PTS
LR
43,σ = T
LL
43,σT
RR
43,σ, PTS
LR
14,σ = T
LL
14,σT
RR
14,σ. (E55)
(3-2) Pair tunneling in LL/RR combinations with net spin (NNN):
PTSLR31,σ = T
LL
31,σT
RR
31,σ, PTS
LR
24,σ = T
LL
24,σT
RR
24,σ. (E56)
(4-1) Pair tunneling in LL/RR combinations without net spin (NN):
PTTLR21,σ = T
LL
21,σT
RR
21,−σ, PTT
LR
32,σ = T
LL
32,σT
RR
32,−σ, PTT
LR
43,σ = T
LL
43,σT
RR
43,−σ, PTT
LR
14,σ = T
LL
14,σT
RR
14,−σ. (E57)
(4-2) Pair tunneling in LL/RR combinations without net spin (NNN):
PTTLR31,σ = T
LL
31,σT
RR
31,−σ, PTT
LR
24,σ = T
LL
24,σT
RR
24,−σ. (E58)
(5) Pair backscattering in the same wire:
PB1 = T
RL
11,↑T
RL
11,↓, PB2 = T
RL
22,↑T
RL
22,↓, PB3 = T
RL
33,↑T
RL
33,↓, PB4 = T
RL
44,↑T
RL
44,↓. (E59)
(6-1) Pair backscattering in the different wires without net spin (NN):
PB12,σ = T
RL
11,σT
RL
22,−σ, PB23,σ = T
RL
22,σT
RL
33,−σ, PB34,σ = T
RL
33,σT
RL
44,−σ, PB41,σ = T
RL
44,σT
RL
11,−σ. (E60)
(6-2) Pair backscattering in the different wires without net spin (NNN):
PB13,σ = T
RL
11,σT
RL
33,−σ, PB42,σ = T
RL
44,σT
RL
22,−σ. (E61)
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(7-1) Pair backscattering in the different wires with net spin (NN):
PBS12,σ = T
RL
11,σT
RL
22,σ, PBS23,σ = T
RL
22,σT
RL
33,σ, PBS34,σ = T
RL
33,σT
RL
44,σ, PBS41,σ = T
RL
44,σT
RL
11,σ. (E62)
(7-2) Pair backscattering in the different wires with net spin (NNN):
PBS13,σ = T
RL
11,σT
RL
33,σ, PBS42,σ = T
RL
44,σT
RL
22,σ. (E63)
(8-1) Pair exchange processes (NN):
PE1,σ = T
RL
21,σT
RL
12,−σ, PE2,σ = T
RL
32,σT
RL
23,−σ, PE3,σ = T
RL
43,σT
RL
34,−σ, PE4,σ = T
RL
14,σT
RL
41,−σ. (E64)
(8-2) Pair exchange processes (NNN):
PE5,σ = T
RL
13,σT
RL
31,−σ, PE6,σ = T
RL
42,σT
RL
24,−σ. (E65)
(9-1) Particle-hole pair tunneling in + cycle (NN):
PH+1 = T
RL
21,↑T
RL,†
21,↓ , PH
+
2 = T
RL
32,↑T
RL,†
32,↓ , PH
+
3 = T
RL
43,↑T
RL,†
43,↓ , PH
+
4 = T
RL
14,↑T
RL,†
14,↓ , (E66)
(9-2) Particle-hole pair tunneling in + cycle (NNN):
PH+5 = T
RL
31,↑T
RL,†
31,↓ , PH
+
6 = T
RL
24,↑T
RL,†
24,↓ . (E67)
(10-1) Particle-hole pair tunneling in - cycle (NN):
PH−1 = T
RL
12,↑T
RL,†
12,↓ , PH
−
2 = T
RL
23,↑T
RL,†
23,↓ , PH
−
3 = T
RL
34,↑T
RL,†
34,↓ , PH
−
4 = T
RL
41,↑T
RL,†
41,↓ , (E68)
(10-2) Particle-hole pair tunneling in - cycle (NNN):
PH−5 = T
RL
13,↑T
RL,†
13,↓ , PH
−
6 = T
RL
42,↑T
RL,†
42,↓ . (E69)
(11-1) Particle-hole exchange processes (NN):
PHE1,σ = T
RL
21,σT
RL,†
12,−σ, PHE2,σ = T
RL
32,σT
RL,†
23,−σ, PHE3,σ = T
RL
43,σT
RL,†
34,−σ, PHE4,σ = T
RL
14,σT
RL,†
41,−σ, (E70)
(11-2) Particle-hole exchange processes (NNN):
PHE5,σ = T
RL
13,σT
RL,†
31,−σ, PHE6,σ = T
RL
42,σT
RL,†
24,−σ. (E71)
Then, we calculate the scaling dimensions of these operators. For example, let us calculate the scaling dimension
of the TRL21,σ operator:
TRL21,σ = Ψ
R,†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσe−i
√
pi~L3·~Φσe−i
√
piΦ0,σ . (E72)
Since we now have both spin and charge degrees of freedom, we should expand the bosonic field by spin and charge
part by using the following relation.
~Φσ =
1√
4pi
( 1√
Kc
(~φLc +
~φRc ) +
σ√
Ks
(~φLs +
~φRs )
)
,
~Θσ =
1√
4pi
(√
Kc(~φ
L
c − ~φRc ) + σ
√
Ks(~φ
L
s − ~φRs )
)
.
(E73)
Then, the operator becomes
TRL21,σ ∝ e
−i 1√
2
(√
Kc ~K3·(~φLc −~φRc )+σ
√
Ks ~K3·(~φLs −~φRs )
)
e
−i 12
(
1√
Kc
~L3·(~φLc +~φRc )+ σ√Ks ~L3·(~φ
L
s +
~φRs )
)
e−i
√
piΘ0,σ .
(E74)
We can extract the coefficient of each components in the exponent as a vector.
vLc = −
√
Kc
2
~K3 − 1
2
√
Kc
~L3, v
R
c =
√
Kc
2
~K3 − 1
2
√
Kc
~L3,
vLs = −σ
√
Ks
2
~K3 − σ
2
√
Ks
~L3, v
R
s = σ
√
Ks
2
~K3 − σ
2
√
Ks
~L3.
(E75)
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Note that Θ0 is pinned as a constant by the charge conservation. Then, we can calculate the scaling dimension by
using
∆ =
1
4
|Rc~vRc + ~vLc |2 +
1
4
|Rs~vRs + ~vLs |2, (E76)
where Rc(s) is fixed by the boundary condition. We apply the boundary conditions which are ~φ
L
c(s) +
~φRc(s) =
~C for
the decoupled fixed point and ~φLc(s) − ~φRc(s) = ~C for the connected fixed point. So the matrix Rc(s) is −I2 for the
decoupled fixed point and +I2 for the connected fixed point. The decoupled fixed point and the connected fixed
point correspond to the Neumann boundary condition (N) and the Dirichlet boundary condition (D) for the Θ field
respectively. So, we name each fixed point as (B.C. of the charge sector, B.C. of the spin sector). There are four
cases: (NN), (ND), (DN), (DD). If we insert the vectors into the formula with the boundary conditions, we get the
Table.III as a result.
NN ND DN DD
+ Cycle(TRL21,σ) Kc/2 +Ks/2 Kc/2 + 1/4Ks 1/4Kc +Ks/2 1/4Kc + 1/4Ks
TABLE III. Scaling dimensions of the + cycle hopping operator in the square network of the spinful electron.
For another example, let us calculate the scaling dimension of the PT+1 = T
RL
21,↑T
RL
21,↓ operator.
PT+1 = T
RL
21,↑T
RL
21,↓ ∝ e−i
√
2pi ~K3·(~Θ↑+~Θ↓)e−i
√
pi~L3·(~Φ↓+~Φ↓)e−i
√
pi(Φ0,↑+Φ0,↓) (E77)
We expand the bosonic field by chiral/spin components.
PT+1 ∝ e−i
√
2Kc ~K3·(~φLc −~φRc )e−i
1
Kc
~L3·(~φLc +~φRc ). (E78)
Then, we get the vectors from the exponent.
vLc = −
√
2Kc ~K3 − 1√
Kc
~L3, v
R
c =
√
2Kc ~K3 − 1√
Kc
~L3, v
L
s = 0, v
R
s = 0. (E79)
The scaling dimension of the operator is shown in Table.IV as a result.
NN ND DN DD
Pair Tunneling + Cycle(PT+1 ) 2Kc 2Kc 1/Kc 1/Kc
TABLE IV. Scaling dimensions of the pair tunneling + cycle hopping operator in the square network of the spinful electron.
We now can evaluate the scaling dimension of all operators. They are listed in the Table.V for the single electron
operators and the Table.VI for the pair electron operators. Following the tables, we can determine whether the fixed
point is stable or not.
NN ND DN DD
+/- Cycle Kc/2 +Ks/2 Kc/2 + 1/4Ks 1/4Kc +Ks/2 1/4Kc + 1/4Ks
Backscattering 0 3/4Ks 3/4Kc 3/4Kc + 3/4Ks
LL/RR Kc/2 +Ks/2 Kc/2 + 1/4Ks 1/4Kc +Ks/2 1/4Kc + 1/4Ks
TABLE V. Scaling dimensions of the single electron operator in the square network of the spinful electron.
(1) NN Boundary Condition: all backscattering operators (single electron, pair in the same wire, pair in the different
wires) have zero scaling dimensions. All the other single electron operators are the leading irrelevant operator.
∆single =
Kc
2
+
Ks
2
. (E80)
Pair tunneling in +/− cycle, pair tunneling in LL/RR without net spin and particle-hole exchange processes are also
the leading irrelevant operator.
∆PT+/− = ∆PTLL/RR = ∆PHE = 2Kc. (E81)
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NN ND DN DD
Pair Tunneling +/- Cycle 2Kc 2Kc 1/Kc 1/Kc
Pair Tunneling LL/RR with Net Spin 2Kc + 2Ks 2Kc 2Ks 0
Pair Tunneling LL/RR without Net Spin 2Kc 2Kc + 2Ks 0 2/Ks
Pair Backscattering in the Same Wire 0 0 3/Kc 3/Kc
Pair Backscattering in the Different Wires without Net Spin 0 2/Ks 1/Kc 1/Kc + 2/Ks
Pair Backscattering in the Different Wires with Net Spin 0 1/Ks 1/Kc 1/Kc + 1/Ks
Pair Exchange Processes 2Ks 0 1/Kc + 2Ks 1/Kc
Particle-Hole Pair Tunneling in +/- Cycle 2Ks 1/Ks 2Ks 1/Ks
Particle-Hole Exchange Processes 2Kc 2Kc + 1/Ks 0 1/Ks
TABLE VI. Scaling dimensions of the pair operator in the square network of the spinful electron.
Moreover, pair exchange and particle-hole pair tunneling in +/- cycle are also the leading irrelevant operator.
∆PE = ∆PH+/− = 2Ks. (E82)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary of the NN boundary condition.
(2) ND Boundary Condition: the pair backscattering in the same wire operator and the pair exchange operator
have zero scaling dimensions. Leading irrelevant operators are: single particle tunneling in the +/- cycles
∆TRLij,σ =
Kc
2
+
1
4Ks
, (E83)
single electron backscattering
∆TRLii,σ =
3
4Ks
, (E84)
pair tunneling in the +/- cycle and pair tunneling in the LL/RR with net spin
∆PT+/− = ∆PTSLR = 2Kc. (E85)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary of ND boundary condition.
(3) DN Boundary Condition: the pair tunneling in the LL/RR channel without net spin and the particle-hole
exchange processes have zero scaling dimensions. Leading irrelevant operators are: (1) single particle tunneling in the
+/- cycles
∆TRLij,σ =
1
4Kc
+
Ks
2
, (E86)
single electron backscattering
∆TRLii,σ =
3
4Kc
, (E87)
particle-hole pair tunneling in the +/- cycle and pair tunneling in the LL/RR with net spin
∆PH+/− = ∆PTSLR = 2Ks. (E88)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary of DN boundary condition.
(4) DD Boundary Condition: the pair tunneling in the LL/RR channel with net spin has zero scaling dimensions.
Leading irrelevant operators are: single particle tunneling in the +/- cycles
∆TRLij,σ =
1
4Kc
+
1
4Ks
, (E89)
pair tunneling in the +/- cycle and the pair exchange processes
∆PT+/− = ∆PE =
1
Kc
, (E90)
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particle-hole pair tunneling in the +/- cycle and particle-hole exchange processes
∆PH+/− = ∆PHE =
1
Ks
. (E91)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary of DD boundary condition.
b. 6-wire Junctions
We list all single electron operators in the 6-wire problem.
(1) + cycle:
TRL21,σ = Ψ
R†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσe−i
√
4pi
3
~L3·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL32,σ = Ψ
R†
3,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσe−i
√
4pi
3
~L4·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL43,σ = Ψ
R†
4,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θσe−i
√
4pi
3
~L5·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL54,σ = Ψ
R†
5,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θσe−i
√
4pi
3
~L6·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL65,σ = Ψ
R†
6,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσe−i
√
4pi
3
~L1·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL16,σ = Ψ
R†
1,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσe−i
√
4pi
3
~L2·~Φσe−i
√
2pi
3 Φ0,σ .
(E92)
TRL31,σ = Ψ
R†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσe−i
√
4pi
3
~LNNN1 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL42,σ = Ψ
R†
4,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσe−i
√
4pi
3
~LNNN2 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL53,σ = Ψ
R†
5,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θσe−i
√
4pi
3
~LNNN3 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL64,σ = Ψ
R†
6,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θσe−i
√
4pi
3
~LNNN4 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL15,σ = Ψ
R†
1,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θσe−i
√
4pi
3
~LNNN5 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL26,σ = Ψ
R†
2,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θσe−i
√
4pi
3
~LNNN6 ·~Φσe−i
√
2pi
3 Φ0,σ .
(E93)
TRL41,σ = Ψ
R†
4,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θσe−i
√
4pi
3
~LNNNN1 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL52,σ = Ψ
R†
5,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θσe−i
√
4pi
3
~LNNNN2 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL63,σ = Ψ
R†
6,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θσe−i
√
4pi
3
~LNNNN3 ·~Φσe−i
√
2pi
3 Φ0,σ .
(E94)
(2) - cycle:
TRL12,σ = Ψ
R†
1,σΨ
L
2,σ
∣∣∣
x=0
∝ ei
√
2pi ~K3·~Θσe−i
√
4pi
3
~L3·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL23,σ = Ψ
R†
2,σΨ
L
3,σ
∣∣∣
x=0
∝ ei
√
2pi ~K4·~Θσe−i
√
4pi
3
~L4·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL34,σ = Ψ
R†
3,σΨ
L
4,σ
∣∣∣
x=0
∝ ei
√
2pi ~K5·~Θσe−i
√
4pi
3
~L5·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL45,σ = Ψ
R†
4,σΨ
L
5,σ
∣∣∣
x=0
∝ ei
√
2pi ~K6·~Θσe−i
√
4pi
3
~L6·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL56,σ = Ψ
R†
5,σΨ
L
6,σ
∣∣∣
x=0
∝ ei
√
2pi ~K1·~Θσe−i
√
4pi
3
~L1·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL61,σ = Ψ
R†
6,σΨ
L
1,σ
∣∣∣
x=0
∝ ei
√
2pi ~K2·~Θσe−i
√
4pi
3
~L2·~Φσe−i
√
2pi
3 Φ0,σ .
(E95)
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TRL13,σ = Ψ
R†
1,σΨ
L
3,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN1 ·~Θσe−i
√
4pi
3
~LNNN1 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL24,σ = Ψ
R†
2,σΨ
L
4,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN2 ·~Θσe−i
√
4pi
3
~LNNN2 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL35,σ = Ψ
R†
3,σΨ
L
5,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN3 ·~Θσe−i
√
4pi
3
~LNNN3 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL46,σ = Ψ
R†
4,σΨ
L
6,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN4 ·~Θσe−i
√
4pi
3
~LNNN4 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL51,σ = Ψ
R†
5,σΨ
L
1,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN5 ·~Θσe−i
√
4pi
3
~LNNN5 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL62,σ = Ψ
R†
6,σΨ
L
2,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNN6 ·~Θσe−i
√
4pi
3
~LNNN6 ·~Φσe−i
√
2pi
3 Φ0,σ .
(E96)
TRL14,σ = Ψ
R†
1,σΨ
L
4,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN1 ·~Θσe−i
√
4pi
3
~LNNNN1 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL25,σ = Ψ
R†
2,σΨ
L
5,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN2 ·~Θσe−i
√
4pi
3
~LNNNN2 ·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL36,σ = Ψ
R†
3,σΨ
L
6,σ
∣∣∣
x=0
∝ ei
√
2pi ~KNNNN3 ·~Θσe−i
√
4pi
3
~LNNNN3 ·~Φσe−i
√
2pi
3 Φ0,σ .
(E97)
(3) Backscattering:
TRL11,σ = Ψ
R†
1,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G1·~Φσe−i
√
2pi
3 Φ0,σ , TRL22,σ = Ψ
R†
2,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G2·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL33,σ = Ψ
R†
3,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G3·~Φσe−i
√
2pi
3 Φ0,σ , TRL44,σ = Ψ
R†
4,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G4·~Φσe−i
√
2pi
3 Φ0,σ ,
TRL55,σ = Ψ
R†
5,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G5·~Φσe−i
√
2pi
3 Φ0,σ , TRL66,σ = Ψ
R†
6,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
10pi
3
~G6·~Φσe−i
√
2pi
3 Φ0,σ .
(E98)
(4-1) LL-RR:
TLL21,σ = Ψ
L†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσe−i
√
2pi ~K3·~Φσ , TLL32,σ = Ψ
L†
3,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσe−i
√
2pi ~K4·~Φσ ,
TLL43,σ = Ψ
L†
4,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θσe−i
√
2pi ~K5·~Φσ , TLL54,σ = Ψ
L†
5,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θσe−i
√
2pi ~K6·~Φσ ,
TLL65,σ = Ψ
L†
6,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσe−i
√
2pi ~K1·~Φσ , TLL16,σ = Ψ
L†
1,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσe−i
√
2pi ~K2·~Φσ ,
TRR21,σ = Ψ
L†
2,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K3·~Θσei
√
2pi ~K3·~Φσ , TRR32,σ = Ψ
L†
3,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K4·~Θσei
√
2pi ~K4·~Φσ ,
TRR43,σ = Ψ
L†
4,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K5·~Θσei
√
2pi ~K5·~Φσ , TRR54,σ = Ψ
L†
5,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K6·~Θσei
√
2pi ~K6·~Φσ ,
TRR65,σ = Ψ
L†
6,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K1·~Θσei
√
2pi ~K1·~Φσ , TRR16,σ = Ψ
L†
1,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~K2·~Θσei
√
2pi ~K2·~Φσ .
(E99)
(4-2) LL-RR (NNN):
TLL31,σ = Ψ
L†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσe−i
√
2pi ~KNNN1 ·~Φσ , TLL42,σ = Ψ
L†
4,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσe−i
√
2pi ~KNNN2 ·~Φσ ,
TLL53,σ = Ψ
L†
5,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θσe−i
√
2pi ~KNNN3 ·~Φσ , TLL64,σ = Ψ
L†
6,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θσe−i
√
2pi ~KNNN4 ·~Φσ ,
TLL15,σ = Ψ
L†
1,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θσe−i
√
2pi ~KNNN5 ·~Φσ , TLL26,σ = Ψ
L†
2,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θσe−i
√
2pi ~KNNN6 ·~Φσ ,
TRR31,σ = Ψ
L†
3,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN1 ·~Θσei
√
2pi ~KNNN1 ·~Φσ , TRR42,σ = Ψ
L†
4,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN2 ·~Θσei
√
2pi ~KNNN2 ·~Φσ ,
TRR53,σ = Ψ
L†
5,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN3 ·~Θσei
√
2pi ~KNNN3 ·~Φσ , TRR64,σ = Ψ
L†
6,σΨ
L
4,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN4 ·~Θσei
√
2pi ~KNNN4 ·~Φσ ,
TRR15,σ = Ψ
L†
1,σΨ
L
5,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN5 ·~Θσei
√
2pi ~KNNN5 ·~Φσ , TRR26,σ = Ψ
L†
2,σΨ
L
6,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNN6 ·~Θσei
√
2pi ~KNNN6 ·~Φσ .
(E100)
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(4-3) LL-RR (NNNN):
TLL41,σ = Ψ
L†
4,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θσe−i
√
2pi ~KNNNN1 ·~Φσ , TLL52,σ = Ψ
L†
5,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θσe−i
√
2pi ~KNNNN2 ·~Φσ ,
TLL63,σ = Ψ
L†
6,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θσe−i
√
2pi ~KNNNN3 ·~Φσ , TRR41,σ = Ψ
L†
4,σΨ
L
1,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN1 ·~Θσei
√
2pi ~KNNNN1 ·~Φσ ,
TRR52,σ = Ψ
L†
5,σΨ
L
2,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN2 ·~Θσei
√
2pi ~KNNNN2 ·~Φσ , TRR63,σ = Ψ
L†
6,σΨ
L
3,σ
∣∣∣
x=0
∝ e−i
√
2pi ~KNNNN3 ·~Θσei
√
2pi ~KNNNN3 ·~Φσ .
(E101)
And, we list all pair operators.
(1-1) Pair tunneling in + cycle (NN),
PT+1 = T
RL
21,↑T
RL
21,↓, PT
+
2 = T
RL
32,↑T
RL
32,↓, PT
+
3 = T
RL
43,↑T
RL
43,↓,
PT+4 = T
RL
54,↑T
RL
54,↓, PT
+
5 = T
RL
65,↑T
RL
65,↓, PT
+
6 = T
RL
16,↑T
RL
16,↓.
(E102)
(1-2) Pair tunneling in + cycle (NNN),
PT+7 = T
RL
31,↑T
RL
31,↓, PT
+
8 = T
RL
42,↑T
RL
42,↓, PT
+
9 = T
RL
53,↑T
RL
53,↓,
PT+10 = T
RL
64,↑T
RL
64,↓, PT
+
11 = T
RL
15,↑T
RL
15,↓, PT
+
12 = T
RL
26,↑T
RL
26,↓.
(E103)
(1-3) Pair tunneling in + cycle (NNNN),
PT+13 = T
RL
41,↑T
RL
41,↓, PT
+
14 = T
RL
52,↑T
RL
52,↓, PT
+
14 = T
RL
63,↑T
RL
63,↓. (E104)
(2-1) Pair tunneling in - cycle (NN),
PT−1 = T
RL
12,↑T
RL
12,↓, PT
−
2 = T
RL
23,↑T
RL
23,↓, PT
−
3 = T
RL
34,↑T
RL
34,↓,
PT−4 = T
RL
45,↑T
RL
45,↓, PT
−
5 = T
RL
56,↑T
RL
56,↓, PT
−
6 = T
RL
61,↑T
RL
61,↓.
(E105)
(2-2) Pair tunneling in - cycle (NNN),
PT−7 = T
RL
13,↑T
RL
13,↓, PT
−
8 = T
RL
24,↑T
RL
24,↓, PT
−
9 = T
RL
35,↑T
RL
35,↓,
PT−10 = T
RL
46,↑T
RL
46,↓, PT
−
11 = T
RL
51,↑T
RL
51,↓, PT
−
12 = T
RL
62,↑T
RL
62,↓.
(E106)
(2-3) Pair tunneling in - cycle (NNNN),
PT−13 = T
RL
14,↑T
RL
14,↓, PT
−
14 = T
RL
25,↑T
RL
25,↓, PT
−
14 = T
RL
36,↑T
RL
36,↓. (E107)
(3-1) Pair tunneling in LL/RR combinations with net spin (NN),
PTSLR21,σ = T
LL
21,σT
RR
21,σ, PTS
LR
32,σ = T
LL
32,σT
RR
32,σ, PTS
LR
43,σ = T
LL
43,σT
RR
43,σ,
PTSLR54,σ = T
LL
54,σT
RR
54,σ, PTS
LR
65,σ = T
LL
65,σT
RR
65,σ, PTS
LR
16,σ = T
LL
16,σT
RR
16,σ.
(E108)
(3-2) Pair tunneling in LL/RR combinations with net spin (NNN),
PTSLR31,σ = T
LL
31,σT
RR
31,σ, PTS
LR
42,σ = T
LL
42,σT
RR
42,σ, PTS
LR
53,σ = T
LL
53,σT
RR
53,σ,
PTSLR64,σ = T
LL
64,σT
RR
64,σ, PTS
LR
15,σ = T
LL
15,σT
RR
15,σ, PTS
LR
26,σ = T
LL
26,σT
RR
26,σ.
(E109)
(3-3) Pair tunneling in LL/RR combinations with net spin (NNNN),
PTSLR41,σ = T
LL
41,σT
RR
41,σ, PTS
LR
52,σ = T
LL
52,σT
RR
52,σ, PTS
LR
63,σ = T
LL
63,σT
RR
63,σ. (E110)
(4-1) Pair tunneling in LL/RR combinations without net spin (NN),
PTTLR21,σ = T
LL
21,σT
RR
21,−σ, PTT
LR
32,σ = T
LL
32,σT
RR
32,−σ, PTT
LR
43,σ = T
LL
43,σT
RR
43,−σ,
PTTLR54,σ = T
LL
54,σT
RR
54,−σ, PTT
LR
65,σ = T
LL
65,σT
RR
65,−σ, PTT
LR
16,σ = T
LL
16,σT
RR
16,−σ.
(E111)
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(4-2) Pair tunneling in LL/RR combinations without net spin (NNN),
PTTLR31,σ = T
LL
31,σT
RR
31,−σ, PTT
LR
42,σ = T
LL
42,σT
RR
42,−σ, PTT
LR
53,σ = T
LL
53,σT
RR
53,−σ,
PTTLR64,σ = T
LL
64,σT
RR
64,−σ, PTT
LR
15,σ = T
LL
15,σT
RR
15,−σ, PTT
LR
26,σ = T
LL
26,σT
RR
26,−σ.
(E112)
(4-3) Pair tunneling in LL/RR combinations without net spin (NNNN),
PTTLR41,σ = T
LL
41,σT
RR
41,−σ, PTT
LR
52,σ = T
LL
52,σT
RR
52,−σ, PTT
LR
62,σ = T
LL
62,σT
RR
62,−σ. (E113)
(5) Pair backscattering in the same wire,
PB1 = T
RL
11,↑T
RL
11,↓, PB2 = T
RL
22,↑T
RL
22,↓, PB3 = T
RL
33,↑T
RL
33,↓,
PB4 = T
RL
44,↑T
RL
44,↓, PB5 = T
RL
55,↑T
RL
55,↓, PB6 = T
RL
66,↑T
RL
66,↓.
(E114)
(6-1) Pair backscattering in the different wires without net spin (NN),
PB12,σ = T
RL
11,σT
RL
22,−σ, PB23,σ = T
RL
22,σT
RL
33,−σ, PB34,σ = T
RL
33,σT
RL
44,−σ,
PB45,σ = T
RL
44,σT
RL
55,−σ, PB56,σ = T
RL
55,σT
RL
66,−σ, PB61,σ = T
RL
66,σT
RL
11,−σ.
(E115)
(6-2) Pair backscattering in the different wires without net spin (NNN),
PB13,σ = T
RL
11,σT
RL
33,−σ, PB24,σ = T
RL
22,σT
RL
44,−σ, PB35,σ = T
RL
33,σT
RL
55,−σ,
PB46,σ = T
RL
44,σT
RL
66,−σ, PB51,σ = T
RL
55,σT
RL
11,−σ, PB62,σ = T
RL
66,σT
RL
22,−σ.
(E116)
(6-3) Pair backscattering in the different wires without net spin (NNNN),
PB14,σ = T
RL
11,σT
RL
44,−σ, PB25,σ = T
RL
22,σT
RL
55,−σ, PB36,σ = T
RL
33,σT
RL
66,−σ. (E117)
(7-1) Pair backscattering in the different wires with net spin (NN),
PBS12,σ = T
RL
11,σT
RL
22,σ, PBS23,σ = T
RL
22,σT
RL
33,σ, PBS34,σ = T
RL
33,σT
RL
44,σ,
PBS45,σ = T
RL
44,σT
RL
55,σ, PBS56,σ = T
RL
55,σT
RL
66,σ, PBS61,σ = T
RL
66,σT
RL
11,σ.
(E118)
(7-2) Pair backscattering in the different wires with net spin (NNN),
PBS13,σ = T
RL
11,σT
RL
33,σ, PBS24,σ = T
RL
22,σT
RL
44,σ, PBS35,σ = T
RL
33,σT
RL
55,σ,
PBS46,σ = T
RL
44,σT
RL
66,σ, PBS51,σ = T
RL
55,σT
RL
11,σ, PBS62,σ = T
RL
66,σT
RL
22,σ.
(E119)
(7-3) Pair backscattering in the different wires with net spin (NNNN),
PBS14,σ = T
RL
11,σT
RL
44,σ, PBS25,σ = T
RL
22,σT
RL
55,σ, PBS36,σ = T
RL
33,σT
RL
66,σ. (E120)
(8-1) Pair exchange processes (NN),
PE1,σ = T
RL
21,σT
RL
12,−σ, PE2,σ = T
RL
32,σT
RL
23,−σ, PE3,σ = T
RL
43,σT
RL
34,−σ,
PE4,σ = T
RL
54,σT
RL
45,−σ, PE5,σ = T
RL
65,σT
RL
56,−σ, PE6,σ = T
RL
16,σT
RL
61,−σ.
(E121)
(8-2) Pair exchange processes (NNN),
PE7,σ = T
RL
31,σT
RL
13,−σ, PE8,σ = T
RL
42,σT
RL
24,−σ, PE9,σ = T
RL
53,σT
RL
35,−σ,
PE10,σ = T
RL
64,σT
RL
46,−σ, PE11,σ = T
RL
15,σT
RL
51,−σ, PE12,σ = T
RL
26,σT
RL
62,−σ.
(E122)
(8-3) Pair exchange processes (NNNN),
PE13,σ = T
RL
41,σT
RL
14,−σ, PE14,σ = T
RL
52,σT
RL
25,−σ, PE15,σ = T
RL
63,σT
RL
36,−σ. (E123)
(9-1) Particle-hole pair tunneling in + cycle (NN),
PH+1 = T
RL
21,↑T
RL,†
21,↓ , PH
+
2 = T
RL
32,↑T
RL,†
32,↓ , PH
+
3 = T
RL
43,↑T
RL,†
43,↓ ,
PH+4 = T
RL
54,↑T
RL,†
54,↓ , PH
+
5 = T
RL
65,↑T
RL,†
65,↓ , PH
+
6 = T
RL
16,↑T
RL,†
16,↓ .
(E124)
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(9-2) Particle-hole pair tunneling in + cycle (NNN),
PH+7 = T
RL
31,↑T
RL,†
31,↓ , PH
+
8 = T
RL
42,↑T
RL,†
42,↓ , PH
+
9 = T
RL
53,↑T
RL,†
53,↓ ,
PH+10 = T
RL
64,↑T
RL,†
64,↓ , PH
+
11 = T
RL
15,↑T
RL,†
15,↓ , PH
+
12 = T
RL
26,↑T
RL,†
26,↓ .
(E125)
(9-3) Particle-hole pair tunneling in + cycle (NNNN),
PH+13 = T
RL
41,↑T
RL,†
41,↓ , PH
+
14 = T
RL
52,↑T
RL,†
52,↓ , PH
+
15 = T
RL
63,↑T
RL,†
63,↓ . (E126)
(10-1) Particle-hole pair tunneling in - cycle (NN),
PH−1 = T
RL
12,↑T
RL,†
12,↓ , PH
−
2 = T
RL
23,↑T
RL,†
23,↓ , PH
−
3 = T
RL
34,↑T
RL,†
34,↓ ,
PH−4 = T
RL
45,↑T
RL,†
45,↓ , PH
−
5 = T
RL
56,↑T
RL,†
56,↓ , PH
−
6 = T
RL
61,↑T
RL,†
61,↓ .
(E127)
(10-2) Particle-hole pair tunneling in - cycle (NNN),
PH−7 = T
RL
13,↑T
RL,†
13,↓ , PH
−
8 = T
RL
24,↑T
RL,†
24,↓ , PH
−
9 = T
RL
35,↑T
RL,†
35,↓ ,
PH−10 = T
RL
46,↑T
RL,†
46,↓ , PH
−
11 = T
RL
51,↑T
RL,†
51,↓ , PH
−
12 = T
RL
62,↑T
RL,†
62,↓ .
(E128)
(10-3) Particle-hole pair tunneling in - cycle (NNNN),
PH−13 = T
RL
14,↑T
RL,†
14,↓ , PH
−
14 = T
RL
25,↑T
RL,†
25,↓ , PH
−
15 = T
RL
36,↑T
RL,†
36,↓ . (E129)
(11-1) Particle-hole exchange processes (NN),
PHE1,σ = T
RL
21,σT
RL,†
12,−σ, PHE2,σ = T
RL
32,σT
RL,†
23,−σ, PHE3,σ = T
RL
43,σT
RL,†
34,−σ,
PHE4,σ = T
RL
54,σT
RL,†
45,−σ, PHE5,σ = T
RL
65,σT
RL,†
56,−σ, PHE6,σ = T
RL
16,σT
RL,†
61,−σ.
(E130)
(11-2) Particle-hole exchange processes (NNN),
PHE7,σ = T
RL
31,σT
RL,†
13,−σ, PHE8,σ = T
RL
42,σT
RL,†
24,−σ, PHE9,σ = T
RL
53,σT
RL,†
35,−σ,
PHE10,σ = T
RL
64,σT
RL,†
46,−σ, PHE11,σ = T
RL
15,σT
RL,†
51,−σ, PHE12,σ = T
RL
26,σT
RL,†
62,−σ.
(E131)
(11-3) Particle-hole exchange processes (NNNN),
PHE13,σ = T
RL
41,σT
RL,†
14,−σ, PHE14,σ = T
RL
52,σT
RL,†
25,−σ, PHE15,σ = T
RL
63,σT
RL,†
36,−σ. (E132)
Then, we can evaluate the scaling dimension of all of the operators above. The method is the same as we did on
the 4-wire junctions. The result is listed in the Table.VII for the single electron operator and the Table.VIII for the
pair operator. Then, we can determine whether the fixed point is stable or not by using the scaling dimension of the
leading irrelevant operators.
NN ND DN DD
+/- Cycle Kc/2 +Ks/2 Kc/2 + 1/3Ks 1/3Kc +Ks/2 1/3Kc + 1/3Ks
Backscattering 0 5/6Ks 5/6Kc 5/6Kc + 5/6Ks
LL/RR Kc/2 +Ks/2 Kc/2 + 1/2Ks 1/2Kc +Ks/2 1/2Kc + 1/2Ks
TABLE VII. Scaling dimensions of the single electron operator in the triangular network of the spinful electron.
NN Boundary Condition: all backscattering operators(single electron, pair in the same wire, pair in the different
wires) have zero scaling dimensions. Leading irrelevant operators are: all other single electron operators
∆single =
Kc
2
+
Ks
2
, (E133)
pair tunneling in +/− cycle, pair tunneling in LL/RR without net spin and particle-hole exchange processes
∆PT+/− = ∆PTLL/RR = ∆PHE = 2Kc, (E134)
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NN ND DN DD
Pair Tunneling +/- Cycle 2Kc 2Kc 4/3Kc 4/3Kc
Pair Tunneling LL/RR with Net Spin 2Kc + 2Ks 2Kc 2Ks 0
Pair Tunneling LL/RR without Net Spin 2Kc 2Kc + 2Ks 0 2/Ks
Pair Backscattering in the Same Wire 0 0 10/3Kc 10/3Kc
Pair Backscattering in the Different Wires without Net Spin 0 2/Ks 4/3Kc 4/3Kc + 2/Ks
Pair Backscattering in the Different Wires with Net Spin 0 4/3Ks 4/3Kc 4/3Kc + 4/3Ks
Pair Exchange Processes 2Ks 0 4/3Kc + 2Ks 4/3Kc
Particle-Hole Pair Tunneling in +/- Cycle 2Ks 4/3Ks 2Ks 4/3Ks
Particle-Hole Exchange Processes 2Kc 2Kc + 4/3Ks 0 4/3Ks
TABLE VIII. Scaling dimensions of the pair operator in the triangular network of the spinful electron.
pair exchange and particle-hole pair tunneling in +/- cycle,
∆PE = ∆PH+/− = 2Ks. (E135)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary for NN boundary condition.
ND Boundary Condition: the pair backscattering in the same wire operator and the pair exchange operator have
zero scaling dimensions. Leading irrelevant operators are: single particle tunneling in the +/- cycles
∆TRLij,σ =
Kc
2
+
1
3Ks
, (E136)
single electron backscattering
∆TRLii,σ =
5
6Ks
, (E137)
pair tunneling in the +/- cycle and pair tunneling in the LL/RR with net spin,
∆PT+/− = ∆PTSLR = 2Kc. (E138)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary for ND boundary condition.
DN Boundary Condition: the pair tunneling in the LL/RR channel without net spin and the particle-hole exchange
processes have zero scaling dimensions. Leading irrelevant operators are: single particle tunneling in the +/- cycles
∆TRLij,σ =
1
3Kc
+
Ks
2
, (E139)
single electron backscattering
∆TRLii,σ =
5
6Kc
, (E140)
particle-hole pair tunneling in the +/- cycle and pair tunneling in the LL/RR with net spin,
∆PH+/− = ∆PTSLR = 2Ks. (E141)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary for DN boundary condition.
DD Boundary Condition: the pair tunneling in the LL/RR channel with net spin has a zero scaling dimension.
Leading irrelevant operators are: single particle tunneling in the +/- cycles
∆TRLij,σ =
1
3Kc
+
1
3Ks
, (E142)
pair tunneling in the +/- cycle
∆PT+/− =
4
3Kc
, (E143)
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particle-hole pair tunneling in the +/- cycle and particle-hole exchange processes
∆PH+/− = ∆PHE =
4
3Ks
. (E144)
We can find the area of Kc and Ks which makes the operators irrelevant in the parameter space. This determines the
phase boundary for DD boundary condition.
c. Simplest Chiral Fixed Point
Here we consider the simplest generalization of the chiral fixed points considered in [9 and 12], where all the +
(or -) cycle hopping operators become relevant at the same time, i.e., rotationally symmetric. We will see that they
are going to be unstable in the junctions with 4 or 6 wires. Note that this does not exclude the emergence of more
complicated chiral fixed points. However, our goal is not to list all the possible fixed points, and so we will not consider
more complicated chiral fixed points in this paper.
The chiral fixed point is fixed by +(or -) cycle hopping operator:
+ cycle: ψR†2σ ψ
L
1σ|x=0, ψR†3σ ψL2σ|x=0, · · · , ψR†1σ ψLNσ|x=0,
- cycle: ψR†1σ ψ
L
2σ|x=0, ψR†2σ ψL3σ|x=0, · · · , ψR†NσψL1σ|x=0,
(E145)
and the +(or -) cycle particle-hole pair tunneling operator:
+ cycle PH: ψR†1↑ ψ
L
2↑ψ
L†
2↓ψ
R
1↓|x=0, ψR†2↑ ψL3↑ψL†3↓ψR2↓|x=0, · · · , ψR†N↑ψL1↑ψL†1↓ψRN↓|x=0,
- cycle PH: ψR†2↑ ψ
L
1↑ψ
L†
1↓ψ
R
2↓|x=0, ψR†3↑ ψL2↑ψL†2↓ψR3↓|x=0, · · · , ψR†1↑ ψLN↑ψL†N↓ψR1↓|x=0.
(E146)
A fixed point which is fixed by the + cycle operator is going to be called as the χ+ fixed point and a fixed point
which is fixed by the - cycle operator is called as the χ− fixed point. We will consider only the χ+ fixed point here,
but the calculation in the χ− fixed point is almost the same. Then, the scaling dimension of the + cycle operators
should be zero and it gives the boundary condition in the χ+ fixed point. Here we will not use the rotated basis for
convenience. First, we bosonize the above operators by using the following formula.
φσ =
1√
4pi
( 1√
Kc
(φLc + φ
R
c ) +
σ√
Ks
(φLs + φ
R
s )
)
,
θσ =
1√
4pi
(√
Kc(φ
L
c − φRc ) + σ
√
Ks(φ
L
s − φRs )
)
.
(E147)
+ cycle: e
−i 12 ( 1√Kc (φ
L
1c+φ
L
2c)+
1√
Kc
(φR1c+φ
R
2c)+
σ√
Ks
(φL1s+φ
L
2s)+
σ√
Ks
(φR1s+φ
R
2s))
× ei 12 (−
√
Kc(φ
L
1c−φL2c)+
√
Kc(φ
R
1c−φR2c)−σ
√
Ks(φ
L
1s−φL2s)+σ
√
Ks(φ
R
1s−φR2s)), · · · .
(E148)
+ cycle PH: e
−i 1√
Ks
((φL1s+φ
L
2s)+(φ
R
1s+φ
R
2s))e−i
√
Ks((φ
L
1s−φL2s)−(φR1s−φR2s)), · · · . (E149)
(1) Y-Junction: in the Y-junction problem, we can write the boundary condition as the following.( 1√
Kc
+
√
Kc
)
φL1c +
( 1√
Kc
−
√
Kc
)
φL2c =
(
− 1√
Kc
+
√
Kc
)
φR1c −
( 1√
Kc
+
√
Kc
)
φR2c,( 1√
Kc
+
√
Kc
)
φL2c +
( 1√
Kc
−
√
Kc
)
φL3c =
(
− 1√
Kc
+
√
Kc
)
φR2c −
( 1√
Kc
+
√
Kc
)
φR3c,( 1√
Kc
+
√
Kc
)
φL3c +
( 1√
Kc
−
√
Kc
)
φL1c =
(
− 1√
Kc
+
√
Kc
)
φR3c −
( 1√
Kc
+
√
Kc
)
φR1c.
(E150)
( 1√
Ks
+
√
Ks
)
φL1s +
( 1√
Ks
−
√
Ks
)
φL2s =
(
− 1√
Ks
+
√
Ks
)
φR1s −
( 1√
Ks
+
√
Ks
)
φR2s,( 1√
Ks
+
√
Ks
)
φL2s +
( 1√
Ks
−
√
Ks
)
φL3s =
(
− 1√
Ks
+
√
Ks
)
φR2s −
( 1√
Ks
+
√
Ks
)
φR3s,( 1√
Ks
+
√
Ks
)
φL3s +
( 1√
Ks
−
√
Ks
)
φL1s =
(
− 1√
Ks
+
√
Ks
)
φR3s −
( 1√
Ks
+
√
Ks
)
φR1s.
(E151)
33
⇔ 
1√
Kc(s)
+
√
Kc(s)
1√
Kc(s)
−√Kc(s) 0
0 1√
Kc(s)
+
√
Kc(s)
1√
Kc(s)
−√Kc(s)
1√
Kc(s)
−√Kc(s) 0 1√Kc(s) +√Kc(s)

φ
L
1c(s)
φL2c(s)
φL3c(s)

=

− 1√
Kc(s)
+
√
Kc(s) − 1√Kc(s) −
√
Kc(s) 0
0 − 1√
Kc(s)
+
√
Kc(s) − 1√Kc(s) −
√
Kc(s)
− 1√
Kc(s)
−√Kc(s) 0 − 1√Kc(s) +√Kc(s)

φ
R
1c(s)
φR2c(s)
φR3c(s)

(E152)
Then,
1
1 + 3K2c(s)
 K2c(s) − 1 2Kc(s)(1−Kc(s)) −2Kc(s)(1 +Kc(s))−2Kc(s)(1 +Kc(s)) K2c(s) − 1 2Kc(s)(1−Kc(s))
2Kc(s)(1−Kc(s)) −2Kc(s)(1 +Kc(s)) K2c(s) − 1

φ
L
1c(s)
φL2c(s)
φL3c(s)
 =
φ
R
1c(s)
φR2c(s)
φR3c(s)
 . (E153)
For example, let us calculate the scaling dimension of the backscattering operator.
TRL11,σ = ψ
R†
1σ ψ
L
1σ ∼ e−i2
√
piφ1σ
= e
i 1√
Kc
(φL1c+φ
R
1c)+i
σ√
Ks
(φL1s+φ
R
1s).
(E154)
By the above boundary condition,
1√
Kc(s)
(φL1c(s) + φ
R
1c(s))
=
1√
Kc(s)
1
1 + 3K2c(s)
(
4K2c(s)φ
L
1c(s) + 2Kc(s)(1−Kc(s))φL2c(s) − 2Kc(s)(1 +Kc(s))φL3c(s)
)
⇒ ~vc(s) = 1√
Kc(s)
1
1 + 3K2c(s)
(
4K2c(s), 2Kc(s)(1−Kc(s)), −2Kc(s)(1 +Kc(s))
)
.
(E155)
Then, we get the scaling dimension.
∆ =
1
4
|~vc|2 + 1
4
|~vs|2
=
2Kc
1 + 3K2c
+
2Ks
1 + 3K2s
.
(E156)
For another example, let us calculate the scaling dimension of the - cycle hopping operator.
TRL12,σ = e
−i 12 ( 1√Kc (φ
L
1c+φ
L
2c)+
1√
Kc
(φR1c+φ
R
2c)+
σ√
Ks
(φL1s+φ
L
2s)+
σ√
Ks
(φR1s+φ
R
2s))
× ei 12 (
√
Kc(φ
L
1c−φL2c)−
√
Kc(φ
R
1c−φR2c)+σ
√
Ks(φ
L
1s−φL2s)−σ
√
Ks(φ
R
1s−φR2s)).
(E157)
By the boundary condition,
− 1
2
(
1√
Kc
(φL1c + φ
L
2c) +
1√
Kc
(φR1c + φ
R
2c) +
σ√
Ks
(φL1s + φ
L
2s) +
σ√
Ks
(φR1s + φ
R
2s))
=
1
2
(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s)),
(E158)
and
i(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s))
= i
√
Kc
(
(φL1c − φL2c)−
1
1 + 3K2c
(
(3K2c − 1 + 2Kc)φL1c + (−3K2c + 1 + 2Kc)φL2c − 4KcφL3c
))
+ iσ
√
Ks
(
(φL1s − φL2s)−
1
1 + 3K2s
(
(3K2s − 1 + 2Ks)φL1s + (−3K2s + 1 + 2Ks)φL2s − 4KsφL3s
))
.
(E159)
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~vc(s) =
√
Kc(s)
1 + 3K2c(s)
(
2(1−Kc(s)), −2(1 +Kc(s)), 4Kc(s).
)
(E160)
∆ =
2Kc
1 + 3K2c
+
2Ks
1 + 3K2s
. (E161)
The result agrees well with Hou&Chamon’s paper12.
(2) 4-wire Junction: similarly, we have the boundary condition as the following.
1√
Kc(s)
+
√
Kc(s)
1√
Kc(s)
−√Kc(s) 0 0
0 1√
Kc(s)
+
√
Kc(s)
1√
Kc(s)
−√Kc(s) 0
0 0 1√
Kc(s)
+
√
Kc(s)
1√
Kc(s)
−√Kc(s)
1√
Kc(s)
−√Kc(s) 0 0 1√Kc(s) +√Kc(s)


φL1c(s)
φL2c(s)
φL3c(s)
φL4c(s)

=

− 1√
Kc(s)
+
√
Kc(s) − 1√Kc(s) −
√
Kc(s) 0 0
0 − 1√
Kc(s)
+
√
Kc(s) − 1√Kc(s) −
√
Kc(s) 0
0 0 − 1√
Kc(s)
+
√
Kc(s) − 1√Kc(s) −
√
Kc(s)
− 1√
Kc(s)
−√Kc(s) 0 0 − 1√Kc(s) +√Kc(s)


φR1c(s)
φR2c(s)
φR3c(s)
φR4c(s)

(E162)
⇒
1
2(1 +K2c(s))

K2c(s) − 1 −(Kc(s) − 1)2 −K2c(s) + 1 −(Kc(s) + 1)2
−(Kc(s) + 1)2 K2c(s) − 1 −(Kc(s) − 1)2 −K2c(s) + 1
−K2c(s) + 1 −(Kc(s) + 1)2 K2c(s) − 1 −(Kc(s) − 1)2
−(Kc(s) − 1)2 −K2c(s) + 1 −(Kc(s) + 1)2 K2c(s) − 1


φL1c(s)
φL2c(s)
φL3c(s)
φL4c(s)
 =

φR1c(s)
φR2c(s)
φR3c(s)
φR4c(s)
 (E163)
For example, let us calculate the scaling dimension of the backscattering operator.
TRL11,σ = ψ
R†
1σ ψ
L
1σ ∼ e−i2
√
piφ1σ
= e
i 1√
Kc
(φL1c+φ
R
1c)+i
σ√
Ks
(φL1s+φ
R
1s).
(E164)
1√
Kc(s)
(φL1c(s) + φ
R
1c(s)) =
1√
Kc(s)
1
2(1 +K2c(s))
(
(3K2c(s) + 1)φ
L
1c(s) − (Kc(s) − 1)2φL2c(s)
+ (1−K2c(s))φL3c(s) − (Kc(s) + 1)2φL4c(s)
)
,
(E165)
⇒ ~vc(s) = 1√
Kc(s)
1
2(1 +K2c(s))
(
3K2c(s) + 1, −(Kc(s) − 1)2, (1−K2c(s)), −(1 +Kc(s))2
)
. (E166)
∆ =
1
4
|~vc|2 + 1
4
|~vs|2
=
1 + 3K2c
4Kc(1 +K2c )
+
1 + 3K2s
4Ks(1 +K2s )
.
(E167)
For another example, let us calculate the scaling dimension of the -cycle hopping operator.
TRL12,σ = e
−i 12 ( 1√Kc (φ
L
1c+φ
L
2c)+
1√
Kc
(φR1c+φ
R
2c)+
σ√
Ks
(φL1s+φ
L
2s)+
σ√
Ks
(φR1s+φ
R
2s))
× ei 12 (
√
Kc(φ
L
1c−φL2c)−
√
Kc(φ
R
1c−φR2c)+σ
√
Ks(φ
L
1s−φL2s)−σ
√
Ks(φ
R
1s−φR2s)).
(E168)
By the boundary condition, the exponent becomes
− 1
2
(
1√
Kc
(φL1c + φ
L
2c) +
1√
Kc
(φR1c + φ
R
2c) +
σ√
Ks
(φL1s + φ
L
2s) +
σ√
Ks
(φR1s + φ
R
2s))
=
1
2
(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s)),
(E169)
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and
i(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s))
= i
√
Kc
(
(φL1c − φL2c)−
1
2(1 +K2c )
(
(K2c − 1 + (Kc + 1)2)φL1c − (K2c − 1 + (Kc − 1)2)φL2c
+ ((Kc − 1)2 −K2c + 1)φL3c − ((Kc + 1)2 −K2c + 1)φL4c
))
+ iσ
√
Ks
(
(φL1s − φL2s)−
1
2(1 +K2s )
(
(K2s − 1 + (Ks + 1)2)φL1s − (K2s − 1 + (Ks − 1)2)φL2s
+ ((Ks − 1)2 −K2s + 1)φL3s − ((Ks + 1)2 −K2s + 1)φL4s
))
.
(E170)
~vc(s) =
√
Kc(s)
(
1− K
2
c(s)−1+(Kc(s)+1)2
2(1+K2
c(s)
)
, −1 + K
2
c(s)−1+(Kc(s)−1)2
2(1+K2
c(s)
)
, −−K
2
c(s)+1+(Kc(s)−1)2
2(1+K2
c(s)
)
,
−K2c(s)+1+(Kc(s)+1)2
2(1+K2
c(s)
)
)
.
(E171)
∆ =
Kc
1 +K2c
+
Ks
1 +K2s
. (E172)
However, the scaling dimension is always smaller than 1 because of the inequality
x
1 + x2
<
1
2
⇔ 2x < 1 + x2 ⇔ 0 < (x− 1)2 ⇒ x
1 + x2
+
y
1 + y2
< 1. (E173)
Thus the chiral fixed point is unstable in the square network.
(3) 6-wire Junction: let us also consider the triangular network which is about 6 wires. Then, boundary condition
is written as the following.
M1~φ
L
c(s) = M2
~φRc(s), (E174)
where
M1 =

α1 α2 0 0 0 0
0 α1 α2 0 0 0
0 0 α1 α2 0 0
0 0 0 α1 α2 0
0 0 0 0 α1 α2
α2 0 0 0 0 α1
 , M2 = −

α2 α1 0 0 0 0
0 α2 α1 0 0 0
0 0 α2 α1 0 0
0 0 0 α2 α1 0
0 0 0 0 α2 α1
α1 0 0 0 0 α2
 , (E175)
α1 =
1√
gc(s)
+
√
gc(s), α2 =
1√
gc(s)
−√gc(s), (E176)
and
~φ
L(R)
c(s) = (φ
L(R)
1c(s), φ
L(R)
2c(s), φ
L(R)
3c(s), φ
L(R)
4c(s), φ
L(R)
5c(s), φ
L(R)
6c(s)). (E177)
⇒
M3~φ
L
c(s) =
~φRc(s), (E178)
where
M3 =

β1 β2 β3 β4 β5 β6
β6 β1 β2 β3 β4 β5
β5 β6 β1 β2 β3 β4
β4 β5 β6 β1 β2 β3
β3 β4 β5 β6 β1 β2
β2 β3 β4 β5 β6 β1
 , (E179)
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and
β1 =
2(−1 +K4c(s))
3K4c(s) + 10K
2
c(s) + 3
, β2 = −
(−1 +Kc(s))4
3K4c(s) + 10K
2
c(s) + 3
, β3 = −
(−1 +Kc(s))3(1 +Kc(s))
3K4c(s) + 10K
2
c(s) + 3
,
β4 = −
(−1 +K2c(s))2
3K4c(s) + 10K
2
c(s) + 3
, β5 = −
(−1 +Kc(s))(1 +Kc(s))3
3K4c(s) + 10K
2
c(s) + 3
, β6 = −
(1 +Kc(s))
4
3K4c(s) + 10K
2
c(s) + 3
.
(E180)
For example, let us calculate the scaling dimension of the backscattering operator.
TRL11,σ = ψ
R†
1σ ψ
L
1σ ∼ e−i2
√
piφ1σ
= e
i 1√
Kc
(φL1c+φ
R
1c)+i
σ√
Ks
(φL1s+φ
R
1s).
(E181)
1√
Kc(s)
(φL1c(s) + φ
R
1c(s)) =
1√
Kc(s)
(
(1 + β1)φ
L
1c(s) + β2φ
L
2c(s) + β3φ
L
3c(s) + β4φ
L
4c(s) + β5φ
L
5c(s) + β6φ
L
6c(s)
)
, (E182)
⇒ ~vc(s) = 1√
Kc(s)
(
1 + β1, β2, β3, β4, β5, β6
)
. (E183)
Then, we get the scaling dimension.
∆ =
1
4
|~vc|2 + 1
4
|~vs|2
=
5K4c + 10K
2
c + 1
2Kc(3K4c + 10K
2
c + 3)
+
5K4s + 10K
2
s + 1
2Ks(3K4s + 10K
2
s + 3)
.
(E184)
For another example, let us calculate the scaling dimension of the -cycle hopping operator.
TRL12,σ = e
−i 12 ( 1√Kc (φ
L
1c+φ
L
2c)+
1√
Kc
(φR1c+φ
R
2c)+
σ√
Ks
(φL1s+φ
L
2s)+
σ√
Ks
(φR1s+φ
R
2s))
× ei 12 (
√
Kc(φ
L
1c−φL2c)−
√
Kc(φ
R
1c−φR2c)+σ
√
Ks(φ
L
1s−φL2s)−σ
√
Ks(φ
R
1s−φR2s)).
(E185)
Imposing the boundary condition, the exponent becomes
− 1
2
(
1√
Kc
(φL1c + φ
L
2c) +
1√
Kc
(φR1c + φ
R
2c) +
σ√
Ks
(φL1s + φ
L
2s) +
σ√
Ks
(φR1s + φ
R
2s))
=
1
2
(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s)),
(E186)
and
i(
√
Kc(φ
L
1c − φL2c)−
√
Kc(φ
R
1c − φR2c) + σ
√
Ks(φ
L
1s − φL2s)− σ
√
Ks(φ
R
1s − φR2s))
= i
√
Kc
(
(φL1c − φL2c)− (β1 − β6)φL1c − (β2 − β1)φL2c − (β3 − β2)φL3c − (β4 − β3)φL4c − (β5 − β4)φL5c
− (β6 − β4)φL6c
)
+ iσ
√
Ks
(
(φL1s − φL2s)− (β1 − β6)φL1s − (β2 − β1)φL2s − (β3 − β2)φL3s − (β4 − β3)φL4s
− (β5 − β4)φL5s − (β6 − β4)φL6s
)
.
(E187)
~vc(s) =
√
Kc(s)
(
1− β1 + β6, −1− β2 + β1, −β3 + β2, −β4 + β3, −β5 + β4, −β6 + β5
)
. (E188)
∆ =
4Kc(K
2
c + 1)
(3K4c + 10K
2
c + 3)
+
4Ks(K
2
s + 1)
(3K4s + 10K
2
s + 3)
. (E189)
The scaling dimension is always smaller than 1. Hence it is always relevant, and the chiral fixed point is unstable in
the triangular network.
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FIG. 7. Examples of the connectivity at the asymmetric fixed point in (a) 4-wire junction and (b) 6-wire junction.
d. Asymmetric Fixed Point
Here we investigate the existence and the stability of the simplest form of the asymmetric fixed point. There are
several possible geometries of asymmetric connectivity, however we here consider only the simplest connectivity as
a proof of possible emergence of asymmetric fixed points. Of course, there can be more complicated configurations.
However, our goal is not to find all the possible fixed points. Our goal here is to explicitly demonstrate that there is
at least one asymmetric fixed point in the 4- or 6-wire junctions.
For the 4-wire junctions, we suppose wire 1, 2 are connected and wire 3, 4 are connected both in charge and spin
degrees of freedom. See Fig.7. In this fixed point, the +,- cycle hopping between wire 1 and 2 (or 3 and 4) fixes the
boundary condition. The boundary condition is given as the following.
~φLc(s) = Rc(s)
~φRc(s), (E190)
where
Rc(s) =
0 1 0 01 0 0 00 0 0 1
0 0 1 0
 , (E191)
and ~φR(L) = (φ
R(L)
1 , φ
R(L)
2 , φ
R(L)
3 , φ
R(L)
4 ). With this boundary condition, let us investigate the scaling dimension of
all of the single electron and the pair operator.
Before investigating all the possible operators, let us consider an example. It is a cyclic hopping between wire 1
and wire 4 which are decoupled at this fixed point.
TRL41,σ = e
−i√pi(φ4,σ−θ4,σ)e−i
√
pi(φ1,σ+θ1,σ)
= e
−i 12 ( 1√Kc (φ
L
4c+φ
L
1c)+
1√
Kc
(φR4c+φ
R
1c)+
σ√
Ks
(φL4s+φ
L
1s)+
σ√
Ks
(φR4s+φ
R
1s))
× e+i 12 (
√
Kc(φ
L
4c−φL1c)−
√
Kc(φ
R
4c−φR1c)+σ
√
Ks(φ
L
4s−φL1s)−σ
√
Ks(φ
R
4s−φR1s)).
(E192)
~vRc(s) =
1
2
(
− 1√
Kc(s)
+
√
Kc(s), 0, 0,− 1√
Kc(s)
−
√
Kc(s)
)
,
~vLc(s) =
1
2
(
− 1√
Kc(s)
−
√
Kc(s), 0, 0,− 1√
Kc(s)
+
√
Kc(s)
)
.
(E193)
We can calculate the scaling dimension of these operators
∆TRL41,σ =
1
4
|Rc~vRc + ~vLc |2 +
1
4
|Rs~vRs + ~vLs |2
=
1 +K2c
4Kc
+
1 +K2s
4Ks
.
(E194)
Also, we can calculate the scaling dimension of all the other operators and the result is listed in the Table.IX and the
Table.X.
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Between Decoupled Wires Between Coupled Wires
+/- Cycle (1 +K2c )/4Kc + (1 +K
2
s )/4Ks 0
Backscattering 1/2Kc + 1/2Ks (in the same wire) 1/2Kc + 1/2Ks (in the same wire)
LL/RR (1 +K2c )/4Kc + (1 +K
2
s )/4Ks 0
TABLE IX. Scaling dimensions of the single electron operator in the square network of the spinful electron in the asymmetric
fixed point.
Between Decoupled Wires Between Coupled Wires
Pair Tunneling +/- Cycle Kc + 1/Kc 0
Pair Tunneling LL/RR with Net Spin Kc +Ks 0
Pair Tunneling LL/RR without Net Spin Kc + 1/Kc 2/Kc
Pair Backscattering in the Same Wire 2/Kc (in the same wire) 2/Kc (in the same wire)
Pair Backscattering in the Different Wires without Net Spin 2/Kc + 2/Ks 0
Pair Backscattering in the Different Wires with Net Spin 2/Kc + 2/Ks 2/Ks
Pair Exchange Processes 2(1/Kc +Ks) 0
Particle-Hole Pair Tunneling in +/- Cycle Ks + 1/Ks 0
Particle-Hole Exchange Processes Kc + 1/Ks 0
TABLE X. Scaling dimensions of the pair operator in the square network of the spinful electron in the asymmetric fixed point.
The scaling dimension of the leading irrelevant operators gives the following condition of the stable fixed point.
1 +K2c
4Kc
+
1 +K2s
4Ks
> 1,
1
2Kc
+
1
2Ks
> 1, Kc +Ks > 1,
Kc +
1
Kc
> 1, Ks +
1
Ks
> 1,
1
Kc
+Ks > 1,
1
Kc
+Ks > 1,
2
Kc
> 1,
2
Ks
> 1.
(E195)
An area which satisfy all the above exists and hence such phase in principle can be stabilized (as far as there is no
competition with other fixed points).
We also investigated the asymmetric fixed point in 6-wire junctions. We consider a geometry that wire 1, 2 are
connected, wire 3, 4 are connected, and wire 5, 6 are connected both in charge and spin degrees of freedom. See Fig.7.
In this fixed point, the +,- cycle hopping between wire 1 and 2 (or 3, 4 or 5, 6) fixes the boundary condition. So, the
boundary condition is given as the following.
~φLc(s) = Rc(s)
~φRc(s), (E196)
where
Rc(s) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
 , (E197)
and ~φR(L) = (φ
R(L)
1 , φ
R(L)
2 , φ
R(L)
3 , φ
R(L)
4 , φ
R(L)
5 , φ
R(L)
6 ). We calculated the scaling dimension of all the operators by
using the boundary condition. The result is the same as the case of 4-wire junctions (as expected), i.e. the Table.IX
and the Table.X. With this, we can find the phase diagram in Fig.8.
Appendix F: Monte-Carlo Calculation: Emergent 2d Patterns from Asymmetric Fixed Point
Here we investigate a potential emergence of the stripe phase from the asymmetric fixed point of the spinful electrons
in honeycomb networks. At the asymmetric fixed point, which we will also call interchangably “anisotropic” fixed
point, the two wires are connected to each other and the other is completely disconnected.
Naively, each junction can have different connectivitiy, since the different junctions do not have a direct interaction
between them. However, there is a vacuum energy,13 which is a function of total length of connected wires, i.e.,
Ej = −pi~vF
24
1
Lj
. (F1)
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FIG. 8. (a) Phase diagram of the Y-junction. (b) Phase diagram of the square network. (c) Phase diagram of the triangular
network. (red: NN, green: DD, orange: DN, cyan: ND, purple: chiral, white: asymmetric)
The vacuum energy is sometimes also called as “Casmir energy”. Here vF is the Fermi velocity, Lj is the length of j-th
string. With this, we can look for the lowest energy state. Obviously, when the number of the shortest connectivity
(or shortest string) is large, the energy tend to decrease. There are, for example, two potential patterns, which can
maximize the number of the shortest strings. See Fig.9.
FIG. 9. (left) Stripe pattern. (right) Isolated honeycomb ring pattern.
In the thermodynamic limit, the stripe, i.e., Fig.9 (left), gives E = −pi~vF24 and the isolated honeycomb ring pattern,
i.e., Fig.9 (right), gives E = − 1918 pi~vF24 ' −1.0556pi~vF24 , which are pretty close to each other. As a comparison, we
also generated a random pattern with its energy, E ' −0.626pi~vF24 . From this comparison, it is clear that the system
will prefer to have a certain regular pattern over the random connectivity. To explicitly check this, we perform the
classical Monte Carlo calculation for this system.
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FIG. 10. The result of the Monte Carlo simulation.(beta=2000, iteration=1 million). (left) Ordered texture of the network
(middle) Histogram of the number of wires (y-axis) with the length L (x-axis) for the random configuration. (right) Histogram
of the number of wires (y-axis) with the length L (x-axis) for the stripe pattern.
We set the temperature as β = 2000, which is low enough to track the ground state configuration, and we have
performed a million time iterations for a finite size system with the periodic boundary condition.
As the number of the iteration increases, we see that the ordered domains of stripes are created. Furthermore, the
system prefers to increase the number of the shortest strings. See the histogram in Fig.10. Note that the isolated
honeycomb ring pattern has a slightly better energy than the stripe pattern in the thermodynamic system. In a
40
finite-size system, this preference can be flipped because the longest string in the stripe pattern has finite length and
hence finite (negative) energy. As a result, the stripe has the lower energy than the isolated honeycomb one, in the
finite-size calculations that we have investigated.
In conclusion, we expect that, either the stripe or the isolated honeycomb ring pattern to emerge in the network
systems (depending on the size of the systems). The eventual ordering and the phase diagram at the lowest temper-
ature, depending on the system sizes, will be beyond the scope of this paper. Hence we will investigate this in the
future research, while we report only the key results in this paper, namely the emergence of spatial orderings from
the anisotropic fixed point.
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