Purpose -To present a new collocation method for numerically solving partial differential equations (PDEs) in rectangular domains.
Introduction
Radial-basis-function networks (RBFNs) have become one of the main fields of research in numerical analysis (Haykin, 1999) . It has been proved that RBFNs have the property of universal approximation, i.e. an arbitrary continuous function can be approximated to a prescribed degree of accuracy by increasing the number of hidden neurons (Park and Sandberg, 1991) . Nelson (1988,1990) showed that the RBF interpolation scheme using multiquadrics (MQ) can offer exponential convergence rates/spectral accuracy. The application of MQ-RBFNs for the numerical solution of differential equations has received a great deal of attention over the past 15 years (see, for example, Kansa, 1990 ; Fasshauer, 1997 However, it should be noted that the resultant RBF matrices are dense and their condition numbers grow rapidly as the number of nodes is increased. To resolve this problem, several attempts to use local RBF approximations (e.g Shu et al, 2003 ; Lee et al, 2003) or to combine RBF and domain decomposition (e.g Dubal, 1994 ; Kansa and Hon, 2000; Li and Hon, 2004) have been made. For a local-approximation based approach, only a small region associated with a point, a node's region of influence, is activated to construct the RBF approximations for that point. The two most common shapes of an influence domain are circles and rectangles. Using a local procedure, the cost of computation can be modest; for example, the inversion involved in the construction process is conducted for a series of smaller matrices rather than for a large matrix. For a domain-decomposition based approach, the given analysis domain is divided into a finite number of subdomains. The original problem can be then reformulated for each subdomain, leading to a series of coupled smaller subproblems. The solution is required to be continuous and smooth across the subdomain interfaces. This can be achieved either by overlapping regions (e.g Li and Hon, 2004) or by common data points along the interfaces (e.g Dubal, 1994 ).
Using local approximations or domain decompositions have the following advantages: (i) the resultant coefficient matrices are sparse/block-banded and hence their solutions are more efficient, and (ii) it can help prevent the rapid growth of the condition number of the system. It should also be noted that the performance of the RBF scheme is strongly affected by the RBF width. To date, there is a lack of mathematical theory for finding appropriate values of the RBF width. In practice, the RBF width is chosen either by empirical approaches or by optimization techniques. The latter are expensive, especially for non-linear problems.
Generally, the RBF scheme is more accurate, but less stable with increasing RBF-width.
Recently, an alternative approach based on integration to construct the RBF expressions for the interpolation of functions and the solution of differential equations was proposed The improvement is attributable to the fact that integration is a smoothing operation and is more numerically stable.
In this study, a collocation method based on a 1D global IRBF interpolation scheme for the solution of 2D-PDEs is proposed. A rectangular domain of computation is discretized using a Cartesian grid (For the case of a non-rectangular domain, prior coordinate transformation can be conducted to produce a rectangular domain in the computational space). With the use of IRBFNs, one can make the approximating functions smoother, and generate additional coefficients (integration constants) that can be used to impose the governing equation on boundaries and/or to incorporate normal derivative boundary conditions more efficiently. On the other hand, with the use of a 1D global interpolation scheme, the construction of RBF approximations for a given point x involves only points that lie on lines intersected at x and parallel to x− and y−axes, rather than the whole set of grid points. This improves the conditioning of the system and requires less computational work than the case of using a higher-dimensional scheme. One important feature of the present scheme is that it still maintains the advantages of a global highorder method such as the capability to achieve a high degree of accuracy using relatively low numbers of nodes. It was reported that the rapid growth of the conditioning of the 4 system matrix limits the use of a global 2D-RBF collocation method to a few hundred interpolation points. With the present approach, much larger numbers of nodes (e.g, up to 10201 nodes in this study) can be employed. Numerical results show that the proposed method achieves a high degree of accuracy.
The remainder of the paper is organized as follows. The proposed 1D-IRBF collocation method for the solution of second-and fourth-order PDEs is presented and verified in section 2 and 3, respectively. The method is then applied to simulate the thermallydriven cavity flow in Section 4. Section 5 gives some concluding remarks.
2 Second-order PDEs
The IRBF formulation
The domain of interest is discretized using a Cartesian grid, i.e. an array of straight lines that run parallel to the x− and y−axes. Let N x and N y be the numbers of grid lines in the x− and y−directions, respectively. The dependent variable u and its derivatives are approximated using a 1D-IRBF interpolation scheme. It should be indicated that the 1D interpolation scheme uses only N x or N y nodes (instead of N x N y nodes) to construct the approximations for a given point, resulting in considerable economy when compared with an earlier 2D-IRBF interpolation scheme reported in (Mai-Duy and Tran-Cong, 2005). The construction process involves two steps: (i) To use IRBFNs to approximate the variable u and its derivatives along a straight line, and (ii) To use Kronecker tensor products to construct the approximations for derivatives over a 2D-domain. 5
One-dimensional formulation
Consider a line in a Cartesian grid, e.g the line runs parallel to the x−axis. The dependent variable u along this line is sought in the IRBF form. The second-order derivative of u is decomposed into RBFs; the RBF network is then integrated twice to obtain the expressions for the first-order derivative of u and the solution u itself
where
are RBF weights to be determined;
and c 1 and c 2 are integration constants. Here it is referred to as a second-order 1D-IRBF scheme, denoted by IRBF-2. It is more convenient to work in physical space than in network-weight space. The RBF coefficients including two integration constants can be transformed into the meaningful nodal variable values, based on the following equations
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The above system can be written in the matrix form
and c = (c 1 , c 2 ) T .
One difference between 1D integrated-and differentiated-RBF interpolation schemes is that the former possesses a larger set of expansion coefficients owing to the presence of two integration constants c 1 and c 2 . The present conversion schemes can be thus developed into two directions.
Non-square conversion matrix (NSCM)
The direct use of (7) leads to an underdetermined system of equations. The associated matrix is referred to as the conversion matrix, denoted by C (C = H). The pseudo inverse of C can be found using the SVD technique. It is noted that the purpose of using SVD here is to provide a solution whose norm is the smallest in the least-squares sense
Square conversion matrix (SCM)
One can add two additional equations of the form
to (7) . The conversion system can be written as
The conversion matrix C becomes square, and its inverse can be computed by using the
It is widely observed that the RBF approximations have a tendency to produce larger errors near boundaries. Fedoseyev et al (2002) developed a MQ-RBF collocation method with PDE collocation on the boundaries; numerical results indicated a considerable improvement in accuracy. Motivated by these results, the two extra equations (10) and (11) can be utilized here to satisfy the governing equation at both ends of the line:
and x (Nx) . If the Neumann boundary condition rather than the Dirichlet condition is
given, these equations can be used to represent normal derivative boundary conditions;
imposition of the governing equation on the boundaries is carried out at a later stage of constructing a system matrix. All f i , H [.] , α i and β i with i = (1, 2) in (10) and (11) are known quantities. However, their explicit forms/values depend on the problem to be solved; they will be presented in some detail in section Numerical Results. A distinct difference between the differentiation-and integration-based formulations is that the governing equation is forced to be satisfied exactly on the boundaries by means of fictitious points inside/outside domain for the former and by integration constants for the latter.
In the following discussion, only the SCM version is considered since the NSCM system (8) can be obtained from the SCM system (13) by simply setting matrix K and vector f to null.
By substituting (14) into (1) and (2), the second-and first-order derivatives of the variable u will be expressed in terms of nodal variable values
or
where k 2x and k 1x are scalars whose values depend on f 1 and f 2 .
Application of (17) and (18) to every collocation point on the line yields
where D 2x and D 1x are known matrices of dimension N x × N x , and k 2x and k 1x are known vectors of length N x .
Similarly, along a vertical line, the values of the second-and first-order derivatives of u with respect to y at the collocation points can be given by
Two-dimensional formulation
Assuming that the grid points are numbered from bottom to top and from left to right, one can write the values of the derivatives of u over the whole domain by using Kronecker tensor products as follows
where I x and I y are the identity matrices of dimension N x ×N x and N y ×N y , respectively;
Numerical results
The accuracy of an approximation scheme is measured by means of the discrete relative L 2 error defined as
where N is the number of collocation points; and u e and u are the exact and computed solutions, respectively. The present study employs multiquadrics (MQ) whose form is
where c is the centre, a is the RBF width and . denotes a Euclidean norm. The width of the ith MQ-RBF, a (i) , is simply chosen to be the minimum distance from the ith centre to its neighbours.
Problem 1
Consider the following Poisson equation
An approximate solution is sought in the unit square domain, 0 ≤ x, y ≤ 1. The exact solution is given by
Ten uniform grids, 11 × 11, 21 × 21, · · · , 101 × 101, are employed. A comparative study of the accuracy of the present 1D-IRBF method between the two versions, NSCM and SCM, is carried out for two different types of the boundary condition, namely {u} and {u, ∂u/∂n}.
Dirichlet boundary condition
Along the two vertical sides, the extra information f i , which are used for computing the derivatives of u with respect to x, are taken to be
Similarly, along the two horizontal sides, the extra information f i , which are used for computing the derivatives of u with respect to y, are defined as
Applying the governing equation (29) at the interior points (ip) yields
Making use of the Dirichlet boundary condition of the problem, a determinate system of equations is obtained which can be solved by Gaussian elimination.
Results concerning the relative L 2 error are given in Figure 1 which indicates the rapid improvement in accuracy with increasing density for both versions. The SCM version is more accurate, but converges slightly slower than the NSCM version.
The present results are also compared with those obtained by the classical DRBFN method (Figure 1 ). The DRBFN method that is based on a 1D interpolation scheme is also implemented here. The 1D-and 2D-DRBF methods use the same network parameters (e.g the number of collocation points, their locations and the RBF widths) as the proposed 1D-IRBF method. It can be seen that the proposed method outperforms the 1D-and 2D-DRBF methods regarding accuracy and convergence.
In comparison with the 2D-IRBF method, Table 1 shows that for each version (SCM and NSCM), the 2D-IRBF method is more accurate than the 1D-IRBF method. It is interesting to note that the accuracy of the 1D-IRBF method with SCM is superior to that of the 2D-IRBF method with NSCM. The 2D method requires much more computational effort than the 1D method. For example, the inversion is conducted for matrices of dimensions about N x ×N x or N y ×N y for the 1D method, but of dimensions N x N y ×N x N y for the 2D method.
Dirichlet and Neumann boundary conditions
The Neumann boundary conditions are imposed on the two vertical sides, while the Dirichlet conditions are specified along the two horizontal sides. Special attention here is given to the implementation of the Neumann boundary condition. The two additional equations (10) and (11) can take the form
For the SCM version, the governing equation (29) is forced to be satisfied not only at the interior points but also at the 2(N y − 2) boundary points on the two vertical sides. For the NSCM version, the governing equation (29) is applied at the interior points and the Neumann boundary conditions are enforced explicitly by adding some additional equations to the system. After introducing the Dirichlet boundary condition of the problem, for both versions, a square algebraic system of dimension ( For the sake of simplicity, the following discussion is given to the case of biharmonic equations of the form
in the rectangular domain, subject to the boundary conditions u and ∂u/∂n along the boundaries.
The process of deriving the 1D-IRBF formulation for fourth-order PDEs is similar to that for second-order PDEs. However, the corresponding equations involve more terms.
Furthermore, special attention needs to be paid to the treatment of mixed partial deriva- The variable u and its derivatives along a grid line that runs parallel to the x−axis can be approximated by
in which the fourth-order derivative of the variable u is decomposed into RBFs. Here it is referred to as a fourth-order 1D-IRBF scheme, denoted by IRBF-4.
Some relevant matrices and vectors to be used for the conversion process are given below
Non-square conversion matrix (NSCM)
The unknown expansion coefficients can be converted into the nodal variable values according to the following relation
Square conversion matrix (SCM)
The presence of four integration constants allows the addition of 4 extra equations to the conversion system. Using information on the governing equation and normal derivative boundary conditions at both ends of the line, the additional matrix and vector can be generated as follows
1 0
The conversion process thus becomes
Substitution of (51) into (43)- (46) yields
The values of the ith-order derivative of u (i = {1, 2, 3, 4}) at the grid points along a horizontal line can be computed by
where the superscript IV is used to indicate that D ix is obtained using the IRBF-4 scheme;
and D
IV
ix is a known matrix of dimension N x ×(N x +4); and
Expression (56) can be rewritten as 
Two-dimensional formulation
Making use of the following expression
the mixed fourth-order partial derivative can be computed by the 1D IRBF-2 scheme with the extra information f i being the values of the first-order derivatives at the boundary points which are given or can be computed easily. Expression (58) can be rewritten as
where D 2x and D 2y are known matrices obtained from (23) and (25); k 4xy is a known vector of length N x N y ; D 4xy is a know matrix of dimension N x N y × N x N y ; and
It can be seen that the mixed fourth-order partial derivative of the variable u is now expressed in terms of nodal variable values. Using these results to represent the components f 3 and f 4 , one can now extend the approximations for ∂ i u/∂x i (57) to a 2D domain by means of Kronecker tensor products. Their final forms can be written as
where i = {1, 2, 3, 4}; k 
Numerical results
A biharmonic Dirichlet problem is considered here to verify the 1D-IRBF formulation.
Problem 2
Consider the biharmonic equation
in the domain 0 ≤ x, y ≤ 1, subject to the boundary conditions u = 0 along the boundaries,
The exact solution is given by v e (x, y) = sin(2πx) sin(2πy).
A number of uniform grids, 6 × 6, 11 × 11, ..., and 71 × 71, are employed. In forming the system matrix, the SCM version allows the biharmonic equation (64) to be collocated at every interior point. For the NSCM version, it is necessary to reduce the number of interior points used for (64) in order to impose the boundary conditions ∂u/∂n; these interior points chosen here for collocating the biharmonic equation are (x i , y j ) with 3 ≤ i ≤ N x −2 and 3 ≤ j ≤ N y − 2. A comparison of the accuracy of the present method between the two versions is given in Figure 3 . The NSCM version does not perform as well, probably due to the fact that the governing equation is not forced to be satisfied exactly at every interior point. For the SCM version, a high degree of accuracy and fast convergence are achieved.
The question here is whether the accuracy of the NSCM approach is improved when one tries to impose the normal derivative boundary conditions through the conversion process (NSCM2). In this case, the dimension of conversion matrices is (N x + 2) × (N x + 4). Table   2 reveals that this implementation leads to a significant improvement in accuracy over the traditional node-reduction technique.
Numerical results show that both SCM and NSCM versions of the proposed 1D-IRBF method produce very accurate results. The former requires the inversion of underdeter-mined matrices, while the latter involves the inversion of square matrices. Fortunately, these calculations are conducted in 1D-domains only, and hence they do not add greatly one does not need to concern these issues when extending it to irregular domains.
Natural convection flow in a square slot
The proposed method is applied here to simulate the thermally-driven cavity flow in a square slot. For this problem, the governing equation presents the coupling of momentum T and streamfunction ψ behaviour can be written as 
where Ra and P r are the Rayleigh number and the Prandtl number, respectively. The variables are normalized here using reference quantities recommended by Ostrach (1988) for the case of Ra/P r > 1 and P r < 1. These non-dimensional equations are written in detail in order to show how their derivative terms are computed, e.g mixed third-order partial derivatives are determined through relevant second-and first-order derivatives.
A square cavity of a unit size, containing a fluid of P r = 0.71, is considered. Non- 
where k is the time level, ǫ is the tolerance and N is the number of collocation points. 
The present velocity components are related to the corresponding benchmark solutions (de Vahl Davis, 1983) according to the relation
The results obtained are given in Tables 3-5 , which show the rapid improvement in accuracy as the density increases. Although very sharp gradients are formed at high values of the Rayleigh number, the present method achieves very accurate results. For example, the maximum error is less than 0.2% for Ra = 10 7 using a grid of 81 × 81. Figure 4 shows the streamlines, isotherms and iso-vorticity lines of the flow at Ra = 10 7 using a grid of 81 × 81. Every plot contains 17 contour lines whose values vary linearly from the minimum to maximum values, and they look reasonable when compared to the benchmark solutions.
Concluding remarks
This paper reports a collocation method based on a one-dimensional integrated-radialbasis-function interpolation scheme for the solution of second-and fourth-order PDEs in rectangular domains. The use of integrated RBFs allows (i) the normal derivative boundary condition to be incorporated more efficiently and (ii) the exact satisfaction of
PDEs not only at the interior points but also at the boundary points. The imposition of normal derivative boundary conditions through the conversion process is recommended for use. On the other hand, the employment of a 1D interpolation scheme instead of 2D interpolation scheme permits relatively large numbers of data points to be employed. The present one-dimensional global IRBF scheme is demonstrated on a number of test cases, including the benchmark natural convection problem; a very high degree of accuracy is achieved using relatively coarse grids. Extension of the proposed method to the case of non-rectangular domains is currently underway, and it will be reported in future work. 
