Web Intelligence (WI)-based portal techniques (e.g. the wisdom Web, data mining, multi-agent, and data/knowledge grids) will provide a new powerful platform for Brain Sciences. New understanding and discovery of the human intelligence models in Brain Sciences (e.g. cognitive science, neuroscience, brain informatics) will yield new WI research and development. In this paper, we briefly investigate three high-impact research issues as well as present a case study, to demonstrate the potentials of Brain Informatics (BI) research from WI perspective.
Introduction
Brain Informatics (BI) is a new interdisciplinary field to study human information processing mechanism systematically from both macro and micro points of view by cooperatively using experimental cognitive neuroscience and WI-centric advanced information technology. In particular, it attempts to understand human intelligence in depth, towards a holistic view at a long-term, global field of vision to understand the principle, models, and mechanisms of human multi-perception, language, memory, reasoning, decision-making, planning, problem solving, learning, discovery, and creativity. 30 On one hand, although brain sciences have been studied from different disciplines such as cognitive science and neuroscience, BI represents a potentially revolutionary shift in the way that research is undertaken. It attempts to capture new forms of collaborative and interdisciplinary work. In this vision, new kinds of BI methods and global research communities will emerge, through infrastructure on the Wisdom Web and Knowledge Grids that enable high speed and distributed, largescale analysis and computations, and radically new ways of sharing data/knowledge repositories. On the other hand, some of these lessons in cognitive science and neuroscience are applicable to novel technological developments in BI, yet others may need to be enhanced or transformed in order to manage and account for the complex and possibly more innovative practices of sharing data/knowledge that are made technically possible by the Wisdom Web and Knowledge Grids.
7,8,31
As a crucial step in understanding human intelligence in depth, we must first fully master the mechanisms in which human brain operates. Ignoring what goes on in human brain and focusing instead on behavior has been a large impediment to understand how a human being does complex adaptive, distributed problem solving, and reasoning. These results reported over the last decade, about studying human information processing mechanism, are greatly related to progress of measurement and analysis technologies. Various noninvasive brain functional measurements are possible recently, such as fMRI and EEG. If these measurement data are analyzed systematically, the relationship between a state and an activity part will become clear. Furthermore, it is useful to discover more advanced human cognitive models based on such measurement and analysis. Hence, new instrumentation and advanced information technologies are causing an impending revolution in WI and Brain Sciences. The synergy between WI and Brain Sciences will yield profound advances in our understanding of intelligence over the coming decade.
11,16
In this paper, we briefly investigate three high-impact research issues: (1) developing a framework for building a BI portal; (2) investigating the methodology for building a data grid by collecting multiple data sources from cognitive fMRI/EEG experiments; and (3) providing the data mining grid centric multi-layer Grid model for multi-aspect human brain data analysis. As a case study, we also introduce our peculiarity-oriented mining approach and its application in multiple human brain data analysis, to demonstrate the potentials of BI research from WI perspective. Finally, we give concluding remarks.
BI-Related Research Issues

Building a brain informatics portal
Building a brain informatics portal is, in fact, to develop a data mining grid centric multi-layer grid system on the Wisdom Web for multi-aspect data analysis.
4,27,31
Figure 1 shows an agent-based multi-database mining grid architecture on the Wisdom Web for developing a BI portal. We can see there are two main parts of the system based on such an architecture: the Wisdom Web and the multi-layer Grid.
31
We have been developing a full process from designing fMRI/EEG experiments based on WI needs to discovering new cognitive WI models. Such a full process means a systematic approach for measuring, collecting, modeling, transforming, managing, and mining multiple human brain data obtained from various cognitive experiments by using fMRI and EEG.
28,31
Each of fMRI and EEG technologies has its strength and weakness from the aspects of time and space resolutions. fMRI provides images of functional brain activity to observe dynamic activity patterns within different parts of the brain for a given task. It is excellent in the space resolution, but inferior in the time resolution. On the other hand, EEG provides information about the electrical fluctuations between neurons that also characterize brain activity, and measurements of brain activity at resolutions approaching real time. In order to discover new knowledge and models of human information processing activities, not only individual data source obtained from a single measuring method, but also multiple data sources from various practical measuring methods are required. The future of BI will be affected by the ability to do large-scale mining of fMRI and EEG brain activations. The key issues are how to design the psychological and physiological experiments for obtaining various data from human information processing mechanism, as well as how to analyze and manage such data from multiple aspects for discovering new models of human information processing. Although several human-expert centric tools such as SPM (MEDx) have been developed for cleaning, normalizing, and visualizing the fMRI images, researchers have also been studying how the fMRI images can be automatically analyzed and understood by using data mining and statistical learning techniques. 9, 11, 15, 19, 28 We are concerned with how to extract significant features from multiple brain data measured by using fMRI and EEG in preparation for multi-aspect data analysis that uses various data mining techniques in multiple data sources. Our purpose is to understand activities of human information processing by investigations in the following two levels:
• investigating the flow and features of time and space of information processing, based on functional relationships between activated areas of human brain for each given task; • investigating neural structures and neurobiological processes related to the activated areas.
14
More specifically, at the current stage, we want to understand:
• how a peculiar part (one or more areas) of the brain operates in a specific time;
• how the operated part changes along with time;
• how the activated areas work cooperatively to implement a whole information processing; • how the activated areas are linked, indexed, navigated functionally, and what are individual differences in performance; • how a cognitive process is supported by neurobiological processes.
The Wisdom Web 7, 8 and Grid computing 1,2 have provided the ideal infrastructures, platforms, and technologies for building such a BI portal to support cognitive/brain scientists in multi-aspect analysis in multiple, large-scale data sources. We need to study experimental cognitive neuroscience, data mining, intelligent agents, data and knowledge grids, the semantic Web and wisdom Web in a unified way.
A new platform as middleware is required to deal with multiple huge, distributed data sources for multi-aspect analysis in building a BI portal on the Wisdom Web. It is necessary to create a grid-based, organized society of data mining agents, called a Data Mining Grid on the Grid computing platform (e.g. the Globus toolkit).
2
This means:
• developing various data mining agents, for various services-oriented multi-aspect data analysis; • organizing the data mining agents into a Grid with multiple layers such as datagrid, mining-grid, and knowledge-grid, under the OGSA (Open Grid Services Architecture) that firmly aligns with service-oriented architecture and Web services, to understand the user's questions, transform them to data mining issues, discover the resources and information about the issues, and get a composite answer or solution; • using a conceptual model with three levels of workflows, namely dataflow, mining-flow, and knowledge-flow, corresponding to the three-layer Grid, respectively, for managing data mining agents for multi-aspect analysis in distributed, multiple data sources and for organizing the dynamic, status-based processes of BI study.
The data mining grid is made of many smaller components that are called data mining agents. Each agent by itself can only do some simple thing. Yet when joining these agents on the Grid, more complex tasks for brain informatics study can be carried out. Furthermore, ontologies are also used for the description and integration of multiple human brain data sources and grid-based data mining agents in data mining process planning. 6, 22, 24 It is necessary to provide:
• a formal, explicit specification for integrated use of multiple human brain data sources in a semantic way; • a conceptual representation about the types and properties of data/knowledge and data mining agents, as well as relations between data/knowledge and data mining agents; • a vocabulary of terms and relations to model the domain, and to specify how to view the data sources and how to use data mining agents; • a common understanding of multiple human brain data sources that can be communicated among grid-based data mining agents.
Collecting multiple data sources for building a data-grid
Data collecting, storing, and retrieving are deployed on the Grid platform, like Globus, as a standard Grid service. OGSA-DAI is used to build database access applications. 33 The aim of OGSA-DAI is to provide the middleware glue to interface existing databases, other data resources and tools to each other in a common way based on the Open Grid Services Architecture (OGSA). This middleware is based on the GGF-defined OGSI specification and layered on the top of the Globus Toolkit 3 OGSI implementation (GT3 Core). Multiple human brain data sources are collected by various cognitive fMRI/EEG experiments, modeling, and transformation, and they are recorded to the corresponding databases through the Grid service on the distributed sites (i.e. namely the data-grid).
5 Furthermore, the data-flow is a collection of descriptions for the dynamic relationship among multiple human brain data sources on the data-grid. Event-related experimental designs have become an important methodology in EEG/fMRI research to evaluate the high level characteristics of human information processing in the central nervous system. 10 There are, at present, two main methods called event-related potential (ERP) and event-related fMRI for eventrelated experimental designs. Event-related potential is a tiny signal embedded in the ongoing EEG. By averaging the traces, investigators can extract this signal, which reflects neural activity that is specifically related cognitive events. cognition rather than elucidating the brain structures that produce the electrical events. Event-related potentials also provide physiological indices of when a person decides to response, or when an error is detected. On the other hand, event-related fMRI follows the same logic as used in ERP/EEG studies and provides the spatial resolution. Thus, event-related fMRI will further allow fMRI and EEG to be combined in paradigms that are identical across methods. By using such techniques, it is now becoming possible to study the precise spatiotemporal orchestration of neuronal activity associated with perceptual and cognitive events.
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Generally speaking, human intelligence-related research studies the nature of intelligence towards our understanding of intelligence. The capabilities of human intelligence can be broadly divided into two main aspects: perception and thinking. So far, the main disciplines with respect to human intelligence are cognitive science that mainly focuses on studying mind and behavior-based cognitive models of intelligence, as well as neuroscience that mainly focuses on studying brain and biological models of intelligence. In cognitive neuroscience, although many advanced results with respect to "perception oriented" study have been obtained, only a few of preliminary, separated studies with respect to "thinking oriented" and/or a more whole information process have been reported. 10 The key questions are:
• how to obtain various data related to all major aspects and capabilities of human information processing mechanism by systematic fMRI/EEG experiments? • how to build a Data-Brain, which is the brain database with all of data related to all major aspects and capabilities of human information processing mechanism, for systematic investigation and understanding of human intelligence? • how to analyze such data from multi-aspect and multi-level for discovering new models of human information processing mechanism?
In the current study, human brain data sources from cognitive fMRI/EEG experiments, to be collected on the data-grid, include:
• human multi-perception mechanism for studying the relevance between auditory and visual information processing; • human computation mechanism with visual and auditory stimuli for investigating the flow and features of time and space of human information processing; • human deductive/inductive reasoning mechanism for understanding the principle of human reasoning and problem solving in depth; • human learning mechanism for acquiring personalized student models in an interactive learning process dynamically and naturally.
Multi-aspect human brain data analysis on a multi-layer grid
In the multi-tier architecture of the BI portal as shown in Fig. 1 , lower levels provide middleware support for higher level applications and services, thereby opening the door to developing more complex, flexible, and effective systems. The three-level workflows are generated dynamically, based on the conditions (situations), data quality analysis, and a multi-phase mining process.
Multi-aspect analysis in a multi-phase mining process is an important methodology for knowledge discovery from multiple human brain data. 22 There are two main reasons why a multi-aspect analysis approach needs to be used. First, we cannot expect to develop a single data mining algorithm for analyzing all main aspects of multiple human brain data towards a holistic understanding, due to the complexity of human brain. Various data mining agents (association, classification, peculiarity-oriented, etc.), deployed on the mining-grid, need to be cooperatively used in the multi-phase data mining process for performing multi-aspect analysis as well as multi-level conceptual abstraction and learning. Second, when performing multi-aspect analysis for complex BI problems, a data mining task needs to be decomposed into sub-tasks. These sub-tasks can be solved by using one or more data mining agents that are distributed over different computers on the Grid. The decomposition problem leads us to the problem of distributed cooperative system design. Third, one raw dataset can be transformed into different types of data sources for different purposes, for which different analysis methods are needed. We emphasize that both pre-processing and post-processing steps are important before/after using data mining agents. In particular, informed knowledge discovery, in general, uses background knowledge obtained from experts (e.g. cognitive/brain scientists) about a domain (e.g. cognitive neuroscience) to guide a spiral discovery process with multi-phase such as pre-processing, rule mining, and post-processing, towards finding interesting and novel rules/features hidden in data. Background knowledge may be of several forms including rules already found, ontologies, taxonomic relationships, causal preconditions, ordered information, and semantic categories. Such BI-related knowledge, the generated hypotheses are deployed on the knowledge-grid and the knowledge-flow is utilized to generate, evaluate, refine, and employ knowledge on the knowledge-grid for various knowledge-based reasoning.
17,18,27
From the top-down perspective, the knowledge level is also the application level with the support from both the mining level and the data level to serve cognitive/brain scientists and the portal itself updating. From the bottom-up perspective, the data level supplies the data services for the mining level, and the mining level produces new rules and hypotheses for the knowledge level to generate active knowledge.
In general, several types of rules and hypotheses can be mined from different data sources by multi-aspect mining. The results cannot be directly utilized to support cognitive/brain scientists' research activities until they are combined and refined into more general ones to form active knowledge, through an explanationbased inductive reasoning process.
On the other hand, from the viewpoint of application, distributed Web inference engines under the knowledge-flow management will utilize such active knowledge with various related knowledge sources together to implement knowledge services for supporting cognitive/brain scientists' research activities on the BI portal.
Peculiarity-Oriented Mining for Multiple Human Brain Data Analysis: A Case Study
At the current stage, our purpose is to understand activities of human information processing by
• investigating the features of fMRI brain images and EEG brain waves for every state or part; • studying the neural structures of the activated areas to understand -how a peculiar part of the brain operates, -how they work cooperatively to implement a whole information processing, and -how they are linked functionally to individual differences in performance.
As a step in this direction, we observe that fMRI brain imaging data and EEG brain wave data extracted from human information processing mechanism are peculiar ones with respect to a specific state or the related part of a stimulus. Based on this point of view, we propose a way of peculiarity-oriented mining for knowledge discovery in multiple human brain data, without using conventional imaging processing to fMRI brain images and frequency analysis to EEG brain waves.
28,30,31
The proposed approach provides a new way for automatic analysis and understanding of fMRI brain images and EEG brain waves to replace human-expert-centric visualization. The mining process is a multi-step one, in which various psychological experiments, physiological measurements, data cleaning, modeling, transforming, managing, and mining techniques are cooperatively employed to investigate human information processing mechanism.
Peculiarity-oriented mining (POM)
The main task of peculiarity-oriented mining is the identification of peculiar data. An attribute-oriented method, which analyzes data from a new view and is different from traditional statistical methods, is recently proposed by Zhong et al. and applied in various real-world problems.
12,26,28
Peculiar data are a subset of objects in the database and are characterized by two features: (1) very different from other objects in a dataset, and (2) consisting of a relatively low number of objects. The first property is related to the notion of distance or dissimilarity of objects. Intuitively speaking, an object is different from other objects if it is far away from other objects based on certain distance functions. Its attribute values must be different from the values of other objects. One can define distance between objects based on the distance between their values. The second property is related to the notion of support. Peculiar data must have a low support.
At attribute level, the identification of peculiar data can be done by finding attribute values having properties (1) and (2). Let x ij be the value of attribute A j
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of the ith tuple in a relation, and n the number of tuples. Zhong et al. 26 suggested that the peculiarity of x ij can be evaluated by a Peculiarity Factor, PF(x ij ),
where N denotes the conceptual distance, α is a parameter to denote the importance of the distance between x ij and x kj , which can be adjusted by a user, and α = 0.5 as default. Based on the peculiarity factor, the selection of peculiar data is simply carried out by using a threshold value. More specifically, an attribute value is peculiar if its peculiarity factor is above minimum peculiarity p, namely, PF(x ij ) ≥ p. The threshold value p may be computed by the distribution of PF as follows:
where β can be adjusted by a user, and β = 1 is used as default. The threshold indicates that a data is a peculiar one if its PF value is much larger than the mean of the PF set. In other words, if PF(x ij ) is over the threshold value, x ij is a peculiar data. By adjusting parameter β, a user can control and adjust threshold value.
Applications in multiple human brain data analysis
Data modeling and transformation
The existing multimedia data such as fMRI brain images and EEG brain waves might not be suitable for data mining. Hence, a key issue is how to transform such data into a unique representation format (i.e. table). For such transformation, we develop a system and cooperatively utilize a software tool called MEDx (SPM) to formalize, clean, and conceptualize fMRI brain images, so that such images can be represented in a relational data model and stored in a relational database. Figure 2 shows examples of brain images transformed by using the MEDx. Furthermore, the ER (Entity-Relationship) model conceptualized fMRI brain images.
28
Although the brain images transformed by using the MEDx can be represented in a relational data format, a problem is that the number of such data is too big. For instance, the number of the data for each subject is 122880 (i.e. 64 (pixels) × 64 (pixels) × 30 (images)). A way to reduce the number of data is to use a software tool called Talairach Daemon that is based on the Brodmann map as prior knowledge.
Brodmann assigned numbers to various brain regions by analyzing each area's cellular structure starting from the central sulcus (the boundary between the frontal and parietal lobes). Table 1 provides a general view of brain functions that refers to the Brodmann map as shown in Fig. 3 . In our experiments, the Brodmann map is used as prior knowledge to obtain the Brodmann area values from the Talairach Daemon, before using our peculiarity-oriented mining system to analyze the visual and auditory calculation-related databases. 
The mining processes of fMRI imaging data
Two peculiarity-oriented mining processes, namely mining (1) and mining (2), have been carried out on the fMRI data, respectively. In the process of mining (1), the prior knowledge of Brodmann areas is used before peculiarity-oriented analysis. This process can be divided into the following steps 28 :
Step 1. Formalize/transform fMRI data by using the MEDx system.
Step On the other hand, in the process of mining (2), the POM method is carried out on the fMRI data transformed in MEDx, directly (i.e. without prior knowledge of Brodmann areas before data mining), so that we will be able to analyze and compare the results of using the Brodmann area and not using it.
The mining process of EEG brain waves data
The mining process of brain-wave data as shown in Fig. 4 is a multi-step one with data modeling and transformation. Brain wave data are typically a kind of time series data with noises. Hence, the removal of noises and data modeling are required. Usually, the low pass filter (LPF) and the band pass filter (BPF) are 724 N. Zhong employed to remove noises by frequency analysis. However, we applied the ERP averaging for noise filtering. Furthermore, various methods of model transformation are carried out for multi-aspect analysis. The methods of model transformation include ERP oriented time-series POM on each channel, presenting the peculiarity distribution of ERP among channels, transforming time-series into frequency by FFT for computing averaging power spectrogram traces, presenting in the distancebased matrix for clustering and finding peculiar channels.
Peculiarity vector-oriented mining for ERP data analysis
Unfortunately, the POM method in the attribute-value level stated in Sec. 3.1 is not fit for ERP data analysis. The reason is that the useful aspect for ERP data analysis is not amplitude, but the latent time. After smoothing enough by moving average processing, in the time series, we pay attention to each potential towards N pole or P pole. Furthermore, the channel with the direction different from a lot of channels is considered to be a peculiar channel at that time. Hence, the distance between the attribute-values is expressed at the angle. And this angle can be obtained from the inner product and the norm in the vector. Let inclination of wave i in a certain time t be x it . The extended PF corresponding to ERP can be defined by the following Eq. (3). 
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However, θ in Eq. (3) is an angle which the wave in time t makes. For the θ, we can compute for an angle using Eq. (4).
The extended POM method has been used for the ERP data analysis. Figure 5 shows a result in which the peculiarity in the ERP data with respect to addition between 2 digits with the visual stimulus is presented. After 300 milliseconds, the result in which the PF values are high was obtained from the stimulus presentation after the vicinity by the occipital lobe and the frontal lobe near after 700 milliseconds. We can see that a higher value of peculiarity with different potential changes from a lot of other channels for that time has occurred.
Concluding Remarks
As two related emerging fields of research, BI and WI mutually support each other. Their synergy will yield profound advances in the analysis and understanding of data, knowledge, intelligence and wisdom, as well as their relationships, organization, and creation process. When BI meets WI, it is possible to have a unified and holistic framework for the study of machine intelligence, human intelligence, and social intelligence.
Brain Informatics emphasizes on a systematic approach for investigating human information processing mechanisms, including measuring, collecting, modeling, transforming, managing, and mining multiple human brain data obtained from various cognitive experiments by using fMRI and EEG. Multi-aspect analysis in multiple human brain data sources is an important methodology in BI. The proposed methodology attempts to change the perspective of cognitive/brain scientists from a single type of experimental data analysis towards a holistic view at a longterm, global field of vision to understand the principle, models, and mechanisms of human information processing. New generations of WI research and development need to understand multi-nature of intelligence in depth. The recently designed instrumentation (fMRI etc.) and advanced IT are causing an impending revolution in both WI and BI, making it possible for us to understand and develop humanlevel WI.
