By induction we fmd that
This reduces to CLP = (1 -A)(eA -1 -2A/3)" To find the admissible arrival rate, given the CLP and the queue length, we approximate cell loss probability A new blind separation algorithm without nonlinear functions is proposed. The algorithm is derived using the decorrelation process near an equilibrium point. The algorithm uses the correlation between its outputs and the sensor signals in the decorrelation process. The validity and performance of the algorithm are confirmed through computer simulations.
Introduction:
In a large number of cases the signal received by a sensor is the sum of elementary contributions that we can call sources. In these cases, without any knowledge of the sources (except an independence assumption), we would like to separate these independent sources. This problem is called 'blind separation of sources'. Ever since the remarkable results of the blind separation of sources by Herault and Jutten [ l , 21 were given for the first time, a few novel learning algorithms for blind separation have been reported in the literature [3, 41. The basic problem of blind separation of sources can be formulated as follows: let a given set of sensor signals e,(t) be described bY where e(t) = [el(t) ez(t) ..
. e,,(t)]' is a measurement vector, A = [a,] E R""" is an unknown non-singular mixing matrix, and x(t) = [xl(t) xz(t) ... x,,(t)]'
is an unknown vector of mutually independent zeromean source signals. Then, we need to find or estimate a new output vector s(t) = [s,(t) 
sz(t) ... s,(t)]T in which each output sz(t) is proportional to an unknown source xk(t). Such a solution is
'achieved with inherited indeterminacy, such as magnitude scaling and order in which the s,(t) are arranged with respect to the xk(t) 11, 51.
e ( t ) = Ax(t)
(1) -+ kjxi(t) in eqn. 3. We can obtain the source signals by repetition followmg repetition of eqns. 2 and 3. To implement eqns. 2 and 3, we should make some modification. The determinant of C(t) should be replaced by the tuning parameter a to avoid possible singularity of C(t) during adaptation.
To simplify the problem, let n = 2 in this Letter. Then we propose the following blind separation algorithm:
where 6 is a small positive constant and a is the tuning parameter.
Note that the above algorithm does not require nonlinear functions used in the other algorithms in [I -4,7] . 
Fig. 1 Computer simulation result in given example
Computer simulations: To check the validity and performance of the proposed algorithm, we carried out extensive computer simulations for a variety of separation problems. Although we obtained very good results, we are only presenting one illustrative example, owing to space limitations. Fig. 1 shows the separation of two unknown signals ~l ( t ) 1 cos(l50t)
where sgn() is the signum function. In this example, we assume that e,(t) = 4x,(t) + 2x2(t) and ez(t) = 3x,(t) + 4x2(t). We set 6 = le9 and a = 4 in this example. Fig. 1 shows that the proposed algorithm converges very fast. For the algorithm to converge, a has to be chosen carefully.
Conclusion:
We proposed a new blind separation algorithm and showed the validity of the algorithm through computer simulations. The proposed algorithm does not require the nonlinear functions used in other existing algorithms. The algorithm calculates the correlation between its outputs and the sensor signals, and uses the results in the decorrelation process. From numerous simulations it appears that the tuning parameter a plays a very important role in the convergence of the algorithm. The proper choice of a will be studied in a further work. 
