Abstract. Referral networks are a kind of P2P system consisting of autonomous agents who seek and provide services, or refer other service providers. Key applications include service discovery and selection, and knowledge sharing. An agent seeking a service contacts other agents to discover suitable service providers. An agent who is contacted may autonomously ignore the request or respond by providing the desired service or giving a referral. This use of referrals is inspired by human interactions, where referrals are a key basis for judging the trustworthiness of a given service. The use of referrals differentiates such networks from traditional P2P information sharing systems, which are based on request flooding. Not only does the use of referrals enable an agent to control how its request is processed, it also provides an architectural basis for four kinds of interaction policies. InterPol is a language and framework supporting such policies. InterPol provides an ability to specify requests with hard and soft constraints as well as a vocabulary of application-independent terms based on interaction concepts. Using these, InterPol enables agents to reveal private information and accept others' information based on subtle relationships. In this manner, InterPol goes beyond traditional referral and other P2P systems in supporting practical applications. InterPol has been implemented using a Datalog-based policy engine for each agent. It has been applied on scenarios from a (multinational) health care project. The contribution of this paper is in a general referrals-based architecture for information sharing among autonomous agents, which is shown to effectively capture a variety of privacy and trust requirements of autonomous users.
Introduction
In an open distributed system, (discovering and) selecting among service providers is a key challenge. Traditional peer-to-peer systems such as Gnutella and Kazaa focus on file sharing among peers. In traditional P2P systems, a peer begins a search by sending a request for a file to some of its peers, who either provide the requested file or, if a count is not exceeded, forward the request to other peers. When a peer provides the requested file, the file is propagated back to the request initiator. Traditional P2P systems have certain drawbacks. First, their free flooding mechanism can cause a large number of message transmissions and be inefficient in their use of bandwidth. Second, and more importantly, from the perspective of this paper, traditional approaches complicate trust and privacy management. A request that is forwarded by a peer Y on behalf of a peer X has the effect of being executed by the receiving peer Z as if the request originated with Y. In other words, Z may respond or not because the request came from Y, whereas any information Z provides would be viewed by X.
Referral systems are a less well-known but powerful kind of P2P system [1, 2] . Briefly, referral systems are multiagent systems whose member agents follow a (generally, but not necessarily) cooperative protocol by issuing referrals to one another, thus sharing their knowledge about service providers and enabling improved service selection. An agent seeking a service requests a set of neighbors (who can be thought as its favorite peers) for services. The requested agents autonomously decide on providing the service, a referral, or neither. The request initiator can autonomously decide whether to follow any of the referrals received. Traditional referral networks are difficult to engineer since they lack a declarative characterization of how the agents interact. This paper describes InterPol, an implemented framework and a specification language for interaction policies in multiagent service networks. Policies capture requirements perspicuously and are used in many practical settings, such as for business or security. InterPol enables each agent to set its policies unilaterally. InterPol supports easy administration based on a flexible and yet practical approach for agents to decide with whom to interact and how. It provides an application-independent vocabulary geared toward interaction policies in service networks. InterPol's novel features include capturing social primitives to capture relationships among agents; an ability to model trust among agents; an ability to specify requests via hard and soft constraints; and, support for privacy-preserving information sharing among agents.
Our work is motivated by the needs of emerging P2P information systems. An important and natural class of such systems arise in health care information management. Our examples are inspired by those studied in the EU project Artemis [3] , which is developing an approach to enable the sharing of health care information across organizational and sometimes national boundaries.
Health care is a natural fit for P2P service networks, especially one supporting rich interaction policies. For example, a patient may have as neighbors his primary care physician and his close friends, and would contact them to request services or referrals. A physician would have knowledge of the credentials of several specialists and would refer his patients to them. Social relationships apply naturally here. A patient would stop seeing a physician with whom his interactions were not effective. And he would form additional relationships based on his evolving needs. For example, someone who ends up with clogged arteries is likely to begin seeing a cardiologist on a regular basis.
Privacy is an important concern in health care and policies are natural for privacy management. For example, a specialist's policy might reveal the specialist's observations only to the patient's primary care physician or to another specialist.
Consider a scenario when a person from North Carolina falls sick on her visit to California. To find a good physician, she contacts her primary care physician back home, who returns a referral to a friend in California. As the patient is not aware of the quality of this newly referred physician, she would apply her requesting policies and verify that this physician has board certification from the ABMS, e.g., by checking on a suitable web-site. The selected physician now requires the patient's medical records, for which the patient's primary care physician's answering policies kick in. InterPol was evaluated on the above kinds of scenarios. Agents request each other for names of physicians meeting various criteria. Here, an answer typically involves names of physicians, sometimes with additional information about them. And, a referral typically is to an agent who might be able to provide the names of some physicians meeting the specified criteria.
Contributions.
To develop a policy-based approach for interactions requires that we construct a suitable conceptual model in which we can express the desired interactions. In essence, the conceptual model should support social knowledge cleanly separated from domain knowledge. This paper addresses this challenge, developing a conceptual model and vocabulary geared toward policy-driven multiagent systems, and implementing it using a logic programming engine.
Organization. Section 2 introduces the basic functioning of InterPol: its policies and representations of messages. Section 3 shows the application of policies and tacks and illustrates important scenarios considering trust, privacy, utility of interactions, and social relationships among agents. Section 4 offers a study of related work with a comparative evaluation of the present approach. Section 5 concludes with a discussion of contributions and future work.
InterPol Framework
The InterPol architecture consists of agents, representing principals who remain behind the scenes. The agents are heterogeneous and differ in their policies and needs. For simplicity, we assume they share a communication language.
Agent Interactions
As explained above, traditional P2P systems employ a request flooding mechanism where a request initiated from a peer is forwarded until the requested file is found. In practical settings of such networks, flooding is limited by specifying either a maximum depth of request path or a time-to-live (TTL) for each request. Consequently, not every request may result in a hit, either because of the non-availability of the requested resource, or because of the early death of the request. The originator must decide these limits ahead of time, which is nontrivial. If it decides to search a little deeper, it would have to repeat the search already completed by the network.
InterPol employs a multiagent referral architecture wherein agent interactions are based on the following mechanism. An agent seeking a service requests some agents from among its neighbors. A requested agent may ignore a request, perform the specified service, or give referrals to other agents. An answer is a response based on performing the requested service; a referral is a response consisting of names of other agents (or referands) who might provide the requested service. Example referrals scenario Figure 1 shows a simple scenario (ignore policies for now), where Alice queries Bob and Charlie for a service. Bob returns an answer, while Charlie refers Gabriel. Alice then queries Gabriel. This contrasts with request flooding in Gnutella, by making the querying agent directly responsible for how the computation proceeds.
InterPol goes beyond traditional referral approaches by providing a sophisticated means for specifying interaction policies among the participants. The following examples give a flavor of the kinds of policies that might be constructed. A user may specify that his personal information can be shared only with a physician P who has credentials from a local hospital to which the user has revealed personal information and if P is given a referral by the user's current primary care physician. A user may select a surgeon for an outpatient procedure based on referrals from friends as well as board certification in the specialty of interest. A user may not want to reveal any private information to any one but his friend. InterPol supports the following kinds of policies. It is important how inserting these policies leads to a much richer treatment of interactions than in traditional P2P systems.
InterPol supports four kinds of policies namely request formulation (RF), response incorporation (RI), answering and referring policies. An agent applies its request formulation policies to decide on what to request and whom to ask. An agent applies its response incorporation policies to evaluate the responses and decide on further action. An agent, when requested, applies its answering and referring policies to decide whether and how to provide an answer or a referral. Figure 1 illustrates these policies. Alice applies its request formulation policy to decide on requesting Bob and Charlie. Bob checks with its answering policy before returning an answer. Charlie, not being able to answer, applies its referring policy and returns a referral to Gabriel. Alice now applies its response incorporation policy and accepts Bob's answer and Charlie's referral and forwards the request to Gabriel.
Enactment
We have implemented InterPol to demonstrate the effect that the above approach has on modeling and reasoning about the interactions among agents in a service network. Each agent is implemented around a reasoner (built using the tuProlog interpreter [4] ) that handles policies and tacks. Each agent has a knowledge base (KB): storing domain knowledge related to the agent's domains of interest and expertise, social knowledge about neighbors, agent models, and social relationships, and privacy related knowledge. There is a policy base for the policies introduced earlier. Our agents follow the architecture typical in referral systems, e.g., [2] . The algorithms for requesting and responding are described below. Solve for the request predicate with its arguments 3: return answers after marking up the requested tacks 4: end if 5: if Neighbors match and referring policies allow then 6: return referrals 7: end if Requests. Algorithm 1 implements the Ask-Request() method. An agent who is looking for a service finds the neighbors selected based on the RF policies. For each such neighbor selected according to the RF policy, a request for the service is created and it may include any constraints (hard or soft "tacks"). This request is sent to all the matching neighbors in step 2 and an answer is awaited. The response received can be a referral or an answer. RI policies evaluate the response received. If the received response is a referral and if the RI policies are satisfied, the query is forwarded to the referred agents, again using Ask-Request(); otherwise, answers are evaluated and incorporated in step 8. Finally, in step 9, the agent models of the responding agents are updated with an improved rating in the case of a good answer or a good referral, and with a decreased rating for a bad answer or a bad referral. This step is the essence of how referral systems evolve.
Responses. Algorithm 2 implements the method Respond-Request(), which is invoked when an agent receives a request. If the requested agent is willing to answer, the InterPol reasoner solves for the request predicates with its arguments in step 2. Valid answers generated by the reasoner are returned after marking up if they satisfy the requested tacks (if any) in step 3. In step 5 if the referring policies of the agent allow, it responds with referrals having its matching neighbors as referands in step 6.
Conceptual Model and Representation
InterPol incorporates a conceptual model for specifying the facts and policies of agents. Figure 2 illustrates a part of this conceptual model. The key concepts are explained below.
Facts and Policies.
In InterPol an agent's knowledge base comprises sets of facts and rules. The knowledge base (KB) is dynamic: facts and rules may be continually added or retracted. InterPol uses Constraint Datalog [5] to express policies and facts. Policies are logic rules. Facts are special cases of rules whose right-hand sides are empty. A fact forms the head of a rule, and a set of facts appear in the body of a rule. Facts include ¦ ¥ Requests: Queries and Tacks. Let's first consider a simple form of a request, which consists of a query rule whose head is the predicate ask applied to some variables. The variables free in the head are used along with other variables in the body of the rule. ask (X i , . . .) : −P 1 (X j , . . . , l i , . . .), . . . is a generic query, where the P k are predicates, the X i are variables, and the l i are constants. Listing 1.2 shows a simple request consisting of a query. 
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To improve the effectiveness and efficiency of interactions, InterPol supports requests that consist of a query rule and a list of tacks. Each tack is a conjunction of one or more clauses. A tack having a predicate T k with variables X i , and so on is represented as T 1 (X l , X m , . . .) . In other words, a tack is syntactically like the body of a query rule. However, whereas a query body expresses a hard constraint, a tack expresses a preference of the requester. In simple terms, a request containing a tack can be interpreted as two requests: one consisting of the query rule alone, and another consisting of the query rule augmented with the tack "tacked on" to the body of the rule. When an agent responding to a request is able to accommodate a specified tack, it facilitates the requester pruning the search space and reducing the communication overhead. Listing 1.3 shows a request sent out by Alice for a physician specializing in cardiology. She has preferences expressed in tacks such as about the physician's medical school, ABMS certification, and experience. For a request with tacks, each solution has two parts: (1) a vector of bindings of the variables in the ask of the given query to constants that satisfy the query rule and (2) a list of remarks in the same order as the tacks in the given request. Each remark on a variable binding merely states whether the corresponding tack is true (T ) or not (F ) for that binding. In general, a request that places some clauses in the tacks instead of the query would produce more results, but some of them might be superfluous. A request that placed more clauses in the query rule would produce fewer, but more precise results. However, in some cases, it might produce no results at all.
InterPol incorporates a conceptual model and predicates for interactions, social relationships, trust evaluations, and privacy and utility management. The following form the major scenarios, which motivate the development of a rich vocabulary for the policy specification language in InterPol.
Accommodating Privacy
Policy-based approaches are natural for privacy. Traditionally, privacy is treated via access control policies, often based on credentials or roles. A multiagent approach can better model subtle social and organizational relationships among agents, which govern the agents' interactions in any practical setting. These models lead to policies that are more appropriate and acceptable. And, multiagent approaches provide an architecture where the resolution of the policies is carried out in a cooperative manner, wherein agents can naturally share information that might help others whom they trust.
For example, an agent may not want to reveal his medical records to anyone but his primary care physician. InterPol provides two low-level primitives for handling privacy. First, it allows a fact or a rule in the KB to be marked with its visibility (public or privileged ). Second, InterPol supports a notion of privacy measures with respect to services and agents. These concepts enable formulating precise answering policies that restrict revealing private information to certain agents. InterPol models these concepts using the privacy predicates visibility, servicePrivacyNeed, and agentPrivacyTrust (values in the range [0, 1]) to specify the visibility and the privacy measures of a service and an agent, respectively. Here a privacy measure of 0 (1) means highly private (public).
To demonstrate elementary privacy, consider a scenario described in Listings 1.6 and 1.7, which are Alice and Bob's initial KBs, respectively.
Knowledge.
Here, Alice is a neighbor of Bob and Alice has no neighbors. She has expertise in the domain of medicine, and an answering policy that expects the privacy trust measure of the requesting agent to be higher than that of the service privacy need. Alice's KB has a public fact that Dave is a physician specializing in cardiology. She has a domain policy that means that physician names and specialties can be revealed only if they are public. Other facts capture the agentPrivacyTrust of Bob and the servicePrivacyNeed of the predicate physician. Listing 1.6. Initial KB of Alice (part 2) § ¤
