Abstract. We investigate the following problem: For what f and g is the commutator irf pP q, gpQqs positive when f and g are bounded measurable functions? This problem originated in work of James Howland and was pursued by Tosio Kato who suggested what might be the answer. So far there is no proof that Kato was correct but in this paper we discuss the problem and give some partial answers to the above question.
Introduction
In a paper on spectral theory [2] , J. Howland used the positive commutator of two bounded functions of the Heisenberg operators P and Q, irf pP q, gpQqs, as a technical tool. Here P "´id{dx and Q is multiplication by x in L 2 pRq. The functions f and g were specifically f ptq " tan´1pt{2q, gptq " tanhptq.
(1.1)
He sent his paper to T. Kato, his former thesis advisor, who got interested in the more general question: for what bounded real functions is the above commutator positive? Kato made much progress on this problem and in a beautiful paper, [1] , he identified a very interesting class of pairs of such functions for which the commutator was positive. In this paper we will always assume that f and g are bounded measurable real functions. To state the main result of [1] , for a ą 0 define
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K a " tf : R Ñ R| f is bounded and has an analytic continuation to the strip |Imz| ă a with Imf pzqImz ě 0u.
Then Theorem 1.1 (Kato) . If f P K a , g P K b with ab ě π{2, then irf pP q, gpQqs ě 0.
As we will see later, if f and g are two bounded real measurable functions for which irf pP q, gpQqs " C ě 0, then as noted by Kato, C is trace class. It is thus natural to look at the case where C is a non-zero, rank one operator. Kato does this in [1] and shows that in this case there exist a and b with ab " π{2 such that˘f P K a and˘g P K b (the signs are correlated). In fact f pxq " c 1`d1 tanhpâpx´t 1and gpxq " c 2`d2 tanhpbpx´t 2where c j , d j and t j are real, d 1 d 2 ą 0, and (following Kato)â " π{2a andb " π{2b, so thatâ " b andb " a. (Kato assumes that f and g are absolutely continuous with derivatives in L 1 pRq but this is not necessary as we will see later.) It is clear that from these functions, more pairs of functions with positive commutators can be constructed by convolution with a positive measure. In fact as Kato shows, the family of f of the form f pxq "
exhausts all of K a , if c is real and ν is a finite positive measure. These results led Kato to state (in [1] )
"In fact there is some reason to believe that these [f P K a , g P K b with ab ě π{2] are the only solutions to [ irf pP q, gpQqs ě 0]."
Note that since K a Ą K c whenever 0 ă a ă c, the meaning of Kato's statement just quoted, as well as the meaning of the statement of Theorem 1.1, are unchanged if the inequality ab ě π{2 is replaced by the equality ab " π{2.
Kato also shows that if irf pP q, gpQqs " 0 and both f and g are absolutely continuous with L 1 pRq derivatives then at least one of them is constant. In much of this paper we will relax this assumption and only assume that f and g are bounded measurable real functions. This opens up another interesting possibility. We will show that for f and g bounded, real, and measurable, Theorem 1.2. The commutator rf pP q, gpQqs " 0 if and only if either f or g is almost everywhere constant or both have periodic versions with periods τ f and τ g satisfying τ f τ g " 2π.
Actually the theorem is still true without the assumption that f and g are real.
There is a striking difference in the set of allowed f and g when C " irf pP q, gpQqs ě 0 and in addition we impose C ‰ 0. We will show Theorem 1.3. Suppose C " irf pP q, gpQqs ě 0 and in addition C ‰ 0. Then there are versions of f and g which are both monotone (either both increasing or both decreasing).
For convenience let us formulate a conjecture which we shall call K (after Kato): Conjecture 1.4. Suppose C " irf pP q, gpQqs ě 0 and in addition C ‰ 0. Suppose both f and g are increasing. Then there exist a and b with ab " π{2 such that f P K a and g P K b .
Unfortunately we are far from proving K. But in the rest of this paper we will give several results which illuminate the properties of the set of f and g for which the commutator is positive. In addition to the theorems of this Introduction and their proofs, see in particular the section on 2ˆ2 positivity which gives inequalities which f and g must satisfy under a mild assumption. Theorem 1.5. Suppose C " irf pP q, gpQqs ě 0 and in addition C ‰ 0. Suppose both f and g are increasing. Then both f and g have continuous versions which are strictly increasing. Taking f and g to be continuous, their inverse functions are absolutely continuous.
A hint that K might be true is the following result: Theorem 1.6. Suppose g is non-constant, lies in K b , and has the integral representation
where d is real and µ is a finite positive measure such that ż |t|e 2bt dµptq ă 8
If f P L 8 pRq and irf pP q, gpQqs ě 0 then f P Kb.
There is a reason that a condition such as this assumption of exponential decay is required. Just because we have assumed g P K b does not mean that g is not in a smaller class K e with e ą b. Suppose c is the largest number e such that g P K e . Thenĉ " π{2c ăb. We could not be able to prove that f P Kb when only f P Kĉ is required. To see that our exponential decay assumption eliminates this possibility, note that if b and c are as above, then besides (1.3) there is another representation of g of the form
where µ 1 is a finite positive measure and d 1 is a real constant. We have an explicit formula for the imaginary part of g on the line z " x`ib,
for some positive k. If we note that (see [1] ) dµptq " p2πq´1Imgpt`ibqdt, it follows that ş |t|e˘2b t dµptq " 8.
The analyticity requirements of the conjecture K remind us of a theorem of Loewner [3] : Theorem 1.7. The real measurable function g defined on the interval pa, bq has the property that for any two self-adjoint operators A and B with spectrum in pa, bq and satisfying A ě B we have gpAq ě gpBq if and only if g has an analytic continuation to tImz ‰ 0u Y pa, bq satisfying ImgpzqImz ě 0.
The function g is called operator monotone. We can formulate the positivity of the commutator irf pP q, gpQqs in a way that makes a connection with Loewner's theorem in the following way, at least formally (since we have not shown that f is absolutely continuous for example). Since d{dt`e itf pP q gpQqe´i tf pP q˘" e itf pP q irf pP q, gpQqse´i tf pP q , if the commutator is positive and non-zero we have gpe itf pP q Qe´i tf pP" gpQ`tf 1 pPě gpQq for positive t. As we have seen we can assume that f (and g) are increasing so that at least formally Q`tf 1 pP q ě Q for positive t. Thus with A " Q`tf 1 pP q and B " Q we have A ě B for t positive while gpAq ě gpBq for all such t is the same as the positivity of the commutator.
In the following sections we prove theorems 1.2, 1.3, 1.5, and 1.6 and add some further information about this fascinating problem.
If C is an operator and C ě 0 we will say that C is positive, although perhaps non-negative would be more accurate. Similarly we sometimes call a non-decreasing function an increasing function. For the inner product of two vectors h and k in Hilbert space we write ph, kq, linear in k and conjugate-linear in h. The Fourier transform of a function h on R is denoted byĥ and includes the factor p2πq´1 {2 whileȟ denotes the inverse Fourier transform.
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Finite rank commutators: ri tanh αP, tanh βQs
In this section we consider the commutator rif pP q, gpQqs where f and g are the basic functions from which all functions in the Kato classes K a are constructed. We see that ri tanh αP, tanh βQs " 4irp1`e 2αP q´1, p1`e 2βQ q´1qs
so that the positivity of the commutator with tanh is just a statement about the positivity of the commutator of resolvents of the exponential function. For that reason it is interesting to note the easily verified fact that for α and β real and p2αqp2βq " 2nπ with n P Z e 2iαP e 2iβQ e´2 iαP " e 2iβpQ`2αq " e 2iβQ and thus rpλ`e 2iαP q´1, pλ`e 2iβQ q´1qs " 0.
for |λ| ‰ 1. A formal calculation with unbounded operators would yield e 2αP e 2βQ e´2 αP " e 2βpQ´2iαq " e 2βQ thus leading to rp1`e 2αP q´1, p1`e 2βQ q´1qs " 0 if p2αqp2βq " 2nπ. But this is incorrect as we see from the next proposition.
Proposition 3.1. The integral kernel of the commutator irtanh αP, tanh βQs " 4irp1`e 2αP q´1, p1`e 2βQ q´1s, for α and β real and p2αqp2βq " 2πn ą 0, is given by
where ψ k pxq " pcosh βxq´1e pn´1´2kqβx{n and φ k pxq " pcosh βxq´1e´p n´1´2kqβx{n
Thus irtanh αP, tanh βQs is a rank n operator if p2αqp2βq " 2πn. Note that for the rank one case (the one considered by Kato) where p2αqp2βq " 2π, the commutator is positive. We have assumed n ą 0. Reversing the sign of n just amounts to a sign change in the commutator. If n ą 1 this operator is not positive. This can be seen by looking at the matrix K ij :" Kpx i , x j q in the 2ˆ2 case. We have
where f k pxq " e pn´p2k`1qqβx{n and thus in the 2ˆ2 case
Using the fact that for a positive number a ‰ 1 we have a`a´1 ą 2, we see that if x 1´x2 ‰ 0 and n ą 1, ř n´1 k"0 f k px 1´x2 q ą n and thus the determinant is negative. Remark 3.2. The non-commutativity of e αP and e βQ for αβ "˘2π has been a source of counterexamples for the uniqueness of the representation of the canonical commutation relations [7] and the hypotheses under which the so called virial theorem is true [9] . In the latter reference one can also see in what sense these operators commute.
Before proving Proposition 3.1 we need Lemma 3.3. If f and g are bounded, f is monotone increasing, and g is smooth with bounded derivatives then for ψ P L 2 pRq pirf pP q, gpQqsψqpxq " ż Kpx, yqψpyqdy (3.5)
where
If g is smooth with bounded derivatives, and f is bounded then if ψ P SpRq (the Schwartz space) we have pirf pP q, gpQqsψqpxq " ż 1 ? 2π
where f is considered a tempered distribution.
Remarks 3.4. If f is monotone increasing, we take the version of f which is right continuous in the definition of df . See Lemma 6.1 for a more complete result.
Proof. We first assume ψ P SpRq.
where in the second equality we have used the integration by parts formula [4] in the case where we assume f is monotone. After a change of variable this gives the first result (3.5) for ψ P SpRq. A limiting argument gives (3.5) for ψ P L 2 pRq. If we only assume f is bounded, the first equality in the last equation gives our result when we note that h x P SpRq and remember the definition of the derivative and the Fourier transform of a tempered distribution.
Proof of Proposition 3.1. The kernel Kpx, yq is given by p2πq´1 {2 tanh βx´tanh βy x´yf 1 py´xq with f pξq " tanh αξ. Using the known Fourier transform of pcosh xq´2 (see (7.11)) we obtain Kpx, yq " pβ{nπq tanh βx´tanh βy sinhpβpx´yq{nq .
We calculate tanh βx´tanh βy " sinh βpx´yqpcosh βx cosh βyq´1.
with a " e βx{n , b " e´β x{n we obtain sinh βx sinh βx{n
which gives the result.
4. Theorem 1.2 -the case rf pP q, gpQqs " 0
In this section we consider the case where for real bounded measurable functions f and g, we have C " irf pP q, gpQqs " 0.
Proof of theorem 1.2. If f is periodic with period a " τ f then e iaQ f pP qe´i aQ " f pP´aq " f pP q. Similarly e´i aQ commutes with f pP q. If g is periodic with period τ g " 2π{τ f then gpQq is a function of e iaQ and thus commutes with f pP q. For the converse first assume f and g are C 8 with bounded derivatives and f pP q and gpQq commute. Suppose f is not constant and suppose k 1 and k 2 are two points so that f pk 1 q ‰ f pk 2 q. Choose open neighborhoods N j of k j with N j compact such that f pN 1 q X f pN 2 q " H. Choose a bounded continuous function F with F " 0 on f pN 1 q and F " 1 on f pN 2 q. Note that pF˝f qpP q commutes with gpQq so that if
Considering g as a tempered distribution and denoting
where h r pxq " hp´xq. Since this is true for all ψ 1 P C 8 0 pN 1 q,ĝ r pψ 2 p¨`ξqq " 0 for all ξ P N 1 and thusĝ r pψq " 0 for all ψ P C 8 0 pN 2´ξ q for all ξ P N 1 or more conciselŷ g r pψq " 0 for all ψ P C 8 0 pN 2´N1 q. Thus psuppĝq X pN 1´N2 q " H. We have thus proved that f pk 1 q ‰ f pk 2 q implies k 1´k2 R suppĝ or k 1´k2 P suppĝ implies f pk 1 q " f pk 2 q or suppĝ Ă P f :" the set of periods of f (4.1) It follows that either suppĝ " t0u in which case g is constant, or f is periodic. We have already assumed that f is not constant; now assume g is not constant. Then f has a smallest positive period, τ f , and
If we choose φ P C 8 0 pp´τ f {2, τ f {2qq with φ " 1 in a neighborhood of the origin, then there is a sequence of integers tn j u such thatĝ " ř j φ jĝ where φ j pξq " φpξ´n j τ f q. Thusĝ " ř j c j δ n j τ f with δ k the Dirac delta at k. It follows that g "
which implies g has period τ g " 2π{τ f . This proves the result when f and g are smooth with bounded derivatives. In the general case convolve f and g with the gaussian δ Remark 4.1. Actually the result is true without the requirement that the functions f and g be real. The complex case follows from the result just proved and a result of Fuglede [8] (see also [13] for a very simple proof) which states that if a normal operator commutes with another operator then so does its adjoint. Thus the real and imaginary parts of f and g commute with one another. With this information the proof is straight-forward.
Theorem 1.3 -monotonicity
If we assume that f and g are absolutely continuous with derivatives in L 1 pRq, the proof of monotonicity is given by Kato in [1] and is straightforward. We give a sketch of the proof: The integral kernel of the positive operator irf pP q, gpQqs is
With rf s " f p8q´f p´8q the condition of positivity implies Kpx, xq " g 1 pxqrf s{2π ě 0 and Kpx, xqKpy, yq ě |Kpx, yq| 2 or g 1 pxqg 1 pyqrf s 2 ě p2πq 2 |Kpx, yq| 2 . Thus unless K is identically zero, rf s ‰ 0 which implies g is monotone. Using complex conjugation, C 0 , and the Fourier transform, F , we note that
which is therefore positive. Thus the same argument gives that f is also monotone and it follows they are both either increasing or both decreasing.
Proof of Theorem 1.3. We first assume that f and g are infinitely differentiable with bounded derivatives. In the proof we use the distribution kernel of the operator C " given by
We do not know that f 1 is integrable which accounts for the distribution nature of the kernel.
Since the continuity of the kernel is not yet known, we use a smeared out version of the inequality
and note that δ ppx`yq{2q.
and note |pδ 
Thus we obtain
and replacing ψ σ py`t{2q by ψ σ pyq we pick up another error term so that
We now have
m |φ| 2 to find for all m and n |D m ψ σ pxq| ď c n,m p1`|x|q´n uniformly for σ P p0, 1q . We use G σ 2 py, tq "
py, tqψ σ py`t{2q and obtain |G σ 2 py, tq| ď c n pp1`|y`t{2|q´n`p1`|y|q´nq. Thus for σ P p0, 1q
We also need some decay of F Interpolating between (5.10) and (5.12) we obtain for θ P p0, 1q
It thus follows that for θ P p0, 1{2q and any n
We have thus shown
for θ P p0, 1{2q. Notice that
is independent of φ. Let us assume that g 1 is not of constant sign. Choose
which implies that for small σ, βpσq ě´c 1 σ 2θ for some c 1 ą 0 since J σ ě 0. Similarly choosing φ 2 P C 8 0 pRq so that ş g 1 pyq|φ 2 pyq| 2 dy ă 0 we find for small σ βpσq ď c 2 σ 2θ for some c 2 ą 0. It follows that for small σ, for any φ P C
2π we can take the limit σ Ñ 0 and conclude pφ, Cφq " 0 for all φ P C 8 0 pRq and thus C " 0. Hence if C ě 0 and C ‰ 0, g is a monotone function. By (5.1) the same holds for f . Combining (5.13) and (5.14) we see that
Taking σ Ñ 0 we obtain
(where again c " ş supp φ 1dx) so that g 1 pxqf 1 pξq ě 0. To deal with the general case where neither f nor g is known to be smooth note that if irf pP q, gpQqs ě 0 and non-zero the same is true if we replace g with g˚ρ where ρ is a smooth non-negative approximation to the identity. Similarly for f replaced with f˚ζ . It then follows that both g˚ρ and f˚ζ are monotone. By taking ρ n a suitable sequence, g˚ρ n Ñ g on a set E of full Lebesgue measure and thus g is monotone on E. If we take Gpxq " lim uPE,uÒx gpuq, then G is monotone and equals g a.e. Clearly the same idea works for f . It is easy to see that G and F , the corresponding version of f , are either both increasing or both decreasing.
6. Theorem 1.5 -Continuity of g, absolute continuity of the inverse of g
In this section we assume that the commutator irf pP q, gpQqs is non-zero and positive.
Lemma 6.1. Suppose irf pP q, gpQqs " C where C is positive and f and g are monotone non-decreasing and bounded. Then for all ψ P L 2 pRq, pirf pP q, gpQqsψqpxq " ş Kpx, yqψpyqdy where
The operator C is trace class with trC " rf srgs{2π, and the kernel K is square integrable.
Proof. Let g t " φ t˚g where φ is a non-negative smooth function of compact support whose integral is 1 and φ t pxq " t´1φpt´1xq. Then irf pP q, g t pQqs "
where Cpaq " e´i P a Ce iP a . irf pP q, g t pQqs is a positive operator with continuous kernel so we can calculate its trace which is easily seen to be rf srgs{2π. 
Proof. Suppose g is constant on I " pa, bq. Then by the explicit form of the kernel K of the commutator C " irf pP q, gpQqs, we see that for ψ P C 8 0 pIq, pψ, Cψq " 0. Since C ě 0, this means Cψ " 0 which in turn implies p gpxq´gpyq x´y q p df py´xq " 0 for y P I and x P R. But p df is continuous and non-zero at 0, so non-zero in an interval J " p´c, cq, c ą 0. Thus g is constant on the interval I`J. The result follows by induction.
We give a quick proof of Putnam's theorem [10, 11] on positive commutators: Theorem 6.4. (Putnam) Suppose A and H are self-adjoint operators with A bounded. Suppose irH, As " C with C self-adjoint and positive. We assume this equality is true in the sense that for each ψ P DpHq ipHψ, Aψq´ipAψ, Hψq " ||C 1{2 ψ|| 2 .
Then the absolutely continuous subspace of H, H ac pHq Ą RanC.
Remark 6.5. It will be clear in the proof that A need not be bounded but it rather suffices that DpAq contain all vectors in the range of E H pJq for all finite intervals J.
(Here E H p¨q is the projection valued spectral measure associated with the operator H.) This generalization may have limited applicability so we do not include a proof (although it should be obvious).
Proof. For a finite interval I " pa, bq, let λ " pa`bq{2, and E " E H pIq. We use the notation |J| for the Lebesgue measure of the Borel set J. We use Putnam's theorem to show absolute continuity of the inverse of the function g. Proposition 6.6. Suppose irf pP q, gpQqs " C, where f and g are real increasing bounded functions and C is positive and non-zero. Then the inverse function g´1 is absolutely continuous.
Proof. Let M g be multiplication by g, that is M g " gpQq. From Putnam's theorem we have that H ac pM g q Ą RanC and since for a P R irf pP´aIq, gpQqs " e iaQ Ce´i aQ it follows that H ac pM g q Ą e iaQ RanC. Suppose pφ, e iaQ Cψq " 0 for all a P R and all ψ P L 2 pRq. It follows that φpxqpCψqpxq " 0 a.e. Choose a ą 0 so that Re p df pxq ą 0 for x P I " p´a, aq. Choose a non-negative ψ P C Iq with ψp0q ą 0. Then for any x 0 P R, RepCψpxqq " p2πq´1 I`x 0 . Thus for all x 0 , φpxq " 0 for a.e. x P I`x 0 , or in other words φ is the zero vector in L 2 pRq. It follows that H ac pM g q " L 2 pRq. With H " M g we have that E H pJq is multiplication by 1 tx:gpxqPJu " 1 g´1pJq . So M g being absolutely continuous as an operator means that if the Borel set J has Lebesgue measure 0 then E Mg pJq " 0 and thus g´1pJq has Lebesgue measure 0. Thus the strictly increasing function g´1 is absolutely continuous. (Note that even with the fact that g is strictly increasing, the absolute continuity of M g as an operator alone does not imply that g is continuous.)
We remark that because of (5.1) all the results of this section apply to f as well as g.
Proof of Theorem 1.6. We assume g has the integral representation (1.3) where µ is a non-zero finite positive measure with ş |t|e 2bt dµptq ă 8. The proof where ş |t|e´2b t dµptq ă 8 is similar. We are aiming to prove that f has the integral representation
for some finite positive measure ν and with bb " π{2. We first assume that f is as above but with dνptq replaced with wptqdt where w P L 1 pRq X L 8 pRq and where w is real and continuous but not necessarily non-negative. This will be justified at the end of the proof. Our first task is to prove that w ě 0. For the purpose of obtaining a contradiction suppose that is not the case. Then the sets E 1 " ts : wpsq ą 0u and E 2 " ts : wpsq ă 0u are both non-empty. For j " 1, 2, put w j " 1 E j¨| w|, where 1 F denotes the characteristic function of the set F . Clearly, w " w 1´w2 . A computation based on (3.5) for all ψ P L 2 pRq (we find it convenient to change signs in the complex exponential in (7.1), and so have replaced ψ byψ). The last inequality can be written as
for j " 1 or 2, where dν j psq " w j psqds. These operators are in fact bounded, as one can see by applying (7.1) with ν " ν 1 or ν " ν 2 and with f correspondingly modified. We see (writing A for A 1 or A 2 as the case may be)
Let us turn to the inequality (7.2), which can be restated as A2A 2 ď A1A 1 . According to a lemma of Douglas [4] , A 2 " CA 1 for some contraction operator C : Here we have used the Schwarz inequality and the facts that w j P L 1 pRq X L 8 pRq, ş e 2bt dµptq ă 8, and h P L 2 pν jˆµ q. We see that I j " ? 2πq j which implies I j P L 2 pRq as well as in C 0 pRq, the space of continuous functions on R vanishing at infinity.
We turn to II j . We first write gpt, xq " ş e´i sx hps, tqw j psqds and note that by the Plancherel theorem ż |gpt, xq|
We have Clearly from (7.6) and the Schwarz inequality each of these three terms is in L 2 pRq. Evidently the first two terms vanish for x ą 0 so that their sum can be written as a Fourier transform,v j , with v j P H 2 , the Hardy space of the lower half plane [12] . where we have used (7.6). Thus III j "û j where u j P C 0 pRq X L 2 pRq. On putting the above together we have 2´1eb
x pAj hqpxq " pq j`vj`pj`ûj qpxq.
To obtain a contradiction we now use the fact that
Choose h 2 P L 2 pν 2ˆµ q as h 2 ps, tq " 1 F psq, where F is a non-degenerate compact interval contained in the (assumed) non-empty open subset E 2 . By (7.8), there exists h 1 P L 2 pν 1ˆµ q with A2h 2 " A1h 1 .
(7.9) For j " 1 or 2, associate q j , v j , p j , and u j to h j as they are associated to h in (7.7). By (7.9) we haveq 2`v2`p2`û2 "q 1`v1`p1`û1 , or applying the inverse Fourier transform and rearranging
has non-trivial jump discontinuities at the end points of F since w 2 is positive and continuous on E 2 . Let J Ă E 2 be a compact interval containing one of the endpoints of F, x 0 , in its interior. Since q 1 " 0 on E 2 and p 1 , p 2 , u 1 , u 2 are continuous, v 1´v2 has a jump discontinuity at x 0 . However this will contradict a theorem of Lindelöf, since v 1´v2 P H 2 . Indeed the Poisson integral provides the analytic extension of v 1´v2 into the lower half plane. The left side of (7.10), and thus v 1´v2 are bounded in a neighborhood of J in R, so this analytic extension is bounded in the open half disk B in the lower half plane with the interior of J as its diameter. It follows that if φ is a conformal map of the open unit disk D onto B (such a φ must extend to a homeomorphism ofD ontoB) then pv 1´v2 q˝φ is a bounded analytic function in D whose boundary value function has a jump discontinuity at φ´1px 0 q. This contradicts Lindelöf's theorem [6] (see also [14] ) and shows that indeed w ě 0.
Finally, we consider general f in L 8 pRq. Suppose our hypothesis irf pP q, gpQqs ě 0 is in effect. Let
an approximate identity on R as r Ñ 8. Since u r ě 0 it follows that irf˚u r pP q, gpQqs ě 0. Let f r " f˚u r . Since f r is smooth, it also follows from Theorem
We put w r " 1 2π
Further, w r is continuous and tends to zero at˘8, hence w r P L 8 pRq. On integrating equation (7.12) we have
where d r is a real constant. Since irf˚u r pP q, gpQqs ě 0, our previous results show that w r ě 0 a.e. On letting x Ñ˘8 in (7.13) we find by the dominated convergence theorem that f r p8q`f r p´8q " 2d r , and f r p8q´f r p´8q " 2||w r || 1 so that |d r | ď }f } 8 for r ą 0. Since f r p˘8q " f p˘8q we have ş w r psqds " rf s{2. Now consider w r psqds as a measure on the two-point compactification r´8, 8s of R. Then there exists a finite positive measure ν on R and ǫ 1 , ǫ 2 ě 0, a real number d and a sequence r n Ñ 8 such that w rn psqds Ñ ν`ǫ 1 δ´8`ǫ 2 δ`8, in the weak-˚topology and d rn Ñ d as n Ñ 8; here δ˘8 denotes the unit point mass at˘8. Then taking a limit along r n in (7.13) yields
almost everywhere on R. It follows that f P Kb, and the proof is complete.
Finite rank positive commutators
Considering that the positive commutator is trace class it is interesting to consider the case where the positive commutator has finite rank. The next lemma shows that, in particular, in considering the rank one case, Kato's assumption that f and g are absolutely continuous with L 1 pRq derivatives can be proved.
Lemma 8.1. Suppose the commutator C " irf pP q, gpQqs is positive, non-zero, and has finite rank. Then f and g can be taken differentiable with continuous derivatives. These derivatives are everywhere non-zero.
Proof. We can assume that f and g are increasing. The kernel of the commutator C " irf pP q, gpQqs, given by
where tφ 1 , φ 2 , . . . , φ N u is a linearly independent set of L 2 pRq functions. Let x 0 P R and I a small open interval centered at x 0 . Denote the complement of I as J and the restriction of φ i to J as φ i,J . The NˆN matrix with elements pφ i,J , φ k,J q is continuous in |I| so we can choose a small such interval I such that the determinant of this matrix is non-zero and thus the vectors φ 1,J , φ 2,J , . . . , φ N,J are linearly independent. We can thus find N functions ψ i P C 8 0 pJ o q so that the matrix with matrix elements pφ i,J , ψ k q " pφ i , ψ k q has non-zero determinant. If we define γ j pxq for all x P R by
the φ i are thus linear combinations of the γ j and at least for x outside the support of the ψ j we have γ j pxq " ż Kpx, yqψ j pyqdy.
It follows from the explicit form of K that the φ i can be taken continuous in a neighborhood of I. Since we can cover R with a countable number of such intervals we can assume all the φ i are continuous functions. In addition since p df puq is continuous and p df p0q " rf s{ ? 2π is non-zero, we can see from the explicit form of K that g is C 1 with g 1 pxq " 2π ÿ j |φ j pxq| 2 {rf s.
If φ j pxq " 0 for all j this contradicts the fact that g is strictly increasing and that p df py´xq is non-zero for |y´x| small. Thus g 1 pxq is positive for all x. Since F f pP qF´1 " f pQq and F gpQqF´1 " gp´P q, ir´gp´P q, f pQqs has the integral kernelK
It follows that what we have proved for g is also true for f . In particular f P C 1 pRq with
We can actually prove much more:
Theorem 8.2. Suppose the commutator C " irf pP q, gpQqs is positive, non-zero, and finite rank. Then the functions f 1 and g 1 are in SpRq.
Proof. We write
where the functions φ j are in L 2 pRq and linearly independent. We have shown that these functions can be assumed continuous. Let vpyq "ă φ 1 pyq,¨¨¨, φ N pyq ą P C N . The span of tvpyq : y P Ru is C N for otherwise there is a non-zero vector c P C N perpendicular to this span. This implies ř c j φ j pyq " 0 contradicting the fact that C has rank N. Choose N points y j so that vpy 1 q,¨¨¨, vpy N q are linearly independent. Let ζ P C 8 0 p´1, 1q be a real non-negative function with ş ζpyqdy " 1. Let ζ t pyq " t´1ζpy{tq and ψ j pyq " ζ t py j´y q. Then v j :" ζ t˚v py j q " ş ψ j pyqvpyqdy " ă ş ψ j pyqφ 1 pyqdy,¨¨¨, ş ψ j pyqφ N pyqdy ą. We choose t ą 0 small enough so that the v j span C N . Let
The φ j pxq are linear combinations of the γ j pxq. In fact a standard linear algebra calculation gives
pRq by induction. For x R I :" Y j py j´t , y j`t q we have
or changing variables
We note that for all i, ψ i " 0 in a neighborhood of I c so that |γ j pxq| ď c ş |ψ j pyq|{|x´y|dy and thus φ j pxq and thus g 1 pxq are bounded in a neighborhood of I c . Then
We now choose a different set of y j , call themỹ j , and replace I with J " Y j pỹ j´t ,ỹ j`t q. If for example 0 ă |ỹ j´yj | is small enough, the vpỹ j q will be linearly independent and if t is small enough the v j will also be linearly independent and I X J " H.
Using the same technique we find φ
Thus we finally conclude the first step: The φ j are differentiable and φ j , φ
This gives D n`1 g P L 1 pRq X L 8 pRq for 1 ď n ď m. Again using
we see that γ j is m`1 times continuously differentiable in a neighborhood of I c with
As before F f pP qF´1 " f pQq and F gpQqF´1 " gp´P q, so ir´gp´P q, f pQqs has the integral kernel
It follows that what we have proved for φ j is also true for p φ j . This completes the proof.
In case the commutator C has finite rank with kernel as in (8.1) an important part of the kernel can be expressed entirely in terms of the φ j 's. In particular we have
There is another way of seeing this but let us calculate directly. Using the formula (8.2) for f 1 we should calculate
Operator monotone functions
The following proposition gives another connection between operator monotone functions and positive commutators. Proof. Looking at the derivative, we see that if t ą 0, e´i tgpQq f pP qe itgpQq ě f pP q. It follows that e´i tgpQq F pf pP qqe itgpQq " F pe´i tgpQq f pP qe itgpQě F pf pP qq. The result now follows from the fact that the derivative of the left side of the inequality at t " 0 is thus positive.
Two additional representations of the commutator
The integral kernel of the commutator irf pP q, gpQqs given in (6.1) is clearly not very symmetric in the functions f and g although there is much symmetry in the operator (see (5.1) for example). In this section we remedy this by giving two symmetrical representations.
The integral kernel of our first symmetrical representation of irf pP q, gpQqs which is on L 2 pR 2 q appears in the next lemma. If f, g are increasing and bounded it is not hard to make sense of these manipulations using distributions. This proves the result.
Remark 10.2. Note that if Ω is the vacuum vector (aΩ " a 1 Ω " 0), then L 2 pR 2 q » F 1 bF 2 where F j are the Fock spaces which are the spans of tpa˚q n Ω : n " 0, 1, 2, ...u and tpa
1˚qn Ω : n " 0, 1, 2, ...u and irf pP q, gpQqs " k b I for some operator k acting in F 1 . ż ż e ipQξ`P uq sinpξu{2q ξu p df puq x dgpξqdudξ.
Another representation on
Since we do not know apriori that f is differentiable we should first mollify our bounded f and then take a limit at the end of the calculation.
Integrating from x to infinity gives one of the last inequalities. The other follows in a similar way.
To make a connection with the conjecture K consider the case where g 1 is even. Proof. This follows directly from p 1 ptq ďâ and the formula in (11.14) . This inequality is an equality in the rank one case [1] and if K is true the rank one case is the case of minimal variance (see Eq. 11.12).
Proof of Theorem 11.1. We have g " g t " φ t˚G satisfying 0 ă g 1 t pxq ď 2ârGs, |g 2 t pxq| ď p2âq 2 rGs 2 . By the Arzela -Ascoli theorem there is a sequence g n " g tn , t n Ó 0, such that g n Ñ G 1 and g 1 n Ñ G 2 uniformly on compact subsets of R. Clearly G 1 " G and g n pxq´g n pyq " ş y x g 1 n ptqdt so that Gpxq´Gpyq " We have used that g n p˘8q " Gp˘8q. We take φ to be even and then g " g t is odd. Thus the last inequality follows simply from Corollary 11.5.
If we now saturate (11.5) by making the inequality an equality we obtain g 1´1{2 " ψ " be jx`c e´j x where j " ? 3σ. Taking b and c positive to insure that g 1 does not blow up at˘8 we can write ψ "â coshpjpx´tqq for someâ ą 0 and t P R. This gives gpxq "â´2 tanhpjpx´tqq`c for some constant c. We can check that indeed j "â so that g P K a . This is to be expected from Theorem 1.6 which in particular states that if irf pP q, gpQqs ě 0 for all f P Kâ, then g P K a . But it does show that the inequality (11.5) is in some sense sharp, so that cases of equality occur if the Kato conjecture is correct.
An interesting formula
Here is an interesting formula: Suppose g is a bounded real function with a bounded analytic continuation to a strip of width ą 2λ. Consider irtanh λP, gpQqs "´2irp1`e 2λP q´1, gpQqs " 2ip1`e 2λP q´1re 2λP , gpQqsp1`e 2λP q´1
" 2ip1`e 2λP q´1´e λP pe λP gpQqe´λ P qe λP´eλP pe´λ P gpQqe λP qe λP¯p 1`e 2λP q´1 " pi{2qpcosh λP q´1`e λP gpQqe´λ P´e´λP gpQqe λP˘p cosh λP q´1 " pi{2qpcosh λP q´1pgpQ´iλq´gpQ`iλqqpcosh λP q´1 " pcosh λP q´1ImgpQ`iλqpcosh λP q´1 (12.1)
Given the problems which occurred with manipulating unbounded functions of P in Section 3, we assure the reader that the computations above can be made rigorous.
