We demonstrate that fluid mechanical systems arising from large fluctuations of one-dimensional statistical processes generically exhibit solitons and nonlinear waves. We derive the explicit form of these solutions and examine their properties for the specific cases of the Kipnis-Marchioro-Presutti model (KMP) and the Symmetric Exclusion Process (SEP). We show that the two fluid systems are related by a nonlinear transformation but still have markedly different properties. In particular, the KMP fluid has a nontrivial sound wave spectrum exhibiting birefringence, while sound waves for the SEP fluid are essentially trivial. The appearance of sound waves and soliton configurations in the KMP model is related to the onset of instabilities.
Introduction
Statistical systems of particles moving randomly on the line with an exclusion rule restricting their relative positions [1] , also known as single-file processes, constitute examples of non-equilibrium statistical processes, such as driven diffusive systems, and have been the object of intense study (for comprehensive expositions see [2] - [5] ; for a recent concise review see [6] ).
An interesting aspect of these models is that in the diffusive scaling limit, where they are subject to the macroscopic fluctuation theory [7, 8, 9] , they give rise to a class of fluid dynamics equations. Specifically, in the scaling limit these systems satisfy a largedeviation principle, where the rate function for rare large fluctuations can be obtained as the solution of a variational problem [10, 11] . The optimal paths for this variational problem, constrained on the fluctuations, satisfy a set of coupled hydrodynamic equations with Hamiltonian structure [10, 22] . The microscopic structure of the model is encoded in the transport coefficients that appear in the equations, giving rise to different classes of fluid dynamics [13] . Related results were derived in [14, 15, 16] .
In general, the resulting fluid equations are not analytically solvable. Nevertheless, they constitute interesting and novel fluid dynamical systems. In determining their properties a crucial question is whether they admit any solitary wave solutions. The existence of such solutions is usually a signal, though not a guarantee, that the underlying systems are integrable. However, at face value, these fluid dynamical systems do not appear to be integrable, with the exception of the relatively trivial case of independent random walkers.
In this paper we study solitary wave solutions, as well as nonlinear waves and sound waves, for a class of exclusion process fluid mechanical systems. We cast the equations of motion to a form closely related to ordinary hydrodynamics and analyze their symmetries and constant-profile solutions. The methods used are general, but we focus on the specific cases of the Symmetric Exclusion Process (SEP) and the Kipnis-Marchioro-Presutti model (KMP) [17] . We demonstrate the existence of both solitons and nonlinear waves, derive explicit expressions for the soliton solutions and examine the dispersion relation of sound waves. Although the SEP and KMP systems are related, their solutions do not map one-to-one and they have markedly different properties. In particular, the KMP fluid has a nontrivial sound wave spectrum exhibiting birefringence, while sound waves for the SEP fluid are trivial and can exist only over an empty (ρ = 0) or completely full (ρ = 1) background.
Traveling wave solutions for the KMP system were obtained in [18] , and our results for this system are very close to the ones in that reference. Our main contribution consists of a general method with which soliton and wave solutions can be found for any diffusivity and conductivity functions D(ρ) and σ(ρ), a recasting of the equations into a form closely related to dispersive hydrodynamics and a nontrivial mapping between the SEP and KMP models. We also comment on the implications of the solutions for the stability of the underlying diffusive systems.
General formulation and symmetries 2.1 A symmetric form and time reversal
We consider the fluid equation for a one dimensional exclusion process with density q and arbitrary diffusivity function D(q) and conductivity function σ(q). The fluid Lagrangian is [10] (for a physical derivation see [19] )
where overdot is ∂ t and ∂ stands for ∂ x . The equations of motion derive aṡ
where prime stands for q-derivative. For p = 0 we recover the diffusion equation for particles in the exclusion process [8, 20] with a diffusion current −D∂q. ∂p represents a driving force field that creates an additional drift current σ∂p and obeys its own evolution equation.
We first recast the problem in terms of variables that make the time reversal symmetry explicit. To that end, we trade the variable q for the new variablep
with the function f (q) satisfying
is essentially the q-derivative of the free energy of the fluid.) The Lagrangian in terms of the variables p andp rewrites as L = −q(p,p)ṗ + 1 2 σ(p,p) ∂p ∂p (5) or, noting that q = f −1 (p +p) depends only on p +p and dropping a total time derivative,
The above Lagrangian is manifestly invariant under the time reversal symmetry p ↔p , t → −t
In terms of the original variables, this means that
are also solutions of the equations of motion (2) . That is, the change p →p can drive q to evolve backwards in time.
For independent random walkers (which we will refer to as independent particles), D = 1 and σ = 2q, so f = ln q and the Lagrangian becomes
which corresponds to two decoupled diffusion and antidiffusion processes. The transition from q, p to Φ, Ψ is the Hopf-Cole canonical transformation [21, 22] .
For the SEP process, D SEP = 1 and σ SEP = 2q(1 − q), sō
The SEP process has the additional reflection symmetry
that leaves the Lagrangian invariant.
For the KMP process, D KMP = 1 and σ KMP = 2q 2 , sō
Note that if −1 < qp < 0 in the KMP process then both p andp are negative. No decoupling or simplification arises in these cases by any obvious change of variables.
Mapping SEP to KMP
Assume q 1 , p 1 are SEP variables with Lagrangian
The transformation
maps the Lagrangian to
This is the negative of the Lagrangian of the KMP process, so q 2 , p 2 obey KMP equations of motion. Note that (15) is a Hopf-Cole type canonical transformation but with a crucial additional minus sign. The inverse transformation, mapping KMP to SEP, is
Any solution of the SEP process provides a solution of the KMP process. The opposite, however, is not true, as only KMP processes with p 2 < 0 map to acceptable SEP processes.
(An alternative transformation that allows p 2 > 0 maps to SEP with density outside of the acceptable range 0 < q 1 < 1.) Further, the KMP fluids that map to SEP satisfy
which means that both p 2 andp 2 are negative, preventing a time reversal transformation from producing solutions with p 2 > 0.
The reflection symmetry (12) of the SEP process maps into a corresponding symmetry of the KMP process:
This is physical, preserving the positivity of q 2 , only in the range (18) , as expected.
We conclude by pointing out that the SEP-KMP mapping presented here is quite distinct from a corresponding mapping identified in [21] . In our language, the mapping in [21] applies to systems with D(q) = 1 and quadratic diffusion function σ(q) = 2Aq(B − q) and consists of the linear rescaling
which leaves the Lagrangian invariant and maps the system to the SEP fluid. Our transformation, however, is nonlinear, it mixes q and p and maps the Lagrangian to minus itself. Moreover, the linear transformation (20) becomes singular for the KMP fluid, which requires B → 0, A → −1 and makes the mapping between solutions of the two systems in general singular. The significance of the existence of these two qualitatively different transformations is an interesting (and presumably unexplored) feature of the SEP and KMP systems.
Mapping to regular fluids
The density q and conjugate variable p do not directly map to regular fluid variables. We would like to express the problem in terms of variables and equations as closely related to regular fluids as possible. To this end, we define
In terms of ρ, θ the Lagrangian becomes
This has the form of a standard fluid action. Defining the fluid velocity as
we arrive, after a lengthy calculation and rearrangements, at the equations of motioṅ
The first equation is the kinematical continuity equation for the fluid, while the second is the dynamical (Newton's) equation. The Newton equation has the general form of dispersive hydrodynamics. We note, however, that the transport term v∂v has a nonstandard ρ-dependent coefficient, and there is a nonstandard dynamical v 2 ∂ρ term with a ρ-dependent coefficient. The form of both these coefficients depends on σ(ρ), while D(ρ) enters only the interaction potential in the last term in (22) and (24) .
Obtaining standard hydrodynamics requires further restrictions on σ(ρ):
a) For the v 2 ∂ρ term to vanish
b) For the transport term v∂v to have a constant coefficient
We observe that the special cases σ = 2ρ (independent particles) and σ = 2ρ 2 (KMP process) satisfy both conditions. By the mapping of the previous section, the KMP fluid also generates solutions for the SEP fluid. Therefore, we will eventually focus on the above two special cases.
The case of independent particles, D = 1, σ = 2ρ, can further be reduced to two independent linear processes by putting, as in section 2,
The equations of motion areΦ
so Ψ and Φ are a diffusing and an anti-diffusing density, respectively. (The existence of the latter is compatible with the time reversal symmetry of the system derived in the previous section.) In this case there is also a Galilean boost invariance
leaving the Lagrangian and the equations of motion invariant. This is an essentially trivial case, leaving the KMP process and the related SEP process as the main nontrivial fluids of interest. Note that for the KMP fluid the kinematical transport term is −3v∂v, with a coefficient different from the standard value −1 which obtains for independent particles, so this is a strongly nonclassical fluid.
Soliton and wave configurations
We now proceed to examine motions corresponding to a constant fluid profile traveling at speed u, potentially with an underlying particle current. Such configurations are nonlinear waves, if they repeat periodically, or solitary waves, if they fall off to a constant value away from a guiding center. We shall call the latter solitons for brevity, even though we have no indication of the integrability of the fluid equations and no multisoliton solutions.
Constant profile solutions
The conditions for a constant profile configuration moving at speed u are
so on any fluid function ∂ t = −u∂. The continuity equation can be solved to give v as a function of
The integration constant c quantifies the underlying current ('drift'), c = 0 corresponding to all particles in the fluid moving at the same velocity u. Substituting v in the Euler equation and rearranging yields
Remarkably, the expression in the first square bracket is an exact second ρ-derivative,
for a constant K 1 .
The above equation can be solved through a hodographic transformation. We define the hodographic variable τ through the equation
and equation (34) is written
A further integral of the above equation is then obtained as
with a new constant K 2 , in a 'hodographic energy conservation' expression. Finally, combining (37) and (35) we can eliminate the hodographic variable and obtain
This is a separable equation, the right hand side representing an"effective potential" W (ρ), and is solved implicitly by
We have in total four integration constants, c, K 1 , K 2 and x o , the last one corresponding to translation invariance and eliminated by an appropriate choice of origin.
Remarks on the solutions
Equation (39) suggests that the profile ρ(x) can be considered as the motion of a onedimensional particle with coordinate ρ in potential W (ρ) and energy E = 0, with x playing the role of the evolution parameter. Finding the solution involves solving the nonlinear differential equation (39) and inverting it to determine ρ(x). This will depend on the specific choices of D(ρ) and σ(ρ). Further, whether the solutions are physically acceptable, with ρ(x) remaining finite and positive everywhere and respecting any other constraints, such as ρ ≤ 1 in the SEP case, depends on the choice of integration constants.
We can still draw some important conclusions from the general form of the solution:
i. For K 1 = K 2 = 0 the solution depends only on the diffusion function D(σ), which is 1 in most cases of interest. Setting D = 1 and exp(−x o /u) = uρ o we obtain
Therefore, all fluids share a common set of (unphysical) exponential solutions.
ii. Static solutions, for which u = 0 (stationary solitons) and c = 0 (no drift) depend only on the function D(ρ) 2 /σ(ρ). By contrast, stationary solutions (only u = 0) and drift-free solutions (only c = 0) depend on both D(ρ) and σ(ρ).
iii. For D = 1 and σ(ρ) a polynomial of degree n in ρ, the effective potential is a polynomial of degree n (or 2, if n < 2), so the form of the solution is generically the same for all such fluids. However, as will become apparent, the specific form of the effective potential, and in particular its zeros, will be crucial for the existence of localized solitons or waves.
Soliton and wave solutions for specific fluids
Our main focus is the identification of localized soliton and nonlinear wave solutions in the special fluids of interest, and we treat each case in detail.
Independent particles
For independent particles, D = 1 and σ = 2ρ, the effective potential is quadratic in ρ and ρ(x) corresponds to the motion of a harmonic oscillator, stable or unstable depending on the value of K 1 . This is consistent with the solutions of the linear (anti)diffusion equations in terms of Φ, Ψ and it is easier to work with these fields. In the present case the (anti)diffusive fields are
with the functions φ(x) and ψ(x) satisfying
The general solution is
The constants A, B,Ã,B, a play the role of c, K 1 , K 2 , x o in the effective potential solution, noting that the transformation A → λA, B → λB,Ã → λ −1Ã ,B → λ −1B leaves the solution invariant, therefore reducing the number of relevant constants to four.
The above density (44) has a constant part and a sinusoidal or exponential part, depending on the sign of q 2 , and by varying the parameter a (which is invisible at the level of fluid functions ρ and v) we can obtain the full range of solutions for any q. Note, also, that for q = 0 andÃB = AB there is a drift, even for u = 0, unlike the static case.
However, the exponential solutions diverge at infinity, while it can be checked that the oscillatory ones become negative in intervals. Only in the case A = B,Ã =B, we have a positive density repeating periodically between vanishing points, with a velocity v = u and no drift, which is the Galilean boost of a static solution. Altogether, these solutions are not very physical.
KMP fluid
For the KMP fluid, D = 1 and σ = 2ρ 2 . The effective potential W (ρ) entering equation (39) is The above requirements imply that only potentials W (ρ) that develop a finite well, between a local maximum and a local minimum, can support physical solutions. Note, also, that W (0) = −c 2 ≤ 0. This leaves the following possibilities:
i. For k 1 > 0, the potential must be as in fig.1 . Depending on where the line W = 0 cuts the graph we see that only cases B, C and D correspond to physical solutions: B to a single constant density configuration with small-amplitude sound waves; C to a finite amplitude wave, where ρ bounces periodically between a maximum and a minimum; and D to a soliton, ρ bouncing off the maximum and going asymptotically to the minimum as x → ±∞.
ii. For k 1 < 0, the potential must be as in fig.2 . In general, cases B, C and D could yield physical solutions. However, they all require W (0) = 0, that is, c = 0, to ensure positivity of ρ. For the KMP potential this implies that the linear term −2cux also vanishes, and x = 0 is one of the extremal points. Therefore, there are no physical solutions for the KMP fluid.
iii. For k 1 = 0, we need again c = 0, which also eliminates the linear term leaving only the trivial vanishing solution with no sound waves. Finally, for k 1 = k 2 = 0 we obtain either unphysical (cu = 0) or trivially constant (c = 0) solutions with no sound waves.
This leaves k 1 > 0 and W (ρ) having three real positive roots as the domain with physical solutions for the KMP fluid:
The three roots ρ 1,2,3 are related to the parameters k 2 , c, u as implied by the form of the potential in (46); that is, For ρ 1 < ρ 2 < ρ 3 the solution is a finite amplitude wave; for ρ 1 → ρ 2 the solution is a soliton; and for ρ 2 → ρ 3 the solution is a small-amplitude (sound) wave. We examine the three types of solutions below.
5.2.1:
Solitons are perhaps the most interesting solutions. In this case the potential W (ρ) is of the form
with ρ o the background density and ρ p the density at the peak of the soliton. Comparing with the form of W in (46) we deduce
Equation (39) in this case can be solved and inverted explicitly to find ρ(x). Setting ρ p = ρ o + A, with A the amplitude of the soliton, and k 1 = k 2 /A, with k a new parameter, we obtain overall:
A plot of the density and velocity of the soliton is given in fig.3 . The above solution is valid as long as ρ o > 0, such that c = 0. For ρ o = c = 0 the form of the solution in (51) remains valid, but the equation for u need not be satisfied, and we have solutions for arbitrary velocity u, including u = 0. Clearly the limit ρ o → 0 is discontinuous.
5.2.2: Finite amplitude waves correspond to a potential
where ρ t < ρ c are the trough and crest values of the density, and the positive parameters k 1 and ρ b (< ρ t ) control the periodicity (wavelength) and speed of the wave. Equation (39) now is solved in terms of elliptic functions, and we will not give their explicit form. We simply state the expression of the wavelength λ of the wave in terms of u, ρ t , ρ c and the parameter ρ b after eliminating k 1 :
where K( · ) is the K-elliptic function. A numerical plot of the density and velocity of the wave is given in fig.4 .
5.2.3:
Sound waves correspond to small-amplitude periodic waves. We could examine them by expanding the action (22) around a constant background solution, but we can instead recover them by considering the potential
where ρ o represents the amplitude of the wave. The wavenumber k of the wave is given by the curvature of the potential at ρ = ρ o 
Setting u = ω/k the phase velocity of the wave, with ω its cyclic frequency, and eliminating k 1 and ρ b in favor of u and v o we obtain the dispersion relation
We observe that sound waves around a static background do not exist, but a constant background velocity allows for sound waves of wavenumber
and that there is birefringence, with two possible velocities for each wavelength. For long wavelengths the two speeds of sound are v o and 3v o .
The existence of sound waves for the KMP hydrodynamic equations is related to the stability of the system. For a KMP system on a ring of unit length, wave configurations would have a wavelength quantized to λ = 1/n, or k = 2πn, for integer n. The lowest excitation that the system can have is sound waves at the fundamental frequency k = 2π. The existence of such sound waves signifies that the constant profile configuration may be destabilized against fluctuations. Putting k = 2π in (60) above, and expressing it in terms of the current j = ρv, we obtain
This is precisely the critical current derived in [23] required for instability to kick in. The bifurcation of the dispersion relation (59) at the critical point, leading to birefringence, is a hallmark of the onset of instabilities, one branch being stable and the other unstable.
We conclude the discussion of KMP fluids by pointing out that the symmetry transformation (19) in terms of fluid variables becomes
For a constant profile configuration with v = 2ρ∂θ, θ will in general increase linearly with x, and the above transformation produces unphysical solutions. Since their SEP counterparts according to the mapping (15, 17) would both be physical, we conclude that some acceptable SEP solutions would map to unphysical KMP configurations.
SEP fluid
Solutions for SEP fluids could in principle be derived from those of KMP fluids using the mapping between the systems. However, given the limitations in the range of applicability of the mapping pointed out in section 2.2, and the related fact that some constant-profile SEP solutions would not correspond to physical KMP solutions as pointed out at the end of the previous section, it is more reliable to derive the solutions independently.
The effective potential in this case is
again with two new constants k 1 , k 2 that span the full range of real values. Note that the reflection symmetry (12) of the model becomes in terms of fluid variables
and for a constant profile solution
The analysis of possible solutions is the same as in the KMP case, with some important differences. First, the density must remain in the range 0 ≤ ρ ≤ 1; and second, when k 1 < 0 we can choose c = 0 without the linear term vanishing, so the case k 1 < 0 is not eliminated. In fact, we can see that taking ρ → 1 − ρ in (63) k 1 → −k 1 , so the cases k 1 > 0 and k 1 < 0 are related by the reflection symmetry. In particular, solitons for k 1 < 0 are actually antisolitons. So we can in principle examine only one case, and obtain the remaining solutions by applying (64), but we prefer to present them both in parallel for clarity.
As in the KMP case, we obtain physically acceptable solutions when W (ρ) has three nonnegative (possibly degenerate) zeros. Putting
and comparing with (63) we obtain
For k 1 > 0 the second quantity is nonpositive, and the only acceptable solution is when ρ 3 = 1, u = −c. So the fluid must necessarily reach ρ = 1 at some point (or points). Conversely, for k 1 < 0 we must have ρ 1 = 0 and c = 0, and the density must vanish at some points.
Overall, we see that we have one less parameter than in the KMP case, as we have no control over either the crest or the trough value of the density. Otherwise the solutions look similar to the KMP ones.
5.3.1: Solitons correspond to
Their traveling speed u and total particle number N are
We note that the underlying velocity is opposite to their speed, signaling a strong drift, reaching an asymptotic value of v ∞ = −u(1 − ρ o )/ρ o away from the soliton.
5.3.2:
Antisolitons correspond to k 1 < 0, ρ 1 = 0, ρ 2 = ρ 3 = ρ o . We obtain
Interestingly, antisolitons have no drift since v = u.
At half-filling, ρ o = 1/2, solitons and antisolitons become symmetrical, although not entirely so, since the soliton still has a drift. Remarkably, if we arrange for the asymptotic soliton fluid velocity v ∞ and antisoliton velocity u to match, such that a well-separated soliton-antisoliton pair be an asymptotic solution, then soliton and antisoliton travel at opposite speeds, have the same profile and carry equal and opposite particle number, suggesting a particle-antiparticle scattering event.
5.3.3:
Finite amplitude waves for k 1 > 0 correspond to ρ 1 := ρ b < ρ 2 := ρ t , ρ 3 = 1, with ρ t representing the trough density of the wave (the crest density is necessarily 1). These waves have speed
As for solitons, there is one less parameter than the KMP case since the crest density is fixed. The parameter ρ b fixes both the wavelength and the speed of the wave and the solution for ρ is given by an elliptic function. The expressions of the wavelength of the wave in terms of ρ b , ρ t and u are
The dual wave with trough density reaching zero, corresponding to k 1 < 0, ρ 1 = 0, ρ 2 = ρ c < ρ 3 = ρ b , has a wavelength given by 
Conclusions and outlook
The existence of soliton and wave solutions is an interesting property of diffusion process fluids. The soliton profiles, in particular, are typical of soliton solutions in integrable systems. This raises the possibility that the underlying structure of these fluids is also integrable. Other fluid mechanical systems, such as the hydrodynamics description of the Calogero-Sutherland model, admit true solitons as these sytems are integrable [24, 25] . However, in the absence of multi-soliton solutions, or an analytic derivation of conserved quantities or a Lax pair, the integrability of diffusion process fluids remains an open issue.
Although in this paper we studied in detail the SEP and KMP systems, our methods, and in particular equation (39), are completely general and work for any D(ρ) and σ(ρ). There are other instances in the literature where general results can be derived for arbitrary transport coefficients, such as, e.g., [26, 27] . In particular, if D(ρ) = 1 and σ(ρ) is a quadratic polynomial, the effective potential W (ρ) is quartic. For such cases (39) has the same generic structure and is solved in terms of elliptic functions. The fact that quadratic σ(ρ) can generically be mapped to the SEP system by a linear rescaling [21] is also suggestive. The specific physical results for solitons and waves, however, seem to be quite different between the SEP and KMP systems. A relevant (and straightforward) exercise would be to examine the solutions of generic quadratic systems and see if they fall on the SEP or KMP side.
The most interesting question is the implications of the solutions identified in the present work for large fluctuation properties of the underlying statistical processes. The hydrodynamic variable v, in particular, has no direct interpretation for the diffusion process, other than a variable entering the minimization process that determines their large fluctuations. The relation of the emergence of sound waves to the onset of instabilities pointed out in section 5.2.3 suggests that solitons and waves are related to instabilities. In fact, the appearance of soliton-like configurations in the numerical work of [28] suggests that our solutions may be relevant to the destabilizing fluctuations in the corresponding statistical systems. For a compact space (ring), where such instabilities manifest, there is no sharp distinction between solitons, nonlinear waves and sound waves. There might also be a link between our solitons and the breakdown of the "additivity principle" of [29] . The breakdown of this principle relates to instabilities and gives rise to time-dependent configurations, presumably related to our solutions. These and other relevant questions on the physical interpretation of soliton and wave solutions are left for future work.
