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Abstract
This paper presents a new tool for study of relationships between total path length (average depth) and number of terminal nodes
for decision trees. These relationships are important from the point of view of optimization of decision trees. In this particular
case of total path length and number of terminal nodes, the relationships between these two cost functions are closely related with
space-time trade-oﬀ. In addition to algorithm to compute the relationships, the paper also presents results of experiments with
datasets from UCI ML Repository1. These experiments show how two cost functions behave for a given decision table and the
resulting plots show the Pareto frontier or Pareto set of optimal points. Furthermore, in some cases this Pareto frontier is a singleton
showing the total optimality of decision trees for the given decision table.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
A decision tree is a ﬁnite directed tree with the root in which terminal nodes are labeled with decisions, nonterminal
nodes with attributes, and edges are labeled with values of attributes. Decision trees are widely used as predictors2, as
a way of representing knowledge3, and as algorithms for problem solving4. Each such use has a diﬀerent optimization
objective. That is, we need to minimize the number of misclassiﬁcations in order to achieve more accurate decision
trees (from the perspective of prediction). To have more understandable decision trees we need to minimize the
number of nodes in a decision tree (knowledge representation). Decision trees, when used as algorithms, need to be
shallow i.e., we need to minimize either the depth or average depth (or in some cases both) of a decision tree in order
to reduce algorithm complexity. Unfortunately, almost all problems connected with decision trees optimization are
NP-hard4,5.
Several exact algorithms for decision tree optimization are known including brute-force algorithms6, algorithms
based on dynamic programming7,8,9, and algorithms using branch-and-bound technique10. Similarly, diﬀerent algo-
rithms and techniques for construction and optimization of approximate decision trees have been extensively studied
by researchers in the ﬁeld, for example, using genetic algorithms11, simulated annealing12, and ant colony13. Most
E-mail address: shahid.hussain@kaust.edu.sa
  he Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://cr ativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of KES International.
515 Shahid Hussain /  Procedia Computer Science  35 ( 2014 )  514 – 521 
approximation algorithms for decision trees are greedy, in nature. Generally, these algorithms employ a top-down
approach and at each step minimize some impurity. Several diﬀerent impurity criteria are known in literature, for
example information-theoretic14, statistical3, and combinatorial15,4. See16,17,18,19,20,21,22,14 for comparison of diﬀerent
impurity criteria.
We have created a software system for decision trees (as well as for decision rules) called dagger—a tool based on
dynamic programming which allows us to optimize decision trees (and decision rules) relative to various cost functions
such as depth (length), average depth (average length), total number of nodes, and number of misclassiﬁcations
sequentially23,24,25.
Decision tree optimization and sequential optimization naturally lead to questions such as what is the relationship
between two cost functions for construction of decision trees, or how uncertainty eﬀect the overall structure of trees
(i.e., how number of nodes or average depth of decision trees is associated with entropy, or misclassiﬁcation error?)
These questions are very important from the practical point of view, related to building optimal yet cost eﬀective
decision trees. To this end, we have created algorithms to answer such questions.
In this paper, we consider relationships between two important cost functions closely related with time and space
complexity that describe the trade-oﬀ, i.e., total path length/average depth (time complexity) and number of terminal
nodes (space complexity) of a decision tree. We also give details about experimental results for several datasets
acquired from UCI ML Repository1 as well as demonstrate working of algorithm on a simple example. The result
of algorithm for computing the relationship between total path length and number of terminal nodes is stored in a
vector of points in the plane. These points form Pareto frontier or Pareto set i.e., the set of Pareto optimal points. For
example, the point (11, 154) in Fig. 8 tells us that the best decision tree with at least 11 terminal nodes will have 154
as total path length. In cases, where the set of points is singleton the corresponding decision trees are called totally
optimal with respect to the two considered cost functions, see for example plot in Fig 6.
Relationships between diﬀerent cost functions as well as between cost function and uncertainty measure for deci-
sion trees have been studied extensively26,27,28,29. The presented algorithms and their implementation in the software
tool Dagger together with similar algorithms devised by the author (see for example30) can be useful for investiga-
tions, in particular, in Rough Sets31,32 where decision trees are used as classiﬁers33.
This paper is divided into six sections including the introduction. Section 2 deﬁnes basic notions related with
decision tables and trees. Section 3 presents the algorithm to construct sets of decision trees. The main algorithm for
computing the relationships is considered in Section 4. Section 5 shows experimental results and Section 6 concludes
the paper followed by references.
2. Decision tables and trees
In this paper, we consider only decision tables with discrete attributes. These tables do not contain missing values
and equal rows. Consider a decision table T depicted in Fig. 1. Here f1, . . . , fm are the conditional attributes; c1, . . . , cN
f1 · · · fm d
b11 · · · b1m c1
...
. . .
...
...
bN1 · · · bNm cN
Fig. 1. Decision table
are nonnegative integers which can be interpreted as the decisions (values of the decision attribute d); bi j are nonnega-
tive integers which are interpreted as values of conditional attributes (we assume that the rows (b11, . . . , b1m), . . . , (bN1,
. . . , bNm) are pairwise diﬀerent). We denote by E(T ) the set of attributes (columns of the table T ), each of which con-
tains diﬀerent values. For fi ∈ E(T ), let E(T, fi) be the set of values from the column fi. We denote by N(T ) the
number of rows in the decision table T .
Let fi1 , . . . , fit ∈ { f1, . . . , fm} and a1, . . . , at be nonnegative integers. We denote by T ( fi1 , a1) . . . ( fit , at) the subtable
of the table T , which consists of such and only such rows of T that at the intersection with columns fi1 , . . . , fit have
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numbers a1, . . . , at, respectively. Such nonempty tables (including the table T ) will be called separable subtables of
the table T .
For a subtable Θ of the table T we will denote by R(Θ) the number of unordered pairs of rows that are labeled with
diﬀerent decisions.
A decision tree Γ over the table T is a ﬁnite directed tree with a root in which each terminal node is labeled with a
decision. Each nonterminal node is labeled with a conditional attribute, and for each nonterminal node, the outgoing
edges are labeled with pairwise diﬀerent nonnegative integers. Let v be an arbitrary node of Γ. We now deﬁne a
subtable T (v) of the table T . If v is the root then T (v) = T . Let v be a node of Γ that is not the root, nodes in the
path from the root to v be labeled with attributes fi1 , . . . , fit , and edges in this path be labeled with values a1, . . . , at,
respectively. Then T (v) = T ( fi1 , a1) . . . ( fit , at).
Let Γ be a decision tree. We say that Γ is a decision tree for T if any node v of Γ satisﬁes the following conditions:
• If R(T (v)) = 0 then v is a terminal node labeled with the common decision for T (v).
• Otherwise, v is labeled with an attribute fi ∈ E(T (v)) and, if E(T (v), fi) = {a1, . . . , at}, then t edges leave node
v, and these edges are labeled with a1, . . . , at, respectively.
Let Γ be a decision tree for T . For any row r of T , there exists exactly one terminal node v of Γ such that r belongs
to the table T (v). Let v be labeled with the decision b. We will say about b as the result of the work of decision tree Γ
on r. We denote by N(T (v)), the number of rows in the subtable T (v) and N(T (v), b), the number of rows in T (v)
labeled with decision b.
For an arbitrary row r of the decision table T , we denote by l(r), the length of path from the root to a terminal
node v of T such that r is in T (v). We say that the total path length, represented as Λ(T, Γ), is the sum of path lengths
l(r) for all rows r in T . That is,
Λ(T, Γ) =
∑
r
l(r),
where we take the sum on all rows r of the table T . Note that the average depth of Γ relative to T , represented as
havg(T, Γ) is equal to the total path length divided by the total number of rows in T i.e.,
havg(T, Γ) =
Λ(T, Γ)
N(T )
.
We will drop T when it is obvious from the context. That is, we will write Λ(Γ) instead of Λ(T, Γ) if T is known.
The number of terminal nodes for decision tree Γ for the table T are denoted as τ(Γ) = τ(T, Γ). It is clear for a given
decision table T with m attributes and N rows, the upper bound on total path length of a tree is mN and upper bound
on number of terminal nodes is N.
3. Sets of decision trees
We consider an algorithm for construction of a graph Δ(T ), which represents the set of all decision trees for the
table T . Nodes of this graph are some separable subtables of the table T . During each step we process one node and
mark it with the symbol *. We start with the graph that consists of one node T and ﬁnish when all nodes of the graph
are processed.
Let the algorithm has already performed p steps. We now describe the step number (p+1). If all nodes are processed
then the work of the algorithm is ﬁnished, and the resulting graph is Δ(T ). Otherwise, choose a node (table) Θ that
has not been processed yet. If R(Θ) = 0, label the considered node with the common decision b for Θ, mark it with
symbol * and proceed to the step number (p + 2). If R(Θ) > 0, then for each fi ∈ E(Θ) draw a bundle of edges from
the node Θ (this bundle of edges will be called fi-bundle). Let E(Θ, fi) = {a1, . . . , at}. Then draw t edges from Θ
and label these edges with pairs ( fi, a1), . . . , ( fi, at) respectively. These edges enter into nodes Θ( fi, a1), . . . ,Θ( fi, at).
If some of the nodes Θ( fi, a1), . . . ,Θ( fi, at) are not present in the graph then add these nodes to the graph. Mark the
node Θ with the symbol * and proceed to the step number (p + 2).
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Now for each node Θ of the graph Δ(T ), we describe the set of decision trees corresponding to the node Θ. We will
move from terminal nodes, which are labeled with numbers, to the node T . Let Θ be a node, which is labeled with a
number b. Then the only trivial decision tree depicted in Fig. 2 corresponds to the node Θ.
Let Θ be a nonterminal node (table) then there is a number of bundles of edges starting in Θ. We consider an
arbitrary bundle and describe the set of decision trees corresponding to this bundle. Let the considered bundle be an
fi-bundle where fi ∈ E(Θ) and E(Θ, fi) = {a1, . . . , at}. Let Γ1, . . . ,Γt be decision trees from sets corresponding to
the nodes Θ( fi, a1), . . . ,Θ( fi, at). Then the decision tree depicted in Fig. 3 belongs to the set of decision trees, which
correspond to this bundle. All such decision trees belong to the considered set, and this set does not contain any other
decision trees. Then the set of decision trees corresponding to the node Θ coincides with the union of sets of decision
trees corresponding to the bundles starting in Θ. We denote by D(Θ) the set of decision trees corresponding to the
node Θ.
The following proposition shows that the graph Δ(T ) can represent all decision trees for the table T .
Proposition 1 (34). Let T be a decision table and Θ a node in the graph Δ(T ). Then the set D(Θ) coincides with the
set of all decision trees for the table Θ.
4. Relationships
In the following we consider relationships between average depth (total path length) and number of terminal nodes
for decision trees and give an algorithm to compute the relationships. We also provide an illustration of working of
the algorithm on an example decision table.
Let T be a decision table with N rows and m columns labeled with f1, . . . , fm and D(T ) be the set of all decision
trees for T (as discussed in Section 2 and Section 3).
We denote BΛ,T = {β, β + 1, . . . ,mN} and Bτ,T = {α, α + 1, . . . ,N}, here β = β(T ) and α = α(T ) are minimum total
path length and minimum number of terminal nodes, respectively, of some decision tree in D(T ) (not necessarily the
same tree). We deﬁne two functions GT : BΛ,T → Bτ,T and FT : Bτ,T → BΛ,T as following:
FT (n) = min{Λ(Γ) : Γ ∈ D(T ) : τ(Γ) ≤ n}, n ∈ Bτ,T
GT (n) = min{τ(Γ) : Γ ∈ D(T ) : Λ(Γ) ≤ n}, n ∈ BΛ,T .
We now describe an algorithm which allows us to construct the function FΘ for every node Θ from the graph Δ(T ).
We begin from terminal nodes and move upward to the node T .
Let Θ be a terminal node. It means that all the rows of decision table Θ are labeled with the same decision b and
the decision tree Γb as depicted in Fig. 2 belongs to D(Θ). It is clear that Λ(Γb) = 0 and τ(Γb) = 1 for the table Θ as
well as α(Θ) = 1, therefore, FΘ(n) = 0 for any n ∈ Bτ,Θ.
Let us consider a nonterminal node Θ and a bundle of edges, which start from this node. Let these edges be labeled
with the pairs ( fi, a1), . . . , ( fi, at) and enter into the nodes Θ( fi, a1), . . . ,Θ( fi, at), respectively, to which the functions
FΘ( fi,a1), . . . ,FΘ( fi,at) are already attached.
Let ν1, . . . , νt be the minimum values from Bτ,Θ( fi,a1), . . . , Bτ,Θ( fi,at), respectively. Let
Bτ,Θ, fi = {αi, αi + 1, . . . ,N}, where αi =
t∑
j=1
ν j.
One can show that αi is the minimum number of terminal nodes of a decision tree from D(Θ) for which fi is attached
to the root and α(Θ) = min{αi : fi ∈ E(Θ)}, where α(Θ) is the minimum value from Bτ,Θ.
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We correspond to the bundle ( fi-bundle) the function F fiΘ : for any n ∈ Bτ,Θ, fi ,
F fi
Θ
(n) = min
t∑
j=1
FΘ( fi,a j)(n j) + N(Θ),
where the minimum is taken over all n1, . . . , nt such that n j ∈ Bτ,Θ( fi,a j) for j = 1, . . . , t and n1 + · · · + nt ≤ n. It should
be noted that computing F fi
Θ
is a nontrivial task. We describe the method in detail in following subsection. It is not
diﬃcult to show that for all n ∈ Bτ,Θ,
FΘ(n) = min{F fiΘ (n) : fi ∈ E(Θ), n ∈ Bτ,Θ, fi }.
We can use the following proposition to construct the function GT from the function FT .
Proposition 2 (28). For any n ∈ BΛ,T , GT (n) = min{p ∈ Bτ,T : FT (p) ≤ n}.
Note that to ﬁnd the value GT (n) for some n ∈ BΛ,T it is enough to make O(log |BΛ,T |) = O(log(mN)) operations of
comparisons.
4.1. Computing F fi
Θ
Let Θ be a nonterminal node in Δ(T ), fi ∈ E(Θ) and E(Θ, fi) = {a1, . . . , at}. Furthermore, we assume the functions
FΘ( fi,a j) for j = 1, . . . , t, have already been computed. Let the values of FΘ( fi,a j) be given by the tuple of pairs,(
(γ j, λ
j
γ j ), (γ j + 1, λ
j
γ j+1
), . . . , (N, λ jN)
)
, where γ j = α(Θ( fi, a j)) and λkj = FΘ( fi,a j)(k). We need to compute F fiΘ (n) for all
n ∈ Bτ,Θ, fi ;
F fi
Θ
(n) = min
t∑
j=1
FΘ( fi,a j)(n j) + N(Θ),
for n j ∈ Bτ,Θ( fi,a j), such that n1 + · · · + nt ≤ n.
We construct a layered directed acyclic graph (DAG) δ(Θ, fi) to compute F fiΘ as following. The DAG δ(Θ, fi)
contains nodes arranged in t + 1 layers (l0, l1, . . . , lt). Each node has a pair of labels and each layer l j(1 ≤ j ≤ t)
contains at most jN nodes. The ﬁrst entry of labels for nodes in a layer l j is an integer from {1, 2, . . . , jN}. The layer l0
contains only one node labeled with (0, 0).
Each node in a layer l j (0 ≤ j < t) has at most N outgoing edges to nodes in layer l j+1. These edges are la-
beled with the corresponding pairs in FΘ( fi,a j+1). A node with label x as a ﬁrst entry in its label-pair in a layer l j
connects to nodes with labels x + γ j+1 to x + N (as a ﬁrst entry in their label-pairs) in layer l j+1, with edges labeled as
(γ j+1, λ
j+1
γ j+1 ), (γ j+1 + 1, λ
j+1
γ j+1+1
), . . . , (N, λ j+1N ), respectively. It is important to note here that each layer l j, 0 ≤ j ≤ t has
at most one node that has the value j as ﬁrst label in its label-pair.
The function F fi
Θ
(n) for n ∈ Bτ can be easily computed using the DAG δ(Θ, fi) for Θ ∈ Δ(T ) and for the considered
bundle of edges for the attribute fi ∈ E(Θ) as following:
Each node in layer l1 gets its second value copied from the corresponding second value in incoming edge label to
the node (since there is only one incoming edge for each node in layer l1). Let (k, λ) be a node in layer l j, 2 ≤ j ≤ t.
Let E = {(v1, λ1), (v2, λ2), . . . , (vr, λr)} be the set predecessor nodes of (k, λ) such that (α1, β1), (α2, β2), . . . , (αr, βr)
are the labels of edges between the nodes in E and (k, λ), respectively. It is clear that k = vi + αi, 1 ≤ i ≤ r. Then
λ = min1≤i≤r{λi + βi}. We do this for every node layer-by-layer till all nodes in δ(Θ, fi) have received their second
label.
Once we ﬁnish computing the second value of label pairs for the nodes in layer lt, we can use these labels to
compute F fi
Θ
(n). Let (k1, λ1), . . . , (ks, λs) be all label-pairs attached to the nodes in lt. One can show that
F fi
Θ
(n) = min
{
λq : q ∈ {1, . . . , s}, kq ≤ n
}
+ N(Θ).
An example of working of the algorithm can be found in Fig. 4. In this ﬁgure the pair of values in each box
represent the function F for that particular subtable. According to the algorithm, the number of pairs of values should
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f1 f2 f3 d
0 0 1 1
1 1 1 0
2 1 0 1
3 1 1 0
F=((3,7),(4,4))
f1 f2 f3 d
0 0 1 1
F=((1,0))
f1 f2 f3 d
1 1 1 0
F=((1,0))
f1 f2 f3 d
2 1 0 1
F=((1,0))
f1 f2 f3 d
3 1 1 0
F=((1,0))
f1 f2 f3 d
1 1 1 0
2 1 0 1
3 1 1 0
F=((2,3))
f1 f2 f3 d
1 1 1 0
3 1 1 0
F=((1,0))
f1 f2 f3 d
0 0 1 1
1 1 1 0
3 1 1 0
F=((2,3))
(f1, 0), (f2, 0)
(f1,
1)
(f1, 2), (f3
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(f
2
, 1
) (f
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(f
1
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1
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, 2
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(f3
, 0
)
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(f1
, 3)
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(f
1
,
3
)
(f2, 1)
Fig. 4. Example illustrating the working of the algorithm
be equal to the number of rows in that particular subtable however, in this ﬁgure, and in subsequent experimental
results, the remaining unfeasible pairs of values are discarded as they do not correspond to any decision tree for the
speciﬁc subtable.
It is clear that the considered algorithm has polynomial time complexity depending on N(T ) and t (with t ≤ N(T )),
here N(T ) is the number of rows in decision table T and t is number of possible values for some attribute fi in T .
5. Experimental results
We performed several experiments on datasets (decision tables) acquired from UCI ML Repository1. The resulting
plots are depicted in Figs. 5, 6, 7, and 8. It is interesting to note that plot for the dataset cars has only one point. This
shows that there is a decision tree for this dataset which is simultaneously optimal for number of terminal nodes and
total path length.
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Fig. 5. breast-cancer dataset (10 attributes and 267 rows)
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Fig. 6. cars dataset (6 attributes and 1729 rows)
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Fig. 7. nursery dataset (8 attributes and 12964 rows)
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Fig. 8. zoo dataset (16 attributes and 59 rows)
6. Conclusion
This paper is devoted to the consideration of algorithm for computing the relationships between a total path length
(average depth) and number of terminal nodes of decision trees. The paper presents, in details, the algorithm together
with a simple example to demonstrate how the algorithm works and some experimental results using standard datasets
from UCI. This algorithm along with other similar algorithms have been implemented in a software system called
Dagger23,24. Further studies in this direction will be devoted to consideration of relationships between space and time
complexity of decision trees corresponding Boolean functions.
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