This work explores a concept for motion detection in brain MR examinations using high channel-count RF coil arrays. It applies ultrashort (<100 msec) free induction decay signals, making use of the knowledge that motion induces variations in these signals when compared to a reference free induction decay signal. As a proof-of-concept, the method was implemented in a standard structural MRI sequence. The stability of the free induction decay-signal was verified in phantom experiments. Human experiments demonstrated that the observed variations in the navigator data provide a sensitive measure for detection of relevant and common subject motion patterns. The proposed methodology provides a means to monitor subject motion throughout a MRI scan while causing little or no impact on the sequence timing and image contrast. It could hence complement available motion detection and correction methods, thus further reducing motion sensitivity in MR applications. Magn Reson Med 66:135-143,
During the previous three decades, magnetic resonance imaging (MRI) has evolved into one of the most important medical imaging techniques. Compared to other imaging methods used for clinical diagnosis, MRI benefits especially from its excellent soft-tissue contrast. MRI protocols, however, require long acquisition times, implicating strong motion sensitivity. This is even more critical when examining less cooperative, elderly or impaired patients with reduced tolerance for long acquisitions. Resulting motion artefacts lead to a degradation of image quality, often rendering them useless for diagnosis. Recently, various methodologies have been proposed to overcome motion sensitivity and to correct motion in MR brain scans.
In rapid single-shot acquisitions, prospective motion correction schemes have been implemented (1, 2) . They make use of the fact that the whole acquisition volume can be scanned within seconds. Subsequently, acquired volumes are coregistered in quasi real-time and can be used to feed back motion parameters to the MR system for prospective adaptation of the gradient coordinate system (2) . Other approaches use external optical devices to track patient motion (3, 4) ; this information can then also be used prospectively in quasi real-time. Furthermore, alternative data acquisition strategies, which are less prone to motion artefacts (mostly due to oversampling of the kspace centre) such as projection reconstruction (5), spiral imaging (6), or PROPELLER (7), have been applied to cope with subject motion.
An attractive, but typically more time-consuming approach to address motion in MRI is the use of navigator data. Navigators have been used to detect and correct for motion in a number of MR applications ranging from structural to cardiac imaging. They have been continuously developed since their introduction by Ehman and Felmlee in 1989 (8) , namely orbital (2D) and spherical (3D) navigators (9-13) as well as spiral-based ones (14) . Recently, navigators have been extended to measure effects like motion-induced shim changes [e.g. Refs. 15, 16] . Some applications were also shown for spectroscopic acquisitions (17) .
All these methods have in common that the additional information comes along with increased scan times and that they are, in some cases, limited in the achievable quality and resolution or imply perturbations of the steady state magnetization due to additional excitation RF-pulses. In particular, the additional RF-pulse renders navigator echoes often inappropriate for fast imaging techniques like FLASH (18) or RARE (19) .
In contrast, free induction decay (FID) navigators, which monitor the k-space centre without any spatial encoding, have minimal or no impact at all on the imaging procedure and hence the scan time. Originally developed to correct B 0 drifts and fluctuations in fMRI caused by respiratory movements and system instabilities (20, 21) , a recent approach uses them to gain up to second order shim information (22) . Brau and Brittain introduced the concept of motion monitoring using the DC component of the FID signal and used it for prospectively gated abdominal acquisitions (23) .
Extending previous reports on DC-and FID-navigators, this work investigates the potential to monitor head motion using ultrashort (<100 msec) FID navigators from multiple coil elements. In a first application, results from a real-time rescanning framework implemented in an anatomical imaging sequence are shown.
MATERIALS AND METHODS

Theory
During the past decade, multichannel coil arrays became widely used in clinical MR examinations. Here, a commercial 32-channel head coil array based on a design as proposed recently (24) is used. Such a coil design is ideal for the approach under investigation as it comprehensively covers the subject's head.
An interesting aspect of multichannel coil arrays, which is exploited in this work, is the dependency of the received MR signal strength and phase on the object's distance from an individual coil element. Considering only a single coil element, it is evident that changes in object position, i.e. head motion away or towards the coil, may result in changes of the received MR signal. Similarly, phase changes in the MR signal may also encode motion information, as motion often changes the B 0 field pattern due to the changed position of the susceptibility gradients in the skull as well as to the inherent phase coil sensitivity. For the single-coilelement case, the relationship between distance and signal strength can be calculated by means of the electromagnetic laws. In a realistic in vivo experiment, however, various interferences (loading, head geometry, coil coupling and others) render an analytical approach unfeasible. Hence, our method is heuristically derived from experimental data.
To detect motion, this technique uses short samples of a FID-herein referred to as FID navigators-from all coil elements to detect motion. The FID navigators are acquired at each TR during the measurement without application of any spatial gradient encoding.
MR Equipment and Test Setup
All experiments were performed on a clinical 3T scanner (Magnetom Trio a Tim System, Siemens Healthcare, Erlangen, Germany) equipped with a product 32-channel receive head coil array.
A product 3D MP-RAGE sequence was modified to include an FID navigator block 50 msec after the inversion pulse (cf. Fig. 1 ). It comprised a dedicated nonselective excitation pulse followed by an ADC readout in the absence of gradients. The same (nonselective) rect-pulse (flip angle a ¼ 9
) was applied in the FLASH imaging block. The FID navigator sampled 40 points in 83 msec (240 Hz/pixel) at an echo time of TE nav ¼ 1 msec. To remove effects due to electronic adjustments of the analogue-digital-converter (ADC), only the last 30 sample points were averaged, yielding one complex value per coil element and time point. The parameters of the modified MP-RAGE sequence used for both phantom and human experiments were as follows: TR ¼ 2200 msec, TI ¼ 900 msec, TE GRE ¼ 2.8 msec, echospacing 6.6 msec, bandwidth 240 Hz/pixel, 240 Â 256 Â 160 matrix with isotropic voxel size of 1 mm and nonselective inversion and excitation pulses [adapted from ADNI protocol (25) ]. The resulting acquisition time was 9:14 min.
As the navigator was placed in the delay time between the inversion pulse and the beginning of the FLASH imaging readout block, the repetition time TR and the overall protocol duration remained unaffected by the FID navigator module.
Bloch simulations were performed and showed only negligible effects on the entire magnetization arising from the introduced FID RF-pulse with <0.2% at the inversion time TI ¼ 900 msec as in the applied protocol.
Phantom Experiments
Subject motion may induce changes in the FID signal amplitude and phase. Beyond that, navigator signal stability can also be affected by physiological processes from respiration and cardiac cycles as well as by system fluctuations arising from hardware instabilities. Hardware and thermal effects may cause B 0 drifts and changes in RF-pulse amplitude, loading etc. Those fluctuations (apart from possible physiological respiratory effects) were evaluated in phantom experiments to quantify the obtainable stability of the navigator signal. All phantom experiments were conducted using the modified MP-RAGE sequence and a 7. of a human head. Standard deviations and peak-to-peak amplitude as well as linear slopes of the navigator time series were determined (cf. Fig. 2 ).
Motion Detection Algorithm
An algorithm for detection of head motion based on navigator signals was developed and implemented in the scanner reconstruction pipeline as a real-time feedback routine.
With each TR, the 30 complex FID points are averaged to obtain one complex FID data point for each coil element. In the current implementation, navigator signals are acquired once per TR ¼ 2200 msec (in case of MP-RAGE defined as the time interval between two inversion pulses, see Fig. 1 ). Because the longitudinal magnetization reaches its steady state only after a few TRs, FID data from the first three TRs are discarded. The navigator signals of the following five repetitions are used to accumulate (complex) reference data ref i for each coil element i. Hence, the initial <18 sec of the scan are used for self-adjustment of the motion detection.
For determination of a global motion parameter indicating subject motion, the navigator signals of the different coil elements are combined, and subsequently, a mean percentage change D(n) to the reference points is calculated as follows:
where n is the repetition number, N the number of coil elements, and nav i (n) is the complex navigator data of coil element i in repetition number n. Note that such data combination results in a single motion sensitivity parameter D per repetition; it is interpreted as a mean per cent change to the reference points from the beginning of the scan. Consequently, a simple threshold criterion can be applied to D, facilitating real-time execution of the motion-detection algorithm.
To account for system-induced instabilities (e.g., slow drifts) and to improve robustness of the detection algorithm throughout the experiment, the motion threshold criterion is updated in an adaptive manner. Figure 3 depicts the procedure: each incoming data navigator point D(n) is compared to a point linearly extrapolated from all preceding points, which are included in the regression time-course at that point in time. If the incoming navigator point D(n) exceeds three times the standard deviation of all points in the regression time course (i.e., it is outside a 99.7% confidence interval for a normal distribution), the corresponding repetition (and thus kspace line) is considered as significantly affected by motion and labelled ''motion-corrupted.'' The corresponding navigator information of those scans is subsequently excluded from the regression time course. This assures that motion-corrupted navigator signals do not affect the further linear extrapolation as well as the dynamic threshold calculation in successive repetitions.
In the phantom experiments (using the same protocol parameters as applied in the human experiments), a maximal system-induced drift of 0.9%/min was observed. Accordingly, this value is configured as a maximal slope in the linear regression, i.e., a low frequency evolution up to 0.9%/min is not interpreted as subject motion in the in vivo scans. The difference between the navigator time course D(n) and the online regression curve will be referred to as the ''corrected navigator signal'' throughout this work; it represents the navigator signal after correction of system-induced drifts and will, therefore, be used for further quantification of the signal stability.
FIG. 2.
Navigator signals of an exemplary phantom (top) and human rest (bottom) experiment: uncorrected signal (black), the online regression points (magenta/light grey), and the resulting corrected navigator (blue/dark grey). Note that the slope is higher at the beginning, supposedly caused by thermal effects. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
FIG. 3. Motion detection algorithm: incoming navigator data are combined and then tested against a data point linearly extrapolated from previous navigator time course. The latter also defines the adaptive threshold. Only if a navigator point is below this threshold, it is kept in the time course for calculation of the subsequent regression and threshold. Otherwise, the repetition is labelled as motion-corrupted while discarding the navigator data of this repetition.
In the current proof-of-concept setup, all repetitions labelled ''motion-corrupted'' were automatically repeated at the end of the scan until all k-space lines were labelled ''motion-free.'' This condition may not be fulfilled in a real human experiment. However, it is a very difficult task to accurately quantify subject motion in MR experiments and the chosen procedure with voluntary, trained back-and-forth motion patterns allowed investigating the capability of the method in a more controlled fashion.
In Vivo Experiments
In total, five healthy subjects (25 6 5 years) were scanned in accordance with the local ethic protocol. All subjects provided written informed consent.
After positioning in the 32-channel head coil, subjects were instructed to perform and train a movement between two different head positions R (''rest'') and M (''moved''), which they could reliably repeat. For good reproducibility of the motion performed, subjects underwent a motion training phase during which they were asked to move repeatedly from position R to position M and vice versa, while an EPI acquisition with online rigid-body registration was performed (3:26 min, 32 slices, 64 Â 64 matrix, TR 2.2 sec). The online calculation of motion parameters and motion monitoring using the vendor's volume-registration based motion-detection software (2) allowed for controlling the extent of the motion and the precision of repositioning. If the precision or the extent of motion was not satisfactory, the motion learning phase was repeated after giving verbal feedback to the Subject. Using this procedure, all subjects trained a motion paradigm with a maximum of 5 mm translation and 7 rotation on any of the axes and managed to reach reproducibility within 1 mm and 1 . Before the start of the 9-min structural scan with the modified MP-RAGE sequence, subjects were asked to move their head to position R. During scanning, subjects were verbally instructed after 4 min (close to k-space centre) to move their head to position M and, 1 min later, to move it back to position R. A second MP-RAGE scan was subsequently acquired without voluntary motion. Directly before and after both MP-RAGE scans, short EPI acquisitions were performed (five volumes, same EPI parameters as above) to further evaluate the head repositioning via volume coregistration of the EPI volumes. Note that in both motion-corrupted and rest MP-RAGE scans, the online FID motion detection algorithm was activated.
Furthermore, different head movements were tested on one subject to ensure that common motion patterns are equally detected by the presented method. The following head movements were chosen: (a) rotation about x-axis (nod movement), (b) rotation about z-axis (head-shaking movement), and (c) translation in z-direction (inferiorsuperior, a component of neck muscle relaxation after positioning). For all the three motion patterns, a motion training phase as described above was performed. For (a) and (c), a shorter MP-RAGE protocol was used (256 Â 256 Â 64 matrix, thus only 64 repetitions, TR ¼ 2.2 sec, resulting TA ¼ 2:24 min); here, only the extent of the navigator signal change with respect to the performed motion was investigated. Movement (b) was performed during the motion MP-RAGE scan of the standard measurement protocol.
RESULTS
Navigator Signal Stability
Phantom experiments occasionally revealed measurable drifts in the FID navigator signals D(n), which were attributed to system-induced fluctuations and largely of linear character (see a typical time course in Fig. 2) . In some experiments, however, the slope of the navigator signal time course was increased at the beginning of the measurement and dwindled to a constant slope after 20-30 sec, suggesting thermal effects as a likely cause. Both drift behaviors were compensated by the online regression algorithm, yielding corrected time courses.
In phantom scans, the mean drift slope over 9:14 min of all experiments was 0.13%/min (ranging from 0.002 to 0.27%/min intraexperiment means), with a maximal slope during a 1 min window of 0.9%/min. The maximum slope was observed in early scan phases where thermal effects seem to be relevant (see Fig. 2 , time ¼ 0-100 sec) and introduced as the maximal allowed systeminduced low frequency slope in the motion detection algorithm (see Methods section).
In vivo navigator MP-RAGE experiments without motion confirmed the observation from the phantom experiments that the navigator signal may be subject to slight system-induced drift; its slopes here were on average 0.06%/min (ranging from 0.006 to 0.18%/min intraexperiment means).
The corrected (i.e., free of systematic drifts) time courses of the phantom experiments showed excellent stability with a maximum sd ¼ 0.25% and a mean peakto-peak amplitude of 0.80%. The analysis of the performed human experiments without motion confirmed the results reported above. As it can be seen in the time course in Fig. 2 , bottom system drifts could be well compensated in in vivo experiments. The mean standard deviation of the corrected navigator signals for all human rest experiments was sd ¼ 0.30% (uncorrected: 0.38%), their mean peak-to-peak amplitude 1.62%. The higher values in in vivo experiments are expected as they also reflect higher noise levels when using a biological loading, but also physiological processes (e.g. breathing and cardiac cycles) and residual motion which might have appeared unintentionally. To account for possible system-induced temporal signal variations, the algorithm allowed a maximum signal drift of 0.9%/min; exceeding signal changes were attributed to subject motion.
Minimal Duration of Navigator
To investigate the time limits of the FID navigators, the acquired data was reconstructed using only a subset of the 40 sampled points. Thereby, the first point was always omitted because it was found to be partially corrupted by noise. Good results could still be achieved, however, using only the second and the third point sampled (the root mean squared difference compared to using all points amounts to 0.04%). Assuming the same bandwidth which was used in the MP-RAGE sequence, this result suggests that FID navigators as short as 6 msec provide sufficient information to be used with the present technique, even with a low flip-angle excitation like the one applied here (9 ) .
In Vivo Experiments with motion
In all experiments, head movements were reliably detected with the implemented algorithm. The performed movements resulted in FID navigator signal changes between 2 and 9 percentage points in the human experiments. An exemplary navigator time course can be seen in Fig. 4 (underlying motion trans ¼ 2 mm and rot ¼ 5 ). The other acquisitions showed similar time courses. Confirming that subjects were able to perform the movement and return to position R, the labelling of the motion-corrupted k-space lines and reacquisition at the end worked in all subject scans. Hence, in all cases MP-RAGE images could be reconstructed both with motion-corrupted and with uncorrupted k-space lines. Figure 5 displays sagittal MP-RAGE images from all subjects: the first column and the cut-out in the second column show reconstructions using   FIG. 4 . Navigator time course of in vivo experiment with motion, which was performed during the period marked with the orange bar. K-space lines considered ''motion-corrupted'' by the online algorithm are marked in red. The according k-space lines were automatically repeated at the end of the scan (grey bar).
FIG. 5.
First column: whole-head sagittal MP-RAGE images from all five subjects (a-e) using the repeated k-space data. Second and third column: cut-outs of the same slice reconstructed using the k-space data marked as motion corrupted during the scan (second column) and, for comparison, the same cut-out of the images using the repeated kspace data (third column). Images e.1-3 depict the data corresponding to the navigator course shown in Figure 4 . Windowing is kept constant within subjects.
the repeated (i.e., uncorrupted) lines from the end of the scan, whereas the images in the third column were reconstructed using the corrupted k-space lines.
The different motion patterns tested on one subject confirmed that the motion detection worked for all common head movements. As stated above, the following motion patterns were tested: (a) rotation about x-axis (nod movement), (b) rotation about z-axis (head-shaking movement), and (c) translation in z-direction (inferiorsuperior). Figure 6 shows the navigator signal changes from the three motion patterns. All different motion patterns caused a significant change of the navigator signal, which was reliably detected by the algorithm. Although for these patterns only partial k-space data were acquired, the results indicate that the proposed motion detection works also for other movements. Table 1 shows the movements performed by the subjects and its impact on the navigator signal. From the threshold used, we can conclude that the current motion detection scheme would probably be able to detect much smaller movements. If a linear relationship between navigator amplitude change and motion is assumed for each subject, then a fraction in the order of t/D navigator of the performed movement could have been detected.
Image Quality Assessment
To compare the corrected and uncorrected images quantitatively, an automated quality assessment method developed by Mortamet et al. (26) was used. The generated quality indices confirmed the visible improvement in the corrected images: in all cases the algorithm rated images reconstructed with the corrupted k-space lines with lower image quality than the ones reconstructed with the corrected k-space lines (the quality index improved between 13 and 47%, mean improvement: 22%).
DISCUSSION
The presented results prove the feasibility of the proposed method to detect motion. As demonstrated with a MP-RAGE approach, the method allows motion detection with little or no time-penalty. Note that this application was chosen to show the entire implementation of a realtime FID navigator feedback loop, while keeping the mechanism itself and the sequence design as clear and simple as possible. The technique is yet considered to be compatible with a variety of other sequences. As stated above, it does not require an extra navigator excitation but can rather be inserted after the existing excitation pulse of the host sequence, yielding minimal time penalty. A navigator being as short as 6 msec can contain enough information to detect occurred head motion. The method is furthermore considered to have particular potential for MR schemes where normal motion correction schemes are difficult to apply, such as diffusion imaging, contrast-enhanced perfusion or spectroscopy. In the following, we will discuss its limitations, possible improvements, and future applications.
Minimal FID Navigator Duration
In the presented application, the FID navigators used a separate excitation pulse and were sampled for 83 msec. This approach was chosen because of the inherent idle time between the inversion pulse and the FLASH readout in MP-RAGE sequences, i.e., time was not a critical issue in this sequence scheme. Furthermore, the separate excitation pulse used had only a negligible effect on the The movement parameters shown are assumed to be the same as those during the training period and were calculated from the corresponding EPI scans using rigid body coregistration (only the total translation, ''trans,'' and the primarily contributing rotation component, ''rot,' ' are shown). D navigator (Column 4) represents the change in the corrected navigator seen immediately before and after the movement occurred. The values of the threshold, t, correspond to three times the standard deviation of the corrected navigator at the time motion was performed. imaging signal. If the navigator would be used in a different sequence, however, timing might become more crucial. In imaging schemes without magnetization preparation (e.g., FLASH sequences), the excitation pulse of the host sequence could directly be used to sample the FID information with minimal effects on the overall sequence timing. The FID navigator ADC had to be simply ''squeezed'' in the sequence scheme accordingly. For a 3D structural brain FLASH scan, for instance, the TE would be prolonged by <0.5 msec. In such cases, the sampling of the FID should obviously be as short as possible The presented results showed a root mean squared difference of only 0.04% between the navigator time course obtained by averaging over all sampled points and the one averaged over the second and third point (resulting in 6 msec sampling duration). This suggests that FID navigators as short as 10 msec can provide robust information of patient motion while (i) having negligible impact on the steady-state magnetization, (ii) being contrast-independent, and (iii) if applied in a deliberated manner, are providing a very time-efficient implementation with no or only little time-penalties. In the current concept, combined signals from a 32-channel coil were used; though intuitively a higher number of coil elements might provide a higher sensitivity to detect motion, future work should also investigate in more detail the optimal number of coil elements and their spatial distribution to be used for such an approach.
Respiration-Induced Signal Changes
As shown in van de Moortele et al. (27) , respiration induces B 0 shifts even at the level of the brain. As reported there, the resulting phase shifts in the FID navigator range between 7 Hz at the brain stem to 1 Hz at the top of the brain at 7 T. Scaling this effect down to 3 T and considering the average effect over the whole brain (assuming a cubic decay), the phase shift would be of the order of <1 Hz. Such a peak-to-peak frequency variation would imply a phase variation on our navigator acquired at an echo time of 1 msec of 0.3 while keeping its magnitude unchanged. The maximum D(n) attributable to respiration would be 0.6%, suggesting that the navigator peak-to-peak amplitude should decrease if D(n) was calculated using only magnitude signals. And indeed, the peak-to-peak amplitude averaged over all human rest scans drops from 1.6 to 0.9% when excluding the phase information (the latter being close to the 0.8% obtained in phantom scans with the phase-sensitive algorithm). This decreased noise level results, however, also in a decreased sensitivity to motion (as we observed if the human scans with motion were processed with the phase-insensitive algorithm).
In conclusion, it is very likely that the additional noise in the navigator signal is partly due to respiration-induced B 0 shifts. The adaptive threshold, however, ensures that these shifts are not falsely detected as motion.
Slice-Selective Excitations
In the presented implementation, the navigator monitors a nonselectively excited FID. Consequently, the navigator signals acquired each TR are comparable among themselves. If the navigator is incorporated in a 2D sequence, however, the FID signals would contain information from the selected slice and exhibit sensitivity according to the different excited spatial locations. The decreased signal strengths OF some of the FID navigators might, however, be counterbalanced by a higher sensitivity due to a much more localized excitation volume compared with the whole-volume-excitation case. This might yield an even higher change in the navigator signal. Nevertheless, further investigations are necessary to examine the effects of a 2D implementation.
Experimental Setup
The primary goal of the presented setup was to show the feasibility of the method to detect motion within a straightforward and simple framework in an application where a clinical need exists. Although the current experimental setup does not meet the requirements of a realistic clinical scenario, the motivation of this article was to develop and to explore the potential of the approach for motion detection. A key finding is that the navigator signal changes were found to reveal motion with a sensitivity that-if corrected-would significantly improve image quality. The reliable detection of motion is thereby seen as a first step to improve quality of clinical scans (note that occurred motion was detected in all cases). In its most simple use, the information of detected motion could be used to initiate an immediate quality rating of the scan by a technician or to calculate a quality index (26) , which could subsequently result in a rescan.
In a more realistic setting, a motion correction procedure would be initiated after motion detection. For example, the acquisition of an EPI volume could be initiated after detection of significant motion within one TR of a structural scan, similar to a recently proposed approach (28) . The EPI volume could be registered to a volume acquired at the beginning of the scan, providing the motion parameters to adapt the imaging gradient system accordingly. With necessary pulses to attain steadystate magnetization once more, this correction could be accomplished in a few seconds. The MP-RAGE scan could then be continued by rescanning the last repetition.
Recently, it has been shown that inaccuracy and noise in quantification of motion parameters may result in image artefacts if used for correction (29) . For clinical routine, the motion correction algorithm needs to provide a precision that allows radiological diagnosis or is not compromising further processing strategies. Because of the robust threshold criterion, the concept of a separate motion detection module excludes any artificially introduced artefacts or noise from imperfections in continuous motion monitoring.
Slow Movements
In the given experimental setup, the subjects performed abrupt head movements. Slow movements, due to relaxing muscles for example, are yet another frequently observed motion-pattern. This would lead to a slowly varying navigator signal with a risk of being undetected, since the detection algorithm is designed to compensate slow drifts stemming from system sources. To avoid that the linear regression cancels those slow movements, the slope of the linear regression used in the algorithm was limited to the maximal slope of 0.9%/min as observed during the phantom experiments. Thus, the linear regression is accepting specific motion possibly caused by system-induced signal drifts. The observed maximal systeminduced slope is within the range of values obtained from modern clinical 3 T systems (corresponding studies have been conducted in the context of functional MRI, see e.g. Ref. 30) .
Slow signal changes on top of system-induced drifts lead to a steeper slope which, at some point during the measurement, might exceed the threshold and detect the movement. This behavior is comparable to define a maximal motion which is accepted, where beyond that artefacts are likely to show up. Verification experiments, however, are difficult to conduct, because training subjects to perform such a movement with an acceptable precision is unfeasible. Motion phantom experiments could overcome this problem and could help to further explore and fine-tune the method.
Quantification of Motion Parameters
So far, we discussed only the detection of motion. Future work will aim at back-calculating and quantifying the absolute motion-parameters (translation and rotation) from the FID navigator signal changes. Bearing in mind that the navigator acquisition has no or negligible impact on the imaging procedure, this is a particularly attractive goal. Initial simulations and experiments (using an additional reference scan to provide spatial information about the location of the coil elements with respect to the head) indicate the feasibility of such an approach.
CONCLUSIONS
Extending previous work using FID navigators (20-23), we applied FID navigators from a high channel count head coil to detect subject head motion during structural MRI acquisitions. Proof-of-principle was given with an implementation in a MP-RAGE sequence, although the methodology is compatible with various other sequences without or with only negligible time penalty and interferences on the imaging procedures. The stability and characteristics of the technique were investigated in phantom experiments. Human experiments proved its reliability and robustness and exhibit sensitivity to motion that, if corrected, render images of high quality. The method is considered to be especially interesting for acquisitions schemes where no online registration can be performed, in particular long anatomical scans, scans with changing image properties like DTI, CE-enhanced perfusion, and spectroscopic acquisitions.
