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0. INTRODUCTION 
We present here a mathematically satisfactory proof of the following uni- 
queness theorem arising in electromagnetic prospecting work: Given a 
magnetic, time harmonic dipole with constant frequency on the earth the 
total electric field is measured on the earth’s surface. Assuming that the 
conductivity distribution 0 is a bounded, measurable function of the depth 
only, 0 can be uniquely deduced from the collected data. 
Since the studies of Langer [.5] and Schlichter [7] in the thirties the 
problem of uniqueness in one-dimensional electromagnetic inverse 
problems has been considered solved. Mathematically, though, the draw- 
back of these solutions is the implicit assumption of analyticity of the 
physical parameters. However, the most common way of modelling the 
geophysical situation in practical work is to let the sought-for parameters 
vary as step functions. The idea of this paper is therefore to establish a 
general uniqueness result which covers most of the models used. 
On the one hand, our method is based on the geophysical works of 
Weidelt [9], Plivlrinta and Riska [6], and especially of Vidberg and 
Riska [S]. On the other hand, we have tried to introduce some of the 
mathematical elegance of the famous paper of Deift and Trubowitz [ 1 ] on 
quantum scattering theory. 
We mention in passing that due to the formal similarity the methods 
developed here are applicable also in the problem of deducing the conduc- 
tivity profile from surface potential measurements (cf. [6]). 
* The research for this paper was supported by the Academy of Finland. 
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1. HARDY SPACES AND THE LAPLACE TRANSFORM 
We start with the well-known definition of Hardy spaces in the complex 
half-plane. 
1.1. DEFINITION. Let F(z) be an analytic function in H+, 
H+ = {z E @ 1 Im z > O}. Then F is said to belong to the Hardy class HP, 
0-cp-c a3, if 
(1.1) 
HP is complete with respect to the (quasi)norm II.II”“. 
1.2. Remark. The HP function F is uniquely determined by its boun- 
dary values on the real line, which always exist, e.g., in the radial sense. 
This boundary value function belongs to Lp, so that HP can be considered 
as a subspace of Lp [4, p. 971. 
We further remark that according to the deep result of Fefferman and 
Stein (cf. [3]), we may use instead of (1.1) the condition f + E Lp where 
f + is the radial maximal function 
.f+(x)=su~ IF(x+b)l 
v>o 
This characterization is often simpler to use in practice than the original 
definition. 
The following property of Hardy spaces will play a central role in the 
discussion to ensue. 
1.3. PROPOSITION. Let f E HP, 1 bp d 2. Then 
,f(()=O for a.e. <E(-c0,0] 
Proof See Koosis [4, p. 1761. 
By f we mean the Fourier transform of J 
for f integrable. 
1.4. Remark. For p=2 the converse is also true: if (PE L2 has the 
property (p(t) = 0 for a.e. 5 E (- co, 01, then FP “p E H2. F-’ is the inverse 
Fourier transform [4, p. 1773. 
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1.5. Notations. Let f be a complex valued function with the property 
that the mapping 
i-f(v):=.f(~-a> a~& Imi>O, 
belongs to HZ. Then we say that f belongs to H’(Re v> a). Thus, 
H*(Re v > a) is obtained from Hz via rotation and translation of the 
underlying complex plane. 
Let UJ be a positive function on real line. By L2,,(Iw) we mean the weighted 
L’(Iw), that is, the space of all the functions f for which wf belongs to L*, 
equipped with the norm /I. IIL;: 
Finally, we define by 
Lf(v) := T(v) := lox e ““f(s)&, v15C 
the Laplace transform of J: 
1.6. THEOREM. Let g E H*(Re v > LY). Then there exists a function f for 
which 
(i) g(v) =7(v) for all v  with Re v 3 c(, 
(ii) f EL:., w(t)=e-“‘. 
Also the converse is true. If f belongs to LE. with the weight w(t) = e-” then 
f is in H*(Re v > CX). In particular, 
L: L;‘,. + H*(Re v > CY), w(t) = e--“, 
is an isomorphism which is isometric up to a constant 271. 
ProoJ: Put G(z) = g(a - iz), z E Ht. By definition, G is in H2 and by 
Proposition 1.3, 
Define now a function G* on Ht by 
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By simple reasoning one can see that G* belongs to H* and has the same 
boundary value function as G ( [4, p. 1771). Thus G = G* in H+ and 
g(v) = G(i(v - a)) 
Set f(t) = e”5G(t), f 6 LE.. 
The converse part follows by similar reasoning from Remark 1.4. 1 
2. THE BASIC EQUATIONS 
In the sequel, we consider the electric field E caused by a vertical time 
harmonic magnetic dipole source of strength me ~ ““, w fixed, posed on the 
surface of a three-dimensional half-space. The conductivity CJ of the half- 
space is assumed to vary only in the vertical direction, being zero anywhere 
above the ground. Finally, the permittivity and permeability (E, p), for sim- 
plicity, are supposed to take everywhere the values of vacuum. 
We use cylindrical coordinates (p, cp, z) with the dipole at the origin and 
with the positive direction of the vertical z-axis pointing downwards. With 
these assumptions, the electric field E is purely azimuthal being dependent 
only on the coordinates p and z, i.e., 
E(x) = E(p, z) e, 
As shown in [8], the Hankel transformed field 
E(z, 2) := jr J,(pA) E(p, z) p dp 
0 
satisfies the equation 
Eyz, 1”) - (v2 + V(z)) E(z, A) = ipow 5 xqz), (2.1) 
where v’ = A2 -k*, k = w/c, c and p. are the vacuum values of the velocity 
of light and magnetic permability, respectively, and, finally, the potential V 
is defined as V(z)= --~w~~o(z). We choose the variable v on the branch 
Im v d 0. Notice that the Hankel transform can be defined in the dis- 
tributional sense for each function f(p) for which p2f(p) belongs to 
L,‘,,,(lR+) and has at most polynomial growth in the infinity. The electric 
field is supposed to fulfill these conditions. 
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Having the angular frequency o fixed, we consider v as a variable and 
write E(z, v) instead of ,!?(z, A). For convenience the equation (2.1) is trans- 
formed into 
fy(z, v) - (v2 + V(z)) [(z, v) = -2v6(z), (2.2) 
where 
Now the Hankel transformed field is modulo a constant, the continuous 
solution of (2.2) with zero boundary value conditions at + KI. 
We start to study the homogeneous counterparts of the above equation, 
yU(z, v) - (v’ + V(z)) y(z, v) = 0. (2.3) 
For the sake of completeness we formulate and prove the following simple 
proposition. 
2.1. PROPOSITION. The integral equation 
,f,(z, v)=e'"'+ ji 'lnh vF-z') V(z')fir(z', v)dz' (2.4) 
defines a basic system to Eq. (2.3) for all v E C\ { 0 } 
Proof: The Volterra equations (2.4) have the unique solutions f‘+(~, v), 
for all r E C, v # 0, which satisfy (2.3). For the Wronskian W( f, , f ~ )(z, v) 
we have 
Thus, by taking the limit z + 0+ we see that 
W(f,,f~ )(z, v)= -2v#O, 
which is the desired result. 0 
2.2. Remark. It is obvious by (2.4) that fP(z, v) =f+(z, -v). 
The following proposition gives the integral equation form for (2.2). 
2.3. PROPOSITION. Let ((z, v) be a continuous solution of Eq. (2.2) with 
zero boundary values in + co. Then < also satisfies the equation 
t(z, “) = e 1 r \‘I_1 -.- 
s 2v 0 e 
v 1; ;” rqz’) <(z’, v) dz’. (2.5) 
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Moreover, Eq. (2.5) has a 
ditions at f co, when Re v > 
ProojI For z > 0, r satisfies homogeneous Eq. (2.3). Thus 
5(z, v) = a!, (z, v) + K(z, v) 
= ae”’ + he--” +i j: sinh v(z - z’) V(z’) c(z’, v) dz’. 
Because of the continuity and the fall-off property of 5 the integral 
1~1 j;* c-“I’V(~‘) ((z’, v) dz’ 
2v 0 
is finite. Thus, we get 
1 
s 
m 
<(z, v) = ae”=+ bedm”‘+ eyzI-- 
2v : 
e”(‘p”)((z’, v) V(z’) dz’ 
1 = -- c 2v 0 e”“‘~ -)((z’, v) v(z’) dz’ 
=(a+~)e”fhe-~z-k jx e--“‘---“<(z’,V) qz’)dz’. (2.6) 0 
It is to be shown that a = -I and h = 1. But the integral term in Eq. (2.6) 
tends to zero as z increases, so a must be equal to -I in order that the 
exponential growth of 5 be avoided. On the other hand, for z<O, 
((2, v) = ce”. 
By checking the continuity of < at the origin and the coefficient of the 
&term in Eq. (2.2) we get (2.5). The uniqueness of the solution in L2 when 
Re v > ,/m is shown as follows. Let 
Obviously, A maps L2 to L2 with norm 
It is again not hard to see that this solution tends to zero as Iz/ -+ co. 
A straightforward differentiation shows that 5 also solves (2.2). 1 
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We remark that the uniqueness result cannot be extended for all v, 
Re v > 0. In fact, it is easy to construct a bounded potential for which the 
corresponding Jost’s solution S+ tends to zero as Iz( -+ r;o. In this coun- 
terexample the condition Re v > dm is, of course, violated. 
As a by-product of the above proposition we have obtained for 5 the 
representation 
5(=, v)=f-(z, v)+S(v)f+(z, v), (2.7) 
for z 3 0. S(v) is called the reflection coefficient. Equation (2.7) will be at 
the focus of our interest later. 
3. JOST'S SOLUTION g 
In this section we pay close attention to the analytical properties of the 
Jost’s solution ,f+ considered as functions of v. It is convenient to use 
functions g, defined by 
.f+(z, v)=e”“g&, v), 
By Remark 2.2, g+(z, -v) =g (z, v). Consequently, we investigate only the 
function g : = g + 
The function g satisfies the integral equation 
g(z, v) = 1 + l= D,.(z - z’) J’(z’) g(z), v) dz’, (3.1) 
0 
where 
D,,(z) = 6 e-“=’ dz’, 
as well as the differential equation 
g” + 2vg’ = vg. 
We want to prove the following. 
3.1. THEOREM. [f V E L”, then, ,for z 3 0 fixed, 
g(z, v) - 1 E H’(Re v > 0). 
Before proving this we list some properties of g. 
(3.2) 
(3.3) 
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3.2. LEMMA. (i) For Re v 30, v f0, we have 
1 g(;, v) _ 11 < e’l(=):14 v10 
I4 ’ 
where q(z) = l; ( V(Y)\ dz’. 
(ii) ig(z, v) - 11 d y(z) e”“, with ‘J(Z) = j; (z-z’) ( V(z’)( dz’. 
(iii) In the domain Re v > 0, g(z, v) is analytic in v, and in Re v > 0, it 
is continuous. 
Proof. (i) By iteration of Eq. (3.1) we obtain the following series 
representation for g, 
id:> v) = 1 + -f g,Jz, v), 
,! = I 
where 
!L(L v) = i dz, .. .d:,,D,.(z,,m , -z,,).*.o,.(z-z,) v(z,)‘.. v(z,,). z,rs ‘. <I,$: 
By using ID,,(z)I <l/(4, v#O, one gets 
Thus 
(ii) Similarly, the estimate (D,.(z)\ <z yields 
lg,k, v)l <;1? ( j’ (z-z’) ( V(z’)( dz’)“; 
. 0 
which gives (ii) as above. 
(iii) Each function g,, is analytic and continuous in the domains 
Re v > 0 and Re v 3 0, respectively. By virtue of (ii), the series represen- 
tation of g converges uniformly in v, which implies the assertion. 1 
3.3 Remark. If instead of assuming that V belongs to L”, we assume 
some integrability conditions for V, we get stronger results than those of 
Lemma 3.2: 
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As in Faddeev [Z] and Deift and Trubowitz [ 11, define the Faddeev 
class L:,, p E 58, consisting of those functions f for which 
IILII j,: =.c - (1 + t)” 1 f(t)1 dt 0 
is finite. By denoting D= g(z, v) by g’(z, v) and D, g(z, v) by g(z, v), one has 
for VEL~ and Rev30: 
(i) Ig(z, v)- 11 <Cz, 
(ii) 
lsz 
Igk VII 6 C 1 + ,v,I 
(iii) /.g’(z, v)l <C. 
Furthermore, for VE Li it is true for Re v 2 0 that 
(iv) I~(z, v)l 6 C( 1 + z*). 
In practical prospecting work it is commonly assumed that the conduc- 
tivity tends to some positive constant rather than to zero. Therefore we 
pass the proof of (i) and (ii) and continue with V in’L”. 
Proof c~f Theorem 3.1. Let z 12- 0 be fixed. According to Lemma 3.2(ii), 
g(z, v) is bounded in the domain Re v > 0. From this and 3.2(i) we deduce 
that 
sup s x Id ~,a+$-lI*dfl<co. x>o -x 
The function g - 1 being analytic in Re v > 0, this confirms that 
g(z, v) - 1 E H*(Re v > 0). 1 
We now use Theorem 1.6 to get the representation 
g(z, v) = 1 + 1; dz’ e-*““B(z, z’), (3.4) 
for every z, vwithz~IW, RevaO.OfcourseB(z,z’)=Oforz<O.The2in 
the exponent has been added just for convenience. Note especially that for 
each z fixed the function z’ -+ B(z, z’) belongs to L*. 
3.4. THEOREM. The kernel B(z, x) satisfies the integral equation 
B(z, x) = 1; li V(z’) dz’ + j-“’ dx’ I;+ ’ - ’ dz’ B(z’, x’) V(z’). (3.5) 
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LEMMA 4.5. Let qd E A+. Let {tin) E L,p n L,.,, be the orthonormal 
eigenjiinctions of Q which form a basis for L,+,. Then 
dJ = f (97 ICI,) *“? (4.2) 
fl=O 
where the series converges in ALWP. 
Proof. From the definition of the space ALwP we know that Q”#E L,,,p 
for each k = 0, 1, 2, . . . and hence we may expand Q”d in a series of I++,. In 
view of (3.2) and the fact that Q$,, = A,$,, where I, are eigenvalues. 
Corresponding to eigenfunctions $I,,, we have 
The last series converges in L,,. Therefore, 
.[~-~~o(m,~~)~.]=,,[a^m- f (d~L)Q~h+0 as N-m. 
n=O 
Remark 4.6. Let # and $ be arbitrary elements of AL,,,. Then 
(QA II/) = (4, Q$ ). (4.4) 
Proof. Using (3.2) and (4.3) we have 
(Qc4 $) = j” ti c(A $,NQtin) 4x1 dx = c (k $,I s” $(Q$J w(x) dx 
a n D 
= x(4, tin) s,” ICI,(Q$) w(x) dx= (4, Qll,). 
Thus Q is a self-adjoint operator on ALWP. 
5. EXPANSION OF GENERALIZED FUNCTIONS 
The following theorem provides orthonormal series expansion of 
generalized functions in (A L,p)‘. 
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THEOREM 5.1. Iffy (A LW,)‘, then 
f= f (s,$,>tin, 
n=O 
where the series converges in (A=,,,)‘. 
Proof In view of Lemma 4.5, for any 4 E ALWP, we have 
(f;))=(f,~(~.,m)~“)=z(~~~)(~~,~) 
(5.1) 
The series (5.1) may be considered as an inversion formula for a certain 
generalized integral transformation of fE (A +)’ defined by 
F(n) = Tf := (f, tin >, n=0,1,2 ,.... (5.2) 
The inverse transform given by (5.1) can be represented as 
f= PF(n):= f F,‘),, 
?I=0 
where the series converges in (AL,,,)‘. 
(5.3) 
THEOREM 5.2 (uniqueness). If S, g E (ALWp)’ and lj” their transforms 
satisfy F(n) = g(n) f or every n, then j’=g in the sense of equality in (ALWp)‘. 
The proof follows on using (5.3). 
The next theorem characterizes a sequence {b,} so that b, = (f, +,>, 
fe (AL,J 
THEOREM 5.3. Let {b,} be a sequence of complex numbers. Assume that 
(1: CIcln(x)Ip’ w(x) dx)lh = WP), n-+oo. (5.4) 
Then for the convergence of 
? bn$, 
n=O 
(5.5) 
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the condition: for some nonnegative integer, 
1 )I;qnem’b,)‘< a3, (n>, l), (5.6) 
h#O 
is sufficient if t = p, I = p and necessary if T = r > p + 1, 1= p’. 
Furthermore, iff denotes the sum in (AL+)’ of (5.5) then h,= (L q,,). 
Proof. Let 4~ AL,,, . then by Lemma 4.5, C,“=O antin, where a, = (4, $,,) 
converges in ALw,P. Therefore, 
I4 = / j” 4(x) tin(x) 4x1 dxi d ~~(4) (1” Wn(x)Ip’ w(x) dx)‘“. (I 0 
Consequently, 
a, = O(n’) as n-+oo. 
Therefore by Lemma 4.1 and Corollary 4.2, 
Now, for n 2 1, 
< SC ’ Ib,l;kn-P I IQP$,(x)l 4x1 dx u 
“JJ 1 Ib,n-pL;klP 1 
1 
UP’ 
1 IXnPIL,(x) d(x) w(x)l p’ 
X 111: rf~),(x)l p’ w(x) dx]“” 
(5.7) 
(5.8) 
The first series on the right converges in view of (5.6) and the second 
converges by (5.8). This shows that (5.5) converges in (ALw,,)‘. 
Now, assume that (5.5) converges in (ALwp)‘. Then we show by 
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contradiction that (5.6) converges for some q. The proof parallels 
[18, Theorem 9.6.11. We know from the proof of Theorem 5.1 that for 
every 4=Canll/n-b,py the series C a,, 6, converges. This we refer to as 
condition C. 
Let n be an integer for which A,, # 0. Then {l;qn-‘b,} is bounded for 
some value of q, say, qo. For, if not, the sequence is unbounded for every 
q= 1,2, . . . . Thus there exists an increasing sequence of indices ny such that 
lZnq # 0 and 
IA,y ny’bnJ 3 1, q = 1, 2, 3, . . . 
Now, choose 
lanql = lGY q’+‘l -I, q= 1, 2, 3 9 . . . . r>p+d+l 
P f 
and a,,, = 0 if m # nq for every q. For any fixed nonnegative integer k, 
because for sufficiently large q, J&,gl(k-y)P’ < 1 and p’ > 1. Therefore, by 
Lemma 4.4, 4 = C a, $,, is a member of A L,P. 
Thus, there exists a member of A+ for which 
Hz, la,b,,l~ ,f 4-l = 00. 
f/=1 
This is a contraction to condition C. 
We, may therefore, assume that ,i;Yn-‘b, -+ 0 as n + cc for q 2 qo. We 
show, by a contradiction, that (5.6) converges for some q 2 qo. Indeed; if 
not, the series diverges for every q > q,,: hence there exists an increasing 
sequence of indices m4 such that 
16 C IL,Yn-‘b,1”<2, 4 = 40, 40 + 1, ...* 
n=T?+, 
Now, choose la,,/ = Ib,Ppl~;Pqndp’q--ll my-, <n-cm,, q>qo. Then for 
each fixed k = 0, 1, 2, .,., 
In- I my- 1 
c IR;n’aJ’= 1 IAnlf”(k-y) I,$,-“n-‘b,JP’q-J” 
n=f?+, n=R+, 
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Since )I,) + cc and IA;YnP’b,I + 0 as n -+ co, for suffkiently large q, the 
last sum is bounded by 
mq-I 
1 &-+-‘b,lP’q-P’<2q-P’. 
n=n+, 
Consequently, 
f );If:rna,lP’<2 f q-p'<a, 
?I=0 f/=1 
for each k = 0, 1, 2, . . . . So that 4 := C a,$, is a member of A L,,P. But 
rn- 1 my- 1 
1 la,b,J = c lR;*n-‘b,(Pq-‘3q-1. 
n=mq-, n=r?+, 
Then, 
HZ0 bnbnla f 6 
y=l 
Thus we again arrive at a contradiction. This completes the proof. 
Finally assume that (5.5) converges in (ALW,p)’ to its sum f (say). Then 
by orthogonality of IL,. This verifies the last statement of the theorem. 
The following theorem provides another characterization of elements of 
VJ. 
THEOREM 5.4. A necessary and sufficient condition for f to be in (A.%,,)’ 
is that there be some non-negative integer k and a g E LW,p,, (l/p + l/p’ = 1 ), 
such that 
f=Q"g+ c C,J/,? 
2" = 0 
where the C, are complex constants. 
Proof Since Q is a continuous linear map from (AL+)’ into (A,,,)’ 
and LWp, c (A+) it follows that QkgE (ALWp)‘. Also, since l(l,,~ 
(LP n J&P,) = (&,.,A we conclude that f~ (A+)‘. 
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Next to prove the necessary part assume that f= C,“=, I;(n) II/, E (ALWp)‘, 
and set 
G(n)=I,*F(n), q>O whenever I, # 0 
=o whenever A,, = 0, 
where q is such that Z,“+., jn;YF(n)]“’ converges. Then C,“=, ]G(n)]@ 
converges. Therefore, by Riesz-Fischer theorem [ 151, there exists a g E L,,,,, 
such that G(n) = (g, @,). So that 
.f= f F(n) $n 
It=0 
= 1 $4 G(n) en+ 1 F(n)Gn 
an #O a, = 0 
= 
a. = 0 
= ,;o $n jab dx)(C?"$n(x)) w(x) dx + c r;(n) It/n 
n i., = 0 
=Q%x)+ c f’t‘(n) tin. a” = 0 
6. FOURIER-BESSEL SERIES 
As a first application of Theorem 5.1 we obtain Fourier-Bessel series for 
elements of (A &‘. Let us define the partial sum 
~NCflb) = f b”cw’* J,(&xYJ,+ 1klh (6.1) 
?I=1 
where 11, (n = 1, 2, . ..) are the positive zeros of J,(x), and 
J,, ,(P,) b, = 2”* I,' ~"*J,h,~)f(~) di. 
Then we have 
~,Cfl(x) = 1; (~f)“~ U,(t, x)f(f) & (6.2) 
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where 
~,(t, xl = 2 f J,(PnX) w”w,Z+ I@“). 
II=1 
We also define the partial sum 
~NCflb) = J1 tot) ~N(h XI & (6.3) 
0 
The following two theorems on mean convergence have been proved by 
wing [16]. 
THEOREM 6.1. Zfv> -f andf(x)~L~fo~p> 1 then 
(6.4) 
THEOREM 6.2. Zf v > -i andf(x) E L<, $ <p < 4, then 
N-r m 1; If(x) - ~NCfI( p x dx = 0. lim (6.5) 
The extensions of the above theorems to generalized functions belonging 
to (ALWp)’ are given below. Taking (a, b) = (0, l), Q, = Df - (4~’ - 1)/(4x2), 
w(x) = 1 and Ic/,Jx) = (2x)“* J,(p,x)/.Z,+ l(p,,) in Theorem 5.1 we obtain 
THEOREM 6.3. Let f E (ALP)‘, v >, - f and p > 1. Then 
f(x)=J~m s,Cf l(x) (6.6) 
in the sense of (ALP)‘. 
With (a, b) = (0, l), Q, = Di + l/xD, - p2/x2, w(x) =x and $,,(x) = 
2”*.Z,(p,,x)/J, + 1(pL,), Theorem 5.1 yields 
THEOREM 6.4. Let f E (AL,J, v 2 -t and 1 < p < 4. Then 
f(x)=Jl_m_ T,Cf lb) (6.7) 
in the sense of (ALXP)‘. 
Remark 6.5. Note that in Theorem 6.4 we need 1 <p < 4 instead of the 
condition 4 <p < 4 used in Theorem 6.2. 
Wing [ 163 showed that the function f (t) = t -3’2 E LtP for 1 bp < $ but its 
Fourier-Bessel series does not converge in L,,. However, as a regular 
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generalized function t- 3’2 belongs to (A+)’ for 1 <p’ <i; and by 
Theorem 6.4 its Fourier-Bessel series converges in (ALIP)‘. 
7. DINI SERIES 
In this case the partial sum is defined by 
~,vCfl(x) = j; (~0”~ Cdl, x)f(t) 4 (7.1) 
where 
C,(t, xl = Aok t) + f k; J,(b) J,(kt), 
A,(x, t)=O if H+v>O; A,(x, t)=2(v+l)x”t” if H+v=O; 
‘40(x, t) = 2&v”(&X) Z,(~ot)l{ (A; + v’) ano) - W:‘(~o)) 
if H+v<O; 
2/k; = (1 - v’/A;) J;(&) + J:*(&); 
A, (n = 1, 2, 3, . ..) are the successive positive roots of 
xJ;(x) + HJ,(x) = 0, 
where H is a real number and v 2 - 1. 
Furthermore, we set CI, = k, Jh tf( t) J”(A, t) dt and define the partial sum 
~.wCfl(x) = G,(x) + f ~nkzJv(~n~h (7.2) 
n=l 
where 
C,(x) = 0 if H+v>O; 
C,(x) = 2(v + 1) x” 5,’ t”+ ‘j-(t) dt if H+v=O; 
C,(x) = 2&+1,(&x) 
il 
(2; + 2) IS(&) 
- W:*(~o) j’ V-(t) Zv(lot) dt 
1 
if H+v<O. 
0 
The following two theorems for Dini series were established by 
Wing [16]. 
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THEOREM 7.1. Zfv> -$ andf(x)~L~, p> 1, then 
N-m/; If(x)-aNCfl(x)l”x~x=0. lim 
THEOREM 7.2. Zf v3 -4 andf(t) is an LIP, i<p<4, then 
N+mj; If(x)-rNCfl(x)l”dx=O. lim 
(7.3) 
(7.4) 
Moreover, there exists a function in L,,, 1 <p < : (or p > 4) such that (7.4) 
fails to hold. 
These theorems are extended to generalized functions belonging to 
(AL,,)’ as follows. 
Taking (a, b) = (0, l), QX = 0: - (4p2 - 1)/(4x2), w(x) = 1 and Il/Jx) = 
knxli2Jy(&,x) in Theorem 5.1 we obtain 
THEOREM 7.3. Let f E (ALP)‘, v 2 - 4 and p > 1. Then 
f (4 = ?‘f”, Mf lb) (7.5) 
in the sense of (ALP)‘. 
Also, taking (a, b) = (0, l), Q, = D$ + l/xDX - v2/x2, w(x) =x, and 
$n(x) = k,J,(&,x) in Theorem 5.1 we get 
THEOREM 7.4. Let f E (ALXp)‘, v > - f and 1 <p < 4. Then 
f (4 = ,“-“, df I(4 (7.6) 
in the sense of (ALX,)‘. 
Note that in Theorem 7.4 we need 1 <p < 4 instead of $ <p < 4 as used 
by Wing in Theorem 7.2. 
8. ORTHOGONAL POLYNOMIALS 
Wing [16] gave the following generalization of a theorem of Pollard. 
THEOREM 8.1. Let the polynomials (p,(x)} be orthonormal on [ - 1, l] 
with weight function w(x). Let (1 -x2)-’ qn(x) denote the polynomials 
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orthonormal with respect to the weight function w(x)(l -x2) and let the 
following conditions hold: 
(H-l) w(x) > 0 almost everywhere on [ - 1, 11; 
(H-2) s’, llogw(x)( (l-~~)-~‘~dx<co; 
(H-3) (1 -x~)"~ [p,(x)1 w”‘(x)<A for all x in [ - 1, l] and all 
n=O, 1, 2, . . . . 
(H-4) (1 -x~)-“~ [q,(x)1 w”‘(x) <A for all x in [ - 1, l] and all 
n=O, 1,2, . . . . 
Letf(t)EL,, $<p<4andlet 
b, = j’ 1 f(x) p,(x) w”2(x) dxy 
then 
.w”‘(x)pJx) ’ dx=O. (8.1) 
To extend the above theorem to generalized functions we assume that 
w”‘(x) p,(x) are normalized eigenfunctions of some differential operator 
QX and satisfy 
Q%w”~(x) P,(x)I = +“2(x) p,(x), k = 0, 1, 2, . . . . (8.2) 
Consequently in view of (H-3), en(x) := WI/~(X) p,(x) E ALp if 1 <p < 4. 
Now taking (a, 6) = (- 1, l), QX and tin(x) as in the above and w(x) = 1 
in Theorem 5.1 we obtain 
THEOREM 8.2. Let p,(x) satisfy (8.2) and (H-3) and let ~‘/~(x)p,,(x) be 
orthonormal on C-1, 11. Letfe(ALp)’ with l<p<4. Then 
f(x)=JFm i (f(t), w"'(t)p,(t)) w"~(x) p,(x) 
?I=0 
(8.3) 
in the sense of convergence in (AU)‘. 
Let us take (a,b)=(-1,l); Qx=[w(x)]-‘~2D(~2-1)~(~)D[~(~)]-1~2, 
where w(x) = (1 -x)=( 1 + x)@, a > - 1, /? > - 1 and 
$JX) = [y]“2 PFs)(x), n = 0, 1, 2, . . , 
n 
(8.4) 
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where 
h,=2a+b+l r(n+cc+l)f(n+/?+l) 
n! (2n+or+/I+ l)z+z+cY+/?+ 1)’ 
P@,p’(x) are Jacobi polynomials. Here ;i,=n(n+cr+jl+l). Then, 
Theorem 5.1 yields the following expansion. 
THEOREM 8.3. Let f~ (A Lp)’ with p > 1. Then for tl > - 1, p > - 1, and 
t),(x) given by (8.4), 
in the sense of convergence in (ALP)‘. 
We may consider weight functions of class B [16] and obtain theorems 
on expansion of generalized functions in series of polynomials orthonormal 
with respect to these weight functions. 
By suitable specializations, Theorem 5.1 can be used to derive orthonor- 
ma1 series involving Hermite polynomials, Laguerre polynomials, Legendre 
polynomials etc. 
9. APPLICATIONS 
Now we obtain an operation transform formula which together with the 
inversion formula (5.3) is useful in solving certain distributional differential 
equations. 
We know that Q is a continuous linear mapping of (A+)’ into itself. 
Therefore, for every f E (AL,,,)‘, 
Now consider the differential equation 
P(Q.r) u = g, a<:x<b, (9.2) 
where P is a polynomial, g E (AL,,p)’ is given and u E (A+)’ is unknown to 
be determined. 
Using (9.2) and applying the transformation (5.2) we obtain 
P(L) W) = G(n), U= Tu, G= Tg. (9.3) 
409:130 2.3 
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If P(A,) # 0 for every n, we can divide by P(A.,) and then apply the inverse 
transform (5.3) to get the solution 
m G(n) u= 1 -$ n=o P(Al) n. (9.4) 
By Theorems 5.1 and 5.2 the solution uniquely exists in (ALW,,)‘. If 
P(A,) = 0 for some I,, say for Ank (k = 1,2, . . . . m) then a solution exists in 
(A+)’ if and only if G(A,,) = 0 for k = 1, 2, . . . . m. In this case a solution to 
(9.2) is 
(9.5) 
which is no longer unique in (ALWp)‘, and we can add to it any complimen- 
tary solution 
(9.6) 
k=l 
where the ak are arbitrary constants. 
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