Continuous Gaussian multifractional processes with random pointwise
  H\"older regularity by Ayache, Antoine
ar
X
iv
:1
10
9.
16
17
v2
  [
ma
th.
PR
]  
18
 Fe
b 2
01
2
Continuous Gaussian multifractional processes with random
pointwise Ho¨lder regularity (long version)
Antoine Ayache
Universite´ Lille 1
November 10, 2018
Abstract
Let {X(t)}t∈R be an arbitrary centered Gaussian process whose trajectories are, with
probability 1, continuous nowhere differentiable functions. It follows from a classical
result, derived from zero-one law, that, with probability 1, the trajectories of X have
the same global Ho¨lder regularity over any compact interval, that is the uniform Ho¨lder
exponent does not depend on the choice of a trajectory. A similar phenomenon happens
with their local Ho¨lder regularity measured through the local Ho¨lder exponent. Therefore,
it seems natural to ask the following question: does such a phenomenon also occur with
their pointwise Ho¨lder regularity measured through the pointwise Ho¨lder exponent?
In this article, using the framework of multifractional processes, we construct a family
of counterexamples showing that the answer to this question is not always positive.
Running Title: Gaussian multifractional processes with random exponents
Key Words: Ho¨lder regularity, pointwise Ho¨lder exponents, multifractional Brownian motion, level
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1 Introduction
Let {X(t)}t∈R be an arbitrary centered Gaussian process whose trajectories are, with proba-
bility 1, continuous nowhere differentiable functions over the real line R. The global Ho¨lder
regularity of one of them, t 7→ X(t, ω), over a non-degenerate 1 compact interval J ⊂ R, is
measured through the uniform Ho¨lder exponent βX(J, ω) defined as,
βX(J, ω) = sup
{
β ≥ 0 : sup
t′,t′′∈J
|X(t′, ω)−X(t′′, ω)|
|t′ − t′′|β <∞
}
. (1.1)
1By non-degenerate we mean that the compact interval J is not empty nor a single point.
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The local Ho¨lder regularity of the trajectory t 7→ X(t, ω) in a neighborhood of some fixed
point s ∈ R, is measured through two different exponents: the local Ho¨lder exponent α˜X(s, ω)
and the pointwise Ho¨lder exponent αX(s, ω). They are defined as:
α˜X(s, ω) = sup
{
βX
(
[u, v], ω
)
: u, v ∈ R and s ∈ (u, v)} (1.2)
and
αX(s, ω) = sup
{
α ≥ 0 : lim sup
h→0
|X(s + h, ω)−X(s, ω)|
|h|α = 0
}
. (1.3)
Notice that one always has,
α˜X(s, ω) ≤ αX(s, ω).
Moreover, the function s 7→ α˜X(s, ω) is always lower semicontinuous over R [34], while the
function s 7→ αX(s, ω) does not necessarily satisfy such a nice property; in fact the latter
function can be the liminf of any arbitrary sequence of continuous functions with values
in [0, 1] (see [2, 11, 20, 5, 34]), therefore its behavior can be quite erratic. The notion of
pointwise Ho¨lder exponent is a fundamental concept in the area of the multifractal analysis of
deterministic and random functions [22, 23]. It provides a sharp estimation of the asymptotic
behavior of the modulus of local continuity of the function t 7→ X(t, ω) at any fixed point
s ∈ R (see e.g. [28] page 214 for the defintion of this modulus of continuity); indeed, (1.3)
implies that,
αX(s, ω) = sup
{
α ≥ 0 : lim sup
ρ→0+
(
sup
{ |X(t, ω) −X(s, ω)|
ρα
: t ∈ R and |t− s| ≤ ρ
})
= 0
}
.
In order to explain the main motivation behind our article, let us state the following theorem,
whose proof which is given in Subsection 4.1, implicitly relies on zero-one law.
Theorem 1.1 One denotes by {X(t)}t∈R an arbitrary centered Gaussian process whose tra-
jectories are, with probability 1, continuous nowhere differentiable functions over the real line
R. The following two results hold.
(i) For each non-degenerate compact interval J ⊂ R, let bX(J) be the deterministic quantity
defined as,
bX(J) = sup
{
b ≥ 0 : sup
t′,t′′∈J
E|X(t′, ω)−X(t′′, ω)|2
|t′ − t′′|2b <∞
}
. (1.4)
Then, one has,
P
{
βX(J) = bX(J)
}
= 1, (1.5)
where P
{
βX(J) = bX(J)
}
denotes the probability that the uniform Ho¨lder exponent
βX(J) be equal to bX(J).
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(ii) There exists Ω˜ an event of probability 1, non depending on s, such that, the local Ho¨lder
exponent α˜X satisfies,
α˜X(s, ω) = a˜X(s), for all (s, ω) ∈ R× Ω˜, (1.6)
where a˜X(s) is the deterministic quantity defined as,
a˜X(s) = sup
{
bX
(
[u, v]
)
: u, v ∈ R and s ∈ (u, v)} . (1.7)
Notice that Theorem 1.1 Part (ii), has already been obtained in [19] (see Corollary 3.15 in this
article) under the assumption that a˜X is continuous. This result means that, with probability
1, the function s 7→ α˜X(s, ω) does not depend on the choice of ω, whatever the centered
continuous nowhere differentiable Gaussian process {X(t)}t∈R might be. The main goal of
our article is to show that, in some cases, a different phenomenon happens for the function s 7→
αX(s, ω); namely we construct multifractional Gaussian processes {X(t)}t∈R with continuous
nowhere differentiable trajectories, such that with a strictly positive probability the function
s 7→ αX(s, ω) depends on the choice of ω. To this end, we draw a close connection between
the values of the latter function and the zero-level set
{
s ∈ R : Y (s, ω) = 0} of a Gaussian
process {Y (s)}s∈R closely related to X and very similar to it.
It is worth noticing that for each s ∈ R, there always exists a deterministic quantity
aX(s) ∈ [0, 1] such that
P
{
αX(s) = aX(s)
}
= 1. (1.8)
Relation (1.8) corresponds to Lemma 3.5 in [4] and Proposition 6.2 in [5], it means that the
deterministic function aX is a modification of the stochastic process αX . In view of (1.8), the
fact that, with a strictly positive probability, the function s 7→ αX(s, ω) depends on ω, implies
that the deterministic function aX and the stochastic process αX are not indistinguishable;
not indistinguishable formally means that: for all event Ω˜ of probability 1, there exists ω0 ∈ Ω˜
and s0(ω0) ∈ R, such that,
αX
(
s0(ω0), ω0
) 6= aX(s0(ω0)).
In order to show that with a strictly positive probability, the function s 7→ αX(s, ω) depends
on ω, we use the framework of multifractional Brownian motion (mBm). Let us now make a
few recalls concerning this Gaussian process. We denote by {B(t, θ)}(t,θ)∈R×(0,1) the centered
Gaussian field defined for all (t, θ) as the Wiener integral,
B(t, θ) =
∫
R
{
(t− x)θ−1/2+ − (−x)θ−1/2+
}
dW (x), (1.9)
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with the convention that for every (u, θ) ∈ R2, (u)θ−1/2+ = uθ−1/2 if u > 0 and (u)θ−1/2+ = 0
else. Let H be an arbitrary fixed continuous function defined on R and with values in the
open interval (0, 1). The mBm of functional parameter H, is the centered Gaussian process
{X(t)}t∈R defined for all t as,
X(t) = B(t,H(t)) =
∫
R
{
(t− x)H(t)−1/2+ − (−x)H(t)−1/2+
}
dW (x). (1.10)
Notice that in Theorem 2.1, we introduce a modification B˜ of the field B defined as a random
wavelet type series (see Subsection 4.2); let us stress that, for the sake of simplicity, in our
article, B is often identified with B˜ and the process X with its modification X˜, defined for
all t ∈ R, as X˜(t) = B˜(t,H(t)).
MBm is an extension of fractional Brownian motion (fBm), indeed, when the function H
is a constant denoted by h, thenX reduces to a fBm of Hurst parameter h; the latter Gaussian
process has been widely studied since several decades, we refer to e.g. [33, 13, 1, 24, 14] for a
presentation of its main properties. MBm was introduced, independently in [31] and [9], to
overcome an important drawback of fBm due to the fact that its pointwise Ho¨lder exponent
remains constant all along its trajectory. Since several years there is an increasing interest in
the study of multifractional processes (see for instance [3, 4, 5, 6, 15, 16, 17, 18, 29, 35, 36]).
It has been proved in [9, 31] that when H is a Ho¨lder function over a non-degenerate compact
interval J and satisfies the condition
max
t∈J
H(t) < βH(J), (1.11)
where βH(J) denotes the uniform Ho¨lder exponent of H over J , then for all s ∈ J˚ (note that
one restricts to J˚ , the interior of J , in order to avoid the border effect), one has
P
{
αX(s) = H(s)
}
= 1. (1.12)
Later it has been shown in [5], that when the condition (1.11) is satisfied, then {H(s)}s∈J˚
and {αX(s)}s∈J˚ are indistinguishable; namely there exists Ω˜, an event of probability 1, non
depending on s (and also non depending on J), such that,
αX(s, ω) = H(s), for all (s, ω) ∈ (J˚ , Ω˜). (1.13)
When the condition (1.11) fails to be satisfied, under the assumption that for all s ∈ R one
has αH(s) 6= H(s), one can show that, for every s ∈ R,
P
{
αX(s) = min{H(s), αH (s)}
}
= 1, (1.14)
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where αH(s) denotes the pointwise Ho¨lder exponent of H at s. Observe that (1.14) has been
derived in [18, 19], for a definition of mBm slightly different from (1.10), yet the proof also
works in the latter case.
In our article, we construct examples of Gaussian mBm’s X with continuous nowhere
differentiable trajectories which satisfy the following property: there exists an event D of
strictly positive probability, such that for all ω ∈ D, one has,
αX
(
s0(ω), ω
) 6= min{H(s0(ω)), αH(s0(ω))} ,
for some s0(ω) ∈ R. In view of (1.14), the latter property means that the pointwise Ho¨lder
regularity of X is random, in other words, it depends on the choice of a trajectory of X.
Note in passing, that there are many examples of non Gaussian processes whose regularity
is random, as for instance, discontinuous Le´vy processes [21], multifractional processes with
random exponent [4, 5], self-regulating processes [8], or pure jump Markov processes [7].
The remaining of this article is structured in the following way. In Section 2, we introduce
a modification B˜ of the field B, having some nice properties which are useful for the study
of the pointwise Ho¨lder regularity of the mBm X. Then, denoting by J ⊆ (0,+∞) an
arbitrary open non-empty interval, under some condition on its parameter H, we show that
the pointwise Ho¨lder regularity of {X(t)}t∈J , is closely connected with the zeros of the process
{Y (s)}s∈J =
{
(∂θB)(s,H(s))
}
s∈J
; thus it turns out that this regularity is random, when the
level set
{
s ∈ J : Y (s) = 0} is non-empty with a (strictly) positive probability. In Section 3,
we prove that this is indeed the case, namely with a strictly positive probability the latter
level set, is rather large: it has a Hausdorff dimension bigger than 1− η− infs∈J H(s), where
η is a fixed strictly positive and arbitrarily small real number. Finally, some technical proofs,
mainly related to wavelet methods, are given in Section 4 (the Appendix).
2 Construction of the counterexamples
In order to construct continuous Gaussian multifractional Brownian motions with random
pointwise Ho¨lder regularity, first we need to show that the Gaussian random field {B(t, θ)}(t,θ)∈R×(0,1)
defined in (1.9), has a modification {B˜(t, θ)}(t,θ)∈R×(0,1) satisfying some nice properties.
Namely, we need the following theorem.
Theorem 2.1 Let {B(t, θ)}(t,θ)∈R×(0,1) be the field defined in (1.9). There exists an event Ω∗
of probability 1 and there is a modification of {B(t, θ)}(t,θ)∈R×(0,1) denoted by {B˜(t, θ)}(t,θ)∈R×(0,1),
such that, for each ω ∈ Ω∗, the following four results hold.
(i) The function (t, θ) 7→ B˜(t, θ, ω) is continuous over R× (0, 1).
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(ii) For every fixed arbitrarily small real number ε > 0 and (s, θ) ∈ R× (0, 1), one has
lim sup
h→0
∣∣B˜(s+ h, θ, ω)− B˜(s, θ, ω)∣∣
|h|θ−ε = 0 (2.1)
and
lim sup
h→0
∣∣B˜(s + h, θ, ω)− B˜(s, θ, ω)∣∣
|h|θ+ε = +∞. (2.2)
(iii) For each fixed t ∈ R, the function θ 7→ B˜(t, θ, ω) is C∞ over (0, 1); its derivative, of
any order n ∈ Z+, at θ, is denoted by
(
∂nθ B˜
)
(t, θ, ω).
(iv) For every fixed n ∈ Z+, arbitrarily small real number ε > 0 and real numbers M,a, b
satisfying M > 0 and 0 < a < b < 1, there exists a constant C(ω) > 0, only depending
on ω, n, ε,M, a, b, such that the inequality,∣∣∣(∂nθ B˜)(t1, θ1, ω)− (∂nθ B˜)(t2, θ2, ω)∣∣∣ ≤ C(ω)(|t1 − t2|max{θ1,θ2}−ε + |θ1 − θ2|),
(2.3)
holds, for all (t1, θ1) ∈ [−M,M ]× [a, b] and (t2, θ2) ∈ [−M,M ]× [a, b].
Remark 2.2
• The field B˜ was introduced in [4] and Theorem 2.1 Parts (i) and (iii) were derived in
the latter article (see [4], pages 463 to 470); notice that in [4], B˜ was denoted by B.
• A less precise inequality than (2.3), was obtained in [4], in the particular case where
n = 0 and [−M,M ] is replaced by [0, 1] (see in [4], Theorem 2.1 and Proposition 2.2
Part (b)).

It is worth noticing that a straightforward consequence of Part (ii) of Theorem 2.1, is the
following:
Proposition 2.3 For all fixed θ ∈ (0, 1), we denote by Bθ = {Bθ(t)}t∈R the process {B˜(t, θ)}t∈R;
observe that Bθ is a fBm of Hurst parameter θ. There exists an event Ω
∗ of probability 1,
non depending on s and θ, such that one has, for each ω ∈ Ω∗ and for all (s, θ) ∈ R× (0, 1),
αBθ (s, ω) = θ,
where αBθ(s, ω) is the pointwise Ho¨lder exponent at s of the function t 7→ Bθ(t, ω).
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Observe that the fact that the pointwise Ho¨lder exponent of the fBm Bθ, is equal, almost
surely for all s ∈ R, to the Hurst parameter θ, is a classical result (see for example [37, 1, 5]);
the novelty in Proposition 2.3, is that this equality holds on an event Ω∗ of probability 1,
which does not depend on the Hurst parameter θ (notice that the event Ω∗ also does not
depend on s).
The proof of Theorem 2.1 mainly relies on wavelet techniques, rather similar to those
used in [4, 5]; it is not really the core of the article, this is why it is given in Subsection 4.2.
From now on, it is important that the reader keeps in his mind the following remark.
Remark 2.4 In the remaining of this section as well as in the next section,
• the Gaussian field {B(t, θ)}(t,θ)∈R×(0,1) defined in (1.9), will be always identified with
its modification {B˜(t, θ)}(t,θ)∈R×(0,1) introduced in Theorem 2.1;
• the mBm {X(t)}t∈R of functional parameter H, defined in (1.10), will be always iden-
tified with its modification {X˜(t)}t∈R, defined for every real number t and all ω ∈ Ω
(the underlying probability space), as X˜(t, ω) = B˜(t,H(t), ω).

Let us now state the main result of our article.
Theorem 2.5 Let H : R → (0, 1) be a continuous function, which is nowhere differentiable
on some open non-empty interval J ⊆ (0,+∞) and satisfies on it, the condition:
αH(s) < H(s) < 2αH(s), for each s ∈ J , (A)
where αH(s) is the pointwise Ho¨lder exponent of H at s. We denote by {αX(s)}s∈R, the
pointwise Ho¨lder exponent of {X(t)}t∈R = {B(t,H(t))}t∈R, the mBm of functional parameter
H, and we assume that Ω∗ is the event of probability 1, introduced in Theorem 2.1. Then,
the following four results hold.
(i) For all ω ∈ Ω∗ and s ∈ J , satisfying (∂θB)(s,H(s), ω) 6= 0, one has αX(s, ω) = αH(s).
(ii) For all ω ∈ Ω∗ and s ∈ J , satisfying (∂θB)(s,H(s), ω) = 0, one has αX(s, ω) = H(s).
(iii) There exists Ω∗∗ ⊆ Ω∗ an event of probability 1, such that for all ω ∈ Ω∗∗,
dim
H
{
s ∈ J : (∂θB)(s,H(s), ω) 6= 0
}
= 1,
where dim
H
(·) denotes the Hausdorff dimension; in other words,
dim
H
{
s ∈ J : αX(s, ω) = αH(s)
}
= 1.
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(iv) For each arbitrarily small η > 0, there exists D ⊆ Ω∗∗, an event of (strictly) positive
probability, which a priori depends on η, such that for all ω ∈ D,
dim
H
{
s ∈ J : (∂θB)(s,H(s), ω) = 0
} ≥ 1− η − inf
s∈J
H(s) > 0;
in other words,
dim
H
{
s ∈ J : αX(s, ω) = H(s)
} ≥ 1− η − inf
s∈J
H(s) > 0.
Remark 2.6 Notice that, when H is a continuous function such that for all s ∈ J , one
has H(s) ∈ [1/3, 2/5] and αH(s) ∈ [1/4, 7/24], then condition (A) above, holds. The class
of such functions is rather large, namely using methods introduced in [2, 11, 20, 5], one can
explicitly construct many of them: for example let H : R → [1/3, 2/5] be the 1-periodic
function, defined for all s ∈ [0, 1],
H(s) =
1
3
+
(
1− 2−1/4)
15
+∞∑
j=0
2j−1∑
k=0
2−jζ(k2
−j)T (2js− k),
where ζ : [0, 1] → [1/4, 7/24] is an arbitrary C1 function satisfying ζ(0) = ζ(1) and, where
T : R → [0, 1] is the function defined, for each x ∈ R, as, T (x) = 1 − |2x − 1| if x ∈ [0, 1]
and T (x) = 0 else; by slightly adapting the proof of Proposition 5 in [11], one can show that
αH(s) = ζ(s) ∈ [1/4, 7/24] for any real number s. 
The proofs of Parts (iii) and (iv) of Theorem 2.5 are postponed to the next section, since
they require a specific treatment. Parts (i) and (ii) will result from Theorem 2.1, let us
present the main ideas of their proof, before giving the technical details of it. To this end,
it is convenient to introduce the following concise notation: let f be a real-valued function
defined on neighborhood of 0, and let τ ∈ [0,+∞) be fixed, we assume that the notation:
|f(h)| ≍ |h|τ ,
means that for all arbitrarily small ε > 0, one has:
lim sup
h→0
|f(h)|
|h|τ−ε = 0 and lim suph→0
|f(h)|
|h|τ+ε = +∞.
Heuristic proof of Theorem 2.5 Parts (i) and (ii): For all fixed ω ∈ Ω∗ and s ∈ J , the
increment X(s+h, ω)−X(s, ω), of the mBm {X(t)}t∈R = {B(t,H(t))}t∈R, can be expressed
as:
X(s + h, ω)−X(s, ω) = (∆BH(s))(s, h, ω) +R(s, h, ω), (2.4)
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where (
∆BH(s)
)
(s, h, ω) = B(s+ h,H(s), ω) −B(s,H(s), ω) (2.5)
and
R(s, h, ω) = B(s+ h,H(s + h), ω)−B(s+ h,H(s), ω). (2.6)
Moreover, taking θ = H(s), in (2.1) and (2.2), one gets that,∣∣(∆BH(s))(s, h, ω)∣∣ ≍ |h|H(s). (2.7)
Let us estimate R(s, h, ω). Applying the Mean Value Theorem, it follows that,
R(s, h, ω) =
(
H(s+ h)−H(s))× (∂θB)(s+ h, θ˜(s, h, ω), ω), (2.8)
where
θ˜(s, h, ω) ∈ (min{H(s+ h),H(s)},max{H(s+ h),H(s)}). (2.9)
Next, observe that the definition of the pointwise Ho¨lder exponent αH(s), implies that,∣∣H(s + h)−H(s)∣∣ ≍ |h|αH (s). (2.10)
Also observe that, in view of (2.9) and the fact that (t, θ) 7→ (∂θB)(t, θ, ω) is a continuous
function, one has that,
(∂θB)
(
s+ h, θ˜(s, h, ω), ω
) −−−→
h→0
(∂θB)
(
s,H(s), ω
)
. (2.11)
Next we study two cases: (∂θB)
(
s,H(s), ω
) 6= 0 and (∂θB)(s,H(s), ω) = 0. In the case
where (∂θB)
(
s,H(s), ω
) 6= 0; (2.8), (2.10) and (2.11), imply that∣∣R(s, h, ω)∣∣ ≍ |h|αH (s). (2.12)
Then putting together, (2.4), (2.7), (2.12) and the inequality αH(s) < H(s), one obtains that∣∣X(s+ h, ω)−X(s, ω)∣∣ ≍ |h|αH (s),
which proves that Part (i) of the theorem holds. In the case where (∂θB)
(
s,H(s), ω
)
= 0;
(2.3), (2.9), (2.10) and the inequality αH(s) < H(s), entail that, for all arbitrarily small
ε > 0, ∣∣(∂θB)(s+ h, θ˜(s, h, ω), ω)∣∣ = O(|h|αH (s)−ε). (2.13)
Then (2.8), (2.10) and (2.13) imply that for all arbitrarily small ε > 0,∣∣R(s, h, ω)∣∣ = O(|h|2αH (s)−ε). (2.14)
9
Finally, it follows from (2.4), (2.7), (2.14) and the inequality H(s) < 2αH(s), that∣∣X(s+ h, ω)−X(s, ω)∣∣ ≍ |h|H(s),
which proves that Part (ii) of the theorem holds. 
In order to give a rigorous proof of Parts (i) and (ii) of Theorem 2.5, we need some
preliminary results. In the remaining of this section, for the sake of simplicity, we assume
that J = (0, 1).
Let us first give two lemmas which, generally speaking (even in the case where condi-
tion (A) fails to be satisfied), provide upper and lower bounds, for absolute increments of a
typical trajectory of the mBm X, in a neighborhood of an arbitrary fixed point s ∈ [0, 1].
Lemma 2.7 For all fixed arbitrarily small ε > 0, ω ∈ Ω∗ (the event of probability 1 introduced
in Theorem 2.1) and s ∈ [0, 1], there is a constant C(ω) > 0, such that the following inequality,∣∣X(s + h, ω)−X(s, ω)∣∣ ≤ C(ω)(|h|min{H(s),2αH (s)}−ε + ∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × |h|αH (s)−ε) ,
holds, for every real number h satisfying s+ h ∈ [0, 1].
Lemma 2.8 For all fixed arbitrarily small ε > 0, ω ∈ Ω∗ and s ∈ [0, 1], there exist two
constants C(ω) > 0 and C ′(ω) > 0 , such that, the inequalities,∣∣X(s + h, ω)−X(s, ω)∣∣ (2.15)
≥
∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × ∣∣H(s+ h)−H(s)∣∣− C(ω)|h|min{H(s),2αH (s)}−ε
and∣∣X(s + h, ω)−X(s, ω)∣∣ ≥ ∣∣B(s+ h,H(s), ω) −B(s,H(s), ω)∣∣ (2.16)
−C ′(ω)
(∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × |h|αH (s)−ε + |h|min{H(s)+αH (s),2αH (s)}−ε) .
hold, for every real number h, satisfying s+ h ∈ [0, 1].
Remark 2.9 Let ω ∈ Ω∗ and s ∈ (0, 1) be fixed. Recall that the pointwise Ho¨lder exponent
at s, of the function t 7→ X(t, ω), is denoted by αX(s, ω). It follows from the previous lemma
that:
(i) When
(
∂θB
)
(s,H(s), ω) 6= 0, one has
αX(s, ω) ≥ min{H(s), αH(s)}.
(ii) When
(
∂θB
)
(s,H(s), ω) = 0, one has
αX(s, ω) ≥ min{H(s), 2αH (s)}.

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Let us now give the proofs of these two lemmas.
Proof of Lemma 2.7: First observe that using the first equality in (1.10) as well as the
triangle inequality, one has that∣∣∣X(s + h, ω) −X(s, ω)∣∣∣ (2.17)
≤
∣∣∣B(s+ h,H(s + h), ω) −B(s+ h,H(s), ω)∣∣∣ + ∣∣∣B(s+ h,H(s), ω) −B(s,H(s), ω)∣∣∣.
The function θ 7→ B(s+h, θ, ω) being continuously differentiable over (0, 1) (see Part (iii) of
Theorem 2.1), it follows from the Mean Value Theorem that there is
θ˜(s, h, ω) ∈ (min{H(s+ h),H(s)},max{H(s+ h),H(s)}),
such that∣∣∣B(s+h,H(s+h), ω)−B(s+h,H(s), ω)∣∣∣ = ∣∣∣(∂θB)(s+h, θ˜(s, h, ω), ω)∣∣∣× ∣∣H(s+h)−H(s)∣∣.
(2.18)
Moreover, the triangle inequality implies that∣∣∣(∂θB)(s+h, θ˜(s, h, ω), ω)∣∣∣ ≤ ∣∣∣(∂θB)(s,H(s), ω)∣∣∣+∣∣∣(∂θB)(s+h, θ˜(s, h, ω), ω)−(∂θB)(s,H(s), ω)∣∣∣.
(2.19)
Part (iv) of Theorem 2.1 (in which ε is replaced by ε/2 and one takes n = 1, M = 1,
a = minx∈[0,1]H(x) and b = maxx∈[0,1]H(x)), entails that∣∣∣(∂θB)(s+ h, θ˜(s, h, ω), ω) − (∂θB)(s,H(s), ω)∣∣∣
≤ C1(ω)
(
|h|max{H(s),θ˜(s,h,ω)}−ε/2 + ∣∣θ˜(s, h, ω)−H(s)∣∣)
≤ C1(ω)
(
|h|H(s)−ε/2 + ∣∣H(s + h)−H(s)∣∣), (2.20)
where C1(ω) is a constant non depending on s and h. Putting together (2.18), (2.19), (2.20)
and the inequality |H(s+ h)−H(s)| ≤ c|h|αH (s)−ε/2 (c being a constant), one gets that∣∣∣B(s+ h,H(s + h), ω)−B(s+ h,H(s), ω)∣∣∣ (2.21)
≤ C2(ω)
(∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × |h|αH (s)−ε/2 + |h|min{H(s)+αH (s),2αH (s)}−ε) ,
where C2(ω) > 0 is a constant only depending on ω, s and ε. On the other hand, (2.1) implies
that ∣∣∣B(s+ h,H(s), ω) −B(s,H(s), ω)∣∣∣ ≤ C3(ω)|h|H(s)−ε, (2.22)
where C3(ω) > 0 is a constant only depending on ω, s and ε. Finally, putting together (2.17),
(2.21) and (2.22) one obtains the lemma. 
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Proof of Lemma 2.8: Let us first show that the inequality (2.15) is true. It follows from
the first equality in (1.10) as well as the triangle inequality, that∣∣∣X(s+h, ω)−X(s, ω)∣∣∣ ≥ ∣∣∣B(s+h,H(s+h), ω)−B(s+h,H(s), ω)∣∣∣−∣∣∣B(s+h,H(s), ω)−B(s,H(s), ω)∣∣∣.
(2.23)
Recall that
∣∣∣B(s+ h,H(s + h), ω)− B(s+ h,H(s), ω)∣∣∣ satisfies the equality (2.18) and that∣∣∣B(s+h,H(s), ω)−B(s,H(s), ω)∣∣∣ satisfies the inequality (2.22); also notice that the triangle
inequality implies that∣∣∣(∂θB)(s+h, θ˜(s, h, ω), ω)∣∣∣ ≥ ∣∣∣(∂θB)(s,H(s), ω)∣∣∣−∣∣∣(∂θB)(s+h, θ˜(s, h, ω), ω)−(∂θB)(s,H(s), ω)∣∣∣,
(2.24)
where θ˜(s, h, ω) is as in (2.18). Putting together (2.18), (2.24), (2.20) and the fact that H is
a bounded function, one gets that,∣∣∣B(s+ h,H(s + h), ω)−B(s+ h,H(s), ω)∣∣∣
≥
(∣∣∣(∂θB)(s,H(s), ω)∣∣∣− ∣∣∣(∂θB)(s+ h, θ˜(s, h, ω), ω) − (∂θB)(s,H(s), ω)∣∣∣)× ∣∣H(s+ h)−H(s)∣∣
≥
∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × ∣∣H(s + h)−H(s)∣∣
−C1(ω)
(
|h|H(s)−ε/2 + ∣∣H(s+ h)−H(s)∣∣)× ∣∣H(s+ h)−H(s)∣∣
≥
∣∣∣(∂θB)(s,H(s), ω)∣∣∣ × ∣∣H(s + h)−H(s)∣∣− C2(ω)(|h|H(s)−ε/2 + ∣∣H(s+ h)−H(s)∣∣2), (2.25)
where C1(ω) > 0 and C2(ω) > 0 are two constants only depending on ω, s and ε. Putting
together (2.22), (2.25), (2.23) and the inequality |H(s + h) −H(s)| ≤ c|h|αH (s)−ε/2 (c being
a constant), one obtains (2.15). Let us now show that (2.16) holds. It follows from the first
equality in (1.10) as well as the triangle inequality that∣∣∣X(s+h, ω)−X(s, ω)∣∣∣ ≥ ∣∣∣B(s+h,H(s), ω)−B(s,H(s), ω)∣∣∣−∣∣∣B(s+h,H(s+h), ω)−B(s+h,H(s), ω)∣∣∣.
Then combining the latter inequality with (2.21), one gets (2.16). 
Rigorous proof of Theorem 2.5 Parts (i) and (ii): The proof can easily be done by
making use of condition (A), Remark 2.9, Lemma 2.8, (2.2) in which one takes θ = H(s),
and the fact
lim sup
h→0
∣∣H(s+ h)−H(s)∣∣
|h|αH (s)+ε = +∞,
for every ε > 0. 
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3 Hausdorff dimension of the zero-level set of the process
{(∂θB)(s,H(s))}s∈J
The goal of this section is to show that Theorem 2.5 Parts (iii) and (iv) hold. Notice that
in all the sequel, we do not necessarily impose on the continuous functional parameter H
of mBm to satisfy condition (A) (see Theorem 2.5). Also, in all the sequel, we denote by
{Y (s)}s∈R the centered Gaussian process {(∂θB)(s,H(s))}s∈R, where the centered Gaussian
field {(∂θB)(t, θ)}(t,θ)∈R×(0,1) = {(∂θB˜)(t, θ)}(t,θ)∈R×(0,1) has been introduced in Theorem 2.1
Part (iii).
Let us first give stochastic integral representations (modifications) of {(∂θB)(t, θ)}(t,θ)∈R×(0,1)
and {Y (s)}s∈R.
Proposition 3.1 One has for all (t, θ) ∈ R× (0, 1), almost surely,
(
∂θB
)
(t, θ) =
∫
R
{
(t− x)θ−1/2+ log
[
(t− x)+
]− (−x)θ−1/2+ log [(−x)+]} dW (x),
with the convention that (y)
θ−1/2
+ log
[
(y)+
]
= 0 for every real numbers θ ∈ (0, 1) and y ≤ 0.
As a straightforward consequence, one has for all s ∈ R, almost surely,
Y (s) =
∫
R
{
(s − x)H(s)−1/2+ log
[
(s− x)+
]− (−x)H(s)−1/2+ log [(−x)+]} dW (x). (3.1)
The proof of Proposition 3.1 is given in Subsection 4.3, since it relies on wavelet techniques
similar to those used in Subsection 4.2, in order to show that Theorem 2.1 holds.
From now on, we assume that I = [δ1, δ2] ⊂ J is a compact interval such that 0 <
δ2 − δ1 < 1 and
0 < b = max
s∈I
H(s) ≤ η + inf
s∈J
H(s) < 1, (3.2)
where η > 0 is an arbitrarily small fixed real number; the open interval J has been introduced
in Theorem 2.5 and one has that δ1 > 0 since J ⊆ (0,+∞). Observe that such an interval I
exists, since we assume that H is a continuous function over R. The following lemma shows
that Var
(
Y (s)
)
, s ∈ I, is bounded away from zero.
Lemma 3.2 There is a constant c > 0, only depending on δ1, such that for all s ∈ I, one
has
Var
(
Y (s)
) ≥ c. (3.3)
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Proof of Lemma 3.2: It follows from (3.1) and the change of variable v = s− x, that
Var
(
Y (s)
)
=
∫
R
∣∣∣(s− x)H(s)−1/2+ log [(s− x)+]− (−x)H(s)−1/2+ log [(−x)+]∣∣∣2 dx
≥
∫ s
0
(s− x)2H(s)−1 log2 [(s− x)] dx
=
∫ s
0
v2H(s)−1 log2(v) dv
≥
∫ min(δ1,1)
0
v log2(v) dv > 0.

Now we are in position to prove Theorem 2.5 Part (iii).
Proof of Theorem 2.5 Part (iii): Let us fix s0 ∈ I ⊂ J . Observe that the centered
Gaussian random variable Y (s0) = (∂θB)(s0,H(s0)) has a non-zero standard deviation (see
Lemma 3.2) and thus its probability density function exists; the fact that the latter function
is strictly positive on the whole real line, implies that (∂θB)(s0,H(s0)) 6= 0 almost surely.
Then, noticing that the event Ω∗ (see Theorem 2.1) is of probability 1, it follows that the
probability of the event
Ω∗∗ =
{
ω ∈ Ω∗ : (∂θB)(s0,H(s0), ω) 6= 0
}
,
is equal to 1. Next, in view of the fact that, for all fixed ω ∈ Ω∗∗ ⊆ Ω∗, (∂θB)(s0,H(s0), ω) 6= 0
and s 7→ (∂θB)(s,H(s), ω) is a continuous function over the real line (this easily results from
Theorem 2.1 Part (iv) as well as from the continuity of H), one has that{
s ∈ J : (∂θB)(s,H(s), ω) 6= 0
}
= J ∩ ((∂θB)(·,H(·), ω))−1(R \ {0}),
is a non-empty open subset of R, which implies that its Hausdorff dimension is equal to 1. 
The proof of Theorem 2.5 Part (iv), is in the same spirit as that of Theorem 8.4.2 in [1]
and Relation (5.9) in [29]; basically, it relies on the following proposition which shows that the
process {Y (s)}s∈I satisfies the so-called property of one sided strong local nondeterminism.
A detailed presentation of the important concept of local nondeterminism and related topics
can be found in [10] and in [38], for instance.
Proposition 3.3 For all integer n ≥ 2 and for each s1, . . . , sn ∈ I satisfying
s1 < . . . < sn, (3.4)
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one has,
Var
(
Y (sn)|Y (s1), . . . , Y (sn−1)) ≥ 2−1(sn − sn−1)2H(sn) log2 [(sn − sn−1)], (3.5)
where Var
(
Y (sn)|Y (s1), . . . , Y (sn−1)) is the conditional variance of Y (sn) given Y (s1), . . . , Y (sn−1).
Proof of Proposition 3.3: In view of the definition of Var
(
Y (sn)|Y (s1), . . . , Y (sn−1))
and the Gaussianity of the process {Y (s)}s∈I , it is sufficient to show that, for every integer
n ≥ 2, for all real numbers a1, . . . , an−1 and for each s1, . . . , sn ∈ I satisfying (3.4), one has
E
(∣∣∣Y (sn)− n−1∑
l=1
alY (s
l)
∣∣∣2) ≥ 2−1(sn − sn−1)2H(sn) log2 [(sn − sn−1)]. (3.6)
It follows from (3.1) and the isometry property of Wiener integral, that
E
(∣∣∣Y (sn)− n−1∑
l=1
alY (s
l)
∣∣∣2)
=
∫
R
∣∣∣{(sn − x)H(sn)−1/2+ log [(sn − x)+]− (−x)H(sn)−1/2+ log [(−x)+]} (3.7)
−
n−1∑
l=1
al
{
(sl − x)H(sl)−1/2+ log
[
(sl − x)+
]− (−x)H(sl)−1/2+ log [(−x)+]}∣∣∣2 dx.
Next, observe that for every x ∈ [sn−1, sn], one has −x < 0 and, as a consequence, for all
l ∈ {1, . . . , n},
(−x)H(sl)−1/2+ log
[
(−x)+
]
= 0. (3.8)
Also, observe that for every x ∈ [sn−1, sn] and l ∈ {1, . . . , n − 1}, one has, in view of (3.4),
that sl − x ≤ 0, therefore,
(sl − x)H(sl)−1/2+ log
[
(sl − x)+
]
= 0. (3.9)
Putting together, (3.7), (3.8) and (3.9), one gets that,
E
(∣∣∣Y (sn)− n−1∑
l=1
alY (s
l)
∣∣∣2)
≥
∫ sn
sn−1
(sn − x)2H(sn)−1 log2(sn − x) dx
=
∫ sn−sn−1
0
(sn − sn−1 − x)2H(sn)−1 log2(sn − sn−1 − x) dx. (3.10)
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Next, setting in the last integral, v = x/(sn − sn−1) and using the fact that 0 < sn − sn−1 ≤
δ2 − δ1 < 1, one obtains that∫ sn−sn−1
0
(sn − sn−1 − x)2H(sn)−1 log2(sn − sn−1 − x) dx
= (sn − sn−1)
∫ 1
0
[
(sn − sn−1)− (sn − sn−1)v
]2H(sn)−1
log2
[
(sn − sn−1)− (sn − sn−1)v
]
dv
= (sn − sn−1)2H(sn)
∫ 1
0
(1− v)2H(sn)−1
(
log
[
(1− v)−1]+ log [(sn − sn−1)−1])2 dv
≥ (sn − sn−1)2H(sn) log2 [(sn − sn−1)] ∫ 1
0
(1− v) dv
= 2−1(sn − sn−1)2H(sn) log2 [(sn − sn−1)]. (3.11)
Finally combining (3.10) with (3.11), it follows that (3.6) holds. 
Now it is convenient to make a few recalls concerning the so-called (deterministic) mea-
sures of finite γ energy, more information about them can be found in [25]. In the sequel, we
always assume that γ ∈ (0, 1). A measure µ defined on the Borel sets of R is said to be of
finite γ energy, if the integral
Iγ(µ) =
∫
R
∫
R
|s− t|−γ dµ(s)dµ(t), (3.12)
which is usually called the γ energy of µ, exists and is finite. Mγ , the class of these measures,
forms a Hilbert space equipped with the inner product
(µ, ν)γ =
∫
R
∫
R
|s− t|−γ dµ(s)dν(t);
the corresponding norm is denoted by ‖ · ‖γ . Moreover, M+γ , the subset of the positive
measures of Mγ , is a complete metric space, for the metric
‖µ − ν‖γ =
√∫
R
∫
R
|s− t|−γ d(µ − ν)(s)d(µ − ν)(t) =
√
Iγ(µ − ν). (3.13)
One of the main interests of the positive measures of finite γ energy comes from the following
lemma which is a straightforward consequence of the Frostman Theorem, the latter theorem
is presented in e.g. [24] pages 132 and 133 (see also [14]).
Lemma 3.4 Let K be a compact subset of R. If K carries a positive non-vanishing measure
of finite γ energy (i.e. if there is a positive non-vanishing measure of finite γ energy whose
support is contained in K), then the Hausdorff dimension of K is greater than or equal to γ.
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We are now in position to prove Theorem 2.5 Part (iv).
Proof of Theorem 2.5 Part (iv): For all ω ∈ Ω∗ (the event of probability 1 introduced
in Theorem 2.1), we set
LY (ω) =
{
s ∈ I : (∂θB)(s,H(s), ω) = 0
}
.
Recall that I = [δ1, δ2] ⊂ J is a compact interval such that 0 < δ2 − δ1 < 1 and (3.2) holds.
Also, recall that the process {(∂θB)(s,H(s))}s∈I is denoted by {Y (s)}s∈I .
We will show that for all γ < 1− b there is Dγ ⊆ Ω∗ an event, which a priori depends on
γ but whose probability is bigger than a strictly positive constant non depending on γ, such
that for all ω ∈ Dγ , the set LY (ω) carries a positive non-vanishing deterministic measure
µ(·, ω), whose γ energy is finite. Roughly speaking, the idea for obtaining µ(·, ω) is somehow
similar to the one which consists in constructing a Dirac measure as a limit of Gaussian
measures; namely, µ(·, ω) will be the limit, in the sense of the norm ‖ · ‖γ , of some of the
positive measures µn(·, ω), n ∈ N, defined for each Borel subset A of R, as,
µn(A,ω) =
∫
A∩I
Φn(t, ω) dt, (3.14)
where for all t ∈ I,
Φn(t, ω) =
(
2pin
)1/2
exp
[
−nY (t, ω)
2
2
]
. (3.15)
Notice that (3.15) and the Fourier inversion formula, imply that for all t ∈ I and ω ∈ Ω∗,
Φn(t, ω) =
∫
R
exp
[
− ξ
2
2n
+ iξY (t, ω)
]
dξ. (3.16)
It is clear that
Suppµn(·, ω) = I. (3.17)
Moreover, µn(·, ω) is of finite γ energy for any γ ∈ (0, 1). Indeed, in view of (3.12) and (3.14),
Iγ
(
µn(·, ω)
)
can be expressed as,
Iγ
(
µn(·, ω)
)
=
∫
I
∫
I
|s− t|−γΦn(s, ω)Φn(t, ω) ds dt; (3.18)
then, (3.15) implies that
Iγ
(
µn(·, ω)
) ≤ 2pin ∫
I
∫
I
|s− t|−γ ds dt <∞.
Observe that one can more generally, show in the same way, that for all integers n ≥ 1 and
m ≥ 1, ∫
I
∫
I
|s− t|−γΦn(s, ω)Φm(t, ω) ds dt <∞.
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Let us now construct a subsequence l 7→ nl satisfying the following property: for all γ < 1−b,
there is Ωˇγ ⊆ Ω∗ an event of probability 1, which a priori depends on γ, such that for each
ω ∈ Ωˇγ ,
(
µnl(·, ω)
)
l
is a Cauchy sequence, in the sense of the norm ‖ · ‖γ . To this end, one
needs to give, for all integers n ≥ 1 and p ≥ 0, a convenient upper bound of the quantity
E
(‖µn+p − µn‖2γ). By using (3.13), (3.18), Fubini Theorem and (3.16), one gets that,
E
(‖µn+p − µn‖2γ)
=
∫
I
∫
I
|s− t|−γE
{(
Φn+p(s)− Φn(s)
)(
Φn+p(t)− Φn(t)
)}
ds dt (3.19)
=
∫
I
∫
I
∫
R
∫
R
|s− t|−γ
(
exp
[
− ξ
2
2(n + p)
]
− exp
[
− ξ
2
2n
])(
exp
[
− η
2
2(n+ p)
]
− exp
[
− η
2
2n
])
×E
[
exp
(
i
(
ξY (s) + ηY (t)
))]
dξ dη ds dt.
Moreover, in view of the fact that (ξ, η) 7→ E
[
exp
(
i
(
ξY (s) + ηY (t)
))]
is the characteristic
function of the centered Gaussian vector
(
Y (s)
Y (t)
)
, one has that
E
[
exp
(
i
(
ξY (s) + ηY (t)
))]
= exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) , (3.20)
where
(
ξ
η
)t
is the transpose of
(
ξ
η
)
and where ΓY (s, t) =
(
E
[
Y (s)2
]
E
[
Y (s)Y (t)
]
E
[
Y (s)Y (t)
]
E
[
Y (t)2
] )
is the covariance matrix of
(
Y (s)
Y (t)
)
. Also, observe that for all integers n ≥ 1, p ≥ 0 and
real number ξ,
0 ≤ exp
[
− ξ
2
2(n+ p)
]
− exp
[
− ξ
2
2n
]
≤ exp
[
− ξ
2
2(n + p)
](
1− exp
[
− p
2n(n+ p)
ξ2
])
≤ 1− exp
[
− 1
2n
ξ2
]
. (3.21)
Putting together, (3.19), (3.20) and (3.21), one obtains that for all integers n ≥ 1, p ≥ 0
0 ≤ E(‖µn+p − µn‖2γ) ≤ Un, (3.22)
where
Un =
∫
I
∫
I
∫
R
∫
R
|s− t|−γ
(
1− exp
[
− 1
2n
ξ2
])(
1− exp
[
− 1
2n
η2
])
(3.23)
× exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) dξ dη ds dt.
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Let us now show that
lim
n→+∞
Un = 0. (3.24)
The equality (3.24) results from the dominated convergence Theorem. Indeed, for almost all
(s, t, ξ, η) ∈ I2 ×R2, one has
lim
n→+∞
|s− t|−γ
(
1− exp
[
− 1
2n
ξ2
])(
1− exp
[
− 1
2n
η2
])
(3.25)
× exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) = 0.
Moreover, using the equalities
∫
R
∫
R
exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) dξ dη = 2pi (det(ΓY (s, t)))−1/2 , (3.26)
and
det
(
ΓY (t, s)
)
= Var
(
Y (s)
) ×Var(Y (t)|Y (s)), (3.27)
and using the fact that I = [δ1, δ2], Lemma 3.2, Proposition 3.3 and (3.2), one has
∫
I
∫
I
∫
R
∫
R
|s− t|−γ exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) dξ dη ds dt
= 4pi
∫ δ2
δ1
∫ t
δ1
(t− s)−γ (det(ΓY (s, t)))−1/2 ds dt
= 4pi
∫ δ2
δ1
∫ t
δ1
(t− s)−γ (Var(Y (s))×Var(Y (t)|Y (s)))−1/2 ds dt
≤ c1
∫ δ2
δ1
∫ t
δ1
(t− s)−γ−b∣∣ log(t− s)∣∣−1 ds dt <∞, (3.28)
where c1 is a finite constant only depending on δ1; observe that the last integral is finite since
γ < 1− b. Relations (3.25) and (3.28), allow us to use the dominated convergence Theorem
and to obtain Relation (3.24). Next, it follows from (3.24), that there is an increasing
subsequence l 7→ nl such that for all l one has
Unl ≤ 2−l.
Then setting in (3.22), n = nl and p = nl+1 − nl, and using Cauchy-Schwarz inequality, one
obtains that
E
(‖µnl+1 − µnl‖γ) ≤ 2−l/2
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and consequently that
E
(
+∞∑
l=0
‖µnl+1 − µnl‖γ
)
<∞.
This implies that there exists an event Ωˇγ ⊆ Ω∗ of probability 1 such that for all ω ∈ Ωˇγ ,
+∞∑
l=0
‖µnl+1(·, ω) − µnl(·, ω)‖γ <∞.
Therefore
(
µnl(·, ω)
)
l
is a Cauchy sequence for the norm ‖ · ‖γ and, as a consequence, it
converges to a positive measure µ(·, ω) of finite γ energy. In view of (3.17), one clearly has
that Suppµ(·, ω) ⊆ I, let us show that one even has,
Suppµ(·, ω) ⊆ LY (ω). (3.29)
Let g be a bounded continuous function on the real line which vanishes on a neighborhood of
LY (ω) and let K be the compact set defined as K = I ∩ (Supp g). Observe that, in view of
the definition of LY (ω) and of the continuity of the function t 7→ Y (t, ω)2, there is a constant
C2(ω) > 0 such that for all t ∈ K, Y (t, ω)2 ≥ C2(ω). Therefore, using (3.14) and (3.15), one
has for all l,∣∣∣ ∫
R
g(t) dµnl(t, ω)
∣∣∣ = (2pinl)1/2∣∣∣ ∫
K
g(t)e−nlY (t,ω)
2/2 dt
∣∣∣ ≤ (2pinl)1/2e−nlC2(ω)/2max
t∈K
|g(t)|,
and consequently that ∫
R
g(t) dµ(t, ω) = lim
l→+∞
∫
R
g(t) dµnl(t, ω) = 0;
thus one obtains (3.29). Let us now show that there are two constants c3 > 0 and c4 > 0,
which do not depend on γ, and that there exists an event Dγ ⊆ Ωˇγ , a priori depending on γ,
which satisfies
P(Dγ) ≥ c3 (3.30)
and for all ω ∈ Dγ ,
µ(LY (ω), ω) = µ(I, ω) ≥ c4. (3.31)
To this end, we will use the following lemma whose proof is elementary (see e.g. [24] page 8).
Lemma 3.5 Let X be a real-valued nonnegative random variable with a finite non-vanishing
second moment. Then one has for all λ ∈ (0, 1),
P
{
X ≥ λE(X)} ≥ (1− λ)2E2(X)
E(X2)
. (3.32)
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It follows from (3.14), (3.16), Fubini Theorem and the fact that ξ 7→ E[eiξY (t)] is the
characteristic function of the centered Gaussian random variable Y (t), that
E
[
µnl(I)
]
=
∫
I
∫
R
e−ξ
2/2nlE
[
eiξY (t)
]
dξ dt =
∫
I
∫
R
e−ξ
2/2nle−σY (t)
2ξ2/2 dξ dt,
where σY (t) is the standard deviation of Y (t). Then, using the dominated convergence
Theorem and Lemma 3.2, one has that
lim
l→+∞
E
[
µnl(I)
]
=
√
2pi
∫
I
σY (t)
−1 dt = c5 > 0. (3.33)
On the other hand, (3.14), (3.16), Fubini Theorem, and (3.20) imply that
E
[
µnl(I)
2
]
=
∫
I
∫
I
∫
R
∫
R
e
− ξ
2
+η2
2nl E
[
ei(ξY (s)+ηY (t))
]
dξ dη ds dt
=
∫
I
∫
I
∫
R
∫
R
e
− ξ
2
+η2
2nl exp
−12
(
ξ
η
)t
ΓY (s, t)
(
ξ
η
) dξ dη ds dt.
Then using the dominated convergence Theorem, (3.26), (3.27), the equality I = [δ1, δ2],
Lemma 3.2, Proposition 3.3 and (3.2), one obtains that
0 < c6 = lim
l→+∞
E
[
µnl(I)
2
]
= 2pi
∫
I
∫
I
(
det ΓY (s, t)
)−1/2
ds dt (3.34)
≤ c1
∫ δ2
δ1
∫ t
δ1
(t− s)−b∣∣ log(t− s)∣∣−1 ds dt <∞,
where c1 is the finite constant already introduced in (3.28) and where the last integral is finite
since b < 1. Let λ0 ∈ (0, 1) be such that
P
{
µ
(
I
)
= λ0c5
}
= 0.
By using (3.33) as well as the fact that one has, almost surely (more precisely, on the
event Ωˇγ),
µ
(
I
)
= lim
l→+∞
µnl(I),
one obtains that
P
{
µ
(
I
) ≥ λ0c5} = lim
l→+∞
P
{
µnl
(
I
) ≥ λ0E[µnl(I)]} .
Then (3.33), (3.34) and Lemma 3.5 imply that
P
{
µ
(
I) ≥ λ0c5
} ≥ (1− λ0)2 c25
c6
.
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Therefore, setting c3 = (1 − λ0)2 c
2
5
c6
, c4 = λ0c5 and Dγ = {ω ∈ Ωˇγ : µ(I, ω) ≥ c4}, one gets
(3.30) and (3.31). Next it follows from Lemma 3.4 that, for all real number γ, satisfying
γ < 1− b and for all ω ∈ Dγ , one has
dim
H
LY (ω) ≥ γ. (3.35)
For every integer m > (1− b)−1, let Dm be the event defined as
Dm =
+∞⋃
n=m
D1−b−n−1 .
It is clear that for all m, Dm+1 ⊆ Dm. Moreover, (3.30) implies that P(Dm) ≥ c3 and (3.35)
that for all ω ∈ Dm, dimHLY (ω) ≥ 1− b−m−1. Therefore taking
D =
 +∞⋂
m>(1−b)−1
Dm
 ∩ Ω∗∗,
where Ω∗∗ is the event of probability 1 introduced in Theorem 2.5 Part (iii), one obtains
Theorem 2.5 Part (iv). 
4 Appendix
4.1 Proof of Theorem 1.1
Proof of Theorem 1.1 Part (i): First observe that by using the same method as in the proofs
of Lemma 3.5 in [4] and Proposition 3.6 in [5], one can show that there exists a deterministic
quantity b˜X(J) ∈ [0, 1], such that,
P
{
βX(J) = b˜X(J)
}
= 1. (4.1)
Let us prove that b˜X(J) = bX(J). It follows from (1.4), (1.1), (4.1) and Lemma 2.3 in [4], that
b˜X(J) ≥ bX(J). In view of the latter inequality and the fact that bX(J) ≥ 0, it is clear that
one has b˜X(J) = bX(J) when b˜X(J) = 0. So from now on, we assume that b˜X(J) ∈ (0, 1]. Let
then λ be an arbitrary deterministic real number belonging to the open interval (0, b˜X (J)).
Relations (4.1) and (1.1), imply that
sup
t′,t′′∈J
|X(t′, ω)−X(t′′, ω)|
|t′ − t′′|λ <∞, almost surely. (4.2)
Next (4.2) and the Gaussianity of the process {X(t)}t∈J , entail (see [26]) that
sup
t′,t′′∈J
E|X(t′, ω)−X(t′′, ω)|2
|t′ − t′′|2λ ≤ E
[
sup
t′,t′′∈J
|X(t′, ω)−X(t′′, ω)|2
|t′ − t′′|2λ
]
<∞
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and, as a consequence (see (1.4)), that λ ≤ bX(J). One gets, from the latter inequality, that
b˜X(J) ≤ bX(J), since λ ∈ (0, b˜X (J)) is arbitrary. 
Proof of Theorem 1.1 Part (ii): First observe that, assuming that J1 and J2 are two arbitrary
non-degenerate compact intervals satisfying J1 ⊆ J2, one has, in view of (1.4) and (1.1), that,
bX(J1) ≥ bX(J2) and βX(J1, ω) ≥ βX(J2, ω) for all ω.
Therefore (1.7) and (1.2), imply that,
a˜X(s) = sup
{
bX
(
[u, v]
)
: u, v ∈ Q and s ∈ (u, v)} (4.3)
and, for each ω,
α˜X(s, ω) = sup
{
βX
(
[u, v], ω
)
: u, v ∈ Q and s ∈ (u, v)} , (4.4)
where Q denotes the set of the rational numbers. On the other hand, (1.5) and the fact that
Q is a countable set, entail that,
P
{
βX
(
[u, v]
)
= bX
(
[u, v]
)
: for all u, v ∈ Q such that u < v} = 1. (4.5)
Putting together, (4.3), (4.4) and (4.5), one obtains (1.6). 
4.2 Proof of Theorem 2.1
As we have already mentioned (see Remark 2.2), Parts (i) and (iii) of Theorem 2.1 have been
obtained in [4], however, we need several ingredients of their proofs, in order to derive the
other parts of the theorem. This is the reason why these proofs will be recalled in the sequel.
The modification {B˜(t, θ)}(t,θ)∈R×(0,1) of the field {B(t, θ)}(t,θ)∈R×(0,1) (see (1.9)), will be
defined as a random wavelet type series. Let us first introduce some notations related to
wavelets.
• We denote by ψ a Lemarie´-Meyer real-valued mother wavelet [27, 30, 12]. Recall that
it satisfies the following three nice properties:
(a) ψ belongs to the Schwartz class S(R); which means that ψ is a C∞ function and
decreases at infinity, as well as all its derivatives of any order, faster than any
polynomial.
(b) The support of ψ̂, the Fourier transform of ψ, is contained in the ring
{
ξ ∈
R : 2pi3 ≤ |ξ| ≤ 8pi3 }; throughout this subsection, the Fourier transform of a
function f ∈ L1(R) is definied for every real number ξ, as f̂(ξ) = ∫
R
e−iξxf(x) dx.
Sometime, we denote f̂ by F(f).
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(c) The collection of the functions:
ML = {2j/2ψ(2j · −k) : (j, k) ∈ Z2},
forms an orthonormal basis of the Hilbert space L2(R).
Observe that (a) and (b) imply that ψ belongs to Lizorkin space (see e.g. page 148 in
[32] for a definition of this space).
• We denote by Ψ the real-valued function defined for every (y, θ) ∈ R× (0, 1) as,
Ψ(y, θ) =
∫
R
(y − x)θ−1/2+ ψ(x) dx. (4.6)
Observe that for all fixed θ ∈ (0, 1), the Fourier transform F(Ψ(·, θ)) of the function
t 7→ Ψ(t, θ), satisfies, for all real number ξ 6= 0,
F(Ψ(·, θ))(ξ) = Γ(θ + 1/2)e−i sgn(ξ)(θ+1/2)pi2 ψ̂(ξ)|ξ|θ+1/2 , (4.7)
where Γ is the usual Gamma function, defined for every real number z > 0, as,
Γ(z) =
∫ +∞
0
xz−1e−x dx.
Relation (4.7) comes from the fact that for each fixed θ ∈ (0, 1), the function Ψ(·,θ)Γ(θ+1/2) ,
is the left-sided fractional primitive of ψ of order θ + 1/2, we refer to Chapter 2 of [32]
for its proof. It is worth noticing that by using (4.7) and a method quite similar to that
which allowed to obtain Lemma 2.1 in [4] and Lemma 2.4 in [6], one can show that Ψ
is C∞ over R× (0, 1) and also, that it is, as well as its partial derivatives of any order,
well-localized in the variable y ∈ R, uniformly in the variable θ ∈ (0, 1); in other words,
for every nonnegative integers m and n, one has
sup
{(
2 + |y|)2∣∣(∂my ∂nθΨ)(y, θ)∣∣ : (y, θ) ∈ R× (0, 1)} <∞. (4.8)
• We denote by {εj,k : (j, k) ∈ Z2} the sequence of the real-valued independent N (0, 1)
Gaussian random variables defined, for all (j, k) ∈ Z2, as,
εj,k = 2
j/2
∫
R
ψ(2jx− k) dW (x). (4.9)
Roughly speaking, the field {B˜(t, θ)}(t,θ)∈R×(0,1) is defined as,
B˜(t, θ) =
∑
(j,k)∈Z2
2−jθεj,k
[
Ψ(2jt− k, θ)−Ψ(−k, θ)].
In order to precisely explain its definition, one needs some preliminary results. The following
lemma allows to almost surely control the increase of the sequence
{
εj,k : (j, k) ∈ Z2
}
.
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Lemma 4.1 There is Ω∗ an event of probability 1, such that every ω ∈ Ω∗ satisfies the
following two properties.
(i) There exists C a positive random variable, non depending on (j, k) and of finite moment
of any order, such that for all (j, k) ∈ Z2, one has
|εj,k(ω)| ≤ C(ω)
√
log(2 + |j|) log(2 + |k|). (4.10)
(ii) For each fixed s ∈ R and j ∈ N, let τj(s) be the random variable defined as,
τj(s) = max
{|εj,k| : k ∈ Z and |s− 2−jk| ≤ j21−j}; (4.11)
then one has,
lim inf
j→+∞
τj(s, ω) ≥ 1/4. (4.12)
The proof of Lemma 4.1 has been omitted, since Part (i) can be obtained similarly to
Lemma 4 in [3] and Part (ii) similarly to Lemma 4.1 in [5]. The precise definition of the field
{B˜(t, θ)}(t,θ)∈R×(0,1) is provided by the following proposition.
Proposition 4.2 Let Ψ be the function introduced in (4.6) and let
{
εj,k : (j, k) ∈ Z2
}
be the
sequence of the real-valued independent N (0, 1) Gaussian random variables defined in (4.9).
For all fixed ω ∈ Ω∗ and (t, θ) ∈ R× (0, 1), one has∑
(j,k)∈Z2
2−jθ
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣ <∞. (4.13)
Therefore, the series of real numbers∑
(j,k)∈Z2
2−jθεj,k(ω)
[
Ψ(2jt− k, θ)−Ψ(−k, θ)],
converges to a finite limit which does not depend on the way the terms of the series are ordered;
this limit is denoted by B˜(t, θ, ω). Moreover for each ω /∈ Ω∗ and every (t, θ) ∈ R × (0, 1),
one sets B˜(t, θ, ω) = 0.
Proof of Proposition 4.2: Let ω ∈ Ω∗ and (t, θ) ∈ R× (0, 1) be arbitrary and fixed. By
using the triangle inequality, (4.8) in which one takes m = n = 0, and (4.10), it follows that
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for all arbitrary fixed j ∈ N,∑
k∈Z
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣
≤ C1(ω)
√
log(2 + j)
∑
k∈Z
( √
log(2 + |k|)(
2 + |2jt− k|)2 +
√
log(2 + |k|)(
2 + |k|)2
)
≤ C2(ω)
√
log(2 + j) log(2 + 2j |t|)
∑
k∈Z
( √
log(2 + |k|)(
2 + |2jt− [2jt]− k|)2 +
√
log(2 + |k|)(
2 + |k|)2
)
,
(4.14)
where [2jt] denotes the integer part of 2jt and where C1(ω) and C2(ω) are two finite constants
non depending on k, j and t. Then, noticing that,
sup
y∈[0,1]
{∑
k∈Z
√
log(2 + |k|)(
2 + |y − k|)2
}
<∞, (4.15)
it follows from (4.14) that∑
j∈N
∑
k∈Z
2−jθ
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣ <∞. (4.16)
Let us now prove that,∑
j∈Z−
∑
k∈Z
2−jθ
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣ <∞. (4.17)
Assume that j ∈ Z− is arbitrary and fixed. Applying, for any fixed k ∈ Z, the Mean Value
Theorem to the function y 7→ Ψ(y−k) on the interval [min{2jt, 0},max{2jt, 0}] ⊆ [−|t|, |t|],
one has that there exists u ∈ [− |t|, |t|], such that,
Ψ(2jt− k, θ)−Ψ(−k, θ) = 2jt(∂yΨ)(u− k, θ). (4.18)
Next, denote by K(t) and Kc(t) the sets K(t) = {k ∈ Z : |k| ≤ |t|} and Kc(t) = Z \ K(t);
observe that the cardinality of K(t) is bounded from above by 2|t| + 1. Putting together
(4.18), (4.8) in which one takes (m,n) = (1, 0), and (4.10), one obtains that,∑
k∈K(t)
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣
≤ C3(ω)
(
sup
y∈R
∣∣(∂yΨ)(y, θ)∣∣
)
2j |t|
√
log(2 + |j|)
∑
k∈K(t)
√
log(2 + |k|)
≤ C3(ω)|t|
(
2|t|+ 1)√log(2 + |t|)(sup
y∈R
∣∣(∂yΨ)(y, θ)∣∣
)
2j
√
log(2 + |j|) (4.19)
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and ∑
k∈Kc(t)
∣∣εj,k(ω)∣∣∣∣Ψ(2jt− k, θ)−Ψ(−k, θ)∣∣
≤ C3(ω)2j |t|
√
log(2 + |j|)
∑
k∈Kc(t)
(
sup
y∈[−|t|,|t|]
∣∣(∂yΨ)(y − k, θ)∣∣
)√
log(2 + |k|)
≤ C4(ω)2j |t|
√
log(2 + |j|)
+∞∑
k=[|t|]+1
√
log(2 + k)(
1 + k − [|t|])2
≤ C5(ω)|t|
√
log(2 + |t|)
(
+∞∑
k=0
√
log(2 + k)(
2 + k
)2
)
2j
√
log(2 + |j|), (4.20)
where C3(ω) is the positive finite constant C(ω) in (4.10), and where C4(ω) and C5(ω) are
two positive finite constants non depending on k, j and t. Next combining (4.19) and (4.20),
with the fact that θ ∈ (0, 1), one gets (4.17). Finally (4.16) and (4.17) show that (4.13) holds.

Let us now explain the reason why the random field {B˜(t, θ)}(t,θ)∈R×(0,1) can be identified
with the random field {B(t, θ)}(t,θ)∈R×(0,1) defined in (1.9).
Proposition 4.3 The field {B˜(t, θ)}(t,θ)∈R×(0,1) introduced in Proposition 4.2, is a modifica-
tion of the field {B(t, θ)}(t,θ)∈R×(0,1) defined in (1.9).
Proof of Proposition 4.3: The proof is quite classical in the area of multifractional
processes (see e.g. [9, 4, 5, 6]). First one expands for all fixed (t, θ) ∈ R× (0, 1) the function
x 7→ (t−x)θ−1/2+ − (−x)θ−1/2+ in the basisML, then one makes, in the deterministic integrals
corresponding to the coefficients, the change of variable u = 2jx−k, finally using the isometry
property of the Wiener integral in (1.9), one can show that the series∑
(j,k)∈Z2
2−jθεj,k
[
Ψ(2jt− k, θ)−Ψ(−k, θ)],
converges in L2(Ω) (Ω is the underlying probability space) to the random variable B(t, θ). 
Let us now notice that for all ω ∈ Ω∗ and (t, θ) ∈ R × (0, 1), B˜(t, θ, ω) can be expressed
as,
B˜(t, θ, ω) = B˜1(t, θ, ω) + B˜2(t, θ, ω)− R˜(θ, ω), (4.21)
where
B˜1(t, θ, ω) =
0∑
j=−∞
2−jθ
∑
k∈Z
εj,k(ω)
[
Ψ(2jt− k, θ)−Ψ(−k, θ)], (4.22)
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B˜2(t, θ, ω) =
+∞∑
j=1
2−jθ
∑
k∈Z
εj,k(ω)Ψ(2
jt− k, θ), (4.23)
and
R˜(θ, ω) =
+∞∑
j=1
2−jθ
∑
k∈Z
εj,k(ω)Ψ(−k, θ). (4.24)
In the sequel, we show that the functions (t, θ) 7→ B˜1(t, θ, ω) and (t, θ) 7→ R˜(θ, ω) are C∞ over
R×(0, 1); thus it turns out that for proving Theorem 2.1, it is sufficient to show that it is true
when the field {B˜(t, θ)}(t,θ)∈R×(0,1), is replaced by the more simple field {B˜2(t, θ)}(t,θ)∈R×(0,1).
The following technical lemma will play a crucial roˆle in the sequel.
Lemma 4.4 For all ω ∈ Ω∗ and j ∈ Z, we denote by Sj(·, ·, ω) the real-valued function
defined for every (t, θ) ∈ R× (0, 1) , as,
Sj(y, θ, ω) =
∑
k∈Z
εj,k(ω)Ψ(y − k, θ). (4.25)
Then, the following two results hold, for each ω ∈ Ω∗.
(i) For all j ∈ Z, the function Sj(·, ·, ω) is C∞ over R × (0, 1) and one has for every
nonnegative integers m,n and each (y, θ) ∈ R× (0, 1),
(∂my ∂
n
θ Sj)(y, θ, ω) =
∑
k∈Z
εj,k(ω)(∂
m
y ∂
n
θΨ)(y − k, θ). (4.26)
(ii) For all real numbers 0 < a < b < 1 and for every nonnegative integers m,n, there
exists a finite constant C(ω) only depending on a, b,m, n, ω, such that for all j ∈ Z and
positive real number z, one has,
sup
{∣∣(∂my ∂nθ Sj)(y, θ, ω)∣∣ : (y, θ) ∈ [−z, z] × [a, b]}
≤ sup
{∑
k∈Z
|εj,k(ω)|
∣∣(∂my ∂nθΨ)(y − k, θ)∣∣ : (y, θ) ∈ [−z, z]× [a, b]
}
≤ C(ω)
√
log(2 + |z|) log(2 + |j|). (4.27)
Proof of Lemma 4.4: First observe that by using (4.10) and (4.8), one can prove that for
each fixed (j, y, θ, ω) ∈ Z×R× (0, 1)×Ω∗, the series in (4.25) is absolutely convergent, which
implies that the function Sj(·, ·, ω) is well-defined. Let us now show that Part (i) holds, to
this end, it is sufficient to prove that for all nonnegative integers m,n, the series∑
k∈Z
εj,k(ω)(∂
m
y ∂
n
θΨ)(y − k, θ),
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is uniformly convergent, on each compact set of the form [−M,M ]× [a, b], where M,a, b are
arbitrary real numbers satisfying M > 0 and 0 < a < b < 1. In order to derive the latter
result, we will show that, ∑
k∈Z
|εj,k(ω)|sk <∞, (4.28)
where for each k ∈ Z,
sk = sup
{∣∣(∂my ∂nθΨ)(y − k, θ)∣∣ : (y, θ) ∈ [−M,M ]× [a, b]} .
Observe that, in view of (4.8), one has, for some constant c1 > 0 and all k ∈ Z, satisfying
|k| > M ,
sk ≤ c1
(
2 + |k| −M)−2.
Therefore using (4.10), one gets (4.28). Let us now prove that Part (ii) holds. It follows from
(4.26), (4.8) and (4.10), that, for all j ∈ Z and (y, θ) ∈ [−z, z]× [a, b],∣∣(∂my ∂nθ Sj)(y, θ, ω)∣∣
≤
∑
k∈Z
|εj,k(ω)|
∣∣(∂my ∂nθΨ)(y − k, θ)∣∣
≤ C2(ω)
√
log(2 + |j|)
∑
k∈Z
√
log(2 + |k|)(
2 + |y − k|)2
≤ C3(ω)
√
log(2 + |j|) log(2 + z)
∑
k∈Z
√
log(2 + |k|)(
2 + |y − [y]− k|)2 , (4.29)
where [y] is the integer part of y and where C2(ω) and C3(ω) are two constants non depending
on j, y, z and θ. Then, combining (4.29) with (4.15), one obtains (4.27). 
The following lemma corresponds to Proposition 2.1 in [4], yet we prefer to give a short
proof of it, for the sake of clarity.
Lemma 4.5 For all ω ∈ Ω∗ the function (t, θ) 7→ B˜1(t, θ, ω) (see (4.22)) is C∞ over R ×
(0, 1).
Proof of Lemma 4.5: In view of (4.22) and (4.25), one has that
B˜1(t, θ, ω) =
0∑
j=−∞
Qj(t, θ, ω),
where for each j ∈ Z−, Qj(·, ·, ω) is the C∞ function over R× (0, 1), defined as,
Qj(t, θ, ω) = 2
−jθ
[
Sj(2
jt, θ, ω)− Sj(0, θ, ω)
]
. (4.30)
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Therefore, in order to show the lemma, it is sufficient to prove that for each nonnegative
integers p, q, and real numbers M,a, b satisfying M > 0 and 0 < a < b < 1, one has,
0∑
j=−∞
sup
{∣∣(∂pt ∂qθQj)(t, θ, ω)∣∣ : (t, θ) ∈ [−M,M ]× [a, b]} <∞. (4.31)
Let us first study the case where p = 0 and q is an arbitrary nonnegative integer. Using
(4.30) and the Leibniz formula, it follows that
(∂qθQj)(t, θ, ω) =
q∑
l=0
(
q
l
)
(−j log 2)l2−jθ[(∂q−lθ Sj)(2jt, θ, ω)− (∂q−lθ Sj)(0, θ, ω)], (4.32)
where
(
q
l
)
is the binomial coefficient q!l!×(q−l)! . Next applying the Mean Value Theorem, one
gets that
sup
{∣∣(∂q−lθ Sj)(2jt, θ, ω)− (∂q−lθ Sj)(0, θ, ω)∣∣ : (t, θ) ∈ [−M,M ]× [a, b]}
≤ 2jM sup
{∣∣(∂y∂q−lθ Sj)(y, θ)∣∣ : (y, θ) ∈ [−M,M ]× [a, b]} . (4.33)
Next putting together (4.32), (4.33) and (4.27), it follows that (4.31) holds in the case where
p = 0. Let us now study the case where p ≥ 1 and q is an arbitrary nonnegative integer. In
view of (4.30), one has that,
(∂ptQj)(t, θ, ω) = 2
j(p−θ)(∂pySj)(2
jt, θ, ω).
Therefore, using the Leibniz formula, one obtains that,
(∂pt ∂
q
θQj)(t, θ, ω) =
q∑
l=0
(
q
l
)
(−j log 2)l2j(p−θ)(∂py∂q−lθ Sj)(2jt, θ, ω). (4.34)
Finally, combining (4.34) with (4.27), one gets (4.31). 
The proof of the following lemma has been omitted since it is rather similar to that of
Lemma 4.5.
Lemma 4.6 For all ω ∈ Ω∗ the function (t, θ) 7→ R˜(θ, ω) (see (4.24)) is C∞ over R× (0, 1).
Let us now give some results concerning the global regularity of the function (t, θ) 7→
B˜2(t, θ, ω) (see (4.23)).
Lemma 4.7 For all ω ∈ Ω∗, the following three results hold.
(i) The function (t, θ) 7→ B˜2(t, θ, ω) is continuous over R× (0, 1).
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(ii) For each fixed t ∈ R, the function θ 7→ B˜2(t, θ, ω) is C∞ over (0, 1).
(iii) For every fixed nonnegative integer n, the function (t, θ) 7→ (∂nθ B˜2)(t, θ, ω) is continuous
over R× (0, 1).
Proof of Lemma 4.7: In view of (4.23) and (4.25), one has that
B˜2(t, θ, ω) =
+∞∑
j=1
Vj(t, θ, ω), (4.35)
where for each j ∈ N, Vj(·, ·, ω) is the C∞ function over R× (0, 1), defined as,
Vj(t, θ, ω) = 2
−jθSj(2
jt, θ, ω). (4.36)
Therefore, in order to show the lemma, it is sufficient to prove that for each nonnegative
integer q, and real numbers M,a, b satisfying M > 0 and 0 < a < b < 1, one has,
+∞∑
j=1
sup
{∣∣(∂qθVj)(t, θ, ω)∣∣ : (t, θ) ∈ [−M,M ]× [a, b]} <∞. (4.37)
By using (4.36) and the Leibniz formula, it follows that,
(∂qθVj)(t, θ, ω) =
q∑
l=0
(
q
l
)
(−j log 2)l2−jθ(∂q−lθ Sj)(2jt, θ, ω). (4.38)
Finally, combining (4.38) with (4.27), one gets (4.37). 
Now we are in position to prove Parts (i) and (iii) of Theorem 2.1.
Proof of Parts (i) and (iii) of Theorem 2.1: These two parts are straightforward
consequences of (4.21), and Lemmas 4.5, 4.6 and 4.7. 
Let us now turn to the proof of Theorem 2.1 Part (iv). We need the following two lemmas.
Lemma 4.8 For all ω ∈ Ω∗, for each nonnegative integer n, and for every real numbers
M,a, b satisfying M > 0 and 0 < a < b < 1, one has for all θ1, θ2 ∈ [a, b],
sup
t∈[−M,M ]
∣∣(∂nθ B˜2)(t, θ1, ω)− (∂nθ B˜2)(t, θ2, ω)∣∣ ≤ C(ω)|θ1 − θ2|, (4.39)
where the finite constant C(ω), only depends on ω, n,M, a, b.
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Observe that in the case where n = 0, Lemma 4.8 can be related to Part (c) of Proposi-
tion 2.2 in [4].
Proof of Lemma 4.8: The lemma easily results from the Mean Value Theorem and
Lemma 4.7. 
Lemma 4.9 For all ω ∈ Ω∗, for each nonnegative integer n, for every arbitrarily small real
number ε > 0 and for every real numbers M,a, b satisfying M > 0 and 0 < a < b < 1, one
has, for each θ ∈ [a, b] and t1, t2 ∈ [−M,M ],∣∣(∂nθ B˜2)(t1, θ, ω)− (∂nθ B˜2)(t2, θ, ω)∣∣ ≤ C1(ω)|t1 − t2|θ−ε. (4.40)
where the finite constant C(ω), only depends on ω, n, ε,M, a, b.
Proof of Lemma 4.9: The proof is inspired by that of Proposition 4.2 in [5]. First observe
that, in view of (4.35) and (4.38), in order to derive (4.40), it is sufficient to show that for all
l ∈ {0, . . . , n}, one has,
+∞∑
j=1
jl2−jθ
∣∣(∂n−lθ Sj)(2jt1, θ, ω)− (∂n−lθ Sj)(2jt2, θ, ω)∣∣ ≤ C1(ω)|t1 − t2|θ−ε, (4.41)
where C1(ω) is a finite constant only depending on ω, n, ε,M, a, b. Also observe that there
exists a constant c2 > 0, only depending, on ε, M and n such that, for all integer j ≥ 1,
jl2−jθ
√
log(2 +M2j) log(2 + |j|) ≤ c22−j(θ−ε). (4.42)
The inequality (4.41) is clearly satisfied when t1 = t2, so from now on we assume that
|t1 − t2| > 0. Let then j0 ≥ 1 be the unique integer such that
M2−j0+1 < |t1 − t2| ≤M2−j0+2. (4.43)
By using (4.27), (4.42) and (4.43), one has that,
+∞∑
j=j0+1
jl2−jθ
(
sup
{∣∣(∂n−lθ Sj)(2jt, θ, ω)∣∣ : (t, θ) ∈ [−M,M ]× [a, b]}) (4.44)
≤ C3(ω)
+∞∑
j=j0+1
2−j(θ−ε) ≤ C3(ω)
(
1− 2−(a−ε))−12−(j0+1)(θ−ε) ≤ C4(ω)|t1 − t2|θ−ε,
where C3(ω) and C4(ω) are two finite constants only depending on ω, n, ε,M, a, b. On the
other hand, it follows from the Mean Value Theorem, that, for all j ∈ N,∣∣(∂n−lθ Sj)(2jt1, θ, ω)− (∂n−lθ Sj)(2jt2, θ, ω)∣∣ (4.45)
≤ 2j |t1 − t2|
(
sup
{∣∣(∂y∂n−lθ Sj)(y, θ, ω)∣∣ : (y, θ) ∈ [−2jM, 2jM ]× [a, b]}) .
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Then, putting together, (4.45), (4.27), (4.42) and (4.43), one obtains that,
j0∑
j=1
jl2−jθ
∣∣(∂n−lθ Sj)(2jt1, θ, ω)− (∂n−lθ Sj)(2jt2, θ, ω)∣∣
≤ C5(ω)|t1 − t2|
j0∑
j=1
2(1−θ+ε)j ≤ C5(ω)|t1 − t2|
(
2(1−b+ε) − 1)−12(1−θ+ε)(j0+1)
≤ C6(ω)|t1 − t2|θ−ε, (4.46)
where C5(ω) and C6(ω) are two finite constants only depending on ω, n, ε,M, a, b. Finally
combining (4.44) with (4.46), one gets (4.41). 
Now we are in position to prove Part (iv) of Theorem 2.1.
Proof of Part (iv) of Theorem 2.1: it follows from (4.21), Lemma 4.5 and Lemma 4.6,
that it is sufficient to show that (2.3) holds, when ∂nθ B˜ is replaced by ∂
n
θ B˜2. Let (t1, θ1) ∈
[−M,M ] × [a, b] and (t2, θ2) ∈ [−M,M ] × [a, b], there is no restriction to assume that θ1 =
max{θ1, θ2}. Using the triangle inequality, one has that,∣∣(∂nθ B˜2)(t1, θ1, ω)− (∂nθ B˜2)(t2, θ2, ω)∣∣
≤ ∣∣(∂nθ B˜2)(t1, θ1, ω)− (∂nθ B˜2)(t2, θ1, ω)∣∣+ ∣∣(∂nθ B˜2)(t2, θ1, ω)− (∂nθ B˜2)(t2, θ2, ω)∣∣.
Next, combining the latter inequality with Lemmas 4.8 and 4.9, we can finish our proof. 
Let us now turn to the proof of Part (ii) of Theorem 2.1. Notice that (2.1) is a straight-
forward consequence of (2.3) in which one takes n = 0 and M,a, b such that (s, θ) ∈
(−M,M) × [a, b]. In order to show that (2.2) holds, one needs to introduce the real-valued
function Ψ˜, defined for every (y, θ) ∈ R× (0, 1) as,
Ψ˜(y, θ) =
1
2piΓ(θ + 1/2)
∫
R
eiyξe−i sgn(ξ)(θ+1/2)
pi
2 |ξ|θ+1/2ψ̂(ξ) dξ, (4.47)
where ψ̂ is the Fourier transform of the Lemarie´-Meyer mother wavelet ψ introduced at the
very beginning of this subsection. Let us now give some useful properties of Ψ˜. The proof
of the following lemma, has been omitted since it is very similar to those of Lemmas 2.1 and
3.4 in [4].
Lemma 4.10 (i) Ψ˜ is C∞ over R× (0, 1) and its partial derivatives of any order are well-
localized in the variable y ∈ R, uniformly in the variable θ ∈ (0, 1); in other words, one
has, for every nonnegative integers m and n,
sup
{(
2 + |y|)2∣∣(∂my ∂nθ Ψ˜)(y, θ)∣∣ : (y, θ) ∈ R× (0, 1)} <∞. (4.48)
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(ii) For all θ ∈ (0, 1), the first moment of the function Ψ˜(·, θ) vanishes, that is∫
R
Ψ˜(y, θ) dy = 0. (4.49)
(iii) For all θ ∈ (0, 1), the system of functions {2j′/2Ψ(2j′ · −k′, θ) : j′ ∈ Z, k′ ∈ Z}
(recall that Ψ has been introduced in (4.6)) and
{
2j/2Ψ˜(2j · −k, θ) : j ∈ Z, k ∈ Z} is
biorthogonal. This means that for all j, k, j′, k′ ∈ Z, one has
2(j+j
′)/2
∫
R
Ψ(2j
′
t− k′, θ)Ψ˜(2jt− k, θ) dt = δ(j, k; j′, k′), (4.50)
where δ(j, k; j′ , k′) = 1 if (j, k) = (j′, k′) and 0 otherwise.
The following lemma, which can be related to Part (c) of Proposition 3.3 in [5], allows one
to understand the motivation behind the introduction of Ψ˜.
Lemma 4.11 For all ω ∈ Ω∗, let B˜2(·, ·, ω) be the function introduced in (4.23). Then for
each fixed (j, k, θ, ω) ∈ N× Z× (0, 1) × Ω∗, the integral,
W˜j,k(θ, ω) = 2j(1+θ)
∫
R
B˜2(s, θ, ω)Ψ˜(2
js− k, θ) ds, (4.51)
is well-defined. Moreover, one has,
W˜j,k(θ, ω) = εj,k(ω), (4.52)
where εj,k is the N (0, 1) Gaussian random variable introduced in (4.9).
Proof of Lemma 4.11: First observe that by using the second inequality in (4.27), in the
case where m = n = 0, z = 1 + |s| and θ ∈ [a, b], one obtains, in view of (4.23), that
∣∣B˜2(s, θ, ω)∣∣ ≤ +∞∑
j′=1
2−j
′θ
∑
k′∈Z
|εj′,k′(ω)‖
∣∣Ψ(2j′s− k′, θ)∣∣
≤ C1(ω)
√
log(3 + |s|), (4.53)
where C1(ω) is a constant only depending on a, b, ω. Thus (4.53) and (4.48) imply that the
integral in (4.51) is well-defined. Moreover (4.23), the dominated convergence Theorem and
(4.50), entail that (4.52) holds. 
Now, we are in position to prove Part (ii) of Theorem 2.1.
Proof of Part (ii) of Theorem 2.1: As we have mentioned before, Relation (2.1) is a
straightforward consequence of Part (iv) of the theorem, which has already been proved. So,
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it remains to show that (2.2) holds; the proof, we are going to give, is inspired by that of
Proposition 4.1 in [5]. It follows from (4.21), Lemma 4.5 and Lemma 4.6, that it is sufficient
to show that (2.2) holds, when B˜ is replaced by B˜2. Suppose ad absurdum that the latter
relation is not satisfied for some ω0 ∈ Ω∗, (s0, θ0) ∈ R × (0, 1) and ε0 > 0 (notice that there
is no restriction to assume that θ0 + ε0 < 1), then there exists a finite constant C1(ω0) > 0
such that for some finite constant η0 > 0 and for all real number s satisfying |s − s0| ≤ η0,
one has ∣∣B˜2(s, θ0, ω0)− B˜2(s0, θ0, ω0)∣∣ ≤ C1(ω0)|s − s0|θ0+ε0 . (4.54)
On the other hand, by using the fact that s 7→ ∣∣B˜2(s, θ0, ω0)− B˜2(s0, θ0, ω0)∣∣ is a continuous
function over R as well as (4.53), one obtains that,
sup
{∣∣B˜2(s, θ0, ω0)− B˜2(s0, θ0, ω0)∣∣
|s− s0|θ0+ε0 : s ∈ R and |s− s0| ≥ η0
}
<∞. (4.55)
Thus, combining (4.54) with (4.55), it follows that, there is a finite constant C2(ω0) > 0, such
that for all s ∈ R, ∣∣B˜2(s, θ0, ω0)− B˜2(s0, θ0, ω0)∣∣ ≤ C2(ω0)|s − s0|θ0+ε0 . (4.56)
Then using (4.51), (4.52), (4.49), (4.56) and the change of variable t = 2js− k, one gets that
for all integer j ≥ 1 and k ∈ Z,
|εj,k(ω0)| = 2j(1+θ0)
∣∣∣ ∫
R
B˜2(s, θ0, ω0)Ψ˜(2
js− k, θ0) ds
∣∣∣
= 2j(1+θ0)
∣∣∣ ∫
R
[
B˜2(s, θ0, ω0)− B˜2(s0, θ0, ω0)
]
Ψ˜(2js− k, θ0) ds
∣∣∣
≤ C2(ω0)2j(1+θ0)
∫
R
|s− s0|θ0+ε0
∣∣Ψ˜(2js− k, θ0)∣∣ ds
≤ C2(ω0)2jθ0
∫
R
∣∣2−jt+ 2−jk − s0∣∣θ0+ε0 |Ψ˜(t, θ0)| dt
≤ C3(ω0)2−jε0
(
1 +
∣∣2js0 − k∣∣θ0+ε0), (4.57)
where C3(ω0) is a finite constant non depending on j and k. Observe that to derive the last
inequality in (4.57), we have used the fact that, for some finite constant c4 and for every real
numbers u, v, one has,
(|u|+ |v|)θ0+ε0 ≤ c4(|u|θ0+ε0 + |v|θ0+ε0), and we have also used (4.48).
Finally, (4.57) and (4.11) entail that
τj(s0, ω0) = O(2−jε0/2),
which contradicts (4.12). 
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4.3 Proof of Proposition 3.1
Let us denote by {Z(t, θ)}(t,θ)∈R×(0,1) the field defined for each (t, θ) as the Wiener integral,
Z(t, θ) =
∫
R
{
(t− x)θ−1/2+ log
[
(t− x)+
]− (−x)θ−1/2+ log [(−x)+]} dW (x). (4.58)
By expanding for every fixed (t, θ) ∈ R× (0, 1) the function
x 7→ (t− x)θ−1/2+ log
[
(t− x)+
]− (−x)θ−1/2+ log [(−x)+],
in the Lemarie´-Meyer orthonormal wavelet basis ML (see the beginning of Subsection 4.2),
and by using the isometry property of the Wiener integral, it follows that
Z(t, θ) =
∑
j∈Z
∑
k∈Z
εj,k
[
dj,k(t, θ)− dj,k(0, θ)
]
, (4.59)
where the N (0, 1) Gaussian random variables εj,k have been introduced in (4.9) and where
dj,k(t, θ) = 2
j/2
∫
R
(t− x)θ−1/2+ log
[
(t− x)+
]
ψ(2jx− k) dx. (4.60)
Observe that the series in (4.59) is convergent, for every fixed (t, θ), in L2(Ω), where Ω is the
underlying probability space. Setting in (4.60) s = 2jx−k, and using Lemma 4.4, one obtains
after a sequence of standard computations, that for every ω ∈ Ω∗ (the event of probability 1
introduced in Theorem 2.1) and for each (t, θ) ∈ R× (0, 1), one has when j ≤ 0,
(∂θQj)(t, θ, ω) =
∑
k∈Z
εj,k(ω)
[
dj,k(t, θ)− dj,k(0, θ)
]
. (4.61)
and, one has when j > 0,
(∂θVj)(t, θ, ω)− (∂θVj)(0, θ, ω) =
∑
k∈Z
εj,k(ω)
[
dj,k(t, θ)− dj,k(0, θ)
]
; (4.62)
recall that the C∞ functions Qj(·, ·, ω) and Vj(·, ·, ω) have been introduced in (4.30) and in
(4.36). Moreover using Proposition 4.2, (4.31) and (4.37), it follows that for all ω ∈ Ω∗ and
(t, θ) ∈ R× (0, 1),
(∂θB)(t, θ, ω) =
0∑
j=−∞
(∂θQj)(t, θ, ω) +
+∞∑
j=1
[
(∂θVj)(t, θ, ω)− (∂θVj)(0, θ, ω)
]
. (4.63)
Finally putting together (4.59), (4.61), (4.62) and (4.63), one obtains the proposition. 
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