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Delay on broadcast erasure channels under
random linear combinations
Nan Xie, Member, IEEE, and Steven Weber, Senior Member, IEEE
Abstract—We consider a transmitter broadcasting random
linear combinations (over a field of size d) formed from a block
of c packets to a collection of n receivers, where the channels
between the transmitter and each receiver are independent
erasure channels with reception probabilities q = (q1, . . . , qn).
We establish several properties of the random delay until all
n receivers have recovered all c packets, denoted Y (c)n:n. First,
we provide lower and upper bounds, exact expressions, and a
recurrence for the moments of Y (c)n:n. Second, we study the delay
per packet Y (c)n:n/c as a function of c, including the asymptotic
delay (as c → ∞), and monotonicity (in c) properties of the
delay per packet. Third, we employ extreme value theory to
investigate Y (c)n:n as a function of n (as n → ∞). Several results
are new, some results are extensions of existing results, and some
results are proofs of known results using new (probabilistic) proof
techniques.
Index Terms—broadcast channel, erasure channel, network
coding, delay, random linear combination.
I. INTRODUCTION
The focus of this paper is on the number of time slots
required to broadcast a collection of c packets to n receivers,
where the channels between the transmitter and each receiver
are independent erasure channels with reception probabilities
q = (q1, . . . , qn) (Fig. 1). In particular, the random delay
associated with the transmission is the number of elapsed time
slots until each receiver has all c packets, when the transmitter
forms random linear combinations of the c packets over a
(finite or infinite) field of size d, denoted Y (c)n:n. The focus
of our investigation is primarily, although not exclusively, on
deriving properties (e.g., exact expressions, lower and upper
bounds, asymptotics) of the rth moment of Y (c)n:n, denoted
E
[(
Y
(c)
n:n
)r]
. The proof techniques we employ are almost
entirely probabilistic.
A. Motivation and related work
The broad motivation and context for this work is the
fact that the use of random linear combinations of packets
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Fig. 1. The heterogeneous broadcast erasure channel consists of a transmitter
and n receivers connected over independent erasure channels with reception
probabilities q = (q1, . . . , qn). Of interest is the time required for all n
receivers to receive all c packets, denoted Y (c)n:n. The homogeneous channel
has qj = q for j ∈ {1, . . . , n}.
as a coding paradigm has received a great deal of attention
within both the network coding (see, e.g., [2] and subsequent
work) and fountain coding (see, e.g., [3] and subsequent work)
communities. More specifically, there have been a number of
recent (since 2006) works focused on the broadcast delay of
random linear combinations over erasure channels, including
[4], [5], [6], [7], [8], [9]. We now relate the contributions of
this paper within the context of this body of work. Several
of our results are new, some results are extensions of existing
results, and some results are new proofs of known results using
new (probabilistic) proof techniques.
To our knowledge the earliest work on broadcast delay
using random linear combinations over erasure channels is
that of Eryilmaz, Ozdaglar, Me´dard, and Ahmed [4] (with a
preliminary conference version in [10]). They compare the
delays under scheduling with (or without) channel state infor-
mation vs. random linear coding and establish the superiority
of the latter, and also establish explicit expressions for the
delays under random linear coding, along with asymptotic
expressions in the number of receivers. We extend and reprove
via alternate techniques a couple of their results.
The work of Cogill, Shrader, and Ephremides [5], and Cogill
and Shrader [6], [7] address (variously) throughput, delay, and
stability of multicast queueing systems over erasure channels
using random linear packet coding. Of these, the work closest
to ours is [5]. Their focus in this work is primarily on the
stability region of arrival rates for multicast queueing systems,
and in establishing their results they obtain several results on
the broadcast delay. Again, we extend and reprove via alternate
techniques a couple of their results.
Recent work by Yang and Shroff [8] has extended the chan-
2nel model to the Markov-modulated erasure channel (allowing
correlations in time). Additionally, Swapna, Eryilmaz, and
Shroff [9] have studied extensions of this framework to address
the case where the blocklength c scales with n, the number of
receivers, and in particular they show the existence of a phase-
transition at c(n) = Θ(logn). Our work does not address
either of these extensions — we restrict our attention to erasure
channel realizations that are independent in time (and across
users), and we do not address the asymptotic regime when the
blocklength c grows with the number of users n.
Besides our contributions extending certain results in the
above work, we have also investigated the following additional
topics that, to our knowledge, have not been previously
addressed. First, a common theme throughout our work is on
lower and upper bounds on each of the moments of the delay,
which hold for all finite c, n, and which we additionally show
to be (almost) asymptotically tight for fixed n as c grows large,
and for fixed c as n grows large. Second, we establish the
intuitive fact that the expected delay per packet is decreasing
in the blocklength c. Although this fact is intuitive, the proof
is non-trivial, and in fact we show some (perhaps) counter-
intuitive results giving necessary and sufficient conditions on
the sample-path realizations of the delay per packet to be
decreasing as the blocklength is increased. Third, we employ
extreme value theory and stochastic ordering in studying the
asymptotic behavior of the delay as the number of receivers n
is increased. As will become evident, it is natural to use these
two tools together.
B. Outline
The paper is structured as follows. The model and common
notation are introduced in §II, and §III analyzes the delay
without coding, i.e., when each packet in the block is repeat-
edly broadcast until received by all receivers. The next three
sections form the heart of the paper. First, in §IV we address
the delay under random linear combinations, with subsections
for i) lower and upper bounds, ii) exact expressions, iii) a
recurrence for the delay, and iv) a characterization of the
channels that minimize the delay. Second, in §V we address
the delay per packet as a function of the blocklength c, with
subsections for i) the asymptotic (in c) delay per packet, ii)
monotonicity (in c) properties of the delay per packet, and
iii) bounds on the expected delay per packet that are (almost)
asymptotically tight in c. Third, in §VI we address the delay as
a function of the number of receivers n, where our approach
couples (extreme) order statistic inequalities with stochastic
ordering and extreme value theory to establish that the bounds
on delay are asymptotically tight in n. A brief conclusion
is offered in §VII. Several appendices follow the references,
holding long proofs from §III, §IV, §V, and §VI respectively.
Table I contains a summary of the results in the paper (refer
to §II for notation), where the governing assumption for each
result (see Assumption 1 in §II-A), if applicable, is indicated.
II. MODEL AND NOTATION
In this section we introduce the notation and the model.
Relevant discrete distributions are covered in §II-A and contin-
uous distributions in §II-B. In many situations (e.g., bounding
TABLE I
SUMMARY OF RESULTS
§#/Result Title/Description
§II Model and notation
Prop. 1 Stochastic orderings under different assumptions
§III Delay under uncoded transmission
Prop. 3 Bounds on E[Xrn:n] (A2)
Cor. 1 Bounds on E[Xrn:n] (A3)
Prop. 4 Exact E[Xr]
Prop. 5 Exact E[Xrn:n] (A2)
Cor. 2 Exact E[Xn:n] and E[X2n:n] (A2)
§IV Delay under random linear combinations
Prop. 6 Bounds on E
[(
Y
(c)
n:n
)r] (A1)
Prop. 7 Bounds on E
[(
Y
(c)
n:n
)r] (A2)
Prop. 8 Bounds on E
[(
Y
(c)
n:n
)r] (A3)
Prop. 9 Exact E
[(
Y
(c)
n:n
)r] (A1,A2)
Prop. 10 Recurrence for Y (c)n:n (A1,A2)
Cor. 3 Recurrence for E[Y (c)n:n] (A1,A2)
Prop. 11 Minimization of E[Xrn:n] (A2)
Prop. 12 Minimization of E
[(
Y
(c)
n:n
)r] (A2)
§V Dependence of RLC delay on the blocklength c
Prop. 13 Convergence in c of {Y (c)n:n/c} (A1)
Prop. 14 Satisfying conditions for Prop. 13 (A1)
Prop. 15 Inequality limc→∞ E[Y (c)n:n]/c ≤ E[Xn:n] (A1)
Prop. 16 E[Y (c)n:n]/c monotone decreasing in c (A2)
Prop. 17 E[Y (c)n:n]/c monotone decreasing in c (A1)
Cor. 4 Optimal sum block delay over block partitions (A1)
Prop. 18 1
c
Y
(c)
j and
1
c+1
Y
(c+1)
j not stochastically ordered (A2)
Prop. 19 Sample path monotonicity in c of T (c,m)n:n (ω) (A2)
Prop. 20 Asymptotically (in c) tight bounds on E[Y (c)n:n]/c (A3)
§VI Dependence of RLC delay on the num. of receivers n
Cor. 5 Bounds on limn→∞ E
[(
φ(q)Y
(c)
n:n − bn
)r] (A3)
Lem. 1 Standardized and non-standardized asymptotic moments
Prop. 23 Asymptotic (in n) scaling of E
[(
Y
(c)
n:n
)r] (A3)
Prop. 24 Asym. (in n) tight lower bound on E
[(
Y˜
(c)
n:n
)r] (A3)
Prop. 25 Asym. (in n) tight upper bound on E
[(
Y˜
(c)
n:n
)r] (A3)
Appendices
Lem. 2 Ix(a, b) increasing in b
Lem. 3 log Ix(a, b) concave on x ∈ (0, 1)
Prop. 26 Conditions ensuring log-concavity of 1− Fn−1
Z
(t)
Prop. 27 1− Fn−1
Z
(t) log-concave for Z ∼ Gamma(c, 1)
Prop. 28 Optimization of de la Cal’s bound (202)
Lem. 4 Column invariant row-index selection rule (A2)
Lem. 5 E
[
maxj
∑c
k=1 Z
(c+1)
j,k
]
> E
[∑c
k=1 Z
(c+1)
Jˆ(c+1),k
]
(A2)
Lem. 6 (Jˆ , Xj,k+Xj,k′ , Xj,k,Xj,k′ ) form Markov Chains (A1)
Lem. 7 Stochastic ordering of geometric RVs (A1)
Prop. 31 Lower and upper moment bounds for iid exponentials
a moment of the random delay) it is more convenient to
work with the “associated” continuous random variable (RV),
where the association is through the existence of a stochastic
ordering, as will be described in §II-B.
Our notational convention is to denote the set of natural
numbers (i.e., positive integers) by N ≡ {1, 2, . . .}. For any
n ∈ N, we write [n] to denote the set {1, . . . , n}. 1S is either
an indicator function if S is a boolean function (event), or
a binary vector with S indicating the set of indices taking
1. The natural logarithm is denoted log(·). Our convention
for the geometric RV is such that it denotes the number of
3independent Bernoulli trials needed to get the first “success”
(hence the support {1, 2, . . .}) and is parameterized by q, the
success probability. P(·) and E[·] denote the probability and
expectation respectively. Superscripts enclosed in parentheses
of a RV indicate the corresponding blocklength. Z ∼ FZ
indicates the RV Z has a cumulative distribution function
(CDF) FZ . Z1 ∼ Z2 and Z1 d= Z2 for RVs Z1, Z2 both
mean they are equal in distribution. Table II lists frequently
used notation, while Table III lists notation for the specific
distributions in the paper; additional notation will be explained
at first use.
TABLE II
GENERAL NOTATION
Symbol Meaning
n, [n] number and set of receivers
[n]s set of all subsets of [n] of size s ∈ [n]
c, [c] blocklength, and set of packets per block
q = (qj∈[n]) reception probabilities (A1, A2)
qj∈[n] = q reception probabilities (A3)
Q = (qj∈[n],k∈[c]) success probability matrix (A1)
qj∈[n],k∈[c] = qj success probabilities (A2)
qj∈[n],k∈[c] = q success probabilities (A3)
φ(q) rate parameter (§II) of the continuous analog RV
d field size for coeff. used in linear combinations
Hn nth harmonic number(
m
k
)
binomial coefficient{
m
k
}
Stirling number of the second kind
Z, Z˜ a generic discrete/continuous RV
Zn:n, Z˜n:n maximum order statistic of (Zj∈[n]), (Z˜j∈[n])
FZ(z), FZ˜(z) cumulative distribution function (CDF) for Z, Z˜
pZ(z), fZ˜(z) prob. mass/density function (PMF/PDF) for Z, Z˜
E[Zr],E[Z˜r] rth (r ∈ N) moment of Z, Z˜
TABLE III
PROBABILITY DISTRIBUTIONS
Symbol Meaning
X ∼ Geo(q) geometric RV with success prob. q
X˜ ∼ Exp(1) exponential RV with rate 1
1
φ
X˜ ∼ Exp(φ) exponential RV with rate φ
Y
(c)
j =
∑c
k=1Xj,k time required for c successes at receiver j
Y
(c)
j ∼
GenNegBin(c,qj) generalized negative binomial RV (A1)
NegBin(c, qj) negative binomial RV (A2)
NegBin(c, q) negative binomial RV (A3)
Y˜ (c) ∼ Gamma(c, 1) sum of c iid unit rate exponential RVs
1
φ
Y˜ (c) ∼ Gamma(c, φ) sum of c iid exponential RVs with rate φ
Y˜
(c)
j =
∑c
k=1 X˜j,k continuous analog of Y
(c)
j
Y˜
(c)
j ∼
HypoExp(c, φ(qj)) hypo-exponential RV (A1)
Gamma(c, φ(qj)) Gamma RV (A2)
Gamma(c, φ(q)) Gamma RV (A3)
W ∼ Bin(m, q) binomial RV with m trials & succ. prob. q
Ix(α, β) regularized incomplete beta function
Iq(l, m− l+ 1) CCDF of W evaluated at l: P(W ≥ l)
A. Discrete distributions
Index the transmission slots by N, and define the (random)
block delay to be the total number of elapsed slots until each
of the n receivers has successfully decoded the block of c
packets. We consider two separate transmission schemes: i)
uncoded transmission (§III), abbreviated UT, and ii) random
linear combinations (§IV through §VI), abbreviated RLC.
Under UT, the transmitter in effect treats each of the c
packets as a separate block, and repeatedly (re-)transmits each
packet until all receivers have that packet, at which time it
moves on to the next packet in the block of c packets, if
any. The presumption is that a feedback channel exists which
alerts the transmitter that all n receivers have the packet. Due
to the standing independence assumptions, it is clear that the
overall random delay to transmit all c packets is the sum
of c independent and identically distributed (iid) RVs, each
representing the time (in slots) for the transmitter to complete
one of the c packets. In particular, define the random delay
per packet under UT as the maximum of n geometric RVs,
Xn:n ≡ max(X1, . . . , Xn), with (X1, . . . , Xn) independent
and Xj ∼ Geo(qj) representing the delay per packet under
UT for receiver j, i.e., the number of transmission attempts
until receiver j is successful.
Under RLC, the transmitter forms in each time slot a new
random linear combination of the c (original, information)
packets, with coefficients generated uniformly at random from
a finite or infinite field of size d, namely {0, . . . , d − 1}.
This combination of packets (i.e., the encoded packet) is then
broadcast to the receivers; the block delay under RLC is the
number of time slots until all receivers have decoded all c
packets. In particular, each receiver is able to recover the
packets after receiving c linearly independent combinations.
This is because c receptions are required for the matrix of
coding vectors, formed by stacking the vectors of coefficients
used in each combination, to have full rank, and therefore to
be invertible [2], [11], [12]. To be sure, these coefficients con-
stitute a source of overhead not found in UT, but this overhead
can be amortized by scaling the packet size. Alternately, so-
called “non-coherent network coding”, using the concept of
vector space or subspace coding [13], ameliorates the need
for the coefficients to be incorporated in the packet header. At
any rate, our interest lies in the delay and not in the packet
encoding overhead, and as such we ignore the RLC overhead
relative to UT.
More precisely, the block delay for a block of c packets
under RLC is denoted by Y (c)n:n ≡ max
(
Y
(c)
1 , . . . , Y
(c)
n
)
. The
expected block delay is E
[
Y
(c)
n:n
]
and the expected delay per
packet is E
[
Y
(c)
n:n
]
/c. Each Y (c)j =
∑c
k=1Xj,k is a general-
ized negative binomial RV, denoted Y (c)j ∼ GenNegBin(c,qj)
with parameter qj = (qj,1, . . . , qj,c), for independent geomet-
ric RVs (Xj,1, . . . , Xj,c) with Xj,k ∼ Geo(qj,k). We say that
a receiver j is in state k ∈ [c] if it has already received a
maximum of k − 1 linearly independent combinations from
the transmitter. Then Xj,k represents the duration for which
receiver j stays in state k, and is given by the elapsed time slots
between receiver j obtaining the (k − 1)th and kth linearly
independent combinations. We reiterate that k is not a time
index, per se, although k = k(t) is nondecreasing in t. That
(Xj,k) are independent in j (k) is due to the assumption
that the erasure channels are independent in space (time),
4respectively. The n× c matrix Q with entries qj,k for j ∈ [n]
and k ∈ [c] holds the success probability indexed by receiver
j at state k:
qj,k = (1− dk−1−c)qj , j ∈ [n], k ∈ [c]. (1)
Here, qj is the time-invariant channel reception probability
for receiver j, d is the field size, and 1 − dk−1−c is the
probability that the linear combination sent by the transmitter
is in fact independent of the k−1 linear combinations already
received by receiver j (e.g., [5, Lemma 1]). Eq. (1) is the most
general case, which we occasionally specialize for tractability,
as indicated below.
Assumption 1: Throughout, we assume one of the three
cases listed below, in order of decreasing generality.
A1: State-dependent receptions, heterogeneous receivers.
The field size d is finite and the reception probabilities
q = (q1, . . . , qn) are unrestricted (heterogeneous). The
success probabilities are given by the n × c matrix Q
with entries qj,k in (1). The random block delay Y (c)n:n
is the maximum of n independent generalized negative
binomial RVs Y (c)j ∼ GenNegBin(c,qj), with qj =
(qj,1, . . . , qj,c), for j ∈ [n].
A2: State-independent receptions, heterogeneous
receivers. The field size d is infinite, but the
reception probabilities q = (q1, . . . , qn) are unrestricted
(heterogeneous). Due to the infinite field size, received
linear combinations are linearly independent of all
previous combinations, and so the success probabilities
equal the reception probabilities, which are independent
of k, i.e., qj,k = qj for j ∈ [n] and all k ∈ [c]. The success
probabilities are given by q = (qj , j ∈ [n]). The random
block delay Y (c)n:n is the maximum of n independent
negative binomial RVs Y (c)j ∼ NegBin(c, qj), for
j ∈ [n].
A3: State-independent receptions, homogeneous receivers.
The field size d is infinite, and the reception probabilities
are homogeneous, i.e., qj = q for all j ∈ [n]. Due to
the infinite field size, received linear combinations are
linearly independent of all previous combinations, and so
the success probabilities equal the reception probability,
which is independent of k and j, i.e., qj,k = q for all
j ∈ [n] and all k ∈ [c]. The random block delay Y (c)n:n
is the maximum of n iid negative binomial RVs Y (c)j ∼
NegBin(c, q), for j ∈ [n].
Throughout, when necessary we will indicate the governing
assumption. To reiterate, A1 is the most general assumption,
A2 is a special case of A1 for d =∞, and A3 is a special case
of A2 for qj∈[n] = q. The governing assumption (if applicable)
for each result in the paper is also listed in Table I.
It is worth noting that, in general, setting c = 1 in RLC
does not recover UT as a special case. In particular, for
d < ∞, setting c = 1 gives qj,1 = (1 − d−1)qj 6= qj ,
since we are forming linear combinations over a block of
one packet, for which there is a probability of selecting the
0 coefficient, which is (trivially) linearly dependent upon
previous receptions. Naturally, we do recover UT as a special
case of RLC for c = 1 and d =∞.
B. Continuous distributions
Although the (discrete) geometric and negative binomial
distributions directly capture the discrete delay of interest to
us, nonetheless we will often find it useful to consider what
we call the continuous analogs of these distributions. The
lynchpin connecting the discrete RVs to their continuous RV
analogs is the notion of stochastic ordering, the basic concepts
of which we briefly review below, drawing directly from Ross
[14, Chapter 9]. As described below, stochastic ordering is
preserved under positive scaling, translation, and component-
wise nondecreasing functions (with independent components)
and more importantly implies moment ordering. Collectively,
these properties allow us to establish inequalities on the rth
moment of a discrete RV in terms of the rth moment of its
(often more tractable) continuous analog.
Generic scalar (continuous or discrete) RVs Z1, Z2 are
said to be stochastically ordered, denoted Z1 ≤st Z2,
if for all z: F¯Z1(z) ≤ F¯Z2(z) for F¯ = 1 − F the
complementary CDF (CCDF) of the RV. Stochastic order-
ing implies moment ordering, i.e., Z1 ≤st Z2 implies
E[Z1] ≤ E[Z2] ([14, Lemma 9.1.1]). If we instead let
Z1, Z2 denote random n-vectors with independent stochas-
tically ordered components, i.e., Z1 = (Z1,1, . . . , Z1,n) and
Z2 = (Z2,1, . . . , Z2,n) each have independent components
and Z1,j ≤st Z2,j for all j ∈ [n], then the stochastic
ordering is preserved under any multivariate nondecreasing
function f , i.e., f(Z1) ≤st f(Z2) ([14, Example 9.2(A)]).
Since the functions f(z) = zr (r > 0) for nonnegative z and
f(z1, . . . , zn) = max(z1, . . . , zn) are both nondecreasing, it
follows that max(Z1,1, . . . , Z1,n) ≤st max(Z2,1, . . . , Z2,n),
max(Z1,1, . . . , Z1,n)
r ≤st max(Z2,1, . . . , Z2,n)r, and thus
E[max(Z1,1, . . . , Z1,n)
r] ≤ E[max(Z2,1, . . . , Z2,n)r], for any
nonnegative integer r.
Throughout the paper we indicate the continuous RV
matched to a discrete RV, say Z , by Z˜ . As summarized in
Table III, let X˜ ∼ Exp(1) denote a unit-rate exponential RV,
and Y˜ (c) ∼ Gamma(c, 1) = X˜1 + · · ·+ X˜c denote a Gamma
RV, i.e., the sum of c independent unit-rate exponential RVs.
For φ > 0 it is easily seen that 1
φ
X˜ ∼ Exp(φ) and
1
φ
Y˜ (c) ∼ Gamma(c, φ). Thus there is no loss of generality in
restricting our attention to unit rate exponentials and Gamma
RVs, as the general case is obtained by scaling.
Recall the discrete definitions of Xn:n ≡ max(X1, . . . , Xn)
(for independent Xj ∼ Geo(qj)) and Y (c)n:n ≡
max(Y
(c)
1 , . . . , Y
(c)
n ) (for independent Y (c)j = Xj,1+· · ·+Xj,c
with Xj,k ∼ Geo(qj,k)). Set φ(q) ≡ − log(1 − q), which
may be viewed as the “rate” parameter of the exponential
RV matched to Geo(q). Define the continuous analog
X˜n:n ≡ max(X˜1, . . . , X˜n) (for independent X˜j), where i)
under Assumption A2 X˜j ∼ 1φ(qj)X˜ ∼ Exp(φ(qj)), while ii)
under Assumption A3 X˜j ∼ 1φ(q) X˜ ∼ Exp(φ(q)). Similarly,
we define the continuous analog Y˜ (c)n:n ≡ max(Y˜ (c)1 , . . . , Y˜ (c)n )
(for independent Y˜ (c)j = X˜j,1 + · · · + X˜j,c the sum of c
independent RVs (X˜j,k, k ∈ [c])). We have:
i) Under Assumption A1 X˜j,k ∼ 1φ(qj,k)X˜ ∼
Exp(φ(qj,k)), and Y˜ (c)j ∼ HypoExp(c, φ(qj)) for
5φ(qj) = (φ(qj,k), k ∈ [c]);
ii) Under Assumption A2 X˜j,k ∼ 1φ(qj)X˜ ∼ Exp(φ(qj)),
and Y˜ (c)j = 1φ(qj) Y˜
(c) ∼ Gamma(c, φ(qj));
iii) Under Assumption A3 X˜j,k ∼ 1φ(q)X˜ ∼ Exp(φ(q)),
and Y˜ (c)j = 1φ(q) Y˜
(c) ∼ Gamma(c, φ(q)).
We now establish several stochastic orderings between discrete
RVs and their continuous analogs.
Proposition 1: The following stochastic orderings hold for
each j ∈ [n]:
i) Under Assumption A1, for RLC: Y˜ (c)j ∼
HypoExp(c, φ(qj)) and Y (c)j ∼ GenNegBin(c,qj):
Y˜
(c)
j ≤st Y (c)j ≤st Y˜ (c)j + c. (2)
ii) Under Assumption A2, for UT: X˜j ∼ 1φ(qj)X˜ ∼
Exp(φ(qj)) and Xj ∼ Geo(qj):
1
φ(qj)
X˜ ≤st Xj ≤st 1
φ(qj)
X˜ + 1. (3)
iii) Under Assumption A2, for RLC: Y˜ (c)j ∼ 1φ(qj) Y˜ (c) ∼
Gamma(c, φ(qj)) and Y (c)j ∼ NegBin(c, qj):
1
φ(qj)
Y˜ (c) ≤st Y (c)j ≤st
1
φ(qj)
Y˜ (c) + c. (4)
iv) Under Assumption A3, for UT: X˜j ∼ 1φ(q) X˜ ∼
Exp(φ(q)) and X ∼ Geo(q):
1
φ(q)
X˜ ≤st X ≤st 1
φ(q)
X˜ + 1. (5)
v) Under Assumption A3, for RLC: Y˜ (c)j ∼ 1φ(q) Y˜ (c) ∼
Gamma(c, φ(q)) and Y (c) ∼ NegBin(c, q):
1
φ(q)
Y˜ (c) ≤st Y (c) ≤st 1
φ(q)
Y˜ (c) + c. (6)
The above stochastic orderings omit the dependence upon j
when the distributions are not dependent upon j. Furthermore,
all these stochastic orderings are preserved when the RVs are
raised to the rth power, and, after taking expectations of these
powers, the ordering is preserved for the rth moments.
Proof: It suffices to prove cases i) and ii), since iii) and
v) are special cases of i), and iv) is a special case of ii). First,
we prove case ii). Let Xj ∼ Geo(qj) and recall X˜ ∼ Exp(1).
We first show 1
φ(qj)
X˜ ≤st Xj . Observe for any x ≥ 0:
F¯ 1
φ(qj )
X˜(x) = P
(
X˜ > φ(qj)x
)
= e−φ(qj)x = (1 − qj)x
≤ (1− qj)⌊x⌋ = F¯Xj (x), (7)
where ⌊x⌋ is the largest integer not exceeding x. We next show
Xj ≤st 1φ(qj)X˜ + 1:
F¯Xj (x) = P(Xj > x) = (1 − qj)⌊x⌋ < (1− qj)(x−1)
= e−φ(qj)(x−1) = F¯ 1
φ(qj )
X˜+1(x). (8)
Second, we prove case i). The fact Y˜ (c)j ≤st Y (c)j ≤st Y˜ (c)j +c
follows from 1) the stochastic ordering of 1
φ(qj,k)
X˜ ≤st
Xj,k ≤st 1φ(qj,k)X˜+1, 2) the fact that the sum of independent
nonnegative RVs is a nondecreasing function of a random
vector composed of those random variables, and 3) the fact
that stochastic ordering is preserved under nondecreasing
functions of random vectors with independent stochastically
ordered components ([14, Example 9.2(A)]).
III. DELAY UNDER UNCODED TRANSMISSION
The rth (r ∈ N) moment of delay under UT, E [Xrn:n],
is investigated in this section. We first give lower and upper
bounds (§III-A), then derive an exact closed-form expression
using the (moment) generating function (§III-B), after which
this section closes with further remarks on related work.
Throughout this section we assume A2: state-independent re-
ceptions, heterogeneous receivers. State-independence follows
from the fact that under UT there is no coding.
A. Lower and upper bounds on the moments of delay under
UT
Prop. 3 below hinges upon the stochastic ordering between
exponential and geometric RVs, and the following “min-max
identity”. Define [n]s to be the set of all subsets of [n] of size
s.
Proposition 2 (min-max identity, [15], pp. 128): For non-
negative (not necessarily independent) RVs Z1, . . . , Zn:
E
[
max
j∈[n]
Zj
]
=
n∑
s=1
(−1)s+1
∑
A∈[n]s
E
[
min
j∈A
Zj
]
. (9)
Proposition 3: Assume A2: State-independent receptions,
heterogeneous receivers. The rth moment of the maximum of
n independent geometric RVs E[Xrn:n] has lower and upper
bounds
ψr(q) ≤ E[Xrn:n] ≤
r∑
s=0
(
r
s
)
ψs(q), (10)
where
ψr(q) ≡ r!
n∑
s=1
(−1)s+1
∑
A∈[n]s

∑
j∈A
φ(qj)


−r
. (11)
Proof: It follows from the stochastic ordering presented
in §II that
E[X˜rn:n] ≤ E[Xrn:n] ≤ E[(X˜n:n + 1)r]. (12)
First, applying the min-max identity (Prop. 2) to (X˜r1 , . . . , X˜rn)
yields
E[max
j∈[n]
X˜rj ] =
n∑
s=1
(−1)s+1
∑
A∈[n]s
E[min
j∈A
X˜rj ]. (13)
Since i) the minimum of independent exponential RVs is
an exponential RV whose rate is the sum of the rates
of these individual exponential RVs, and ii) the rth mo-
ment of an exponential RV with rate λ (say) is r!/λr,
it follows that E
[
minj∈A X˜
r
j
]
= E
[(
minj∈A X˜j
)r]
=
6r!
(∑
j∈A φ(qj)
)−r
. This gives the lower bound ψr(q) in
(10). Next, the binomial theorem gives(
max
j∈[n]
X˜j + 1
)r
=
r∑
s=0
(
r
s
)
max
j∈[n]
X˜sj , (14)
and taking expectations gives the upper bound in (10).
Remark 1: Notice the gap is given by:
∑r−1
s=0
(
r
s
)
ψs(q),
and when r = 1 the gap equals 1, since ψ0(q) =∑n
s=1 (−1)s+1
(
n
s
)
= − [∑ns=0 (−1)s (ns)− 1] = 1.
Remark 2: Lemma 4 of [5] derives a lower bound on
the expected time slots required to broadcast a packet to all
n homogeneous receivers (i.e., E[Xn:n] when qj = q for
j ∈ [n]), in order to construct an outer bound on the stability
region of scheduling policies (Theorem 6). Our result is more
general in that it i) provides lower and upper bounds, ii)
applies to heterogeneous channels q = (q1, . . . , qn), and iii)
works for arbitrary (rth) moments. Further, the proof technique
we employ is probabilistic instead of analytic.
Remark 3: The classic (sequential) coupon-collector prob-
lem ([16, §3.6]) asks for the expected time to receive all of
n coupons, when in each time slot a new coupon is selected
uniformly at random from [n]. The broadcast delay problem
can be considered as a “parallel” coupon-collector problem
in that in each time slot each of the n coupons is received
independently with probabilities q, i.e., a reception by receiver
j corresponds to collecting a coupon of type j.
Specializing Prop. 3 to the homogeneous channel case with
r = 1, qj = q for all j ∈ [n] yields simpler expressions for the
lower and upper bounds after using the combinatorial identity∑n
s=1(−1)s
(
n
s
)
(− 1
s
) =
∑n
j=1
1
j
. We observe the lower bound
in Cor. 1 given below is the same as the one from Lemma 4
in [5].
Corollary 1: Assume A3: State-independent receptions,
homogeneous receivers. The expectation of the maximum of
n iid geometric RVs with parameter q is bounded as:
Hn
φ(q)
≤ E[Xn:n] ≤ Hn
φ(q)
+ 1, (15)
for Hn ≡ 1 + 1/2 + · · ·+ 1/n the nth harmonic number.
B. An exact moment expression for delay under UT
The following proposition, whose proof can be found in
Appendix I, derives an expression for the rth moment of a
geometric RV.
Proposition 4: The rth (r ∈ N) moment of a geometric RV
X ∼ Geo(q) is
E [Xr] =
1
q
r∑
l=1
{
r
l
}(
1
q
− 1
)l−1
l!, q ∈ (0, 1), (16)
where
{
r
l
}
is the Stirling number of the second kind.
It is interesting to observe Stirling numbers of the second
kind (often defined as the number of partitions of [r] into
l sets) often show up in expressions for the moments of
discrete RVs. As another example, the rth moment of a
Poisson RV with parameter λ, say Z ∼ Poi(λ), is given by
E[Zr] =
∑r
l=1
{
r
l
}
λl. Interpretations of the Stirling numbers
of the second kind including their affinity to differential
operators are discussed in [17].
With Prop. 4, we can now present an exact moment expres-
sion by further leveraging the min-max identity (Prop. 2) and
the property that the minimum of independent geometric RVs
is also a geometric RV.
Proposition 5: Assume A2: State-independent receptions,
heterogeneous receivers. The rth moment of the maximum of
n independent geometric RVs Xj ∼ Geo(qj), j ∈ [n] is given
by:
E[Xrn:n] =
n∑
s=1
(−1)s+1
∑
A∈[n]s
1
qA
r∑
l=1
{
r
l
}(
1
qA
− 1
)l−1
l!,
(17)
where qA ≡ 1 −
∏
j∈A(1 − qj) and
{
r
l
}
denotes the Stirling
number of the second kind.
Proof: Use min-max identity:
E[Xrn:n] = E[(max (X1, . . . , Xn))
r]
= E[max (Xr1 , . . . , X
r
n)]
=
n∑
s=1
(−1)s+1
∑
A∈[n]s
E
[
min
j∈A
Xrj
]
=
n∑
s=1
(−1)s+1
∑
A∈[n]s
E
[(
min
j∈A
Xj
)r]
. (18)
Now recognize minj∈AXj ∼ Geo(qA) (due to independence)
and substitute the expression for the rth moment of Geo(q)
derived in Prop. 4.
The following corollary illustrates the expressions from Prop.
5 for the first two moments (r = 1, 2).
Corollary 2: Assume A2: State-independent receptions,
heterogeneous receivers. The first two moments of maximum
of n independent geometric RVs with parameters q are:
E[Xn:n] =
n∑
s=1
(−1)s+1
∑
A∈[n]s

1−∏
j∈A
(1− qj)


−1
E[X2n:n] =
n∑
s=1
(−1)s+1
∑
A∈[n]s
1 +
∏
j∈A(1− qj)(
1−∏j∈A(1− qj))2
. (19)
Remark 4: Prop. 5 builds upon the min-max identity (Prop.
2) from [15, pp. 128]. It is straightforward to use the principle
of inclusion and exclusion (PIE) upon which Prop. 2 is proved
to establish a sequence of lower and upper bounds on E[Zn:n].
Moreover, there is an analogous “max-min” identity giving
E[minj∈[n] Zj] in terms of E[maxj∈A Zj] for A ⊆ [n]. Also,
recent work [18] has generalized the min-max and max-
min identities to a more general “sorting” identity in a non-
probabilistic setting.
Characterizing the expectation of the maximum of n ge-
ometric RVs is addressed in [19]. Let (X1, . . . , Xn) be iid
geometric RVs with parameter q. By using Fourier analysis
of the distribution of the fractional part of the maximum of
corresponding iid exponential RVs, [19, Corollary 2] obtains
an exact formula:
E[Xn:n] =
1
2
+
Hn
φ(q)
−
∑
k 6=0
1
2piki
n∏
j=1
(
1 +
2piki
jφ(q)
)−1
, (20)
7where i =
√−1. This result improves an earlier result [20,
Eq. 2.8]. Using our Corollary 1, the infinite sum in (20) can
be shown to have absolute value no larger than 1/2.
IV. DELAY UNDER RANDOM LINEAR COMBINATIONS
We now turn our attention from delay under UT to delay
under RLC, with a focus on the rth (r ∈ N) moment,
E
[(
Y
(c)
n:n
)r]
. We provide i) lower and upper bounds for
E
[(
Y
(c)
n:n
)r]
in §IV-A (Props. 6, 7, and 8), ii) exact expres-
sions for E
[(
Y
(c)
n:n
)r]
in §IV-B (Prop. 9) which involves a sum
over an infinite number of terms, iii) a recurrence for Yn:n in
§IV-C (Prop. 10) which allows E
[(
Y
(c)
n:n
)r]
to be computed
in a finite number of steps, and iv) in §IV-D (Props. 11 and
12) a characterization of the channel reception probabilities
q = (q1, . . . , qn) for which E
[(
Y
(c)
n:n
)r]
is minimized.
A. Lower and upper bounds on the moments of delay under
RLC
Our first result, Prop. 6, holds for the most general case
(Assumption A1), and follows immediately from the stochastic
ordering between generalized negative binomial (sum of inde-
pendent geometric) and hypo-exponential (sum of independent
exponential) RVs. The drawback of this result is that the
upper bound is loose, i.e., Y (c)j ≤st Y˜ (c)j + c. To address
this, we present in Prop. 7 a continuous RV W˜ (c) such that
W˜ (c) ≤st Y (c) ≤st W˜ (c)+1, with the caveat that the RV W˜ (c)
is constructed only under Assumption A2, in which case the
hypo-exponential and the generalized negative binomial RVs
reduce to Gamma and negative binomial RVs respectively.
Finally, we present in Prop. 8 explicit lower and upper bounds
on the delay moments under Assumption A3.
Proposition 6: Assume A1: State-dependent receptions, het-
erogeneous receivers. The rth moment of the maximum of n
independent generalized negative binomial RVs E
[(
Y
(c)
n:n
)r]
has lower and upper bounds
Ψr(Q) ≤ E
[(
Y (c)n:n
)r]
≤
r∑
s=0
(
r
s
)
Ψs(Q)c
r−s, (21)
where
Ψr(Q) ≡ E
[(
Y˜ (c)n:n
)r]
=
∫ ∞
0

1− ∏
j∈[n]
F
Y˜
(c)
j
(
y
1
r
) dy,
(22)
and F
Y˜
(c)
j
(y) is the CDF for the hypo-exponential RV
Y˜
(c)
j ∼ HypoExp(c, φ(qj)), with parameter vector φ(qj) =
(φ(qj,1), . . . , φ(qj,c)).
Proof: Recall the stochastic ordering discussed in §II:(
Y˜
(c)
n:n
)r
≤st
(
Y
(c)
n:n
)r
≤st
(
Y˜
(c)
n:n + c
)r
. Taking expectations
of these stochastically ordered RVs (and using the binomial
theorem on the upper bound) yields (21). To obtain (22)
observe
E
[(
Y˜ (c)n:n
)r]
=
∫ ∞
0
P
((
Y˜ (c)n:n
)r
> y
)
dy
=
∫ ∞
0
(
1− P
((
Y˜ (c)n:n
)r
≤ y
))
dy
=
∫ ∞
0

1− ∏
j∈[n]
P
((
Y˜
(c)
j
)r
≤ y
) dy
=
∫ ∞
0

1− ∏
j∈[n]
P
(
Y˜
(c)
j ≤ y
1
r
)dy.(23)
Proposition 7: Assume A2: State-independent receptions,
heterogeneous receivers. The rth moment of the maxi-
mum of n independent generalized negative binomial RVs
E
[(
Y
(c)
n:n
)r]
has lower and upper bounds
Ψ˜r(q) ≤ E
[(
Y (c)n:n
)r]
≤
r∑
s=0
(
r
s
)
Ψ˜s(q), (24)
where
Ψ˜r(q) ≡ E
[(
W˜ (c)n:n
)r]
= cr +
∫ ∞
cr

1− ∏
j∈[n]
Iqj (c, w
1
r − c+ 1)

dw. (25)
Proof: For integer blocklength c and success probability
q ∈ (0, 1), define the continuous RV W˜ (c) with support [c,∞)
and CDF FW˜ (c)(w) = Iq(c, w − c+ 1)1{w≥c}. We first show
that W˜ (c) is a valid continuous RV. Clearly FW˜ (c)(w) ∈ [0, 1],
and by construction limw→−∞ FW˜ (c)(w) = 0. By Lem. 2 in
Appendix II we have: ddwFW˜ (c)(w) > 0, and it also follows
that limw→∞ FW˜ (c)(w) = 1.
We now show that W˜ (c) ≤st Y (c) ≤st W˜ (c)+1 for Y (c) ∼
NegBin(c, q). Observe that the CDF for W˜ (c) and Y (c) are
equal at every integer m ≥ c:
FW˜ (c)(m) = Iq(c,m− c+ 1) = P(Bin(m, q) ≥ c)
= P(Y (c) ≤ m) = FY (c)(m). (26)
This, along with the facts that ddwFW˜ (c)(w) > 0 and FY (c)(w)
is piecewise constant in w, guarantees FW˜ (c)(w) ≥ FY (c)(w),
and thus W˜ (c) ≤st Y (c). Similarly,
FW˜ (c)+1(m)
= Iq(c, (m− 1)− c+ 1) = P(Bin(m− 1, q) ≥ c)
= P(Y (c) ≤ m− 1) = FY (c)(m− 1), (27)
and thus FW˜ (c)+1(m) = FY (c)(m − 1) ≤ FY (c)(m), which
establishes Y (c) ≤st W˜ (c) + 1. It follows that
(
W˜
(c)
n:n
)r
≤st(
Y
(c)
n:n
)r
≤st
(
W˜
(c)
n:n + 1
)r
. Taking expectations of these
8stochastically ordered RVs (and using the binomial theorem
on the upper bound) yields (24). To obtain (25) observe
E
[(
W˜ (c)n:n
)r]
=
∫ ∞
0
P
((
W˜ (c)n:n
)r
> w
)
dw
= cr +
∫ ∞
cr
P
((
W˜ (c)n:n
)r
> w
)
dw, (28)
and apply the same steps used at the end of the proof of Prop.
6.
Observe the bounds given in the previous two propositions
may not be easy to compute since they themselves involve
calculation of moments of the maximum order statistic of
a continuous RV, the support of which may be infinite.
The following proposition shows that by further bounding
the continuous RV we obtain bounds that also have simple
structure. More precisely, we will be working with the Gamma
distribution, for which the bounds will be used in investigating
the dependence on c when n is fixed (§V-C), and on n when
c is fixed (§VI). For simplicity, the following proposition is
stated under Assumption A3, yet generalizing to the hetero-
geneous receivers case is not hard.
Proposition 8: Assume A3: State-independent receptions,
homogeneous receivers. The rth moment of the maximum of
n iid negative binomial RVs E
[(
Y
(c)
n:n
)r]
has lower and upper
bounds
E
[(
Y (c)n:n
)r]
≥ 1
φ(q)r
lY˜ (t, n, c, r)
E
[(
Y (c)n:n
)r]
≤
r∑
p=0
(
r
p
)
1
φ(q)p
uY˜ (s, n, c, p)c
r−p,(29)
where
lY˜ (t, n, c, r) ≡ tr −
(
tr − E
[(
Y˜ (c)
)r])
(1−Q(c, t))n−1
uY˜ (s, n, c, r)
≡ s+ n
((
Γ(c+ r)
Γ(c)
− s
)
Q(c, s
1
r )
+
Γ(c+ r)
Γ(c)
s
c+r−1
r e−s
1
r
r−1∑
m=0
1
s
m
r Γ(c+ r −m)
)
. (30)
For the lower bound, t ≥
(
E
[(
Y˜ (c)
)r]) 1r
and Y˜ (c) ∼
Gamma(c, 1); it is made the tightest by solving for the
unique stationary point t∗ such that ∂
∂t
lY˜ (t, n, c, r) = 0. For
the upper bound, s ≥ 0, and the optimal s∗ is such that
nQ
(
c, (s∗)
1
r
)
= 1 for Q(c, s) ≡ Γ(c,s)Γ(c) = P
(
Y˜ (c) > s
)
the CCDF of the Gamma(c, 1) distribution. For r = 1, the
optimal upper bound is
E
[
Y (c)n:n
]
≤ c
(
1 +
1
φ(q)
nQ
(
c+ 1, Q−1
(
c,
1
n
)))
. (31)
The proof can be found in Appendix II.
Observe we have used two distinct continuous-RV stochastic
orderings in the last two propositions. Prop. 7 relies upon
W˜
(c)
j ≤st Y (c)j ≤st W˜ (c)j + 1 under Assumption A2, while
Prop. 8 relies upon Y˜ (c)j ≤st Y (c)j ≤st Y˜ (c)j + c under
Assumption A3. These orderings are illustrated in Fig. 2. Note
the stochastic ordering with W˜ (c)j is much tighter to Y
(c)
j than
is that with Y˜ (c)j , although the latter is much easier to compute
than the former.
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Fig. 2. Illustration of the CDFs for RVs in the stochastic orderings W˜ (c)j ≤st
Y
(c)
j ≤st W˜
(c)
j +1 and Y˜
(c)
j ≤st Y
(c)
j ≤st Y˜
(c)
j +c for c = 3 and q = 1/3
(left), and c = 6 and q = 2/3 (right).
B. Exact expressions of the moments of delay under RLC
Prop. 9 below, proved in Appendix II, gives an expression
for the exact delay E
[(
Y
(c)
n:n
)r]
under RLC for the state-
dependent case as well as two equivalent expressions for
E
[(
Y
(c)
n:n
)r]
under RLC for the state-independent case.
Proposition 9: Assume A1: State-dependent receptions,
heterogeneous receivers:
E
[(
Y (c)n:n
)r]
=
cr +
∞∑
m=cr

1− n∏
j=1
⌊m
1
r ⌋∑
t=c
∑
α∈At
c∏
k=1
(1− qj,k)αk−1qj,k

 ,
(32)
where At is the finite set of all c-vectors of positive integers
that sum to t, i.e.,
At =
{
α = (α1, . . . , αc) : αk ∈ N,
c∑
k=1
αk = t
}
. (33)
Assume A2: State-independent receptions, heterogeneous re-
ceivers. Eq. (32) simplifies to
E
[(
Y (c)n:n
)r]
=
cr +
∞∑
m=cr

1− n∏
j=1
⌊m
1
r ⌋∑
t=c
(
t− 1
c− 1
)
(1 − qj)t−cqcj

 .
(34)
An alternative expression for the state-independent case is
E
[(
Y (c)n:n
)r]
= cr+
∞∑
m=cr

1− n∏
j=1
Iqj
(
c, ⌊m 1r ⌋ − c+ 1
) ,
(35)
where in the last equation, Ix(α, β) is the regularized incom-
plete beta function, which can be used as both the CDF of the
9beta distribution and the tail probability of the binomial RV
W ∼ Bin(m, q):
P(W ≥ l) =
m∑
r=l
(
m
r
)
qr(1−q)m−r = Iq(l,m− l+1). (36)
C. Recurrence for the (moments of) delay under RLC
A limitation of Prop. 9 is that the expression involves an
infinite summation. In this subsection, we offer a recurrence
equation for the RV Yn:n that permits calculation of the exact
value of E
[(
Y
(c)
n:n
)r]
using only a finite number of steps.
In fact it is convenient to generalize our setting slightly, in
that we now suppose that receiver j requires reception of cj
packets; prior to this we have assumed cj = c for all j ∈ [n].
Let c0 = (c01, . . . , c0n) be the n-vector of required number of
successes for each receiver. The recurrence will be in terms
of the generic vector c ≤ c0 (component-wise), interpreted
as the number of successes left to go for each receiver, as
explained below. We shall also in this subsection write Y (c)n:n
to emphasize this.
We introduce some shorthand notation. First, define
[n(c)] ≡ {j ∈ [n] : cj > 0} as the set of active receivers,
i.e., those still requiring an additional reception to complete.
Second, define the probabilities of success and failure by the
active receiver subsets S and [n(c)] \ S respectively, to be:
q(S, c) ≡
∏
j∈S
qj,c0
j
−cj+1,
q¯([n(c)] \ S, c) ≡
∏
j∈[n(c)]\S
(1− qj,c0
j
−cj+1). (37)
In words, q(S, c) is the probability of success for active
receivers with indices in S where the “successes to go” cj
and initial number of successes required c0j determine the state
index k = c0j−cj+1 for receiver j. Further, q¯([n(c)]\S, c) is
the probability of failure for the active receivers not indexed
by S, where again the state index for each such receiver j is
k = c0j − cj + 1.
Third, define 1S to be the n-vector with ones in the positions
indexed by S and zero elsewhere. We reiterate that in the
state-dependent case with success probability matrix Q, we
have Y (c)n:n = max(Y (c1)1 , . . . , Y
(cn)
n ) where (Y (c1)1 , . . . , Y
(cn)
n )
are independent with Y (cj)j =
∑cj
k=1Xj,k and the Xj,k ∼
Geo(qj,k) are themselves independent in j and k. In the state-
independent case we have Xj,k ∼ Geo(qj) for k ∈ [cj ].
Proposition 10: Assume A1: State-dependent receptions,
heterogeneous receivers. The RV Y (c
0)
n:n defined above admits
the recurrence
Y (c)n:n = 1 +
∑
S⊆[n(c)]
q(S, c)q¯([n(c)] \ S, c)Y (c−1S)n:n , (38)
with boundary condition Y (0)n:n = 0. Assume A2: State-
independent receptions, heterogeneous receivers. The RV
Y
(c0)
n:n defined above admits the recurrence
Y (c)n:n = 1 +
∑
S⊆[n(c)]
∏
j∈S
qj
∏
j∈[n(c)]\S
(1− qj)Y (c−1S)n:n , (39)
again with boundary condition Y (0)n:n = 0.
Proof: The recurrence is obtained by conditioning on the
outcomes of the current trial with c0 indicating the initial target
number of successes required by each receiver. The set of
outcomes for the trial corresponds to the set of all subsets S of
the active receivers [n(c)], i.e., all possible subsets of potential
successes. The probability of success by active receivers in S
and failure by active receivers not in S is q(S, c)q¯([n(c)] \
S, c). The effect of successes by receivers in S is to reduce
the number of required successes by those receivers by one,
i.e., c → c − 1S , thus advancing the active receivers in S
to the next “state”. That is, their success probability advances
from qj,kj where kj = c0j − cj +1 to qj,kj+1. This gives (38).
To obtain (39), observe that in the state-independent case, the
probability of success by S and failure by [n(c)]\S is ∏j∈S qj
times
∏
j∈[n(c)]\S(1− qj).
Remark 5: The empty set is included in the set of subsets
of [n(c)] in (38) and (39), which must be “subtracted out”
to express the recurrence for Y (c)n:n in terms of strictly smaller
vectors c′ < c (in at least one component). Doing this gives,
for (38),
Y (c)n:n =
1 +
∑
S⊆[n(c)]\∅ q(S, c)q¯([n(c)] \ S, c)Y (c−1S)n:n
1− q(∅, c)q¯([n(c)], c) ,
(40)
where [n(c)] \ ∅ denotes all non-empty subsets of the set of
active receivers.
Taking the expectations of (38) and (39) yields recurrences
on E[Y
(c)
n:n] for the state dependent and independent cases.
Corollary 3: Assume A1: State-dependent receptions, het-
erogeneous receivers. The expectation E[Y (c
0)
n:n ] admits the
recurrence
E
[
Y (c)n:n
]
= 1 +
∑
S⊆[n(c)]
q(S, c)q¯([n(c)] \ S, c)E
[
Y (c−1S)n:n
]
,
(41)
with boundary condition E[Y (0)n:n ] = 0. Assume A2: State-
independent receptions, heterogeneous receivers. The expec-
tation E[Y (c
0)
n:n ] admits the recurrence
E
[
Y (c)n:n
]
= 1+
∑
S⊆[n(c)]
∏
j∈S
qj
∏
j∈[n(c)]\S
(1− qj)E
[
Y (c−1S)n:n
]
,
(42)
again with boundary condition E[Y (0)n:n ] = 0.
It is straightforward to see that for c = cjej (the n-vector of
all zeros with value cj in position j), in the state-independent
case we have the boundary condition E[Y (cjej)n:n ] = cj/qj . That
is, when there is only one receiver left to receive, the expected
duration is the expectation of a negative binomial RV, which
of course is cj successes required times 1/qj time slots on
average per success.
Remark 6: A parallel recurrence holds for the RV Y1:n =
Y
(c0)
1:n where Y
(c0)
1:n ≡ min(Y (c
0
1)
1 , . . . , Y
(c0n)
n ) is the random
time until the first receiver, say j, receives its target number of
successes c0j (as opposed to counting until all receivers reach
their targets). For the state-dependent case the RV Y1:n =
Y
(c0)
1:n defined above admits the recurrence
Y
(c)
1:n = 1 +
∑
S⊆[n]
q(S, c)q¯([n] \ S, c)Y (c−1S)1:n , (43)
10
with boundary condition Y (c)1:n = 0 for any c containing one
or more zeros. For the state-independent case the RV Y1:n =
Y
(c0)
1:n defined above admits the recurrence
Y
(c)
1:n = 1 +
∑
S⊆[n]
∏
j∈S
qj
∏
j∈[n]\S
(1− qj)Y (c−1S)1:n , (44)
again with boundary condition Y (c)1:n = 0 for any c containing
one or more zeros.
Remark 7: In fact we can use the first-step analysis
technique in probability to establish recurrences to compute
arbitrary moments of Yn:n, i.e., E
[(
Y
(c0)
n:n
)r]
. To show this,
first we observe
P(Y (c)n:n = y | S ∈ [n(c)] succeed in c.t.s.)
= P(1 + Y (c−1S)n:n = y) (45)
where “c.t.s.” stands for current time slot. That is, the event
{Y (c)n:n = y} conditioned on the event of successes for active
receivers S in the current time slot, is the same as the
(unconditional) event {1 + Y (c−1S)n:n = y}. In other words,
conditioning on the number of successes in the current time
slot affects the state (the number of successes to go) but, aside
from that, the system probabilistically restarts itself. Next, we
can equate arbitrary powers r of both sides, i.e.,
P
((
Y (c)n:n
)r
= yr | S ∈ [n(c)] succeed in c.t.s
)
= P
((
1 + Y (c−1S)n:n
)r
= yr
)
. (46)
On this basis, our recurrence can be generalized to one for
higher moments of Yn:n, e.g., for the state-dependent case:
E
[(
Y (c)n:n
)r]
=
∑
S⊆[n(c)]
q(S, c)q¯([n(c)] \ S, c)E
[(
1 + Y (c−1S)n:n
)r]
, (47)
with boundary condition E
[(
Y
(0)
n:n
)r]
= 0.
Remark 8: Recurrences for the maximum of geometric RVs
and in fact the maximum of sums of geometric RVs are found
in the literature. We mention in particular [20, Eq. (2.5)]
which provided the inspiration for our recurrence, but in the
simpler context of the expected maximum of iid geometric
RVs. Further, recent work [21] on the expected delay of
network coded packets routed simultaneously over two paths
employs a similar recurrence to ours, but with significant
differences. In particular, since in their context there is a single
receiver looking for c innovative packets over n = 2 disjoint
routes, their recurrence is univariate in the scalar c. The general
problem of expressing the maximum of negative binomial RVs
is addressed in [22].
D. Erasure channels that minimize delay
In this subsection we are interested in characterizing the
channels for which E
[(
Y
(c)
n:n
)r]
is minimized, subject to
an equality constraint on the average over the n channel
reception probabilities. Throughout this subsection we restrict
our attention to the case qj,k = qj for all j ∈ [n], or
equivalently, we assume the field size d is infinite in (1).
Denote the corresponding channel reception probabilities as
q = (qj , j ∈ [n]), the average as q¯ = (1/n)
∑n
j=1 qj ,
and the set of possible channel vectors with average q as
Qq = {q ∈ (0, 1)n : q¯ = q}, for q ∈ (0, 1). Prop. 11
(12) establishes that the delay minimizing channel vector is
q = (q, . . . , q) when minimized over Qq, for UT (RLC),
respectively. As RLC includes UT as a special case under
Assumption A2 (state-independent receptions, heterogeneous
receivers), Prop. 12 implies Prop. 11. We include both because
the proof of Prop. 11 is simpler than that of Prop. 12 while
still retaining the key ideas.
Proposition 11: For any q ∈ (0, 1), the rth (r ∈ N) moment
of delay under UT, E[Xrn:n], is minimized over q ∈ Qq for
q = (q, . . . , q).
Proof: Write q1 to denote (q, . . . , q). We need to show
E[Xrn:n(q)] ≥ E[Xrn:n(q1)] for all q ∈ Qq . Toward this, we
write
E[Xrn:n] =
∞∑
x=0
P(Xrn:n > x)
=
∞∑
x=0
P(Xn:n > ⌊x 1r ⌋)
=
∞∑
x=0

1− ∏
j∈[n]
P(Xj ≤ ⌊x 1r ⌋)


= 1 +
∞∑
x=1

1− ∏
j∈[n]
(
1− (1− qj)⌊x
1
r ⌋
) .(48)
It suffices to show the desired inequality holds termwise with
respect to the summing variable x ∈ N:
1−
∏
j∈[n]
(
1− (1− qj)⌊x
1
r ⌋
)
≥ 1−
(
1− (1− q)⌊x
1
r ⌋
)n
.
(49)
This is equivalent to showing
1
n
∑
j∈[n]
log
(
1− (1− qj)⌊x
1
r ⌋
)
≤ log
(
1− (1− q)⌊x
1
r ⌋
)
.
(50)
Given x, define f(z) ≡ log(1− (1−z)⌊x
1
r ⌋). Further, define a
discrete uniform random variable Z with support {q1, . . . , qn}.
By assumption E[Z] = q¯ = q. Consequently (50) directly
follows from Jensen’s inequality and the concavity of f(z) on
z ∈ (0, 1), for each x ∈ N.
Proposition 12: Assume A2: State-independent receptions,
heterogeneous receivers. For any c ∈ N and q ∈ (0, 1), the
rth (r ∈ N) moment of delay under RLC, E
[(
Y
(c)
n:n
)r]
, is
minimized over q ∈ Qq for q = (q, . . . , q).
Proof: The proof mirrors that of Prop. 11. Write q1
to denote (q, . . . , q). We need to show E
[(
Y
(c)
n:n(q)
)r]
≥
E
[(
Y
(c)
n:n(q1)
)r]
for all q ∈ Qq. An expression for
E
[(
Y
(c)
n:n
)r]
in terms of regularized incomplete beta function
is given in §IV-B Eq. (35). To establish this inequality, it
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suffices to show this inequality holds for each term in the
sum. That is, for each integer m ≥ cr, we must show
1−
n∏
j=1
Iqj
(
c, ⌊m 1r ⌋ − c+ 1
)
≥1−
(
Iq
(
c, ⌊m 1r ⌋ − c+ 1
))n
.
(51)
Since the function Ix(a, b) is always nonnegative, the above
is equivalent to
1
n
n∑
j=1
log Iqj (c, ⌊m
1
r ⌋−c+1) ≤ log Iq(c, ⌊m 1r ⌋−c+1). (52)
Given integer m ≥ cr, define f(z) ≡ log Iz(c, ⌊m 1r ⌋− c+1),
which is shown in Appendix II (Lem. 3) to be concave on
z ∈ (0, 1). Then (52) follows from Jensen’s inequality where
the associated RV is again a discrete uniform RV with support
{q1, . . . , qn}.
Remark 9: A similar argument establishes the fact that re-
placing the success probabilities of any subset of receivers with
the average over that subset will yield a lower average delay.
Specifically, for any q ∈ (0, 1)n and any nonempty S ⊆ [n],
form q′ with q′j = qj for j 6∈ S and q′j =
∑
i∈S qi/|S| for
j ∈ S. Then E
[(
Y
(c)
n:n
)r]
is no larger under q′ than under q.
Remark 10: As will be shown in Prop. 13 (§V-A), the
asymptotic delay per packet (as c → ∞) converges to
1/minj∈[n] qj , meaning the asymptotic delay depends upon
the channel vector q only through its minimum compo-
nent value (bottleneck channel). Given this, Prop. 12 is not
surprising since the maximizer of minq over q ∈ Qq is
q = (q, . . . , q):
argmin
q∈Qq
1
minj∈[n] qj
= argmax
q∈Qq
min
j∈[n]
qj = (q, . . . , q). (53)
We emphasize, however, that Prop. 12 holds for all c ∈ N,
whereas Prop. 13 holds as c→∞.
V. DEPENDENCE OF RLC DELAY ON THE BLOCKLENGTH c
In the previous section we derived exact expressions (involv-
ing infinite sums) as well as a recurrence for the moments of
the RLC block delay. Although these expressions have the
virtue of being exact and computable, they fail to provide
insight on the delay’s dependence on the key model parameters
c, n. This and the subsequent section address this deficiency
by studying the asymptotic (occasionally normalized) block
delay as c or n grows to infinity. In this section we investigate
the dependence on c with n fixed, while in the next section
(§VI) we investigate the dependence on n with c fixed. This
section contains several subsections. First, we show in §V-A
the delay per packet converges in probability and in rth mean.
This result allows us to easily establish that the asymptotic
(in c) delay per packet under RLC is lower than the packet
delay under UT. Second, we show in §V-B a stronger result
(implying the previous result) that the expected delay per
packet under RLC is monotone decreasing in c for both
infinite and finite field sizes. Furthermore, the monotonicity
properties are investigated from a sample path perspective.
Third, we show in §V-C that the normalized lower and upper
bounds in §IV-A, specialized to the first moment, are (almost)
asymptotically tight as c → ∞. Throughout this section
we employ the superscript (c) on all quantities (not just
Y
(c)
n:n, Y
(c)
j ) to emphasize the dependence upon c.
A. Asymptotic delay per packet as c→∞
Recall the n × c matrix Q(c) holds the parameters q(c)j,k ,
where X(c)j,k ∼ Geo(q(c)j,k). The first main result (Prop. 13)
establishes that, under some convergence requirements on
{X(c)j,k}, the asymptotic per packet delay (Y (c)n:n/c) converges
to 1/minj qj as c → ∞ in both probability and rth mean,
where qj is the asymptotic (in c) average of row j of Q(c).
That is, the asymptotic packet delay depends solely on the
reception probability of the bottleneck channel(s), minj∈[n] qj .
The conditions required in Prop. 13 are in fact satisfied for
the specific q(c)j,k in (1) capturing the effect of the field size on
the probability of linear independence (Prop. 14). The second
main result (Prop. 15) uses this to conclude the asymptotic
per packet delay of RLC is lower than the packet delay under
UT. Normalize (Y (c)1 , . . . , Y
(c)
n ) as (Yˆ
(c)
1 , . . . , Yˆ
(c)
n ) with
Yˆ
(c)
j ≡
Y
(c)
j
c
=
1
c
c∑
k=1
X
(c)
j,k , j ∈ [n]. (54)
Similarly, normalize Y (c)n:n as Yˆ (c)n:n ≡ Y (c)n:n/c.
Proposition 13: Assume A1: State-dependent receptions,
heterogeneous receivers. Given the n × c matrix Q(c) with
success probabilities q(c)j,k , suppose there exist n-vectors q =
(q1, . . . , qn) and σ2 = (σ21 , . . . , σ2n) such that the following
conditions hold for all j ∈ [n]:
lim
c→∞
1
c
c∑
k=1
E[X
(c)
j,k ] =
1
qj
<∞
lim
c→∞
1
c
c∑
k=1
Var(X
(c)
j,k ) = σ
2
j <∞. (55)
Then, as c→∞, Yˆ (c)n:n converges in probability:
Yˆ (c)n:n
P−→ (min
j∈[n]
qj)
−1. (56)
Further, fix r ∈ N and suppose that each X(c)j,k has uniformly
bounded moments up to order 2r. Then (55) along with this
assumption ensures that, as c → ∞, Yˆ (c)n:n converges in rth
mean:
Yˆ (c)n:n
Lr−→ (min
j∈[n]
qj)
−1. (57)
The proof of this proposition, as well as that of the following
one, can be found in Appendix III-A.
Proposition 14: Assume A1: State-dependent receptions,
heterogeneous receivers. Conditions (55) of Prop. 13 on the
mean and variance of {X(c)j,k} for the weak law of large
numbers to apply are satisfied for q(c)j,k = (1 − dk−1−c)qj as
in (1), for any field size d ≥ 2.
Remark 11: In particular for r = 1 it easily follows from
Prop. 13 that E[Yˆ (c)n:n] → 1/minj qj as c → ∞. Note [5]
establishes this fact as well, but by quite different means.
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Namely, they derive lower and upper bounds on E[Yˆ (c)n:n] for
each c and show that these bounds converge in c to 1/minj qj .
Remark 12: Prop. 13 reveals something important about
RLC over the broadcast erasure channel. Namely, E[Yˆ (c)n:n]→(
minj∈[n] qj
)−1 depends upon q (and thus n) only through
the statistic minj∈[n] qj . Thus, in particular, the average delay
per packet for n channels with success probabilities Q(c)
is asymptotically in c the same as the average delay per
packet for a single erasure channel (i.e., n′ = 1) with q1 =
minj∈[n] qj . In short, the performance of the broadcast erasure
channel is asymptotically (in c) limited by the bottleneck
channel.
Proposition 15: Assume A1: State-dependent receptions,
heterogeneous receivers. The asymptotic expected delay per
packet under RLC is superior to the expected delay per packet
under UT:
lim
c→∞
E[Y
(c)
n:n]
c
=
1
minj∈[n] qj
≤ E[Xn:n]. (58)
Proof: Fix the number of receivers n and the reception
probabilities q = (q1, . . . , qn). Suppose i ∈ argminj∈[n] qj
and fix an arbitrary other index k ∈ [n] \ {i}. Consider two
copies of this channel, one running RLC with c→∞ for all n
receivers with reception probabilities q, and the other running
UT with only the pair of 2 receivers, i, k, selected from [n],
with reception probabilities 0 < qi ≤ qk. The asymptotic
expected delay per packet under RLC is 1/qi, and the expected
delay per packet under UT in the pruned systems with only
these 2 receivers is, using Cor. 2 (§III-B),
E[max (Xi, Xk)] =
1
qi
+
1
qk
− 1
qi + qk − qiqk . (59)
Observe that if we can show 1/minj qj ≤ E[Xn:n] for the
pruned system, then clearly it also holds for the original
system with all n receivers. Simple algebra establishes that
1/qi ≤ E[max (Xi, Xk)], where the inequality is tight only in
the degenerate cases when either qi = 0 or qk = 1.
Remark 13: The above proof attempted using the lower
bound ψ1(q) from Prop. 3, instead of the exact expression for
E[Xn:n] from Prop. 5 (Cor. 2 in §III-B) would fail as there are
non-degenerate choices for q for which the lower bound on
expected delay per packet under UT could be superior to that
of RLC. This is in fact a key motivation for developing exact
expressions for the moment of Xn:n (Prop. 5). The desired
inequality does go through when using the upper bound on
E[Xn:n], namely ψ1(q) + 1, from Prop. 3, but this inequality
is inconclusive as it only relates an upper bound on UT to the
asymptotic performance of RLC.
B. Monotonicity properties of delay per packet
The previous subsection demonstrates the advantage in
expected delay per packet of RLC over UT in the asymptotic
regime, as the blocklength c → ∞. In this subsection we
establish certain monotonicity properties for the delay per
packet under RLC as a function of c, with the number of
receivers n held fixed. We provide four results. Props. 16
and 17 establish the expected delay per packet is monotone
decreasing in the blocklength when the field size is infinite
and finite, respectively. Thus, given two blocklengths c1 and
c2, respectively, the above propositions give that the expected
delay per packet for under c1 is less than that under c2 if
c1 > c2. In contrast, Props. 18 and 19 establish “negative”
results. Prop. 18 establishes the sequence of random delay
per packet at each receiver j, {Y (c)j /c}c, is not stochastically
ordered, while Prop. 19 (case ii)) establishes that in order for
the delay per packet under c1 to be no larger than that under c2
for all sample path realizations, it is necessary and sufficient
that c1 = kc2 for some integer k ≥ 2. The proofs of Props.
16, 17, and 19 are in Appendix III-B.
Consider a collection of RVs (X(c)j,k , j ∈ [n], k ∈ [c]) where
X
(c)
j,k ∼ Geo(q(c)j,k) represents the elapsed time slots between
obtaining the (k − 1)th and kth linearly independent packet
encodings by receiver j. Recall our assumption that Xj,k are
independent in j and k. Further recall Y (c)j = X
(c)
j,1+· · ·+X(c)j,c
for j ∈ [n] represents the decoding delay for each receiver
j to recover all c packets. Define the normalized expected
maximum delay difference as
∆(c) ≡ 1
c
E
[
Y (c)n:n
]
− 1
c+ 1
E
[
Y (c+1)n:n
]
. (60)
Note that {∆(c)} is positive for all c iff {E[Y (c)n:n]/c} is
monotone decreasing in c, and we prove monotonicity by
establishing the sign of ∆(c) for each c.
In the proofs that follow it will be of use to characterize
the random set of indices J (c) = argmaxj∈[n] Y (c)j with the
largest decoding delay. Equivalently, J (c) is the set of row
indices in the random matrix X(c) ≡ (X(c)j,k , j ∈ [n], k ∈ [c])
with the largest row-sum, where “row-sum” is defined as the
sum of all the elements in the same row. More generally, we
are interested in matrix row selection rules that are column-
invariant, as is the max row-sum selection rule. Define a row-
index selection rule χ : Rn×c → [n] that produces a row index
j = χ(A) for any matrix A, and in particular returns a random
variable J = χ(X(c)) for the random matrix X(c). Let σ be
any permutation of [c] and σ(X(c)) is the matrix X(c) with its
columns permuted according to σ. Say χ is column invariant
if χ(X(c)) = χ(σ(X(c))) for all σ ∈ Σ, where Σ is the set
of all permutations of [c]. In particular we will be using the
column invariant selection rule Jˆ (c) = min Jˆ (c). In words,
Jˆ (c) is the smallest index in the (random) set of indices in
[n] that achieve the maximum Y (c)j . It would work as well to
select any other element from Jˆ (c); the important point is that
the selection Jˆ (c) is uniquely determined for each Jˆ (c).
Proposition 16: Assume A2: State-independent receptions,
heterogeneous receivers. Then the expected delay per packet
E[Y
(c)
n:n/c] is decreasing in the code blocklength c.
Proposition 17: Assume A1: State-dependent receptions,
heterogeneous receivers. Then the expected delay per packet
E[Y
(c)
n:n/c] is decreasing in the code blocklength c.
Remark 14: The fact that the row selection rule χ is column-
invariant is leveraged in both of the proofs of the above two
propositions. The key difference between them is that when the
field size is infinite the matrix X(c) has iid columns, whereas
when the field size is finite the matrix X(c) has independent
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columns with a column-dependent distribution. In fact, in the
former case, the proof holds regardless of the distribution
(hence our use of the generic RV Z in the proof), whereas
in the latter case the proof requires properties of the assumed
distribution for X(c).
The following corollary illustrates a consequence of the
above monotonicity propositions. Given a fixed number of
M packets, any block coding based strategy must select a
block partition (m, c) consisting of i) the number of blocks
m ∈ N, and ii) block sizes c = (c1, . . . , cm) ∈ Nm satisfying
c1 + · · ·+ cm =M .
Corollary 4: Assume A1: State-dependent receptions, het-
erogeneous receivers. Given a fixed number of M packets, the
expected total delay to broadcast those packets is minimized
over all block partitions (m, c) by using a single block of M
packets.
Proof: Following the notation in previous proofs, let
E[Y
(ci)
n:n ] be the expected time slots to broadcast a block of
ci packets under RLC. By the monotonicity propositions:
m∑
i=1
E[Y (ci)n:n ]=
m∑
i=1
E[Y
(ci)
n:n ]
ci
ci ≥
m∑
i=1
E[Y
(M)
n:n ]
M
ci = E[Y
(M)
n:n ],
(61)
which establishes the desired inequailty for all feasible block
partitions (m, c).
Having established E[Y (c)n:n]/c > E[Y (c+1)n:n ]/(c + 1) for all c,
it is natural to wonder if in fact a stochastic ordering holds.
The following proposition is a partial negative answer for the
case of infinite field size.
Proposition 18: Assume A2: State-independent receptions,
heterogeneous receivers. The RVs Y (c)j /c and Y
(c+1)
j /(c+1)
are not stochastically ordered for any c and j.
Proof: We use the shorthand notation Yˆ (c)j ≡ Y (c)j /c. We
first show a stochastic ordering equivalence among RVs Yˆ (c)j ,
Yˆ
(c+1)
j , and Xj :(
Yˆ
(c)
j ≷st Yˆ
(c+1)
j
)
⇔
(
Yˆ
(c)
j ≷st Xj
)
, j ∈ [n]. (62)
We prove the equivalence ≤st; the proof for ≥st is similar.
Decompose Yˆ (c+1)j as
Yˆ
(c+1)
j =
1
c+ 1
(
X
(c+1)
j,1 +
c+1∑
k=2
X
(c+1)
j,k
)
d
=
1
c+ 1
(
Xj +
c∑
k=1
X
(c)
j,k
)
=
1
c+ 1
Xj +
c
c+ 1
Yˆ
(c)
j , (63)
where the equality in distribution holds due to the assump-
tion that the field size is infinite. Next, decompose Yˆ (c)j =
1
c+1 Yˆ
(c)
j +
c
c+1 Yˆ
(c)
j . Suppose Yˆ
(c)
j ≤st Yˆ (c+1)j . Substitution
of these two decompositions under the assumed stochastic
ordering yields
1
c+ 1
Yˆ
(c)
j +
c
c+ 1
Yˆ
(c)
j ≤st
1
c+ 1
Xj +
c
c+ 1
Yˆ
(c)
j , (64)
which is equivalent to Yˆ (c)j ≤st Xj . Next, suppose Yˆ (c)j ≤st
Xj . Then reversing the equivalences used in the proof of the
forward direction yields Yˆ (c)j ≤st Yˆ (c+1)j .
We now show how (62) leads to a contradiction. Due to
Prop. 16, it has to hold that Yˆ (c)j ≥st Yˆ (c+1)j (note by defi-
nition ∆(c) = E
[
Yˆ
(c)
n:n
]
− E
[
Yˆ
(c+1)
n:n
]
and recall properties of
stochastic ordering discussed in §II-B). According to (62) we
have Yˆ (c)j ≥st Xj ∀j, which gives E
[
Yˆ
(c)
n:n
]
− E [Xn:n] ≥ 0.
But this is a contradiction by repeated application of Prop. 16
(also recall Prop. 15). Therefore we conclude that Y (c)j /c and
Y
(c+1)
j /(c+1) are not stochastically ordered for any c and j.
Remark 15: Our proof techniques for both Prop. 16 and 17
are based on the inequality that the maximum (over row in-
dices j ∈ [n]) of the sum of the first c entries, maxj∈[n](Xj,1+
· · ·+Xj,c), is lower bounded by XJˆ,1+ · · ·+XJˆ,c, where Jˆ
is a (random) row index that maximizes the sum of the first
c+1 entries. As illustrated in the proofs of these propositions,
application of this inequality requires careful manipulation of
the distribution of this random index Jˆ . From the definition of
∆(c), one might be led to hope that a simpler inequality may
suffice to establish ∆(c) > 0, possibly leading to a simpler
proof. The purpose of this remark is to show that at least one
such simpler inequality is insufficient. Suppose the field size is
infinite. Applying the decomposition in (63) to the definition
of ∆(c) gives
∆(c) = E
[
1
c
Y (c)n:n −
1
c+ 1
max
j∈[n]
(
Xj + Y
(c)
j
)]
≥ E
[
1
c
Y (c)n:n −
1
c+ 1
max
j∈[n]
Xj − 1
c+ 1
max
j∈[n]
Y
(c)
j
]
(65)
=
1
c+ 1
E
[
1
c
Y (c)n:n −Xn:n
]
(66)
where the inequality used in (65) is maxj(aj + bj) ≤
maxj aj + maxj bj . But, repeated application of Prop. 16
shows (66) is negative, and therefore the inequality (65) is
too weak to establish ∆(c) > 0.
We now turn our focus to the sample path relationship of
these quantities. Consider the total delay to transmit m packets
using blocklengths c, c′, where without loss of generality we
suppose c′ > c. Using a blocklength c (c′) requires ⌈m/c⌉
(⌈m/c′⌉) blocks, respectively, with the last block possibly
being a partial block. We consider two cases (Prop. 19): i)
m ≤ c′ and ii) m > c′, and assume the field size d to be
infinite for both. Under this assumption the only randomness
in the delay is from the erasure or nonerasure of each trans-
mission to each receiver, and does not include the randomness
from the random linear combinations. We introduce some
notation. Let T (c,m)n:n (ω), T (c
′,m)
n:n (ω) be the delay to broadcast a
workload of m packets using a blocklength c, c′, respectively,
for realization ω.
Proposition 19: Assume A2: State-independent receptions,
heterogeneous receivers. Consider any sample path (realiza-
tion) ω of erasures and nonerasures to each receiver over
the sequence of transmissions. The total time to complete the
transmission of a workload of m packets under blocklengths
c, c′ with c < c′ obeys
i) T
(c′,m)
n:n (ω) ≤ T (c,m)n:n (ω), if m ≤ c′,
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ii) T
(c′,m)
n:n (ω) ≤ T (c,m)n:n (ω) iff c′ = kc for some integer
k ≥ 2, if m > c′,
for all realizations ω ∈ Ω.
Remark 16: It follows that the total delay under RLC (for
any blocklength c′ ≥ 2) is no worse than that of UT for all
sample paths, provided d =∞.
In summary, Props. 16 and 17 establish that the expected
delay per packet is decreasing in the blocklength c, Prop. 18
establishes the random delay per packet sequence {Y (c)j /c}c
is not stochastically ordered, and Prop. 19 establishes that the
delay per packet is not necessarily nonincreasing in c on a
sample path basis. In particular, when the workload exceeds
the larger blocklength, sample path ordering of delay per
packet is only guaranteed when the blocklength is increased
by some integer multiple.
C. Bounds on expected delay per packet
In the previous subsection we established that the expected
delay per packet, E[Y (c)n:n]/c, is decreasing in the blocklength
c for any finite n. In this subsection we supply lower and
upper bounds on E[Y (c)n:n]/c that provide a more explicit
characterization of the dependence of the delay per packet on
the blocklength. These bounds will be shown to be (almost)
asymptotically tight in c, in that the asymptotic difference
between the lower and upper bounds is one.
In this subsection we restrict our attention to Assumption A3
(state-independent receptions, homogeneous receivers). Recall
in Prop. 1 we established the stochastic ordering 1
φ(q) Y˜
(c) ≤st
Y (c) ≤st 1φ(q) Y˜ (c) + c. When d = ∞ the RVs Y (c), Y˜ (c) are
NegBin(c, q) and Gamma(c, 1), respectively. It follows
1
φ(q)
E[Y˜
(c)
n:n]
c
≤ E[Y
(c)
n:n]
c
≤ 1
φ(q)
E[Y˜
(c)
n:n]
c
+ 1. (67)
First, consider the asymptotic regime. Specializing Prop. 13 to
the homogeneous case yields limc→∞ E[Y (c)n:n]/c = 1/q and,
as the proof of Prop. 20 will show, limc→∞ E[Y˜ (c)n:n]/c = 1.
These give the asymptotic ordering
lim
c→∞
E[Y
(c)
n:n]
c
=
1
q
≥ lim
c→∞
1
φ(q)
E[Y˜
(c)
n:n]
c
=
1
φ(q)
lim
c→∞
E[Y
(c)
n:n]
c
=
1
q
≤ lim
c→∞
1
φ(q)
E[Y˜
(c)
n:n]
c
+ 1 =
1
φ(q)
+ 1. (68)
The fact that 1
φ(q) ≤ 1q ≤ 1φ(q) + 1, ∀q ∈ (0, 1) may also be
verified directly. Next, consider the finite parameter regime.
We have the following proposition.
Proposition 20: Assume A3: State-independent receptions,
homogeneous receivers. For any positive integers n, c we have
bounds on the expected delay per packet
1
φ(q)
l˜(n, c) ≤
E
[
Y
(c)
n:n
]
c
≤ 1
φ(q)
nQ
(
c+ 1, Q−1
(
c,
1
n
))
+1
≤ 1
φ(q)
u˜(n, c) + 1, (69)
where
l˜(n, c) ≡ 1 +
√
logn
c
(
1−
(
1−Q
(
c, c+
√
c logn
))n−1)
u˜(n, c) ≡ 1 + n/
√
2pic. (70)
These bounds are asymptotically (in c) tight in the sense that:
lim
c→∞
l˜(n, c) = lim
c→∞
u˜(n, c) = 1. (71)
The proof can be found in Appendix III-C. It is by specializing
Prop. 8 to the r = 1 case and further bounding the bounds on
the normalized (by c) expected maximum of iid Gamma(c, 1)
RVs: in particular, the lower and upper bounds on E[Y˜ (c)n:n]/c
can both be shown to converge to 1 (c.f., (71)).
Fig. 3 shows the exact expected delay per packet and the
lower and upper bounds from Prop. 20 vs. the blocklength c.
Recall the asymptotic delay per packet is 1/q, which equals
12 (left) and 5 (right), respectively. The lower bound appears
to reach its asymptotic value (1/φ(q)) too quickly, while the
upper bound appears to track the actual value better.
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Fig. 3. The exact expected delay per packet 1
c
E
[
Y
(c)
n:n
]
and the lower and
upper bounds from Prop. 20 vs. the blocklength c for n = 5 and q =
1/12 (left), and n = 12 and q = 1/5 (right). Shown are the exact delay
per packet (blue, joined), optimal Ross’s upper bound (yellow), de la Cal’s
lower bound with heuristically chosen free parameter t(n, c) = c+
√
c logn
(red) and (numerically) optimal free parameter t(n, c)∗ (green). The exact
expected delay per packet, the upper bound, and the lower bounds tend to
1/q, 1 + 1/φ(q), and 1/φ(q) respectively.
VI. DEPENDENCE OF RLC DELAY ON THE NUMBER OF
RECEIVERS n
The previous section investigated the dependence of RLC
delay on the blocklength c, holding the number of receivers n
fixed. In this section we investigate the dependence on n, the
number of receivers, holding the blocklength c fixed. Through-
out this section we make Assumption A3 (state-independent
receptions, homogeneous receivers). The key analytical tool
in this section is extreme value theory (EVT) [23], [24], a
closely related field of order statistics [25], which studies the
convergence of minima and maxima of collections of random
variables. A difficulty in applying EVT to our framework is
the fact that for many common discrete distributions (including
geometric, Poisson, negative binomial, etc.) there does not
exist a linear normalization such that the normalized maxi-
mum order statistic converges in distribution (e.g., [24, Thm.
1.7.13]). This difficulty is circumvented through the use of the
stochastic ordering relationship between our discrete delay RV
and a continuous analog, as leveraged in §IV.
Specifically we will again use the stochastic ordering
1
φ(q) Y˜
(c)
n:n ≤st Y (c)n:n ≤st 1φ(q) Y˜ (c)n:n + c (Prop. 1), relating the
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discrete Y (c)n:n to its continuous Gamma-distributed analog Y˜ (c)n:n.
Thus, the focus in much of this section is the application
of EVT (scaling n → ∞) to the continuous RV Y˜ (c)n:n =
max(Y˜
(c)
1 , . . . , Y˜
(c)
n ), with iid Y˜ (c)j ∼ Gamma(c, 1). The
EVT framework requires identification of sequences (an, bn)
such that the linearly normalized sequence (Y˜ (c)n:n − bn)/an
converges in distribution in n to one of three possible extreme
value distributions (Gumbel, Fre´chet, or Reversed Weibull).
We note that asymptotic (in n) expressions for the first
two moments of Y (c)n:n are derived in [4, Prop. 4], with proof
techniques adapted from [22], which relies on tools from
complex analysis (e.g., Mellin transform). Our contribution is
two-fold. First, we provide an alternate proof technique to that
of [4], [22], i.e., EVT applied to the continuous distribution
Y˜
(c)
n:n stochastically ordered with Y (c)n:n, which can be used
to demonstrate the same dependence upon n of the (first)
moment of Y (c)n:n. Although the EVT framework naturally gives
convergence in distribution of the normalized sequence of RVs,
under mild technical conditions, this convergence also implies
convergence in rth mean. Using this relationship, we are able
to derive asymptotic bounds for the first moment of Y (c)n:n and
show that they match reasonably well with those obtained in
[4]. Second, we establish that the lower and upper bounds
on E[Y˜
(c)
n:n] from §IV are asymptotically tight in n as n→∞.
Proving this requires selecting the free parameters (i.e., s = sn
and t = tn) such that the limits can be established. Our choice
of (sn, tn) is informed by the normalizing sequences (an, bn)
identified in the EVT analysis.
A. Asymptotic delay as n→∞
The next two propositions are well-known: the first gives the
normalizing sequence (an, bn) for the Gamma distribution to
be attracted to the standard Gumbel distribution, and the sec-
ond relates this convergence to convergence of the normalized
moments. The subsequent corollary follows immediately from
these two propositions and the stochastic ordering between
Y
(c)
n:n, Y˜
(c)
n:n.
Proposition 21 ([23] §1.5 Example 3): Let Y˜ (c)n:n be the
maximum of n iid (Y˜ (c)1 , . . . , Y˜
(c)
n ) Gamma RVs, with Y˜ (c)j ∼
Gamma(c, 1). Then
lim
n→∞
F
Y˜
(c)
n:n
(any˜ + bn) = Λ(y˜) ≡ e−e−y˜ , y˜ ∈ R, (72)
for normalizing sequences (an, bn) with
an = 1, bn = logn− log Γ(c) + (c− 1) log logn. (73)
In other words, with the above choice of (an, bn), the nor-
malized maximum order statistic
(
Y˜
(c)
n:n − bn
)
/an converges
in distribution to the standard Gumbel, with CDF Λ(y). A
random variable Z˜ with distribution FZ˜ is said to belong
to the domain of attraction of an extreme value distribution
(i.e., Gumbel, Fre´chet, or Reversed Weibull) if there is a
choice of (an, bn) such that the linear scaling (Z˜n:n− bn)/an
converges in distribution to that extreme value distribution,
where Z˜n:n = max(Z˜1, . . . , Z˜n). The next proposition states
that, subject to a mild technical condition, if Z˜ ∼ FZ˜ belongs
to the Gumbel domain of attraction, then its normalized
moments converge to a moment-specific constant.
Proposition 22 ([23] Prop. 2.1): If Z˜ ∼ FZ˜ belongs to the
Gumbel domain of attraction under scaling (an, bn), and if∫ 0
−∞ |z|rdFZ˜(z) <∞ for some r ∈ N, then
lim
n→∞
E
[(
Z˜n:n − bn
an
)r]
= (−1)rΓ(r)(1), (74)
where Z˜n:n = max(Z˜1, . . . , Z˜n), and Γ(r)(1) is the rth
derivative of the Gamma function evaluated at 1.
Note in particular (−1)1Γ(1)(1) = γ for γ ≈ 0.5772 the
Euler-Mascheroni constant, and (−1)2Γ(2)(1) = γ2+pi2/6 ≈
1.9781. Since Y˜ (c)j is a nonnegative RV, the technical condition
is satisfied.
Corollary 5: Assume A3: State-independent receptions, ho-
mogeneous receivers. The following lower and upper bounds
hold for the asymptotic in n scaled rth power (for r odd)
of Y (c)n:n = max(Y (c)1 , . . . , Y
(c)
n ), for iid (Y (c)1 , . . . , Y
(c)
n ) with
Y
(c)
j ∼ NegBin(c, q):
(−1)rΓ(r)(1) ≤ lim
n→∞
E
[(
φ(q)Y (c)n:n − bn
)r]
≤
r∑
s=0
(
r
s
)
(−1)sΓ(s)(1)(φ(q)c)r−s, (75)
for bn in (73) and Γ(r)(1) the rth derivative of the Gamma
function evaluated at 1.
Proof: Multiplying the stochastic ordering 1
φ(q) Y˜
(c)
n:n ≤st
Y
(c)
n:n ≤st 1φ(q) Y˜
(c)
n:n + c by φ(q), subtracting bn, raising to the
rth power, and applying the binomial theorem to the upper
bound gives(
Y˜ (c)n:n − bn
)r
≤st
(
φ(q)Y (c)n:n − bn
)r
≤st
((
Y˜ (c)n:n − bn
)
+ φ(q)c
)r
=
r∑
s=0
(
r
s
)(
Y˜ (c)n:n − bn
)s
(φ(q)c)r−s. (76)
Taking expectations preserves stochastic order, and we apply
linearity of expectation to the upper bound:
E
[(
Y˜ (c)n:n − bn
)r]
≤ E
[(
φ(q)Y (c)n:n − bn
)r]
≤
r∑
s=0
(
r
s
)
E
[(
Y˜ (c)n:n − bn
)s]
(φ(q)c)r−s. (77)
Taking limits and applying Prop. 22 gives the corollary.
The corollary is only established for r odd on account of the
fact that the function zr is increasing in its argument for all
z ∈ R only for r odd, i.e., it is decreasing in z for z < 0 for
r even. For r = 1, Corollary 5 gives
0 ≤ lim
n→∞
(
E[Y (c)n:n]−
bn + γ
φ(q)
)
≤ c, (78)
which captures the same dependence upon n as given in the
expression for mRBC1 (i.e., E[Y (c)n:n]) in Proposition 4 of [4].
To see this, recall
mRBC1 = lq (T ) +
1
2
+
γ
φ(q)
+ h (lq (T )) + o (1) , (79)
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where lq(·) ≡ log 1
1−q
(·),
T = n
(
q
1− q
)c−1 (
log 1
1−q
n
)c−1
(c− 1)!−1, (80)
and h is a periodic C∞-function of period 1 and mean value 0,
whose Fourier coefficients are hˆ(k) = 1log(1−q)Γ
(
2ikpi
log(1−q)
)
.
Observe lq (T ) can be rewritten as:
lq (T ) =
1
φ(q)
(
bn + (c− 1) log
(
q
(1− q)φ(q)
))
. (81)
We now give a lemma which i) implies the scaling of
E
[(
Y
(c)
n:n
)r]
w.r.t. n is
(
1
φ(q) logn
)r
(Prop. 23), and ii) is
central to proving the subsequent two propositions showing
the asymptotic tightness as n → ∞ of the lower and upper
bounds on the rth moment of Y˜ (c)n:n.
Lemma 1: Suppose a sequence of random variables (Zn) is
such that
lim
n→∞
E
[(
Zn − bn
an
)r]
= cr (82)
for sequences (an, bn) independent of r and (cr) independent
of n, where an = o(bn). Then
lim
n→∞
E[Zrn]
brn
= 1, r ∈ N. (83)
Proof: Using (82) and an = o(bn) gives
0 = lim
n→∞
(
an
bn
)r (
E
[(
Zn − bn
an
)r]
− cr
)
= lim
n→∞
E
[(
Zn
bn
− 1
)r]
. (84)
Our proof is by induction on r. The above equation immedi-
ately gives the base case for r = 1. Suppose that (83) (with r
replaced by s) is true for all s = 1, . . . , r−1. We show this is
sufficient to establish the same is true for s = r. Using (84),
the binomial theorem, and the induction hypothesis gives the
conclusion:
0 = lim
n→∞
E
[
r∑
s=0
(
r
s
)(
Zn
bn
)s
(−1)r−s
]
= lim
n→∞
E
[(
Zn
bn
)r]
+
r−1∑
s=0
(
r
s
)(
lim
n→∞
E
[(
Zn
bn
)s])
(−1)r−s
= lim
n→∞
E
[(
Zn
bn
)r]
+
r−1∑
s=0
(
r
s
)
(−1)r−s
= lim
n→∞
E
[(
Zn
bn
)r]
− 1. (85)
Proposition 23: Assume A3: State-independent receptions,
homogeneous receivers. As n → ∞, the scaling of the rth
moment of RLC delay Y (c)n:n is: E
[(
Y
(c)
n:n
)r]
∼
(
1
φ(q) logn
)r
.
Proof: Raising the stochastic ordering 1
φ(q) Y˜
(c)
n:n ≤st
Y
(c)
n:n ≤st 1φ(q) Y˜ (c)n:n + c to the rth power, applying binomial
theorem and taking expectations gives 1
φ(q)rE
[(
Y˜
(c)
n:n
)r]
≤
E
[(
Y
(c)
n:n
)r]
≤ ∑rp=0 (rp) 1φ(q)pE [(Y˜ (c)n:n)p] cr−p. Now di-
viding through by brn for bn in (73) and taking the limit
as n → ∞, we have on the left side of the inequality:
1
φ(q)r limn→∞
E[(Y˜ (c)n:n)
r
]
brn
= 1
φ(q)r by Lem. 1, and furthermore
since bn → ∞ the only term that survives on the right side
of the inequality is the one corresponding to p = r. Applying
Lem. 1 again, we have
lim
n→∞
E
[(
Y
(c)
n:n
)r]
brn
=
1
φ(q)r
. (86)
Finally the observation bn ∼ logn concludes the proof.
B. Bounds on the moments of delay as n→∞
Prop. 24 and Prop. 25 establish that the lower and upper
bounds on E
[(
Y
(c)
n:n
)r]
, resulting from application of the
inequalities in Prop. 29 and Prop. 30 to the Gamma RV
stochastic ordering from Prop. 1, can be made (almost) asymp-
totically tight as n→∞ for fixed c.
Proposition 24: Assume A3: State-independent receptions,
homogeneous receivers. There exists a parameter sequence
(tn) such that the lower bound on E
[(
Y˜
(c)
n:n
)r]
from (202)
can be made asymptotically tight in n for every integer r ≥ 1.
Proposition 25: Assume A3: State-independent receptions,
homogeneous receivers. There exists a parameter sequence
(sn) such that the upper bound on E
[(
Y˜
(c)
n:n
)r]
from (203)
can be made asymptotically tight in n for every integer r ≥ 1.
In particular sn = brn is sufficient to establish the bound is
asymptotically tight, as well as asymptotically optimal, in the
asymptotic sense of (204).
The proofs of Props. 24 and 25 can be found in Appendix
IV.
Fig. 4 shows several of the bounds discussed in this section
vs. the number of receivers, n. The plots attest to the fact that
our lower and upper bounds do enclose the exact expected
delay for all n. Note that our lower bound is in fact better
than the approximation1 of mRBC1 from [4, Prop. 4] for larger
c, but not for smaller c.
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Fig. 4. The exact block delay (E[Y (c)n:n]), the optimized upper bound, the lower
bound with tn = c+
√
c logn, the numerically optimized lower bound (with
t∗n), and the approximation of mRBC1 from [4], for c = 12 and q = 4/5(left) and c = 2 and q = 1/2 (right).
1By ignoring the o(1) term in Prop. 4 of [4].
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VII. CONCLUSION
We have investigated the random block delay, Y (c)n:n, when
transmitting c packets over a broadcast erasure channel to n
receivers with reception probabilities q using both uncoded
transmission (UT) and random linear combinations/coding
(RLC). Our key contributions involve bounds, exact expres-
sions, and asymptotic properties (in c, or in n) for the rth
moment of Y (c)n:n.
Several extensions of this work seem natural to us. First
and foremost, our results in §VI study the delay as n grows
large for fixed c, while the results in [9] have established that
c = c(n) should grow with n according to Ω(logn) in order
to have a non-diminishing throughput. One possible approach
is to apply our framework of order statistic inequalities,
stochastic ordering, and extreme value theory to address this
case.
Second, there are additional results that seem possible.
In particular, i) in §V-B we conjecture the expected delay
per packet is not only decreasing in c, but in fact convex
decreasing in c, although we have not been able to prove
this; and ii) since the optimal free parameter in de la Cal’s
bound may be hard to be expressed in closed-form, it is
desirable to find a systematic approach for proposing tractable
approximations of the optimizer while still keeping the quality
of the bound good.
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APPENDIX I
PROOFS FROM §III
This appendix contains the proof of Prop. 4 in §III.
Proof of Prop. 4: Let MX(t) = qe
t
1−(1−q)et for t <
− log (1− q) denote the moment generating function (MGF)
for the geometric distribution. It is well-known that the rth
moment of a RV can be obtained by evaluating the rth
derivative of its MGF at 0. Here to retain tractability, we will
employ a change of variable, so that the rth derivative of the
original MGF (in terms of t) is expressed as a weighted sum
of all lower-order derivatives of a related function (M˜X(s))
with respect to a new variable (s), for which these lower-order
derivatives admit a simple general formula and their weights
(coefficients) obey a recurrence that can be further solved.
Define a monotone function s(t) ≡ 1 − (1 − q)et, and
M˜X(s) ≡ q1−q
(
s−1 − 1). Observe ds(t)dt = s(t) − 1 and
M˜X(s) and MX(t) are related by M˜X(s(t)) = MX(t). We
first prove2
M
(r)
X (t) = f(s; r)|s=s(t) , (87)
where we define a function of s (parameterized by r)
f(s; r) ≡
r∑
l=1
a
(r)
l
(
dl
dsl
M˜X(s)
)
(s− 1)l , (88)
2The superscripts of the MGF MX(t) are indicating its (higher) derivatives,
whereas the superscripts of the coefficients al are for indexing (together with
their subscripts) these coefficients.
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and the coefficients a(r)l satisfy the following recurrence:
a
(r)
l = l · a(r−1)l + a(r−1)l−1 , l ∈ [r], (89)
with boundary conditions3 a(r)l = 0 if l > r, and a
(r)
0 =
1{r=0}.
Observe a(r)r = 1 for all r ≥ 0, and a(r)1 =
1 for all r > 0. We prove (87) by induction on
r. The base case r = 1, 2 can be verified to be
true, with M (1)X (t) =
q
1−q
(−s(t)−1 + s(t)−2) ,M (2)X (t) =
q
1−q
(
s(t)−1 − 3s(t)−2 + 2s(t)−3).
Assuming (87) holds for r > 0 and applying the chain rule,
we can compute the (r + 1)th derivative
M
(r+1)
X (t)
=
d
dt
(
f(s; r)|s=s(t)
)
=
[(
d
ds
f(s; r)
)
· ds(t)
dt
]∣∣∣∣
s=s(t)
. (90)
We need to show the terms in the above brackets, viewed as
a whole and as a function of s, equals f(s; r + 1). Applying
the rules of differentiation to ddsf(s; r) and recalling
ds(t)
dt =
s(t)− 1, we have
r∑
l=1
a
(r)
l
(
dl+1
dsl+1
M˜X(s)
)
(s− 1)l+1
+
r∑
l=1
l · a(r)l
(
dl
dsl
M˜X(s)
)
(s− 1)l.(91)
By changing the summing variable from l to l′ ≡ l + 1, the
first summand in (91) can be written as
r+1∑
l′=2
a
(r)
l′−1
(
dl
′
dsl′
M˜X(s)
)
(s− 1)l′
=
r∑
l′=1
a
(r)
l′−1
(
dl
′
dsl′
M˜X(s)
)
(s− 1)l′
+ a
(r+1)
r+1
(
dr+1
dsr+1
M˜X(s)
)
(s− 1)r+1, (92)
due to the fact that a(r)0 = 0 for r > 0, and a
(r)
r = 1 = a
(r+1)
r+1 .
Now substituting it back to (91), we have
r∑
l=1
(
a
(r)
l−1 + l · a(r)l
)( dl
dsl
M˜X(s)
)
(s− 1)l
+ a
(r+1)
r+1
(
dr+1
dsr+1
M˜X(s)
)
(s− 1)r+1
=
r+1∑
l=1
a
(r+1)
l
(
dl
dsl
M˜X(s)
)
(s− 1)l = f(s; r + 1), (93)
where the first equality follows from the recurrence (89).
Now that we have established (87) (through (89)), we
then need to solve for the a(r)l ’s and d
l
dsl
M˜X(s). First, note
the recurrence (89) (together with the boundary conditions)
exactly coincides with that of the Stirling number of the second
3The support of r in the statement does not contain 0, yet for the recurrence
to work, r is allowed to take 0, so is the subscript of the a(r)
l
’s.
kind for which this recurrence can be solved using generating
functions ([26, §1.6]):
a
(r)
l =
{
r
l
}
=
l∑
m=1
(−1)l−m m
r
m! (l −m)! , r, l ≥ 0. (94)
Second, it can be verified that d
l
dsl
M˜X(s) =
q
1−q (−1)l l! ·
s−(l+1). Finally, substitution and evaluation of (87) at t = 0
(equivalently, at s(t)|t=0 = q) yields the desired formula.
APPENDIX II
PROOFS FROM §IV
We first give two lemmas regarding some properties of
the regularized incomplete beta function Ix(a, b) that will be
used in the proofs of Prop. 7 (§IV-A) and Prop. 12 (§IV-D)
respectively.
The following definitions apply for a > 0, b > 0 and x ∈
(0, 1):
Ix(a, b) =
B(x; a, b)
B(a, b)
, B(x; a, b) =
∫ x
0
ta−1(1− t)b−1dt,
(95)
where B(x; a, b) is the incomplete beta function and B(a, b) =
B(1; a, b) is the beta function.
Lemma 2: Ix(a, b) is increasing in b.
Proof: As
∂
∂b
Ix(a, b) =
B(a, b) ∂
∂b
B(x; a, b)−B(x; a, b) ∂
∂b
B(a, b)
B2(a, b)
,
(96)
it suffices to show the positivity of the numerator in the above
expression, which becomes:∫ x
0
ta−1(1− t)b−1 log(1− t)dt ·
∫ 1
0
ta−1(1 − t)b−1dt
−
∫ x
0
ta−1(1− t)b−1dt ·
∫ 1
0
ta−1(1− t)b−1 log(1− t)dt. (97)
Observe that due to the negativity of log(1 − t) for t ∈
(0, 1), the signs of the above four integrals are respectively:
−,+,+,−, and hence we need to show:
f(x; a, b) ≡
∫ x
0
ta−1(1− t)b−1 log(1− t)dt∫ x
0
ta−1(1− t)b−1dt
>
∫ 1
0 t
a−1(1− t)b−1 log(1− t)dt∫ 1
0
ta−1(1 − t)b−1dt
= f(1; a, b). (98)
It suffices to show f(x; a, b) is decreasing in x for x ∈ (0, 1),
i.e., ∂
∂x
f(x; a, b) < 0. Applying Leibniz’s rule, we can
compute this partial derivative, which would be negative if∫ x
0
ta−1(1 − t)b−1 log(1− x)dt
<
∫ x
0
ta−1(1 − t)b−1 log(1− t)dt. (99)
It can be seen that 0 ≤ log(1 − x) ≤ log(1 − t) when 0 ≤
t ≤ x < 1, which means the above inequality holds. Hence
we have shown Ix(a, b) is increasing in b when a > 0, b >
0 and x ∈ (0, 1).
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Lemma 3: The function log Ix(a, b) is concave on x ∈
(0, 1), for integers a ≥ 1, b ≥ 1.
Proof: We shall verify the second derivative is non-
positive. Toward this,
∂
∂x
log Ix(a, b) =
1
Ix(a, b)
∂
∂x
Ix(a, b)
∂2
∂x2
log Ix(a, b) =
Ix(a, b)
∂2
∂x2
Ix(a, b)−
(
∂
∂x
Ix(a, b)
)2
(Ix(a, b))
2 .(100)
Hence ∂
2
∂x2
log Ix(a, b) ≤ 0 ⇔ Ix(a, b) ∂2∂x2 Ix(a, b) ≤(
∂
∂x
Ix(a, b)
)2
. As
∂
∂x
Ix(a, b) =
1
B(a, b)
∂
∂x
B(x; a, b),
∂2
∂x2
Ix(a, b) =
1
B(a, b)
∂2
∂x2
B(x; a, b), (101)
we need to show:
B(x; a, b)
∂2
∂x2
B(x; a, b) ≤
(
∂
∂x
B(x; a, b)
)2
. (102)
Recalling the definition of the incomplete beta function given
in (95), we have
∂
∂x
B(x; a, b) = xa−1(1 − x)b−1
∂2
∂x2
B(x; a, b) = (a− 1)xa−2(1− x)b−1
− (b− 1)xa−1(1− x)b−2. (103)
After canceling xa−2(1− x)b−2, (102) becomes
((a−1)(1−x)−(b−1)x)
∫ x
0
ta−1(1−t)b−1dt ≤ xa(1−x)b.
(104)
Define x∗ ≡ a−1
a−1+b−1 to satisfy (a−1)(1−x∗)−(b−1)x∗ = 0
so that (a − 1)(1 − x) − (b − 1)x ≷ 0 iff x ≶ x∗ (recall
a ≥ 1, b ≥ 1). When x ≥ x∗, the above inequality holds since
the LHS is nonpositive.
It remains to consider x < x∗. When a = 1 and/or
b = 1, the above inequality can be verified to hold for all x.
Therefore, from now on assume a > 1, b > 1 and 0 < x < x∗.
Note x∗ < 1 under these assumptions. We seek to show
f(x) ≡ ((a− 1)(1− x)− (b− 1)x)
·
∫ x
0
ta−1(1 − t)b−1dt− xa(1 − x)b ≤ 0. (105)
Note f(0) = 0, thus it suffices to show f ′(x) ≤ 0, where
f ′(x) = (2− a− b)
∫ x
0
ta−1(1− t)b−1dt
+ xa−1(1 − x)b−1(2x− 1). (106)
The assumption a > 1 and b > 1 ensures the first term in
the sum is nonpositive. Observe when x ∈ (0, 1/2] the second
term in (106) is nonpositive, making f ′(x) ≤ 0. Thus in the
following we only need to discuss the regime x ∈ (1/2, x∗).
We again consider two cases: a ≤ b and a > b. When
a ≤ b (equivalently, x∗ ≤ 1/2), there is no x satisfying
x ∈ (1/2, x∗). When a > b (equivalently x∗ > 1/2), and
in particular 1/2 < x < x∗ < 1. Observe f ′(1/2) < 0, so it
further suffices to show f ′′(x) < 0 for the above regime of
interest. After some algebra, one can show that
f
′′
(x) = xa−2(1− x)b−2
·
[
−(a+ b)
(
x− a
a+ b
)2
+ 1− ab
a+ b
]
, (107)
where the sign of f ′′(x) is determined by the expression in the
brackets, which is a concave quadratic taking maximum value
of 1−ab/(a+ b) at x = a/(a+ b). For integers a, b satisfying
a > b > 1, observe b > 1 + b/a and thus ab > a + b > 0,
and so the value of the quadratic at its maximum is negative,
establishing f ′′(x) < 0 for x ∈ (1/2, x∗).
The following three propositions are used in the proof of
Prop. 8 (§IV-A). Specifically, Prop. 26 gives some sufficient
conditions for the CCDF of the maximum order statistic of
n − 1 iid continuous non-negative RVs to be logarithmically
concave. Prop. 27 verifies for Gamma(c, 1) (c ∈ N), one of
the sufficient conditions in Prop. 26 is satisfied and hence
it can be shown in Prop. 28 that de la Cal’s lower bound on
E
[(
Y˜
(c)
n:n
)r]
can be optimized by finding its unique stationary
point.
Proposition 26: Let an integer n ≥ 2 be given, for a
continuous non-negative random variable Z with distribution
and density functions denoted by FZ and fZ respectively, the
function 1 − Fn−1Z (t) (which can be viewed as the CCDF
of the maximum order statistic of n − 1 such iid Z’s) is
logarithmically concave in t if any of the following conditions
holds, for t in a convex subset of R such that FZ(t) ∈ (0, 1):
(n− 2) f
2
Z(t)
FZ(t)
+
d
dt
fZ(t) ≥ 0
d
dt
fZ(t) ≥ 0
f2Z(t)
1− FZ(t) +
d
dt
fZ(t) ≥ 0. (108)
Furthermore, if any of the above inequalities is strict, then
strict logarithmic concavity holds.
Proof: By definition, logarithmic concavity means the
logarithm of the (positive) function is concave, which in
the case of a twice differentiable function g(t) defined on
a convex domain, is equivalent to verifying [27, §3.5.2 pp.
105] g(t)g′′(t)−(g′(t))2 ≤ 0, and for strictly log-concavity, it
suffices to verify this holds with strict inequality. Substituting
1− Fn−1Z (t) for g(t), we have
(
1− Fn−1Z (t)
) d2
dt2
Fn−1Z (t) +
(
d
dt
Fn−1Z (t)
)2
≥ 0. (109)
First, observe that if d
2
dt2F
n−1
Z (t) ≥ 0, then (109) evidently
holds. Since
d2
dt2
Fn−1Z (t) = (n− 1)Fn−2Z (t)
[
(n− 2) f
2
Z(t)
FZ(t)
+
d
dt
fZ(t)
]
,
(110)
this yields the first condition in the proposition statement (i.e.,
the above bracketed terms is non-negative).
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Next, we show the second or the third condition in the
proposition statement will make (109) hold. For notational
simplicity, we may suppress the dependence on t and also
write f ′Z for ddtfZ(t). Substituting the expressions of the
derivatives of Fn−1Z , (109) becomes
(n− 1)Fn−2Z
[
(n− 2) f
2
Z
FZ
+ f ′Z
]
(1− Fn−1Z )
+ (n− 1)2F 2(n−2)Z f2Z ≥ 0. (111)
Multiplying through by FZ , canceling (n − 1)Fn−2Z and
simplifying, we get(
1− Fn−1Z
) [( n− 1
1− Fn−1Z
− 1
)
f2Z + FZf
′
Z
]
≥ 0. (112)
We now focus on conditions ensuring the terms in the brackets
in (112) to be non-negative.
Define a function of n (parameterized by t)
h(n; t) ≡ n− 1
1− Fn−1Z
− 1. (113)
Observe for the regimes of interest (n ≥ 2, FZ ∈ (0, 1)),
h(n; t) ≥ 0, which implies the second condition in the
proposition statement (i.e., f ′Z ≥ 0) will make (112) (hence
(109)) hold.
The derivative of h(n; t) (w.r.t. n) is
∂
∂n
h(n; t) =
(
1− Fn−1Z
)− (n− 1) (−Fn−1Z logFZ)(
1− Fn−1Z
)2
=
1− Fn−1Z + Fn−1Z logFn−1Z(
1− Fn−1Z
)2 , (114)
whose numerator can be verified to be decreasing in Fn−1Z for
Fn−1Z ∈ (0, 1). Since Fn−1Z is itself decreasing in n (for fixed
t), this means the numerator of (114) is increasing in n for
n ≥ 1 (and fixed t). Evaluation of (114)’s numerator at n = 1
yields 0: this allows us to conclude that ∂
∂n
h(n; t) ≥ 0 for all
n ≥ 2.
Now that we know h(n; t) is non-negative and is increasing
in n, in order for (112) to hold, we only need to verify the
terms in its brackets when n = 2 is non-negative i.e.,
FZ
1− FZ f
2
Z + FZf
′
Z ≥ 0, (115)
which after canceling FZ is the same as the third condition in
the proposition statement.
Proposition 27: The CCDF of the maximum order statistic
of n − 1 (n ∈ N) iid Gamma(c, 1) (for c ∈ N) RVs is log-
concave on (0,∞).
Proof: We shall show, for Gamma(c, 1), the third condi-
tion in Prop. 26 is satisfied. Toward this, we need to know
the CDF, PDF, and the derivative of the PDF of Y˜ (c) ∼
Gamma(c, 1). The CDF is usually given as FY˜ (c)(t˜c) =
1 − Q(c, t˜c) for Q(c, t˜c) the CCDF of Gamma(c, 1) RV’s
which is called the regularized Gamma function. The PDF
and its derivative can then be computed as
fY˜ (c)(t˜c) =
1
Γ(c)
t˜c−1c
et˜c
,
d
dt˜c
fY˜ (c)(t˜c) =
1
Γ(c)
t˜c−2c
(
c− 1− t˜c
)
et˜c
. (116)
Recall Q(c, x) ≡ Γ(c,x)Γ(c) where Γ(c, x) ≡
∫∞
x
tc−1e−tdt is the
upper incomplete Gamma function. For our problem since c
is a natural number, we leverage a connection between the
CDF of Poisson and Gamma distributions. Specifically, for
c ∈ N, the CCDF of Gamma(c, 1) evaluated at λ > 0
namely Q(c, λ), is equal to the CDF of Poi(λ) evaluated
at c − 1 namely e−λ∑c−1i=0 λii! . This equivalence can be
verified by working with Q(c, λ) using integration by parts
(and mathematical induction). Therefore we have FY˜ (c)(t˜c)
re-expressed as
FY˜ (c)(t˜c) = 1− e−t˜c
c−1∑
i=0
t˜ic
i!
, for c ∈ N, t˜c > 0. (117)
Denote by hZ,3(t) the function given in the third equation
in (108) in the statement of Prop. 26. Specializing hZ,3(t) to
our problem using the expressions from (116) and (117) and
observing Γ(c) = (c−1)! for c ∈ N yields (after some algebra)
(c−1)! e
t˜c
t˜c−2c
c−1∑
i=0
t˜ic
i!
·hY˜ (c),3(t˜c)=
t˜cc
(c− 1)!+
(
c− 1− t˜c
) c−1∑
i=0
t˜ic
i!
.
(118)
Our goal is to show hY˜ (c),3(t˜c) is non-negative. Equivalently,
we need to show the RHS of (118) is so. We have
t˜cc
(c− 1)! +
(
c− 1− t˜c
) c−1∑
i=0
t˜ic
i!
=
c−1∑
i=0
c− 1
i!
t˜ic −
c−2∑
i=0
t˜i+1c
i!
i′≡i+1
=
c−1∑
i=0
c− 1
i!
t˜ic −
c−1∑
i′=1
t˜i
′
c
(i′ − 1)!
= (c− 1) +
c−1∑
i=1
(
c− 1
i!
− 1
(i− 1)!
)
t˜ic
=
c−2∑
i=0
c− 1− i
i!
t˜ic, (119)
which is a polynomial in t˜c of order c − 2 with all the
coefficients being positive: this verifies, when c ≥ 2, the
non-negativeness of hY˜ (c),3(t˜c) for the domain of interest.
When c = 1, the RHS of (118) can be verified to equal 0.
Alternatively, we might address the c = 1 case by recognizing
that Gamma(1, 1) is Exp(1) and computing hZ,3(t) using the
functions associated with unit rate exponential RV’s (instead
of (116) and (117)), which can be easily shown to be 0, hence
fulfilling the third sufficient condition in Prop. 26 as well.
Proposition 28: de la Cal’s lower bound on the rth mo-
ment of the maximum order statistic Y˜ (c)n:n for Y˜ (c)j∈[n] ∼
Gamma(c, 1) (for c ∈ N) may be maximized (i.e., made
the tightest) by finding its unique stationary point for t˜c ≥(
E
[(
Y˜ (c)
)r]) 1r
. More precisely, this t˜∗c is solved from the
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following equation on [
∏r
i=1 (c− 1 + i)
1
r ,∞), where FY˜ (c)
and fY˜ (c) denote the CDF and PDF of Gamma(c, 1).(
1− FY˜ (c)(t˜c)n−1
)
rt˜r−1c
= (n− 1)
(
t˜rc −
r∏
i=1
(c− 1 + i)
)
FY˜ (c)(t˜c)
n−2fY˜ (c)(t˜c). (120)
Proof: Recall de la Cal’s lower bound for Zn:n, the
maximum order statistics of n (n ∈ N) iid random variables
Zj∈[n], is given by
E[Zn:n] ≥ tZ − (tZ −E[Z])Fn−1Z (tZ) ≡ lZ(tZ), ∀tZ ≥ E[Z],
(121)
where Z d= Zj∈[n], and thus E[Z] and FZ denote the common
mean and CDF of iid Zj’s, respectively.
First, we start by extending the bounding to the rth (r ∈ N)
moment of a RV. Denote by lZ(tZ) to be the RHS of (121).
If each Zj is itself the rth power of some non-negative RV,
V rj , applying (121) to (V r)j , j ∈ [n] gives
E[(V r)n:n] ≥ tV r − (tV r − E[(V r)])Fn−1(V r)(tV r ) = lV r(tV r ),
(122)
for all tV r ≥ E[(V r)], where similarly (V r) d= (V r)j∈[n],
and E[(V r)] and F(V r) denote the common mean and CDF
of iid (V r)j’s, respectively. Note here and henceforth we may
sometimes write (V r) to highlight it is in itself the RV of
interest, whereas V r (i.e., with no parenthesis) denotes the
rth power of the random variable V (namely a function of the
RV of interest). Now observing
F(V r)(tV r) = P ((V
r) ≤ tV r ) = P
(
V ≤ t 1rV r
)
= FV (t
1
r
V r),
(123)
where the second equality follows from the non-negativeness
of the RV, and further relabeling t
1
r
V r as t˜V ≥ 0, we can re-
express lV r(tV r ) (defined as the RHS of (122)) by a new
function
l˜V (t˜V ) ≡ t˜rV −
(
t˜rV − E [V r]
)
Fn−1V (t˜V ), ∀t˜V ≥ (E [V r])
1
r ,
(124)
where V d= Vj∈[n], and E [V r] and FV denote the common
rth moment and CDF of iid Vj ’s, respectively.
For non-negative RVs, it always holds that (V r)n:n = V rn:n,
and thus we have obtained the de la Cal’s bound applied to
the rth moment of Vn:n
E [V rn:n] ≥ l˜V (t˜V ), for all t˜V ≥ (E [V r])
1
r . (125)
Note, when r = 1, l˜V (t˜V ) ((125)) recovers lZ(tZ) ((121)).
Second, we shall show de la Cal’s bound for the rth moment
of Y˜ (c)n:n (recall each Y˜ (c)j ∼ Gamma(c, 1)) after a translation
is strictly logarithmically concave, which then implies there
exists a unique stationary point t˜∗c maximizing de la Cal’s
bound.
Specializing (125) to the rth moment of the maximum order
statistic of iid Y˜ (c)
j∈[n] ∼ Gamma(c, 1) (for c ∈ N) with free
variable denoted t˜c, we have
E
[(
Y˜ (c)n:n
)r]
= E
[(
Y˜ (c)
)r
n:n
]
≥ t˜rc −
(
t˜rc − E
[(
Y˜ (c)
)r])
Fn−1
Y˜ (c)
(t˜c) ≡ l˜Y˜ (c)(t˜c), (126)
for all t˜c ≥
(
E
[(
Y˜ (c)
)r]) 1r
, where Y˜ (c) d= Y˜ (c)
j∈[n], and
E
[(
Y˜ (c)
)r]
and FY˜ (c) denote the common rth moment and
CDF of iid Y˜ (c)j ’s, respectively. Note the rth moment of
Gamma(α, β) (using the convention (“shape”, “rate”) for the
parameters (α, β)) has a closed-form expression ∏ri=1(α −
1 + i)/βr, which gives E
[(
Y˜ (c)
)r]
=
∏r
i=1(c − 1 + i),
and thus t˜c ∈ [
∏r
i=1 (c− 1 + i)
1
r ,∞). Also, recognize the
lower bound in (30) is just (126) by expressing FY˜ (c)(t˜c) as
1−Q(c, t˜c) and relabeling t˜c as t.
Applying a constant (in t˜c) translation, we get
l˜Y˜ (c)(t˜c)− E
[(
Y˜ (c)
)r]
=
(
t˜rc − E
[(
Y˜ (c)
)r]) (
1− Fn−1
Y˜ (c)
(t˜c)
)
. (127)
We shall show (127) is log-concave. Recall log-concavity is
preserved under the product of two functions ([27, 3.5.2 pp.
105]) and it is not hard to verify that strict log-concavity is
preserved if furthermore at least one of the functions is strictly
log-concave. We use the following two steps to show the two
multiplicative terms in the RHS of (127) are (strictly) log-
concave: one for each term.
Step 1: t˜rc − E
[(
Y˜ (c)
)r]
is strictly log-concave in t˜c for
t˜c ∈ [
∏r
i=1 (c− 1 + i)
1
r ,∞).
To verify a twice differentiable univariate function g(t)
defined on a convex domain to be (strictly) log-concave, we
need to verify (strict inequality suffices [but is not necessary]
for verifying strict log-concavity) ([27, §3.5.2 pp. 105])
g(t)g′′(t)− (g′(t))2 ≤ 0. (128)
Substituting t˜c for t and t˜rc − E
[(
Y˜ (c)
)r]
for g(t), the LHS
of (128) becomes
− rt˜r−2c
(
t˜rc + (r − 1)E
[(
Y˜ (c)
)r])
< 0, (129)
which verifies the strict log-concavity of t˜rc−E
[(
Y˜ (c)
)r]
for
the domain of interest.
Step 2: 1 − Fn−1
Y˜ (c)
(t˜c) is log-concave in t˜c for t˜c ∈
[
∏r
i=1 (c− 1 + i)
1
r ,∞).
This follows from Prop. 27.
Finally, we can verify the RHS of (126) evaluated at
t˜c =
∏r
i=1 (c− 1 + i)
1
r and t˜c →∞ (applying the L’Hoˆpital’s
rule) both give E
[(
Y˜ (c)
)r]
, the trivial lower bound on
E
[(
Y˜
(c)
n:n
)r]
, this means the de la Cal’s bound can indeed
be made the tightest over the (interior of the) domain of
interest, where the optimizer t˜∗c is the unique stationary point
of (126). Differentiation of (126) yields (120) and the proof
is completed.
Proof of Prop. 8: The ordering 1
φ(q)rE
[(
Y˜
(c)
n:n
)r]
≤
E
[(
Y
(c)
n:n
)r]
≤ ∑rp=0 (rp) 1φ(q)pE [(Y˜ (c)n:n)p] cr−p follows
from Prop. 1. It remains to show the bounds as given in (30)
are valid. The bounds we employ are introduced in Appendix
V. The lower bound is an application of (202). The derivation
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of the bound as well as its optimization can be found in Prop.
28.
The upper bound is a direct application of (203) to
E
[(
Y˜
(c)
n:n
)r]
, followed by an exchange of the order of in-
tegration, and repeated use of the recursion Q(c + 1, x) =
Q(c, x) + xce−x/Γ(c + 1). In particular, applying the upper
bound and exchanging the order of integration gives:
E
[(
Y˜ (c)n:n
)r]
≤ s+ n
∫ ∞
s
P
((
Y˜ (c)
)r
> t
)
dt
= s+ n
∫ ∞
s
Q(c, t
1
r )dt
= s+
n
Γ(c)
∫ ∞
s
(∫ ∞
t
1
r
uc−1e−udu
)
dt
= s+
n
Γ(c)
∫ ∞
s
1
r
(∫ ur
s
dt
)
uc−1e−udu
= s+
n
Γ(c)
∫ ∞
s
1
r
(ur − s)uc−1e−udu.(130)
Now after the last step of the following equation, repeated
application of the recursion mentioned above gives the upper
bound uY˜ (s, n, c, r) in (30).
E
[(
Y˜ (c)n:n
)r]
≤ s+ n
Γ(c)
(∫ ∞
s
1
r
ur+c−1e−udu− s
∫ ∞
s
1
r
uc−1e−udu
)
= s+
n
Γ(c)
(
Γ(c+ r, s
1
r )− sΓ(c, s 1r )
)
= s+ n
(
Γ(c+ r)
Γ(c)
Q(c+ r, s
1
r )− sQ(c, s 1r )
)
. (131)
The optimal s∗ may be found as (see e.g., (204)):
nP
((
Y˜ (c)
)r
> s∗
)
= 1⇒ nQ
(
c, (s∗)
1
r
)
= 1
⇒ s∗ =
(
Q−1
(
c,
1
n
))r
. (132)
Here, Q−1(c, u) = x is the inverse with respect to x of Q(c, x)
so that Q(c, x) = u, for u ∈ [0, 1]. Substitution of the optimal
s∗ into the upper bound uY˜ (s, n, c, r) in (30) gives
Γ(c+ r)
Γ(c)
+ n
Γ(c+ r)
Γ(c)
(s∗)
c+r−1
r e−(s
∗)
1
r
r−1∑
m=0
1
(s∗)
m
r Γ(c+ r −m)
. (133)
For r = 1, the above expression simplifies to c+nc (s
∗)ce−s
∗
Γ(c+1) ,
which after applying the recursion and taking into account the
stochastic ordering between Y (c)n:n and Y˜ (c)n:n yields (31).
Proof of Prop. 9: We first derive (32). We start by using
an expression for the expectation of a nonnegative RV with
support {cr, (c+1)r, . . .} in terms of its complementary CDF:
E
[(
Y (c)n:n
)r]
= cr +
∞∑
m=cr
P
((
Y (c)n:n
)r
> m
)
= cr +
∞∑
m=cr
P
(
Y (c)n:n > ⌊m
1
r ⌋
)
= cr +
∞∑
m=cr
(
1− P
(
Y (c)n:n ≤ ⌊m
1
r ⌋
))
= cr +
∞∑
m=cr

1− n∏
j=1
P
(
Y
(c)
j ≤ ⌊m
1
r ⌋
) . (134)
Next, fix j ∈ [n] and observe {Y (c)j ≤ ⌊m
1
r ⌋} means that
there are c successes in the first t trials, for some t ∈ {c, c+
1, . . . , ⌊m 1r ⌋}. Conditioning on t, the c successes occurred
over trials {1, . . . , t} with the number of trials between succes-
sive successes given by a c-vector α = (α1, . . . , αc) such that
αk ∈ N and α1+ · · ·+αc = t. Fixing the particular sequence
of successes and failures over trials {1, . . . , t}, that sequence
of outcomes has probability
∏
k∈[c](1 − qj,k)αk−1qj,k. This
yields (32).
To obtain (34) from (32) set qj,k = qj and observe
∑
α∈At
c∏
k=1
(1− qj)αk−1qj =
∑
α∈At
qcj(1− qj)t−c
= qcj(1 − qj)t−c|At|, (135)
where |At| is the cardinality of At, i.e., the number of c-
vectors of positive integers that sum to t. It can be shown that
|At| =
(
t−1
c−1
)
; this yields (34).
To derive (35) which holds for the state-independent case,
observe Y (c)j is a negative binomial RV, i.e., the number of
trials required to obtain c receptions where each trial yields
a reception with probability qj . Let Wj ∼ Bin(⌊m 1r ⌋, qj) be
a binomial RV counting the number of receptions in ⌊m 1r ⌋
trials, each trial having reception probability qj . Observe the
equivalence of the events {Y (c)j > ⌊m
1
r ⌋} = {Wj < c}.
Taking probabilities of both sides, and applying (36) yields:
P
(
Y
(c)
j > ⌊m
1
r ⌋
)
= P(Wj < c) = 1− P(Wj ≥ c)
= 1− Iqj (c, ⌊m
1
r ⌋ − c+ 1). (136)
Starting from (134) and substituting (136) yields (35).
APPENDIX III
PROOFS FROM §V
Proofs from §V-A, §V-B, and §V-C are given in Appendix
III-A, Appendix III-B, and Appendix III-C, respectively.
A. Proofs from §V-A
Proof of Prop. 13: We first provide the outline of the
proof. To establish convergence in probability of Yˆ (c)n:n we first
establish convergence in probability of each component of the
vector (Yˆ (c)1 , . . . , Yˆ
(c)
n ) via the weak law of large numbers
(WLLN) for independent but not necessarily identically dis-
tributed RVs. Convergence in probability of each component
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of a sequence of vector-valued random variables to a limit
ensures convergence in probability of the vector as a whole.
Next, use the fact that convergence in probability is preserved
under continuous functions, and in particular the function
max(y1, . . . , yn). This establishes convergence in probability
of Yˆ (c)n:n.
Furthermore, to establish convergene in rth mean of Yˆ (c)n:n,
we shall show the sequence {| Yˆ (c)n:n|r} (c = 1, 2, . . .) is
uniformly integrable (UI), we can then employ the fact that a
sequence of RVs that converges in probability and is UI with
parameter r must converge in rth mean.
We now establish convergence in probability. Prop. 14
shows (55) is satisfied, then according to the WLLN for
independent but not necessarily identically distributed RVs
(e.g., [28, Thm. 1.1 in §7]), we have:
Yˆ
(c)
j
P−→ E
[
lim
c→∞
1
c
c∑
k=1
X
(c)
jk
]
=
1
qj
, j ∈ [n]. (137)
Convergence in probability of each component j ∈ [n] ensures
convergence in probability of the vector as a whole:(
Yˆ
(c)
1 , . . . , Yˆ
(c)
n
)
P−→
(
1
q1
, . . . ,
1
qn
)
. (138)
Since convergence in probability is preserved under continuous
functions such as max(y1, . . . , yn), it follows that:
Yˆ (c)n:n = max
(
Yˆ
(c)
1 , . . . , Yˆ
(c)
n
)
P−→ max
(
1
q1
, . . . ,
1
qn
)
.
(139)
This establishes convergence in probability of Yˆ (c)n:n in c to
1/minj qj .
We next establish convergence in rth mean. We use a
theorem ([28, Thm. 4.1 in §7]) which states that convergence
in probability along with uniform integrability with parameter
r ensures convergence in Lr. Namely, we need to show the
sequence {| Yˆ (c)n:n|r}c is UI. Toward this, we apply Thm. 4.2
(also see Remark 4.3 on pp. 198) in [28, §7] which states to
show a sequence {Zc} is UI, it suffices to find η > 1 so that
supc E[|Zc|η] < ∞. Here we choose η = 2, that is, we wish
to show
sup
c
E
[(
Yˆ (c)n:n
)2r]
<∞. (140)
Note the RVs are non-negative, r ∈ N is given and fixed. We
observe
E
[(
Yˆ (c)n:n
)2r]
= E
[(
max
j∈[n]
Yˆ
(c)
j
)2r]
= E
[
max
j∈[n]
(
Yˆ
(c)
j
)2r]
≤
n∑
j=1
E
[(
Yˆ
(c)
j
)2r]
. (141)
Since n is fixed, to show (140), we need to show for any
j ∈ [n], E
[(
Yˆ
(c)
j
)2r]
<∞ uniformly in c. By definition
E
[(
Yˆ
(c)
j
)2r]
= E

(1
c
c∑
k=1
X
(c)
j,k
)2r . (142)
As a consequence of the convexity of the function zα for
α = 2r > 0, z > 0, applying Jensen’s inequality (with
a discrete uniform random variable V with PMF P(V =
X
(c)
j,k ) =
1
c
, ∀k ∈ [c]) gives
(
1
c
c∑
k=1
X
(c)
j,k
)2r
≤ 1
c
c∑
k=1
(
X
(c)
j,k
)2r
. (143)
Now taking expectation, we have from (142) and (143)
E
[(
Yˆ
(c)
j
)2r]
≤ E
[
1
c
c∑
k=1
(
X
(c)
j,k
)2r]
=
1
c
c∑
k=1
E
[(
X
(c)
j,k
)2r]
.
(144)
Therefore, if each X(c)j,k has uniformly in c bounded moments
up to order 2r, i.e., E
[(
X
(c)
j,k
)2r]
≤ RX < ∞, ∀c, then
we conclude from (144) that E
[(
Yˆ
(c)
j
)2r]
is also uniformly
bounded in c by RX < ∞: this shows (140) and hence the
proof is completed.
Proof of Prop. 14: Assume A1: State-dependent re-
ceptions, heterogeneous receivers. In order to establish (55)
holds for qj,k = (1 − dk−1−c)qj it suffices to estab-
lish a) limc→∞ 1c
∑c
k=1(1 − dk−1−c)−1 = 1 and b)
limc→∞
1
c
∑c
k=1(1 − dk−1−c)−2 = 1. The first limit a)
establishes the convergence of the means, and the two limits
together, a) and b), establish the convergence of the variances.
We establish both a) and b) by sandwiching the sum between
lower and upper bounds which are integrals of the function
being summed. In particular, if {f(k)}ck=0 is a nondecreasing
sequence in k then
∫ c
0
f(x)dx ≤
c∑
k=1
f(k) ≤
∫ c
1
f(x)dx + f(c), (145)
where the lower (upper) bound follows by viewing {f(k)}
as a Riemann sum of c terms with unit intervals and heights
at the right (left) endpoints, respectively. Both fa(k) ≡ (1 −
dk−1−c)−1 and fb(k) ≡ (1 − dk−1−c)−2 are increasing in
k ∈ [c], and so (145) holds for f(k) = fa(k) and f(k) =
fb(k). We now proceed to evaluate the integrals. We first find
the indefinite integral of ga(x) ≡
∫
fa(x)dx and gb(x) ≡∫
fb(x)dx for d > 1 and c ≥ 1. Use the change of variables
z = dx−1−c so that dx = dz/(z log d), yielding:
ga(x(z)) =
1
log d
∫
1
z(1− z)dz,
gb(x(z)) =
1
log d
∫
1
z(1− z)2dz (146)
for x(z) ≡ c+1+ log z/ log d. Use partial fraction expansion
to get
ga(x(z)) =
1
log d
∫ (
1
z
+
1
1− z
)
dz,
gb(x(z)) =
1
log d
∫ (
1
z
+
1
1− z +
1
(1− z)2
)
dz (147)
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which integrates to
ga(x(z)) =
log z − log(1− z)
log d
,
gb(x(z)) =
log z − log(1− z) + 11−z
log d
. (148)
Substituting back z = dx−1−c yields:
ga(x) =
log dx−1−c − log(1− dx−1−c)
log d
,
gb(x) =
log dx−1−c − log(1− dx−1−c) + 11−dx−1−c
log d
. (149)
We next integrate from 0 to c and from 1 to c respectively,
and simplify:
ga(x)|c0 =
log(dc+1 − 1)− log(d− 1)
log d
ga(x)|c1 =
log(dc − 1)− log(d− 1)
log d
gb(x)|c0 =
log(dc+1 − 1)− log(d− 1) + d(dc−1)(d−1)(dc+1−1)
log d
gb(x)|c1 =
log(dc − 1)− log(d− 1) + d(dc−1−1)(d−1)(dc−1)
log d
. (150)
We are interested in the limits of these integrals divided by c
as c→∞. Observe the last term in the numerators of the latter
two expressions is dominated by the first term as c→∞ and
may be ignored. It is clear both the numerator and denominator
diverge, therefore we differentiate both and apply L’Hoˆpital’s
rule. This yields
lim
c→∞
1
c
ga(x)
∣∣∣∣
c
0
= lim
c→∞
1
c
ga(x)
∣∣∣∣
c
1
= 1,
lim
c→∞
1
c
gb(x)
∣∣∣∣
c
0
= lim
c→∞
1
c
gb(x)
∣∣∣∣
c
1
= 1. (151)
B. Proofs from §V-B
Assume A2: State-independent receptions, heterogeneous
receivers. The proof below holds for an arbitrary n× c matrix
of discrete RVs Z = (Zj,k) such that each row (Zj,k, k ∈ [c])
holds entries iid in k, and the rows are independent of one
another. We begin with a lemma that holds for a column-
invariant row selection rule χ.
The following lemma will be used in the proof of Prop. 16.
Lemma 4: Let Z be an n × c random matrix with entries
Zj,k iid in k and independent in j. Let J = χ(Z) ∈ [n] be the
index selected by any column invariant row-index selection
rule χ. Then the RVs (ZJ,k, k ∈ [c]) in row J are identically
distributed.
Proof: Fix column indices k, k′ ∈ [c] and some z ∈ Z ,
the support of the RVs comprising Z. Then:
P(ZJ,k = z) =
n∑
j=1
P(ZJ,k = z, J = j)
=
n∑
j=1
P(Zj,k = z, J = j)
=
n∑
j=1
P(J = j|Zj,k = z)P(Zj,k = z)
=
n∑
j=1
P(J = j|Zj,k′ = z)P(Zj,k′ = z)
= P(ZJ,k′ = z), (152)
where we have used the facts that i) χ is column invariant, i.e.,
P(J = j|Zj,k = z) = P(J = j|Zj,k′ = z), and ii) each row
of Z has entries iid in k, i.e., P(Zj,k = z) = P(Zj,k′ = z).
Proof of Prop. 16 (monotonicity for infinite field size):
Let Z(c) and Z(c+1) be n × c and n × (c + 1) matrices,
respectively. The entries Z(c)j,k in Z(c) are assumed iid in k and
independent in j, as are the entries Z(c+1)j,k in Z(c+1). Further-
more, for each j, j′ ∈ [n] and each k ∈ [c], k′ ∈ [c + 1], the
RVs Z(c)j,k and Z
(c+1)
j′,k′ are assumed independent. Let Z
(c+1)
1:c be
the n×c submatrix of Z(c+1) obtained by removing the entries
in column c+1. The above assumptions assert Z(c) d= Z(c+1)1:c .
As equality in distribution is preserved under any measurable
function, say f , it follows that f(Z(c)) d= f(Z(c+1)1:c ) for
all such functions. Finally, equality in distribution ensures
equality in expectation, thus E[f(Z(c))] = E[f(Z(c+1)1:c )]. This
will be used in step (b) of (153) below.
Let χˆ be the column invariant row-index selection rule
that selects the minimum row-index among the row sum
maximizing indices, and let Jˆ (c+1) = χˆ(Z(c+1)) be the index
selected under χˆ for Z(c+1). Then:
∆(c)
(a)
= E
[
1
c
max
j∈[n]
c∑
k=1
Z
(c)
j,k
]
− E
[
1
c+ 1
max
j∈[n]
c+1∑
k=1
Z
(c+1)
j,k
]
(b)
= E
[
1
c
max
j∈[n]
c∑
k=1
Z
(c+1)
j,k
]
− E
[
1
c+ 1
max
j∈[n]
c+1∑
k=1
Z
(c+1)
j,k
]
(c)
= E
[
1
c
max
j∈[n]
c∑
k=1
Z
(c+1)
j,k
]
− E
[
1
c+ 1
c+1∑
k=1
Z
(c+1)
Jˆ(c+1),k
]
(d)
≥ E
[
1
c
c∑
k=1
Z
(c+1)
Jˆ(c+1),k
]
− E
[
1
c+ 1
c+1∑
k=1
Z
(c+1)
Jˆ(c+1),k
]
(e)
= 0 (153)
where (a) follows by linearity of expectation, (b) follows
since E[f(Z(c))] = E[f(Z(c+1)1:c )] for any measurable f , (c)
is by definition of the index Jˆ (c+1), (d) follows since the
maximum of a set is no smaller than any of its elements, and
(e) follows by applying linearity of expectation and Lemma
4. This establishes ∆(c) ≥ 0. Lemma 5 below establishes that
the inequality in (153) is in fact strict, and thus ∆(c) > 0.
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Lemma 5: Let Z(c+1) and Jˆ (c+1) be as in the proof of Prop.
16. Then:
E
[
max
j∈[n]
c∑
k=1
Z
(c+1)
j,k
]
> E
[
c∑
k=1
Z
(c+1)
Jˆ(c+1),k
]
. (154)
Proof: Observe
max
j∈[n]
c∑
k=1
Z
(c+1)
j,k
= max
(
max
j∈[n]\{Jˆ(c+1)}
c∑
k=1
Z
(c+1)
j,k ,
c∑
k=1
Z
(c+1)
Jˆ(c+1),k
)
, (155)
which we henceforth abbreviate as Z1 = max(Z2, Z3). We
further denote by A3≥ the event {Z2 ≤ Z3}, and A2> the
complement event {Z2 > Z3}. The lemma is equivalent
to the assertion E[Z1] > E[Z3], for which we need to
show the following strict inequality, where the first (last)
equality follows from (reversely) applying the total expectation
theorem.
E[Z1] = E[Z1|A3≥]P(A3≥) + E[Z1|A2>]P(A2>)
= E[Z3|A3≥]P(A3≥) + E[Z2|A2>]P(A2>)
> E[Z3|A3≥]P(A3≥) + E[Z3|A2>]P(A2>)
= E[Z3]. (156)
The inequality in the above equation is equivalent to E[Z2 −
Z3|Z2 > Z3]P(Z2 > Z3) > 0, for which we need to show
P(Z2 > Z3) > 0.
Clearly P(Z2 > Z3) > 0 has to hold, for otherwise Z1 =
max(Z2, Z3) = Z3 always holds, that is
max
j∈[n]
c∑
k=1
Z
(c+1)
j,k =
c∑
k=1
Z
(c+1)
Jˆ(c+1),k
. (157)
But this can not be true. Recall Jˆ (c+1) is defined to be the
minimum row index for which the sum of all the c+1 columns
is the maximum. This index can not be always a row index
for which the sum of the first c columns is the maximum.
Proof of Prop. 17 (monotonicity for finite field size): As-
sume A1: State-dependent receptions, heterogeneous receivers.
Note ∆(c) > 0 ⇔ c(c + 1)∆(c) > 0. Fix the field size d to
be a finite integer ≥ 2, fix the blocklength c ∈ N, and fix the
number of receivers n ∈ N. Let X(c),X(c+1) be n × c and
n × (c + 1) random matrices with entries X(c)j,k ∼ Geo(q(c)j,k)
and X(c+1)j,k ∼ Geo(q(c+1)j,k ), respectively. Then:
c(c+1)∆(c)=E
[
(c+ 1)max
j∈[n]
c∑
k=1
X
(c)
j,k − cmax
j∈[n]
c+1∑
k=1
X
(c+1)
j,k
]
.
(158)
By the standing model assumptions, the entries X(c)j,k in X(c)
are independent in j and k, as are the entries X(c+1)j,k in X(c+1).
Furthermore, for each j, j′ ∈ [n] and each k ∈ [c], k′ ∈ [c+1],
the RVs X(c)j,k and X
(c+1)
j′,k′ are assumed independent. Recall
q
(c)
j,k = (1 − dk−1−c)qj . It is immediate that X(c)j,k
d
= X
(c+1)
j,k+1 .
Let X(c+1)2:c+1 be the submatrix obtained by removing the entries
in column 1 of X(c+1). The above equality in distribution then
gives X(c) d= X(c+1)2:c+1. Further, for any measurable function f ,
E[f(X(c))] = E[f(X
(c+1)
2:c+1)]. It follows that
c(c+ 1)∆(c)
= E
[
(c+ 1)max
j∈[n]
c∑
k=1
X
(c+1)
j,k+1 − cmax
j∈[n]
c+1∑
k=1
X
(c+1)
j,k
]
. (159)
Now that c(c + 1)∆(c) has been expressed solely in terms
of X(c+1), we henceforth simplify our notation, writing X ≡
X(c+1). Let Yj ≡ Y (c+1)j for j ∈ [n] be the sums of each of the
rows of X. Let Jˆ ∈ [n] be the random row index Jˆ = χˆ(X),
where χˆ is the column invariant row selection rule that selects
the smallest index in the (random) set of indices in [n] that
maximize Yj over j ∈ [n]. By this definition:
c(c+ 1)∆(c) = E
[
(c+ 1)max
j∈[n]
c∑
k=1
Xj,k+1 − c
c+1∑
k=1
X
Jˆ,k
]
.
(160)
Further, since the maximum of any set is no smaller than any
of its elements, we have the lower bound
c(c+1)∆(c) ≥ E
[
(c+ 1)
c∑
k=1
X
Jˆ,k+1 − c
c+1∑
k=1
X
Jˆ,k
]
. (161)
The right hand side may be rearranged as
E
[
c∑
k=1
X
Jˆ,k+1 − cXJˆ,1
]
=
c∑
k=1
E
[
X
Jˆ,k+1 −XJˆ,1
]
. (162)
Suppose the following stochastic ordering condition is true:
X
Jˆ,k+1 >st XJˆ,1, k ∈ [c]. (163)
This immediately implies ∆(c) > 0, completing the proof.
It remains to prove (163). It suffices to show
P(X
Jˆ,k
> x) > P(X
Jˆ,k′
> x) (164)
for k, k′ ∈ [c+ 1] with k > k′ and x ∈ N. We start by using
the total probability theorem:
P(X
Jˆ,k
>x)=
∑
a
∑
j
P(X
Jˆ,k
> x,X
Jˆ,k
+X
Jˆ,k′
= a, Jˆ = j)
=
∑
a
∑
j
P(Xj,k > x,Xj,k +Xj,k′ = a, Jˆ = j)
=
∑
a
∑
j
P(Jˆ = j|Xj,k > x,Xj,k +Xj,k′ = a)
· P(Xj,k > x,Xj,k +Xj,k′ = a). (165)
Similarly,
P(X
Jˆ,k′
>x)=
∑
a
∑
j
P(Jˆ = j|Xj,k′ > x,Xj,k +Xj,k′ = a)
· P(Xj,k′ > x,Xj,k +Xj,k′ = a).(166)
We will establish (164) by showing
P(Jˆ = j|Xj,k > x,Xj,k +Xj,k′ = a)
= P(Jˆ = j|Xj,k′ > x,Xj,k +Xj,k′ = a) (167)
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and
P(Xj,k > x,Xj,k +Xj,k′ = a)
> P(Xj,k′ > x,Xj,k +Xj,k′ = a) (168)
for all x, a, and j. Lemma 6 easily yields (167), while Lemma
7 establishes (168). Both Lemmas are stated and proved below.
Lemma 6: For all j ∈ [n] and distinct k, k′ ∈ [c + 1], the
RVs (Jˆ , Xj,k +Xj,k′ , Xj,k, Xj,k′) form Markov chains
Jˆ−(Xj,k+Xj,k′)−Xj,k, Jˆ−(Xj,k+Xj,k′)−Xj,k′ . (169)
Proof: We establish the first chain; the proof of the second
is the same. Fix a row index j ∈ [n], and two distinct column
indices k, k′ ∈ [c + 1]. By the definition of a Markov chain,
we must show
P
(
Jˆ = i |Xj,k +Xj,k′ = a,Xj,k = x
)
= P
(
Jˆ = i |Xj,k +Xj,k′ = a
)
(170)
for all i ∈ [n] (including i = j), integer a ≥ 2, and integer
x ≥ 1. To make our expressions more compact, we introduce
the notation for events A(a)1 = {Xj,k + Xj,k′ = a}, A2 =
{Xj,k = x}, and A(a)1,2 = A(a)1 ∩ A2. Then, showing (170) is
equivalent to showing P
(
Jˆ = i |A(a)
)
is the same for A(a)
equal to either A(a)1,2 or A
(a)
1 . Let N>c ≡ {c + 1, c + 2, . . .},
and define the sets
Yi =
{
y∈Nn>c :
{
yi ≥ yl if l ∈ {i+ 1, . . . , n},
yi > yl if l ∈ {1, . . . , i− 1}.
}
, i ∈ [n].
(171)
Observe that {Jˆ = i} = {Y ∈ Yi} for each i ∈ [n], where
Y = (Y1, . . . , Yn) are the row-sums of X. In words, row i is
selected under the row selection rule χˆ as the smallest index
among the row-sum maximizing indices precisely when the
row-sums Y lie in Yi (171). Recall we use the phrase “row-
sum” to indicate the sum of all the elements in a given row,
rather than the sum of the rows. Conditioning on all possible
row-sums using the total probability theorem gives:
P(Jˆ = i|A(a))
=
∑
y∈Nn>c
P(Jˆ = i|Y = y, A(a))P(Y = y|A(a))
=
∑
y∈Yi∩{y:yj≥a+c−1}
P(Jˆ = i|Y = y, A(a))P(Y = y|A(a))
=
∑
y∈Yi∩{y:yj≥a+c−1}
P(Y = y|A(a)) (172)
The penultimate equality holds because P(Jˆ = i|Y = y) = 0
for y 6∈ Yi and P(Y = y|A(a)) = 0 for y with yj < a+c−1,
and the last equality holds because the function Jˆ of Y takes
value i over all y ∈ Yi. We now focus on P(Y = y|A(a)):
P(Y = y|A(a))
= P(Yj = yj |A(a))
∏
l 6=j
P(Yl = yl|A(a))
= P(Yj = yj |A(a))
∏
l 6=j
P(Yl = yl)
= P

(Xj,k +Xj,k′) + ∑
s∈[c+1]\{k,k′}
Xj,s = yj
∣∣∣∣∣∣A(a)


·
∏
l 6=j
P(Yl = yl). (173)
The first two equalities hold because of the assumed inde-
pendence of the rows (note A(a) is specific to row j), and
the last equality is by definition of Yj . Regardless of whether
A(a) = A
(a)
1 or A
(a) = A
(a)
1,2 , we may write
P(Y = y|A(a))
= P

 ∑
s∈[c+1]\{k,k′}
Xj,s = yj − a

∏
l 6=j
P(Yl = yl) (174)
due to the assumed independence of the columns. Specifically,
(Xj,s, s ∈ [c+1]\{k, k′}) is independent of (Xj,k, Xj,k′). As
the above RHS clearly depends upon a but not x, it follows
that P(Jˆ = i|A(a)1 ) = P(Jˆ = i|A(a)1,2) for each i ∈ [n], i.e.,
(170) holds.
Lemma 7: Consider independent geometric RVs X1 ∼
Geo(q1), X2 ∼ Geo(q2), where q1 ∈ (0, 1], q2 ∈ [0, 1), q1 >
q2 (so E[X1] < E[X2]). Then δ(x, a) > 0 for all integers
x > 0 and a > x+ 1, where
δ(x, a) ≡ P(X2 > x,X1+X2 = a)−P(X1 > x,X1+X2 = a).
(175)
Proof: Define q¯1 = 1− q1 and q¯2 = 1− q2. Then:
δ(x, a)
=
a−1∑
y=x+1
P(X2 = y)P(X1 = a− y)
−
a−1∑
y=x+1
P(X1 = y)P(X2 = a− y)
=
a−1∑
y=x+1
q¯y−12 q2q¯
a−y−1
1 q1 −
a−1∑
y=x+1
q¯y−11 q1q¯
a−y−1
2 q2
=
q1q2q¯
a
2
q¯1q¯2
a−1∑
y=x+1
(
q¯1
q¯2
)a−y
− q1q2q¯2
a
q¯1q¯2
a−1∑
y=x+1
(
q¯1
q¯2
)y
=
q1q2q¯
a
2
q¯1q¯2
a−x−1∑
y′=1
(
q¯1
q¯2
)y′
− q1q2q¯
a
2
q¯1q¯2
a−x−1∑
y′=1
(
q¯1
q¯2
)y′ (
q¯1
q¯2
)x
=
(
1−
(
q¯1
q¯2
)x)
q1q2q¯
a
2
q¯1q¯2
a−x−1∑
y′=1
(
q¯1
q¯2
)y′
> 0. (176)
Proof of Prop. 19 (sample path monotonicity): Case i)
when m ≤ c′ meaning the workload is no larger than the
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larger blocklength c′. We consider two scenarios: 1) m ≤ c,
and 2) c < m ≤ c′. In the first scenario, the increase in the
blocklength from c to c′ will have no effect on the completion
time of the workload, since a single block suffices for both
blocklengths, thus T (c
′,m)
n:n (ω) = T
(c,m)
n:n (ω) for all ω ∈ Ω. In
the second scenario, c < m ≤ c′ means under blocklength
c there exists a positive integer k and a nonnegative integer
l such that m = kc + l, i.e., k + 1 (or k, if l = 0) blocks
are required, with the first k blocks having length c and
the last i.e., (k + 1)th block having length l. At most one
block is required to handle the workload of m packets under
blocklength c′. Let y(c)n:n,i be the duration of the ith block for
i ∈ [k] and y(l)n:n,k+1 be the durations of the (k+1)th (partial)
block under blocklength c, and
t(c,m)n:n = T
(c,m)
n:n (ω) =
k∑
i=1
y
(c)
n:n,i + y
(l)
n:n,k+1 (177)
the time at which the workload is completed under block-
length c. Analogously, t(c
′,m)
n:n = T
(c′,m)
n:n (ω) = y
(c′)
n:n,1, is the
completion time under c′. We must show t(c
′,m)
n:n ≤ t(c,m)n:n for
all ω. Let rj(t) be the number of receptions by receiver j
by time t and observe rj(t(c,m)n:n ) ≥ m for all j ∈ [n]. Let
t
(c′,m)
j = min{t : rj(t) = m}, and thus t(c
′,m)
j ≤ t(c,m)n:n , and
t
(c′,m)
n:n = maxj∈[n] t
(c′,m)
j ≤ t(c,m)n:n .
Case ii) when m > c′ meaning the workload exceeds
the larger blocklength c′. Let T = T (c,m)n:n be the (random)
completion time to transmit all m packets with blocklength c,
and let T ′ = T (c
′,m)
n:n be the time with blocklength c′. Prop.
19 (case ii)) may be restated:
T ′(ω) ≤ T (ω), ∀ω ∈ Ω ⇔ c′ = kc, k ∈ {2, 3, 4, . . .}.
(178)
We first prove the forward direction (necessity): T ′(ω) ≤
T (ω), ∀ω ∈ Ω ⇒ c′ = kc for integer k ≥ 2, which is
equivalent to: if c′ = kc + l with integer k ≥ 1 and integer
l ∈ {1, . . . , c − 1} then there exists ω : T ′(ω) > T (ω).
We begin with perhaps the simplest example showing that
increasing the blocklength may increase the completion time
for some sample paths. In particular, consider n = 2 receivers
and a workload of m = 4 packets which are transmitted using
one of two schemes: i) a blocklength of c = 2 for a total of
2 full blocks, and ii) a blocklength of c′ = 3 for a total of 1
full and 1 partial block, as shown in Fig. 5. The realization ω
for the erasure channels is illustrated at the top of the figure
for the first 6 time slots, where s (f ) indicates a successful
(failed) transmission for that receiver in that time slot. For this
realization, the longer blocklength construction finishes after
the shorter blocklength construction. The times ta, tb, tc, td, te
are defined in the subsequent generalization of this example.
We now generalize the above example; see Fig. 6. Let there
be n = 2 receivers. By assumption, the larger blocklength is
c′ = kc+ l for integer k ≥ 1 and integer l ∈ {1, . . . , c− 1}.
The blocks under both blocking constructions are shown as
rectangles in the figure, and the numbers inside the blocks
are the block indices. Give each receiver a counter initialized
at zero, and increment each receiver’s counter upon a useful
1 2 3 4 5t
c = 2
c′ = 3
m = 4
Receiver 1:
Receiver 2:
ta
tb
tc = td
te
6
f
s s s s s
s s s s s
f
Fig. 5. Simple example illustrating that increasing the blocklength may
increase the completion time for some sample paths.
reception at that receiver, where a reception is useful if that
receiver has not yet received a blocklength of receptions within
the current block. These quantities are shown for the two
receivers under the two blocking constructions for the various
intervals of time shown in the figure. The realization ω of
the erasure channels for each receiver is shown at the top of
the figure, with s (f ) indicating success (failure), respectively.
Under this realization, the completion time of block index k
under blocklength c is time ta = kc. As of time ta, the first
block under blocklength c′ has received kc out of the kc+ l
receptions needed to complete the block. Let time tb = ta+ c
be the time of completion of the first block under blocklength
c′. Next, let time tc = tb + c − l be the time of completion
of block k + 1 under blocklength c. Let td = m + c − l be
the completion time of the workload m under blocklength c,
and te = td + c − l be the workload completion time under
blocklength c′. The key insight is this: the non-overlapping
c − l failed receptions for each of the two receivers occur
in the same block (block k + 1) under blocklength c (and
therefore the duration of the block is delayed by c− l); while
under blocklength c′ the failed receptions for the two receivers
occur in different blocks, which delays both of the first two
blocks under blocklength c′ by c− l.
We next prove the reverse direction (sufficiency): if c′ = kc
for some integer k ≥ 2, then T ′(ω) ≤ T (ω) ∀ω ∈ Ω. See
Fig. 7. This proof is essentially an extension of the proof of
case i). Fix the realization ω; in what follows we suppress
the dependence upon ω. By assumption c′ = kc for some
integer k ≥ 2 and m > c′. Write m = k′c′ + l′ for integer
k′ ≥ 1 and integer l′ ∈ {0, . . . , c′ − 1}, so that the workload
m requires k′ + 1 blocks under blocklength c′: k full blocks
of size c′ and, if l′ > 0, a partial block of size l′ < c′.
Let (y(c
′)
n:n,1, . . . , y
(c′)
n:n,k′ , y
(l′)
n:n,k′+1) denote the durations of time
required to complete the k′ + 1 blocks under blocklength c′,
and (t(c
′)
n:n,1, . . . , t
(c′)
n:n,k′ , t
(c′)
n:n,k′+1) the corresponding sequence
of partial sums, so that t(c
′)
n:n,ι is the completion time of block
ι under blocklength c′, and t(c
′)
n:n,k′+1 the completion time
of the workload. Write l′ = k′′c + l for integer k′′ ≥ 0
and integer l ∈ {0, . . . , c − 1}, so that workload m requires
k′k + k
′′
+ 1 blocks under blocklength c: k′k + k′′ blocks of
size c and, if l > 0, a partial block of size l < c. Similarly, let
(y
(c)
n:n,1, . . . , y
(c)
n:n,k′k+k′′
, y
(l)
n:n,k′k+k′′+1
) denote the durations
of time required to complete the k′k + k′′ + 1 blocks under
blocklength c, and (t(c)n:n,1, . . . , t
(c)
n:n,k′k+k′′
, t
(c)
n:n,k′k+k′′+1
) the
corresponding sequence of partial sums, so that t(c)n:n,ι is
the completion time of block ι under blocklength c, and
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c
c′ = kc+ l 1
k k + 1
cc
kc
· · ·1
c c− l c− lm− (k + 1)c
kc
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c c c 0
m− (k + 1)c
m− (k + 1)c
0 m− (k + 1)c c− l
m− (k + 1)c
· · ·
· · ·
Rx1
Rx2
Rx1
Rx2
Rx1
Rx2
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s
f
}
useful receptions in block(s)
time durations and markers}
under blocklength c
}useful receptions in block(s)
under blocklength c’
block index
block index
blocklength
blocklength
}time durations
0
0
lc− l c− l
c− ll
l
l
Fig. 6. For any blocklengths c, c′ with c′ > c and c′ = kc+ l with l ∈ {1, . . . , c − 1} and workload m > c′, there exists a realization under which the
longer blocklength construction will have a longer completion time.
t
(c)
n:n,k′k+k′′+1
the completion time of the workload. We must
show t(c
′)
n:n,k′+1 ≤ t(c)n:n,k′k+k′′+1.
We first show t(c
′)
n:n,ι ≤ t(c)n:n,kι for each ι ∈ {1, . . . , k′}
by induction. When ι = 1, t(c
′)
n:n,1 ≤ t(c)n:n,k can be verified
by using the same ideas used in proving case i). Next,
assuming t(c
′)
n:n,ι−1 ≤ t(c)n:n,k(ι−1) and denoting t
(c′)
j,ι = min{t :
rj(t
(c′)
n:n,ι−1, t] = c
′ = kc} where rj(t1, t2] is the number of
successful (not necessarily useful) receptions by receiver j
during the time interval (t1, t2], we have:
t
(c′)
j,ι
(a)
≤ min{t : rj(t(c)n:n,k(ι−1), t] = c′ = kc}
(b)
≤ t(c)n:n,kι,
(179)
where (a) is due to the induction hypothesis and (b) is seen
to be true by observing rj(t(c)n:n,k(ι−1), t
(c)
n:n,kι] ≥ kc for all
j ∈ [n]. So t(c′)n:n,ι = maxj t(c
′)
j,ι ≤ t(c)n:n,kι, finishing the
induction step. Finally, for the last partial block under c′, a
similar argument (again to the one used in proving case i),
as effectively the remaining workload does not exceed the
larger blocklength c′) together with the just proved result
t
(c′)
n:n,ι ≤ t(c)n:n,kι (specialized with ι = k′) gives t(c
′)
n:n,k′+1 ≤
t
(c)
n:n,k′k+k′′+1.
· · · · · ·· · ·
c
′
= kc
m = k
′
c
′ + l′ l′ = k
′′
c+ l
1 k
1 k
′
kc kc
c c c c
k
′
k(k
′ −
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k
+
1
k
′
+ 1
· · ·
c
k
′ k
+
1
k
′ k
+
k
′
′ +
1
l
′
l
c
blocklength
blocklength
l
′
∈ {0, . . . , c′ − 1} l ∈ {0, . . . , c− 1}
} } }
k blocks k blocks k
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ck packets ck packets l′ packets
0 t
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t
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n:n,1 t
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Fig. 7. For any blocklengths c, c′ with c′ > c and c′ = kc and workload
m > c′, the longer blocklength construction will have a completion time no
longer than that under the shorter blocklength construction.
C. Proofs from §V-C
Proof of Prop. 20: We first show the upper bound u˜(n, c)
is tight. Specializing r = 1 in the upper bound in Prop. 8 (§IV),
we have
E[Y˜ (c)n:n] ≤ s+ n
(
(c− s)Q(c, s) + s
ce−s
Γ(c)
)
, s ≥ 0. (180)
When r = 1 the optimal Ross’s bound is given by c +
nc (s
∗)ce−s
∗
Γ(c+1) where s
∗ = Q−1
(
c, 1
n
)
is such that nQ(c, s∗) =
1. Yet to show Ross’s bound is asymptotically tight it suffices
to work with another choice of s. For this we need a lower
bound on c! [29]:
√
2pic
(c
e
)c
≤ c! ≤ 1√
1− 1/c
√
2pic
(c
e
)c
. (181)
Then, dividing both sides of the Ross’s upper bound by c and
applying the lower bound on the factorial gives
1
c
E[Y˜ (c)n:n]
≤ s
c
+ n
((
1− s
c
)
Q(c, s) +
sc
es
1
c!
)
≤ s
c
+ n
((
1− s
c
)
Q(c, s) +
sc
es
1√
2pic
(e
c
)c)
=
s
c
+ n
((
1− s
c
)
Q(c, s) +
1√
2pic
(s
c
)c
ec(1−
s
c )
)
. (182)
Choosing s = c achieves the desired tightness as c→∞
1
c
E[Y˜ (c)n:n] ≤ u˜(n, c) ≡ 1 + n/
√
2pic→ 1. (183)
Next, we show the lower bound l˜(n, c) is tight. Specializing
r = 1 in the lower bound in Prop. 8, we have:
E[Y˜ (c)n:n] ≥ t− (t− c)(1−Q(c, t))n−1, t ≥ c (184)
Division by c and reparameterization of t/c by t, and then by
t+ 1 gives the de la Cal’s bound as
1
c
E[Y˜ (c)n:n] ≥
t
c
−
(
t
c
− 1
)
(1−Q(c, t))n−1, t
c
≥ 1
1
c
E[Y˜ (c)n:n] ≥ t− (t− 1)(1−Q(c, tc))n−1, t ≥ 1
1
c
E[Y˜ (c)n:n] ≥ 1 + t(1− (1−Q(c, c(1 + t)))n−1), t ≥ 0. (185)
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Since the quantity t(1−(1−Q(c, c(1+t)))n−1) is nonnegative
for t ≥ 0, we argue that the asymptotic tightness of the
Ross’s bound implies the asymptotic tightness of the de la
Cal’s bound. To see this, after choosing nonnegative t as a
function of c, we write de la Cal’s bound as 1 + D(c) with
D(c) ≥ 0. Observe
1 ≤ 1 +D(c) ≤ 1
c
E[Y˜ (c)n:n] ≤ u˜(n, c), (186)
with u˜(n, c)→ 1 as c→∞, and hence it must hold D(c)→ 0
by the pinch lemma.
Numerical investigation suggests t(n, c) = c +
√
c logn
can be used in (184), which after further normalizing by c
becomes:
1
c
E[Y˜ (c)n:n]
≥ 1 +
√
logn
c
(
1−
(
1−Q
(
c, c+
√
c logn
))n−1)
, (187)
which is the lower bound l˜(n, c) defined in (70).
APPENDIX IV
PROOFS FROM §VI
Proof of Prop. 24: Fix integer r ≥ 1. The de la Cal’s
lower bound on E
[(
Y˜
(c)
n:n
)r]
may be written as (Prop. 8)
E
[(
Y˜ (c)n:n
)r]
≥ t−
(
t− E
[(
Y˜ (c)
)r])
P
((
Y˜
(c)
n−1:n−1
)r
≤ t
)
= t−
(
t− E
[(
Y˜ (c)
)r])
F
Y˜
(c)
n−1:n−1
(
t
1
r
)
(188)
for any t ≥ E
[(
Y˜ (c)
)r]
. We establish the asymptotic tight-
ness of this lower bound as n→∞ by showing the existence
of tn →∞ such that
lim
n→∞
tn −
(
tn − E
[(
Y˜ (c)
)r])
F
Y˜
(c)
n−1:n−1
(
t
1
r
n
)
E
[(
Y˜
(c)
n:n
)r] = 1.
(189)
From Prop. 21, we have (with the normalizing sequence
(an, bn) from (73))
F
Y˜
(c)
n−1:n−1
(
t
1
r
n
)
∼ Λ
(
t
1
r
n − bn−1
an−1
)
, (190)
as n → ∞. Here the notation ∼ indicates asymptotic (in n)
equivalence between functions, namely f(n) ∼ g(n) means
limn→∞ f(n)/g(n) = 1. Since Lem. 1 (as well as Props.
21 and 22) implies that E
[(
Y˜
(c)
n:n
)r]
∼ brn, to show (189),
we need to show its numerator can be asymptotically (in n)
equal to brn by appropriately choosing tn. Specifically, let
tn =
(
an−1
(− 12 log log(n− 1))+ bn−1)r. Note that with
this choice of tn, for all n ∈ N, tn grows faster than,
say,
(
1
2 log(n− 1)
)r
, and thus there exists an Nr ≥ 1 +
e2(E[(Y˜
(c))
r
])
1
r
such that tn ≥ E
[(
Y˜ (c)
)r]
for all n ≥ Nr
meaning the bound is valid. Now observe tn ∼ brn−1 ∼ brn
and E
[(
Y˜
(c)
n:n
)r]
is constant (in n), which gives
lim
n→∞
tn
brn
= 1 = lim
n→∞
tn − E
[(
Y˜
(c)
n:n
)r]
brn
. (191)
Substitution of tn into (190) yields
F
Y˜
(c)
n−1:n−1
(
t
1
r
n
)
∼ Λ
(
−1
2
log log(n− 1)
)
→ 0, (192)
as n → ∞. Observing brn → ∞ as n → ∞, it follows that
(191) and (192) suffices to show (189).
Proof of Prop. 25: Fix integer r ≥ 1, and set sn = brn
for bn in (73). Our obligation is to show
lim
n→∞
brn + n
∫∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
E
[(
Y˜
(c)
n:n
)r] = 1. (193)
First, by Lemma 1
lim
n→∞
E
[(
Y˜
(c)
n:n
)r]
brn
= 1. (194)
Thus, it suffices to show
lim
n→∞
n
brn
∫ ∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
= lim
n→∞
∫∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
brn
n
= 0. (195)
Observe the limit of both numerator and denominator in the
above expression are zero, and thus we may apply L’Hoˆpital’s
rule, and then Leibniz’s rule:
lim
n→∞
n
brn
∫ ∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
= lim
n→∞
d
dn
∫∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
d
dn
(
brn
n
)
= lim
n→∞
−P
(
Y˜ (c) > bn
)
d
dnb
r
n
d
dn
(
brn
n
) . (196)
As will be shown below
lim
n→∞
nP
(
Y˜ (c) > bn
)
= 1. (197)
Substituting (197) into (196) gives
lim
n→∞
n
brn
∫ ∞
brn
P
((
Y˜ (c)
)r
> t
)
dt
= lim
n→∞
− 1
n
d
dnb
r
n
d
dn
(
brn
n
) = lim
n→∞
− 1
n
d
dnb
r
n
1
n
d
dnb
r
n − b
r
n
n2
= lim
n→∞
1
brn
n d
dn
brn
− 1
= lim
n→∞
1
bn
rn ddn bn
− 1 . (198)
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To establish the desired limit of 0, it suffices to show the first
term in the denominator grows to infinity in n:
lim
n→∞
bn
rn ddnbn
= lim
n→∞
− log Γ(c) + log n+ (c− 1) log logn
r
(
1 + c−1logn
) =∞. (199)
It remains to establish (197). It is well-known that
lim
s→∞
Q(c, s)
sc−1e−s
Γ(c)
= 1, (200)
where Q(c, s) = P(Y˜ (c) > s). Substituting this into (197)
gives
lim
n→∞
nQ(c, bn) = lim
n→∞
n
bc−1n e
−bn
Γ(c)
= lim
n→∞
(
bn
logn
)c−1
= lim
n→∞
(
− log Γ(c)
logn
+ 1 + (c− 1) log logn
log n
)c−1
= 1. (201)
We observe that for any given n the optimal s∗ satisfies
nP(Y˜ (c) > s∗) = 1; it is in this sense that sn = brn is not
only sufficient for the bound to be asymptotically tight, but
also the asymptotically optimal choice for s.
APPENDIX V
LOWER AND UPPER BOUNDS ON THE EXPECTED MAXIMUM
ORDER STATISTIC
This appendix presents two inequalities on the expected
maximum order statistic, E[Zn:n]: a lower bound due to de
la Cal and Ca´rcamo [30] and an upper bound due to Ross and
Peko¨z [15]. They have been used in several of our sections. It
is important to note that i) they hold for any finite parameters
(c, n), and ii) partially informed by the EVT results in §VI
regarding the choice of free parameters, they can both be
shown to be (almost) asymptotically tight in c (when r = 1,
see Prop. 20), or in n (Props. 24 and 25).
We present the inequalities, then give a pertinent example
of their application, including an illustration (Prop. 31) of how
to use the bounds to establish asymptotic tightness (in n).
Proposition 29 ([30] Thm. 13): Let (Z1, . . . , Zn) be inde-
pendent and identically distributed (not necessarily nonnega-
tive) RVs. Then:
E[Zn:n] ≥ t− (t− µZ)Fn−1Z (t), ∀t ≥ µZ , (202)
where µZ , FZ denote the mean and CDF of each Zj .
Prop. 29 can be extended to the case of RVs that are indepen-
dent but not necessarily identically distributed.
Proposition 30 ([15] §4.6): Let (Z1, . . . , Zn) be nonnega-
tive (not necessarily independent) RVs. Then:
E[Zn:n] ≤ s+
n∑
j=1
∫ ∞
s
(1 − FZj (z))dz, ∀s ≥ 0, (203)
where FZj is the CDF of Zj . The bound is tightest for s∗
satisfying
n∑
j=1
(1− FZj (s∗)) = 1. (204)
Since the left side of (204) is a decreasing function in s, it
follows that the solution of (204) is unique and may be easily
found numerically via bisection search. Both bounds can be
(or have been) shown to have a counterpart for bounding
the expected minimum order statistic E[Z1:n]. Observe that
both inequalities have a degree of freedom in the form of a
parameter that may be chosen either to make the bound as tight
as possible, or put the bound in a certain form. We illustrate the
bounds for the exponential case. Specifically, let (X˜1, . . . , X˜n)
be iid exponential RVs with unit rate. There is no loss in
generality in setting the rate λ = 1 since 1
λ
X˜ ∼ Exp(λ), and
in particular E[maxj∈[n] Expj(λ)] = 1λE[X˜n:n].
Proposition 31: Let (X˜1, . . . , X˜n) be iid unit rate expo-
nential RVs. Then the functions lX˜(t, n) and uX˜(s, n) below
satisfy lX˜(t, n) ≤ E[X˜n:n] ≤ uX˜(s, n) for all s ≥ 0, t ≥ 1,
and n ∈ N, where:
lX˜(t, n) ≡ t− (t− 1)(1− e−t)n−1
uX˜(s, n) ≡ s+ ne−s. (205)
For the choice tn = 1 + logn− εn where εn = o(logn) and
εn = ω(1) we have
lX˜(tn, n) ≡ lX˜(n)=1+(logn−εn)
(
1−
(
1− 1
ne
eεn
)n−1)
.
(206)
Furthermore, the optimal value of s is s∗n = logn, for which
uX˜(s
∗
n, n) ≡ uX˜(n) = 1 + logn. (207)
Finally, the bounds (lX˜(n), uX˜(n)) are asymptotically tight in
n in that, as n→∞,
lX˜(n)
logn
→ 1, uX˜(n)
logn
→ 1. (208)
These together imply E[X˜n:n]/ logn→ 1.
Proof: Specializing the lower (upper) bound in Prop. 29
(30) to the exponential case gives (205). Substituting the given
form for tn into the lower bound gives (206). Differentiation
of the convex function uX˜(s, n) with respect to s, equating
with zero, and solving for s gives s∗n = logn, and uX˜(n) in
(207). The limit of uX˜(n)/ logn as n → ∞ is immediate. It
remains to establish that the limit of
lX˜(n)
logn
=
1 + (logn− εn)
(
1− (1− 1
nee
εn
)n−1)
log n
=
1
logn
+
(
1− εn
logn
)(
1−
(
1− 1
ne
eεn
)n−1)
(209)
as n → ∞ is 1. Since εn = o(log n), it suffices to show that
the limit of(
1− 1
ne
eεn
)n−1
=
(
1− e
εn−1
n
)n−1
=
[(
1− e
εn−1
n
)ne1−εn]n−1n eεn−1
(210)
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as n → ∞ is zero. First consider eεn−1/n. For any positive
sequence {an}:
lim
n→∞
log an
logn
= −1⇒ lim
n→∞
log an = −∞ ⇔ lim
n→∞
an = 0.
(211)
For an = eεn−1/n with εn = o(logn) this gives directly that
eεn−1/n → 0. Recall limb→∞(1 − 1/b)b = e−1. Choosing
b = ne1−εn it follows that
lim
n→∞
(
1− e
εn−1
n
)ne1−εn
= e−1. (212)
Finally, the limit as n→∞ of the logarithm of the rightmost
expression in (210) equals (applying (212)):(
lim
n→∞
n− 1
n
eεn−1
)(
lim
n→∞
log
(
1− e
εn−1
n
)ne1−εn)
= − lim
n→∞
n− 1
n
eεn−1 = −∞. (213)
It follows that the limit of (210) as n→∞ is zero.
Using the min-max identity (Prop. 2), the fact that
minj∈A X˜j ∼ Exp(s) for any A ∈ [n]s, and the binomial
coefficient absorbtion identity gives
E[X˜n:n] =
n∑
s=1
(−1)s+1
∑
A∈[n]s
E
[
min
j∈A
X˜j
]
=
n∑
s=1
(−1)s+1
(
n
s
)
1
s
=
n∑
s=1
1
s
= Hn, (214)
where Hn denotes the nth harmonic number. We select εn =
log logn under which the lower bound becomes
lX˜(n) = 1 + (logn− log logn)
(
1−
(
1− log n
n
)n−1)
.
(215)
These bounds are shown in Fig. 8.
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Fig. 8. The exact value (blue, joined) for E[X˜n:n], the optimal Ross’s upper
bound (yellow), de la Cal’s lower bound with tn = 1+log n−log logn (red),
and with (numerically) optimal free parameter t∗ (green), for X˜1, . . . , X˜n
iid unit rate exponentials.
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