Abstract. The problem of recognizing the language L.(L,k) of solvable Diophantine linear equations with n variables (and solutions from (0, . . . , k]") is considered. The languages U,,, L., Unm L,,,,, the knapsack problem, are NP-complete. The fi(n') lower bound for L,i on linear search algorithms due to Dobkin and Lipton is generalized to an Q(n'log(k + 1)) lower bound for Lnk. The method of Klein and Meyer auf der Heide is further improved to carry over the Q(n') lower bound for L,, to random access machines (RAMS) in such a way that it holds for a large class of problems and for very small input sets. By this method, lower bounds that depend on the input size, as is necessary for L,, are proved. Thereby, an Q(r?log(k + 1)) lower bound is obtained for RAMS recognizing L. or Ln,k, for inputs from (0, . . . , (nk)OCn2)jn.
Introduction
In this paper we prove lower bounds for the time complexity of deciding the solvability of Diophantine linear equations with II variables; that is, of deciding whether a given linear equation has a solution with nonnegative integer coefficients. Formally, we consider the problem of recognizing the language (R A set of real numbers). It is well known that recognizing UnEN L, is NPcomplete [5] (N A set of positive integers). Furthermore, we consider the similar languages L+ = ((a, b), d E R", b E R 13 ii E (0, . . . , k]" : d-i% = b).
The problem of recognizing UnE,v L n,l is the well-known knapsack problem and is NP-complete [5] .
For proving lower bounds for these problems, we consider a very realistic computational model, namely, random access machines (RAMS) as defined in [l] .
Such a RAM has the capability of executing a direct or indirect storage access, an arithmetic operation from (+, -1, or an if-question in one step. We assume that the input is given integer by integer, not bit by bit.
FRIEDHELM MEYER AUF DER HEIDE
In [7] , Klein and Meyer auf der Heide prove an fl(n') lower bound for ~5,~ on RAMS. This proof is done by presenting a method of carrying over lower bounds from linear search algorithms (LSAs) to RAMS.
An LSA can be considered an abstraction of a RAM in which no indirect storage access is allowed and that can work on real inputs. The analogous model of computation, where the operations (*, /] are also allowed, is introduced by Ben Or [2] as algebraic computation trees (ACTS). Dobkin and Lipton [4] prove an Q(log( q)) lower bound for recognizing a language 1; c R" that consists of q connected components.
This result is generalized to ACTS by Ben Or [2] . Furthermore, in [4] , it is shown that R"U,,, has at least 2("2)n2 connected components, which implies an Q(n2) lower bound for L,,, on LSAs and ACTS.
In Section 2 of this paper, we generalize this result to an O(n210g(k + 1)) lower bound for L,,k on LSAs and ACTS.
This lower bound is tight within a factor O(n2) (respectively, 0(n210g(n)) if k = o(log(n))). This is shown for k = 1 by Meyer auf der Heide [lo] and can be generalized, in a straightforward manner, to Ln,k in order to obtain an 0(n4(log(n) + log(k)) upper bound for Ln,k.
We now want to prove lower bounds for L,. But, in this case, we have to note that L, cannot be recognized by an LSA or ACT of bounded complexity, because one can check that R'U, consists of infinitely many connected components.
This phenomenon is mirrored by the complexities of the best-known algorithms for L,. If we apply Kannan's improvement to Lenstra's integer-programming algorithm [6, 91 to L, (which is a special type of integer programming), we obtain an O(n9"log(p)log log(p)) algorithm in which p denotes the maximum size of the inputs that are assumed to be integers.
This result shows that lower bounds for L, should also be expressed in terms of the input size. Results of this type are proved by Lautemann and Meyer auf der Heide [8] for the integer programming problem with two variables.
The proof of the lower bound for L,,l on RAMS from [7] , mentioned above, is tailored to this problem and does not include bounds for the input size that one has to demand such that the lower bound holds. In Section 3, we generalize this result to a large class of problems. In that section, we consider languages L C R" that are unions of hyperplanes in R". If the hyperplanes that make up L are defined by linear equations with integer coefficients from (-k, . . . , kl, we say that L is defined by hyperplanes with description size k. For example, Ln,k is defined by hyperplanes with description size k.
For languages, like those mentioned previously, with q-connected components, we prove a log(q) -n log log(q) lower bound on RAMS in Section 3. This bound is shown to hold already for a very small input set (dependent on k).
In Section 4, we finally apply this result to Ln,k and L, and obtain that each RAM recognizing Ln,k or L, needs Q(n210g(k + 1)) steps for some input from IO,..., (kn)"'""]".
We finish this section with some notations from linear algebra, and a combinatorial result that we shall use frequently.
A hyperplane (left, right halfspace) in R" is a set 1% E R", d.% = (<, >)bj where ti E R", b E R are fixed. The hyperplane is linear iff b = 0. A polytope is an intersection of (left or right) halfspaces of hyperplanes. Thus, polytopes are convex. In [7] , the following lemma is shown. We use it frequently in this paper. LEMMA 1 [7] . Let HI, . . . , H,,, be hyperplanes in R", n, m r 2. Then R"\U$, Hi consists of at most m"-connected components. They are polytopes.
A Lower Boundfor Ln,k on LSAs and ACTS
In this section, we prove lower bounds for L ,,,k on two computational models that can be looked upon as abstractions of RAMS. An algebraic computation tree is a rooted tree with outdegree 0, 1, or 2. To each node v of the tree, a function J R" + R is attached. If v has outdegree 1, thenf= glog2, o E (+, -, *, /), where g, and g2 are previously computed, that is, attached to some nodes on the path from the root to v. Furthermore, g, or g2 may be a constant or one of the input variables XI, . . . , x,,. If v has outdegree 2, then an instruction "iff(xi, . . . , x,) > 0, then choose the left branch, else the right branch" is attached to v, where f is attached to some node on the path from the root to v. If v has outdegree 0, that is, is a leaf, then "accept*' or "reject" is attached to v. The complexity of an ACT is its depth; the recognized language is the set of inputs that choose a path in the tree arriving at an accepting leaf.
A linear search algorithm (LSA) is an ACT in which only the operations "+"
and "-" are allowed. In this case the functions attached to the nodes of the tree are linear.
Dobkin and Lipton [4] and Ben Or [2] prove the following general lower bound for LSAs and ACTS. THEOREM 1 [2, 41. Let L C R" consist of q-connected components. Then each LSA (ACT) recognizing L has complexity at least fog(q) (0.38 log(q) -0.6 1 n).
In [4] , this theorem is applied to prove an Q( n') lower bound for L, I by bounding the number of connected components of R"\L,,,. Now, in order to obtain a lower bound for Ln,k, we bound the number of connected components of R:\L,,k, where R, denotes the set of nonnegative real numbers. We only consider components in R: because later we want to prove lower bounds for RAMS that can only work with nonnegative inputs. For k = 1, a bound for the number of these components is proved in [7] . connected components.
Applying this result to Theorem 1 yields the desired lower bounds for L,,+ THEOREM 2. Each LSA (ACT) recognizing Ln.k has complexity at least
It remains to prove Lemma 2.
For this purpose, we generalize the proof from [7] for the case k = 1. We first introduce threshold functions. A function f: 10, . . . , k}" + (0, 1) is an (n, k) threshold function if there is ci E R:, b E R+ such that, for every a! E n . . . > kj", it holds that &.a < b iff(G) = 1 and 0l.d > b iff(ol) = 0, where fi is the weight vector and b is the threshold off: Let N(n, k) denote the set of (n, k) threshold functions. The following two claims prove Lemma 2. ( 1)). Then, by the definitions of (n, k) threshold functions and the set R,, we know that RI f 0, because (ai, 6) E RI. Thus, exactly those RI are nonempty, for which the functionf; as above, is an (n, k) threshold function. Cl PROOF OF CLAIM 2. We proceed by induction on n. In the same way, we can construct B = &&v(n-l,k) #g-l ({O)) many (n, k) threshold functions.
Since A + B = #N(n -1, k) . (k + 1 )n-', we may conclude
In this section we generalize the proof from [7] for the Q(n') lower bound for L,,, on RAMS. For this purpose we apply a theorem, proved in [7] , that describes a method for applying a lower bound argument for LSAs to RAMS, as shown in the last section. The idea of this result is as follows: A RAM without indirect storage access can almost be looked upon as an LSA that only has to work correctly for nonnegative integer inputs. If we also allow indirect storage access, the result form [7] says that we still can simulate a RAM by an LSA of the same complexity, but this simulation no longer works for all nonnegative integer inputs. For some inputs, namely, those belonging to so-called forbidden hyperplanes, the simulation may go wrong because we have incorrectly simulated an indirect storage access. In the sequel, we denote the set of inputs passing through a node v of an LSA by c(v). THEOREM 3 [7] . Let M be a RAM accepting some language L C N" in t steps. Then there is an LSA TM, with complexity t, that has the following property: For each leaf v of TM, there are hyperplanes Hi, . . . , H&2 in R", the forbidden hyperplanes for v, such that TM simulates M for all inputs from For such languages we show a lower bound similar to that for the LSAs in the last section. But, furthermore, we prove that such a bound already holds for a very restricted input set.
Letp,sEN,p, ,..., ,&E{O ,..., p-l).Thenaset
is an (L, p, s)-set where P.N + P, = ML Pi + P, P, + TP, . . .I. THEOREM 4. Let L c R" be defined by hyperplanes with description size k. Let R:\L have q connected components. Then, each RAM recognizing L for inputs from an (L, s, p)-set with s = (2k + 1)3n2-n2n2 and p P 2k needs at least log(q) -2n log log( q) steps.
We prove Theorem 4 for input sets that are (L, p, s)-sets instead of the (L, 1, s)-set {O, . . . , s)" only, because, in the next section, we apply it to p = 2 when proving a lower bound for L,.
We first prove a lower bound for languages that fulfill certain geometrical properties, as stated in the next lemma. Later, we show that these properties are fulfilled for languages as considered in the theorem.
A hyperplane H in R" has permeability r > 0 if each ball B on H with radius r contains an element from 2" on H( .Z A set of integers). In this case we show that the Q(P)3 are pair-wise different. Let I be an (L, p, s)-set. Suppose that for two different connected components PI and P2, Q(P,) = Q(P2) = Q. Then Q n P, and Q fl P2 contain balls BI and BZ with radius r. Since r 2 p . A, Q contains elements from Z\L and thus Q is rejecting. Now, let H, be a hyperplane from HI, . . . , H,,, that separates P, from P2. Since Q is convex and contains a ball with radius r on both sides of H,, it also contains an ((n -I)-dimensional) ball with radius r on H. But, by the definition of permeability, this ball contains an element from Z" and, thus, from I n L. This contradicts the fact, shown above, that Q is rejecting.
Thus, we have proved that M has at least q characteristic components. By Lemma 3, we may conclude 2'+". t2" 2 q, which proves the lemma for the case that (*) holds. Now we suppose that (*) does not hold. Let P be a connected component of [0, s]"\L such that for each characteristic component Q of II& Q rl P has an inner radius smaller than r. Let B be a ball of radius d contained in P. Then, the following three properties hold: (i) and (iii) follow by elementary geometrical considerations. In order to prove (ii), we apply a theorem from Blaschke [3] that says that the thickness of a convex polytope S in R", that is, the minimum distance of two parallel hyperplanes between which S lies, is at most (n + 1). (inner radius of 5'). Thus, Q has thickness at most r. (n + I), which implies (ii).
We now assume that t I log(q). Then, the whole number of forbidden hyperplanes in TM is at most 2'. 2t2 I q.2 log(q)2. Thus, by (iii), they together contain Lower Bounds for Solving Linear Diophantine Equations 935 at most XI = q-2 log(q)2.(d/p)"-' elements from I n B. Furthermore, we know by Lemma 3 , that M has at most 2'+". t2" I q -2" . log(q)'" characteristic sets.
By (ii), together they contain at most X2 = q.2".log(q)2".r.(n + 1).
elements from I f~ B. Since the characteristic sets of A4 and the forbidden hyperplanes must contain I II B, we obtain XI + X2 2 #(Zn B).
Applying ( In this section, we apply Theorem 4 to L,,,k and L,. THEOREM 5. Each RAM recognizing L,,,,+ needs at least $n(n -l)Zog(k + 1) -n steps for inputs from P, ' . * , (2k + l)3(n+1)2. (n + l)2(n+')2]ne PROOF. L n,k is defined by hyperplanes with description size k, and R"+'\L,,,k has at least l/(2" -l).(k + 1)("2)n(n-') connected components by Lemma 2. Thus, we obtain Theorem 5 from Theorem 4 with the (L, 1, s)-set {O, . . . , s)". q THEOREM 6. Each RAM recognizing L, needs at least :n(n -l)log(k + 1) -n steps for inputs from n . . . 9 2.(2k + l)3(n+')2.(n + l)2(n+')2}n.
PROOF. We define an (L, 2, s)-set Z, such that, for each X E Z, it holds that X E L, iff X E Ln,k. If we can find such an I, we obtain Theorem 6 from Theorem 4 and Lemma 2. Let z={L~,*"(~,2N)x(2N+l)}"lo )...) sl".
This set contains all the inputs (a,, . . . , a,,, bl E (0, . . . , s}" for which the equation Cy='=l six; = b either has a solution in 10, . . . , kJ" or consists of even numbers al, . . . , a,, and an odd number 6. Thus, in this case, there is no solution in N", because for each (xi, . . . , x,) E N", CY=i a;xi is even, whereas b is odd. Thus, we may conclude: Each RAM recognizing L, for inputs from I recognizes L,,k for inputs from I, and therefore we may apply Theorem 4 as in the proof of Theorem 5 and obtain Theorem 6. Cl
