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Abstract 
This thesis is concerned with the mechanics of transforming between observational 
data of lanthanide ion transition intensities and the parameters which model the observed 
intensities. The accuracy of intensity measurements and the underlying accuracy of the 
model used to predict the observables is investigated. Investigation is made of the effect 
of uncertainties for the fitting of transition intensities and rotatory strengths. 
In this thesis it is shown that the parameterisation of the transition intensity operator 
using the Reid-Richardson Ai~ intensity parameters is inherently, multi-valued. vVhen the 
superposition model is not explicitly assu.:ned,, distinc~ sets of A~ parameters can exist 
which produce identical calculated spectra. In this thesis, a new parameterisation was de-
veloped which allows the easy identification of the multiple solutions of the electric-dipole 
transition parameters. It is possible to transform between the different A[~ solutions by 
a matrix transformation. Additionally, this new parameterisation allows the different 
polarisations that can be observed in the symmetry to be treated separately. For exam-
ple, in most high symmetry systems it is possible to write a parameterisation for the 1r 
polarisation and fit the resulting parameters independently of the parameters for the (]" 
polarisation. 
With only a single polarisation for the intensities or circular dichroism it is not possible 
to determine all of the A~ parameters, both (]" and1r are required. Published analyses of 
circular dichroism are repeated using the new parameterisation scheme showing the effect 
of this polarisation dependence, and the improvement over previous work. 
The intensities for low symmetry systems, or the 1r polarised intensities for most 
symmetries, can be written as a linear matrix equation. 
The possible use of Stark effect splittings to determine the intensity parameters is 
investigated. The use of the Stark effect in the investigation of transition intensities 
appears to have been previously unexplored by other researchers. It is found that such 
Stark splittings are expected to be resolvable and have magnitudes of the order of O.lcm -l. 
It may be possible to utilise splittings of hyperfine lines to determine parameters which 
describe the transition intensities. 
Intensity parameters are presented for a variety of systems that have been analysed for 
the first time in this thesis. Intensity parameters for the C4v symmetry centre of Pr3+:CaF2 
and Pr3+:SrF2 systems are presented. The vibronic transitions for the Cs2NaEr3+Cl6 
system were analysed and the vibronic intensity parameters were determined. Re-analysis 
of the previous results was carried out uising the new parameterisation and a new set of 
intensity parameters is presented. 
The level of statistical significance that can be assigned to distinct parameter sets is 
examined. It is found that quite small variations in the x2 value for fitting intensities can 
be resolved. Using Monte-Carlo methods it is possible to derive levels of confidence for 
the distinguishability of the resolveability of two minima into distinct sets. 
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Chapter 1 
Introduction 
Lanthanide series ions are characterised by t'he filling of the 4f N shell. Since this shell is 
internal to the lanthanide 5s2 5p6 core it is strongly electrostatically shielded and so the 
environment has a relatively small perturbative effect on the 4jN electronic states. 
When a lanthanide ion is doped into a.,host crystal ;the interactions between the host 
ions and the rare-earth ion can be represented by mathematically complicated many-body 
interactions. The solution to the general Schroedinger equation for such a system, without 
any approximations, is beyond the bounds of modern physics. To make any progress 
describing the system some simplifications must be made. Central to the description 
of lanthanide ions is the introduction of the model space, in which the basis states are 
the 4jN electronic states, perturbed by the local environment. Projection into a model 
space is always mathematically valid, and is independent of any order of perturbation. 
The result of such a projection is that the parameterisation of various operators which 
describe physical effects is possible. The energy levels can be modelled by the effective 
crystal field Hamiltonian. Matrix elements of the effective operators between the model 
space eigenfunctions are identical to the matrix elements of the real operators between 
the real eigenstates. 
[Judd 1962] (Ofelt 1962] were able to parameterise the intensities of the rare earth 
ions for the case of J-multiplet to J-multiplet transitions. Axe (Axe 1963] applied this 
formalism to the individual !VI levels of an ion. Newman and Balasubramanian [Newman 
1975] showed that the parameterisation of Axe, Judd and Ofelt was not the most gen-
eral single electron operator parameterisation of the crystal field and were able to write 
down a more general parameterisation. A parameterisation suitable for the calculation of 
transition intensities based on the work of [Newman 1975) was given in [Reid 1983]. 
During the work on this thesis it was discovered that the parameterisations of the 
electric-dipole transition operator as written in (Newman 1975] and [Reid 1983] allowed 
multiple sets of parameters to produce identical calculated spectra. This is shown to 
be a natural consequence of the coordinate system used to express the parameterisation, 
and has been overlooked by all of the previous researchers who have studied transition 
intensities. 
A new parametrisation system was derived during this thesis which allow the sep-
aration of the electric-dipole intensity parameters into distinct sets which transform as 
the irreps r x,y,z of the point group and therefore illuminate the multiple solutions more 
clearly. For example in most high symmetry groups it is possible to separate the intensity 
parameters into two sets which independently describe the 1r and a polarisations. 
During this thesis use was made initially of the Reid-Richardson A~ parameterisation. 
When it became apparent that this had multiplicities in it, much of the work was repeated 
using the new parameterisation scheme. The Reid-Richardson parameterisation is still 
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used in places in this thesis, and is appropriate under the correct circumstances. 
With the existence of a mathematical description of the process of dipole transitions in 
rare earths it is possible fit the experimental results against the modelled set of calculated 
values, and obtain a set of parameters which describe phenomenologically the interactions 
occurring in the system. However, if such a model is to be useful it is necessary to show 
that the final parameters are reproducible within some tolerable level of uncertainty. 
We can readily identify two persistent sources of uncertainty. Transitions occur be-
tween our effective transition operators are evaluated between eigenfunctions of the effec-
tive Hamiltonian of a system. Since the Hamiltonian is never exactly described by the 
model that we construct the wavefunctions produced have some degree of uncertainty 
associated with them. So therefore do the matrix elements of the transition operator. 
The second major source of uncertainty is,the measure+nent of the intensities themselves. 
All physical measurements have some degree of imprecision in them, and intensities are 
in fact particularly difficult to measure accurately. 
We therefore must consider the influence of these uncertainties on the fitted intensity 
parameters. Only by knowing the uncertainties associated with a set of measurements 
can we accept or reject hypotheses as to the nature of the interactions which define a 
system. For example, the approximation that assumes that the ·interactions between 
a rare earth ion and a neighbouring ion of a host are effectively independent of the 
proximity of other host ions is known as the superposition model. vVhile this has been 
examined extensively for the calculation of the energy levels, and appears to adequately 
describe the phenomenology of the crystal field, the applicability of this model to the 
transition operator is not as well defined. This is because there exist only a few studies of 
the transition intensities and the parameters obtained from their fitting are often poorly 
determined. Examination of the problems involved and suggested solutions form the basis 
of this thesis. 
1.1 The structure of this thesis 
Chapter [2] gives an introduction to the essential physics required to understand the 
majority of this thesis. 
Chapter [3] summarises and reviews examples of non-linear transition intensity fitting 
that have been carried out in this thesis. Results for the Reid-Richardson A~ and the 
new A2r parameters which are defined in this thesis are obtained, and the superposition 
hypothesis of the lanthanide-ligand interaction is examined. 
Section [3.2.1] details multiplicities in the solutions of the A;P parameters from intensity 
fitting. 
This section describes the parameterisation of the effective electric-dipole transition 
operator in terms of the A2r parameters, which are appropriate for the investigation of 
specific polarisations. 
Fitted parameter sets resulting from the investigation of various systems obtained in 
this thesis are presented in sections [3.3-3.5]. 
Chapter [4] contains the examination of various alternative linear methods for deter-
mining the A[~ parameters. In section [4.3]low-symmetry and polarised intensity mea-
surements are examined. Section [4.5] presents linear matrix fitting of published circular 
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dichroism data for Sm3+ and the oxydiacetate host. 
The utilisation of the Stark effect and the spectroscopy of the hyperfine levels of the 
rare earth ions is examined in sections [4.7-4.8]. The Stark effect is shown to be capable 
of producing effects which are possibly determinable in the hyperfine lines of a rare earth 
ion. 
Chapter [5] is an investigation of the distinguishability of different minima and the 
effects of uncertainties on the fitted parameters. Using Monte-Carlo methods it is possible 
to estimate the level of statistical significance between two minima and decide whether 
they correspond to distinct, distinguishable parameter It was found that quite small 
variations in the x2 value are significant. 
The use of the Zeeman effect to determine the eigenfunction composition of eigenvec-
tors is examined in Chapter [6]. .. · 
Chapter [7] summarises the results obtained in this thesis. 
In chapter [8] a series of suggestions is made for avenues of further research. 
The publications that have been completed during the work on this thesis are listed 
in appendix [1]. 
Chapter 2 
Theory of Transition Intensities in Lanthanides 
2.1 Introduction 
This chapter gives a brief overview of the physical phenomena responsible for crystal field 
splittings and transition intensities for states in the 4/N shell of lanthanide ions. 
All lanthanide ions have a filled Xenon configuration inner core, a 4/N shell which fills 
with electrons along the lanthanide series and a distribution of electron configurations 
which are external to the 4/N electrons. Since the majority of the 4/ radial wavefunction 
is internal to the outer electron wavefunctions, these states are only slightly perturbed by 
the exterior environment. They are shielded electrostatically by the outermost electrons 
and are approximately 5 eV below the valence band in energy. For these reasons the 4/N 
configuration electrons behave as electrons in an isolated ions. 
The spectroscopy and structure of lanthanide ions in solids therefore has many analo-
gies with that of isolated ions. For example the energies of the states in an isolated 
lanthanide ion as determined by arc spectra studies will be shifted by a relatively small 
amount compared with those energies when the lanthanide ion is doped into a host medium 
or is part of a molecule. 
The well shielded 4/N configuration of lanthanide ions allow perturbative methods to 
be used to explain their physics and chemistry. For example electric dipole transitions 
are forbidden between states o! the same parity, but can be produced in the lanthanide 
ions by the weak perturbation of the environment that surrounds it. The spectroscopy of 
the lanthanide can therefore be used as a probe to examine the interaction between the 
lanthanide and the surroundings. 
The material of this chapter has been extensively covered elsewhere [Wybourne 1965] 
[Judd 1963J[Butler 1981][Huffner 1988]. 
2.2 The Model Space 
When a lanthanide ion is located inside a host material a non-spherical perturbation 
is exerted on the 4/N configuration. The lanthanide ion eigenstates will no longer be 
localised on the 4/N electronic shell and so the actual electronic states of the lanthanide 
will be a combination of the electronic states of the surrounding ions and the rare-earth 
itself. The calculation of such wavefunctions from the spectroscopic information available 
(energy levels and transition intensities) is a problem too formidable at present to be 
attempted. To simplify the situation it is natural to introduce the idea of the model 
space. 
It is always mathematically valid to project from one space describing a quantum 
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system to a· sma,ller more restricted space. Therefore we can always partition the space, 
as in [Brandow i975] and write the matrix Schroedinger equation as: 
We can therefore eliminate part of the space and produce a projected Schroedinger 
equation. On elimination of '1/Jq this becomes: 
( Hqp ) Hpq E - Hqq + Hpp '1/Jp = E'l/Jp = Hef t'l/Jp 
The projected equation and the original have the saine eigenvalues and this procedure 
is independent of any level of perturbation. The difference is that now our operators 
are effective operators acting in a model space. The projection into a model space can 
be chosen such that the effective operators have the same transformation properties as 
the real operators acting in the real space. The operators do not necessarily have to be 
Hermitian in the model space but such a projection is usually chosen to preserve the 
familiar transformation and orthonormality relations of the operators. 
The model space that this thesis is concerned with is the model space consisting of the 
4jN electronic states. The effective Hamiltonian acting on the model space eigenfunctions 
is equivalent to the real Hamiltonian acting on the complete set of states of the entire 
lanthanide-ligand system which means 
The transformation that projects from the real space to the model space can be written 
[Lindgren 1985] in terms of a projection operator D. This is referred to by [Lindgren 1985] 
as a wave operator: 
It is shown in [Brandow 1975] [Lindgren 1985] that the real space eigenfunctions and 
operators can be recovered by perturbatively expanding the operators in the model space 
basis. The difficulty that arises is that the effective operators may be more complicated 
than the real space operators. 
2.3 The Free Ion 
The Hamiltonian that does not include the interaction of the ion with the lattice is referred 
to as the free-ion Hamiltonian. The most important terms for the free-ion Hamiltonian 
are: 
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where Z* is the effective charge of the nucleus, felt by the 4f N electrons. The nuclear 
charge is effectively reduced due to the intervening shells of electrons between the 4fN 
and the nucleus that reduce the electric potential that the 4fN electrons are exposed to. 
N denotes the number of electrons in the 4fN shell, and ((ri) is the spin orbit coupling 
function: 
with U(ri) being the potential in which the ith electron is moving. 
The Hamiltonian consists of terms corresponding in order to the kinetic energy of the 
electrons, the electrostatic potential due to the electron-nucleu:;; interaction, the mutual 
repulsion of the charged electrons, and the coupling of the spin and orbital angular mo-
mentum of the electrons. As it is written the Hamiltonian can not be explicitly solved 
since it is a many-body problem. We thus invoke the central field approximation which 
says that the nucleus is stationary, that is that the electrons move about in a static central 
potential. 
The first two terms of our Hamiltonian represent the kinetic energy operator and 
potential energy operator. These are spherically symmetric so they do not lower the 
degeneracy of the electronic states of the 4fN electrons. They will alter all of the levels 
by the same amount and therefore can be ignored when discussing the splitting of energy 
levels of a lanthanide ion. 
The remaining two terms are the Coulomb interaction and the spin orbit interaction 
respectively. ·when the Coulomb interaction is much greater than the spin-orbit inter-
action the Russell-Saunders labelling of the states is appropriate. The orbital and spin 
angular momentum of the electrons can be added together independently to produce a 
total spin and orbital angular momentum, which are then coupled to give a total angular 
momentum. In this scheme each electronic state is denoted by 28+1L 1 JVJ. 
In lanthanide ions, the spin orbit coupling term is a large perturbation of the Coulomb 
interaction, so the coupling is termed intermediate coupling. Since the Russell-Saunders 
states are a complete set they can be used as a basis to express the wavefunctions resulting 
from the interactions of all the subsequent perturbations. States for the lanthanides can 
still be labelled by their largest S, L component. 
The calculation of the energy levels of a lanthanide ion requires the evaluation of 
matrix elements of the effective Hamiltonian. Coulomb interaction matrix elements have 
the form: 
1/rij can be expanded in terms of Legendre polynomials, and the resultant matrix 
elements written as [Ruffner 1988J[Butler 1981] 
(4fN SLiVlsi\1Lie2/rl214fN S'L'M,~MD = 
;;: pk l)Lfiw6M,M£ fiss'SMsMl 49 ( ~ ~ ~ ) 2 { ; ; 1 } 
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By symmetry properties of the 3j symbol, these matrix elements will be non-zero only 
when k E {2, 4, 6}. The Fk are known as Slater parameters and are functions of the radial 
wavefunctions of the 4fN electrons. Theoretically, the Slater parameters are calculable 
exactly for the free ion. In practise they are left as free parameters and are varied with 
respect to the fitting of the experimentally determined energy levels. The Coulomb inter-
action is diagonal in S, L, JV!s and Nh. These labels remain as good quantum numbers 
under the Coulomb interaction. It is possible for different states within the 4fN config-
uration to have the same SL labels, so additional quantum numbers are introduced to 
distinguish multiplicities. This is explained in any advanced text e.g. [Judd 1963][Butler 
1981]. 
Spin-orbit interactions arise from the interaction of the magnetic field produced by 
the electron's orbital motion with the fiel¢, produced by its intrinsic spin. This has the 
effect of mixing together states of the same total angular momentum J. The S, L labels 
are now no-longer good quantum numbers. J, .MJ remain good quantum numbers for the 
spin-orbit Hamiltonian. The majority of the effect of the spin-orbit interaction can be 
parameterised inside a single configuration in terms of an operator of the form I:i si · li 
[Lindgren 1985]. Matrix elements of this interaction may be written as [Ruffner 1988]: 
N 
(4fNSLJNIJI L((ri)si ·lil4fNS'L'J'NJ~) 
i=l 
( )J+L+s'o 8 fnj { s s' 1 } ( II nil ' ') = (41 -1 JJ' MJM~ v84 L' L 1 4fSL V 4fS L 
Here V 11 represents a mixed spin/angular double tensor operator. Reduced matrix 
elements of V 11 are tabulated in [Nielson 1964]. 
There are other effects in addition to the Coulomb and the spin-orbit interactions. The 
most important of these other interactions is the electrostatic configuration interaction. 
The most significant contributions of this can be parameterised by three two body integrals 
denoted as a, {3, I· Additionally there are six three body integrals, Tk, k E {2, 3, 4, 6, 7, 8} 
[Wybourne 1965][Judd 1988]. Naturally, a system with only one or two electrons will not 
have the Tk parameters defined for it. 
The electrons can also interact with other electrons via the spin-other-orbit interac-
tion. In this case we consider the effect on an electron of the magnetic fields of the other 
electron's spins. This results in the introduction to first order of three additional pa-
rameters. These are the Marvin [Marvin 1947] parameters denoted by l\1!0 , NI2 and NI4 . 
The Marvin parameters are functions of the 4fN radial eigenstates. Ratios of the Mar-
vin parameters are usually fixed at values determined by pseudo-relativistic Hartree-Fock 
calculations [ Goerller-Walrand 1996]. 
Finally, we include the electrostatically correlated spin-orbit interaction, parameterised 
by the parameters pk, k E {2, 4, 6}. Inclusion of these additional terms in the Hamiltonian 
does not lower the degeneracy of any of the levels, but it does substantially reduce the 
discrepancy between calculated and measured energy levels. 
This is not the complete list of electronic operators which represent the physical phe-
nomenon that describe the Hamiltonian of a free lanthanide ion [Judd 1988]. These are 
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however, the most important operators with the largest effects on the energy levels of the 
rare earth ions. 
2.4 The Crystal Field 
The previous section considered only the effects due to an isolated rare-earth ion. When 
such an ion is doped into a host crystal, the effects of the crystal field must be included in 
the Hamiltonian. This modifies the terms previously discussed and adds additional terms. 
Since the ion occupies a site of a specific geometrical symmetry, we can use abstract 
symmetry analysis to study the ions eigenfunctions. The rotations and translations of 
the crystal which leave the ion in the same environment in a,solid will form a group. 
Since symmetry operations of the crystal around the' point of the rare earth ion must 
leave the Hamiltonian unchanged the Hamiltonian must transform like the identity irrep 
of the group. By similar arguments, it is apparent that the eigenfunctions of a rare-earth 
ion must be unchanged under transformations that are members of the group, although 
degenerate components may become mixed through group transformations. From this 
it follows naturally that the states of a rare earth ion at a point of symmetry must be 
labelled by irreducible representations (irreps) of the symmetry group of that It is 
conventional to refer to the ions of a crystal that surround a rare-earth ion as ligands, 
since rare earth ions tend to form predominantly ionic bonds. 
The majority of the effect of the crystal field interactions can be expressed in terms of 
one-electron parameters, conventionally denoted as B{f. The complete set of one-electron 
operators that describe the crystal field Hamiltonian can then be written as: 
Hc1 ~sgcg(e,¢) 
k,q 
where the Racah tensor operators C{f ( e, ¢) are related to spherical harmonics as: 
cQK(e, "') ~ y:K(e "') 
'+' v 2k+i Q ' '+' 
The summation over the terms in the crystal field Hamiltonian is restricted by several 
things. Firstly, the electrons we will deal with are 4fN electrons, hence K can be no more 
than 6. Also the interaction must be Hermitian and time reversal even which implies that 
K must be even, restricting it to values of 0,2,4 and 6. The ]{ = 0 term shifts all of the 
energies equally, contributing only to the average energy of the configuration. This does 
not contribute to any spectroscopic manifestations within the 4fN shell since only energy 
differences are observed and so the K = 0 term can be ignored. The symmetry of the site 
occupied by the rare-earth ion may also restrict the spherical harmonics used to describe 
its crystal field Hamiltonian. 
Single-electron parameterisation of the crystal field Hamiltonian is found to model the 
energy levels of lanthanide ions accurately. Additional terms in the crystal field Hamilto-
nian, such as the correlation crystal field operators [Goerller-Walrand 1995][Garcia 1995] 
will not be considered in this thesis. 
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As an initial crude approximation the effects of the crystal field can be considered 
to be purely electrostatic. The ligands interact with the lanthanide ion by their charge 
distributions only. The electrostatic point charge model has long been known to be 
inadequate for all but the simplest descriptions of the crystal field, and it is generally 
accepted that the effects of overlap covalency and ligand polarisability must be included. 
Diagonalisation of the Hamiltonian will yield energy levels and eigenfunctions. In 
practice the squared difference between the calculated and observed energies are added to 
give some x2 function and the Hamiltonian is varied to minimise that function. The results 
of the previous discussion show that the Hamiltonian can be represented parametrically 
by a small number of coefficients and their corresponding operators. parameters are 
varied and the operators are naturally fixed. The variation of the parameters is repeated 
iteratively to find the global minimum or .~est .fit of parameters: The function used here 
is the standard deviation, o- defined as: 
1 M 
M- n t;(O('i)- C(i))2, 
where M is the number of data points and n is the number of parameters. O(i) and C(i) 
are the observed and calculated values of the ith line energy. 
2.5 Transition Intensities 
The spectroscopic manifestation of the lanthanide ion eigenstates is through the obser-
vance of transitions between them. Transition intensities are usually observed between 
the ground state and the excited states, either in absorption or emission. Excited state 
absorption, where an excited level is populated by laser excitation, is rarely carried out. 
Observations and experiments involving emission from an excited state to states which are 
not the ground state is not uncommon. A typical example are the 5 D 1 -+ 7 FJ' transitions 
of 
The experimental difficulties are such however that the vast majority of all the tran-
sitions that could theoretically occur are not observed for a lanthanide ion. Detailed and 
accurate fitting of the transition intensities for the lanthanide ions is uncommon. Most 
researchers prefer to measure energy levels and splittings, which are experimentally more 
accessible. 
Observation of a quantum effect is mathematically describable as the matrix element 
of an operator acting between eigenstates. To describe transition intensities therefore 
requires the description of the relevant transition operators. The electric dipole transition 
operator may be written 
eD! ere; . 
The majority of the effect of the magnetic dipole transition operator can be found 
from the leading terms in the expansion of the Dirac equation [Conway 1963] and is given 
by: 
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. ·.·~~ 
Higher order terms in the Dirac equation will give small corrections to this. Since the 
calculations of the eigenfunctions of the lanthanide ion are being carried out in the 4/N 
model space, we note that the states from which we create matrix elements to represent 
these transitions will always be 4/N, hence the same parity. Under the parity transforma-
tion r 1 --+ -r1 the electric dipole transition operator transforms from D1 to - Dl, hence 
the relation: 
follows naturally. We must therefore mix together states from outside the 4/N config-
uration to account for the observed electric dipole transitions [Judd 1962]. A lanthanide 
ion situated at a site that is centro-symme.tric will by definition 'have no odd-parity com-
ponents of its crystal field states at all, and so cannot produce zero-phonon transitions. 
An ion in such a symmetry may however be coupled to odd-parity vibrations and vibronic 
transitions can occur. Magnetic dipole transitions between the 4/N electronic states have 
no such parity restrictions. 
It is possible to write down an effective electric dipole transition operator, which will 
act on the 4/N model space eigenfunctions the same way as the real dipole transition 
operator in the real space of eigenfunctions [Reid 1998]. Applying standard Rayleigh-
Schroedinger perturbation theory expands each wavefunction as a perturbation series, 
the result of which is 
Therefore, the matrix elements of the transition operator can be written to first order 
in U as 
vVe abstract the algebra in the middle of the 4/N states to form an effective dipole 
transition operator 
The perturbation operator U contains all possible physical interactions that can mix 
the 4/N states with opposite parity states. 
A warning is in order. We have not shown that this perturbation series necessarily 
converges either quickly or at all; the next terms in such a perturbative expansion may 
indeed have greater magnitudes than those written above. Calculation of the next terms 
in this series and their effect on the transition operator has [Burdick 1989] shown that 
higher order effects can be significant in various rare-earth systems. This thesis will not 
concern itself with terms other than those that are first order in the perturbation U, as 
above. 
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Newman and Balasubramanian [Newman 1975] were able to write a general parame-
terisation of the transition intensities between the crystal field split levels. Using vector 
spherical tensors, the equivalent parameterisation can be written [Reid 1983]: 
yqeff = 2.: A~PU(~+q)( -l)q(,\(p + q), t- Pllq) . 
>..tp 
Actual intensity calculations can then be written as: 
where the sum a, b is over the degenerate components of the initial and final states and 
gi is the degeneracy of the ground state. ·The states j\II,1r,a) are linear combinations of 
ljm) states produced by diagonalising the complete effective Hamiltonian representing 
the free-ion and the crystal field. 
Fitting of the intensities requires the minimisation of some function. The x2 function 
used here is mainly 
2 1 N IO(i)- C(i)l2 
Xn = N - n .~ 0( i) + C( i) 
This is the statistically corrected x2 function. In this thesis it is referred to as differential 
weighting or divweight. ·where x2 is used in this thesis without any subscripting it will 
be referring to this function. This form of weighting does not ignore uncertainties, but 
merely sets then as proportional to the value of the observable. An alternative x2 function 
18 
2= 1 ~IO(i) C(i)l2 
Xc N ~ 2 , 
- n i=l CJi · 
where CJi is the standard deviation of each observed intensity. VVhen both of these x2 
functions are used they will be distinguished by the subscripts c or n as used above. The 
use of the different weighting functions is expanded upon in section [3.3.1]. 
Summing over all values of lVh in a multiplet and applying Racah algebra [Judd 
1962][0felt 1962] allows the isotropic electric dipole transition dipole strength to be ex-
pressed as: 
I= ~e2 2.: i1>..(4fN1/YJIIUC-'~)II4fN1/;'J') 2 • 
,\E{2,4,6} 
Spectroscopic observations are normally made of the oscillator strength. The oscillator 
strength of a transition is defined in dimensionless units called f- numbers [Broer 1945] 
by 
81rmc 
f = 3h,\(2J + 1)e21 · 
Then,\ parameters will be referred to as the Judd-Ofelt intensity parameters. The it>.. 
are positive definite and are expressible in terms of the A;P parameters through 
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Group t- = 1- 2- 3- 4- s- 6- 7- t=A±1 t =A Total 
c1 3 5 7 9 11 13 15 54 27 81 
c2 1 3 3 5 5 7 7 24 15 39 
C4v 1 0 1 1 2 1 2 9 2 11 
D2 0 2 1 3 2 4 3 9 9 18 
D3 0 1 1 2 1 3 2 6 6 12 
0 0 0 0 1 0 1 0 0 2 2 
Table 2.1: The number of parameters for common point symmetries obtained through the occurrences 
of the point group identity irrep 0 in r of 03. Each t- can give rise to one parameter for each value 
of .A that exists such that A = r ± 1 or A = r. Additionally, A E {2, 4, 6} for a time-even, Hermitian 
operator. For example, the only t- irreps of 03 that contain the identity irrep 0 of the group 0 are 
t- = 4-, 6- and therefore only parameters with A = t- = 4, 6 m:e allowed. 
In practise this relation is seldom seen to hold. The derivation of the Sl>. parameters 
requires the assumption that the Jvf1 multiplet levels are all equally populated. This is 
a rather drastic assumption, since the separation in levels in most multiplets is several 
hundred em - 1 and even at room temperature we would expect the lower levels to be 
relatively more highly populated. At elevated (room) temperatures where the nA param-
eters are universally measured the intensities are likely to include intensity from vibronic 
processes as an additional source of complication. Measurement of individual crystal field 
split spectral lines requires low temperatures, where the action of lattice phonons do not 
broaden the lines. Such measurements are usually made at temperatures of 10K or less. 
Transition intensities are a measurement of the eigenvector composition of a crystal 
field state. Transition intensities can therefore be utilised to determine the identity of a 
crystal field eigenstate and allow assignments in such cases where alternative techniques 
are inapplicable or experimentally complicated. For example, in a D 2 symmetry Kramer's 
ions eigenstates have only one irrep and cannot be distinguished. Transition intensities 
have been used as an aid to assignment in such cases. 
The effective transition operator should be Hermitian and time reversal even and 
therefore the D.>. parameters are restricted for one electron operators to /\ E {2, 4, 6} for 
4jN electrons. There are therefore only three D.>. parameters for any system. The number 
of A;P parameters will be different for different site symmetries. The transition operator 
can be seen to transform as the bases x,y,z under operations of the point group. 
The symmetry of the electric dipole operator acting in a basis of electronic states must 
contain the identity irrep for those matrix elements to be non-zero. The dipole transition 
operator has odd-parity and can be defined in 0 3 as a linear combination of the 03 irreps 
labelled by t-. 
The argument that the transition operator is Hermitian and must obey time reversal 
selection rules restricts expansions of it to tensors of rank A E {2, 4, 6}. 
The number of matrix elements allowed by group theory is then determined by the 
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number of times that the identity irrep can be produced by irreps of the states and 
operators involved with the restriction that either t- = A or = ). ± 1. 
When the symmetry is lowered to that of a point group the t- irreps of 0 3 will be 
expressible as linear combinations of irreps of that point group. Those that contain an 
identity element in the point group symmetry can give rise to a dipole operator matrix 
element. 
Therefore the number of times that the identity irrep is contained in the 0 3 irrep 
labelled by for each value of ). E {2, 4, 6} determines the number of different pa-
rameters for a given value of t- [Butler 1'981 J. Since the value of t is restricted to 
t = A 1, A, ). + 1, we can readily determine the number of ArP parameters for any 
symmetry group. Table 2.1lists this decomposition for some of the more common groups, 
and the groups included in this study. 
Alternatively [Newman 1975] restates this ~s the n~mber of times that the irreducible 
representations of x, y,z occur in the 0 3 representations of , 4 +, 5+ for t A ± 1 and in 
2-, 4-, for t = ). . 
Values of p in AfP are determined by the symmetry of the site occupied. The 0.-\ 
parameters are required by their definition to be positive definite. The AfP parameters 
may be generally complex in the form a+ i/3, where a or f3 may be either positive or 
negative. 
Polarised intensities can be defined by the summation over the q subscripts on the 
effective transition matrix elements .. We follow the usual conventions in defining 1r ( q 0) 
and u ( q = ± 1) polarisation intensities for electric dipole transitions as 
I41r-.,uy(1T) ;. I: I I: A~(A(p)10Jtp)(w41;v,aiU;Iw41y,b)l 2 , 
t a,b A,t,p 
If polarised spectra are observed, the full A~ parameterisation will have redundancies 
in it. For example if only 1T polarised transitions are observed, then only parameters 
required to expand z, and not the full x, y,z will be required. Therefore a number of 
parameters will be required equal to the number of times the irreducible representation 
that transform as z occurs in point group for the 0 3 representations of 2+, 4 +, and 
2-, 4-, 6- for t A ± 1 and t A respectively. 
This is explicit in [Newman 1975], which in that source defines the transition operator 
veff 
veff = L Ag(p)u~<, 
](,Q,p 
with the parameters Ag (rr) and Ag ( u), although the definition of u and 7r in that 
source differs from that used here. An alternative parameterisation of the electric-dipole 
transition intensity was determined in this thesis. This is described in section [3.2.1]. 
Using this alternative parameterisation, the effective operator can be expressed as 
vreff = 2::: A~U[', 
,\l 
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where T denotes the polarisation in x, y, z coordinates. For example, the effective operator 
for a polarisation can be written as 
v:ff 2:., AtcrU/' . 
A.l 
There exists a direct transformation between the A~ parameters and the A[~ parameters. 
This was determined during this thesis and is explained in subsection [3.2.1]. The total 
number of A~ parameters is equivalent to th,e total number of A~ parameters for a given 
symmetry. 
If the superposition model is assumed (section [2.7]) then the number of At~ parameters 
is reduced, as the parameters with t A are assumed to be iden~ically zero. This has the 
effect of eliminating the ambiguities in the intensity parameter set, leaving only unique 
solution. 
An important consequence of the polarisation redundancies is that if the a and 1r po-
larisations transform distinctly in the group then any set of intensity data must contain 
a minimum number of a and 1r transitions for all A;P intensity parameters to be unam-
biguously determined. A single anisotropic polarisation spectrum cannot unambiguously 
determine the full Reid-Richardson A~ intensity parameters. In summary, the A~ pa-
rameters are useful when examining the superposition model ( q. v. ), where the value oft 
relative to ). is important. The Afr parameterisation is the logical choice for parameteris-
ing the effective electric-dipole transition operator when polarisations other than isotropic 
are to be examined. 
2.6 Vibronic Intensities 
It is possible for vibrational states of a system to couple to electronic states of the same 
system. This combination is broadly described as the vibronic interaction. The Hamilto-
nian acquires a purely vibrational part Hvib, 
where Hez is the complete electronic Hamiltonian discussed previously. 
The vibrational Hamiltonian contains only terms in the nuclear displacements of in-
terest. The vibrational Hamiltonian Hvib is of the form: 
Hvib = Ho + V, 
where the harmonic part of the Hamiltonian H0 is: 
1 (p2 Py2 + Pz2) 2m x 
and V is a perturbation representing any anharmonic terms in the expansion of the 
potential. 
For example, in the Pr3+:MEF2:H- system (where ME is either Sr or Ca) we con-
sider only the H- displacement and make the assumption that the other ligands are 
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stationary. In Er3+:Cs2NaErCl6 the quasi-molecular assumption is made, meaning that 
the jEr3+Cl6l 3- moeity is assumed isolated in space and that therefore the lattice has no 
effect on it. An important question then arises as to how good these approximations are. 
\Ale have no information on the shape of the potential in which the ions of the 
1Er3+Cl6l3- moeity vibrates so we are follow the conventional assumption that it is 
parabolic. This is the standard practice for molecular dynamics. The potential can 
be expanded as a Taylor series, the zero and linear terms can be neglected due to the 
fact that the molecule is vibrating about its equilibrium position. The linear terms are 
considered to dominate over the higher terms in the co-ordinates, leading to a linear force 
law. Several theoretical models of the motion of H- ions in the alkaline earth fluorides 
are discussed in [Jacobs 1970}. 
Since the vibrational frequency of the is close to j1fi of the H- frequency indi-
cating a parabolic potential [Reeves 1987} we could assume that the Hamiltonian for the 
is that of a harmonic oscillator. We can then make use of the virial theorem and note 
that on average half of the energy of oscillation is kinetic at any given time, and half is 
potential. Therefore we can write for a single-phonon vibration 
3 1 2 2) 
4nw = 2fLw (x , 
where fL is the reduced mass of the ligand-Lanthanide pair given by 
mi\1/ 
fL = Nf m 
with j'vf the mass of the Lanthanide, and m the mass of the vibrating ligand. The average 
of the square of the displacement is 
( 2) = 3li X 2JLW . 
displacement turns out to be in the order of 20 pica-meters, which is a substantial 
motion for any ligand. By comparison, the effective amplitudes for Cs2NaErC16 is around 
3 pica-meters. Therefore the effect of the H- on the neighbouring F- ions may not be 
small and may affect the entire calculation of the vibronic overtones. In the interests of a 
simple calculation we will any H- :F- interactions. Alternatively, it could be said 
that the r.m.s. displacement squared (x2) may not be as large as crudely calculated here, 
thus scaling the entire set of calculated intensities. 
The complete Hamiltonian of the electronic states and the vibrational states is usually 
too complicated to be treated exactly. vVe invoke the Born-Oppenheimer approximation 
to write vibronic states as adiabatically separable products j<P) 1¢) I x), where the 
1¢) states are solutions of the electronic Hamiltonian and the lx) are solutions of the 
vibrational Hamiltonian. 
The observed intensities can now be written [Fischer 1984}[Berserker 1989} as 
Srr'nm = I(<I>rnlfLI<Pr'm)l2 
l(xnlf1(Q)Ixm)(¢ri¢P)I 2 + l(xnl(¢riJL(q)l¢r,)lxm)l2 • 
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where we have partitioned the transition operator into the electronic part Jl(q) which. 
operates only on the electronic states, and the vibrational part f.L( Q), which acts only on 
the nuclear co-ordinates. Naturally in a pure electronic transition the vibrational part of 
the transition operator can be ignored. 
Eigenvectors from the effective electronic Hamiltonian are orthogonal 
and thus matrix elements of the form (xnlf-LtQ)Ixm)(¢rl¢r,), which give rise to the infra-
red vibrational absorption, will vanish for r I= r'. Diagonalising the vibrational Hamil-
tonian yields the vibrational eigenfunctions. If anharmonic terms V are included the 
resulting eigenfunctions will not be completely pure !n:unynz) states. 
We are thus left only with the transition operator for electronic states. Including 
magnetic and electric dipole transitions only, we can write the electronic part of the 
transition intensity between 4fN levels as 
where Vq( Q) is the effective dipole ttansition operator and mq is the magnetic dipole 
operator. We expect the electronic transition operator to be a function of spatial co-
ordinates. Matrix elements of the magnetic operator are functions of physical constants 
and are coupled to vibrational motion only as weak perturbations [Faulkner 1979]. Mag-
netic contributions are included in this thesis only in the zero-phonon transitions. The 
vibronic transitions will be the result of the coupling of the electric dipole and the vibra-
tional transition operators. The resultant effect of the coupling of the vibrational motions 
with the electronic states can be expanded using the Hertzberg-Teller series (Fischer 1984], 
In this series, Vq ( 0) is the zero-phonon electric dipole transition operator. 
term is the transition operator for the single-photon/single-phonon interaction 
terms in this series produce the n-phonon interaction operators. 
The next 
. Higher 
Each of these operators will produce transitions that are spectroscopically distinct, as 
they occur at different energies. Each of these operators will be parameterisable in terms 
of the A~ parameters. 
The addition of anharmonic terms in the vibrational potential will result in the mixing 
of the wavefunctions of the vibrational oscillator. The result is the wavefunctions of any 
given vibrational state are expressible as linear combinations of harmonic oscillator states 
a 
There is now a non-zero overlap integral between vibrational states differing by more than 
one quantum. The relative magnitudes of these overlap integrals for the MEF 2 system 
can be seen by diagonalising the vibrational matrix Hamiltonian, and comparing the 
perturbations to the harmonic oscillator wavefunctions. The magnitude of the anharmonic 
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terms are physically small in the cases studied. For the Cs2NaErC16 system, it was 
necessary to assume that the vibrations were harmonic, since no n-phonon vibrational 
states or anharmonic effects were observed. This means that we can effectively ignore 
the effects of anharmonicity in calculating the intensities of single-photon/single-phonon 
vibronic transitions. 
The transition intensity for the vibronic transitions can be written as 
Srr'nm L j(WrniVqiWr'mW 
I ( <I?r!Vq(v) !<J?r,) 12 1 (L O:bXbiQvl L O:aXa) 12 
b a 
~ I ( <I?r!Vq(v) l<l?.r') 121 (XnJQv JxmW 
where the a:a values are determined from the vibrational anharmonicity. Only single 
vibrational operator transitions are allowed, since the vibrational anharmonicity only 
weakly mixes the pure vibrational states together. 
2. 7 The Superposition Model 
The superposition model states that the effect of lanthanide ion interacting with the 
host can be broken down into a sum of independent cylindrically symmetric interactions 
between each individual lanthanide-ligand pair. Superposibility of the lanthanide-ligand 
interaction remains an open question in many systems. The superposition model pro-
vides a way of reducing the number of parameters required to describe the effective dipole 
operator vqef! by restricting the A~P parameter set. Under the superposition model as-
sumptions [Newman 1989] the effect of each ligand is independent, and we may therefore 
write the total A;P as a sum of ligand contributions 
A.x = (-l)PA"'"'ct (Ra)rt 
tp t ~ -v R 
L L 
Here the c:_P is a Racah spherical harmonic an~ represents the angular position of the 
ligands relative to the central ion of interest. The A~ are interpreted as intrinsic intensity 
parameters that are characteristic of each lanthanide-ligand pair. These intrinsic A; 
parameters could be assumed to be transferable between hosts with the same lanthanides 
and ligands, but with different point group geometries. The radial dependence of the A~P 
is crudely modelled by a monomial with some power T/. 
It should be noted that the A~P are the sum of many different interactions which each 
have different radial scaling laws. The effect of all of these, for distances small compared 
to the lanthanide-ligand distance, may result in the T/' parameters not necessarily having 
the same values for all radial distances. The radial scaling could be replaced with a more 
complicated radial function, but at present we have too few radial data points and hence 
no justification for this [Newman 1989]. The absence of experimental data for various 
radial displacements prevent the formulation of more complicated and possibly realistic 
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· functions.. The A~ will reflect the symmetry of the site at which the ion of interest is . 
situated. 
The superposition model by definition assumes that the ligand-lanthanide interaction 
is of Coov lOC:;\1 symmetry. This excludes the A~ parameters,"which have t =A. Naturally 
this ought to be verified by some experimental result, ,and the general validity of the 
superposition model remains an open question. · 
In the J NI basis the effective dipole transition operator is expressible as linear combi-
nations of tensor operators. Transforming into the point group basis allows the expression 
of the transition operator as combinations of tensors that reflect the symmetry of the point 
group. 
Within the bounds of the superposition model and the Hertzberg-Teller approxima-
tion, the evaluation of the coefficient for. the effective transit1on operator is merely a 
matter of differentiating some Racah spherical harmonics. The·dipole transition operator 
is a function of the A~ parameters, which are related to the intrinsic A; by the geo-
metrical relations of the superposition operator. The differentiation of the c; and radial 
monomial (Ro/ RLyr will then relate parameters of the vibronic transition operator Vq to 
those of the purely electronic transition operator Vq and the purely vibrational operator 
Q 
Tl- ~QA 
Vq = EJQ . 
The electronic part of this operator is defined in the Hertzberg-Teller approximation as 
8Vq 
BQ 8/BQ 'L:>.,t,p A;:~ '2.:1 Ui\+(/\+l, - qjt-p)( -l)q 
L:>.,t,p aA;p;aQ '2.:1 Ui\+(.\+l, 1-- qjt-p)( -l)q 
For example, consider the 13- 0) vibrational state. Written as a spherical harmonic 
this is 
vVith the ligand along the z axis, this is 
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2.8 Vibronic Intensity Parameterisation 
For one photon-one electron processes, the vibronic electric dipole transition operator can 
be parameterised exactly as the electric dipole transition operator. This parameterisation 
was developed using the Reid-Richardson AzP scheme. Since the superposition model is 
explicitly assumed whenever the vibronic interactions are examined in this thesis there 
will be a unique solution for the resultant A~ parameters. 
The selection rule for the existence of the vibronic AzP parameters is that the r 
transforms as the irrep of the vibrational mode associated with the vibronic transition 
[Reid 1984]. For example if the vibrational mode is of T1u symmetry in the symmetry 
group Oh, then examination of the number of times the 0 3 irreps contain the T1u irrep 
determines the number of Ai~ parameters. 
The parameterisation of the intensities can be developed in the notation of [Reid 
1984][Butler 1981]. 
In the J !VI basis the effective transition operator, Vq can be written as a function of 
combinations of the spherical unit tensors U/' 
Vq = I: Atp I: U/'+p,+z, 1-- qlrp)( -l)q, 
A,t,p l 
where A=2, 4, 6 and t /\ + 1. 
Transforming to a point-group basis, this becomes: 
Vaqi = 
In this notation [Butler 1981], a, b, c are branching multiplicity labels, i is an additional 
label if q is not one dimensional. The superscripts ± denote the parity for the conversion 
to S03 into 0 3 ( = S03 * Ci) irrep labels. 
For one-phonon vibronic transitions involving simultaneous one-electron plus one-
phonon processes, the effective vibronic transition operator for electric dipole processes is 
defined as 
udvj T7 (d * "*)Q V aqi = v aqi V J dvj , 
where Vaqi ( dv* j*) is defined as a purely electronic operator acting only within the 4f N 
configuration, and Qdvj is a one-phonon operator dependent only on nuclear vibrational 
coordinates. The symmetry of the vibrational state is denoted by v, j being used in 
addition if the state is degenerate and dis a label to distinguish multiplicities of vibrational 
modes the the same vibrational symmetry. For example the common RE3+:Cl6 systems 
contain two 1- (t1u) vibrational modes. Note that for matrix elements of this operator 
to be non-zero, the operator Vaqi( dv* j*) must transform as the complex conjugate of the 
operator Qdvj· 
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The transition intensity of a single-phonon/single-photon transition is thus written as: 
where J ( Q~vj) j2 is the average squared displacement of the ligand in the dvth mode. 
Expanding the electronic operator in the point-group basis: 
Vaqi ( dv* j*) 
Vibronic transitions may be completely characterized in terms of the parameter set 
{A;_::c*r;*(dv*)(Qdv)}. We may choose Q to be a normal coordinate in the vibrational 
mechanics of the system. In the harmonic approximation (Qdv) is [(v l)h/87r2CO'dv] 112 
for vibrational excitation and [vhj87r 2cO'dvJll2 for vibrational de-excitation, where v is 
the vibrational quantum number of the initial state and 0' dv denotes the fundamental 
frequency in wavenumbers of the dvth normal mode. 
The use will be made of this parameterisation of the vibronic intensities in section 
[3.5], where the transition intensities for the Cs2NaErC16 system are investigated. 
Chapter 3 
General Fitting of Transition Intensities 
3.1 Introduction 
This chapter presents the results of fitting of intensity data using the A;P and A~ parame-
ters. The systems examined here are Cs2NaErC16 , Pr3+:SrF2 , Pr3+:CaF2 and Nd3+:YAG. 
When doped into an alkaline earth host, such as SrF2 or CaF2 , the rare earth ion 
predominately occupies a site of C4v symmetry (referred to the "A" site [Wells 1996]). 
This point group has no inversion operator in it so odd parity states can be created by 
crystal field perturbations. This system allows zero-phonon electric dipole transitions. 
Electric dipole transitions are examined and parameterised in section [3.3]. 
In Cs2NaErC16 , the Er3+ ion occupies a site of Oh symmetry and therefore single-
photon/zero-phonon electric-dipole transitions would violate parity conservation. Single-
photon transitions are allowed when coupled with a vibrational phonon. The Cs2NaErCl6 
system is examined as an example of the vibronic parameterization of transition intensities 
in section [3.5]. 
It is also possible to form a vibronic system in the MEF2 alkaline earth fluorides. The 
electronic states of a lanthanide ion doped into an alkaline earth fluoride may be coupled 
to a vibrational motion of a host ligand. Such vibronic interactions have been observed 
[Reeves 1987], though there appears insufficient data available to fit intensity parameters 
to for any rare earth in the MEF2 hosts. Within the bounds of the superposition model 
it is however possible to make predictions about the intensity spectrum of the vibronic 
transitions for such systems. Preliminary work in this direction is presented in section 
[3.6]. 
The Nd3+ ion doped into Nd3+:YAG occupies a site of D2 symmetry. Substantial zero-
phonon electric dipole intensity data exists [Burdick 1994]. This system and published 
parameters was utilised to examine the superposition model of the lanthanide-ligand inter-
action. This is done by comparing the x2 resulting from fitting parameterisations using the 
superposition and non-superposition A;P parameter sets for each system. The A;P param-
eterisation scheme is required to explicitly contrast the difference between a superposition 
and non-superposition model of the lanthanide-ligand interaction. The Pr3+:JviEF2 and 
Cs2NaErCl6 systems were also included in this procedure. The results of this procedure 
are presented in section [3. 7]. 
3.2 Non-Linear Fitting 
The general formula for the transition intensity between two 4/ N states in a rare earth is a 
non-linear function. The intensity data is not linearly related to the intensity parameters 
21 
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Afr· The transition intensity function used is 
This has no direct inverse and so must be fitted iteratively. To do this, a set of 
A~ or A~ parameters is chosen and a set of intensities are calculated from these. The 
statistically corrected x2 is then determined .between these calculated intensities and the 
experimentally observed intensities. The numerical derivatives in the x2 value with respect 
to each parameter is then used to determine how much each of the A~ parameters needs 
to be varied to improve the fit. The A~ parameters are then altered and the x2 value is 
recalculated. This is repeated until the x2 . value remains relatively constant. 
Fitting a non-linear function using an algorithm does not generally guarantee that the 
very best value of x2 value is found (termed the global minimum). A fitting algorithm 
applied to a non-linear function can end up in a point of parameter space where changing 
parameters by relatively small amounts would not result in a lower x2 value. This often 
results in the algorithm terminating at what is termed a local minimum. The parameters 
returned for this point may not necessarily be related in any way to the actual parameters 
describing the system, which we expect we can find by obtaining the global minimum. 
By comparison, the energy level fitting is a linear matrix diagonalisation problem. 
There are very few local minima, and the actual fitting process is equivalent to finding 
a similarity transformation which will diagonalised a matrix. Additionally, fitting energy 
levels utilises parameters that have markedly different magnitudes ranging from ~ 100 
000 cm-1 for the pk Slater parameters to~ 1000 cm-1 for the crystal field parameters. It 
is possible in that case to fit the largest parameters first, and then descend to the smallest 
parameters. This allows a very reproducible set of crystal-field parameters to be obtained. 
The operators involved in energy level fitting are relatively orthogonal to each other and 
are effectively independent. In the case of the transition intensities however, the intensity 
parameters are all approximately the same size, and must all be fitted together en mass. 
Since the transition intensity function is non-linear, small uncertainties the data 
will not necessarily lead to small uncertainties in the fitted parameters. 
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3.2.1 Multiple Solutions 
In many of the symmetries of interest in solid state physics there will exist multiple distinct 
sets of Ai~ parameters which produce identical calculated spectra. Although this fact is 
inescapably linked to the parameterisation used, this is a new. result that was achieved 
during this thesis. The transformation between distinct sets can be determined through 
group theory, and so it is possible that different parameter sets from different authors 
may actually agree and not be as contradictory as it would appear at first glance. 
The observed dipole intensity is the square of the transition operator, which is ex-
paneled in x, y, z coordinates. The intensity of a transition can be written as 
where Ix, Iy, Iz are the intensities in the x, y, z directions. These coordinates may have 
arbitrary sign relative to each other so it is possible to write a___. -a Va E {x, y, z} and 
produce identical calculated intensities. This leads to 23 = 8 possible distinct sets of 
parameters which describe the intensity spectrum identically. If the absolute sign of the 
transition operator is observed, for example in the observation of circular dichroism, then 
additional information is available that can be used to distinguish different parameter sets. 
With observations of circular dichroism limited to the a( axial) polarisation it is possible 
to resolve the arbitrariness of the choice of x, y directions, but the relative orientation of 
the x, y to the z remains unfixed, so two distinct A~ parameter sets will remain. 
The electric dipole transition operator can be written in terms of the spherical coor-
dinates q = 0, ±1 as 
Vq = 2:: A~(.A(p + q), 1- qitp)U;~q( -l)q . 
>.tp 
This is the parameterisa tion used by previous researchers, for example [Reid 1 983] [Burdick 
1 994]. The transformation from spherical to Cartesian coordinates is 
Ro = Z, R+I = ~(X+ iY), R_1 = ~(X- iY) . 
Transforming into Cartesian coordinates the effective electric-dipole transition operator 
can be written 
~~ = L A(rU/, 
,\! 
where r E { x, y, z} and the new parameters Ai~ are related to the A~ by a linear trans-
formation 
A~r = TA;P. 
In this expression the A~P and A;~ are column vectors of intensity parameters, and T is 
a transformation matrix. This defines the new parameterisation developed in this thesis, 
which denoted by the A~ parameters. As can be seen from the above equations, this 
parameterisation is inherent in the transformation between the spherical and Cartesian 
bases. This transformation; and the inherent multiplicities for the sets of A~ parameter 
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solutions has been overlooked by all of the previous researchers, and is a new result 
presented in this thesis. 
For example the q = 0 (z axis) component is 
Vo = Vz = LAtp(Ap, 10itp)U;\ 
>.tp 
so equating the coefficients of the u; = U/ to give the Afz yields 
Atz = L(Al, 10itp)A~ . 
t 
The elements in the matrix T for the Afz are merely coupling coefficients. 
The components of the transformation. matrix T corresponding to the x, y directions 
can be found similarly from which 
and 
vv = i ~ L Ai~( (/\(p + 1), 1- 1ltp)u:-rl- (A(P- 1), 1 + 1ltp)u;_l) . 
v 2 >.tp 
To express the Vx,v contributions in terms of the Afr requires the identification of the u;±q 
with the appropriate U/. The elements of the transformation matrix T matrix will be 
real for the x and z directions and complex for the y direction components. 
The A labels remain distinct for the transformation between the A~ and the A~. This 
means that the transformation matrix T can be written in block diagonal form for the 
A E {2,4,6}. 
Unless the matrix Tis strictly diagonal, which is the case for the groups 0 and T, there 
will be multiple solutions for the AtP parameters, since altering the sign of the Afr parame-
ters will result in a different set of equations for the A~ coefficients. If the transformation 
matrix Tis diagonal, then altering the signs of the coordinates x, y, z-+ ±x, ±y, ±z will 
result only in a single sign ambiguity. An alternative equivalent statement of this is that 
if the transition operator transforms as a single irrep of the site group of the ion, then 
only a single solution for the AtP parameters will exist. The transformation matrices for 
D2 symmetry are given in figure [3.1]. The transformation matrices for the D3 andC4v 
symmetry are shown in figures [3.2] and [3.3] respectively. 
As an example of the calculation, consider the transformation of the A = 2 parameters 
for D 3 symmetry. The AtP parameters are A~0 and A~3 . The AI~ Cartesian parameters 
are Aia. and A§a. In the D3 symmetry, the x, y directions are equivalent. There are no 
A = 2 z parameters, since the coupling coefficient (Ap10itp) vanishes for the combinations 
of A, tp involved. Therefore it is possible to equate 
2 1 ( I 2 A1x = -/2 21, 1- 1 20)A20 






















































































Figure 3.1: Transformation between A;P and Cartesian Arr parameters for D2 symmetry. The 
transformation matrix has been factorised into its diagonal blocks, T 2 , T4 and T 6 . The transformation 
is A~ = TAt, where the At, label the columns of the T matrix. The components of the vector At, = 
(A~0 , A§2 , A~2 , Aj2 , A~0 , A~2 , A~4 , Ag2 , Ag4 , A~3 , A~4 , A~0 , A~2 , A~4 , A~6 , A~2 , A~4 , A~6 f. The components 
of the vector Ai~ = (Aix, AiY' A~z, At,, Afy, A~z' A~,, Aj!i, A!z, A~'"' A~Y' Ag2 , A~'"' A~Y' A~z' A~'"' A~Y' A~z)T. 
and 
Table [3.21] lists the distinct solutions for the A~ parameters that result for the 
Nd3+:YAG system. 
If the superposition model is assumed, there will be only one unique solution for the 
transition intensity parameters. This can be seen from elementary linear algebra. The 
vector of A~ parameters must lie in the column space of the transformation matrix T. 
The existence of the multiple solutions means that there exists a set of matrices Ms such 
that 
where Ms multiplies the signs of the parameters associated with any of the Cartesian 
coordinates s E { x, y, z }. A given A~ solution can then be expanded in terms of three 
Cartesian vectors each multiplied by an overall sign of ±1 
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Figure 3.2: Transformation between A~P and Cartesian A;~ parameters for D 3 symmetry. The trans-
formation matrix has been factorised into its diagonal blocks, T 2 , T 4 and T 6 . The transformation 
is Atr = TA~, where the At.~ label the columns of the T matrix. The components of the vector Arr 
= (Aic,.,At., Ai,., A§"', Aj11', A!c,., At., A~"'' A~11'' At,., A~"'' A~11')T. The components of the vector At\, = 
(A~0 , A~3 , Aj3, Aj0 , Aj3, A~3 , A~3 , A~o' A~3, A~6' A~3 , A~6 f. 
If -If 0 0 
T, = ( f{ -/f) T - 0 0 -If -fi If f{ 4- If If 0 0 
0 0 
-fi -If 
f!i -{!; 0 0 0 
0 0 ~ -ITt -FJ 3 91 
T6= ~ n; 0 0 0 
0 0 1£ -a I* 1 
0 0 VfJ {fJ ~ 8 2 
Figure 3.3: Transformation between A~ and Cartesian Arr parameters for C4v symmetry. The trans-
formation matrix has been factorised into its diagonal blocks, T 2 , T 4 and T a. The transformation 
is Atr = TArP' where the AtP label the columns of the T matrix. The components of the vector 
Atr = (A511',Aia,A611',Aj11',Aia,A§a,A311',A~11''A~"''A~"''A~"')T. The components of the vector A~= 
(Af0 , A~0 , Aj0 , Ag0 , A~4 , Aj4 , A~0 , A~0 , A~4 , A~4 , A~4 f. 
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where ar = ±1. Here the vector .A;P is of dimension equal to that of Arr· Additionally, 
the .A;P contains the AtP parameters for one Cartesian axis r but has zeros in the place 
of the parameters for other Cartesian axes. The superposition model explicitly sets the 
non-superposition model parameters which have t = A equal to zero. In altering the sign 
of the coefficients ar when the superposition model is assumed,· would cause the resultant 
AtP parameter set to have non-superposition model parameters. This can be seen to be 
true whenever the matrix T has element on the rows labelled by non-superposition model 
parameters. The assumption of the superposition model is equal to the statement that 
combinations of some of the Afr parameters multiplied by the respective matrix elements 
of the matrix T are equal to zero, i.e., for some A~r non-superposition model parameter 
0 = l:A~Ti-1 , 
i 
where Ti- 1 are the relevant matrix elements of T-1 , and A~ are all of the relevant intensity 
parameters in the Cartesian basis. 
Now if Ai~ changes sign, such sums will not necessarily be equal to zero unless all of 
the signs of the A~ are altered together. This is equivalent to the single sign ambiguity 
of [Shang-Da 1993] where it was noted that there will always be a factor of ±1 over all in 
the entire parameter set. 
The only situations where there can be multiple solutions and the superposition model 
is explicitly assumed is in a point symmetry where only the superposition model param-
eters can exist, i.e. the site symmetry of Coov· This is not a crystallographic point group, 
and so is not considered here. 
It has been shown that the transition intensity function is multi-valued and distinct 
sets of parameters can be obtained through fitting intensities. It is therefore possible to 
obtain different A~ parameter sets which produce an identical spectrum. An example of 
the multiple solutions for the Afr parameters is given in section [3.4]. These resulting A~ 
parameter sets can have totally different magnitudes of the parameters with A = t (i.e. 
the non-superposition model parameters). This complicates the problem of determining 
the accuracy of assuming the superposition model since there will in most symmetries be 
different sets of AtP parameters which obey the superposition model in the vanishing of 
the A = t parameters to a different extent. 
In addition if only a single polarisation is measured, then only those A;~ associated 
with that polarisation can be determined. For example if the observations consist of a 1r 
polarised spectrum of intensities, then the only the Ai~ parameters can be determined, 
and the A;~ parameters would,in this case, be arbitrary. Now, if the transformation 
is made into the A~ parameter set, many of the parameters that result will either be 
left as arbitrary numbers, or end up as ratios of one-another. In this case many of 
the At~ parameters would be redundant, and could be removed as they contain no new 
information. 
An example of the problems that can be produced is given in table [3.1]. In this case 
a 1r polarised spectrum is considered. Given the most general parameterisation using all 
11 A~, a 1r polarised spectrum can be calculated. However, there exists an equivalent 
parameterisation (that uses in this case only the subset of superposition model parame-
ters) from which it is possible to calculate an exactly equivalent 1r polarised spectrum. In 
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Table 3.1: Transformation of the intensity parameters to the irreducible set for 1r polarisation in O<tv 
symmetry. If a 1r polarised spectrum is calculated using the general parameter set on the left, then 
exactly the same calculated spectrum will result by using the parameters in the column on the right. The 
transformation to this set of parameters reproduces the 1r polarised intensities identically. 
terms of the A~ parameterisation this behaviour is obvious, since in this example, only 
the A2'1T parameters are involved, and the Ara parameters are irrelevant. 
It should be noted that in any symmetry, parameters of the type A~0 can have no 
effect on the 1r ( q = 0) intensity spectrum since terms of the form 
will be zero because of the coupling coefficient 
(A010jAO) -~ ( ~ ~ ~ ) 0 . 
Therefore, these parameters have relatively less effect determining a spectrum since they 
only contribute to the q = ±1 0' polarisation intensity. These A~0 parameters may be 
relatively poorly determined compared to other AtP parameters due to the fact that their 
contribution is smaller. 
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3.3 Transition Intensities for Pr3+ in MEF2 Hosts 
vVhen doped into an alkaline earth host1 such as SrF2 or CaF2 , the rare earth ion pre-
dominately occupies a site of C4v symmetry (referred to the "A" site [Wells 1996]). This 
point group has no in~ersion operator in it so odd parity states can be created by crystal 
field perturbations. This system allows zero-phonon electric dipole transitions to occur. 
Intensity and energy level data was taken from [Wells 1998]. In that work, mea-
surements were made using a Fourier-transform spectrometer in the infra-red range from 
700-9000 em ~I, and the full experimental details can be found elsewhere [Wells 1998]. Line 
strengths were determined by integrating absorbances over line widths and evaluating: 
x represents the correction factor for transition intensities, due to the refractive index 
n;. of the host crystal. It is defined here by 
The dispersion curve for alkaline earth :fluorides is however quite fiat, and so the 
correction will have little effect on the spectrum except as a constant scale factor. Data 
from ['Wells 1998] was scaled to the mainly magnetic dipole transition 3 H4(Z1) -+3 (113). 
intensity data values were multiplied by the same constant value so that the intensity 
of this transition was exactly equal to its theoretical value assuming that the intensity 
was entirely clue to the magnetic dipole transition operator. If the magnitudes of the 
electric dipole parameters A~ rv 10~10 em, which is a typical magnitude for zero-phonon 
electric dipole parameters [Reid 1 983], then intensity of this transition is 99.7% clue to 
the magnetic dipole operator. 
Therefore this transition is mainly magnetic dipole in character and so is an effective 
reference value to measure the spectrum against. This allows the scaling of the entire 
spectrum to convert from the ratios of transition intensities from ['Wells 1998] to absolute 
measurements with the Afr measured in em units. 
The crystal field was modeled by the complete set of single-electron cr operators 
allowed by the C4v symmetry. In [vVells 1998] the crystal field Hamiltonian was divided 
into the cubic and the axial components, with the parameters denoted by the C and A 
subscripts respectively. The complete crystal field Hamiltonian used here is 
Hc1 Bf:: [ c;r + j5i14( ct + c~4)] + Bb [ cg - j7!2( c~ + c~4)] 
+ B~ c§ B1 [off )7 /10( ct c~4)] 
+ B~ [cg + {17i4(c2 + c~4)] 
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F2 69764 68727 
F4 50352 50167 
F6 34669 32672 
a [22.9] [22.9] 
f3 [-674] [-674] 
'Y [1520] [1520] 
(so 747 745 
lvftot [1.76] [1.76] 
Ptot [275] [275] 
B2 A -613 -466 B4 A -1112 -986 
B~ -1029 -952 
B4 c -1410 -1353 
B6 c 1238 1023 
O"[vVells 1998] 20 20 
0' This Study 18 17 
Table 3.2: Pr3+:SrF2 and Pr3+:CaF2 crystal field parameters. Source [Wells, 1998] [] denotes values 
held constant in the fitting routine. Crystal field Hamiltonian is of the form Hcf = =K.Q B{f C{f, dividing 
the Hamiltonian into the axial and cubic symmetry parts [Wells 1996]. 
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3.3.1 Results for Pr3+:SrF2 and Pr3+:SrF2 
The parameters used to create the model Hamiltonian are listed in table [3.2]. Only 
single electron operators were used to model the crystal field, no correlation crystal field 
operators were included. The inclusion of correlation crystal field operators in future work 
may improve the quality of the energy level fit. The standard deviation of the difference 
between the calculated and observed energy levels is 20 cm-1 for SrF2 and CaF2 . The 
resulting standard deviation is approximately as good as other typical results for crystal 
field fitting [Burdick 1994] [Berry 1988]. 
Fitting of the intensities used the Af'll' and Ai~ parameters. Although the intensities 
were observed isotropically, the x, y CJ and the z = 1r irreps transform independently 
in C4v. Therefore it is possible to label a transition as being due to the q 0 ( 1r) or 
q ±1 (CJ) matrix elements of the effective electric-dipole operator. 
As a comparison of the results of minimisation of different functions, different x2 
functions were utilised. The different weighting has it basis in the robust fitting of data 
[Arthanari 1981J[Press 1990]. Fitting of data to a calculated set of intensities requires 
the assumption of a model. Given a set of parameters, there will be a distribution of 
discrepancies between the calculated and observed data points. If this distribution is 
assumed to be Gaussian, then maximising the probability that the calculated and observed 
data points have a Gaussian discrepancy is achieved by minimising the x~ value of 
2 = 1 ""' ( oi - ci) 2 Xa N w · 
- n i O'i 
Minimising the xb of 
2 1 ""' ( oi - ci ) 2 XD=---L..J 
N- n i Oi + Ci 
is equivalent to maximising the probability that the relative discrepancies Od Ci are 
Gaussianly distributed. 
Here Oi is the observed and Ci are the calculated intensity of the ith line, N is the 
number of data points and n is the number of parameters. The standard deviations of 
each observed intensity O'i, are defined here as 0£/10.0. 
Fitting was carried out using the A~ parameters defined for both the 0' and the 1r, 
using both the statistically corrected Xb and x~ functions. This parameterisation allowed 
the separation of the parameters into two disjoint sets, the Af1l' and Afu. 
The statistically corrected xb values for the 1r polarisation intensities for the Pr3+:SrF2 
Pr3+:CaF2 systems were 0.32 and 0.16 respectively. For the 0' polarisation, the values 
obtained were 0.552 for the Pr3+:SrF2 and 0.2559 for the Pr3+:CaFz. 
The final parameters obtained through minimising the Xb value are listed in table 
[3.3]. There is a correspondence between the parameters obtained by the minimisation of 
different x2 values when the A~ parameters are used, as can be seen from examining tables 
[3.3] and [3.4]. This correspondence produces some support for the use of the different 
weighting functions. Had they produced widely varying results, the use of the various 
functions would have to be justified. 
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Parameter SrF2 CaF2 
A~ 10-11cm w-11 cm 
A57l' 15.10 ±10.4 1.36026± 7.735 
A61f 29.05±11.22 -71.304±10.682 
A!1f 61.808±9.31 82.609±5.662 
A81f 15.327±6.78 13.97±4.70 
A~1f 28.152±5.65 52.853±4.893 
Xb 0.32390 0.1647 
Aia 27.478±5.62 19.786± 9.98 
Af(J -19.6±4.706 31.104±8.802 
Aja 20.02±5.88 70.95±13.2 
A~(J -1.413;±:6.68 -53.707±8. 
A~(J -16.25±4.800 -2.9905±4.467 
A~a -4.938±3.280 25.2336±7.277 
Table 3.3: Fitted parameters for the Pr3+:SrF2 and Pr3+:CaF2 systems .. The x2 used here is the 
standard statistically corrected Xb N ~n L:i ( g~ +g)2• 
Because of the relatively large number of parameters, and the small number of data 
points, the x2 values may appear to be very low. This might artificially reduce the size 
of the x2, indicating a far better fit than is actually the case. 
The fitted and calculated intensities are presented in tables [3.5] and [3.6]. As can 
be seen the fit is typical of the quality of that obtained in the fitting of intensities, some 
levels being reproduced very well, others less so. 
It would be expected that the CaF 2 and SrF 2 parameters would be similar in size, 
with the CaF2 parameters having larger magnitudes. This is because the system with the 
larger lattice parameter would have a smaller distortion due to the perturbing charge 
compensator being further away from the lanthanide, and therefore the symmetry of a 
lanthanide in such a centre being closer to Oh. The lattice parameters for SrF2 and CaF2 
are 2.93 and 2.73 Angstroms, so the difference would not be expected to be substantial. 
conclusion, a and 1r polarisations are distinct for a C4v symmetry. Although 
the intensities are observed isotropically, it is sensible to fit intensity data for these po-
larisations independently. The Pr3+:CaF2 intensity data gave a much better fit for the 
intensities than the Pr3+:SrF2 data. 
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A~7r 50.1±12.4 1.5512±7.5926 
Aci7r -38.30±12.93 -69.825±10.24 
A!7r 63.87±10.53 81.357±5.561 
A87r 22.44±7.4 13.317±4.602 
A~7r 2.239±6.68 52.004±4.794 
x2 / G 1.184 ·0.5210 
AL 26.73±4.989 18.57±8.545 
Aic, -19.01±4.14 28.824±7.120 
Aju 16.07±5.08 73.059±15.844 
A~o- 0.40±5.98 -50.26±6.98 
A~a -15.3±4.07 -2.533±3.822 
A~a 4.96±3.07 22.605±6.00 
Table 3.4: Fitted parameters for the Pr3+:SrF2 and Pr3+:CaF2 systems. The x2 used here is the 
statistically corrected v 2 = "\' .( 01 -C; )2. AG L..it !Ti 
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Energy cm-1 
Observed 
2211.11 2.186 5.30 2.17 
2269.63 0.643 2.97 0.598 
2323.44 1.792 5.02 0.724 
2399.00 1.48 
4204.42 0.1303 0.183 0.0962 
4969.57 0.580 0.548 0.711 
5119.94 6.079 0.097 7.655 
5331.48 0.262 0.264 0.658 
5386.28 6.23 8.96 8.79 
5476.15 0.071 0.775 1.64 
6499.12 0.782 0.782 0.695 
6604.27 57.4 54.45 14.922 
6751.89 2.06 4.26 0.642 
6836.87 3.158 3.157 3.79 
6908.62 4.41 2.60 0.605 
7066.61 2.31 2.94 2.997 
7348.54 5.08 0.50 3.86 
0724.08 0.167 1.64 0.0796 
9836.78 0.161 0.163 0.155 
9863.34 0.0919 0.11 0.0708 
Table 3.5: CaF2:Pr3+ zero-phonon transition intensity data. Source [Wells 1998]. Intensity in arbitrary 
units. 
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Energy cm-1 IntensitY. Intensity 
Observed Fitted x'b Observed Fitted xb 
2194 3.66 1.047 2.22 
2220.40 1.78 1.14 0.00308 
2283.71 0.394 0.606 0.524 
2291.79 23.1 0.84 6.22 
2333.00 8.20 1.25 2.03 
2668.70 1.2 0.1£!5 0.819 
4250.00 0.112 0.178 0.00312 
4329.49 0.01 0.285 0.0270 
4404.64 1.23 0.0085 2.55 
4923.53 1.33 0.18 1.65 
5061.40 1.169 0.426 0.652 
5282.97 0.0598 0.146 3.28 
5315.77 3.22 5.06 5.06 
5394.39 9.98 0.054 0.137 
6483.58 1.42 0.54 2.92 
6565.03 44.9 29.2 3.48 
6760.72 0.088 0.66 7.12 
6819.84 16.0 0.09 0.240 
7021.49 1.5 1.4 1.475 
7144.27 0.97 0.23 0.486 
7205.95 1.07 3.9 0.116 
7259.51 2.82 1.42 0.858 
7285.68 0.008 1.306 5.34 
9743.41 0.063 0.078 0.00174 
9829.77 0.59 0.082 0.138 
9866.61 0.1 0.4 0.0698 
Table 3.6: SrF2 :Pr3+ energy levels zero-phonon intensity data. Source [Wells 1998]. Intensity data 
(Oscillator strengths) in arbitrary units. 
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Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 
A2 lx 21 145 74 126 126 183 200 22 205 
'A2 321 74 298 149 157 185 139 168 158 t ly 
A~z 45 2 71 51 14 -7 -32 84 30 
Alx -6 -98 -10 -86 -83 -66 . -54 -12 -81 
·A4 
-25 173 -64 121 111 -105 167 157 40 t- ly 
A~z -281 -287 -393 -400 -313 -191 -249 -353 -216 
A§x 269 227 250 260 257 -155 -158 281 -172 
'A4 
-236 -358 -164 -240 -261 -115 -381 -272 -245 t 3y 
AJz 243 7 259 54 30 363 -46 50 288 
A6 1x 111 -7 167 255 255 33 -43 65 37 
·A6 
-86 -103 -72 -99 -132 -90 -63 -68 -117 2 ly 
A~z 48 83 -74 44 .. 102 . -102 104 84 85 
A~x -98 -222 -132 -58 -50 -378 293 3 -394 
'A6 386 -21 460 350 323 396 18 367 381 t 3y 
A~z 273 436 199 368 397 -103 395 390 104 
A~x 515 417 540 469 465 392 405 467 417 
'A6 370 403 3L19 381 387 477 460 387 485 '(, 5y 
A~z -169 -18 -78 -56 -141 -125 -27 -167 -14 
X 2 0.3781 0.3799 0.3813 0.3833 0.3842 0.3843 0.3849 0.3853 0.3853 
10% 16% 3% 2% 1% 6% 11% 2% 5% 
Table 3. 7: N d3+: YA G parameter sets for the lowest 9 local minima, out of 41 identified in 500 fits which 
were begun with a random initial choice of parameter values. Dimensions of parameters are i x 10-12 
em. 
3.4 Results for the Nd3+:YAG system 
Nd3+:YAG is a common laser crystal and this system has one of the largest and most well 
defined set of transition intensities, 97 data points being measured in [Burdick 1994]. The 
opportunity was taken to repeat the fitting of [Burdick 1994L using the Cartesian tensor. 
The data used and the Hamiltonian parameters to create the crystal field eigenvectors 
was taken from [Burdick 1994]. This system exhibits many local minima that are close 
to one another. Table [3. 7] shows the resulting parameter sets obtained by repeatedly 
minimising the x2 function from different random starting positions. 
Some of these parameter sets will not in fact be distinguishable due to the effects of 
uncertainties in the intensities and in the eigenvectors. This is examined in section [5.1]. 
Effectively, the variation in the x2 value due to the variation in the intensities and the 
eigenvectors is greater than the difference in the x2 for different minima. This means 
that the magnitude of some of the parameters here will be well defined, such as the A~x 
parameter, whose magnitude varies between 1139211 and jj540jj ixl0-12 , compared to the 
magnitude of the A~x which varies from 11711 to jj255jj ix10-12 . 
The intensities observed in the Nd3+:YAG system are isotropically polarised. In the A~ 
parameterisation scheme the multiple solutions (discussed in section [3.2.1]) will manifest 
themselves the signs of the various parameters altering, with their magnitudes being 
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constant. Since x, y, z are distinct in this parameterisation, it is possible to multiply 
all of the A~ parameters by ±1 for any given r E { x, y, z}. Therefore all of the AI~, 
Aty and Az~ parameters can have their signs varied independently relative to each other, 
greatly expanding the possible solutions set of parameters. For example in table [3.7], the 
parameters labelled in column Set 1 can have all of the A~ multiplied by -1 to produce a 
new identical spectrum. For the same set of parameters, the A~ and Atz parameters may 
also be arbitrarily multiplied by -1, producing 8 possible solutions which have an identical 
spectrum and x2 value. 
Since the signs of the parameters is indeterminate from the measurement of isotropic 
intensities, the uncertainty in these parameters may be greater than is suggested in table 
[3.7]. For example, although the magnitude of the A~x parameter is relatively constant 
varying between 392 and 540 x 10-12 c~ in these 9 minima, there is an overall sign 
uncertainty 
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3.5 Vibronic Intensities in the Er3+:Cs2NaErCI6 system 
3.5.1 Introduction 
Optical absorption measurements made at 10K of Cs2NaErC16 in the range of 6000 to 26 
000 cm-1 were measured by P.A. Tanner [Tanner 1996]. Absolute line intensities of the 
transitions were then used to predict dipole strengths and intrinsic intensity parameters 
(At) using 60 of the observed oscillator strengths with data from three different modes of 
oscillation. The results were consistent with· intensity calculations in other systems. 
Previous work on octahedral symmetry complexes of the form MX6 has been restricted 
to transitions from a single multiplet [Acevedo 1990] or the effect on the spectra of the cou-
pling of only one of the modes to the electronic states of the metal ion [Reid l984J[Satten 
1983]. This section analyses data from all' three vibronically active modes. To do so the 
superposition model in explicitly invoked, requiring the use of the A~ parameterisation 
scheme. 
This work is concerned with the electric dipole vibronic transitions of Er3+ in the octa-
hedral environment in Cs2N aErC16 . The octahedral, vibronically active, ErCl~- complex 
is centro-symmetric and so only vibronic electric dipole, electric quadrapole and magnetic 
dipole transitions are observed. 
No Jahn-Teller effects were apparent in the electronic spectra of Cs2 NaErC16 [Tanner 
1996]. The molecular vibrations were modelled using the standard method of calculat-
the 'Nilson G and F matrices, and solving secular and eigenvalue equations for the 
dynamics of the isolated ErCl~- ion. Central to the model is the qzwsi-moleczdar approx-
imation; the vibrating molecular complex is assumed to be isolated in space from the 
crystal. This may be a rather harsh assumption; since when we observe the spectra of 
the complex, we observe the vibrational lines to be split into three separate components. 
This effect is due to the lattice modes of the host crystal, and the lines produced by this 
effect are commonly named after the phonons that produced them. In our case this is 10 
(Longitudinal optic) TO (Transverse Optic) and ZB (Zone Boundary). Taking different 
combinations of molecular vibrational coordinates and multiplying them by parameters, 
which are termed force constants, produces different parameterisations of the molecular 
vibrational potential. For example, taking every single coordinate and multiplying it by 
every other coordinate, along with a physical constant, produces the General Valency 
Force Field (GVFF). 
Several force fields were utilised to calculate the average amplitude of oscillation for the 
ligands relative to the central ion, in order to asses the effects upon the calculated vibronic 
intensities. Generally the problem in modelling the vibrational spectra of a molecule. 
is that there are fewer observed frequencies (transition energies) than free parameters. 
Approximations and assumptions thus have to be made to reduce the parameter set. 
Optical transitions arise from the coupling of the electronic states to the radiation field. 
Since the octahedral ErCl~- complex is centro-symmetric, zero-phonon electric dipole 
transitions are forbidden by parity. When a parity operator is applied to a transition 
matrix element, the 4! electronic states are taken to another 4! electronic state of the 
same parity, but the transition operator is reversed on parity; matrix elements are thus 
identically zero. It is possible, however, for the electronic states to be coupled to the 
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odd parity vibrational modes of the system, and thus producing states which have mixed 
parity and can therefore couple to the radiation field. 
The Hertzberg-Teller approximation leads to expressions for the vibronic transition 
operator. vVe can then fit the resulting expressions to the intensity data. This leads to 
derived values of the uintrinsic 11 intensity parameters [Reid 1984). 
3.5.2 Theoretical 
The symmetry co-ordinates, F and G matrices for the ErCl~- system were taken from 
the literature [Pistorius 1958]. The modes of vibration are envisaged as localized in the 
ErCl~- moeity. 
The various force fields used were the generalised valency force field (GVFF), modified 
orbital valency (MOVFF), orbital valency (OVFF), Urey-Bradley and modified Urey-
Bradley (UBFF) and (MUBFF). These are discussed in the literature [Wilson 1955]. 
The isolated [Er3+Cl;]j3- moeity has six vibrational modes, commonly denoted as 
IJk, k E {1, 2, 3, 4, 5, 6}. From our aforementioned parity argument, only the odd parity 
vibrational modes can couple to the 4! electronic states and produce vibronic intensities, 
which in this case leaves only the v3 , v4 andv6 modes. The v3 andv4 T1u symmetry modes 
are by themselves infra-red active, the v6 T2u symmetry mode being infra-red inactive. 
Since the v3 and v4 modes are both of T1u symmetry the physical modes transforming 
as T1u irreps will be combinations of the two symmetry co-ordinates, the ratios being 
determined by the force field. In the calculations the motions of the Cl- ions relative to 
the Er3+ ion were required, so the transformation into a co-ordinate system co-moving 
with the erbium ion has been made. vVe label the ligands L1 ... L6 , where the pairs L1,2 , 
L3 ,4 and L5 ,6 are located on the positive and negative x, y and z axes respectively. The 
z partners of the v3 and v4 modes are: 
(3.1) 
(3.2) 
were eia and eib represent the mixing of the symmetry co-ordinates by the vibrational 
force-field. These values are discussed further in [Reid 1984]. Note that since the z 
motions of the ligands are not equal the sum of the squares of the eia coefficients will not 
be equal to one [Wilson 1955]. 
A summary of the predictions of these force fields are given in table [3.8]. 
[Reid 1984] have proposed a pararneterisation scheme for vibronic intensities. This 
was discussed in chapter [2]. 
In the J !vi basis the effective 4! electron zero-phonon transition operator Vq can be 
written as: 
Vq = I: A~pu;+q(>.+(p + q), r- qlrp)( -l)q, (3.3) 
>.,t,p 
where >-=2, 4, 6 and t >. ± 1. 
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Table 3.8: Amplitudes of vibration of the ligands in the co-ordinate system of the erbium ion, as 
predicted by the various force fields. 
Force Field ela e1b e2a e2b 
GVFF 0.48 0.22 0.20 -0.63· 
MOVFF 0.50 0.20 0.04 -0.64 
OVFF 0.50 0.20 0.06 -0.65 
MUBFF 0.49 0.17 0.13 -0.66. 
UBFF 0.49 '0.17 0.14 -0.67 
From the superposition model for zero .... phonon 4!-4! transitions [Reid 1984] the At!'P 
parameters can be written as: 
;..+ - -;..'\"' p t 1">.. At-p - At L.- ( -1) C -p ( Ro / R L) t , (3.4) 
L 
where we introduce the intrinsic intensity parameters At, representing the effect of a . 
single ligand on the z axis. 
The combinations of the At_:-P will be scalars of the point symmetry of the rare earth 
ion. We will denote the transition operator in the point group basis as Vaqi. For vibronic 
transitions, the combinations transform instead as the complex conjugates of the irrep 
(v) of the vibrational mode. The one-phonon vibronic transition operator, ~~j, which 
describes the transition as a simultaneous one-phonon one-electron process, is: 
Vaqi ( dv* j* )Q dvj, (3.5) 
where the Qdvj operates only on the nuclear coordinates. Vaqi is a function of the param-
eters Ai_:l-c*v* ( clv*). 
In the Hertzberg-Teller approximation the intensity parameters can be calculated from: 
(3.6) 
The superposition model, in combination with equation (3.6) can be used to write the 
A;_:-c*v*(dv*) parameters in terms of A~. This is done in table 3.9. Evaluation of equation 
(3.6) requires knowledge of the actual motion of the ligands, which are expressed as 
the eia and eib values of equations (1) and (2). Estimations of the values of the T/' 
parameters can be found in [Newman 1989], [Newman 1978]. Most authors utilise values 
of the T/' parameters that are equal to those used in the parameterisation of the crystal 
field Hamiltonian in the same crystal host. This is unjustified. The transition operator 
and the crystal field Hamiltonian are different physical quantities, so there is no clear 
reason that the T/ parameters ought to be he same. Since the transition operator is a 
combination of different physical processes, some of which add positive contributions to 
the A~P parameters, others negative, which themselves have different scaling laws, there 
is no reason why, for limited distances scales, the T/ must be positive. The values used 
in [Crooks 1997] were Tf = 2.5, Tff,Ti = 6, Ti, T~ = 8 and T~ = 11. 
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Table 3.9: Vibronic intensity parameters in terms of the intrinsic intensity parameters. This table 
corrects errors in table 3 of [Reid). T1.,. and T2u symmetry modes ( r and I-) are denoted by i = 1 or 2 
respectively. Ro denotes the equilibrium ligand-erbium distance, and M is the ligand mass. 
At:-1_ ( i1 ) 2Ai(Tfeia- 2eib)/R0 ]\IJ112 
Ai~l- ('i1-) -2A~(Tleia + 3eib)/RoJ11fll2 A - t ± 1 
A5~(o)I- ('il-) (9/11) 1/ 2 ANTs\eia 5eib) / RaJ\!!112 A - t 1 -
AH ('1-) (35/11) 1/ 2 A~(Tteia- 6eib)/ Ra1Vf112 · A - t ± 1 5-(1)1- ~ -
A~:-(o)1 _ (i1-) (7 /10) 1/ 2 AH -T~eia + 8eib)/ Ra1Vf1/ 2 
A~:-(1)1- ( i1-) (33/10) 112 A¥(7~eia + 7eib)/ R0 1Vf1/ 2 
A'\~i- (1-) -(15)112 A~/ R0 1VI112 A - t ±1 -
Al+. ([ -) ( 105/4) 1/2 A~ j RalvJll2 /\ - t 1 rl- -+ -- (33/2)112 A¥/ RaJ\!!112 A7-(o)i- (1 ) 
6+ -- (351/8) 1/ 2 AU R0 J\IJ1/ 2 A7-(l)i-(1 ) 
3.5.3 Results 
The absorption spectra of Cs2NaErC16 have been described elsewhere [Tanner 1986] [Has-
san 1982], and the energy-level fits were as in [DePiante 1985], [Tanner 1986]. The energy 
level fit obtained for the Er3+ system is given in table [3.11]. 
From the electronic energy-level spectra there is no evidence of a distortion from 
octahedral symmetry for the ErCl~- moeity. This can be shown by fitting crystal field 
tensors for symmetries other than Oh and finding in all cases that they are statistically 
insignificant. However, due to zone-boundary contributions and transverse-longitudinal 
mode splittings [Tanner 1986], the v3 , v4 and v6 vibronic origins are observed as having 
multiple structure, and not as single bands. For example, there are three components in 
the region of v3 , at 244, 259 and 286 cm-1. In this study, the oscillator strengths were 
summed over all spectral components. This can be important for the assumption of the 
Oh symmetry of the centre occupied by the Erion. It is possible that lines may have been 
missed or weak in this spectrum, due to the interference of the lattice vibrations splitting 
the vibronic lines up. This means that a the possibility of a weak perturbation of the 
local symmetry to that of a lower symmetry may not be ruled put purely from the energy 
levels. This consideration is returned to later in this section. 
The A; parameters are fitted to the intensity data. This reduces the number of 
parameters fitted, testing the theory more severely. Using the average values of the eia, 
eib in table [3.8], the calculated values of the A; parameters are given in table [3.12]. 
Each set of vibrational mode data v3 , v4 and v6 was fitted individually, to find three 
independent estimations of the A; parameters. 
The resulting correlation between observed and fitted vibronic intensities is given in 
table 3.13. Note that we have not been able to fit all of the observed features of the 
spectrum, as not all of these features can be unambiguously identified. \Ve do, however, 
include our estimations of these ambiguous transitions. Compared with other intensity 
calculations [Satten 1983] the fitting is qualitatively similar. 
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A; parameters obtained from fitting the v3 , v4 and the v6 mode are quite consistent, 
with the exception of the A~ parameter predicted from the v6 mode, whose sign disagrees 
with the result from v3 and v4 . 
These parameters are approximately the same magnitude as those of the U Cl~- case 
studied in [Reid 1984]. These parameter values are similar to typical zero-phonon electric 
dipole intensity parameters, e.g [Burdick 1994]. 
Though the estimated magnitudes of these parameters is inconsistent, their signs, 
which give information on the dominant contribution to the vibronic coupling, can be 
determined with some degree of accuracy. Proceeding naively, we can consider the effect 
of the ligands on the erbium ion to produce two types of contributions to electric dipole 
intensities. Static coupling consists of the ligands producing mixed-parity states in the 
erbium of the which the radiation field interacts with directly arid causes transitions with 
the ligands remaining reactionless during the process. In dynamic coupling, the radiation 
field produces transient dipoles which induce transitions in the erbium ion 
For static coupling with negative ligands naive calculations suggest that the signs of the 
Ai, Ag and A~ are negative and the A~, Aj and A~ are positive. For the dynamic coupling 
case the of the A~ and A~ are expected to be negative in sign, and the At parameter 
to be positive. Our vibronic intensity parameters are, as expected, representative of a 
mixture of dynamic coupling and static coupling. 
The signs then, are in agreement with the empirical rule expressed in [Reid 1983b] 
that the A~+l parameters agree with the dynamic coupling model and the should 
have their signs as given by the static coupling model. More sophisticated calculations of A; parameters (Reid 1989] give qualitatively similar results. 
The superposition model predicts that intensity parameters with t ,\ will vanish. 
When including them in the fit they were seen to have values at least two of 
magnitude lower than the parameters with t = ,\ ± 1 and hence they are ignored. 
Magnetic dipole intensities are zero-phonon in nature. The magnetic dipole transition 
operator has no free parameters, being merely a combination of fundamental physical 
constants: 
Matrix elements of the magnetic dipole transition operator and the eigenfunctions 
therefore have no free parameters, and ought to agree with the experimental values within 
a very small range of uncertainty. Possible uncertainty can come from the uncertainty 
in the eigenfunctions. Additionally there may be some small uncertainty associated with 
uncertainty in the measurement of the refractive index of the medium. All of these sources 
of uncertainty would be expected to be rather small, and so the calculated and observed 
magnetic dipole transition intensities ought to be very close to each other. They are not. 
table [3.10] compares calculated and observed magnetic dipole transition intensities. 
Electric quadrapole transitions can be included by the use of the electric quadrapole 
transition operator: 
Qop = -e ~r;c;. 
i 
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Transition E~ergy cm-1 Intensity 
Upper State symmetry calc. expt. Arbitrary units 
calc. expt. 
4h3/2 r6 6502 6492 3.102e-2 1.768e-3 
4h3/2 rs ' 6530 6517 1.95e-2 4.698e-3 
4113/2 r7 6544 6532 3.89e-3 1.91e-3 
4113/2 rs 6597 6682 3.04e-4 2.93e-4 
4113/2 r7 6703 6686 4.75e-8 2.01e-5 
4 1n;2 r6 10156 10166 1.51e-7 1.071e-5 
4111/2 rs 10167 10172 6.33e-6 l.Oe-5 
419/2 rs 12330 12357 1.39e-5 3.626e-5 
419/2 r6 12444 12422 1.298e-5 3.757e-5 
419/2 rs 12503 12502 3.077e-5 4.664e-5 
4F9/2 rs 15171 15152 1.67e-5 5.125e-5 
4F9/2 rs 15266 15246 4.61e-5 8.50e-5 
4F9/2 r6 1534115337 1.108e-5 4.00e-5 
4S3/2 rs 18287 18265 1.346e-5 4.67e-5 
2 Hn;2 rs 19049 19010 9.59e-6 2.047e-4 
2 Hn;2 rs 19074 19048 8.69e-6 2.384e-4 
4F7/2 r6 20384 20374 1.822e-7 2.615e-4 
4F7/2 rs 20447 20446 3.616e-7 1.838e-5 
4F5/2 rs 22062 22056 1.88e-6 2. 95e-5 
4F3/2 rs 22453 22445 2.074e-6 7.033e-6 
4G9;2 rs 24407 24429 1.696e-6 1.03e-5 
4G9/2 r6 24518 24459 8.79e-8 6.52e-6 
4G9/2 rs 24551 24519 6.396e-6 1247e-5 
4Gn 2 rs 26130 26098 2.38e-6 2.02e-4 
Table 3.10: The magnetic dipole intensities in Cs2NaErC16 . Note the differences in both the intensities 
and the transition energies between the model and the observed values. 
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The inclusion of quadrapole transitions is irrelevant in this case however, since they 
are calculated to be orders of magnitude smaller than the magnetic dipole transitions. 
The fact that some of these lines have disagreements in intensity that amount to 
several thousand percent must be attributed either to observational mis-assignment or 
some physical process we are not yet aware of. Naturally, the other possibility is that the 
eigenvectors are poorly determined, and so the matrix elements have a large amount of 
uncertainty in them. 
It is possible that the symmetry of the Er3+Cl6 system is not perfectly octahedral, 
and is lowered to some lower point symmetry. The observation that the Cs2 NaPr3+Cl6 
system undergoes a phase transition to a symmetry of C4h, C2h or Ci [Schwartz 1976] 
gives credence to this possibility. Using the available data, [Richardson 1985] concludes 
that the lighter ions in the 4! series undergo structural changes to a symmetry lower than 
Oh, but that the heavier ions, including Ei·3+, remain at a centre of Oh symmetry. 
Generally, if the symmetry is lowered by some small perturbation, then some splitting 
ought to be resolvable. No such splittings are observed for the elpasolites. With the 
previously mentioned effect of lattice phonons splitting the vibrational modes and the 
effect of phonon broadening of the transitions, small perturbations may be present. 
3.5.4 Conclusions 
The superposition model for vibronic intensities has been tested for. the model system of 
ErCl~-. Agreement between the parameter values predicted from the v3 , v4 and v6 modes 
can be obtained. It is thus demonstrated that the signs of the A; parameters agree for 
all modes, with the exception of the sign of A~ predicted from the z;6 data. Overall the 
signs of the parameters are consistent with the signs found in other materials and for the 
zero-phonon case. Furthermore, the success of the theory supports the assumption that 
the vibrational modes are localisation on the ErCl~- moeity. 
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Table 3.11: Energies for crystal field fitting of the ErH ion in Cs2NaErCl6 • Values in parentheses () 
are model predictions and are not included in the fit. 
'Wavenumber Terminal vi bronic Oscillator strength Pif /10 8 
cm-1 level Observed Calculated 
6579 (4I13Jz)r6 + v6 0.0274 0.043 
6600 r6 + v4 0.083 0.076 
6788,6792 bf3, bf7 1/4 <0.246 (0.14) 
6942,6946 bf3, bf7 + 1/5 0.240 (0.14) 
10250 (41n;z)r6 + v6 0.216 0.13 
10271 r6 1/4 <0.17 0.1 
10318 bfs, r7 + 1/6 0.152 0.11 
10340 bfs, r7 + //,! ., 0.0990 . 0.079 
10493 bfs,f7+v3 0.620 1.01 
12440 ('11g;z )ar 8 + vs 0.156 0.12 
12463 af3 1/4 0.082 0.063 
12507 r6 + v6 0.013 0.007 
12527 r 6 + v4 0.0054 0.0091 
12585 bfs + 1/5 0.058 0.063 
12606 bf3 + v4 0.121 0.10 
12680 r6 1/3 0.042 0.090 
12759 bfs + v3 0.068 0.24 
Table 3.12: Fitted values of the intrinsic parameters for ErCl~-. Each mode is fitted individually. Note 
the sign change relative to older work, as explained in [Burdick 1994]. Values in 10-11 em-1 • The value 
denoted by t is not observable for the v6 mode. 
Parameter 1/3 1/4 1/6 
Ai -10.9 -8.23 t 
A~ -27.0 -1.0 -52.6 
A§ 62.8 77.1 16.7 
At 11.0 11.57 25 
A~ -6.7 -20.9 6.9 
A~ -16.4 -4.9 -9.9 
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Table 3.13: Vibronic Oscillator Strengths, Pit, ~or absorption transitions at 20K from the (4 h 5; 2 )ar8 
level of the Er3+ ion in Cs2NaErCk For v3 and v4, the tabulated wavenumbers correspond to the TO 
modes in each case; and for v6 to the ZB mode. The tabulated oscillator strengths are summed over the 
three components each of V3 and v4, and the two components of v6. Values in parentheses () are model 
predictions and are not included in the fit. 
·wavenumber Terminal vibronic Oscillator strength Pi! /10 8 
cm-1 level Observed Calculated 
6579 ( 4I13/2)r6 + v6 0.0274 0.043 
6600 r6 + v4 0.083 0.076 
6788,6792 bfs, bf1 + v4 <0.246 (0.14) 
6942,6946 bfs, bf7 + v6 0.240 (0.14) 
10250 ( 4In;2)f6 + v6 0.216 0.13 
10271 r6 + v4 <0.17 0.1 
10318 bfs, r7 + /.16 0.152 0.11 
10340 bfs, r7 + /.14 0.0990 0.079 
10493 bfs, r7 + /.13 0.620 1.01 
12440 ( 4I9/2)afs + v6 0.156 0.12 
12463 ars + /.14 0.082 0.063 
12507 r6 + v6 0.013 0.007 
12527 r6 + v4 0.0054 0.0091 
12585 bfs + v6 0.058 0.063 
12606 bfs + v4 0.121 0.10 
12680 r6 + v3 0.042 0.090 
12759 bfs + /.13 0.068 0.24 
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Wavenumber Terminal vibronic Oscillator strength Pi! /10-8 
cm-1 level Observed Calculated 
15236 (4 F9;2)afs + vB 0.411 0.19 
15259 ars l/4 0.040 0.0042 
15330 bfs + Vfi 0.562 0.548 
15332 bfs + v4 0.722 0.61 
15412 ars + l/3 0.049 0.016 
15422 r6 l/6 <0.25 0.39 
15443 r6 l/4 0.307 0.21 
15505 bfs l/3 0.609 0.65 
15596 r6 + v3 0.454 0.36 
18348 ( 4S3/2)rs l/6 0.279 0.81 
18370 rs + l/4 0.929 0.848 
18522 rs +v3 0.519 0.49 
19092 (2Hu;2)ars + v6 3.86 5.9 
19153 r1 + v4 0.68 1.1 
19216 bfs + v6 14.33 17.0 
19276 r6 + v,l 6.94 7.63 
19390 bfs l/3 4.94 5.49 
19428 r6 + 1J3 4.37 4.21 
20459 (4 F1;2)r6 + v6 0.47 0.29 
20480 r6 + v4 0.44 0.51 
20529 rs + l/6 0.85 0.44 
20551 rs + l/4 0.38 0.59 
20570 r1 l/4 0.059 0.075 
20632 r6 + l/3 0.766 0.68 
20703 rs + l/3 0.233 0.12 
20723 r1 + v3 0.085 0.097 
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Wavenumber Terminal vibronic Oscillator strength Pif /10-8 
cm-1 level Observed Calculated 
22139 ( 4Fs;2)rs + v6 0.175 0.13 
22160 ra v4 0.068 0.017 
22219 r7 + V5 .. 0.013 0.018 
22240 r7 + v4 <0.007 0.002 
22312 ra + V3 0.150 0.059 
22392 r7 + v3 0.016 0.0073 
22527 ( 4 F3;2)rs + v6 0.078 0.041 
22250 
-, 
rs + V4 0.185 0.11 
22701 ra+ V3 0.264 0.24 
24513 (2Gg;2)ars + v6 0.18 0.41 
24546 r6 VG 0.22 0.23 
24565 r6 v4 0.28 0.67 
24605 bra+ v6 0.16 0.06 
24627 bra+ v4 0.20 0.10 
24686 ara + v3 0.11 0.118 
24720 rs+v3 0.054 0.052 
24779 brs + v3 0.53 0.42 
26185 (4Gnf2)ars + v6 6.27 9.5 
26206 ara + v4 7.80 8.0 
26272 r1 V6 7.74 10.0 
26292 4r7 V4 0.49 0.32 
26358 ars + v3 2.9 2.95 
26443 br 8 + v6' r 7 + v3 20.7 (23.9) 
26465 bra+ v4 9.9 9.96 
26498 r6 + v6 38.16 34 
26521 r6 v4 10.60 9.84 
26617 bra+ v3 7.26 6.6 
26672 r6 + v3 8.19 8.48 
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3.6 Vibronic Intensities in the RE3+:Alkaline Earth Fluorides 
The Alkaline earth fluorite systems considered here will be the CaF2 and SrF2 doped with 
rare earth ions. Since Ca2+ and Sr2+ are divalent ions, the substitution of a trivalent rare 
earth ion requires additional charge compensation. vVhen trivalent RE3+ ions substituted 
into SrF2 and CaF2 are charge compensated by an adjacent ion. This produces a total 
point symmetry at the rare earth of C4v· When hydrogen is diffused into the SrF2 or 
CaF 2 lattice, in the form of ions, it can replace some of the charge compensating 
ions and produce rare earth-hydride ion pairs. The vibrational frequency of the ion is 
much higher than that of the lattice vibrational frequency and the H- ion vibrations 
form local modes. The vibrational modes produced are transverse 1 symmetry vibrations, 
of frequency Ww,y and the radial 0 symmetry mode of frequency Wz· For studies of the 
vibrations in CaF2 and SrF2 the reader is referred to [Jones 1969). The combination of 
the ion vibrations and the electronic states of the rare earth forms a vibronic 
system. Interactions with the other F- ions or the Ca2+ are ignored. 
Using the superposition model and given the A; intrinsic parameters and the radial 
parameters Tf\ it is possible to calculate the vibronic intensities. Although we do not have 
any vibronic data to fit the r[ parameters to, it can be seen that the relative intensities 
of 1 symmetry vibrational modes are completely determined by the zero-phonon intensity 
parameters. The only free parameters in this model is the square of the average ligand 
displacement I ( Q) j2, which merely scales all of the lines identically. This is true also of 
the 0 and 2 symmetry vibrations that are a result of the 1 x 1 second harmonic. 
The description of the 0 fundamental, its overtones and the combinations of it 
the 1 transverse vibrations will require some knowledge of the radial parameters Ti'. 
A complete table of these coefficients suitable for C411 symmetry RE3+JviEF2 
bronic calculations is given in tables [3.15] and [3.16]. Note that the 1 x 1 transverse 
mode combination yields by group theory 0, 6, 2 and 2 symmetry vibrations. Only the 
0 and 2 modes have non-zero derivatives however. 
Interestingly, the superposition model predicts ratios of the intensities of vibronic 
progressions with very little additional information. Also, since the Racah spherical har-
monics are polynomials limited to powers no greater than six by symmetry, the radial 
modes (1 symmetry) will not exist for 1-photon-7 (or more) phonon processes. This is an 
interesting problem for the superposition modeL The relative intensities of the 1 
try modes will be determined solely by geometrical factors, with the free parameters being 
the average amplitude of displacement of the ligands. The vibronic transitions observed 
from the 0 symmetry vibrations and the 0 x 1 = 1 symmetry combinations will require 
additional parameters which describe the radial motion of the H- ligand. 
Although no calculations will be attempted with these derivatives, they are presented 





1 - s(o)1ooo) 
1 - s(1)10oo) 
1 7(o)16oo) 
1 7(1)1ooo) 
1- 1111 ± 1) 
1- 3111 ± 1} 
1 sin± 1) 
1- 5(0)111 ± 1) 
1 5(1)111 ± 1) 
1- 5llll 1) 
1- 7(0)111 1} 
1- 7(1)111 ± 1} 
1- 7(0)111 ± 1) 
1- 7(1)111 ± 1) 




-{97441- 50)+ J35/88(1 54)+ 1- 5 4)) 
-j35/44j 50)- 9/88(1 54) -:-1-5- 4)) 
{i740J7o) 33/80(1- 74) 1 7- 4)) 
-j33/40I 7o) {7780(1-74) 1 7- 4)) 
1- n) I 1- 1) 
1-3 -1)) -fj7S(-33) -I- 3- 3)) 
5/8(!- s1) 1 3 -1)) + j378(1 33) 1-3- s)) 
- 15/176(1 -51) - 1 - 5 1))- Js15/352(1 53) 1 -5-3)) 
+v7/352(1- 55) 1-5 _ 5)) 
Js5/44(1- 51) 1-5 -1))- {1788(1- 53) -I 5-3)) 
+J45/88(]- 55) -I 5 5)) 
-{7/i6(1 -51) - 1 - 5 1)) + j3732(! 53) 1 - s- 3)) 
+J15/32(1 55) - 1 -5-5)) 
-ji710(1 71) -l-7 -1))- [3740(1- 73) -l-7 3)) 
+J33/40(I 75)- 1 - 7- 5)) 
-j231/160(I - 71)- 1 7 1)) + 77 /160(1 73) - 1 - 7- s)) 
-f77i6_0(1 75)- 1- 7- 5)) 65/128(1 77) 1 - 7- 7)) 
-Jss/224(1 71) - 1 - 7- 1)) + J99/224(1 - 73) 1 7 s)) 
1/224(1- 75) 1 7- 5))- {13732(1 77) - I 1 7)) 
- 351/896(1 - 71} - 1 7 1)) - Js25/896(J 73) - 1- 7 3)) 
+ 143/896(1- 7s)- I - 7 5)) 11/512(1 - 77)- 1 - 7- 7)) 
Table 3.14: Transformations from the IJJ\11) basis to the point group basis for the chain 
03 ::2 Oh ::2 D4h ::2 C4v ::2 C4 
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Parameter Geometric Factor 
k' tp A» I:; c>-(L)(Ro )'rt .t L t Rr. 
0 Mode 
Afl Air[ I RovlVI 
A~l -,~, A VM - A3 'T3 I Ro i\1 
A~(O}l {9j44A.~rt I Ro VM 
A~(l)l J35I44A~rs'l RaVM 
A~(O)l -~A~r~IRoVM 
A~(l)l V 33 I 40A~r~ IRa VM 
1 Mode 
Ai1 -;/2Aif Ravi\1 
k' 31 -31;/2A~IRaVM 
A~i fl5!2A~ I Ro VM 
A~(O)l l5I2;J22A~I RaVM 
k' -31 .;35;J22A~IRaVM 5(1)1 




A~(l}i 3yi3T3I4AU RoVM 
Table 3.15: Fundamental vibrational mode vibronic parameters 
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Parameter Geometric Factor 
. ·A~p A~ ~L Ct(L)(~; Y{' 
0 Mode 
Ai1 -Ai(Tf) 2 jR~lVI 
k'. AN Tt )2 I R~lVI . 31 
k' f9j44Ag ( Tf,\) 2 I R~ 111 5(0)1 
Ag(1)1 v/3s 1 44Ag ( Tt) 21 R~JVI 
A~(O)l V7 I ,f40A~( T~) 2 I R~IV! 
A~(l)l J33J4oA~(Tn 2 ; R~lVI 
O* Mode 
Ai1 -A
2/ R2 kf 1 0 
A" 31 A"/ R21VI 3 0 
A~(O)l - J9fi4Ag I R~ lVI 
A~(l)l )35/44AU R~kf 
A~(O)l V7 I v'40AV R~lVI 
A~(l)l J33/40A~j R;Ivi 
1 Mode 
Ai1 v2A 272 I R2JvJ 1 1 0 
Agl 3 I )2AgTt I R~JV! 
A"-31 )15I2A~Tt/ R~lVI 
k' 5(0)1 -15 j2J22,AgT/ I R~kf 
k' 3yi35 I J22,AgTt I R~lVI 5(1)1 
A~i -3y'35j2/26A~T(-j R~NI 
A~(O)l -2V?IJ5A~T~ I R~NI 
A~(l)l -7vl33j4)5A~T~ I R;NI 
A~(O)i -V3312A~T~ I R;Ivi 
A~(lli J3.f:31 -6 6 2 -3 4A7T7 I ROJV! 
2 Mode 
Agl -J15AiiR~NI 
A~i V3.5!i -"I 2 - A 5 R0 Nf 
A~(O)i 9V33/2V2AU R~NI 
A~(l)i -3J3.f;3j2)2A~I R~lVI 
Table 3.16: Second Harmonic Vibronic parameters. * Denotes the A1 transverse mode produced from 
the E x E combination, hence parameters for these modes have no radial T£\. 
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3. 7 Testing the Superposition Hypothesis 
3. 7.1 Introduction 
Associated with the idea of the uncertainty in a set of measu~ements is the idea of hy-
pothesis testing. A physical model is a hypothesis relating a set of parameters to the 
observed data. Given the experimental uncertainties it is possible to accept or reject the 
physical hypothesis that the experiment was based upon. A good experiment will vali-
date or invalidate a physical principle. This.section examines the statistical evidence for 
the validity of the superposition model of the lanthanide-ligand interaction as applied to 
transition intensities. 
3. 7.2 Method Applied 
When more parameters are added to any fit, the r.m.s. error will always decrease. It 
is possible with any additional parameters to find some slightly better fit, so that the 
observed intensities are better explained by the model. This is the essence behind the 
hypothesis testing as applied in this section. The AtP parameterisation is explicitly re-
quired, as the inclusion of .A t parameters is explicitly required. The multiplicity of the 
solutions will not be a problem, as the actual solution value is not particularly important, 
merely the statistical significance of the non-superposition model parameters. Although 
it is always possible to choose one of the multiple solutions for the At~ for which the t = ,\ 
parameters are relatively small compared with the t = /\ ± 1, 
The first step then is to fit the superposition model parameters and obtain the best 
possible fits using the restricted parameter set. This will represent the typical results 
obtainable from the fitting of intensities. 
It would be natural for the inclusion of the non-superposition model parameters to 
lower the x2 value. If this does so by a statistically significant amount, then it has shown 
that these additional operators are significant. 
If the x2 value does not fall by a significant amount, we can discard the additional 
operators and consider that the superposition model hypothesis· is valid, to the level 
precision possible with the x2 value that is obtained. 
This is repeated for three representative systems. These were chosen because of avail-
ability of reasonable data, and the fact that they have been well analysed previously. The 
systems studies here are Cs2NaEr3+Cl6 , Pr3+ in the hosts CaF2 and SrF2 and Nd3+:YAG. 
By testing the hypothesis in differing systems, it may be possible to draw more general, 
and therefore useful, results. 
Our approach is: 
• Start from an arbitrary position in parameter space. Fit the superposition model 
A~ parameters for that initial choice. 
• Tabulate all of the x2 values from the results. Choose the A~ representing the lowest 
value of x2 and consider that this is the global minima. 
• Starting from the identified global minimum, fit the intensities with the non-superposition 
model A~P parameter set. The superposition model parameters are allowed to vary, but 
at each fit are started at the values found through fitting the intensities with only the 
superposition parameters. 
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• Display the resulting distribution of x2 values from the superposition model and the 
non-superposition model fits. the r.m.s. error it is then possible to decide which is 
a better fit. 
The fitting procedure was repeated iteratively, with randomly chosen initial parame-
ter values taken from a rectangular distribution random number generator. The initial 
parameter choices were taken from a rectangular range of [-1, 1] x 10-10cm or larger. 
Generally 100 to 1000 iterations were sufficient to locate the global minimum with very 
little additional input by hand. This process could be improved by removing the statis-
tically insignificant parameters by hand. · 
Once the initial choice of parameters had been made the iterative solutions were found 
from the Marquardt-Levenberg fitting algorithm which is a standard part of M. Reid's 
!-shell empirical programs. . . 
An alternative is a completely un-biased fitting routine based on the statistical sig-
nificance. This procedure means creating a large set of intensity parameters and fitting 
the intensity data to them. Some of these parameters will be statistically insignificant. 
Using the results of this fitting, re-fit the data, removing any statistically insignificant 
parameters from the fit. After a small number of iterations, only the statistically signif-
icant parameters will be left. At no stage is the superposition model explicitly included. 
Histograms of the resulting parameters will reveal which parameters are more likely to 
be. important in the description of the transition intensities. This was carried out for the 
Nd3+:YAG system. 
In applying this procedure we must however have a reasonable certainty of obtaining 
the absolute minimum of the x2 surface in the parameter space. It is possible that in 
fitting the intensities, the resulting minima is not the global minima. This is a possible 
criticism against the results and method applied here. 
Additionally, there are the consequences of the discussion from section [3.2.1]. To 
fully show the validity of the method applied here, it must be shown that the relative 
magnitudes of the q = 0 1r polarisation matrix elements of the transition operator are 
approximately equivalent to those from the q = ±1 (J polarisations. If one polarisation 
dominates, then some of the A~ parameters will be able to be "transformed away". For 
example in D3 symmetry, the A:~o parameters do not contribute to the 1r polarised 
truro. Alternatively, some indication should be advanced as to the relative magnitudes 
that the different polarisation matrix elements can have without unduly biasing the pro-
cedure used. In the absence of contradiction, the procedure will be applied. 
3.7.3 Oh symmetry Cs2NaErC16 
The Er3+ ion in Cs2NaErC16 is located at a centre of inversion symmetry, so the transition 
spectrum is dominated by the magnetic dipole and vibronic electric dipole transitions. 
The superposition model parameterisation of the vibronic electric dipole transition 
intensities in an octahedral environment requires a number of A~ parameters, dependent 
upon the symmetry of the vibrational mode that is coupling to the electronic states. We 
will consider the vibronics coupled to the t1u mode vibrational and the vibronics associated 
with the t 2u vibrational state. 
The superposition model parameterisation of the t1u symmetry vibronic mode uses 
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the parameters: Ai1-, A~1-, A~1-, Ag(o)1-, At(l)l-, A~(o)1-, A~(l)-' A~(o)I-, A~(I)-· Non 
superposability adds the parameters A!2 and A~2 • Parameterisation of the t2u mode 
vibronic intensities using the superposition model requires parameters: A§1 , Aj1 , Ag1 , A~1 , A~(o)u A~(l)' Non-superposition of the dipole transition operator includes linear 
combinations of the parameters A~0 , A!0 , A~0 and A~4 . · 
Hypothesis testing of the superposition model was carried out utilising all three vi-
bronically active modes, the 1/3 andv4 t1u modes, and the v6 t2u symmetry mode. Details 
of the fitting were discussed in section [3.5]. 
3.7.4 Results for Cs2NaErCl6 
It can be seen that there are many minima that the Marquardt-Levenberg algorithm has 
identified, and that the distribution of minima is non-uniform. 
It can be seen from figures [3.4] and [3.5] that the inclusion or removal of the non-
superposition model parameters does not affect the quality of the fit significantly. The 
v3 and v4 t1u symmetry modes appear to have a distribution of minima with smaller x2 
values for the use of a superposition model parameterisation. The v6 t2u symmetry mode 
appears to have a lower set of minima for the full general parameterisation rather than the 
superposition model parameterisation. The differences are not large however. The effect 
of including or removing the non-superposition model parameters does not significantly 
improve the quality of the fit. 











0,2.4 0.26 0.2:8 0.3 (},32 0.34 








0.36 0.2.6 0.28 
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Figure 3.4: The distributions of the x2 values for hypothesis testing in Cs2NaErCl6 (vs mode). 100 
iterations used. Left superposition model parameters and right the non-superposition model parameter-
isation. Each vertical rectangle represents a single minimum. 
It was noted earlier in section [3.5] that the fitted parameters for the Er3+:Cs2NaErCl5 
were not perfectly defined. In applying the superposition model to the vibronic problem 
it is also possible that many of the phases between the vibrational and the electronic 
wavefunctions are not perfectly accounted for [Tanner 1998]. The uncertainty in many 
of the vibronic transition intensities also approaches ±50% Therefore, the results for this 
system may not necessarily be a good test for the applicability of the superposition model. 
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Parameter Superposition Model Non-Superposition Model 
(A'\ = 0) (A~P 0) >.p 
10-11cm 10-11cm 
At1 1.49 ± 6.4 2.05±6.9 
A~l 21.1 ±2.7 20.7 ±2.95 
A~l 5.90 ± 1.9 1.54±6.9 
At(O)l -1.68±2.7 4.59±2.5 
A~(O)l 3.08±7.5 3.11±5.1 
Ag(l)l -0.43 2.49 0.53±5.2 
Ag(l)r 7.32 ±3.6 9.33± 3.78 
A~(O)l 2.07±2.57' 6.09 ±3.3 
A~(l)l -11.18 ± 1.8 -8.38±4.5 
A4o -4.38 ±1.4 
A~o 2.43± 6.4 
x2 I 0.249 0.2655 
Table 3.17: Superposition hypothesis test results for the Cs2NaErC16 v3 vibronic mode. Results show the 
best resulting parameters and x2 values. !/3 t1v. symmetry vibrational mode vibronic intensity parameters. 
Parameter Superposition Model Non-Superposition Model 
(A'\ 0) (A~P # 0) ,\p 
10-11cm 10-11cm 
A2 
11 -13.3 ± 3.7 -13.2±2.8 
A~l 9.03 ±3.5 9.04 
A~l 6.07 5.90± 1.6 
Ag(O)l t t 
A~(O)l t ' T 
Ag(l)l 5.95 ± 3.0 6.02±1.6 
Ag(l)l 2.91 ±2.2 3.27±1.5 
A~(O)l t t 
A~ 11 -6.97 1.2 -6.74 ±0.89 
AJo 0.46±2.2 
A~o -1.1±3.1 
Table 3.18: Superposition hypothesis test results for the Cs2NaErCla !/4 vibronic mode. Results show the 
best resulting parameters and x2 values. !/4 hv. symmetry vibrational mode vibronic intensity parameters. 
The t symbol denotes statistically insignificant parameters that were excluded from the fit. 
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Figure 3.5: The distributions of the x2 values for hypothesis testing in Cs2NaErC16 (v4 mode). 100 
iterations used. Left superposition model parameters and right the non-superposition model parameter-
isation. Each vertical rectangle represents a single minimum. 
In fitting the intensity parameters it was found that in many cases there would be some 
parameters that were returned with statistically insignificant values. This means that the 
uncertainty associated with them was greater than their magnitudes. For Cs2NaErC16 
the non-superposition model parameters were found in many cases to be statistically 
insignificant. 
Additionally> whenever it was possible to have two AtP parameters which shared a 
common At it was found that if both were used the fit would generally have a higher 
value of x2 than one in which their existed one A~ for one intrinsic At. This in itself 
is significant since if two parameters were totally independent both would be required to 
describe the system. If they were linear combinations, then the allowing them to take 
on arbitrarily different values would tend to force the fitting away from the actual global 
minima, which would occur when the parameters had a definite fixed ratio. The allowance 
of two parameters that ought to be related as fixed linear combinations to freely vary may 
then lead to the fitting algorithm terminating in local minima, instead of at the global 
minimum. 
The resulting statistically corrected x2 values support the suggestion of superposability 
of the lanthanide-ligand interaction in the elpasolite system for the v3 and v4 vibrational 
modes. 
The transition intensities associated with the v6 hu symmetry mode were found to be 
poorly represented by the combination AtP parameters allowed by symmetry arguments. 
There are two possible explanations for the parameters describing the v6 mode being 
poorly determined. It may be that the transition intensities of the Vfi mode have an 
undue amount of experimental uncertainty associated with them. This seems unlikely, as 
there is no experimental difference in the determination of the v6 mode intensities and 
the intensities from any other mode. 
The other possibility is that the assumption of t2u symmetry for the v6 mode is unjus-
tified. It may be possible that the quasi-molecular approximation made for the :Cl6 
58 Chapter 3. General Fitting of Transition Intensities 
moeity breaks down for this particular mode. The alternative statement of this is to 
suggest that the normal coordinate analysis for the v6 mode is inadequate. Under such 
circumstances it was considered inappropriate that the v6 mode is included in any discus-
sion of the superposition model applied to transition intensities. 
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Parameter Superposition Model Non-Superposition Model 

























Table 3.19: Superposition hypothesis test results for CaF2 :Pr3+ .. Results show the best resulting pa-
rameters and x2 values. The t denotes values that were statistically insignificant. Note that the non-
superposition model parameters are both relatively small and are poorly determined. 
The comparison of the results for the superposition versus the non-superposition model 
transition intensity parametrisation was repeated in the Pr3+:CaF2 and :SrF2 
terns. Isotropic intensity data is tabulated in ['Wells 1998). This totals 20 data points for 
CaF 2 and 27 for SrF 2 • The spectrum contains sufficient numbers of CY /axial and 7r po-
larisations to assign from group-theoretical arguments the Jt~P set, as explained in section 
[3.2.1]. 
The superposition model a symmetry of C4u restricts the it~ parameters to lif0 , 
ii§0 , lij0 , lig0 , li~4 , li~0 , li~4 , li~0 , A~4 . Linear combinations of these can. be formed 
which transform as scalars under the operations of the C,1v group. The non-superposition 
model parameterisation of the C4v electric dipole transition operator requires 2 additional 
parameters, the Jtj0 and the Jt~0 . 
3.7.6 Results for SrF2 and CaF2 
The initial choices of the Jt{P parameters was a random rectangular distribution in the 
range [-5, 5] x 10-9cm. The process of fitting parameters and obtaining a x2 value was 
repeated 100 times for both CaF2 and SrF2. The fitted parameters for a global search of 
the parameter space for the electric dipole transition intensity parameters for Pr3+ :SrF2 
are given in table (3.20]. Similar results for Pr3+:CaF2 are tabulated in table [3.19). 
It can be seen that the overall cost function and parameter magnitudes do not signif-
icantly differ from one another. 
The distribution of x2 values that result from this procedure is not uniform, as can be 
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Parameter Superposition Model Non-Superposition Model 
























Table 3.20: Superposition hypothesis test results for SrF2 :Pr3+. As can be seen, the superposition 
model parameters are statistically insignificant. 
seen from figures [3.6} and [3.7]. As we expected, it is possible to identify an isolated global 
minimum, distinct from the other local minima. The x2 values for the superposition model 
calculation are however undeniably less than those that result from the general fit with the 
inclusion of the non-superposition model parameters. The level of statistical significance 
between the results for the superposition and non-superposition model calculations does 
not appear very great. 
This result could be due to the accuracy of the superposition model compared to the 
non-superposition model or clue to some systematic (unidentified) errors. This includes 
the lack of complete knowledge of the transitions involved. The fitting utilised only the 
isotropic data set of [Wells 1998), and is comprised of only 20 data values for CaF2 and 
27 for SrF2. 
The actual values of the intensities may be such that one model is favoured more 
than the other due to the formation of local minima. This could in theory be tested by 
generating a data set and adding small random uncertainties to it. Additionally, the x2 
values for different eigenvectors components caused by slight variations in the parameters 
of the crystal field Hamiltonian could be examined. This was not attempted. If would be 
an important result if such a numerical experiment shows that a data set can be varied 
randomly by an amount of similar to the uncertainties and support or reject either 
hypothesis. 
Additionally, the results also show that the same data set, with the same eigenvectors 
(and therefore matrix elements of the u;+q tensors) can produce many distinct stable 
minima. Yet these produce distinct A~ sets. The conventional methodology therefore 
requires the distinction, by some method of parameters that have very close x2 values, 
or values that may differ by statistically insignificant amounts. If the x2 values differ by 
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Figure 3.6: The distributions of the x2 values for hypothesis testing in SrF2 • 100 iterations used. Left 
superposition model parameterisation, right non-superposition (general) parameters used. 
a statistically insignificant amount, then the parameter sets must be considered identi-
cal, and any differences in magnitudes and signs must be ascribed to the experimental 
uncertainties in the eigenvectors and intensities. 
The smallest x2 values of the experiments here may indeed be the global minimum of 
each data set, or merely a local minimum. Obviously if the global minimum of the non-
superposition model parameterisation is less than the global minimum of the superposition 
model parameterisation then the non-superposition model would have to be considered 
as a more accurate representation of reality. 
Theoretical support for the applicability of the superposition model to the MEF 2 sys-
tem comes from the fact that the F- ligands are assumed to have isotropic polarisabilities 
[Reid 1983]. If this is true then one of the mechanisms for the creation of non-superposition 
parameters, the anisotropic ligand polarisability discussed in [Reid 1983] will be identi-
cally zero. If this is the dominant contribution to the non-superposition model parameters 
then the superposition model might be expected to be approximately correct. 
The conclusion I will submit is that there is only marginal reason to favour the super-
position model of the lanthanide-ligand interaction from the observed data. 
3.7.7 Results for Nd3+:YAG 
The Nd3+:Y3Al50 12 system was studied by [Burdick 1994) using isotropic intensity data. 
In that source it was suggested that the superposition model and non-superposition model 
parameters gave different x2 values and that the superposition model was only approxi-
mately correct for this system. 
Using the intensity measurements and Hamiltonian parameter values from that source 
the superposition hypothesis was examined for the Nd3+:YAG system. Random ini-
tial parameter choices were made with a rectangular distribution between the range of 
[ -1, 1] x 10-9 em. Fitting was then carried out and the distribution of x2 values was 
obtained. The final parameters are given in table [3.21]. 
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-17.16 ±7.2 -9.11 ±7.48 -9.33±7.42 
-1.64±-6.34 15.97 ±6.92 21.43 ± 6.6 21.50 ±8.2 
19.51±6.27 15.7±-5.3 -44.65 ±4.59 -11.31±5.85 17.68 ±6.18 
2.18±6.7 -1.23 ±6.68 -1.15±6.8 -2.26 ±6.72 
-14.4±5.8 -7.400±5.93 -33.3±5.42 -11.29±5.93 
5.43±5.1 -22.4 ±5.22 20.87 ±4.87 37.79±4.65 
-41.6±4.4 -19.64±6.0 9.25 ±5.64 -30.32 ± 4.98 -19.83±4.82 
39.37±4.8 43.2±4.9 -9.30 ±5.58 12.30±5.90 -21.47 ±5.30 
9.17±7.1 -13.95±6.5 25.89 ±6.11 19.33±7.76 7.68±8.26 
-71.93±5.52 -71.5±6.0 13.4± 8.5 -14.84 ±9.15 43.13±7.62 
-2.48±8.5 -19.15 ± 8.87 -19.00±8.83 2.69±8.52 
-22.8±6.7 18.45 ±6.87 21.40±6.65 25.94 ±6.93 
5.67±6.5 ± 7.34 0.499 ±8.75 28.95±8.16 
-17.49±6.3 -7.74 ± 6.23 -38.03 ±6.00 -12.8±6.84 
17.2±7.0 4.31±7.8 8.54±7.27 ·15.16±5. 76 2.56±5.73 
4.93±7.94 -19.1±9.1 -0.093 ±9.2 33.90±7.04 53.15 ±6.05 
-0.50±8.8 6.24±5.99 49.8 ±6.26 -12.02±8.34 
Table 3.21: Superposition hypothesis parameters for Nd3+:Y3Al5 0 12 . This shows the AtP intensity 
parameters that result from the testing of the superposition model hypothesis in the Nd3+:YAG system. 
The general parameterisation produces four distinct solutions (with an over all sign ambiguity to produce 
eight in total) all of which are shown here. 
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Figure 3.7: The distributions of the x2 values for hypothesis testing in CaF2 • 1000 iterations used for 
the non-superposition model parameterization. Left superposition model parameterization, right non-
superposition (general) parameters used. Each vertical rectangle represents a single minimum. 
The distribution of x2 values that result are shown in figure [3.8]. [Burdick 1994] 
obtained a x2 value of 0.369 for the full parameterisation and 0.389 for the superposition 
model fitting. These values in both cases were reproduced in this work. In [Burdick 1994] 
these values were achieved by removing the statistically insignificant parameters, i.e. those 
that had uncertainties equal to the magnitude of the parameters. The uncertainties in the 
parameters were calculated by taking the numerical derivatives of the x2 with respect to 
parameters. This is valid only if Gaussian uncertainties in the data produce a Gaussian 
distribution of uncertainties in the parameters [Press 1990]. It does not appear at this 
time that this has been shown, and generally a non-linear function will not necessarily 
obey this rule. 
If the uncertainties in the intensity parameters have not been calculated correctly, 
then the conclusion of [Burdick 1994] may then be based on the unjustified removal of 
parameters and as such may be invalid. It should also be said that statistical significance is 
a computational matter, it is not a physical proof of the relative smallness of the magnitude 
of these parameters. It is a statement that these parameters have large uncertainties 
associated with them and cannot be well defined by the method that has been used. 
In this thesis however, it was possible to obtain equivalent fits without the removal of 
parameters. 
The distribution appears less artificial than that of the previous cases in that more 
distinct minima have been located and the set of results appears to be a distribution. It 
does appear that the full non-superposition model has a tendency to produce lower values 
of the statistically corrected x2• 
In the Nd3+:YAG case there appears no distinction between that the superposition 
model and the non-superposition model. The superposition model does not produce sig-
nificantly lower x2 values. Superposition model parameters may however be favoured over 
the non-superposition model parameters due to the statistical insignificance or relative 
smallness of many of the non-superposition A~ parameters. To examine the statistical sig-
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Figure 3.8: The distributions of the x2 values for hypothesistesting in Nd3+:Y3 Als012. 100 iterations. 
Left the restriction to superposability of the interaction which requires only 9 of the 18 AiP parameters. 
Right the full parameterisation, using all 18 parameters. There is a very small difference, Superposition 
Model giving x2 = 0.3894, General parameterisation giving x2 = 0.371 
nificance of the superposition model parameters the method explained in the introduction 
to this section was used. Parameters were generated, and the statistically insignificant 
parameters removed, and the data repeatedly refitted. After several iterations only signif-
icant parameters remained. This was carried out repeatedly, and the relative significance 
of all of the parameters was obtained. 
It was found that the superposition model parameters occur far more frequently in this 
method than the non-superposition model parameters. This means that the final param-
eter sets always contained more superposition model parameters than non-superposition 
parameters. The reverse, that a larger number of non-superposition model parameters 
were statistically significant in each fit, never occurred. 
3.8 Conclusions 
Parameterisation of the electric dipole transition intensities for rare earth ions has been 
investigated. It has been shown that for a spectrum that is purely 1r polarised, it is possible 
to parameterise the intensities using only the superposition model allowed A~ parameters. 
It has also been shown that there exist multiple, distinct sets of A;P parameters which 
produce identical calculated spectra. 
The zero-phonon transition intensities for the Pr3+:fviEF2 system have been obtained. 
The A~ parameter set for the CaF2 and SrF2 hosts appear to be the first set fitted for the 
Pr3+ ion. The alternative A~ parameterisation was also utilised, and it was shown that 
there is a correspondence between the minima for two different x2 minimisation functions. 
The parameter values, thought satisfactory may however be improved upon. The 
crystal field fit is relatively mediocre, wit4 a standard deviation of u = 20 em -l, equivalent 
to the values obtained in [Wells 1998]. Correlation crystal field operators may yield some 
improvement in the resulting eigenfunctions, and therefore a more accurate determination 
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of the A~ parameters. The SrFz/CaF2 system is of interest in studying the superposition 
model in general and so it is likely that future work will be carried out on this system. 
The parameterisation ofthe transition intensities for the Cs2NaErCl6 system has been 
studied, and parameter values have been obtained. These agree qualitatively with the 
results from previous researchers. The relative signs are approximately the same, and the 
magnitudes are typical of weak vibronic parameters. This work has been published in 
[Crooks 1997]. 
The superposition model has been examined for the systems of Cs2 NaErCl6 , Pr3+MEF2 
and Nd3+:YAG. It is possible to draw qualitative conclusions about the applicability ofthe 
superposition model, if it is assumed that the matrix elements of the transition operator 
are not unduly dominated by the different polarisations. 
The superposition model appears approximately valid in the Pr3+:MEF2 case stud-
ied. Non-superposition model parameters appear to be statistically insignificant. For 
the Cs2 NaErC16 system the results are not as definitive. For the vibronically active T1u 
symmetry z;3 and v4 modes, the superposition model appears to be valid. For the v6 
T2u symmetry mode, the results are not particularly convincing. This mode appears to 
be in reality poorly described by the appropriate A~ parameters. Transition intensities 
for the Nd3+:YAG system appear to be modelled as accurately by the non-superposition 
model hypothesis as by the restriction top superposition only parameters. The difference 




Fitting of linear functions is generally preferred to non-linear ones generally because in 
most cases linear functions are simpler. In this chapter the fitting is nothing more than 
finding a solution to a set of over-determined linear equations. Because of linearity of 
the equations, iterative fitting is not required. A direct transformation will exist between 
the parameters and the data through the model, which will be representable as a matrix 
equation. 
The fitting of transition intensities usually requires the solution to a non-linear opti-
misation problem. This chapter will examine methods for determining the AI~ parameters 
that do not require the solution of a non-linear problem. 
The expected uncertainties in the solutions to the linear equations involved are con-
sidered in section [4.2]. In this section the effects of any possible uncertainties of the 
wavefunctions and intensities in determining the Atr parameters is examined. 
The transition intensities of non-Kramer's ions in low symmetries be represented by 
a matrix equation. A similar equation can be written for the 1r polarised intensities of 
non-Kramer's ions in most symmetries. These equations are examined in section [4.3]. 
Circular dichroism is commonly utilised as a probe of electronic structure and is dis-
cussed in section [4.4]. Unfortunately single-photon circular dichroism requires the rare 
earth ion being investigated to be situated in a a pure rotational point symmetry with 
no reflection planes or inversion centres, such as Dn. This limits its usefulness, as many 
important host materials do not have such symmetry. Some of those that do will have the 
restriction that the rare earth ions are randomly oriented in the crystal, or that the crys-
tal has natural circular dichroism indistinguishable from that of the rare earth. Section 
[4.5] shows some examples of the circular dichroism results obtainable from our method of 
solving a matrix equation. The resulting parameters obtained are contrasted with those 
from the literature. 
An alternative method for determining the A~ parameters is proposed in this thesis 
using the Stark effect. The Stark splitting of a spectral line can be written as a matrix 
equation. Stark splittings are expected to be ofthe order of 0.1 cm-1 and therefore resolv-
able at the level of the hyperfine splittings. This method would be applicable whenever 
the hyperfine transitions of a rare earth ion are identifiable. Stark effect measurements 
are examined in sections [4. 7]. Section [4.8] presents some tentative predictions indicating 
the size of the splittings expected. 
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4.2 Matrix Uncertainties 
A set of equations with a single solution is termed consistent. The geometric interpretation 
is that the set of lines corresponding to the equations intersect at exactly one point in 
space. Physical measurements have uncertainties associated with them. Additionally, 
there would always be expected to be residual discrepancies as well due to the physical 
model being only approximate. A realistic set of equations will be slightly inconsistent, 
and there will not be an exact solution, but only an approximate one. The geometric 
interpretation now is that the lines will pass close to each other but not intersect at any 
point. 
All of the measurements that are suggested to usurp the observation of transition 
intensities are linear. The rotatory strength, Stark shift, or low symmetry polarised 
intensity of line i will be shown to be writable as simple linear systems of the form 
bi = L JvfijAj---+ b = MA 
j 
where A is a vector composed of the AI~ parameters, and M is a transformation matrix 
that contains all of the unit tensor and magnetic dipole matrix elements. 
Analogy can be drawn to the case of the general transition intensity function, which 
is 
This can be written for line i as 
D 4ff' ->4Jf ( i) = 
where the sum k is over all of the particular components of the eigenfunctions that com-
prise a transition line. The Nijk in this case is also a matrix composed of elements of 
the type (\I! 41[' ,a I U/ I \I! 41y ,b). Transition intensity fitting therefore requires a fitting of the 
same type of matrices as those used to describe circular dichroism or the Stark effect, 
merely more of them, and to a more complicated constraint. 
Because of this linearity the transition intensity system ought to be easily invertible 
and actual parameters quickly produced by a simple matrix transformation. The effects 
of any uncertainties can be examined analytically and precise statements can be made 
about the magnitudes of the uncertainties in the AtP parameters given the uncertainties 
in the eigenfunctions and the intensities. 
Whether an exact set of linear equations of the form bi = ~j lVIijAj can be solved 
depends upon whether b is in the column space of M [Barnett 1990][Strang 1980]. If 
the solution b is not in the column space, then the unique least squares solution [Lawson 
1974], which minimises II ~j lVIijAj- bill will satisfy: 
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The rank of MTM, which is the number of independent para:rp.eters required to param-
eterise the system, equals the rank of M. If (MTM)-1 does not exist there is no unique 
solution, the system is rank deficient [Strang 1980], and there will be arbitrary parameters 
in the solution [Lawson 197 4]. This turns out to be the case for fitting circular dichroism 
data by matrix equations using all of the A~ parameters. 
Linear independence can be restored the equations by removing redundant parameters. 
The ability to invert MTM therefore implies the existence of an exact solution that 
minimises the error. 
If the data vector b is orthogonal to all columns of M, then the solution does not exist 
and the best set of solutions constitute the null-space of M. The physical interpretation 
of such an eventuality is that the model giving M is inapplicable and we would expect 
that the discrepancies between experimental and calculated values are such that all of the 
parameters are statistically insignificant. If the data vector is close to being orthogonal 
tQ all of the columns of M then the solution A may be expected to behave poorly in that 
comparatively large movements i:ri the parameters do not affect the minimisation. The 
relative degree of orthogonality of the data vector to the columns in the matrix M can 
be regarded as an estimate on the relative importance of the parameters in determining 
the spectrum involved . 
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Figure 4.1: A graphical description of the transformation matrix M for circular dichroism in 
Sm3+:Nas[Sm(oxydiacetate)s]2NaC1046H2 0. Immediately obvious is that some regions are more im-
portant than others, and the data points with the largest transformation matrix elements will dominate 
the fitting. What is not obvious is that three of the columns labelled by the A;P parameters , are multiples 
of each other.(section [3.2.1]) 
While this linear transformation b = MA can be inverted, the matrices are not in 
general well conditioned. This can be seen by considering the matrix as a solution to a 
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set of linear equations. As the set of intersecting lines become more co-linear, a small 
change in one has a correspondingly greater affect on the intersection point of the lines. 
This is the geometrical description of a poorly conditioned matrix. 
Condition numbers of a matrix Aij can be defined as 
Kp = :L IAjlp :L IAi./IP 
ij ij 
which means that for the Kco condition number, the maximum element of A is multiplied 
by the maximum element of A -l. If p = 2 the condition number is sometimes referred to 
as the Frobenius norm K 2 . 
Calculation of the exact values of the transformation matrix Jvfij and its inverse are 
precluded since they are products of matrix elements of the form (¢41r1U/I¢41y), where 
¢41 !'1, ¢41N are in our case the eigenvectors of the crystal field Hamiltonian. These matrix 
' f . 
elements are never known to an arbitrarily high level of accuracy, experimental uncertain-
ties limiting our knowledge of them to about 4 significant figures at present. Thus the 
system had better be well conditioned if answers are to be obtained. The existence of the (MTM)-1 will result in a minimum, but it may be a minimum that can be moved large 
distances in parameter space by small changes in the uncertainties. 
Quantitative statements can be made about the benefits of the proper conditioning on 
a linear transformation system, such as could be applied to the use of the circular dichro-
ism effect to determine the A~P parameters. For simplicity consider the two extremes, 
firstly where the uncertainty in the transformation matrix is large compared to the data 
uncertainty, and secondly where the uncertainty in the data is large compared with that 
of the transformation matrix. 
The transformation between the observables b and the parameters A can be written 
as MA =b. Since IIMAII::::; IIMIIIIAII for any two rectangular matrices M, A [Barnett 




- IIM-1 8biiiiMAII 
IIAIIII8bll 
::::; IIM-1 IIIIMII = K2 
Here M-1 is any generalized inverse as discussed in [Barnett 1990], since M is generally 
not square. For any matrix M, the uncertainties in the parameters fitted using it will be a 
minimum if its condition number K 2 = 1. It is possible to make precise statements about 
the parameters, relative to the degree of uncertainty in the data. Since the uncertainty 
in the data may be approximately taken as being 10% the parameters will be determined 
very well. 
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In the second case the uncertainty in the matrix M is substantially greater than that 
of the observable data points, meaning that there uncertainty can be ignored 
(M + 8M)(A + 8A) = b . 
Ignoring the term which is second order in uncertainty 
M8A -8MA 
M-1M8A -M-18MA 
II8AII < IIM-18MII I lA II 
II8AII ., IIM-1 IIII8MII l1AlT < 
Choosing IIM-1 11 ~ 1, again definite exact statements are expected about the magni-
tudes of the parameters involved. In the general case where. neither data uncertainty or 
transformation matrix uncertainty is dominant ll8bll/llbll::; II8AII/IIAII + II8MIIIIIMII· 
Although the exact crystal-field eigenfunctions will not be known, so the transfor-
mation matrix will have uncertainty associated with it, the ratio of the determinant of 
the discrepancy and the determinant of the ma-trix itself will be small. The analogous 
argument can be applied to the data uncertainties. 
This is a different result from that which can be obtained by the application of Monte-
Carlo techniques. Using that technique the model for the rotatory strengths and transition 
intensities can be examined by the creation of random sets of parameters and the effects of 
uncertainties can be modelled by the addition of small random components to the crystal 
field parameters and the intensities. An example of such a Monte-Carlo examination is 
carried out in section [5.1], where the resolveability of different minima is examined. The 
effect of uncertainties on the parameters can be examined by following the movement of 
the fitted parameters when uncertainties are added to the system. The disadvantage of 
Monte-Carlo techniques is that the examination of the effects of uncertainties is limited 
to a small number of points in space, since it is a computationally intensive technique. 
The information obtained does not say anything about the global nature of the parameter 
space, except in the limit of infinite (or in practical terms unrealistically computationally 
large) choices of parameter values. 
In the case of linear transformations the entire global behaviour can be examined, so 
we would expect different information to be obtained. Here we can examine the entire 
behaviour of the transformation between the data points and the parameters analytically. 
The closest Monte-Carlo analogy would be to attempt to recover the global minima from 
an arbitrary random starting point. Since the unequivocal expiscation of the global min-
ima of a function is not necessarily devoid from uncertainty the analysis of the matrices 
utilised in the fitting has some inherent advantages. 
It would be incorrect however to imply that the ill-conditioning of the transformation 
matrix is the cause of the inadequacy of the existing fitting methods. The propagation 
of uncertainties in the equations involved is a different and significant problem in itself. 
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The procedure used to examine this was to create fake moment matrices that are per-
fectly conditioned, i.e. condition numbers close to 1 and then examine the Monte-Carlo 
behaviour of the resulting intensities, circular dichroism, or Stark shifts. A trial exami-
nation of this was carried out. A random matrix with condition number of K 2 ~ 1 was 
created, and sets of randomly chosen parameters were used to create intensity data. This 
intensity data had uncertainty added to it and it was attempted to recover the initial 
random parameter choices from the created noisy intensities. The result is that there was 
little (statistically insignificant) difference in using a well conditioned matrix for intensity 
measurement compared to a less well-conditioned matrix (K2 ~ 20) if uncertainties were 
present. The results were phenomenologically similar to those obtained with the usual 
matrices consisting of actual matrix elements used in calculating the real intensities. This 
is as would be expected. 
The exact solution of the problem is then to find some transformation that produces a 
well-conditioned set of matrices with which calculation can be carried out. The condition 
numbers obtained in most cases in this thesis are of the order of K 2=5-20. Although 
this is tolerable, improving the conditioning will reduce the uncertainties of the recovered 
parameters substantially. 
In summary then ill-conditioning means that the solution is not particularly stable, 
that many local minima that are possibly equally good to the global minimum are avail-
able. It means that the residuals (x2 values) will not alter much for quite large variations 
in the parameters, or that the minimum is very fiat over the range of a typical parameter 
value. 
When the matrices involved are well conditioned (Kp ~ 1) definite exact upper bounds 
can be placed on the intensity parameters obtained. For the linear sets of equations 
it is possible, with a well conditioned transformation matrix M, to produce intensity 
parameters with relatively small values of uncertainty associated with them. 
4.3 Polarisation Resolved Intensity Measurements 
For the purpose of this section, low symmetry will be any symmetry such that the crystal 
field states of non-Kramer's ions are of degeneracy one. Very low symmetries, such as Cs 
or C1 will not be considered here. 
An alternative procedure to the non-linear fitting of intensities or circular dichroism for 
determining the intensity parameters is to rewrite the existing intensity parameterisation 
to produce a linear set of equations. This will still however suffer from the lack of accurate 
knowledge of the observed intensities and wavefunctions, but may be less susceptible to 
uncertainties than the conventional methods. The absolute uncertainty analysis will also 
be very simple for such a linear system. In a low symmetry all of the eigenstates of a 
non-Kramer's rare earth ion will be singlet states. For rare earths ions with odd numbers 
of electrons, the application of a magnetic field will split doublet states into singlets. A 
modest magnetic field, of the order of~ 1 T will give experimentally resolveable doublets. 
This means that the sum over the number of degenerate levels which comprise an 
optical transition can be removed, since the transition is between singlets. The electric 
dipole transition amplitude can thus be written as 
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(lTt I vef f I'T' ) s4ff •4Jf "' AA ( I A I ) ~ 4ffl r ~ 4Jf = r = L... lr \If 4ffl Uz \If 4Jf · 
>-,l 
The observed lines will consist of magnetic dipole and electric dipole contributions, 
except in those cases where strict selection rules are applicable. The magnetic dipole 
transition intensities can be expected to be calculated to a very high precision given 
the wavefunctions. The wavefunctions can .themselves be calCulated to some degree of 
accuracy from the diagonalisation of the Hamiltonian. Therefore .the magnetic dipole 
transition intensities can be subtracted from the observed intensities leaving only the 
electric dipole part in the data set. 
The 1r polarised transition intensities are then 
Therefore the square root of the 1r polarised electric dipole component of the transition 
intensities can be written as 
/I;= l(w4tflv:fflw4tf)l =I l:A?7r(w4JfVIU(Iw4,f)l, 
>.,l 
which is a simple linear system of the form b = MA. For such systems, a direct linear 
transformation exists as discussed fully in section [4.2]. 
However, in taking the square root of the transition intensities, we introduce a sign 
ambiguity. We can not tell from the observation of the square whether the transition 
amplitude is positive or negative. For the case of N parameters and N intensities, each 
component of the vector v'r can have either a positive or a negative sign so the set of 
linear equations has 2 x 2 x ... 2 = 2N solutions that produce identical spectra. 
When the number of data points is strictly greater than the number of intensities there 
are no longer 2N identical solutions, but there are at least 2 identical solutions, where all 
of the parameters can be multiplied by ±1 which corresponds to the results of [Shang-Da 
1993]. 
In most symmetries, except the very lowest such as D2 , Cs and C1 etc, the magnitudes 
of the electric dipole amplitudes for q ± 1 are equal. When these amplitudes are equal 
the CJ intensities can be written as 
fi; = I(\IJ 4ff IV:ff I \II 4Jf) I = I L A;~(\IJ 4ffl IU£~11\IJ 4Jf) I 
,\,! 
For the cases considered here the CJ and 1r polarisations transform distinctly so the 
relation 
is true since whenever the intensity of the 1r polarisation is non-zero, the CJ intensity is 
zero, and vice-versa. 
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If there are no degenerate states the matrix transformation equation from the vector 
of intensity parameters Atr to the vector of isotropic intensities Iiso is merely the sum 
;/3MisoA~ 
(M?f + V2M" )Atr 
Quantifying the 1r polarisation A~. parameters may still however lead to significant 
improvements in the quality of the fit for all of the parameters. · 
The idea of using the linear transformation from intensities to A[;. parameters can be 
expanded further. If the symmetry of the. site occupied by the non-Kramer's lanthanide 
ion allows some singlet states and doublet states, the isotropic intensities can be linearly 
fitted by a direct transformation if the u( axial) and 1r polarisations are distinct. By this 
it is meant that the transitions that are allowed for u or axial polarisations do not include 
any 1r polarisation components. 
For the case of higher point symmetries, such as S4 for the :YLiF 4 crystals, C4v 
for RE3+:CaF2 the point group contains two dimensional irreps, for example f 3,4 ) in 
S4 . In these cases 1r and u still transform distinctly. Only those transitions that are pure 
1r polarisation can be written in a simple linear form without the complication of a sum 
over a number of elements contributing to an observed transition. This summation that 
is required if two dimensional in·eps are included (equivalently u polarisation) destroys 
the linearity of the matrix equations. 
The 1r polarised transitions can be observed isotropically, but the intensity contains no 
contribution from the q ±1 u polarisations. The isotropically observed 1r polarization 
transitions, which are denoted as In, can be written as 
since the isotropically observed1r is related to the 1r polarized intensity as i?r=In/3. 
Therefore, for certain low-symmetry systems the transformations from data to param-
eters can be linearly carried out by the use of the pseudo-inverse [Strang 1980] [Barnett 
1990]. 
In the centers of low symmetry, or for 1r polarised intensities, it is possible to write 
simple matrix equations relating the intensity data and parameters. 
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4.4 Circular dichroism 
The plane of polarisation of a beam of polarised light may rotate due to interaction with a 
crystal. Consider a plane polarised electric field as being a superposition of two circularly 
polarised waves, one left polarised and one right polarised. If these propagate through a 
medium that has different refractive indices for the left and right polarisations, then these 
waves will have different velocities, and so on exiting the medium the relative phases 
of the two waves will be different. The superposition of the.two outgoing waves will 
then result in a rotated plane of polarisation for the outgoing linearly polarised wave in 
relation to the in-going wave. If the absorption coefficients of the material also differs 
for different polarisations, the result of the. superposition of the two waves will yield an 
additional circularly polarised component along with the linearly polarised wave. This 
is called circular dichroism. This circular·dichroism will be the result of the interaction 
of magnetic and electric transition operators [Piepho 1983]. The axial ( cr) polarisation 
circular dichroism can therefore be parameterised by a rotation parameter j3 
/3 ex: Im{'L:(w 4!? ,aiDrJW 4/f,b) (W 4Jt,almrJW 4/f ,b)*} 
ab 
where the Im indicates that the imaginary component is to be taken. In theory 1r 
polarisation could be measured, but it is technically difficult to do so. 
Since the electric dipole operator can be projected into the model space and parame-
terised by the A~ coefficients, the rotation j3 can be rewritten 
/3 ex: Im{'L: A!~ L(¢4/iN,aJU/J¢4/f,b)(¢4/r,almrJ¢4/f,b)*} · 
>..,l ab 
It can be seen that the rotation is effectively clue to the non-vanishing of the scalar 
product of the magnetic and electric dipole moments. This can only occur in crystal with 
a pure rotational symmetry, which has no inversion centre or mirror planes such as the 
symmetry of the oxydiacetate crystals. There is also a contribution to the rotatory 
strength due to the interaction between the electric quaclrapole and the electric dipole 
f3(EQ, ED) ex: (r2)VABim{'L: Aj~ L(¢4Jt,aJU/j¢4/f,b)(¢4J,N,aJU1~J¢4Jf,b)*} 
>.,l a,b 
Here VAB is the transition energy, and (r2) (4fJr2 J4f) is the radial expectation value. 
This quadrapole correction is in most cases vanishingly small [Berry 1988], and will be 
competitive with the electric dipole-magnetic dipole interaction terms only when the ma-
trix elements of the electric quadrapole operator and UJ:1 are large, for example the 
2 F0 D 2 transitions in Eu3+:oxydiacetate. Oxydiacetates are also interesting since 
studies have suggested [Dallara 1984] that the non-superposition model parameters are 
required for the adequate description of the intensities. 
Circular dichroism is linear in the A?r parameters and the equations involved can be 
written in the form b MA, just like the Stark effect. It may therefore be possible 
to determine the absolute sigi1 of the Ac~ parameters. Circular dichroism results are a 
measurement of the magnitude and signs of the AI~ parameters of the transition intensities. 
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Circular dichroism in Sm3+:oxydiacetate has been studied [May 1986J[May 1987]. It 
was reported that the non-superposition model parameters were required for the descrip-
tion of line strengths in the spectrum. It was also found that the parameters, when fitted 
to the intensity data, accurately described the circular dichroism spectra. The circular 
dichroism of Nd3+ :oxydiacetate was examined in [Fluyt 1997]. ·Magnetic circular dichro-
ism was used along with transition intensity fitting to determine the AtP parameters. The 
parameters from these published sources are converted here into the Ai'a. parameterisation. 
Unlike the Stark effect (sections [4.7][4.8]), circular dichroism seems to be easier to 
utilise as an experimental technique and thus more common as an experimental method 
for the rare earth ions. 
4.5 l\!Iatrix Circular Dichroism Fitting 
After examining all of the possibilities and gaining some appreciation of the problems 
involved, it is now possible to do an actual transformation from some data to a of 
AI~ parameters. This is practical in the case of the circular dichroism, as data been 
published for the rotatory strengths of RE3+:oxydiacetate crystals [Berry 1988](May 1987]. 
Transition intensity data from those sources will be ignored. Re-analysing this data in 
the light of the previous statements we find two important features. First, the rotatory 
strengths are a (axial) in the oxydiacetate crystals, so the Ata parameterisation of the 
effective electric-dipole transition operator is required. Secondly there is the matter of 
consistency. In spectra observed lines will overlap or be obscured or too weak to 
measure. The fitting of the measured data sets then gives predictions as to the strengths 
of these lines. If the fitting predicts lines to be very strong, and such lines are not seen, 
or very weak and transitions in that region are strong, the model is inconsistent with 
observations. This can be because of the uncertainties in the eigenfunctions, uncertainties 
in the A~ parameters, or the inapplicability of the model. The essence of this is that if 
only a small fraction of the transitions are measured and utilised and the discrepancy 
between the model predictions and experiment is ignored, the accuracy of the results 
becomes questionable. 
Parameters are presented here for Eu3+:oxydiacetate and Sm3+:oxycliacetate, using 
the data from [Berry 1988] and [May 1987]. The parameters for the Hamiltonians are 
those from the respective sources. The QR routine from Matlab was used to solve 
the linear equation b = MA, where b is the vector of rotatory strengths, to produce 
the unweighted solution vector A of the A;;. parameters. The weighted least-squares 
solution for A given by A (MTWM)-1 MTWb was also calculated. Here T denotes the 
transpose and W is the diagonal matrix of squares of the reciprocal standard deviations 
CJi of each observed rotatory strength. The SVD algorithm solution for the Frobenius 
norm (condition number) K 2 of each matrix was also determined. The final parameters 
are presented in table [4.1). For comparison, table [4.2] shows the parameters determined 
by [Berry 1988] and [May 1987]. Naturally, since the previous authors have used the AtP 
intensity parameters and included transition intensity data in calculating the rotatory 
strengths, and the restriction is made to a set that can be determined through the 
precepts of group theory, the calculated results presented here will not agree with other 
sources. Also, we would expect differing magnitudes of the A;~ parameters in :ODA 
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A'"' lcr Eu3+:oxydiacetate 10-10cm Sm3+:oxydiacetate 10-10cm 
Weighted Un-Weighted ·weighted Un-·weighted 
Aicr -6.4282j -5.904j 0.2994j 0.2210j 
A~cr -5.276j 8.8803j 0.0663j 0.0233j 
Aicr 0.994j -1.4380j 0.2081j 0.5583j 
Aicr -6.193j -2.3975j 0.2951j 0.7687j 
A!cr -0.5878j 1.9061j -0.2082j -0.5422j 
A~cr -1.956j -1.108j 0.0941j 0.6667j 
A~u 0.406j 0.7652j -0.3129j 0.0383j 
AL -5.4125j -4.301j 0.7361j 1.7251j 
A~cr -1.942j -1.098j -0.3516j 0.3102j 
J(2 34.35 7.29 
IIAfull 24.86 1.02 
I loAfer II (5% )t 21.3 0.37 
Table 4.1: Afo. parameters from linear transformation fitting for a linearly parameter set. Weighted 
values assume an uncertainty in the rotatory strengths of 10%. Parameters for the unweighed column 
ignore the effect of uncertainties and solve the standard least squares problem. t denotes the uncertainty 
value I loA(" II in the magnitude of the parameters if the uncertainty in the data is assumed to be a uniform 
5%. Here j = A. 
compared with Sm3+:0DA by examination of the matrix M. The ratio of the matrix 
norms in the two systems is 
Since the observed spectra are similar in absolute intensities in both cases, we naturally 
expect the parameters for the Eu3+:0DA system to be approximately ~5 times those of 
the Sm3+:0DA system, which they are. Similarly, the ratio of the norm of the matrix M 
for the Nd3+:0DA system to that of the norm of the transformation matrix M for Sm3+ 
is ~ 4.2, and since the rotatory strengths are approximately similar for these two cases, 
the parameters for the Nd3+:0DA system would be expected to be smaller than those for 
the Sm3+:0DA system. . 
The resulting circular dichroism rotatory strengths predicted from the fitted AI~ pa-
rameters and the data used in this thesis are listed in tables [4.3] and [4.4]. These agree 
in quality with the results of previous work [Berry 1988][Fluyt 1997]. It is obvious that 
the largest terms in each spectrum are reproduced quite well, whereas the smaller terms 
can fail in sign. This is a natural consequence of minimisation of the residuals, which 
are the difference between the norms of the calculated and the experimental data points. 
The least square solution has effectively ignored the smaller lines, and fitted the stronger 
lines to the spectrum as accurately as possible. Other work [May 1986] [May 1987] [Berry 
1988] [Fluyt 1997] have included the polarised transition intensities in the non-linear fit-
ting of the AI~ parameters. Linear fitting as carried out in this thesis ought to be more 
accurate the the non-linear fitting of previous researchers, so it is probable that the pa-
rameters presented here are more accurate than those previously published. The linear 
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A'' lr Eu3+:0DA Sm3+:0DA Nd3+:0DA 
[Berry 1988] [May 1987] [Fluyt 1997] 
Ai(T -4.85j 11.950j -17.55j 
A§(T 14.9198j 4.9497j 3.889j 
Af(T -5.3j 5.500j -4.30j 
A~(T 15.6534j 16.2104j 15.38j 
A~1f -21.3140j -19.0436j -10.877lj 
A!(T 1.7571j -5.5133j -4.0657j 
A~(T -2.00j . 7.30j 1.600j 
Ag(T -4.1410j -4.6642j 2.3057j 
A~1f -40.3485j -31.1636j -45.5038j 
A~(T 30.6614j 35.3152j 23.5819j 
A~(T -11.7087j 8.7451j -14.5521j 
A~1f 3.6278j -2.7808j 2.2451j 
Table 4.2: Published intensity parameters for the RE3+:0DA (Na3 [RE(oxydiacetate)3]2Na01046H20) 
systems. Original At~ parameters have been converted into the Arr parameterisation. Units are 10-11cm. 
transformation utilised in this thesis does not however include the transition intensities, 
and so may therefore not be as entirely accurate as suggested by the application of the 
equations in section [4.2]. For example, if the circular dichroism measurements had some 
systematic uncertainties associated with them the results may be biased. The param-
eters obtained previously [May 1986J[Berry 1988] are displayed in table [4.2]. The AI~ 
parameters obtained in this thesis are shown in table [4.1] for comparison. 
From the results of the work carried out in this thesis, there is no correlation between 
the signs or magnitudes of the Atr parameters for these two systems. 
From the expressions in section [4.2], the possible uncertainty in the parameters from 
this process can be assigned. If the difference between the predicted and the observed 
rotatory strengths is used as a measurement of uncertainty, then the uncertainty in the 
parameters II 6 Atr II is 
where R is the vector of rotatory strength data points. The uncertainty !loA~. !I is given 
for the systems studied in table [4.1]. This number gives a measurement of how well the 
theory fits the experiment, which may be a better choice than taking the uncertainty 
!IoRI! in the rotatory data as some nominal value, for example 5% of the data set. No 
uncertainties in the rotatory measurements were given in [Berry 1988] or [May 1987], from 
whence this data comes. The uncertainty in the parameters !loA;~II is also calculated for 
the case of assumed uncertainties in the experimental measurements of a uniform 5%. If 
the uncertainties are this small, then the Sm3+:oxydiacetate parameters are an accurate 
representation of the physics occurring in this system. In that case the sum of the squares 
of the uncertainties are less than the sum of the squares of the parameters. It sho.uld also 
be added that the condition number K 2 sets a maximum limit on the magnitude of the 
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Transition Energy em 1 Measured 10 6D~ Predicted 10 6D2 Calc. [Berry 1988]10 
D1 18985 -27.30 -33.3 -20.3 
5 D2 21438 -0.60 5.82 -0.52 
5D2 21487 -15.30 -0.75 -1.4 
5D3 24301 1.10 3.08 -0.05 
5D3 24325 -5.60 14 -2.7 
5 L6 24950 -3.20 -3.28 -9.6 
5 La 25050 21.20 19.86 21.0 
5 Ls 25210 5.10 4.46 1.7 
5 L6 25314 -154.5 -155.3 -112.3 
5pl 33324 80.90 78.37 34.3 
5p4 33409 -22.40 -13.18 6.8 
5p4 33461 -8.50 -1.03 -2.4 
33511 -14.90 -11.61 -13.9 
Table 4.3: Observed and predicted circular dichroism rotatory strengths for Eu3+:oxydiacetate. Predic-
tions are from the fitted (un-weighted) parameters in table [4.1]. This shows the quality of fit expected 
from the simple linear transformation between rotatory strengths and Afr parameters. Observational 
data and calculations are from table 3 of [Berry 1988]. Transitions are absorption from the ground 7 Fo. 
uncertainties, the actual uncertainties will always be expected to be less than this. 
This has implications for the transition intensity fitting. The transition intensities are 
and the rotatory strengths can be written 
In both cases the single-electron parameterisation of the effective electric dipole tran-
sition operator is utilised. The discrepancy between the calculated and observed rota-
tory strengths (tables [4.1] and [4.4]) is not reduced by the introduction of the electric 
quadrapole/electric dipole term, which has a miniscule magnitude. These results are es-
sentially a statement that the circular dichroism process requires additional operators to 
model it more realistically. If such is the case then the assumption of the unimportance 
of the higher-order terms is also invalid in the representation of transition intensities, and 
operators in addition to the A~ will be required to explain the observed spectrum. 
6D~ 
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405/2 17822 3.47 2.96 3.58 
4F3/2 18836 -0.53 -0.27 -0.65 
4 F3/2 18854 -2.37 .38 -2.39 
407/2 19968 0.21 0.38 0.35 
407/2 19996 1.07 1.30 3.06 
4 07/2 20020 -0.7500 -1.35 -2.09 
407/2 20072 -0.8300 .36 -2.88 
419/2 20317 -0.1200 0.2 -0.16 
4 lg;z 20362 0.7800 0.36 0.30 
4!9/2 20392 0.8200 -0.21 0 
4!9/2 20425 0.6900 0.37 0.60 
4!9/2 20500 0.3100 0.23 0.26 
4M1s;2 20593 1.4400 0.54 1.81 
41Vf15/2 20623 -0.1600 -0.065 -0.14 
4 lVhs;2 20672 0.3200 -0.02 0.48 
4i\lhs;2 20717 0.7600 0.55 0.61 
4Jiths;2 20938 0.7200 1.07 1.59 
4 In;2 21024 -3.0300 -3.52 -4.98 
4 Iu;2 21120 .8900 -0.33 -0.81 
4113/2 21484 -0.1100 0.67 -0.19 
4h3/2 21533 0.2000 0.26 1.06 
4 [13/2 21561 -1.0200 -1.78 -2.72 
4 [13/2 21590 0.3600 0.88 1.14 
4h3/2 21616 -0.3400 0.15 .04 
4F5/2 22124 5.3400 4.75 6.71 
4F5/2 22143 7.9900 7.5 10.5 
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Transition Energy em 1 Measured 10 snz Predicted 10 snz Calc. [May 1986J 10 snz 
Jv/17/2 22421 0.6300 0.23 0.53 
4 Jv/17/2 22469 -1.6900 -0.40 -0.47 
4Gg;z 22634 0.3900 1.42 1.93 
4G9;2 22660 -2.7200 -3.00 -4.46 
4115/2 22896 0.1400 0.11 0.18 
6 p5/2 23935 -2.3000 -1.39 -2.18 
6Ps;2 23947 -0.8200 -0.83 -1.21 
4£13/2 24496 0.5200 0.17 0.45 
4
Ll3/2 24527 0.8000 0.78 97 
4£13/2 24551 0.2100 1.03 1.03 
4£13/2 24582 -0.3300 -0.317 -0.35 
6P3/2 24806 -4.4300 -4.13. -13.9 
4
F7/2 24900 0.4000 1.32 2.18 
4
F7/2 24930 -0.9200 -0.20 -0.63 
4 1(11/2 25081 0.8000 0.64 0.78 
4y 1.11/2 25087 0.3300 0.30 0.29 
4 J(ll/2 25106 0.0700 0.38 0.53 
4Gn;z 25693 -0.2100 -0.16 -0.25 
4D3/2 27478 0.2000 0.38 0.36 
4
D3/2 27500 0.1700 0.067 0.22 
6
P5/2 27568 -0.4500 -0.64 -0.95 
4H112 28089 -0.7800 -0.079 -2.26 
4H112 28121 2.0100 2.22 5.18 
4H7/2 28192 -0.6900 -1.076 -2.02 
4H1;2 28232 3.0800 3.48 6.77 
4 1(15/2 28672 0.0800 -0.45 0.19 
4
H9/2 28765 0.3300 -0.39 1.03 
28880 -0.2100 -0.0052 -0.64 
Table 4.4: Observed and predicted circular dichroism rotatory strengths for Sm3+ :oxydiacetate. Predic-
tious are from the fitted (un-weighted) parameters in table [4.1]. Observational data is from [May 1986], 
in units of lo-5 Debye2 ::::: 10-43 esu2cm2 • 
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4.6 The Nd3+:0DA system 
The Nd3+:0DA system has been studied previously [Fluyt 1997][May 1989]. In this 
section the Ncl3+:0DA system is reexamined using the linear matrix transformation with 
the polarisation defined At" parameters. 
The Nd3+:0DA system exhibits many local minima for the fitting of transition inten-
sities. Out of 2003 random starting parameter sets, 1419 local minima were found. This 
system appears to have the largest number of local minima for any system so far studied. 
The Hamiltonian parameters used in the fitting of the Nd3+:0DA system are displayed 
in table [4.6]. Correlation crystal field affects are included in the use of the G parameters 
[Burdick 1994]. 
The data set consisted of 47 axial polarised intensities and axial rotatory strengths. 
Random Atr parameters were generated ·and the Marquardt-Levenberg algorithm was 
started from that point in parameter space. This was repeated 2003 times, and 1419 
different solutions were found. Many of these were extremely poor however (x2 values 
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Figure 4.2: The variation of the x? function for the circular dichroism between two different local 
minima. The left most minima corresponds to the A;~ parameters of column a of table [4.5], the right 
most corresponds to theA2,. parameters of column b of the same table. The x-axis labels the distance in 
A!~ parameter space along a line connecting the two minima. Note that although the circular dichroism 
is a linear equation of the form R MA, the use of the differential weighting has produced multiple 
minima in the parameters. 
The variation of the x2 value around the position of the local minima can be demon-
strated by graphs such as that shown in figure [4.2]. This figure shows the x2 value for 
the linear circular dichroism function for the Nd3+:0DA system. The corresponding pa-
rameters for the minima shown are tabulated in table [4.5]. The minima on the left of 
the graph corresponds to the parameter set labelled as set a in table [4.5]. The minima 
on the right of this figure corresponds to the parameter set labelled as set b in table [4.5]. 
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Parameter Minimum a Minimum b 
Azr 
AI, -9.58 24.2 
A~" 80.2 84 
Afu 34.4 64.7 
Ai" 199 233 
A!u -53.3 -56.5 
A~" 172 -57.7 
A~" -90.4 -49.6 
A~" 431 369 
A~" 315 280 
Table 4.5: Local minima for the Nd3+:0DA system. Parameters are in units of ix 10-12cm. 
The x-axis corresponds to the distance along a line directly connecting the two points in 
the 9 dimensional parameter space. As can be seen, the x2 value increases between the 
two, showing that they are distinct minima. 
The result of minimising the x2 function for random initial parameters produced a 
distribution of local minima. The nine lowest minima for the (}' polarisation are displayed 
in table [4.7]. 
The parameters can be contrasted against the results for the weighted least squares 
fitting of the rotatory strengths alone. The results for the weighted least squares fitting 
were obtained using the 34 rotatory strengths and the QR reduction algorithm for the 
pseudo-inverse of Matlab and are displayed in table [4.8]. The weighting assumed that 
the uncertainty in each rotatory strength was 10% of the nominal value. 
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B6 3 -1002 
B6 6 -681 
0 3 (4) 187.5 
Glo( 4)a 412 
QlO( 4)b 399 
Table 4.6: Hamiltonian parameters for the Nd3+:0DA system. 
Parameter 
Aio. 73 70 49 104 72 57 116 69 101 
AL 19 20 38 28 27 5 -2 -1 19 
Aiu 53 48 48 38 21 39 41 21 77 
Aiu 128 119 117 110 97 134 103 51 115 
A!u -5 -11 -23 -24 -37 -6 -29 -15 -15 
A~u 22 23 30 24 38 38 37 18 19 
A~(/ -57 -51 -57 -43 -116 -109 -93 -47 -34 
A~(T 216 239 27 224 256 227 236 118 215 
A~(T 125 143 110 142 35 61 55 27 125 
x2 0.4360 0.4367 0.4386 0.4386 0.4390 0.4391 0.4396 0.4400 0.4413 
Frequency 12% 8% 0.2% 0.4% 0.1% 6% 1% 3% 0.2% 
Table 4.7: Lowest minima for the Nd3+:0DA system. Parameters in units of ix 10-12 em. The fact that 
some of these minima appear very infrequently in the fitting suggests that there may be other minima 
which have not been detected . 










Table 4.8: Nd3+:0DA intensity parameters. The parameters obtained from the minimisation of the 
x2 for the polarised intensities and the rotatory strengths is labelled intensity and rotatory. The results 
from the QR reduction using Matlab are labelled rotatory via pseudo-inverse. Parameters in units of 
ix em. 
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4.7 The Stark Effect 
The application of an electric field (the Stark effect) may be thought of as adding addi-
tional information in the determination of eigenfunctions. Mizushima [1970] derives the 
Stark effect for an isolated atom or molecule. In such a case, the parity of the eigenstates 
is well defined. The eigenstates are not combinations of parity eigenstates mixed together 
by a perturbation and so the first order Stark effect will be zero. Thus the Stark effect in 
such systems is a second order effect. For the rare earth ions in crystalline hosts, the odd-
parity crystal field Hamiltonian produces mixed parity eigenstates. The external electric 
field can interact directly with these states. 
·when an external electric field is applied to a rare earth embedded in a crystalline 
host, the energy of the rare earth ion will be altered. ·The rare earth will interact with 
the applied electric field and the Hamiltonian will acquire a term of the form 
Hstark = -qr · E, 
where E is the applied electric field, q is the electronic charges and T is a radial vector. 
The Stark effect has the same selection rules as the electric dipole transition operator, so 
the calculation of the magnitude of splittings is straight-forward. 
Matrix elements of the Stark effect Hamiltonian between I4JN aSLJ lVIJ) states can 
be written utilising the effective electric dipole transition operator. The variation in the 
energy of a rare earth ion subjected to a static electric field is 
It is obvious then that the Atr parameters, which are coefficients of the expansion 
of the dipole transition operator can be determined by the measurement of the Stark 
splittings and shifts of spectral lines. 
The Stark effect operator will cause either shifts in the energy of spectral lines or 
splittings of lines if the application of the field is in such an orientation that it lowers the 
site symmetry of the ion. For example the application of an electric field along the z axis 
of an ion in a C4v site will cause only a shift in the energy of the ion, the magnitude of 
which is at the limit of current spectroscopic resolution. At present it is more convenient 
to examine the shifts of the energy of the states relative to the ground state. This is 
merely a computational matter, and this problem would require the writing of additional 
computer software to fix. Actual splittings are more likely to be of practical use, and 
these ought to be of similar magnitudes to the shifts in energy calculated here, since the 
magnitude of the Stark effect between two states is unlikely to be much greater than this 
value. Since the Stark operator is time even it will not remove the Kramer's degeneracy 
in the way that an applied magnetic field does. Kramer's ions will not have their residual 
degeneracy removed by this field and will remain as doublets. 
The expression for the V/f f operator is 
V eff- """A,.\ U,.\ 7' -~ lr l · 
,.\l 
Therefore for the electric field Ez taken along the z axis the energy shift can be written 
as 
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t:::..E= L A21((4fN aSLJkiJ!Ui\l4fN aSLJ NIJ) 
>.l 
This energy shift is linear in the parameters and can be written in the form b = MA, 
where b is the column vector of energy shift data, A is the column vector of A~ pa-
rameters, and M is a matrix. This leads to the evaluation of the matrix elements of 
the u; operator being required, exactly as in the case of the electric dipole transition 
measurements. 
A2r parameters are generated through the parameterisation of the electric dipole 
operator qr, and represent the physics of the interaction between the ligand/rare-earth/radiation 
field. In the case of the transition intensities, the incident radiation field is oscillating with 
a very high frequency and drives the electrons in the rare-earth and the ligands into new 
states, producing a dynamic response. The Stark effect merely examines the static re-
sponse of the system to an applied static electric field. Transition intensities measure the 
response of the system to an applied dynamic radiation field. As such the A~. parame-
ters measured by the Stark effect should in reality be interpreted as containing different 
information from those obtained through the fitting of transition intensities. 
Measurement of the Stark effect could in theory determine both the absolute signs and 
the magnitudes of the Ai~, since the Stark effect is linear with respect to the parameters. 
This differs from intensities, which depend upon the square of the matrix elements of the 
U/ and Afr parameters. 
The approximate magnitude of the Stark splittings can be gauged for a rare earth 
ion. By inspection the splitting in electron volts is approximately equal to the applied 
electric field multiplied by the A~ parameters times the matrix elements of U/. Since 
matrix elements of U/ :::::::: 1, and IA~I :::::::: w-10cm, then the splitting in electron volts is 
approximately 10-10 !EI. For a field of 1000 V.cm-I, the splitting will be 10-7 electron 
volts, which is of the order of 10-3cm-1 . This is a very small splitting at the limit of 
experimental resolution. Actual values observed tend to be in the region of O.lcm-1 for 
specific transitions [Mims 1976]. 
The observed splittings caused by the Stark effect are likely to be very weak, since the 
production of strong electric fields in the laboratory is difficult. Splittings produced by 
the Stark effect will be of similar size to those caused by the Hyperfine interaction. It is 
natural to examine the Stark effect on the hyperfine lines of crystal field split multiplets. 
The Stark effect equations are linear in the A~ parameters and result in a shift of 
energy levels. It may be possible to measure these Stark shifts more easily than transition 
intensities. Unfortunately, where there are non-negligible dynamic effects, the measure-
ment of the Stark shifts using static applied electric fields will produce parameters which 
are unlikely to be related to those used to parameterise the optical/infra-red transition 
intensities. The measurement would however be useful in measuring the maximal mag-
nitude of the dynamic coupling, and with high frequency applied electric fields some 
variation of the dynamic coupling contribution may be observed. 
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Element Abundance% Isotope Spin 
Ce 88 140 0 
Pr 100 141 5/2 
Nd 27 142 0 
12.2 143 7/2 
23.8 144 0 
17.2 146 0 
Sm 15 147 7/2 
11.3 148 0 
13.8 149 7/2 
26.7 152 0 
22.7 154 3/2 
Eu 47.8 151 5/2 
52.2 153 5/2 
Ho 100 165 7/2 
Er 33.6 166 0 
22.95 167 7/2 
26.8 168 0 
14.9 170 0 
Table 4.9: The isotopic abundances of the stable rare earth elements. Data from [CRC 1990]. 
4.8 Stark-Effect Hyperfine Interactions 
The hyperfine interaction is the interaction of the electron cloud of an atom or ion with 
the nucleus, after Coulomb effects are considered. The nucleus can be described in terms 
of electric and magnetic multi poles, just as an electron cloud. These multi poles can couple 
with the electronic states and produce a new space of states, labelled by the result of the 
addition of the quantum numbers of the nucleus and electrons. This has many practical 
applications, not the least of which is the isotope effect, which results in different isotopes 
having slightly different spectral line energies. 
A warning as to the applicability of the hyperfine interaction must be stated. Since 
the hyperfine interaction is an interaction between the nuclear spin and the (in this case) 
4fN electrons, the spin of the nucleus has to be well defined. Praseodymium and holmium 
are 100% isotopically pure, the isotopes being 141 Pr and 165 Ho respectively. Samarium, 
europium, neodymium and erbium samples will, unless isotopically purified, consist of 
mixtures of different isotopes. Table [4.9] gives the abundances of isotopes of these rare 
earths. Therefore, the hyperfine spectrum of these ions will be a superposition of the 
hyperfine effects for the different nuclear spins. In most cases this is irrelevant since a 
spin of o+ will not contribute to a hyperfine effect, so only samarium will exhibit isotopic 
hyperfine effects to first order. Nuclear mass effects may however be resolvable. 
Each nuclear state is describable by the quantum numbers I and JV!r, since the total 
angular momentum of the nucleus can reasonably be assumed to be rotationally invariant. 
Thus the nuclear Hamiltonian commutes with the operators 12 and Iz [Mizushima 1970]. 
88 Chapter 4. Linear Fitting 
It is generally agreed that the magnetic dipole interaction between the nucleus and the 
electrons is the most significant, and therefore it will be treated first. Since the hyperfine 
interaction is physically much smaller than the crystal field splitting in the rare earths, it 
is sensible to work in a basis defined as being J4jNaSLJM1 !1\Ifr). 
Starting from either first principles or from the Dirac equation [Weissbluth 1978] 
it is possible to derive the hyperfine interaction Hamiltonian. Following [Mizushima 
1970)[McLeod 1996], the vector magnetic potential due to the nuclear magnetic moment 
is 
A(r) -: _ p,~c r X Qnuc, 
· 41f r 3 
where r is the position vector relative to the nucleus. The magnetic field caused by this 
is just v x A(r), which is 
B(r) = _ CP,a (Qnuc _ 3r(r · Qnuc)) . 
41f r 3 r5 
The interaction of the electronic angular momentum and this vector potential is 
~~rbital 
The interaction energy of the electron spin vectors with the magnetic field, which produces 
the magnetic dipole part of the hyperfine interaction is then 
\Is •n = _ eCP,0 "\" ( Sj 3ri ( Ti · Sj)) 
P• 41f 11 LJ 1'3 5 ' Qnuc r-v t t ri 
The total Hamiltonian of the spin and orbital angular momentum interacting with the 
nuclear magnetic dipole can then be written as 
H __ eCJ.La "\" ((Ii- si) _ 3ri(ri · Si)) . Q md - 4 LJ 3 5 nuc 1ffJ, i ri ri 
Matrix elements of this Hamiltonian are calculated using the rules for coupled tensor 
operators. The matrix elements between single electron states, denoted here in lower case, 
can be added to give the matrix elements between the JS LJ 1\II) states [Lindgren 1985]. 
I;l __ ( 1)q ( j 1 
q- 1 -m q 
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with [j] = 2j + 1 and { s} = s(s + 1)(2s + 1)/2. The numbers f3 and 1 are free pa-
rameters. There is only one parameter to describe the magnitude of the magnetic dipole 
hyperfine splitting. This set of quantities will be defined as A 
Additionally, there will be a correction due to the electric quadrapole interaction. This 
comes from the non-sphericity of the nucleus, and is written as:. 
( l . . jH I Ill 1·1 I) as Jmzmi eq aa m z mi = 
(-1)J+i+m+mio .. 0·· e2Q;Qj [ ( i n' JJ' 4 -i 
~2- (-1)q( j 2 j' 
q--2 -m q m 1 
This has the parameters Qi and Qj which parameterise the quaclrapole distortion of 
the nucleus from the spherical shape. 
Now that the hyperfine Hamiltonian has been written clown, it is possible by matrix 
cliagonalisation to determine the hyperfine eigenfunctions and eigenvalues for realistic val-
ues of the nuclear quaclrapole moments. The largest splittings are seen to be in the order 
of 0.1cm-1 . Therefore even with an applied external electric field of 10,000 V.cm-1, most 
of the Stark splittings will be small compared with the hyperfine interaction. Typically, 
Stark effects seem to be measured with maximum fields of arouncl100,000 V.cm-1 [Mims 
1976][Lukac 1988], which requires special precautions against dielectric breakdown. Al-
ternative means of measurement of the Stark effect, using the resonance shift of laser 
beams have been utilised, for example [Lukac 1988][Allergrini 1987]. In such techniques 
the intensity of a laser beam is examined as its frequency is varied through each spectral 
line. This leads to smaller splittings being observable, and hence lower electric fields. 
Hyperfine intensities have been studied using the AtP parameterisation scheme [McLeod 
1996]. The problems in intensity measurement here are identical to the problems in the 
study of the transition intensities between crystal filed states, with the added compli-
cation that the Hamiltonian has new parameters to describe it, and the wavefunctions 
involved are elements of the jsljmimi) space. It is unlikely that these wavefunctions will 
be determined to a higher degree of precision (or accuracy) than those of the usual crystal 
field jsljm) basis. 
It may then be possible to measure AtP values from the Stark splitting of hyperfine 
lines. A specific calculation is given below to show the typical results expected for the 
Stark splittings. Investigation of the hyperfine intensities in CaF2:Pr3+ and CaFz:Ho3+ 
was carried out by [McLeod 1996], where it was found that the A~. intensity parameters 
play almost no part in describing the hyperfine intensity distribution. This effectively 
means that this set of Aj~ intensity parameters are poorly determined for this system. 
Using these Aj~ parameters will produce calculated Stark energy shifts illustrative of the 
expected values. 
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Line number TI:ansition Stark Ez(1f) cm-1 Stark Ex,y(CJ) cm-1 E.+2E:ny -1 3 em 
24 5 Is( -4, -1)-5 h(7, -1) 0.00000 0.10525 0.0859 
25 5 Is( -4, -7)-5 h( -7, -7) 0.00000 0.19742 0.16119 
30 5 Is( -4, -3)-5 h( -7, -3) 0.00000 0.19983 0.16316 
37 5 Is(4, -7)-5 h( -7, 7) 0.00000 0.19957 0.16295 
133 5 Is( -4, -5)-5 h( -4, 5) 0.11540 0.00049 0.06663 
150 5 Is( -4, -1)-5 h( 4, -1) 0.14044 0.00059 0.08108 
226 5 Is( -4, -7)-5 h( -4, -7) 0.16435 . 0.00000 0.09489 
230 5 Is( -4, -3)-5 h( -4, -1) 0.14413 0.00000 0.08321 
236 5 Is( -4, 1)-5 h( -4, -1) 0.23299 0.00116 0.13452 
243 5 Is( 4, -5)-5 h( -4, -5) 0.19373 0.00000 0.11185 
247 5 Is(4, -7)-5 h( -4, -7) 0.18842 . 0.00000 0.10878 
267 5 Is( -4, -7)-5 h( -3, -7) 0.00000 0.21397 0.17471 
270 5 Is( -4, -5)-5 h( -3, -5) 0.00000 0.21242 0.17344 
273 5 Is( -4, -3)-5 h(3, 3) 0.00000 0.20769 0.16958 
286 5 Is( -4, 3)-5 h( -3, 3) 0.00029 0.22259 0.18174 
287 5 Is( -4, 1)-5 h( -3, -1) 0.00348 0.12613 0.10300 
289 5 Is( -4, -5)-5 h( -3, 5) 0.00000 0.22314 0.18219 
432 5Is(-4, -7)-5h(O, -7) 0.25318 0.00000 0.14617 
451 5 Is( -4, 1)-5 h(O, 1) 0.11927 0.00501 0.06898 
457 5 Is(4, -5)-5 h(O, 5) 0.20730 0.00003 0.11968 
460 5Is(4, -7)-5 h(O, -7) 0.21563 0.00000 0.12449 
Table 4.10: Calculated Stark shifts predicted for CaF2 :Ho3+ C4 v "A" symmetry centre. The applied 
field = 100 000 V.cm- 1 . Parameters as listed in [McLeod 1996). Shifts are in cm-1 . The Transition 
energies are in the range of 5257-5457 cm-1 . States are labelled as 2S+l LJ(m, mi). Line number refers 
to the number from the absolute ground state. 
In light of the fact that transition intensities and the Stark effect contain physically 
different information the use of the A[~ parameters to predict the expected splittings 
and shifts of energy due to the Stark effect is of marginal utility. However, neither Stark 
effect measurements or parameters obtained from Stark effect measurements are presently 
available, and so the estimation of the Stark effect through the use of A~ parameters 
obtained through fitting of transition intensities is made here. 
The Stark shifts expected for the Ho3+:CaF2 system are given in table [4.10] using 
the intensity parameters from [McLeod 1996]. These predict very small Stark shifts that 
would be difficult to resolve. 
The Stark shifts for Pr3+:CaF2 were also calculated. These turn out to be even smaller 
than those for the Ho3+:CaF2 system, and were less than 0.01cm-1 for an applied field of 
100 000 V.cm-1 . 
It would be incorrect to ascribe any accuracy to these predictions however, in view of 
how poorly the Atr values are determined. They serve to show that the measurement of 
the Stark shifts in a rare earth doped material may be observable, and therefore that the 
Stark measurements may assist in determining the A~ intensity parameters. 
Calculation of the Stark energy shifts in Sm3+:oxydiacetate using the A~ intensity 
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parameters obtained by [May 1989] were performed. Similarly to the previous cases the 
variations in energy are quite small, the splittings being of the order of 0.05cm - 1 . 
Superficially the Stark effect looks extremely promising from the theoretical viewpoint, 
but in practice, the resulting splittings are likely to be difficult to measure. Samarium 
will be expected to have additional complications arising from the different nuclear spins 
from the different isotopes contributing to the spectrum. Observation of the Stark effect 
for some symmetries, such as Oh, is likely to remain infeasible for some time, due to the 
necessity of measuring vibronics or two-photon spectra on the level of accuracy of the 
hyperfine shifts. 
An important phenomenon has been ignored in previous analyses. This is the dy-
namic response of the mechanism for creating the A~, and other possible higher-order 
parameters. It was shown that the Stark effect can measure the ·magnitude of the electric 
dipole operator, but this is the effect at the static or low frequency domain. The dynamic 
polarisation that reorders the electrons in the lattice, which is referred to as dynamic cou-
pling [Reid 1983] ought to show some frequency dependence. The inertia of the electrons 
does after all cause the variation with frequency of the refractive index of a sample. For 
a static applied field the lattice ions are able to distort themselves to produce relatively 
high dielectric constants. For example water has a dielectric constant n at zero Hertz of 
81 clue to rotation of the molecule, and at optical frequencies has a dielectric constant 
approximately equal to 1.8. 
For the case of a non-rotating molecule the static applied field cannot rotate the 
molecule but only deform the electron cloud. An example is ice where the dielectric 
constant varies from 10 to 1.8 over the same frequencyregion. Therefore the A~ measured 
at static frequencies would be expected to be different from those that would be obtained 
at optical frequencies. 
This does not necessarily represent the frequency response of the A~ parameters. It 
does represent a similar effect, due to the electrons being unable to deform themselves 
fast enough to follow the radiation field. The dispersion has a significant variation in the 
spectral region of interest. The analogy between the frequency response of the lanthanide-
ligand interaction and the refractive index is however extremely approximate. 
It has been suggested that the relatively higher inaccuracies in the calculation of the 
intensities in rare earths at higher frequencies can be rationalised as either indication of 
the breakdown of the Judd-Ofelt closure relation or the effects of higher order perturba-
tions [Burdick 1994]. As the energy of the transition increases, the difference in energy 
between a 4fN term and the energy of the 5d configuration becomes smaller, and so the 
perturbative effects of the 5d configuration become more important. The dynamic fre-
quency response of the lanthanide-ligand interaction and the gradual breakdown of the 
Judd-Ofelt closure approximation may obscure each other or even be spectroscopically 
indistinguishable. 
The frequency dependence of the Stark effect may provide some information as to the 
physical phenomenon occurring in a crystal sample. This could be examined by applying 
electric fields at different frequencies and measuring the Stark splittings. However the 
variation of the dynamic response of the system is likely to be small for the range of 
practically available frequencies, which appears to be limited by physical constraints to 
the low microwave spectrum [Mims 1976]. Comparison with the variation of refractive 
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indices and dielectric constants suggests that a variation would be small in this region. 
This is speculative, since it applies to the electronic interactions with the host crystal, 
which is likely to be different from the interaction with the rare earth and its surrounding 
ligands. 
This leads to another possibility, which would be even more complicated than the 
existing fitting of intensities. If the dynamic contributions to the Afr are frequency de-
pendent, then the fitting of the Afr must be restricted to a region of relative constancy 
of the dynamic response, and not over the entire spectrum. This means that intensity 
parameters would be fitted for a single multiplet, or set of closely spaced multiplets. The 
differing parameter values for different spectral regions would therefore give an indication 
of the frequency dependence of the intensity parameters in the infra-reel/optical region. 
Due to the dynamic response of the system varying with frequency the measurement 
of splittings using static or time varying applied electric field will give AtP parameters 
which are unlikely to be related to those parameterising the electric dipole transition 
intensities. Furthermore, since the parameterisation for the Stark effect is identical to 
that for the electric dipole transition operator, the number of parameters to completely 
describe it may be such that its use in the determination of the coefficients of the crystal 
field wavefunctions may be impossible. The Stark effect does not therefore seem to hold 
any possible promise to eludicate any new physics at the present time. 
4.9 Conclusions 
There are several possible applications of simple linear transformations in the analysis of 
the spectra of rare earth compounds. These will have perfectly well defined uncertainties 
associated with them and do not require iterative solutions. It is therefore possible to make 
direct statements about the applicability of the model to the system, and the description of 
the discrepancy between the model and the experimental data can be made more obvious. 
As a natural consequence of the sensitivity of the A~ intensity parameters to uncertainties, 
it is necessary to investigate some alternative methods from transition intensity fitting to 
determine them. 
It has been shown that in some circumstances of certain symmetries, polarised and 
isotropic intensities may be calculated by a linear transformation. This allows tools of 
linear analysis to be applied and also simplifies such analytical analysis considerably. For 
example the linear transformation can be applied in the case of circular dichroism rotatory 
strengths of the rare earth oxydiacetates. 
Investigation of such transitions showed that the transformation matrices as written 
are in many cases ill-conditioned. This is due entirely to the fact for polarised transition 
intensities, circular dichroism or the Stark effect there are redundancies in the parameters. 
The result of this is that many of the columns of the resulting transformation matrix are 
merely multiples of one-another. This is certainly the case for the rare earth oxycliacetates 
where only the axial circular dichroism is measured. This is however trivially solved 
by choosing a Afr set which does not have redundant parameters in it. The resulting 
transformation matrices have condition numbers in the range of 5 rv 10. 
The transition intensities from low symmetry systems can be written as a linear ma-
trix equation. In symmetries where singlet states exist linear equations can be written 
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relating the 1r polarised intensities to the At,. parameters. It would be natural to expect 
parameters from such a transformation to be more well determined and have smaller 
uncertainties than the results obtained from the non-linear fitting of all of the intensity 
parameters. Unfortunately, not all of the A~ parameters can be determined by examining 
the 1f polarised spectrum. However the parameters which can be determined from the 
linear transformation fitting for 1r polarisation spectra may be able to taken as a standard 
against which to judge the effectiveness of the non-linear fitting. It would be sensible to 
devote some future research into the transformation between the sets of parameters that 
can be obtained from different polarisations.' · 
Circular dichroism can be written as a linear transformation between the parameters 
and the data. It is however limited to pure rotational groups, and therefore rare earths 
interacting with certain ligands may be difficult to measure. 
The Stark effect has been analysed, and the principal reason against its use is the 
possible dynamic frequency response of the system. Measurements at static or low mi-
crowave frequencies are unlikely to be related to those made at optical frequencies. It is 
also not clear that the actual physics of the dynamic interaction will remain unchanged if 
a sizeable electric field is applied. The Stark effect could in theory be used in any symme-




When fitting of intensities is carried out it· is observed that many local minima result, 
which have distinct A~ intensity parameter sets. Each of these minima will have a different 
x2 value associated with them. It is natural to ask then if these different x2 values and the 
resulting parameter sets are statistically distinct. Two minima each having different x2 
values will be statistically distinct if the addition of realistic random uncertainties to a set 
of intensities results in variations in the x2 values that still allows the two minima to be 
distinguished. If the addition of realistic random uncertainties to the intensities results in 
the x2 values of the two minima crossing over or becoming equal, then the corresponding 
parameter sets for those two minima can not be treated as distinct. 
The distinguishability of different minima, and the effect of uncertainties can be ap-
proximated by the use of experimental data which has random noise added to it. From 
the results inferences can be made about the accuracy of the fitted parameters. This is 
investigated in section [5.1]. 
This method naturally results the question of what is considered to be a realistic 
level of uncertainty in the intensities. From various sources [Williams 1998][Tanner 1996] 
this is taken as being in the region of 10%. 
5.1 Resolveability of Minima 
·when Monte-Carlo techniques are applied to the analysis of intensity data it is observed 
that different parameter sets can be produced and these parameter sets have different x2 
values associated with them. This Monte-Carlo method was carried out and described 
in section [3. 7]. Statistical significance has as its basis the ability to resolve different 
minima which have similar x2 values. If it is not possible to distinguish between two 
different x2 values, then the parameter sets which they correspond to are statistically 
indistinguishable. 
The addition of Gaussian uncertainties to the intensities of a system will result in vari-
ations in the x2 values that are obtained at the minima for that system. If the difference 
in the x2 values associated with two minima is equal to or less than the variation in the 
respective x2 values due to the effect of added uncertainties then the two distinct minima 
are no longer resolvable. The statistical distinction between such minima disappears. 
The resolveability of different minima is inter-related with the guess made for the 
magnitude of the uncertainties. Obviously if enough uncertainty is added to the intensities 
then any two minima will become indistinguishable. For the purposes of this subsection it 
is assumed that a relative Gaussian distribution of uncertainties of 10% for each intensity 
is realistic. Lower uncertainties would mean that the minima are easier to resolve, higher 
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relative uncertainties mean that the minima are less distinguishable. 
It is therefore natural to examine the effect of intensity uncertainty on the value of 
x2 that result in the fitting of intensities. This can be done easily with the techniques of 
Monte-Carlo analysis. 
The method used here is applied to the published eigenvectors, intensities and At~ 
parameters of [Burdick 1994]. None of these quantities are randomly created. The A~ 
parameterisation is required since this test will also involve the investigation of the su-
perposition hypothesis, which requires the A~ scheme. The multiple exact solutions to 
the A~ parameters which occur for any A~· set will produce exactly the same x2 value. 
These distinct solutions will not alter the shape of the x2 distribution that will result. 
To begin with the eigenvectors and their relevant matrix elements were constructed 
using the published Hamiltonian parameters. The experimental intensities then had a 
small amount of Gaussian uncertainty added to them and the Marquardt-Levenberg fitting 
algorithm was begun using the published intensity parameter values as starting points. A 
sightly different set of AtP parameters from the initial (published) values resulted, and a 
slightly different x2 value. The small variation observed were clue entirely to the slightly 
different intensities used in the fitting, which resulted from the small relative random 
uncertainties being added to them. 
The distribution of the x2 values that result using such a method will describe the 
resolveability of the minima, and show how well defined they are under the effect of un-
certainties. The result can be presented as a histogram showing the distance in parameter 
space moved by the minimum. 
Intensity data for the Nd3+:YAG systems has been published in the literature [Burdick 
1994]. In that source several statistically insignificant parameters were left out of the fit. 
The resolveability can then be separated into two different types of measurement. 
In the first case, the x2 values that result when only the statistically significant param-
eters are utilised. The other parameters will be set equal to zero. In the alternative case, 
the resolveability of the minima when all of the parameters are used can be examined. 
vVe therefore may be able to illuminate a very important subject, namely whether 
the existing minima are artifacts of the values of the data, or whether they are real 
representations of the physical system. If the later is the case, we would expect some 
degree of accuracy in the parameters obtained from the fitting process. If the former is 
the case, then the parameters represent nothing other than noise. 
The resulting distribution of the x2 values obtained from these fittings to published 
intensities are shown in figures [5.1] and [5.2]. 
It is seen that the general parameterisation including only the AtP parameters of table 
[5.1] has a distribution of x2 values with a mean of 0.3663 and a standard deviation of 
0.003. The general parameterisation utilising all of the parameters has a mean of 0.3727 
an a standard deviation a value of 0.0044. These two distributions are shown on the same 
axes in figure [5.3] for comparison. It can be seen that these lead to quite distinct minima. 
This sets our fundamental limit on the resolveability of two minima. Elementary 
statistics can now be used [Quirin 1978]. The null hypothesis in this case is that two 
distributions are equal. To investigate this a standard two-sided hypothesis test can 
be made. The level of confidence we can attribute to any set of measurements can be 
measured in standard deviations from a Gaussian mean, in terms of the dimensionless 
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Width of the global minimum CCF/GP, no addftion.al parameters, 10% intensity uncertainty 
10 
0.365 0.37 0.375 
chisqr values, mean 0,3863 +1- 0.0031 
Figure 5.1: The statistical variation in the global minimum. Published experimental intensities from 
[Burdick 1994] were used with 10% Gaussian uncertainties added. The resulting distribution of x2 values 
for the global minimum from fitting are shown here. The restricted set of parameters, and initial values 
of parameters are given in table [5 .1]. 
parameter z: 
1 jz/2 P(1- a:) = r.c:. exp( -x2 /2)dx 
y 27r -z/2 
or, if the confidence is 1- a: = 99% , the value of z specified for the distribution is 2.58. 
The statistical measurement of the global minima which has been carried out is equiv-
alent to the measurement of the difference of two sample means, ox= x1 - x2 . This 
difference can be statistically distinguished to a level of confidence z of: 
Here O"i is the standard deviation of each distribution, and ni is the number of mea-
surements. In our case we are free to measure the number of trials essentially arbitrarily, 
so they can be set equal, and the standard deviations will usually be such that 0'1 ~ 0'2 . 
Re-arranging this formula gives the resolving power of our statistical measurement: 
ox= 
For the cases shown, n = 200, O" = 0.004, so for a 99% confidence interval ox ;::: 0.001, 
so the difference in the x2 must be 0.001 or greater for these minima to be resolvable. Any 
differences of x2 smaller than this can be considered as effectively zero, minima separated 
by this distance being statistically equivalent. This can apply only if the uncertainty is 
considered to be purely in the intensity data points. 
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0.37 0.375 0.38 0.385 0.39 0.395 0.4 
Chi-sqr distribution, mean 0.3797 -t/- 0.0044 
Figure 5.2: The statistical variation in the global minimum. Published experimental intensities from 
[Burdick 1994] were used with 10% Gaussian uncertainties added. The resulting distribution of x2 values 
for the global minimum from fitting are shown here. The full, unrestricted set of parameters were used 
in this fitting. Initial values of the statistically significant parameters are given in table [5.1]. The other 
parameters were given random starting values in the region [-1, 1] x 10-13 . 
5.1.1 Variation in x2 for created data 
The previous subsection has considered the resolveability of two minima based upon the 
differences in the x2 values that are caused by the addition of Gaussian random noise to 
the intensities. Given a set of intensity data it is possible to fit Aj~. parameters to it to 
parametrically describe the spectrum. When uncertainties are added to the observables, 
the minima that are produced by the fitting procedure moves only a small distance in 
parameter space and in x2 space. This is an examination of the variation of the quality of 
the fit relative to a point in parameter space, which in all likelihood is the global minimum 
of our function. 
The work has not addressed the more fundamental question as to the absolute mag-
nitude of the value of x2 found in parameter space. The examination of the perturbation 
of uncertainties in the solution due to uncertainties in the intensities has been examined. 
The discrepancy between the intensities calculated using the single electron transition 
intensity operator parameterised by the A~ coefficients and reality has been implicitly 
ignored. This discrepancy manifests itself in the actual magnitude of the x2 value at 
the minimum. Typical values of the statistically corrected x2 obtained in this thesis are 
between 0.24 and 0.5. 
The meaning of the size of this can be examined in three different ways. Firstly, random 
number sets can be created representing random observations and calculations and the x2 
value calculated for such sets. This corresponds to the simplest possible test, where the 
observations and the calculations are completely unrelated and random. Secondly, this 
method can be expanded, and the x2 values expected for various distributions of random 
numbers can be calculated by mathematical transformations [Quirin 1978]. 
Thirdly, the x2 values can be calculated using created intensities. This builds upon 
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Figure 5.3: Comparison of the variation in global minima obtained through Monte-Carlo techniques. 
This shows the two distributions from figures [5.1] and [5.2] superimposed on the same scale. The left peak 
corresponds to the general parameterisation, the peak on the right corresponding to the superposition 
model restriction (parameters given fn table [5.1]) 
the Monte-Carlo techniques used in this chapter. The method used is to create A~ 
parameters, and from them calculate intensities. The intensities then have Gaussian 
random uncertainties added to them, and a new set of Afr parameters are fitted to this 
different data set. The statistically corrected x2 is then tabulated for various systems, 
and can be compared with those that are obtained from actual data. 
These methods are a comparison of how well the fit corresponds to reality. These 
methods outlined above are a test of the applicability of the model to the description of 
the transition intensities. 
The first two cases can be dealt with simply, The statistically corrected x2 was defined 
chapter [2] as 
2 1 N IO(i)-C(i)l2 
X= N-nt; O(i)+C(i) 
where 0( i), C( i) are the observed and calculated intensities of transition i, N is the total 
number of transitions and n is the number of parameters. 
Using Matlab it is possible to create two random vectors of size N and to calculate 
the x2 values that result. Different random distributions were used and the results are 
presented in table [5.2]. Random numbers were created in the range of [O,c], where E 
was typically taken as 1000. This actual value is unimportant as it will factor out in 
the final calculation of the x2• Varying this scale range had no effect on the resulting x2 
values. This random test was repeated iteratively, so a distribution of x2 values could 
be built up. There is an arbitrariness in the choice of n. If the number of parameters 
n equals the number of data points N then the x2 is oo. The choice made here is to 
calculated the results for various values of N and n which represent typical values from 
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Table 5.1: Parameter values used in testing the superposition hypothesis in the Nd3+:YAG system. 
These are the initial parameter choices for the At~ parameters. This data from [Burdick 1994]. These 
values were used as the starting position for the fitting algorithm to determine the effect of intensity un-
certainty on the distribution of x2 values that result from fitting the calculated to the observed transition 
intensities. All other parameter either held at zero (results shown in figure [5.1]) or allowed to vary freely 
(results shown in figure [5.2]). 
the literature. A typical x2 histogram resulting from such a random test is shown in figure 
[5.4], which shows the result for 97 random data points, rectangularly selected from the 
region [0,1000]. As can be seen from figure [5.4], the x2 values obtained using random 
numbers are in the region of 0.50 ± 0.08. 
The x2 value that resulted from the generation of different mathematical probability 
distributions was also investigated. Various random probability distributions for the ob-
served and calculated intensities were considered. Since intensities are positive definite, 
the absolute value of a Gaussian distribution was used. This is of the form II exp( -x2 )11· 
A variation of the strict rectangular distribution was also examined. This used the rect-
angular distribution for the generation of the "observed" intensity in a set, and generated 
the "calculated" number in a rectangular distribution around that value. This meant that 
the random numbers were not too different from each other. The distribution generated 
can be mathematically represented by 
x E [0, c] p(x) = 1/c 
y E [x/ Kf, x] p(y) = 1/(x- xj K 1) 
where K 1 is a constant which determines how for away from x the value of y ought to be. 
For example if K 1 = 10 and x was generated as 0.435, then y would be generated in the 
range [0.0435, 0.435]. Additional distributions, such as a Gaussian set around the value 
of x were not examined, but it would be a trivial matter to do so. 
It is sensible to ask whether these generated distributions are realistic. Figure [5.5] 
shows the values of the function (O(i)- C(i))/(O(i) + C(i)) for the observed and calcu-
lated intensities from [Burdick 1994] compared with those generated from the selection of 
random numbers. The distribution of the random numbers appears to be close to that 
obtained through experiment and calculation of intensities, and the resulting values of 
the statistically corrected x2 appear to be similar. 
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N = 1000, n = 0. 
Table 5.2: Statistically corrected x2 value for various random distributions. This was created by 
generating two sets of random numbers, with the distributions shown, and calculating the resulting 
x2 = l:i ( gf :j~gfg )2 . The result shows the quality of fit that might be expected for two randomly se-
lected uncorrelated streams of numbers. 
Chi-Sqr values for rectanglrl.arly distn'buted random data 
0.6 
Figure 5.4: The x2 distribution for rectangularly distributed random data sets. 
The function (O(i) C(i))/(O(i) + C(i)) appears to be a triangular distribution of 
the form 
P(x) = 1 lxl,x E [-1, 1]. 
To calculate the expectation value of the statistically corrected x2 value the transformation 
to a new coordinate z is carried out 
P(z) = f~ 1 P(x)P(z- x)dx 
- 2(1 - 2z + z2) 
where z is defined in the range [0, 1]. The x2 value is then 
~-1 l:·E(z) N-n ~ 
~~E(z) 
0.4082 
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Rec1angu!arty distnbuted random numbers Observed and Calculated lnlensmes [Burdick 1994] 
,.---,--.....---,-----, 
Figure 5.5: The discrepancy between the calculated and observed intensities compared with random 
numbers for the Nd3+:YAG system. Calculated and observed intensities are taken from [Burdick 1994]. 
Left the resulting values of {O(i)- C(i)}f{O(i) + C(i)} for rectangularly distributed random numbers. 
Right the results from calculation and observation of intensities in the Nds+:YAG system. This shows 
some similarity between the distribution of the random numbers and the actual observations and calcu-
lations. 
where E(z), the expectation value of z [Quirin 1978} has been evaluated in the range of 
[0, 1], (E(z) ~)and the number of parameters n is assumed to be insignificant compared 
with the number of data points N. The variance in this distribution can be calculated as 
o-2 = E(z2 )- E(z) 2 = 0.0389. The standard deviation is merely the square root of this, 
ot o- 0.197. 
Therefore, assuming that the function (O(i)- C(i))/(O(i) C(i)) is a triangularly 
distributed set of random numbers, the statistically corrected x2 value is calculated to be 
0.4082 ± 0.197. This x2 is a similar value of x2 to that which is obtained through fitting 
of intensities to experimental data. 
third technique that can be applied to test the applicability of the single electron 
transition operator parameterisation and the meaning of the parameters obtained from the 
fitting of intensity parameters using a single electron parameterisation is that of creating 
intensities and fitting parameters to them. This technique was applied to the Nd3+:YAG 
system using eigenvectors created from Hamiltonian parameters listed in [Burdick 1994}. 
All 18 Afr parameters allowed by the D2 symmetry of the Nd3+:YAG system were 
created with a rectangular probability distribution in the range of [-1, 1] x 10-9 em. The 
intensity spectrum that was created from these parameters had Gaussian uncertainty 
added to each data point, with the relative values of 1% , 10% , 50% and 100% being 
added. From each initial choice of parameters, a spectrum was generated, uncertainties 
added to it, and a final set of A[~ parameters was recovered from the fitting of that created 
spectrum. The statistically corrected x2 value that resulted from each fit was recorded 
and examples are displayed in the forms of histograms in figures [5.6] and [5.7]. 
It can be seen from examining figures [5.6] and [5.7] that the added intensity uncer-
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tainty only produces a value of x2 which approaches the value typical of fitting experi-
mental data when the intensity uncertainty is ~ 50%. This suggests that the results of 
typical fitting will produce intensities in the order of a factor of two of the experimental 
results (which is approximately observed). 
The results of this section also suggest that this level of ~e ~ 0.4, is not far differ-
ent from the results of approximating the calculated spectrum with random numbers. 
Whether two distributions are randomly related or not can be tested by examining the 
correlation coefficient r between the calculated and experimental intensities. The corre-
lation coefficient r for two vectors X and Y is defined as 
E(X- 1-Lx)(Y- f-ty) 
r = ---'r=============,:... 
JvaT(X)Var(Y) ' 
where E(X) is the expectation value of X, Var(X) is the variance of X and f-Lx is 
the mean of x. For random numbers this is identically zero, and practically the use of 
finite random number sequences produces values of r c::= 0.05. The fitted and experimental 
correlation coefficients were found to be r = 0.49 for the Nd3+:YAG data from [Burdick 
1994]. Therefore although the statistically corrected x2 for the fitted and experimental 
results is approximately equal to the x2 value calculated for two sets of random numbers, 
the level of correlation is different. 
The x2 value alone cannot distinguish between correlated and uncorrelated sets of 
numbers. The magnitude of the x2 usually obtained in fitting experimental intensities 
is also comparable to that calculable for two sets of random numbers. This means that 
there is some degree of doubt as to whether the parameters obtained from a minimum 
with such values of x2 as are observed is at all meaningful. 
It can also be seen from examining figures [5.6] and [5.7] that observational uncer-
tainties in the region of 50% will produce x2 values that are equal to those from fitting 
experimental data and so the quality of the fit obtained could be explained by suggest-
ing the environmental uncertainties present. Since the eigenvector uncertainty has been 
ignored, it is not necessary to suggest that all of the transitions have been measured 
to accuracies of ±50%, but in systems where the uncertainties approach this value the 
quality of fit resulting could be explained by environmental uncertainties. In this case, 
the inclusion of additional operators to parameterise the transition intensity (which may 
for example describe multi-electron interactions) would not be expected to improve the 
resulting x2 , and any such additional operators would be expected to be statistically 
insignificant. 
There are expected to be many physical mechanisms which would contribute to the 
transition intensities in addition to the single-electron effects that are parameterised by 
the Afr parameters. Since uncorrelated errors add quadratically, uncorrelated higher-
order operators would be expected to lead to a distribution of the discrepancy between 
the single-electron calculations and the experimental intensities that is Gau'ssian, and 
therefore indistinguishable from random Gaussian uncertainties. Whether the higher 
order effects are correlated or not could then be determined by examining the discrepancy 
between the calcul~ted and the experimental spectrum. At present the question of the 
correlation (or other wise) between any higher order effects remains open. 
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Figure 5.6: Statistically corrected x2 values resulting from fitting Afr parameters to created intensities 
with small added uncertainties. Data set consisted of 181 intensity data points, with 1% (left) and 10% 
(right) Gaussian distribution of random uncertainty added to each value. Shown is the result of 500 
iterations of creating and fitting intensity data sets. The mean value of x2 = 0.0054 ± 0.0002324 for 1% 
intensity uncertainty, x2 = 0.0549 ± 0.0024 for the 10% uncertainty. This is the value of the x2 that 
would be expected if the model were exact, and the discrepancy between calculated and experimental 
was due entirely to uncertainties in the intensities. 




Figure 5.7: Statistically corrected x2 values resulting from fitting A~ parameters to created intensities 
with large added uncertainties. Gaussian uncertainties of 50% (left) and 100% (right) added to the 
created data set of 97 transition intensities. 
0.062 
0,38 
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5.2 Conclusions 
The effect of environmental uncertainties on the intensities is to set a fundamental limit on 
the resolveability of points in parameter space. If two minima have x2 values that approach 
this limit, they will become indistinguishable. It would appear that the differences in the 
statistically corrected x2 that distinguish different minima that can be resolved in the 
Monte-Carlo techniques is quite small and of the order of 0.001 for the systems studied 
here. 
The distinguishability of two minima means that two different minima can be resolved 
and followed in parameter space with some degree of certainty. This is a separate issue 
of which of two minima is the better representation of reality. For example the set of 
A~ parameters corresponding to the lowest possible value of x2 is by convention taken to 
be the global minimum. By understanding the resolveability of the minima it is possible 
to say whether this set of parameters is distinct from the next lowest value of x2. The 
question of whether the lowest value of x2 obtained under certain conditions is actually 
the global minimum is a different problem and can only be judged by examining the 
motion of the global minimum under the effects of the variation of all of the possible 
sources of uncertainty. 
If the relative magnitudes of the x2 values of two solutions change when all possible 
sources of uncertainty of a system are considered then the resolveability with respect to 
the variation of intensities alone is irrelevant. In other words, although it is possible to 
distinguish different solutions it not possible to claim that this is a general validation of 
the results. 
For example it is not possible to claim that the non-superposition model pa-
rameterisation of transition intensities in Nd3+:YAG is a more realistic physical repre-
sentation then the superposition parameterisation when intensities alone are varied. We 
can however imply that if the other effects were negligible, and the intensity uncertainties 
are of this order of magnitude then the two solutions are resolvable and one (the general 
parameterisation) is definitely lower than the superposition model restriction of the At~ 
parameters. 
The statistically corrected x2 value has been examined and the values of x2 that 
are obtained from fitting, from two random number streams and from fitting created 
intensities with large uncertainties have been compared. The x2 function does not have 
any information on how well correlated experimental and calculated intensities are. It 
been shown that for intensity uncertainties in the region of 50% - 100% that the x2 
is approximately equal to that of two uncorrelated sets of random numbers. 
Effectively this implies that when the uncertainty in the measurements approaches 
values of 50% to 100% that the x2 value obtained through fitting these intensities should 
be approximately equal to that from two randomly related streams of numbers. These 
calculations explicitly rely on the use of a single-electron transition operator. In reality 
then, two explanations, or a combination of both, for the size of the x2 value obtained 
during fitting can be forwarded. 
Firstly the single electron transition operator could be suggested to not fully parame-
terise the observed intensities in a lanthanide system. Secondly, the systematic uncertain-
ties in the eigenvectors and/or the experimental measurement of the intensities is 50% 
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or larger. This second case does not seem at all likely, since intensity measurements are 
usually measurements of the integrated absorption of a spectral line, and uncertainties of 
50% would be expected only for relatively weak and poorly defined lines. 
The source of the magnitude of the x2 obtained through fitting may then be suggested 
as due to multi-electron operators, and possibly intensity/ eigenvector uncertainties. 
A more concrete statement can be made by stating that the x2 function calculated by 
using randomly created intensities is approximately equal to that obtained through the 
fitting of experimentally derived intensities. By itself, this would imply that intensities 
calculated using parameters derived from parameters obtained through fitting experimen-
tal intensities are no better than random numbers. The conclusion is complicated by the 
fact that the calculated and the experimental intensities for the case [Burdick 1994] stud-
ied show a definite coefficient of correlatio11 of r = 0.49, whereas strictly random numbers 
would have a correlation coefficient of 0. 
Chapter 6 
An Application of Zeeman Spectroscopy 
In addition to the parameterisation of transition intensities, there is the possibility of 
using the observed spectra of rare earths to determine their model space eigenfunctions. 
Diagonalising the exact model-space Hamiltonian gives the exact model-space eigenvalues 
and eigenvectors. Measurement of the energy levels (exact eigenvalues) and 4jN eigen-
vectors would allow the transformation which recovers the model space Hamiltonian as 
opposed to modelling it via effective operators. Matrix diagonalisation via fitting energy 
levels requires less operators than observables. 
In principle many possible operators could be utilised, and so the exact eigenvectors 
may be measurable even if there are only a few eigenstates observable for a system. In 
practice only the Zeeman effect seems to be suitable for this purpose. This is investigated 
in section [6.1}. 
6.1 Zeeman Measurement of Eigenvectors 
The fitting of the energy levels of a lanthanide ion does not necessarily produce well-
defined eigenvectors. Since the determination of accurate eigenvectors of a crystal-field 
Hamiltonian is quite difficult a natural alternative is to measure them via the application 
of some operator. Matrix elements of this operator will produce some physical effect 
that can be measured, and the resulting set of equations relating the observables and 
the eigenstates can be written down. This can therefore give information about the 
wavefunctions. This is a useful approach if the uncertainty in the operator and the effect 
it produces is much less than the uncertainty in the wavefunctions. For example, if the 
operator used is parameterised by several poorly determined quantities, the resulting 
uncertainties in the wavefunctions will be far greater than that obtained by conventional 
crystal field fitting. The most common operator applied to a crystal field eigenfunction 
that satisfies our criterion is probably the Zeeman interaction operator. 
In solid-state physics, the Zeeman effect is usually measured by the introduction of an 
external laboratory magnetic field, which perturbs the existing crystal field states. Since 
the external magnetic field is usually static the Zeeman effect can be modelled by the 
introduction of a new term into the Hamiltonian. 
Ignoring the Breit-Margenau and other relativistic corrections, the Zeeman Hamilto-
nian is effectively: 
J1B is the Bohr magneton, and is equal to e!if2me. 
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The Zeeman effect has two important features. It is anisotropic and so can be applied 
in different directions, and it is a time-odd interaction. It can remove the Kramer's 
degeneracy of rare earth ions which have odd numbers electrons. 
In a uniaxial crystal we can distinguish the parallel Zeeman effect, where the crystal 
field eigenfunctions are diagonal in lvf, and the perpendicular, where they are not. 
Matrix elements of the Zeeman Hamiltonian can then be written as: 
where II denotes parallel and denotes perpendicular. 
This of course assumes that there is no J mixing, i.e. that the quantum number J 
is a good quantum number. In reality this assumption is not necessarily any good, for 
example magnetic dipole transitions are observed between the 7 F1 and 5 D J levels for 
Eu3+ in many symmetries. As exact eigenstates are needed then this problem must be 
addressed, but for the simple case explored here it will be ignored. Selection for the 
existence of the matrix elements will be the same as those for magnetic dipole radiation. 
(4faSLJ lvfi(Lz + 2Sz)l4faSLJ lvf) 
= ( -1) 1-M ( -~!£ ~ ft ) (4faSLJIIL + 2Sil4faSLJ) 
The reduced matrix element, (4fo;SLJIIL + 2SjJ4faSLJ), can be written after some 
manipulations, as : 
(4faSLJI'!L+2Sil4faSLJ) = (1 + J(J + 1) + S(S + 1) 
2J(J + 1) 
which is also written as : 
(4faSLJIIL + 2SJI4faSLJ) = 9Lj J(J + 1)(2J + 1) 
The parallel Zeeman effect is therefore: 
(4faSLJJvij(Lz 2Sz)J4faSLJJvi) 9LNI 
And the perpendicular Zeeman effect is: 
(4faSLJNI ± 1j(Lx + 2Sx)i4faSLJJvi) = 92£ j(J ± NI)(J ± NI + 1)M 
Splitting values, denoted by s can be defined as: 
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where 6.E is the splitting energy of the doublet and B is the applied magnetic field. 
Usually when the Zeeman effect is applied the approach is to find the crystal field 
eigenfunctions by the fitting of energy levels and the diagonalisation of the resulting 
matrix Hamiltonian, and then calculate the splitting factors that ought to be observed 
experimentally. However, in some circumstances the process can be inverted and measure 
the crystal field eigenfunctions can be found via the Zeeman effect. 
Consider a Kramer's ion, with a state in which the overwhelming majority of the 
eigenfunction of a Kramer's doublet is expected to be in two Russell-Saunders states: 
where ja:.d 2 + 1Pil2 = 1- E, E...--} 0. Alternatively E can be stipulated as being some 
pre-defined small non-zero value. If E is not forced to be zero by group-theoretical argu-
ments, then the results of the standard matrix diagonalisation techniques can be applied 
to find the most attractive states to examine. 
vVe now distinguish two cases. Firstly, if !via = lvif:3 ± 1, then the doublet will exhibit 
a perpendicular Zeeman effect. If !via f. J\1(:3 ± 1, then there is no perpendicular Zeeman 
effect for this doublet. 
Considering the first case in an uniaxial crystal, the application of the magnetic field 
parallel to the crystal axis would give a splitting of the form: 
Altering the orientation of the magnetic field relative to the crystal axis to produce a 
pure perpendicular Zeeman effect gives a splitting of the form: 
Measuring the parallel and perpendicular Zeeman splittings for some value of the 




which yields a quadratic in terms of a;2 : 
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This can be solved for each value of the applied magnetic field strength, and the 
result can be measured at various different values of the applied magnetic field, to give a 
distribution of data points that will indicate the experimental uncertainties. This yields 
values of a and f3 with no applied magnetic field, i.e., the crystal field eigenvectors. 
In fact we see immediately from the requirement that the coefficients a and f3 satisfy 
iail 2 + lf3il 2 = 1- E, E--+ 0, we can solve this even if the perpendicular Zeeman effect 
vanishes. 
For an isotropic crystal the analysis is similar, but we are unable to chose the orien-
tation of the applied magnetic field. 
With no perpendicular Zeeman effect, i.e. J\ifc:x =I- Jl/!13 ± 1, then the observed splitting 
is merely: 
.6.E . 
--B- = iai 2 1\ifc:x + if3i 2Jl!ff3 
9L/-LB 
and since we have required that iail 2 + lf3il 2 :::::: 1, we have thus determined a and f3 as 
before. 
If the perpendicular Zeeman effect is non-zero, Jl!Ia = Jl/!13 ± 1 and the observed split-
ting is the average of the parallel and perpendicular splittings, 
,6. - I .6.EII + 2.6.E j_ 
(111]- y 3 , 
which gives an equation for a and f3 of the form: 
eliminating f3 as before gives a single equation for a. This allows us to then determine 
the values of the a and f3 parameters for a crystal whether it is uniaxial or isotropic, and 
in any symmetry. Notice, that if the electronic states had an initial degree of degeneracy 
that was less than the number of dominant Russell-Saunders states comprising them, that 
this merely results in indeterminacy of the eigenfunctions. 
Next consider the case of a quartet state in an isotropic crystal. This can occur in an 
Oh symmetry environment, such as the elpasolites, Cs2NaRE3+Cl6 . In this case we have 
fourfold degeneracy, and hence four parameters to describe the state. Ignoring the other 
irrelevant quantum numbers: 
1¢) = aNia + bJ\!fb + cNfc + dJl/fd 
As before wemake the assumption that ial 2 + lbl 2 = 1- E, E--+ 0 andicl 2 + ldl 2 = 1- E, 
E--+ 0. 
If there is no Perpendicular Zeeman effect in the multiplet, then: 
Hence there are three equations for four parameters. This system of equations is 
indeterminate. Similarly, if the perpendicular Zeeman effect is present, the result is one 
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Energy Irrep Eigenvector Composition 
20380.8 r6 o.76 1 ± 1) + o.64 1 ± 7) 
20441.5 rs o.s6 1 ± 3) + o.5o 1 5) 
0.861 ± + o.5o 1 ± 7) 
20453.0 r7 0.86 ± + 0.50 ± 
Table 6.1: Er3+ eigenvectors for the4F7; 2 multiplet in Cs2NaErQ16 . Energy in cm-1 . 
equation for the observed isotropic splitting that contains all four coefficients a, b, c, d, and 
the two other equations of the form a2 + b2 -::::: 1. The isotropic case is indeterminate. For 
a uniaxial crystal it can easily be shown that the result is a solution for all the coefficients, 
since an additional equation is present. 
The isotropic quartet-multiplet case can be solved indirectly however for states in well 
separated multiplets. This amounts to the additional criterion that there is no J mixing 
of the levels. When a IJ) multiplet is split by a crystal field, the result is a number of 
states which are linear combinations of Russell-Saunders states. The values of the J\!1 
will be split up so that they appear once in the quartet, and once in the doublets. Thus, 
determining the coefficient for the doublets will determine the values in the quartets, since 
the values of the coefficients for the same j\;f value must add quadratically to 1. 
An example is the 4 F7; 2 multiplet of Er3+ in Cs2NaErC16 . This is split by the oc-
tahedral field into one quartet state, and two doublets. By symmetry the constraint 
ar = 1 is imposed. The eigenvectors of this multiplet for a typical crystal field fit 
are shown in table [6.1). There thus exist multiplets that satisfy these seemingly stringent 
conditions. 
These effectively obey the condition that Liar -::::: 1. If we used the Zeeman effect 
to determine the values of the coefficients for the two Kramer's doublets, we will have 
determined the coefficients for the quartet state. 
Expansion to a more general case is however, not possible with the Zeeman effect as 
it is. In a different (lower) symmetry, the wavefunction for tt state will not in general be 
composed of a linear combination of two L - S states. Thus, the Zeeman effect will not 
give explicit information as to the wavefunctions; the equations will be indeterminant. 
However, additional constraints will be imposed on the wavefunctions that may improve 
the crystal field fitting. Since these constraints are physically different from the measure-
ments of eigenvalues (energy levels) there will have to be some thought applied as to how 
these constraints ought to be weighted in any fitting routine. 
Magnetic dipole transitions effectively use the same operator as the Zeeman effect, 
so lines which show a Zeeman effect will allow magnetic dipole transitions. However, a 
measurement of the magnetic dipole transition intensity yields only one observable, so 
the determination of the eigenfunctions from this alone is of no use. Measurement of the 
variation of the transition intensity with the applied magnetic field, which slightly alters 
the eigenvector composition, may lead to additional information. 
The Zeeman Hamiltonian is essentially identical to that used electron paramag-
netic resonance E.P.R. and electron spin resonance E.S.R. Therefore, the use of these 
techniques, which are in addition limited to the ground state, will not be examined fur-
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ther. It should be noted however, that absorption/emission transitions will make extensive 
use of the ground state wavefunction, so it must be very well determined, and anything 
that can lead to additional constraints on its values would be useful. 
The Zeeman measurement of the eigenvector components of each eigenfunction would 
put an absolute upper bound on the uncertainties that are conceivable for the matrix 
elements of the U/' operators. This essentially means that the effect of any uncertainties 
in the data can be exactly determined on the fitted parameters. This is most easily seen by 
examining circular dichroism. The circular dichroism of a Lanthanide ion doped system 
can be written as a matrix equation 
R=MA 
with A a column vector of intensity parameters, M a matrix and R a column vector 
of rotatory strengths. It is only possible to show that the model is incomplete if the 
set of equations that it represents is inconsistent. At present, any discrepancy between 
the calculated and the observed values of the rotatory strength can be either due to 
the eigenvectors being slightly miscalculated or the model itself requiring higher order 
interactions. The only bounds that can be placed on the eigenvector components come 
from Monte-Carlo analysis. If the eigenvector composition could be determined to a 
greater level of certainty, the discrepancies between the theory and calculations would be 
more accurately determined. 
Chapter 7 
Conclusions 
The analysis of the spectra of compounds containing lanthanide ions has been investigated. 
Multiple solutions for the A~ and Afr parameterisations exist due to freedom in the 
choice of the sign of the dipole moments used to express the transition operator. Regard-
less of the number of intensity data points, there can be up to four independent solutions 
to the transition intensity AtP parameters, with an additional trivial factor of two due to 
an overall sign ambiguity. This may mean that many of the existing parameter sets which 
appear contradictory may actually be reconcile-able. 
The multiple solutions that exist for the intensity parameters can complicate the 
problem of testing the validity of the superposition model. Using the full A~) parame-
terisation, there can always be one set of A;:~ parameters in which the t = A parameters 
have a greater contribution to the spectra (due to their magnitude) than another set in 
which the t = A parameters have a relatively insignificant contribution. Adding the ef-
fect of uncertainties in the intensities and the eigenvectors, then for any fitting using the 
full A;:~ parameterisation it may indeterminate as to whether the superposition model is 
a reasonable assumption or not. If the superposition model is explicitly assumed, then 
there is a unique solution to the A;:~ parameters. 
It is possible to transform between the distinct AtP parameter sets that occur due to 
the ambiguity in the parameterisation, and it is possible to transform from the Afr to 
the A~. When the Afr parameterisation is used, these multiple solutions become more 
obvious in the Afr parameters changing sign but not magnitude. 
Original determinations of electric-dipole transition intensity parameters were made 
during this thesis. Intensity parameters for the Pr3+:SrF2/Pr3+:CaF2 systems were ob-
tained during this thesis, and are tabulated in section [3.3.1]. Fitting of parameters to 
the observed transition intensities has been carried out for the Er3+Cs2NaErC16 system. 
Circular dichroism has been examined, and some previous work has been repeated. 
Intensity parameters have been obtained for the Sm3+:0DA, Eu3+:0DA and Nd3+:QDA 
systems using the new parameterisation. The technique applied in this thesis has been to 
utilise a linear matrix equation, instead of the non-linear fitting of transition intensities 
supplemented by the circular dichroism rotatory strengths. The A~ parameters that result 
from the work in this these are different in sign and magnitude from those that have been 
publishes previously. 
Because only a single ( CJ) polarisation is available for most cases the Reid-Richardson 
A~ parameter set will have redundant parameters in it that are merely multiples of each 
other. Because of this parameter redundancy and the use by other workers of transition 
intensities as well as rotatory strengths to determine the A~ parameters, the values of the 
A~, and the Afr calculated from them in this thesis would be expected to be different. 
The hypothesis of the superposability of the lanthanide-ligand interaction has been 
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examined through the investigation of the distribution o{the x2 values returned from 
the fitting of transition in intensities with superposition :p,nd non-superposition sets of 
intensity parameters. This has been carried out for the Cs2NaErC16 , Pr3+:MEF2 and 
Nd3+:YAG systems. 
For non-Kramer's ions in low symmetries such as in D 2 symmetry, it is possible to 
write the intensities as a linear matrix equation. For non-Kramer's ions in the conventional 
symmetries, for example C4v, D2d it is also possible to write the 1f polarisation intensities 
a linear matrix equation. This may improve the quality of the~ determination of the A; 
. p 
parameters, since they do not have to be non-linearly fitted. The problem with this 
method is that the sign of the transition amplitude is required, and only the square of 
this can be currently observed. 
The application of Stark effect splittings to obtain the A[~ parameters appears to be a 
new idea. This is again a linear matrix equation, and so solutions can easily be computed. 
The Stark effect splittings will however be small and in the order of O.lcm-1 even with 
applied fields approaching the technical limit, which is approximately 100 000 V cm-1 . 
The Stark effect has the limitation that the low frequency measurements may mis-
represent the dynamic coupling terms for the intensity parameters. 
It is possible to use Monte-Carlo techniques to estimate the statistical level of confi-
dence that can be attributed to the distinguishability of two minima. Minima which have 
x2 values which are quite close can be resolved, and it can be determined if the parameter 
sets that correspond to each x2 value are distinct. 
Chapter 8 
Future work 
Much has been written on the single-electron operator parameterisation of the transition 
operator. It is well known [Smentek 1985][Smentek 1987] that the second order contribu-
tions to the transition process are not insignificant. These calculations have been carried 
out using the Judd-Ofelt n.A parameterisation of the intensities. Some calculation of the 
contribution to the A~ parameters by the higher order perturbation effects would be of 
use. It would be extremely important if certain effects were calculated to give contribu-
tions to the intensities that are equal to or greater than the existing parameters. 
Similarly, this could be expanded to the magnetic dipole transition operator. It was 
noted in section [3.5.3] that the magnetic dipole intensities are not always accurately 
reproduced by the existing model. There may be some extra higher order interactions 
that cause corrections in the magnetic dipole transition operator [Berry 1986]. Magnetic 
dipole interactions, requiring no free parameters ought to be a test standard against which 
all of the electric dipole processes can be measured. 
It would be sensible to measure the magnetic dipole intensities in a centro-symmetric 
system, where the electric dipole contributions will be zero. Any vibronic electric-dipole 
interactions will occur at frequencies distinct from the zero-phonon magnetic dipole tran-
sitions. Such investigations would determine the accuracy of the magnetic dipole inten-
sities, which are currently assumed to be almost exactly modelled by the conventional 
L + 28 type operator. From the observations of the spectra, the elpasolite minerals 
Cs2NaRE3+Cl6 do not appear to be a very good choice for this type of measurement, as 
the spectrum appears to have many distinct lines which are difficult to distinguish (as-
sign) accurately. Such measurements may influence the understanding of the Zeeman 
interaction operator. 
Measurement of eigenvectors by the Zeeman effect has the possibility of circumventing 
a central problem of the crystal field analysis, which is the need to model the Hamiltonian 
and diagonalised it after fitting the eigenvalues to the observed energy levels. The mea-
sured eigenvectors would naturally include all of the physical phenomenon of the crystal 
field. This will lead to exact values of the necessary reduced matrix elements and matrix 
elements of the operators such as u;. 
·what is possibly more realistic is the investigation of the fitting using Zeeman data 
as well as energy level data. Since this requires the inclusion of different physical values 
energy levels and values of eigenfunctions, there would have to be some criterion decided 
upon for the relative weighting of these a fitting routine. It may also be possible to 
utilise the Zeeman data to determine the completeness of the crystal field Hamiltonian. 
If a certain observable combination of eigenstates cannot be produced by the existing 
model-space Hamiltonian, then it would mean that the additional terms would have to 
included in the Hamiltonian. This is of course important since any spectral calculation 
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requires the highest quality eigenfunctions to describe it. 
Circular dichroism and intensity measurements exist in the literature, although the 
previous work has utilised the A;P parameterisation and as such has been carried out 
without knowledge of the sign ambiguities in the parameters. It would be a triviality to 
utilise the existing data and produce the A;~ parameter sets for many systems. This would 
have the additional benefit that the discrepancy between the model and the experiments 
will be examinable more completely. 
An additional possibility exists in the measurement of excited-state absorption inten-
sities or the addition of some of the existing emission intensities that have been measured. 
The parameterisation of the electric-dipole transition operator results in definite state-
ments being made about the matrix elements for transitions between all of the available 
states. Measurement of absorption data can be reduced to give A;P or n" intensity param-
eters, from which predictions are made about the other transition elements. It is sensible 
to ask how good such predictions are in general and how independent this test is of the 
intensity parameters. For example it may be asked is the set of intensities from emission 
well defined by the parameters found from fitting absorption intensities. 
A similar measurement that contains information from all of the elements form the 
matrix of transitions between the 4jN states is that of two-photon transition intensities. 
The comparison of these methods together would obviously be profitable. 
Appendix 1 
This appendix contains the two publications that were prepared during the work on this 
thesis. The first is Vibronic Intensity Parameters for Cs2 NaErCl6 , which was completed in 
association with M. F. Reid, P. A. Tanner andY. Y. Zhao. This has been published in the 
Journal of Alloys and Compounds, 250, pages 297-301. 1997. The other publication has 
been submitted at the time of writing to Physical review B, and is titled Ambiguities in the 
parametrization of 4fN - 4fN electric-dipole transition intensities. This was completed 
along with G. W. Burdick and M. F. Reid: 
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Introduction 
The theory of optical transitions within the r configurations of the lanthanide and 
actinide ions in crystals has been extensively developed over the last three decades. Zero-
phonon electric and magnetic dipole transitions can now be m'odelled quite successfully. 
The coupling of vibrational modes to the electronic energy levels (vibronic interactions) 
is less well understood. Various parameterization schemes [1-3] have been suggested. 
Previous work on octahedral symmetry cqmplexes of the forn1 MX6 has been restricted 
to transitions from a single multiplet [2] or the effect on the spectra of the coupling of 
only one of the modes to the electronicstates of the metal ion [3,4]. This study analyses 
data from all three vibronically active modes. 
This work is concerned with the electric dipole vibronic transitions of Er3+ in the octa-
hedral environment in Cs2NaErC16 . The octahedral, vibronically active, ErCl~- complex 
is centro-symmetric and so only vibronic electric dipole, electric quadrapole and magnetic 
dipole transitions are observed. 
No Jahn-Teller effects are apparent in the electronic spectra of Cs2NaErCl6 . The 
molecular vibrations have been modelled using the standard method of calculating the 
Wilson G and F matrices, and solving secular and eigenvalue equations for the dynamics 
of the isolated ErCl~- ion. Several force fields were utilised to calculate the average 
amplitude of oscillation for the ligands relative to the central ion, in order to asses the 
effects upon the calculated vibronic intensities . 
Optical transitions arise from the coupling of the electronic states to the radiation 
field. Since the octahedral ErCl~- complex is centro-symmetric, zero-phonon electric 
dipole transitions are forbidden. It is possible, however, for the electronic states to be 
coupled to the odd parity vibrational modes of the system, and thus producing states 
which have mixed parity and can therefore couple to the radiation field. 
The Hertzberg-Teller approximation leads to expressions for the vibronic transition 
operator. We fit the resulting expressions to the intensity data. This leads to derived 
values of the ((intrinsic)) intensity parameters [3]. 
Theoretical 
The symmetry co-ordinates, F and G matrices for the ErCl~- system were taken from 
the literature [5]. The modes of vibration are envisaged as localized in the ErCl~- moeity. 
The various force fields used were the generalized valency force field (GVFF), modified 
orbital valency (MOVFF), orbital valency (OVFF), Urey-Bradley and modified Urey-
Bradley (UBFF) and (MUBFF). 
The moeity-modes vibrations which have been modelled in this study are the infra-red 
active 1/3 and v4 T1u modes, and the inactive v6 T2u mode. Since the v 3 and 1/4 modes are 
both of T1u symmetry the physical modes transforming as T1u irreps will be combinations 
of the two symmetry co-ordinates, the ratios being determined by the force field. In the 
calculations the motions of the Cl- ions relative to the Er3+ ion were required, so the 
transformation into a co-ordinate system co-moving with the erbium ion has been made. 
We label the ligands L1 ... L6, where the pairs £ 1,2 , L3,4 and L5,6 are located on the 
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were eia and eib represent the mixing of the symmetry co-ordinates by the vibrational 
force-field. These values are discussed further in [3]. A summary of the predictions of 
these force fields are given in Table 8.1. · 
Reid and Richardson [3] have proposed a parameterization scheme for vibronic inten-
sities. We review it briefly here. 
In the JM basis the effective f electron zero-phonon transition operator Vq can be 
written as: 
I: l:At~pU/'(A+z, 1-- qjrp)(-l)q, (8.3) 
,\,t,p l 
where A=2, 6 and t = A 1. 
From the superposition model for zero-phonon transitions [6] the A~!P parameters 
can be written as: 
A~P = A;\ L( -l)PC~P(Ro/ R1tt, (8.4) 
I 
where we introduce the intrinsic intensity parameters At, representing the effect of a 
single ligand on the z axis. 
The combinations of the A~P will be scalars of the point symmetry of the rare earth 
ion. We will denote the transition operator inthe point group basis as Vaqi· For vibronic 
transitions, the combinations transform instead as the complex conjugates of the irrep 
(v) of the vibrational mode. The one-phonon vibronic transition operator, Va~i, which 
describes the transition as a simultaneous one-phonon one-electron process, is: 
V dvj _ Ti (d * '*)Q aqi - Yaqi V J dvj, (8.5) 
where the Qdvj operates only on the nuclear coordinates. Vaqi is a function of the param-
eters A~c" v* ( dv*). 
In the Hertzberg-Teller approximation the intensity parameters can be calculated from: 
(8.6) 
The superposition model, combination with equation (8.6) can be used to write the 
At!c*v* ( dv*) parameters in terms of At. This is done in Table 8.2. Evaluation of equation 
(8.6) requires knowledge of the actual motion of the ligands, which are expressed as the 
eia and eib values of equations (1) and (2). Estimations of the values of the Ti\ parameters 
can be found in [6]. The values used here are r[ = 2.5, rl,ri 6, ri, r: = 8 and T~ = 
11. 
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Results 
The absorption spectra of Cs2NaErC16 have been described elsewhere [7,8], and the 
energy-level fits were as in [9,10]. 
From the electronic spectra there is no evidence of a distortion from octahedral symme-
try for the ErCl~- moeity. However, due to zone-boundary contributions and transverse-
longitudinal mode splittings [7], the v3 , v4 and v6 vibronic origins are observed as having 
multiple structure, and not as single bands. For example, there are three components in 
the region of v3 , at 244, 259 and 286 cm-1.' In this study, the oscillator strengths have 
been summed over all spectral components. 
The A~ parameters are fitted to the intensity data. This reduces the number of 
parameters fitted, testing the theory more severely. Using the average values of the eia., 
eib in Table 1, the calculated values of the A~ parameters are given in Table 8.3. Each set 
of vibrational mode data v3 , v4 and v6 was fitted individually, to find three independent 
estimations of the A~ parameters. 
The resulting correlation between observed and fitted vibronic intensities is given in 
Table 8.4. Note that we have not been able to fit all of the observed features of the 
spectrum, as not all of these features can be unambiguously identified. vVe do, however, 
include our estimations of these ambiguous transitions. Compared with other intensity 
calculations, eg [4], the fitting is qualitatively similar. 
At\ parameters obtained from fitting the v3 , v4 and the v6 mode are quite consistent, 
with the exception of the A~ parameter predicted from the v6 mode, whose sign disagrees 
with the result from v3 andv4 . 
These parameters are approximately the same magnitude as those of the UCl~- case 
studied in (3]. These parameter values are similar to typical zero-phonon electric dipole 
intensity parameters, [11]. 
Though the estimated magnitudes of these parameters is inconsistent, their signs, 
which give information on the dominant contribution to the vibronic coupling, can be 
determined with some degree of accuracy. Proceeding naively, we can consider the effect 
of the ligands on the erbium ion to produce two types of contributions to electric dipole 
intensities [7]. Static coupling consists of the ligands producing mixed-parity states in the 
erbium of the which the radiation field interacts with directly and causes transitions with 
the ligands remaining reactionless during the process. In dynamic coupling, the radiation 
field produces transient dipoles which induce transitions in the erbium ion 
For static coupling with negative ligands, we expect signs of the Ar, Ag and Ag to be 
negative and the A5, Aj and A~ to be positive. For the dynamic coupling case the signs of 
the A~ and A~ are expected to be negative in sign, and the Ag parameter to be positive. 
It should be noted that there is an overall, unobservable, negative sign missing in earlier 
work [12]. Our vibronic intensity parameters are, as expected, representative of a mixture 
of dynamic coupling and static coupling. 
The signs then, are in agreement with the empirical rule expressed in [13] that the A~+l 
parameters agree with the dynamic coupling model and the AL1 should have their signs 
as given by the static coupling model. More sophisticated calculations of A~ parameters 
[14] give qualitatively similar results. 
The superposition model predicts that intensity parameters with t ,.\ will vanish. 
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When including them in the fit they were seen to have values at least two orders of 
magnitude lower than the parameters with t ,\ ± 1 and hence they are ignored. 
Conclusions 
The superposition model for vibronic intensities has been tested for the model system 
of ErCl~-. Good agreement between the parameter values predicted from the v3 , v4 and 
v6 modes has been obtained. The signs of the .A; parameters ,~gree for all modes, with 
the exception of the sign of A~ predicted from the v6 data. Overall the signs of the 
parameters are consistent with the signs found in other materials and for the zero-phonon 
case. Furthermore, the sucess of the theory supports the assumption that the vibrational 
modes are localization on the ErCl~- moeity. 
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Table 8.1: Amplitudes of vibration of the ligands in the co-ordinate system of the erbium ion, as 
predicted by the various force fields. 
Force Field e1a e1b e2a e2b 
GVFF 0.48 0.22 0.20 -0.63 
MOVFF 0.50 0.20 0.04 -0.64 
OVFF 0.50 0.20 0.06 -0.65 
MUBFF 0.49 0.17 0.13 -0.66 
UBFF 0.49 0.17 0.14 -0.67 
Table 8.2: Vibronic intensity parameters in terms of the intrinsic intensity parameters. This table 
corrects errors in table 3 of [3]. Ttu and T2u symmetry modes (1- and i -) are denoted by i = 1 or 2 
respectively Ra denotes the equilibrium ligand-erbium distance and M is the ligand mass. 
' A~~1- (i1-) 2Ai(Tfeia- 2eib)/RoNf1/2 
A;~1-(i1-) -2A~( T;eia + 3eib)/ R 0 Nfll 2 A - t ±1 -
AM ('1-) (9/11)1/2 A~(Tteia + 5eib)/ RoNf1/2 A - t ±1 s-(o)1- z -
A;~(1 ) 1 _ ( i1-) (35/11)1/2 A~(Tteia- 6eib)/ RoM112 A - t ± 1 -
A~~(0)1- (i1-) (7 /10)1/2 A~( -T1eia + 8eib)/ RoJ\1!112 
A~~(1_)I- (i1-) (33/10)112 A~(T1eia + 7eib)/ R 0 Nf1/2 
A'\~i-(1-) -(15)1/2 A~/ RoNJ1f2 /\ - t ±1 -A~+_ (i -) (105/4)112At/ R 0 l\IJ112 A - t ±1 s-1- -6+ -_ (33/2)1/2 A~/ R 0 l\IJ112 A7-(o)i- (1 ) 
6+ -- (351/8)1/2 AV R 0 Nf1/2 A7-(1)i- (1 ) 
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Table 8.3: Fitted values of the intrinsic parameters for ErCl~-. Each mode is fitted individually. Note 
the sign change relative to older work, as explained in [11]. Values in 10- 1 ~ cm-1 . The value denoted by 
t is not observable for the l/5 mode. 
Parameter l/3 l/4 v6 
A2 
.1 -10.9 -8.23 t 
A~ -27.0 -1.0 -52.6 
A4 3 62.8 77.1 16.7 Ag 11.0 11.57 25 
A~ -6.7 -20.9 6.9 
A~ -16.4 -4.9 -9.9 
Table 8.4: Vibronic Oscillator Strengths, Pif, for absorption transitions at 20K from the (4 h 5; 2)ars 
level of the Er3+ ion in Cs2NaErCl5. For v3 and v4, the tabulated wavenumbers correspond to the TO 
modes in each case; and for v6 to the ZB mode. The tabulated oscillator strengths are summed over the 
three components each of v3 and v4, and the two components of v6 . Values in parentheses () are model 
predictions and are not included in the fit. 
Wavenumber Terminal vibronic Oscillator strength Pi! /10-8 
cm-1 level Observed Calculated 
6579 ( 4I13/2)r6 + v6 0.0274 0.043 
6600 r 6 + v4 0.083 0.076 
6788,6792 bf8 , bf7 + v4 <0.246 (0.14) 
6942,6946 bfs, bf7 + v6 0.240 (0.14) 
10250 ( 4lu;2)f6 + v6 0.216 0.13 
10271 r 6 + v4 <0.17 0.1 
10318 bfs, r7 + v6 0.152 0.11 
10340 bfs, r7 + v4 0.0990 0.079 
10493 bfs, r7 + v3 0.620 1.01 
12440 ( 4 lg;2)afs + v6 0.156 0.12 
12463 ars + l/4 0.082 0.063 
12507 r6 + v6 0.013 0.007 
12527 r6 + v4 0.0054 0.0091 
12585 bfs + v6 0.058 0.063 
12606 bfs + V4 0.121 0.10 
12680 r6 + v3 0.042 0.090 
'12759 bfs + v3 0.068 0.24 
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Wavenumber Terminal vibronic Oscillator strength Pi! /10-8 
cm-1 level Observed Calculated 
15236 ( 4F9;2)afs + v6 0.411 0.19 
15259 afs + v4 0.040 0.0042 
15330 bfs + v6 0.562 0.548 
15332 bfs + v4 0.722 0.61 
15412 afs + v3 0.049 0.016 
15422 · r6 + v6 <0.25 0.39 
15443 r6 + v4 0.307 0.21 
15505 bfs + v3 0.609 0.65 
15596 r6 + v3 0.454 0.36 
18348 ( 4S3/2)rs + v6 0.279 0.81 
18370 fs + v4 0.929 0.848 
18522 fs + v3 0.519 0.49 
19092 (2 Hn;2)afs + v6 3.86 5.9 
19153 r7 + v4 0.68 1.1 
19216 bfs + v6 14.33 17.0 
19276 r6 + v4 6.94 7.63 
19390 bfs + V3 4.94 5.49 
19428 r6 + v3 4.37 4.21 
20459 ( 4F1;2)r6 + v6 0.47 0.29 
20480 r6 + v4 0.44 0.51 
20529 fs + v6 0.85 0.44 
20551 fs + V4 0.38 0.59 
20570 r7 + v4 0.059 0.075 
20632 r6 + v3 0.766 0.68 
20703 fs + V3 0.233 0.12 
20723 r7 + v3 0.085 0.097 
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Wavenumber Terminal vibronic Oscillat,or strength Pit /10-8 
cm-1 level Observed Calculated 
22139 (4Fs;2)rs + vs 0.175 0.13 
22160 fs + V4 0.068 0.017 
22219 r7 + v6 0.013 0.018 
22240 r7 + v4 <0.007 0.002 
22312 fs + Vs 0.150 0.059 
22392 r7 + v3 0.016 0.0073 
22527 (4F3/2)rs + v6 0.078 0.041 
22250 fs + V4 0.185 0.11 
22701 fs + v3 0.264 0.24 
24513 (2Gg;2)afs + vG 0.18 0.41 
24546 r6 V6 0.22 0.23 
24565 r6 + v4 0.28 0.67 
24605 bfs + v5 0.16 0.06 
24627 bfs + v4 0.20 0.10 
24686 afs V3 0.11 0.118 
24720 r6 v3 0.054 0.052 
24779 bfs + v3 0.53 0.42 
26185 ( 4Gu;2)afs VG 6.27 9.5 
26206 afs + V4 7.80 8.0 
26272 r7 + v6 7.74 10.0 
26292 4f7 v4 0.49 0.32 
26358 afs + v3 2.9 2.95 
26443 bfs v6, r7 + v3 20.7 (23.9) 
26465 bf8 + V4 9.9 9.96 
26498 f6 + V6 38.16 34 
26521 r6 V4 10.60 9.84 
26617 bfs v3 7.26 6.6 
26672 r6 + v3 8.19 8.48 
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ABSTRACT 
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For most symmetries the standard parametrization of one-photon electric-dipole 
transitions between crystal-field levels of the 4fN configuration of lanthanide ions 
produces identical intensities for several quite different parameter sets. An alternative 
scheme makes this multiplicity transparent as independent sign choices for each subset 
of parameters corresponding to distinct polarizations. In addition, the alternative 
parametrization allows separate fits to data for different polarizations. 
PACS numbers: 78.20.Bh, 78.40.Ha, 78.55.Hx 
Judd [1] and Ofelt [2] provided the first detailed theoretical treatments of lanthanide 
4fN 4fN electric dipole transitions. An important aspect of Judd's work was parameter 
fits to total transition intensities between J-multiplets. Subsequently, Axe [3] used Judd's 
formalism to fit data for transitions between crystal-field levels. These parametrization 
schemes (with extensions) have now been applied to hundreds of data sets [4] and are a 
standard tool of lanthanide spectroscopy. 
Judd's ]-multiplet parametrization is the most general one-electron, spin-independent, 
scheme possible. However, Newman and Balasubramanian [5] demonstrated that the 
Judd-Axe crystal-field level parametrization is not so general, since it contains implicit 
superposition-model assumptions, reducing the number of parameters the full set 
required in the general case. Newman and Balasubramanian considered two different 
parametrizations. One, similar to that used by Axe but with more parameters, was 
adapted by Reid and Richardson (6, 7] and has been widely applied [4, 8, 9, 10]. The 
other, which has not been used, separates the polarized intensities for different orientations 
of the electric vector of the radiation. 
In this communication we examine the two crystal-field level intensity parametriza-
tions. In both cases several distinct parameter sets produce identical calculated intensi-
ties. For the alternative parametrization these multiple solutions are seen to arise from 
arbitrary sign choices for each independent group of parameters corresponding to unique 
polarizations, with the magnitudes of the parameters remaining invariant. In contrast, 
for the parametrization used by Reid and Richardson the magnitudes of the parameters 
can vary between the different parameter sets. This presents a challenge to the physical 
interpretation of intensity parameters fitted to experimental data. We give examples for 
systems with D 3 and D 2 symmetry to illustrate the advantages and disadvantages of each 
of the two pararnetrizations. 
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Electric-dipole transitions within the 4fN configuration are forbidden unless an odd-
parity potential mixes in states of opposite parity, either lanthanide states, such as 
4jN~ 1 5d, or ligand states. Rather than consider this mixing explicitly, the parametriza-
tions considered here make use of the concept of effective operators [ 11]. An effective 
operator is defined to have the same matrix elements within the "model space" (in this 
case the 4f N configuration) as the true operator would have acting between the exact 
states (which include contributions from other lanthanide and ligand configurations). 
Since the dipole moment D(l) is a vector and the odd-parity potential is a scalar 
of the symmetry group of the lanthanide site the effective dipole-moment operator Deff 
(which may be considered to be a product of the dipole moment D(l) and the odd-
parity potential [1, 5]) must transform as a vector. As in case of the crystal-field 
parametrization, hermiticity and time-rev_ersal symme'try restrict the effective operator 
to be a combination of tensor operators of even rank. Loosely following Newman and 
Balasubramanian [5] we write a general one-electron, spin-independent parametrization 
for spherical polarization q (q = 0, ±1) as 
D "'B'\ u<>-) eff,q = L-t eq l ) (8.7) 
>.,e 
where )\ = 2, 6 and e is restricted to those values for which the unit tensor operators u?) 
(or combinations of uY)) transform as the same point-group irreducible representations 
(irreps) as D(l). Newman and Balasubramanian used the term "vector crystal field" to 
emphasize that Detf must transform as a vector, as opposed to the ordinary scalar crystal 
field. 
The standard relationships between spherical and cartesian bases, 
D~1> ( -nP> + n0{)/h, 
D~1 ) i(np> + n0{)/h, 
(8.8) 
may be used to obtain Deff,i and BA (i x, y, z). For a uniaxial symmetry, such as D 3 , 
x and y transform as partners of a two-dimensional irrep of the symmetry group. As a 
result, intensities for the x and y polarizations are the same, and are commonly referred 
to as u. The z polarization is commonly referred to as 1r. In lower symmetries, such 
as D 2 , x, y, and z transform as three different irreps and the intensities for the three 
polarizations may be different. 
Parametrization (8. 7) has not been used in intensity calculations. Instead, the fol-
lowing parametrization (adapted from Newman and Balasubramanian [5] by Reid and 
Richardson [6, 7}) is in common use: 
Deff,q L A~U(~1q)( -1)q(J\(p + q), 1-q!tp). (8.9) 
A,t,p 
In this equation A 2, 4, 6, t A 1 or J\, and p is restricted by symmetry. The A~ 
parameters transform according to the tp labels and the A~ (or combinations of Azp) 
must transform as point-group scalars. This parametrization explicitly shows that the 
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effective dipole moment comes from coupling the dipole moment (transforming as 1q) 
with the odd-parity potential (transforming as tp). Equation (8.9) is similar to the Judd-
Axe crystal-field level parametrization. However, the Judd-Axe parametrization restricts 
t to be odd, whereas the general parametrization also allows t to be even. These extra 
parameters are forbidden in the superposition approximation [5, 6, 7], which is implicit 
in Judd's [1] derivations. Though the superposition model may be a good approximation 
in many cases, the extra parameters are crucial for some systems [4, 8]. 
A linear transformation exists between the B~ and AiP parametrizations. By equating 
coefficients of the unit tensor operators in equations (8.7) and (8.9), withe= p + q, we 
obtain 
B(~+q)q = l:A;p(-1)q(.A(p+ q), 1 ~qJtp). (8.10) 
t 
This equation, with the transformation between spherical and cartesian bases (equation 
8.8), may be used to transform between the B~ and Aip· 
The standard parameters for ]-multiplet transitions are then"' parameters [4]. These 
may be written in terms of the AiP or B~ parameters as 
1 """' lA'\ 12 - 1 """' I ,\ 12 n"' = 2,\ + 1 L...- tp - 2,\ + 1 L...- Beq 
t,p e,q 
2,\ ~ 1 I: (IB£xl 2 + IB£~1 2 + IB£~1 2 ) ' 
e 
(8.11) 
where p, e, and q run over both positive and negative values. 
For pure electric-dipole transitions, whether between J-multiplets or between crystal-
field levels, the intensities are calculated from sums of squares of matrix elements of Deff,q 
or Deff,i (q = -1, 0, 1 or i = x, y, z). If the x, y, and z polarizations are distinct there 
are three groups of intensity parameters, B£x, BtY' and Biz, associated with each of these 
three polarizations, and eight equivalent parameter sets, corresponding to the possible 
choices of overall sign for each of these groups. Unless D(1) transforms as a single irrep 
of the site symmetry group, which is only the case for 0, T, and Td symmetry, the sign 
choices will result in very different sets of A~ parameters. 
As an example of a system with a uniaxial symmetry (D3 ) we consider neodymium 
oxydiacitate (NdODA) [8]. Crystal-field level transition intensities in lanthanide oxydiac-
itate systems have been extensively studied by Richardson and coworkers [8, 10]. Spectral 
data are available for most lanthanide ions and relatively consistent sets of A~ intensity 
parameters for transition intensities and circular dichroism have been obtained. The even-
t parameters, forbidden in the superposition approximation, have proved to be essential 
in fitting the intensity data for these systems. 
Since x and y intensities are equivalent in D 3 symmetry, Bel intensity parameters are 
required for only two polarizations and we use the traditional 1f and cr labels, defining 
Be~ Be~ and Bier = Bix· The cr and axial electric dipole intensities and axial circular 
dichroism rotatory strengths are dependent solely upon the nine Bier parameters, while the 
1r polarized intensities are dependent solely upon the three Bf.~ parameters. The two inde-
pendent polarizations result in four equivalent sets of intensity parameters, corresponding 
to arbitrary overall signs for the Bi1r and for the Bier parameters. 
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In Tables 8.5 and 8.6 we list two sets of AtP and B~ parameters. Set 1 is taken from 
May et al. [8] for NdODA. Set 2 gives identical transition intensities. The parameters in 
corresponding columns of the two tables are related by the transformations of equation 
(8.10). vVe only list two parameter sets, since the other two equivalent sets are obtained 
from Sets 1 and 2 by changing the signs of all parameters. Although the A~0 , A~3 , A!0 , 
and A~0 parameters are the same in the two sets, the other AtP parameters are completely 
different, and it would be difficult to guess that the two sets of parameters give exactly the 
same intensities. Note that although the two sets yield the same values of n..\ (equation 
8.11), they do not retain the same contributions from the subsets of "superposition model" 
(todd) and "non-superposition model" (t even) parameters. From Table ~.6 it is apparent 
that the only difference between Set 1 and Set 2 is that all the Bk parameters have been 
multiplied by -1. .. 
Circular dichroism (CD) measurements may be used to reduce the multiplicity of so-
lutions. CD arises from interference between electric dipole andmagnetic dipole moments 
[10] and, unlike linearly-polarized intensities, is linear in the AtP or B~. Unfortunately, 
clue to the optical anisotropy of the crystal, it is only practical to measure CD in an axial 
configuration, thus allowing the overall sign for the Eta, but not for the Bt-rr, parameters 
to be determined. Therefore, inclusion of CD rotatory strengths reduces the multiplicity 
of different parameter sets that yield identical calculated values from four to two, but 
does not distinguish between the two sets given in Tables 8.5 and 8.6. 
Although we have dealt with the specific case of D 3 symmetry, this separation into 0' 
and 1r parameters, with the resultant multiplicity of identical sets, applies to all uniaxial 
symmetries. 
As an example of a system with a lower symmetry (D2 ) we consider Ncl3+:Y3Al50 12 
(Nd:YAG) [9]. Crystal-field parametrizations of systems in D 2 symmetry suffer from the 
ambiguity of having six non-equivalent choices for the symmetry axes, which leads to 
distinctly different sets of crystal-field parameters that yield identical calculated energy 
levels [12]. The ambiguities in the intensity parameters that we discuss here are in addition 
to those from this axis choice. In D2 symmetry the x, y, and z polarizations are distinct 
so there are three groups of intensity parameters, B&, ElY' and Btz, and eight equivalent 
parameter sets. Since the Ncl:YAG crystals contain sites with several different orientations 
only isotropiC intensities may be measured. However, even if the x, y, and z intensities 
could be measured independently, the multiplicity of solutions would still occur. 
Using the "set 3" axis orientation of Morrison and Leavitt [12] Burdick et al. [9] found 
the 18 parameter fit given as Set 1 in Tables 8.7 and 8.8. The other three sets given 
in these tables use the same axis orientation and yield identical values for the. transition 
intensities. Only four parameter sets are presented in Tables 8. 7 and 8.8 since the other 
four equivalent sets differ from these by a single overall sign. The different parameter sets 
retain the same values of n..\ (equation 8.11) but do not retain the same contributions 
from the subsets of superposition model (t odd) and non-superposition model (t even) 
parameters. This poses a challenge for the interpretation of "superposability" tests that 
attempt to determine whether the system obeys the superposition model by examining 
the relative magnitudes of the non-superposition versus superposition model parameters. 
The multiplicity of equivalent crystal-field level transition-intensity parameter sets 
demonstrated here applies to most condensed-matter lanthanide spectra. In almost all 
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site symmetries there are parameter sets with very different magnitudes of individual 
AtP parameter values that produce identical calculated intensities. Only for 0, T, or Td 
symmetry is there a unique solution (up to an overall sign). This multiplicity of solutions 
must be taken into account when comparing fitted with calculated intensity parameters. 
In the Be~ parametrization the multiplicity is transparent, resulting in independently 
varied parameter signs for each of the unique polarizations of the vector crystal field: 
J and 1r for uniaxial crystals; x, y, and z for lower symmetries. In some cases circular 
dichroism measurements may be used to reduce the multiplicity, but this only applies to 
symmetries for which CD is allowed. Even· then, measurements are feasible only along 
the unique axis of the crystal, allowing the overall sign to be determined for the set of 
Bfo. parameters but not for the B£1[' parameters. 
The At~ parametrization has some a~vantages over the B~ parametrization if the 
superposition model may be assumed to hold. Since the B~ parameters intermix contri-
butions from superposition model allowed (t odd) parameters and superposition model 
forbidden ( t even) parameters, a restriction ofthe B~ parameter set to a subset including 
only superposition model allowed parameters is not possible. When intensity calculations 
are confined to superposition-allowed parameters (which is equivalent to using the Judd-
Axe parametrization) the problematic multiplicity of solutions described here does not 
arise and the AtP parametrization gives a unique set (up to an overall sign). However, 
in those systems not conforming to the superposition model approximation, such as the 
lanthanide oxydiacetates [8, 10], the multiplicity of solutions described here is unavoid-
able and the BR_~ parametrization is preferable. Furthermore, if only a subset of the AtP 
parameters can be determined then a multiplicity of solutions can arise even for the Judd-
Axe parametrization. For example, if only J = 0 to J = 2 transitions are measured for 
a system of C3v or C4v symmetry no even-t parameters arise and the intensities may be 
parametrized using { Aio, A~0 } or { B51[', Bia}, with four different parameter choices. In 
this case the magnitudes of the Judd-Axe AtP parameters are not invariant. 
An important feature of the B~ transition intensity parametrization is that parameters 
for different polarizations may be separately fit to experiment. In particular, for a uniaxial 
crystal, the 1r-polarizecl data can be fit to the B£1[' intensity parameters independently of 
the J and axial polarized data (which depend only on the Eta parameters). This is 
crucial when data of only one polarization have been measured. For instance, if only 
axial data are taken, a complete set of AtP parameters cannot be determined, clue to the 
indeterminacy of the 1r-polarizecl spectrum, and the BR_~ parametrization must be used. 
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Table 8.5: Two different A~ parameter sets yielding identical transition intensity calculations for 
NdODA. Set 1 is taken from May et al. [8]. All values have units i x w-12 em. 













Table 8.6: Two different parameter sets corresponding to the AtP parameter sets of Table 8.5. All 
values have units i x w-12 em. 
Set 1 Set 2 
Eia 121 121 
E~()" 23 23 
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Table 8. 7: Four different A;P parameter sets yielding identical transition intensity calculations for 
Nd:YAG. Set 1 is taken from Burdick et al. [9]. All values have units i x 10-12 em. 
Set 1 Set 2 Set 3 Set 4 
A~o 221 221 74 74 
A~2 31 29 91 89 
A~2 -42 -43 -127 -128 
Aj2 -180 146 138 463 
A~o 75 75 -273 -273 
A~2 -60 -312 406 154 
A~4 179 191 -49 -37 
A~2 300 -85 263 -122 
A~4 -373 -367 82 88 
A~2 -87 -193 -15 -120 
A~4 737 294 263 -180 
A~o -112 -112 93 93 
A~2 -92 -41 -173 -122 
A~4 -57 483 -367 173 
A~6 18 -11 234 205 
A~2 -156 -40 -55 61 
A~4 -48 479 -129 398 
A~6 -3 -15 -532 -544 
Table 8.8: Four different B£\ parameter sets corresponding to the At~ parameter sets of Table 8.7. The 
Bfx and Bf'z parameters have units i x 10-12 em. The Bfy parameters have units 1 x 10-12 em. 
Set 1 Set 2 Set 3 Set 4 
Blx 147 147 147 147 
Ely 74 74 -74 -74 
Biz 1 -1 1 -1 
Bix -99 -99 -99 -99 
B{y 174 174 -174 -174 
Biz 282 -282 282 -282 
Bix 225 225 225 225 
Bjy -360 -360 360 360 
Biz -7 7 -7 7 
B~x -9 -9 -9 -9 
B~Y -103 -103 103 103 
Bt -82 82 -82 82 
B~x -221 -221 -221 -221 
B~Y -21 -21 21 21 
B~z -437 437 -437 437 
B~x 418 418 418 418 
B~Y 404 404 -404 -404 
B~z 16 -16 16 -16 
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