Three-dimensional point clouds produced by 3D scanners are often noisy and contain outliers. Such data inaccuracies can significantly affect current deep learning-based methods and reduce their ability to classify objects. Most deep neural networks-based object classification methods were targeted to achieve high classification accuracy without considering classification robustness. Thus, despite their great success, they still fail to achieve good classification accuracy with low levels of noise and outliers. This work is carried out to develop a robust network structure that can solidly identify objects. The proposed method uses patches of planar segments, which can robustly capture object appearance. The planar segments information are then fed into a deep neural network for classification. We base our approach on the PointNet deep learning architecture. Our method was tested against several kinds of data inaccuracies such as scattered outliers, clustered outliers, noise and missing points. The proposed method shows excellent performance in the presence of these inaccuracies compared to state-of-the-art techniques. By decomposing objects into planes, the suggested method is simple, fast, provides good classification accuracy and can handle different kinds of point cloud data inaccuracies. The code can be found at https://github.com/AymanMukh/Pl-Net3D
I. INTRODUCTION
The advent of deep neural networks offers a great potential for 3D shape recognition using point cloud data. These networks can work directly with unsorted point clouds [1] - [4] , uniform voxel grids [5] - [10] , or multi-view images of an object [11] - [22] . Growing popularity of 3D scanners has spearheaded the development of these networks for point cloud analysis to manipulate 3D objects physically and in videos. The main difficulty with processing data generated by 3D scanners is the measurement inaccuracy, such as noise or outliers, which may arise due to reflective surfaces of objects or sensor flaws [23] , [24] . These inaccuracies can cause considerable problems for most point cloud applications, particularly for object recognition, which is studied in this paper.
The majority of existing 3D shape classification methods are designed to work on clean data, which would often fail if some inaccuracies exist in the input data. A comparative study of recent deep learning networks for object The associate editor coordinating the review of this manuscript and approving it for publication was Mehul S. Raval . classification showed that the performance of most methods degrades significantly as the inaccuracy levels (noise or outlier) increase [25] . An example of this is shown in figure 1 , where the average accuracy of some well-known networks on ModelNet40 dataset are plotted for several outlier ratios. The plot shows that the classification accuracy of these methods drop significantly for different levels of the outlier ratio.
We point out that pre-processing data (i.e. denoising) by applying hand tuned filters is not a satisfactory solution because these filters often require big processing time and their implementation involves tuning several parameters, which are often application dependent. On another point, training neural networks with augmented data (by adding noise, outlier, etc.) can enhance their robustness. However, training with inaccuracies is not desirable because it makes them part of the object, which affects the downstream processes such as object manipulation and reconstruction.
Inspired by the use of primitives for robust geometric fitting, and the success of deep learning techniques in classification tasks, we propose a new approach for robust object classification called PL-Net3D (Plane Net 3D). PL-Net3D combines both approaches for processing of geometric data VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ as follows: The point cloud is first converted into planar patches (segments) by using a robust planar surface fitting algorithm. Once the point cloud has been segmented, we extract several parameters about those segments and feed these parameters into a deep neural network for object classification. The overall methodology is similar to sequentially using data filters (to remove inaccuracies) followed by a classification network. However, the use of filters has to produce clean data, for which we have no measure of its success and won't be able to produce any feedback based on its performance. In our approach, however, we feed the planes' parameters directly to the neural network, where the network has the opportunity to learn the behavior of the robust fitting procedure. Robust segmentation of point cloud data to planar patches (as primitives) is a well-studied topic in computer vision and there are many methods to deal with point cloud inaccuracies in this process [26] . However, the use of primitives in classification has been limited due to the following reasons:
• Lack of rotation invariance: If the object is rotated, its segments will also rotate.
• Lack of segmentation repeatability: Multistructural data segmentation is inherently ill defined and repeatability cannot be guaranteed.
• Lack of specified order: The segmentation result is often unordered where order is a very important element in most learning techniques.
The recent developments of deep neural networks have taken a stride in addressing these issues. In particular, PointNet [4] has been designed to work with an unordered input and to handle input perturbation, rotation and transformation. PointNet architecture provides a symmetric function for every input, making the network independent to input order. In addition, PointNet uses two transform networks to handle the issues of rotation and transformation.
The contributions of our work are twofold. Given the fact that a plane is one of the simplest 3D primitives and can be used to model many man-made objects, our first contribution is to show (in section III) that the shape of common geometric entities such as spheres, cones and cylinders can be properly represented by a collection of planar patches. Our second contribution stems from taking advantage of this knowledge and building a successful robust 3D object classification method (see section IV), which outperforms state of art methods in the presence of noise and outliers (shown in figure 1 ). To keep the computation pipeline simple, we use a RANSAC based plane fitting algorithm for the segmentation task [27] .
The rest of this paper is organized as follows: Section II discusses the existing literature on the use of deep neural networks for 3D point cloud classification and robust segmentation techniques. Section III describes the proposed framework for robust 3D object classification. Section IV compares the performance of the proposed method against some state-of-the art deep learning networks using standard databases. Section V discusses the limitation of the proposed framework. Section VI concludes the paper.
II. RELATED WORK A. OBJECT CLASSIFICATION USING DEEP NEURAL NETWORKS
With the success of deep learning networks for object classification in images, there have been many attempts to implement these algorithms for 3D object classification. One widely employed approach, inspired by 2D convolution neural networks (CNNs), is rendering images of an object from several views to capture all the shape appearances, and feeding these images into 2D CNNs [11] - [22] . Each image is fed into its own CNN layers where their outputs are combined using a max pooling layer. Another similar approach is to use a panoramic image of the 3D shape and feed it into a 2D CNN [12] , [13] , [18] . So far this approach has achieved the highest classification accuracy on the ModelNet dataset, mainly when using a pre-trained model on ImageNet dataset [19] , or by implementing a special designed pooling layer to capture all features from multiple views [15] . Despite their good accuracy for 3D object classification, these methods do not use the 3D volume information of the scene and therefore are hard to generalize for scene understanding and shape completion [4] .
Another approach is to use 3D CNNs on 3D voxels generated from the point cloud [5] - [10] , [28] . Voxels divide the space into small uniform grids with values that could be binary, normal orientations, or density. The initial grid size was limited to 30 3 due to the high computational cost, which limits these methods performance in classification tasks. However, with the use of octree, finer resolution was achieved with up to 256 3 voxels [8] .
The third approach deals directly with the point cloud, either by feeding individual points to the neural network (e.g. PointNet [4] ), or by applying feature extraction methods to the point cloud and then feeding those features to the neural network [1] - [3] , [29] , [30] . PointNet directly works on unsorted point cloud [4] ; the five shared Multi-layer perceptron layers and the max pooling layer at the start of the network make the network order invariant. The remaining part is a series of fully connected layers which aggregates features learned from the first part and performs the classification. The network was later extended to PointNet++ [1] by adding a hierarchical structure to PointNet that learns local structures at different scales by using the farthest point sampling. PointNet++, unlike its predecessor, can extract local features that helps with semantic segmentation of complex scenes. In SO-Net [3] , the authors propose the use of selforganized-maps (SOM) along with PointNet. The proposed framework extract points features also in a hierarchical way. kd-network [2] uses a Kd-tree based algorithm which is used to obtain shape descriptors of objects, and a neural network to compute vectorial representations of each node of the tree. Combinations of the above approaches were also proposed with varying success [7] , [31] , [32] .
In a related study [33] , 3D rectangles are used as primitives to represent objects. These primitives were generated by applying a recurrent neural network (RNN) to find all primitives sequentially. The network was trained on some primitive based ground truth. Our proposed method is somewhat similar since we also use a primitive (i.e. plane) to represent objects. However, our approach is fundamentally different because our primitives have no fidelity to the existing data and therefore can tolerate the existence of outliers.
B. CHALLENGES IN PROCESSING POINT CLOUDS
One of the main challenges in processing real-world point cloud data is the presence of data inaccuracies. In a previous study [25] , we investigated the robustness of several state-ofthe-art point cloud classification methods in the presence of noise, missing points and outliers. In comparing the performance of these methods, we showed that almost all existing methods fail in the presence of at least one of the three types of inaccuracies. Direct methods fail to overcome outliers, where the classification accuracy dropped significantly even at low outlier levels. However, direct methods demonstrated good robustness against noise and missing points, especially PointNet [4] . Even though Oct-Net [6] (belongs to the 3D CNNs category) showed better robustness to outliers and noise compared to direct methods, there was still a significant drop in the classification accuracy in the presence of outliers. Additionally, the classification accuracy dropped significantly when points are missing. Other networks from 3D CNNs use 30 3 voxels, where the appearance of shapes with this small resolution can greatly be altered by a small augmentation in the point cloud. MVCNN [11] , in the 2D CNN category, showed that 2D CNNs are vulnerable against all three types of inaccuracies, mainly missing points and outliers.
C. ROBUST MODEL-BASED SEGMENTATION
Model based segmentation is the task of dividing a scene into a series of simple geometric shapes like planes, spheres and cylinders. The approach stems from the fact that most man-made objects are designed using these shapes as primitives. Robust model-based segmentation of visual data (with high levels of noise and outliers) has been the focus of considerable research in computer vision with many techniques proposed over the years.
Several robust estimators were developed over the years such as the Hough transform [34] , RANSAC [27] , Mean shift based [35] , RHA [36] , J-linkage [37] , KF [38] and AKSWH [39] . Arguably, the most famous segmentation method for robust estimation of model parameters is the Random Sample Consensus algorithm (RANSAC). RANSAC uses random sampling to get the minimal sets required to define a model (i.e. three points for plane), and grow the initial models by finding all their inlier points. Its later alternatives [40] - [45] modify the sequential fit strategy or the random sampling used by RANSAC. RHA simultaneously finds multi-model instances from the residual distribution per individual data points. J-linkage computes the preference of data points, and then uses an agglomerate clustering algorithm to estimate data model. KF uses the Mercer kernel to remove outliers and generate a Reproducing kernel hilbert space. Nonlinear principal component analysis and spectral clustering are then applied to the hilbert space to reveal relations between data points. AKSWH uses a modified kth ordered scale estimator to estimate the inliers and weighing function to assign weights to each hypothesis.
The comparative analysis of the above methods showed that sequential RANSAC is fast and still achieves similar levels of robustness compared to other methods [46] . As such, we used sequential RANSAC due its simplicity and speed for our model-based segmentation task. The details of our method is discussed in section III.
III. PROPOSED METHOD (PL-Net3D)
As shown in figure 2, our proposed method consists of two parts: Robust segmentation and deep neural network based object classification. These two parts are outlined below.
A. ROBUST SEGMENTATION
Plane is one of the simplest geometrical primitives that is uniquely defined by three points in 3D space. Planes have the capacity to accurately approximate commonly encountered man-made objects, even those that are made of higher order primitives such as cylinders, spheres and cones. Figure 3 shows instances of multi-plane representation of such VOLUME 7, 2019 FIGURE 2. The proposed framework: The RANSAC based algorithm segments the object into planar patches. These patches parameters are then taken as an input to PointNet for object classification. Each planar vector is fed into a separate multi-layer perceptron (MLP). A max pooling layer aggregates their information into a global feature vector; the global feature vector is then fed to several fully connected layers (FC); the FC layers are then followed by a classification layer. Input and feature transformations are achieved through Two transformation networks (T-Net).
objects. The main advantage of using planar segments is that it sidesteps the challenging model selection problem. In fact, the comparative study of Gheissari [47] showed that the model selection problem for point clouds is very difficult to solve without using high level information. As such, we constrained the putative models in the robust geometric fitting section to planar models, only.
For a given point cloud X = {x 1 , . . . , x N } where x i ∈ R 3 , the proposed algorithm returns a set of planes = {θ 1 , . . . , θ M } with a predefined number of elements (M ) and thresholds (δ). In our implementation, we have used the fit and remove RANSAC algorithm to extract the planar primitives. The detail of this procedure is explained in Algorithm 1.
The initial step is to find point surface normal vectors S = {s 1 , . . . , s N }, which is required later in the inliers selection step. The normal vectors are calculated based on fitting a plane to n number of neighboring points [48] . In this paper, the number of neighboring points was selected either within a certain radius (0.25 in the normalized cube) or fixed (50 points). After that, at the start of each iteration, a subset x ⊆ X of nine neighboring elements is randomly drawn. Then we use the least square estimate to generate the plane hypothesis i for the selected subset of points. The corresponding consensus set (I) is then found such that its points distance from i is less or equal than a distance threshold δ, and their surface normal should also be less or equal than the angle threshold δ n . After 100 iterations, we select the plane i that has the maximum cardinality (max consensus set), store its information and remove its consensus set. This fit and remove process is repeated until the stopping criterion is satisfied (5% points are left, or the M number of planes are selected).
For every plane, we extract several information about its size, direction, number of inliers and location. The normal orientation of the plane (norm) is extracted from the plane equation: 
i angle between s i and the normal to θ ∀i
points. The plane center location (cen) is calculated from the median of the consensus set, cen = median(I ).
The extent of each plane along its two major axis (L, H ) is first found by projecting the consensus set from 3D space into a plane, and then estimating the median absolute deviation (MAD) along each axis.
Finally, the above values are stacked to form the vector The proposed framework, while simple, is demonstrated to be robust to the presence of a high level of data inaccuracies, such as outliers, which is detailed in the next section.
B. NEURAL NETWORK STRUCTURE
To perform the object classification, we initially used a simple neural network which consists of a series of fully connected layers. However, the performance of such network was poor due to the three points mentioned in the introduction. Therefore, with the given success of PointNet [4] , we adopted its overall structure in our methodology.
The outline of PointNet is shown in figure 2 . PointNet consists of a series of shared Multi-Layer Perceptron (MLP) layers, a Max pooling layer, a series of fully connected layers and a classification layer. We feed a MLP for each given input vector; i.e., if we have M input vectors, we have M groups of MLP. These M groups of MLPs share the same parameters. The MLP layers are then followed by a Max pooling layer which aggregates the features of the given MLPs into a global feature vector. The processing of aggregated features (global features) are performed by a series of fully connected layers and, finally, a classification layer. The use of shared MLP layers along with the max pooling layer provides a symmetric function for each input, making the network orderless. To achieve the required levels of rotation, translation and scale invariance, two transformation networks (T-Net) are also employed within the MLP layers. The first one is used to align rotated points by predicting the rotation transformation matrix. The second is used to align point features. These two networks have the same design as the main network.
In our adaptation of the above method, instead of directly feeding points to PointNet, the parameters of all planar patches returned by the robust segmentation algorithm are now taken as inputs. In this case, the transformation matrix M T , returned by the first T-Net, is multiplied by the planes coordinates and their normal orientations, while other input values, such as plane dimensions, are not changed.
The novelty and major contribution of our work stems from the fact that the proposed framework classifies objects in terms of their primitive appearance, rather than their measured point cloud, making it independent of points augmentation (robust to the influences of random perturbation of measurement data).
IV. EXPERIMENTAL RESULTS
To show the advantages of the proposed framework for object classification, in particular its robustness to the effect of noise and outliers, we present a comparative study including an extensive set of experiments. We first explain the common datasets and the way the success for this task is measured. We then compare the proposed method with the state-of-theart classification methods and discuss the effect of noise, missing points and outliers on these methods.
A. DATASET
We used both versions of the Princeton ModelNet datasets to evaluate the performance of the proposed framework. Mod-elNet40 contains point clouds of 40 different shapes, with 9,843 point clouds for training and 2468 sets for testing. On the other hand, ModelNet10 contains many point clouds of 10 different shapes with 3,991 sets for training and 909 sets for testing. The datasets were obtained from PointNet paper [4] , where each object point cloud in these datasets consists of 2,048 points, which are normalized within the unit sphere.
B. IMPLEMENTATION DETAILS
The distance threshold in algorithm 1 was set to 0.08. The effect of the threshold value is explained in section D. Point normal vectors are calculated as described in section 3A. The differences as a result of those choices are described in sections C and D. Planes size, direction, fraction of inliers, and location are used as the input vector. The number of planes was fixed to 20 planes in all experiments. The effect of the input vector values, and the planes number are also discussed in section D. The learning rate is set to 0.001. The categorical cross-entropy loss function and the Adam optimizer are used. The batch size is set to 32, the number of iterations is set to 250. For training the neural network, we used three combinations of the training dataset: Two with normal thresholds set to 0.1 and 0.3, while the third one was perturbed with N (0,0.01), with normal threshold set to 0.3. For testing the neural network, we only used the test dataset with normal threshold set to 0.3. Table 1 shows the classification accuracy of the proposed framework. The confusion matrix for ModelNet10 is shown in figure 4 . These results show that the proposed framework performance on perfectly clean data is not significantly different to those achieved by other recently published works. Occasionally, the performance of our method can be slightly lower on the perfectly clean data since there are points in any given point cloud that would not be segmented as part of any geometric primitive. However, as it will be shown, when the data is not perfect due to noise and outliers, the proposed framework performance is superior to the state-of-the-art methods. Figure 5 shows the training convergence for the first 100 epoch.
C. CLASSIFICATION ON CLEAN DATA
Training our method (including segmentation) takes around three and half hour using the ModelNet40 dataset (12311 objects) on a single core Intel(R) CPU E5-1650 v4 processor running at 3.60GHz, with a 12 Gb TITAN Xp GPU. Training the original PointNet would take at least twice as much time on the same machine.
The reported result is achieved when using a distance threshold value of 0.02, normal threshold of 0.3 and when points normal vectors are calculated from 50 neighbouring points. The classification accuracy for the other threshold values are reported in the next section. If point normal vectors are calculated from the surrounding points within a radius of 0.25, the classification accuracy will be lower by around 0.5 to 2 percentage points.
D. EFFECT OF INPUT PARAMETERS
We investigated the effect of changing input parameters on the classification accuracy of the proposed framework. Figure 6 shows the classification accuracy on clean data for different combinations of the input vectors, including the number of planes and distance thresholds (in RANSAC) as well as the network inputs in terms of plane parameters FIGURE 6. These figures show the classification accuracy versus: The number of planes, threshold value for RANSAC and the choice of different input parameters. Here, ''f'' denotes the use of a fraction of inlier points, ''cen'' denotes the use of plane center coordinates, 'dim' denotes the use of plane dimensions, ''dist'' denotes the use of plane distance from origin and ''norm'' denotes the use of plane normal orientation as inputs. Points normal vector is calculated based on the 50 neighboring points and the distance threshold for the first and the last figure is set to 0.2.
(e.g. center coordinates, median width and height of its points, inlier fraction and its normal orientation). It can be seen that the algorithm is not sensitive to either the noise scale threshold or the number of planes when the number of planes is beyond twenty. Figure 6 also shows the effect of individual plane parameters on the overall accuracy and how using the combination of those parameters is advantageous in terms of improving the overall accuracy. For the experiments shown in Figure 6 , point normal vectors are calculated using the 50 neighboring points, with the normal threshold set to 0.3.
For the following robustness tests, as mentioned in section B, we trained our neural network with 0.1 and 0.3 normal thresholds and used 0.3 during the testing stage. Point normal vectors are calculated from points within a 0.25 radius (within a normalized cube). We introduced small perturbation of N (0,0.01) to the training dataset. Our experiments show that training on these conditions provides higher accuracy (better robustness) for the augmented data.
E. EFFECT OF OUTLIERS
We conducted a number of experiments to measure the effect of the existence of outliers on the classification performance of different methods. Similar to Ning [49] , we classified outliers to be scattered and clustered. Both scattered and clustered outliers were added to the point clouds as shown in figure 3 . Scattered outliers were generated by adding uniformly distributed points to all instances of each object model. Clustered outliers were added as groups of points throughout the model volume. We generated this type of outliers by fixing the overall percentage of outliers to be ten or twenty percent, while the number of clusters was chosen in such a way that each cluster consists of 10 or 20 points. Points in each cluster are normally distributed with zero mean and standard deviations of 4% and 6%. Figure 7 shows that the classification accuracy of our proposed method drops by only 3% at 20% outliers, and 19% at 50% outliers. OctNet classification accuracy also shows relatively good robustness and its accuracy only drops by 20% at 2% outlier, and also maintain its performance at larger outlier percentages. Other methods show little robustness to the presence of outliers while their performances drop significantly, even when the percentage of outliers is very small.
The robustness of our proposed method to the influence of outliers results from the robustness of the geometric fitting (using RANSAC) we use to segment the objects. The primitive fitting included in our method is patently robust to the influence of outliers. Similarly, the 3D CNNs used in OctNet, which look for high level information such as edges, corners and surfaces, are robust to the influence of outliers and the method shows good robustness against scattered outliers. Other competing methods are all point based methods and any augmentation of data can significantly affect their performances (e.g. the max pooling layer in PointNet will take these outliers as maximum or the Kd-Net builds a different tree, based on the existing outlier points).
The classification accuracy for different percentages of clustered outliers for the proposed method and Octnet are shown in table 2. Our framework accuracy drops to between 65 to 80% in all three cases, while Octnet drops to less than 50%. Compared to scattered outliers, clustered outliers are more likely to be considered as part of an object and as such, the classification accuracy for both methods are worse in comparison to the scattered outliers at the same percentage point.
F. EFFECT OF MISSING POINTS
Similar to [1] , [3] , [4] , we applied our method to models with missing points. Figure 8 shows the comparative performance of our proposed method when complete models (2048 points) of clean data were used for training. The classification accuracy of our method drops by 2.2% and 7% VOLUME 7, 2019 when 50% and 70% of points are missing respectively. Overall, PointNet has the highest performance when the number of points is reduced. The classification accuracy of OctNet drops significantly after 50% of the points are missing, while Kd-Net achieves lower performance to our proposed framework, except after 90% of the points are missing. Overall, the results show that most methods are fairly robust to the effect of missing points up to around 50%. This is largely due to the fact that objects in point cloud datasets often have many data points and a few missing points would not affect the classification outcome.
G. EFFECT OF NOISE
To examine the effect of measurement inaccuracy on the object classification performances, point clouds were perturbed by adding normally distributed zero mean values, ranging from 2 to 10 percent of the maximum measurements. The classification accuracy of these methods for a wide range of added noise levels are shown in figure 9 . Both the proposed method and Octnet show good robustness, even in the presence of fairly large amounts of perturbation. The performance of other competing methods drop significantly for perturbations above 2%.
Furthermore, we performed some additional experiments to assess the capability of the proposed method and Octnet to handle noise and outliers. We used three combinations of noise and outliers, as shown in table 3: additive noise of N (0,0.02) with 20% scattered outliers, additive noise of N (0,0.02) with 40% scattered outliers, and additive noise of N (0, 0.04) with 20% scattered outliers. Our method achieved higher classification accuracy than Octnet, as the latter is heavily influenced by the presence of outliers.
The above comparative results using the state-of-the-art methods show that only OctNet can handle outliers and high levels of noise, while its performance against missing points is relatively poor. Our proposed method achieves higher robustness to outliers and missing points and produces significantly better accuracy, while it achieves similar levels of robustness to noise at high levels.
V. LIMITATION AND FUTURE WORK
Our framework provides a robust object recognition method using point cloud data. As we use planar patches to represent objects while some objects may not be fully decomposed into planar primitives, the classification accuracy is few percentages behind other state of art methods on clean data. In addition, thresholds value, number of planar parts (planes) need to be provided to the algorithm, which requires the user to tune these parameters in order to achieve the best results.
The ways to automate the tuning of these parameters will be addressed in our future work.
VI. CONCLUSION
Three-dimensional point clouds captured by laser scanners are often noisy and contain outliers. To overcome these inaccuracies, we proposed and developed a geometric based deep learning method that uses planar primitives to identify objects. The proposed method is simple, fast, yet able to provide good classification accuracy, even on data with significant amount of noise and outliers. The use of planar patches to represent objects has also reduced the network training time. The proposed method has been extensively tested and compared with the state-of-the-art methods for several kinds of inaccuracies, such as scattered and clustered outliers, noise and missing points. The results show that the proposed method is significantly more robust to the effect of outliers as compared to the best existing methods, while having favourable performances in dealing with missing points and additive noise inaccuracies. Overall, the strength of our algorithm against point cloud inaccuracies is summarized in table 4.
