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Abstract: In this paper I’m describing the basics of the ontology which is well-known term for the 
knowledge management workers or researchers. However, it is still not well-known in the other areas. 
I’m covering the most typical use cases and roles of ontologies in the enterprise information systems 
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1.  What is an ontology 
1.1  Short history and definition  
The word ontology has Greek origin, but it was used for the first time in connection to work of the 
German philosopher Christian Wolff in the 17
th century. The roots of the ontology as a discipline of 
philosophy lead to ancient Greek at 4
th century B.C. – to the Aristotle and his disciples and to his texts 
Metaphysics  and  Categories  (Šmajs  &  Krob  1991;  Svátek  &  Vacura  2007).  The  main  goal  of  the 
ontology philosophy is a description of the world and this is also the main goal of the information 
ontology  which  was  defined  in  the  1993  by  T.  Gruber  in  (Gruber  1993):  “ontology  is  an  explicit 
specification of the conceptualization”. 
There  are  many  other  definitions,  I  personally  prefer  that  one:  “ontology  is  a  formal  explicit 
specification  of  the  shared  conceptualization”,  which  is  also  formally  assigned  to  Gruber,  but  it  is 
actually mixture of the original Gruber definition and definition of W. N. Borst (Borst et al. 1997). 
According to (Sklenák 2003) we can describe the definition by the following characteristics: 
  Conceptualization means that the ontology is a simplified abstract model, which covers some 
part  of  the  world  and  tries  to  identify  all  relevant  concepts  in  that  part,  i.e.  in  a  particular 
knowledge domain. 
  Explicit means that concepts should be defined unambiguously with all needed conditions for 
theirs use. 
  Formal implies that the ontology should be described in a way which allows to be processed 
by machines. 
  And finally the word shared means that the ontology should be created with the respect to the 
shared  knowledge.  Concepts  in  the  ontology  shouldn’t  be  understandable  only  for  the 
individual  who  create  it  but  for  a  wide  auditory  –  at  least  for  the  experts  of  the  particular 
knowledge domain. 
Ontology  could  be  imagined  as  an  explicit  and  formalized  description  of  some  area  of  human 
knowledge,  which consists of a  glossary (contains  definitions of the terms) and  thesauri (contains 
relations between terms) and that structure is stored in some machine readable format – e.g. in XML. 
1.2  Anatomy of the ontology 
There are many elements which can be contained by ontology, but there are four elements which are 
essential and common for all ontologies: instances, classes, attributes, and references.  
  The individual is the basic building object, instance of the ontology. VOJTECH KUSY 
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  The class is the set of individuals of a certain type; it can also contain subsets or subclasses. 
  The attributes describe the characteristics of the individual. 
  The reference is one-way and sometimes bi-directional link between individuals; it is actually  
a special kind of attribute whose value is a different individual in the ontology. 
Sometimes  the  fifth  element,  event,  is  being  listed  as  the  part  of  the  essential  elements.  Event 
indicates any change in the attribute or reference in the ontology. 
Ontologies  (especially  the  heavy-weight  ontologies)  usually  contains  other  components  such  as 
various limits and conditions (how many elements and which type might be referenced), if-then rules 
or axioms. 
A formal description of the ontology is called meta-model of the ontology. The meta-model specifies its 
descriptive and derivative abilities and it defines what the ontology may contain, what nodes, what 
links, how it is possible to specify the rules, etc. Every ontology has exactly one model, but many 
ontologies can be created using the same model (Tyl 2007). 
1.3  Ontology Types 
Ontologies could be categorized by several aspects; see more at (Svátek & Vacura 2007; Cimiano et 
al. 2004). The most common type of the categorization is the source of the conceptualization. This 
type  of  categorization  divides  the  ontology  space  into  the  four  sub-sets:  foundational  ontologies, 
domain ontologies, task ontologies, and application ontologies; see Fig. 1. 
 
Fig. 1 Ontology types. Adapted from (Obitko 2007). 
1.3.1  Upper ontologies 
The  first  type  is  so-called  upper  ontologies  (often  also  called  foundational,  generic  or  top-level 
ontologies). These kinds of ontologies have the highest level of abstraction and they try to capture the 
general patterns that are valid across all factual domains. Therefore they are often used as a basis for 
building  new  ontology  or  as  a  framework  for  the  merger  of  several  specific  ontologies  (see  the 
following two types). Currently, there are three most common upper ontologies:  
  The Suggested Merged Upper Level Ontology (SUMO)
1 
  OpenCyc
2 
  Basic Formal Ontology (BFO)
3 
It is advisable to use one of the  upper ontologies when development of the new custom ontology is 
needed. They define the top level concepts and provide complete framework and template structure of 
terms, relations and axioms. Because most of the today-available ontologies were built on top of these 
upper ontologies, the new ontology will be compliant with  large amount them and thus it can inherit 
from them without any additional work  or at least with a significantly less work , i.e. without  need of 
operations such as ontology matching, aligning or mapping. On the other hand none of these generic 
upper ontologies can 100% perfectly match with needs of any arbitrary ontology, so use of the upper 
ontology always implies compromise at some point. However the benefits of the upper ontology 
foundational base should compensate that. 
                                                       
1 http://www.ontologyportal.org/  
2 http://www.cyc.com/platform/opencyc  
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1.3.2  Domain ontologies 
The domain ontologies are the most common type of the ontologies. They contain knowledge specific 
to  a  particular  domain  of  the  real  world  (e.g.  medicine,  genetic  engineering,  library  science, 
geography,  etc.).  Today  there  are  already  thousands  of  different  ontologies  –  both  open  and 
proprietary  –  in  different  ontological  languages  and  they  are  ready  for  immediate  use.  The 
representatives of that kind of ontology are for instance: 
  Gene Ontology – ontology for genomics, 
  Disease Ontology - ontology for mapping disease and relevant conditions to the competent 
medical codes,  
  Dublin Core - a simple ontology for documents and publishing (primarily for the WWW 
environment), 
  Friend of a Friend (FOAF) - ontology for describing persons, their activities and for the 
description of their relations to other people and objects, 
  and many others. 
1.3.3  Task ontologies 
Task ontologies contain generic models of knowledge task and methods of solving them. The focus of 
the ontology of that type lays more on the processes of the inheritance. The typical use cases for that 
type are diagnostics and configuration issues. 
1.3.4  Application ontologies 
And finally, the most specific are application ontologies, which contain various combinations of the 
previous types of ontologies adapted for the specific use in a particular application (Sklenák 2003). 
1.4  Deep and Shallow Ontologies 
After categorization by purpose, there is another type of categorization which is just bipolar: every 
ontology  could  be  categorized  by  its  expressivity  as  the  deep  (heavy-weight)  ontology  or  as  the 
shallow (light-weight) ontology (Corcho 2003). On the Fig. 2 is shown the graph of some of the well-
known ontologies on the scale of the expressiveness. 
 
Fig. 2: An ontology expressiveness spectrum of some of the well-known ontologies and some 
of the generic ontology types. Source: (Bruijn, 2003) 
1.4.1  Lightweight/Shallow Ontologies  
Light-weight ontologies are similar to taxonomies: it is just shallow description of the reality. They 
include concepts, concept taxonomies, relationships between concepts and properties that describe 
concepts. However, the practice have shown, that this simpler approach is often enough to solve the 
problem. 
1.4.2  Heavyweight/Deep Ontologies 
As  the  name  suggests,  deep  ontologies  are  trying  to  model  the  domain  including  the  “inner 
mechanics”  of  the  domain.  They  inherit  concepts,  concept  taxonomies,  concept  relationships  and VOJTECH KUSY 
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properties contained by light-weight ontologies, but they add axioms and constraints to them. This kind 
of ontology is much harder to build and maintain, but is more robust and gives us better possibilities 
for use in operations such as automatic ontology reasoning, semi-automatic or even fully automatic 
ontology building, development or merging. 
The foundational ontologies and ontologies built on top of them are the typical examples of the deep 
ontologies. 
1.5  Ontology reasoning 
The reasoning is an important feature of ontologies and it is also the one of the reasons why the 
ontology specification needs to be strictly formalized. By reasoning we mean (automatic) deriving facts 
that are not expressed in ontology explicitly. Basically all of the ontology formalisms were created with 
the outlook of automatic processing. However, there are still some limitations – e.g., it is not possible 
to provide reasoning for some properties due to decidability or computational complexity or even due 
to the level of formality (Obitko 2007). 
There  are  dozens  of  reasoners  under  both  public  domain  and  commercial  license  listed  at  the 
Wikipedia
4 or at the W3C website
5. 
The reasoning is an essential operation which could be used for various purposes: 
  It can fill in missing properties of the ontology instances, if they are implicitly known. 
  It can automatically merge several task or domain ontologies into the one application ontology. 
  It can be used for ontology integrity constraints validation. 
There are  also other operations such as ontology aligning, mapping or matching, but there is not 
enough space to cover all of them. 
2.  Typical use of ontologies in informatics 
As already hinted theirs typology, it is possible to use ontologies in computer science to solve the 
following problems: semantic analysis and  search for the semantic meaning in the data; semantic 
modeling;  conceptualization  and  categorization  of  knowledge;  creation  of  the  taxonomy  trees; 
integration, unification, aggregation of the data and knowledge; and also for knowledge sharing. 
Today we can find many of applications in the fields of artificial intelligence, data mining, software 
engineering, biomedical informatics, library science, information architecture, and especially in expert 
and knowledge systems. In a nutshell we can say that the ontologies could be applied everywhere, 
where we work with knowledge, with complex data and metadata. 
2.1  Semantic search and conceptual tagging 
Intelligent tagging or document categorization and clustering is one of the most common applications 
of the ontologies in the knowledge-based systems (KBS). Ontologies are used in conjunction with the 
methods  of  data  mining,  machine  learning  and  artificial  intelligence  for  the  advanced  documents 
tagging on the basis of the concepts found in the document content. So instead of searching for a set 
of keywords we are trying to identify a vector of the key concepts of the document (Pham et al. 2007). 
This approach has at least two advantages. First, it allows to handle documents in the multi-language 
environment, because concepts are not limited to certain language – concepts are language-agnostic 
by definition. Second, concepts are unique and exact in comparison to the keywords which could have 
multiple  meanings  in  the  same  language  (or  alternatively  we  can  say  that  one  keyword  could 
reference to multiple concepts). The advantage of this second feature is a much better precision of the 
search queries, document aggregation etc. 
Intelligent  tagging  can  be  applied,  for  example  on  the  categorization  of  scientific  articles,  books, 
products, or for automatically built catalog of Web pages. Quite far in this field reached news and 
media companies, e.g., project Calais developed by news agency Thomson-Reuters
6. Thanks to the 
combination of the ontology-based knowledge base of general knowledge about the real world with 
                                                       
4 http://en.wikipedia.org/wiki/Semantic_reasoner  
5 http://www.w3.org/2007/OWL/wiki/Implementations  
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advanced methods of natural language processing (NLP), text mining, data mining and entity retrieval  
Calais is able to semantically parse any newspaper article with relatively high precision and determine 
what  people,  places,  and  organizations  are  contained  within  the  article  and  it  also  automatically 
selects keywords and main topic or category of the article. 
2.2  Data, information and knowledge integration, unification and aggregation 
Ontology is often used when processing of data from many sources is needed (Pardo et al. 2012). 
Heterogeneity of such data is usually unavoidable and it has various reasons: 
1.  Different organizations use different software and different data formats. 
2.  There are several alternative standards worldwide for the formal description of some area. 
Processing  of  data  from  many  sources  through  the  ontology  is  very  effective.  The  ontology  is 
inherently ensuring the integrity and unification of the processed data. The question may be whether it 
pays off to invest in the building of the ontological repository. Fortunately, thanks to reusability of the 
ontologies, we can often re-use the already existing ontologies and thanks to ontology operations such 
as  ontology  merging  and  reasoning  we  can  combine  the  original  ontologies  into  the  one,  which 
contains all the needed classes and properties of the original ontologies. Ideally, the merging of the 
ontologies is processed automatically (e.g.  when the particular ontologies are based on the same 
foundational ontology); so tremendous part of the human resources could be potentially saved during 
that operation. 
Examples for that use case could be presented on the problem of land cover analysis across multiple 
countries when each country has own system of land cover categories based on its natural landscape
7 
(Čerba  2011;  Buccella  et  al.  2011)  or  data  integration  in  the  petroleum  industry  (Nimmagadda  & 
Dreher 2007). 
Recently ontologies are also receiving increasing amount of popularity used in conjunction with areas 
of knowledge discovery in databases (KDD) and specifically with data mining, where the processing of 
the  heterogeneous  and  incomplete  data  is  often  needed.  The  most  common  use  cases  includes 
storage, processing, filtering, validation (Canhoto 2007) or enrichment of mined knowledge (Zhou & 
Geller 2008) or discovery of previously unknown patterns in the data (Kotsifakos et al. 2007), which is 
attained by filtering of a priori knowledge from the data, stored in the ontology repository. 
Applications of data mining, KDD, NLP and ontologies could be also found in the area of Competitive 
Intelligence (CI): mining the knowledge about the market and competitors (Chen et al. 2008) or to 
segment products and brands (Liao et al. 2009). 
In addition to saving of the knowledge itself ontology could be also used for storage of the metadata 
relating to the mining process itself: the characteristics of the used resources together with the order,  
settings, operations and algorithms used for mining (Xodo 2007). 
2.3  Complex modeling 
Ontologies  can  be  used  for  complex  modeling  in  the  areas  of  Computer  Aided  Design  (CAD), 
Computer  Integrated  Construction,  (CIC),  Building  Information  Modeling  (BIM),  Computer  Aided 
Process Planning (CAPP) or Computer Aided Manufacturing (CAM).  
In (Ramos 2010) is ontology used for storing and conversion of the CAD formats; in (Beetz et al. 2009; 
Q. Z. Yang & Zhang 2006) is ontology used as an stronger semantic alternative to a “native” BIM 
format Industry Foundation Classes (IFC)
8. There are also projects to develop automated system for 
construction building validation against the constraints (Yurchyshyna & Zarli 2009) or for construction 
assistant where system delivers an optimal solution based on the specific and complex technical 
                                                       
7 Countries with access to sea have land cover standards with dozens of categories for the shore and 
sea levels, on the other hand continental countries with mountains have standard with dozens of 
categories based on mountain type and height. 
8 IFC is defined in the future standard ISO/PAS16739 Industry Foundation Classes, which is still in 
progress and it is built on top of the ISO 10303 Automation systems and integration STandard for the 
Exchange of Product model data (STEP). IFC uses e.g. EXPRESS language which is  defined in the 
STEP standard. VOJTECH KUSY 
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constraints and local conditions stored in the form of entities and rules in the ontology (Saa et al. 
2012). 
Motivation for the use of ontologies in these areas targets mostly the problem of interoperability issues 
because especially in the domain of the construction industry  there are usually dozens of experts 
equipped with different software whose are involved in the single project and whose need to access 
the  construction  plans  or  the  model  of  the  building.  Another  motivation  could  be  the  use  of  the 
information stored in the model by the other systems across the organization or enrichment of the 
model  with  the  information  retrieved  from  the  other  systems.  Industry  Foundation  Classes  (IFC) 
format,  which  is  key  element  of  the  building  information  modeling  (BIM)  interoperability  strategy, 
targets that issue as well; however there are opinions that consider IFC formalistically weaker than 
ontology and claim that use of ontology instead of IFC would imply higher level of consistency and 
thus also higher level of automation in processing (Beetz et al. 2009). 
2.4  Enterprise ontologies 
Interesting group of ontologies in the context of enterprise information systems are those, which focus 
on the domains such as enterprises organizational structure, its business processes, and its complete 
information  architecture.  These  ontologies  are  usually  part  of  some  package  of  tools  for  the 
description  of  business  processes,  tools  for  design  of  enterprise  architecture  or  as  part  of  the 
framework  for  building  business  applications.  These  ontologies  are  known  mostly  under  theirs 
acronyms, which will be described further in the following paragraphs: ARIS, REA, TOVE, AIAI EO, 
CEO, SAP ontology, and EO. 
2.4.1  Architecture of Integrated Information Systems (ARIS) 
ARIS method contains the framework (and ontology) for modeling company and the main objective is 
to  enable  the  description  and  development  of  information  systems,  which  are  integrated  into  the 
organizational structure through business processes (Davis 2001; O’Leary 2010). 
2.4.2  Resources-Events-Agents (REA) 
REA  has  its  origin  in  the  accounting  database  systems  with  a  theoretical  basis  in  the  theory  of 
accounting measurement. It contains key concepts such as the duality of events and relations at the 
level of equity flows, management and accountability. This ontology is also recently became a part of 
two  standards:  ISO  15944-4  (Open-EDI)  and  UN/CEFACT  are  partly  based  on  the  REA  (O’Leary 
2010). 
2.4.3  Toronto Virtual Enterprise (TOVE) 
TOVE was originally focused to the creation of the shared terminology, which would be “understood” 
by every enterprise application. Today it is made up of a group of 13 TOVE inter-connected ontologies 
involving  for  example  ontology  of  activities,  resources  quality  ontology,  production  ontology, 
organizational ontology and 9 others (O’Leary 2010). 
2.4.4  AIAI’s Enterprise Ontology (AEO) 
TEO is a part of the British “Enterprise Project” developed by AIAI
9, which includes a set of integration 
tools called “Enterprise Toolset” for the development of enterprise systems. TEO provides standard 
terminology contained in the Enterprise Toolset and also form the basis of the terms that are used in 
the communication between agents – whether it is human or software agent (Stadder 1997). It defines 
the roughly 100 dates and a few axioms. It has 5 primary classes: meta-ontology (entity, relationship, 
role, actor, status), activities, and processes (activity, ability to plan, resources), organizations (unit, 
legal entity, ownership, management), and strategy and management (O’Leary 2010). 
2.4.5  The Core Enterprise Ontology (CEO) 
The mission of the CEO is the construction of an industrial strength enterprise ontology with use of 
synthesis of the four selected enterprise ontologies: TOVE, AIAI’s Enterprise Ontology, Cycorp's Cyc® 
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Knowledge Base ontology
10, and enterprise data model ontology based on The Data Model Resource 
Book
11 (Bertolazzi et al. 2001). 
2.4.6  SAP ontology 
Also, we cannot miss the ontology, which is used globally in the SAP enterprise framework. This meta-
ontology was created specifically for the SAP framework and describes how to interpret and structure 
stored data or instances (Ingvaldsen & Gulla 2010). 
2.4.7  Enterprise Ontology (EO) 
I placed the EO at the end of this section, which was defined by Dietz in  (Dietz 2006). This is a 
comprehensive  theory  and  methodology  of  enterprise  ontology.  The  theory  contains  a  series  of 
axioms (axiom of transaction, axiom of composition and more), and the time model theorem. By use of 
such  elements,  it  is  possible  to  create  a  model  company  (O’Leary  2010).  The  theory  is  also  the 
cornerstone  of  the  relatively  newly  defined  field  of  "Enterprise  Engineering",  whose  purpose  is  to 
combine  the  relevant  portion  of  the  traditional  sciences  concerned  with  the  organizations  with  the 
sciences  relating  to  information  systems  and  develop  new  theories  and  methodologies  for  the 
analysis, design, implementation and deployment of future enterprises (Dietz 2008). 
 
 
Fig. 3 State of Linked Data sources as of September 2011, colors marks different kinds of 
ontologies. DBPedia – as the most important cross-domain ontology is in the middle. Source: 
Linking Open Data cloud diagram, by Richard Cyganiak and Anja Jentzsch, http://lod-cloud.net/ 
                                                       
10 http://www.cyc.com/  
11  Len  Silverston,  W.H.Inmon,  Kent  Graziano :  The  Data  Model  Resource  Book ,  Wiley,  1997,  
ISBN: 978-0-471-15367-2 VOJTECH KUSY 
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2.5  Linked Data 
Linked  data  is  a  method  for  publishing  structured  data  (usually  in  an  ontological  format,  such  as 
Ontology Web  Language  (OWL)  and  Resource  Description  Framework  (RDF) and  interconnecting 
them through Hypertext Transfer Protocol (HTTP) and Uniform Resource Identifiers (URI). 
Principles of Linked Data, defined by Tim Berners-Lee (Berners-Lee 2006): 
1.  Use URIs to identify things. 
2.  Use HTTP URIs so that these things can be referred to and looked up ("dereferenced"
12) by 
people and user agents. 
3.  Provide useful information about the thing when  the  URI is dereferenced, using standard 
formats such as RDF/XML or SPARQL. 
4.  Include links to other, related URIs in the exposed data to improve discovery of other related 
information on the Web. 
Linked Data is built on top of Internet technologies and ontologies and it is  a most significant part of 
the Semantic Web . Linked Data has in genera l  great effect on implementation of ontologies in 
enterprises and government organizations since it allows  publishing information or knowledge in the 
form of structured data and receiving them from the Web. Knowledge received from the Web could be 
used, e.g., to enrich the knowledge which is hold or currently processed by the organization itself and 
has great potential to add value “for free” – see available international semantic Linked Data resources 
at Fig. 3. 
Development in the field of Semantic Web gave also some of technologies which are used among the 
whole  ontology  domain,  e.g.  Ontology  Web  Language  (OWL),  Resource  Description  Framework 
(RDF),  Resource  Description  Framework  Schema  (RDFS),  SPARQL  Protocol  and  RDF  Query 
Language (SPARQL), etc. 
2.5.1  e-Government ontologies 
Electronic  government  (e-Government)  is  related  with  the  world  of  Linked  Data  and  enterprise 
ontologies and it has been one of the most active areas of ontology development during the past 
seven years. The main goal of the e-Government is to allow the interchange of information between 
departments when providing public services to citizens and businesses through  Internet and allow 
information exchange in the high complexity environments. Ontologies are being used to describe and 
specify e-Government public services (e-services) such as e-Justice, e-Health or e-Work to facilitate 
the  semantic  integration  and  interoperability  of  the  services  or  they  are  used  to  ease  the  system 
design by modeling  the citizens behavior (Fonou Dombeu & Huisman 2011; Guijarro 2009). 
There are national initiatives in the Europe (e.g. United Kingdom - eGIF
13, France - ADAE
14, Denmark 
- DIF
15) as well as the initiative of the European Commission - IDABC
16. 
All significant  e-Government  semantic assets could be found at the JOINUP
17  portal, funded by 
European Commission. 
I’ve chosen several examples of the e-Government ontologies to illustrate this category: European 
projects  OntoGov,  DIP,  TerraGov,  and  SemanticGov  and  North-American  project  called  oeGOV 
ontology – to name at least several significant examples. 
                                                       
12 term “dereference” means to expand the URI and read the structured data provided by the owner of 
the URI 
13 e-Government Interoperability Framework (eGIF), http://www.cabinetoffice.gov.uk/e-government/  
14 Agence pour le Développement de l'Administration Électronique (ADAE) http://www.adae.gouv.fr/  
15 Danish e-Government Interoperability Framework (DIF), http://www.itst.dk/  
16 Interoperable Delivery of European e-Government Services to public Administrations, Business and 
Citizens (IDABC), http://europa.eu.int/idabc/  
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2.5.2  OntoGov (EU) 
OntoloGov project provides a complex and holistic solution for consistent composition, reconfiguration, 
and  evolution  of  e-Government  services.  It  is  based  on  the  Semantic  Web  services,  business 
modeling,  and  SOA  principles.  OntoGov  contains  set  of  ontologies  which  are  focused  on  the 
description  of  the  e-services  and  theirs  lifecycle.  According  to  (Sabol  et  al.  2010),  the  OntoGov 
approach  focuses  mainly  on  the  software  engineering  side  rather  than  on  the  detection  and 
orchestration of the government services. Because of that, the interpretation of how the ontologies 
could be used in the practical scenarios is vague. System built on the OntoGov platform lacks certain 
degree of transparency and needs expert knowledge for maintenance and usage. 
2.5.3  TerraGov (EU) 
TerraGov project provides specialized e-Government ontology and the project is aimed at the local 
and  regional  governments.  The  idea  is  to  build  a  interoperability  SOA-based  center  which  will 
concentrate the public web services and enrich them with semantic description (Sabol et al. 2010). 
2.5.4  DIP project (EU) 
The vision of the DIP project
18 is “…to produce a new technology infrastructure for Semantic Web 
Services (SWS) - an environment in which different web services can discover and cooperate with 
each other automatically. DIP's long term vision is to deliver the enormous potential benefits of SWS 
to e-Work and e-Commerce.” (Harand & Domingue n.d.). DIP provides probably the most complex 
platform for semantic interoperability and wide range of  tools for semantic modeling of web services 
and processes, where e-Government is just a part of the whole solution (Sabol et al. 2010). 
2.5.5  SemanticGov (EU) 
Unlike the TerraGov project, the SematicGov project is aimed towards the pan-European solutions – it 
was aimed to pave the way to the administrative dimension of the European unification (aka “Common 
European  Administrative  Space”)  by  facilitating  the  communication  amongst  EU  national 
administrative  systems  and  resolve  the  incompatibilities  between  the  particular  public  authorities 
(Sabol et al. 2010). 
2.5.6  oeGOV (USA) 
oeGOV
19 is an initiative started by the commercial company TopQuadrant for “establishing foundation 
ontologies  for  data  source  navigation,  data  aggregation,  data  transformation  and  sense-making” 
(Hodgson 2009) as a part of the e-Government initiative supported by the government of the U.S. In 
contrary to the European projects, this project is limited to developing of the oeGOV ontology to allow 
interoperability  between  U.S.  Government  branches,  agencies,  departments,  offices  and  state 
governments  and  to  enrich  the  Open  Data,  published  through  the  portal  DATA.gov
20,  with  the 
semantic description. 
3.  Selected ontology applications in Czech Republic 
3.1  InteGRail - Intelligent Integration of Railway Systems (ČD, a. s.) 
InteGRail is an EU funded project which is part of the EU strategy for sustainable surface transport. 
The general objectives of this strategy lie in the reduction of both of the costs and ecological burden, 
while maintaining the same level of safety. The specific goals of this project are between 2000 and 
2020 to increase the rails market three times and to double the share of train transport of cargo and 
passengers. The project consists in the development of completely new information platform called 
InteGRail, which is able to provide informatics support to all of the main areas of the railway systems. 
The  main  advantage  is  the  easy  implementation  of  new  standards  and  their  immediate  and 
understandable  sharing  and  the  predictability  of  how  change  in  one  area  affect  other  areas  and 
uniform interface to access various sources of information. 
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One of the key components of this new platform is the Railway Domain Ontology (RDO). The ontology 
is used to a comprehensive InteGRail data modeling. It is used for the definition of the interface (static 
behavior) and also for the processing of data and information (dynamic behavior). One of the main 
reasons for the use of ontology was the need to unify information from many heterogeneous sources-
such as data from different suppliers. At the same time it is possible to directly exchange information 
through RDO (Nenutil 2008; Verstichel et al. 2011). 
3.2  Help Desk (DELTAX Systems, a. s.
21) 
The  system  provides  automated  support  for  the  reception,  registration  and  processing  of  users 
technical support, which automates most of their processing by providing all the information available 
to the issue from the both of the internal and external sources. The system represents one of the first 
practical implementations in the ontologies and the Semantic Web in the Czech Republic. According 
to presentation materials one of its key features are the quality of the used Czech morphology and 
application of modern principles of mathematical linguistics (Tax 2005). 
3.3  Information refinery (Telefónica O2 Business Solutions, spol. s r.o.) 
The  information  refinery  is  a  system  that  focuses  on  monitoring,  analysis  and  processing  of 
information  sources  and  provides  automated  information  archive  storage.  The  archive  can  be 
searched on the principle of contextual analysis and multi-level associated multilingual thesauruses 
and dictionaries. Other services include personalized e-magazine with information and background 
research  deliverables  focused  on  the  particular  disciplines  of  interest,  corporate  and  group  e-
magazine, competitive intelligence, comparison of the offers and demands and information call-center 
(automation of answers to questions of clients or employees of the company). A key component of the 
entire  solution  is  the  ontology,  which  enable  Information  Refinery  to  provide  such  features  as 
multilingual processing, searching in semantic surroundings and using conceptual consistency, ability 
to work with morphology in different languages, the ability to detect terms composed of several words 
(Telefónica O2 Business Solutions spol. s r.o. n.d.). 
3.4  Project  “The  strategic  information  in  the  security  of  the  state”  (University  of 
Defence, Brno) 
Czech Republic participated in the international project “The strategic information in the security of the 
State". In the frame of the solution of this project a prototype application was created and it aimed to 
organize  strategic  information  from  the  area  of  strategic  studies  in  defense  and  security.  Custom 
ontology for searching and analyzing documents was developed as the part of the solution (Janoušek 
& Procházka 2006). 
3.5  MENTAL and K-Gate knowledge based systems (University of Defence, Brno) 
MENTAL and K-Gate
22 are ontology driven knowledge based systems for decision support built on top 
of Tovek server and Aion Topic Maps engine 2nd generation (AToM2) with focus on Network Enabled 
Capability (NEC).  NEC  is  a  military  method  of  use  of  the  information  systems  to  deliver  “right 
information, to right place, in right time – and not too much". The goals of the K-GATE system are 
(Burita et al. 2012): to provide comprehensive information on the branching problem of NEC domain 
through  a  customized  web  interface  and  to  create  an  optimal  basis  for  further  development  of 
knowledge based system with decision support with the focus on the goals of NEC: precise contexts 
delivery at the right time and to the right place. Later the authors broaden their research by adding  
a new goal – a proposal of general methodology for creating knowledge based system for decision 
support,  which  can  be  applied  to  any  other  problem  domain  or  an  interconnected  set  of  problem 
domains. The most accented factor for development of this methodology is the fact that information 
and data sources of the NEC are continuously changing and broadening. Thus new ontology was 
developed with emphasis on its openness, ease of maintainability and resilience to changes. 
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3.6  Catanomy® and Neonomy® (Empyreum, k. s.) 
According to (Anonym 2009a) Catanomy ® is an electronic market of know-how opened to both types 
of  clients:  to  subjects  which  offer  some  exclusive  (normally  unavailable)  content,  and  also  the 
subjects,  which  need  some  content  of  that  kind.  The  value  of  the  knowledge  embedded  into 
Catanomy®  increases  thanks  to  the  integration  of  knowledge  from  many  of  the  vendors.  So  the 
customer  gets  to  knowledge  of  the  other  subjects,  but  only  to  the  extent  that  currently  needs. 
Protected query interface is the only possible way for the customer to get to the knowledge and it is 
also a natural protection against the exploitation of knowledge. Because of the use of ontologies, the 
system is able to integrate knowledge from heterogeneous sources and it enables users to use the 
conceptual search engine. 
Neonomy® is characterized as a knowledge-based information system for professional and personal 
use, based on the principle of describing reality, which serves as the central repository of professional 
and personal knowledge over which additional applications could be build. Examples of use cases 
include on-line directory of contacts, notepad, manual or bulk billing, blog, enterprise portal or family 
photo gallery (Anonym 2009b). 
4.  Discussion 
4.1  Ontology and its roles in information systems 
As  I’ve  shown  in  the  previous  sections,  the  ontology  has  become  the  backbone  of  the  modern 
enterprise information systems. It is used for various tasks at all levels of the application software in 
the  company:  to  ensure  the  safety  of  the  building,  to  manage  the  production  lines,  to  collect 
information  from  the  geological  survey,  for  medical  diagnostics,  to  gather  information  about  the 
competition at the market. 
It represents a  universal  knowledge management platform, thanks to which it is relatively easy to 
share  knowledge  across  the  whole  company  and  to  allow  cooperation  and  integration  of  the  all 
subsystems.  In  addition,  it  allows  the  company  to  communicate  with  the  outside  world  -  allowing 
including a substantial knowledge of the surroundings into the business processes and also it makes 
available knowledge of the company to business partners or customers. 
Deployment  of  ontology  in  enterprise  architecture  generally  also  leads  to  a  higher  degree  of 
automation, since business data (or knowledge) are unified and fulfill integrity restraints, thanks to 
nature of ontology. 
4.2  Ontology applications in Czech Republic 
I’ve found several seven projects which were built on top of the ontologies. Around half of the projects 
were projects funded by European research programs: e.g. Intelligent Integration of Railway Systems, 
MENTAL  and  K-Gate  knowledge  based  systems. The  rest  of  the  applications  were  developed  by 
commercial companies: Help Desk (by DELTAX Systems, a. s.) or Information refinery (by Telefónica 
O2 Business Solutions, spol. s r.o.). 
These  applications  are  focused  on  knowledge  discovery,  knowledge  communication  and 
interoperability, competitive intelligence and decision support. Except the Catanomy and Neonomy are 
all of these applications intended for use in big organizations such as corporations or government 
departments and agencies. It seems that except the European grants there is no national program to 
support research or development in this area. 
4.3  e-Government and Open Data 
Despite the fact that this paper is focused on ontologies in enterprises I’ve included the e-Government 
section 0, where I’ve listed several examples of e-Government ontologies. The reason for inclusion 
was the fact that the government and its services (or e-services in our case) are the ever-present part 
of the enterprise neighborhood. 
Open Data and e-Government initiatives are great opportunities for wider spread of the ontologies. 
These initiatives are strongly connected with the idea of the lean and transparent public administration 
of a state and that idea is not feasible without the strong support of the information systems and VOJTECH KUSY 
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without the efficient exchange of reusable information and knowledge in the complex environments – 
which is exactly the area where ontology excels. 
European Commission supports e-Government continuously; currently the European e-Government 
Action  Plan  2011-2015
23  is in execution. The one of the goals is to reach envisage use of  e-
Government services is 50% of citizens and 80% of businesses by 2015. This is  a strong support 
towards the common electronic semantic-driven communication. 
4.4  Synergy with the KD tools 
Ontologies are also closely linked to the areas of knowledge discovery (KD) such as natural language 
processing, text mining, image recognition, machine learning, etc. These technologies could help to 
convert the big pile of unstructured data generated by people with the each new day to structured data 
or to enrich the existing resources with metadata. These areas are very important for the real-world 
usage of semantic technologies because it is hard to imagine that all of the data, which man ever 
produced, has to be manually processed and enriched by the needed semantic metadata as well as it 
is not feasible to expect that man would have to spend half of its working time to assign all the kinds of 
proper metadata to his documents. On the other hand ontologies have its place in these knowledge 
discovery (KD) technologies as a knowledge-rich resource or as knowledge storage for the mined 
knowledge. Many examples of use of ontologies in conjunction with text- and data mining could be 
found in (Xodo 2007). 
4.5  Ontology and learning organizations 
The current developments in the field  of enterprise  information systems demonstrates the truth of 
Peter Drucker’s words, who, according to (Sodomka 2006), claimed that the information are the only 
meaningful source for business and other factors of production such as labor, land and capital are 
becoming  second-class  resources.  This  statement  is  illustrated  with  the  example  of  the  known 
founders of multinational and global corporations such as Tomáš and Jan Baťa, Henry Ford, or Gerard 
Phillips. All of these men understood very well the importance and value of the information and they 
built their future empires using the principles of a network learning organization using the sophisticated 
knowledge  management  systems.  “In  the  long  run,  the  only  prosperous  (network)  learning 
organizations will be those, which completely cover theirs value chain and show flexibility and adaptive 
capabilities to allow this cover to be maintained and extended through the flexible transformation of 
their own inner structure." (Sodomka 2006). 
Ontology  as  a  theoretical  framework  for  knowledge  processing  and  formalization  has  all  the 
prerequisites to provide the required coverage of the all know-how, processes, inputs and outputs for 
the company. By the following the best practices in the ontology development, the implementation of 
ontology-enabled KBS is sufficiently robust and sufficiently flexible and adaptable as is required by the 
definition  of  the  “prosperous”  learning  organization.  And  one  shouldn't  forget  the  other  important 
features of the ontology: interoperability and reusability. 
4.6  Future trends 
Use of semantic technologies including ontologies in the industry field will continue in a steady rise. 
However, a massive grow in this area cannot be expected in the near future as there is no hype 
around the semantic technology which could be compared, e.g., with the new versions of the common 
Internet standards such as HTML 5 or CSS 3 – see Fig. 4 and Fig. 5. The expansion will be more 
gradual and most likely it will take about a decade before the semantic technologies will become a 
common technology. 
Obstacles for the broader ontology applications in the industry are in particular the complexity of the 
implementation,  the  lack  of  professionals,  the  lack  of  high-quality  domain  ontologies  and  also  the 
prices of the commercial solutions. 
Besides the research sector, ontologies are implemented mostly by corporations or governments so 
far – i.e. large organizations that have enough resources and funding for experimental development 
and research and which are big enough, so the use of ontologies have significant advantages even 
when they are used internally. The semantic-driven e-Government and Linked Data initiatives are the 
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biggest  opportunities  for  wide  adoption  of  ontologies  or  semantic  technologies  in  general. 
e-Government initiative is supported by many governments including, e.g., the European Commission 
or the U.S. Government. Linked Data initiative is widely supported among the all Internet community. 
The complexity of the ontologies leads to the trend of the adoption from the bigger organizations to the 
smaller ones. 
In  research  field,  there  are  still  open  questions  regarding  to  proper  ontology  development 
methodologies  and  best  practices  (Fonou  Dombeu  &  Huisman  2011)  and  there  are  still  many 
questions in the broad area of the interdisciplinary use of ontologies for different purposes. 
 
 
Fig. 4: Trends for search terms: ontology, linked data, open data, e-Government.  
Source: Google Trends: http://www.google.com/trends/ 
 
Fig. 5: Trends for search terms: ontology, semantic, html5, css3, mobile website.  
Source: Google Trends: http://www.google.com/trends/ 
5.  Conclusion 
Nowadays, we can meet ontologies already at all levels of the enterprise information systems from the 
transactional  systems  through  management  information  systems  or  decision  support  systems  to 
executive information systems and expert systems. 
After initial description of various types of ontologies I showed on the specific examples that ontologies 
have  their  fixed  place  in  enterprise  information  architecture  already  and  thanks  to  the  increasing 
support of the Semantic Web and thanks to advances in other areas such as artificial intelligence, data 
mining,  machine  learning  or  NLP  will  become  ontology,  or  the  semantic  technologies  in  general,  
a common standard for the exchange of information or knowledge in the future. 
After a brief presentation of the various typical roles of ontologies in information systems I’ve tried to 
introduce some representatives of the ontology projects and applications in the context of the Czech 
Republic which is probably not complete, but illustrates the current state of progress in this country in 
this area. VOJTECH KUSY 
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In the discussion, I held the view that current penetration of ontologies isn’t high enough, but we will 
see a constant grow in the future which will be supported mostly by the Semantic Web, Linked Data, 
Open Data and e-Government initiatives which are using the ontology as a tool for knowledge storage 
and exchange. However, the breaking point when the semantic search replace the full-text search as 
the default tool for the information retrieval is still far ahead.  
I can safely claim that ontologies and semantic technologies will slowly but continuously take more 
important role in the information systems and in the communication between them and thus they will 
become  ubiquitous  technology  in  the  near  future  –  until  a  better  way  of  knowledge  storage  and 
exchange method will be found. 
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