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Cap´ıtulo 1
Introduccio´n
1.1. Algoritmos estructurados
En los inicios del A´lgebra Lineal Nume´rica, como es natural, los algoritmos se disen˜aron
a fin de poder ejecutarse sobre la clase ma´s amplia posible de matrices, idealmente sin
restriccio´n alguna. Los algoritmos ma´s ce´lebres del ca´lculo matricial, como eliminacio´n
gaussiana o el algoritmo QR se desarrollaron con la idea de aplicarlos a matrices comple-
tamente arbitrarias. En el curso de los an˜os, estos algoritmos se han ido perfeccionando
gradualmente, incorporando todo tipo de mejoras y modifica´ndose en el sentido de hacerlos
ma´s ra´pidos, ma´s robustos y ma´s precisos. Gracias a ello disponemos a fecha de hoy de una
panoplia de algoritmos de cara´cter general ra´pidos y fiables, ampliamente testados y que
resuelven de manera satisfactoria gran parte de los problemas matriciales que se presentan
en la pra´ctica.
Sin embargo, estos algoritmos de cara´cter general, que llamaremos convencionales para
distinguirlos de los algoritmos estructurados, no son siempre la mejor opcio´n a la hora de
resolver un problema: con frecuencia, las matrices u operadores lineales que aparecen en
las aplicaciones no son arbitrarios, sino que suelen tener estructuras especiales, bien como
consecuencia de las propiedades f´ısicas subyacentes al modelo (simetr´ıas, invariancias,...)
o, por ejemplo, debido a la discretizacio´n de la que surge el problema lineal que se debe
resolver. Si la dimensio´n n del problema no es demasiado grande y se dispone de un buen
algoritmo convencional para resolver el problema, ignorar la estructura puede ser una buena
opcio´n. Sin embargo, cuando n es grande, o cuando hay que resolver muchos problemas
similares de manera sucesiva, puede ser necesario sacarle partido a la estructura a efectos
de reducir el coste computacional del algoritmo empleado.
La estructura de una clase de matrices puede manifestarse de maneras muy distintas.
Puede venir dada, por ejemplo, por relaciones de igualdad entre los elementos de la matriz:
relaciones de simetr´ıa o antisimetr´ıa con respecto a la diagonal o a la antidiagonal principal
(es el caso de las matrices sime´tricas, las antisime´tricas o las persime´tricas), relaciones de
igualdad a lo largo de diagonales o de antidigonales (matrices Toeplitz o Hankel), o puede
que las repeticiones de elementos sigan otros patrones diferentes (matrices circulantes,
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centrosime´tricas, etc...). La estructura puede venir dada de forma impl´ıcita, como en el
caso de sumas (Toeplitz ma´s Hankel, por ejemplo), productos, o inversas de matrices con
estructura dada. O puede venir impuesta de modo ma´s sutil, como es el caso de las a´lgebras
de Lie o de Jordan asociadas a productos escalares arbitrarios: un ejemplo paradigma´tico
son las matrices hamiltonianas y las antihamiltonianas, que son, respectivamente, el a´lgebra
de Lie y el a´lgebra de Jordan correspondientes al producto escalar indefinido asociado a la
matriz
Jn =

0 In
−In 0

.
Otras clases de matrices estructuradas aparecen de manera natural en problemas de inter-
polacio´n y aproximacio´n de funciones (matrices de Cauchy, de Vandermonde, de Vander-
monde polino´micas, de Pick,...), o al discretizar ecuaciones diferenciales (matrices banda:
tridiagonales, pentadiagonales,...). Tambie´n son relevantes en la pra´ctica las estructuras
dadas por la distribucio´n de elementos nulos y no nulos en la matriz, o aquellas con gran
nu´mero de elementos nulos en posiciones ma´s o menos prefijadas (las matrices sparse en
la terminolog´ıa inglesa, que, a falta de mejor traduccio´n, llamaremos huecas). El auge de
los me´todos de Krylov, una de las a´reas de investigacio´n ma´s activas del A´lgebra Lineal
Nume´rica en los u´ltimos an˜os, se debe a que para matrices de dimensiones muy grandes,
los algoritmos convencionales, t´ıpicamente de orden n3, son demasiado costosos y deben
buscarse algoritmos ma´s baratos desde el punto de vista computacional. Para matrices
huecas, un me´todo de Krylov con un buen precondicionador es una alternativa mucho ma´s
ra´pida que los me´todos convencionales.
En general, diremos que un conjunto de matrices n × n es una clase estructurada de
matrices si existe un nu´mero t < n2 tal que cualquier matriz del conjunto se puede describir
como funcio´n de t para´metros o menos. Obviamente, el hecho de que las matrices dependan
de un nu´mero pequen˜o de para´metros abre la posibilidad de disen˜ar algoritmos ma´s ra´pidos
que los convencionales. Uno de los ejemplos ma´s familiares es el de las matrices sime´tricas:
el hecho de que una matriz sime´trica depende de aproximadamente la mitad de para´metros
que una matriz no sime´trica permite reducir el coste de eliminacio´n gaussiana a la mitad
en su versio´n sime´trica, el algoritmo de Cholesky, y permite reducir a bastante menos de
la mitad el coste del algoritmo QR de autovalores. Por tanto, hay un primer incentivo
a la hora de buscar algoritmos estructurados, relacionado con el coste computacional del
algoritmo y el almacenamiento de los datos: si la matriz depende de menos para´metros, las
necesidades de almacenamiento se reducen y es probable que se pueda reducir tambie´n el
nu´mero de operaciones que debe ejecutar el algoritmo. Este tipo de reduccio´n es la que con
frecuencia lleva a cabo cualquier usuario de Matlab, aunque no sea consciente de ello: el
algoritmo que Matlab emplea para calcular los autovalores de una matriz, o para resolver
un sistema lineal, es distinto segu´n que la matriz sea sime´trica o que no lo sea. Cuando
Matlab detecta que la matriz en cuestio´n es sime´trica, emplea la versio´n estructurada (en
este caso, sime´trica) del algoritmo, aunque esta eleccio´n sea transparente para el usuario.
De manera muy laxa, llamaremos algoritmo estructurado a cualquier algoritmo ideado
de manera espec´ıfica para aplicarse a una clase concreta de matrices estructuradas, y que
explote de alguna manera las propiedades especiales de dicha clase, bien para reducir el
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coste computacional, o con otros propo´sitos relacionados con la precisio´n, que explicaremos
a continuacio´n.
Con una definicio´n tan vaga no es fa´cil hacer una historia de los algoritmos matri-
ciales estructurados, en parte porque los analistas nume´ricos han tenido siempre en cuenta
la posibilidad de aprovechar la estructura para acelerar o simplificar sus algoritmos. Sin
embargo, no fue hasta los an˜os 80 que esos esfuerzos se convirtieron en una corriente re-
conocible dentro del ca´lculo matricial, corriente que llega hasta nuestros d´ıas. Como puede
verse en la pa´gina web
http://www.math.uconn.edu/ olshevsky/community.php,
que enumera los integrantes de la “Structured matrix community”, muchos investigadores
dedican sus esfuerzos a d´ıa de hoy al disen˜o y al ana´lisis de algoritmos estructurados para
resolver todo tipo de problemas matriciales. Sin embargo, las te´cnicas y la terminolog´ıa
que emplean, o los propo´sitos que rigen su investigacio´n, son muy diversos. Muestra de
ello es, por ejemplo, la diversidad de enfoques que se puede apreciar en los cap´ıtulos del
libro [33]. Esta es otra dificultad an˜adida a la hora de trazar un panorama que recoja todas
las aportaciones de los diferentes enfoques.
Aunque hay algoritmos ra´pidos anteriores para problemas estructurados, como el de
Bjo¨rck-Pereyra para resolver sistemas lineales de Vandermonde [7], quiza´ uno de los con-
ceptos ma´s exitosos a la hora de sistematizar el estudio de una amplia clase de problemas
matriciales estructurados sea el de desplazamiento, introducido primeramente en [36, 53]
en conexio´n con las matrices de Toeplitz, y extendido posteriormente a clases mucho ma´s
amplias de matrices y a diversas aplicaciones pra´cticas. Por dar una idea de la amplitud de
problemas que se abarcan, este tipo de te´cnicas permite hallar algoritmos de orden O(n2)
para resolver sistemas lineales1 cuyas matrices son, no so´lo Toeplitz, sino tambie´n productos
T1T2, inversas T
−1 u otras combinaciones T1−T2T−13 T4, (T1T2)−1T3, ... de matrices Toeplitz
Ti. El concepto de desplazamiento ha dado lugar a todo un a´rea de investigacio´n, dedicada
a obtener algoritmos ra´pidos para clases de matrices con desplazamiento de rango finito
(ve´anse [40, 54, 33] para ma´s detalles y para una panora´mica de este activo campo de
investigacio´n).
1.2. Algoritmos estructurados y precisio´n
Adema´s de obtener algoritmos ma´s ra´pidos, hay otros incentivos de peso, relacionados
con la precisio´n en el ca´lculo de las soluciones, para emplear algoritmos estructurados. Es
precisamente a estos aspectos de precisio´n a los que se dedica fundamentalmente la pre-
sente memoria. En primer lugar, algunas estructuras imponen fuertes restricciones sobre la
naturaleza de las soluciones. Los autovalores de una matriz hamiltoniana real, por ejemplo,
son sime´tricos con respecto a los ejes real y complejo, esto es, si λ es autovalor, entonces
tambie´n lo son −λ, λ y −λ. Si para calcular los autovalores de la matriz aplicamos el
1Ma´s en concreto, el coste es O(rn2), siendo r el rango de desplazamiento de la matriz.
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me´todo QR, un algoritmo de Krylov o cualquier otro algoritmo que ignore la estructura
hamiltoniana, los autovalores calculados perdera´n esta simetr´ıa debido a la influencia de los
errores de redondeo. Esto dificulta, por ejemplo, el identificar los autovalores imaginarios
puros de una matriz hamiltoniana, algo que resulta crucial tanto para calcular el radio
de estabilidad de una matriz [47] como para calcular la norma H∞ de sistemas lineales
invariantes en el tiempo [9]. Sin embargo, si en lugar de un algoritmo convencional se
emplea un algoritmo que respete la estructura hamiltoniana, la simetr´ıa de los autovalores
se preserva. En resumen, suele ocurrir que las respuestas obtenidas de un algoritmo que
preserva la estructura contienen una informacio´n cualitativa ma´s acorde con la naturaleza
del sistema f´ısico subyacente que las soluciones calculadas por me´todos convencionales.
Esta idea puede precisarse en lenguaje matema´tico por medio del ana´lisis regresivo
de errores. Por simplicidad, lo haremos, como antes, aplicado al ejemplo de las matrices
hamiltonianas reales. Se dice que un algoritmo de autovalores es regresivamente estable si,
para cada matriz A, los autovalores de A calculados por el algoritmo son los autovalores
exactos de una matriz ligeramente perturbada
A+ E (1.1)
(esto es, la matriz E es pequen˜a, por ejemplo en norma, comparada con la matriz A). A la
matriz E se le llama matriz de errores regresivos. Si para calcular los autovalores de una
matriz hamiltoniana real H empleamos un me´todo regresivamente estable (y pra´cticamente
todos los algoritmos convencionales lo son), los autovalores calculados por dicho me´todo
sera´n los autovalores exactos de una matriz perturbada H+E, donde la matriz E acumula,
por as´ı decirlo, todos los errores debidos al redondeo en las operaciones aritme´ticas que
requiere el proceso de ca´lculo de autovalores. Si, adema´s, el algoritmo en cuestio´n preserva
la estructura hamiltoniana, el error regresivo E sera´ tambie´n hamiltoniano y real. En tal
caso, se dice que el me´todo es regresivamente estable en sentido fuerte [12] y, al ser la suma
H+E tambie´n hamiltoniana, la simetr´ıa en los autovalores se conservara´. Por el contrario,
si el me´todo no preserva la estructura, el error regresivo E deja de ser hamiltoniano y,
como consecuencia, la simetr´ıa se pierde.
Idealmente, un algoritmo estructurado deber´ıa cumplir tres condiciones:
ser regresivamente estable en sentido fuerte,
ser capaz de calcular los autovalores de cualquier matriz que pertenezca a la clase
estructurada en cuestio´n, y
no ser ma´s costoso computacionalmente que un me´todo convencional.
Para algunas clases, como la de matrices sime´tricas reales o la de las antihamiltonianas
(ve´ase, por ejemplo, [4, §2.4–2.5]), existen me´todos de autovalores que cumplen los tres
requisitos. Sin embargo, no siempre es fa´cil desarrollar me´todos que satisfagan las tres
condiciones, especialmente la primera. Valga como ejemplo de ello el caso hamiltoniano:
la historia de los algoritmos estructurados para el problema hamiltoniano se abre con el
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trabajo de Paige y van Loan [75] en los an˜os 80. Desde entonces se han propuesto diversos
me´todos, ninguno de ellos totalmente satisfactorio: los primeros algoritmos, como el square-
reduced method de van Loan [65], trabajan de forma impl´ıcita con la matriz al cuadrado,
por lo que preservan la estructura de la matriz al cuadrado, no la de la matriz original.
Esto conlleva calcular los autovalores con la mitad de la precisio´n con la que lo har´ıa un
algoritmo que trabaje directamente con la matriz. Posteriormente, Benner et al. [5] evitan
esa pe´rdida de precisio´n, aunque preservando igualmente la estructura de la matriz al
cuadrado. Finalmente, algoritmos ma´s recientes, como el propuesto en [6], so´lo se aplican
al caso en que ninguno de los autovalores de la matriz es imaginario puro. Por tanto, aunque
los algoritmos ya existentes son capaces de resolver de manera satisfactoria gran parte de
los problemas que se plantean en la pra´ctica, la cuestio´n de hallar un algoritmo “ideal”
para el problema hamiltoniano de autovalores sigue au´n abierta.
1.2.1. Nu´meros de condicio´n estructurados
Otra observacio´n importante es que, adema´s de preservar propiedades cualitativas co-
mo las simetr´ıas, es de esperar que un algoritmo regresivamente estable en sentido fuerte
sea ma´s preciso que uno convencional. Ello se debe a que si el me´todo es regresivamente
estable en sentido fuerte, el conjunto de posibles errores regresivos E en (1.1) debidos al
redondeo se restringe a la clase de matrices estructuradas en cuestio´n. Al ser menor el
conjunto de perturbaciones admisibles, el peor efecto posible sobre la precisio´n de los auto-
valores a causa de errores estructurados puede ser mucho menor que el peor efecto posible
debido a errores arbitrarios, sin estructurar. Esto abre la posibilidad de que un me´todo que
preserve la estructura alcance una precisio´n mucho mayor que un algoritmo convencional,
si es que los autovalores son mucho ma´s sensibles a perturbaciones no estructuradas que
a las estructuradas. Dado que la sensibilidad de los autovalores de una matriz se mide a
trave´s de su nu´mero de condicio´n, es de la mayor importancia el poder comparar, para
las distintas estructuras, el nu´mero de condicio´n estructurado y el no estructurado, a fin
de detectar aquellos casos en que un algoritmo estructurado pueda ser significativamente
ma´s preciso que un algoritmo convencional. Varios autores, como Higham y Higham [42],
Rump [81, 82], o Tisseur [91] se han ocupado de esta cuestio´n, pero siempre para auto-
valores simples. En [42, 91], por ejemplo, se obtienen expresiones expl´ıcitas del nu´mero
de condicio´n estructurado de un autovalor simple cuando la clase estructurada de matri-
ces es un subespacio lineal. Este tipo de resultados fue extendido por Karow, Kressner y
Tisseur en [55] a estructuras no lineales bajo ciertas condiciones de regularidad. Rump,
por su parte, hace en [81, 82] un estudio exhaustivo del nu´mero de condicio´n estructura-
do de autovalores simples y del pseudoespectro para diversas estructuras, tanto lineales
como no lineales. Sorprendentemente, en la mayor parte de los casos investigados, el condi-
cionamiento estructurado difiere poco del no estructurado. Los u´nicos casos en los que se
sabe que puede haber una diferencia significativa son el caso antisime´trico complejo [82],
el de matrices con ciertas distribuciones de ceros [73], y el caso simple´ctico [55].
Nuestra intencio´n en el cap´ıtulo 2 de esta memoria es explorar el caso de autovalores
mu´ltiples. En primer lugar, definiremos con todo detalle los nu´meros de condicio´n, tanto
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estructurados como no estructurados, para autovalores mu´ltiples, posiblemente defectivos
de matrices. Para ello nos basaremos en la definicio´n de nu´mero de condicio´n propuesta
en [72, §4], que a su vez se sigue de la teor´ıa de perturbacio´n de Lidskii [64, 96], que
describe los desarrollos asinto´ticos en potencias fraccionarias que son de esperar cuando
se perturba un autovalor mu´ltiple. Una vez dispongamos de un concepto de nu´mero de
condicio´n estructurado, obtendremos expresiones expl´ıcitas del mismo para diversas clases
de matrices estructuradas, e incluso para algunas clases estructuradas de haces de matrices:
dadas dos matrices cuadradas A y B de la misma dimensio´n, consideraremos el problema
de determinar escalares λ y vectores x 6= 0 tales que
Ax = λBx. (1.2)
Tambie´n trataremos, aunque muy tangencialmente, los problemas polino´micos de autova-
lores en la seccio´n 2.3.2.
1.2.2. Algoritmos de alta precisio´n relativa
En el u´ltimo cap´ıtulo de la memoria nos ocuparemos de ciertos algoritmos estructurados
de autovalores que se han venido desarrollando en los u´ltimos veinte an˜os para matrices
sime´tricas, y que podemos englobar bajo la denominacio´n de algoritmos de alta precisio´n
relativa. El nombre se debe a que si A es la matriz sime´trica cuyos autovalores queremos
calcular, E es el error regresivo como en (1.1), y suponemos que el cociente de normas
‖E‖/‖A‖ es del orden de una cierta cantidad ǫ (por ejemplo, la unidad de redondeo de
la aritme´tica finita empleada por un ordenador), entonces lo ma´s que se puede asegurar
para los autovalores calculados es que se obtienen con alta precisio´n absoluta, esto es, que
el error absoluto |λ− bλ| verifica
|λ− bλ| ≤ η ‖A‖,
para una cierta cantidad η del orden de ǫ, donde λ es un autovalor exacto y bλ es la aproxi-
macio´n de λ que nos proporciona el algoritmo. Esto no garantiza que todos los autovalores
de la matriz se calculen con un mı´nimo de cifras significativas correctas: la anterior cota
absoluta se traduce en la cota relativa
|λ− bλ|
|λ| ≤ η
|λma´x|
|λ|
donde λma´x es el autovalor de mo´dulo ma´ximo de la matriz. Por tanto, los u´nicos autova-
lores para los que se puede garantizar un error relativo de orden ǫ son aque´llos de taman˜o
similar al de λmax. Sin embargo, hay en las aplicaciones numerosos ejemplos de sistemas
con escalas mu´ltiples, cuya matriz tiene autovalores de taman˜os muy dispares y en los que,
de hecho, son los autovalores ma´s pequen˜os los que interesa calcular con mayor precisio´n.
En tales situaciones los algoritmos al uso proporcionan con frecuencia aproximaciones que
no concuerdan en ninguna cifra significativa con los autovalores de la matriz e incluso
difieren en o´rdenes de magnitud y/o signo con los autovalores exactos.
INTRODUCCIO´N 15
Estas dificultades han motivado que desde finales de los an˜os 80 se haya desarrollado
una intensa investigacio´n en los algoritmos de alta precisio´n relativa, que garantizan
cotas de error de la forma
|λ− bλ|
|λ| ≤ eη ∀λ, (1.3)
con eη = O(ǫ), esto es, que calculan con la misma precisio´n los autovalores grandes que los
pequen˜os. En la actualidad estos algoritmos existen so´lo para ciertas clases muy particu-
lares de matrices sime´tricas, as´ı como para el problema relacionado de la descomposicio´n
en valores singulares (DVS) de matrices cualesquiera. A fecha de hoy so´lo se conoce un
algoritmo de alta precisio´n relativa para autovalores de matrices no sime´tricas: el algoritmo
para matrices totalmente no negativas desarrollado por Koev [57] (ve´ase tambie´n Koev &
Dopico [58]).
Una historia resumida de los algoritmos de alta precisio´n relativa comienza con el
ca´lculo de autovalores y autovectores de ciertas matrices tridiagonales sime´tricas [52], y
el problema relacionado del ca´lculo de valores y vectores singulares de matrices bidiago-
nales [23, 35]. Estos estudios proporcionan algoritmos no so´lo precisos sino muy eficientes,
que en la actualidad son los utilizados por defecto para el problema bidiagonal en la librer´ıa
nume´rica LAPACK [1]. Los algoritmos propuestos por Dhillon y Parlett [26, 27, 28], por
ejemplo, son la base del algoritmo MRRR, el ma´s eficiente a fecha de hoy2 para el problema
espectral tridiagonal sime´trico. Dicho algoritmo esta´ implementado en LAPACK y alcanza
una precisio´n absoluta similar a la del algoritmo QR.
Para matrices densas los logros iniciales ma´s importantes fueron: algoritmos para matri-
ces escaladas diagonalmente dominantes (matrices que reescaladas tienen diagonal principal
dominante) [2], para matrices ac´ıclicas (matrices tales que el grafo bipartito que represen-
ta el patro´n de ceros de la matriz es ac´ıclico) [25], para matrices definidas positivas bien
condicionadas tras escalamiento diagonal sime´trico [24] y para ciertos tipos de matrices
sime´tricas indefinidas muy dif´ıciles de caracterizar a trave´s de su factor polar definido
positivo [95, 94].
En cada uno de estos trabajos pioneros se desarrollaba un algoritmo distinto, que re-
quer´ıa un ana´lisis de errores diferente y una teor´ıa de perturbaciones propia. El trabajo
unificador de Demmel et al. [22] establece que, para todas las clases de matrices para las
que hoy en d´ıa existen algoritmos de alta precisio´n relativa para calcular la DVS, dicha
descomposicio´n se puede calcular en dos fases:
1. Calcular una descomposicio´n de la matriz A = XDY T con D diagonal y X,Y bien
condicionadas. Dicha descomposicio´n se calcula usando diferentes versiones, adapta-
das a la estructura de la matriz y, en ocasiones muy sofisticadas, del algoritmo de
eliminacio´n Gaussiana con pivote completo.
2. Aplicar un algoritmo de tipo Jacobi a la matriz factorizada XDY T .
2El algoritmo MRRR es el u´nico me´todo para el problema espectral tridiagonal sime´trico con coste
O(n2), donde n es la dimensio´n de la matriz
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Dado que el algoritmo de la segunda etapa es siempre el mismo, las diferencias para cada
clase estructurada de matrices se reducen a co´mo calcular la factorizacio´n XDY T . La clave
es evitar el efecto de cancelacio´n en todas y cada una de las operaciones aritme´ticas del
proceso de factorizacio´n. Para ello se modifica adecuadamente el algoritmo de eliminacio´n
gaussiana, haciendo uso de las propiedades especiales de la clase de matrices sobre la
que se esta´ trabajando para evitar las operaciones potencialmente peligrosas a efectos de
cancelacio´n. Hay que resaltar que en [22] no so´lo se unifican la teor´ıa y los algoritmos
previamente existentes, sino que se introducen nuevas clases de matrices para las que la
DVS se puede calcular con alta precisio´n relativa. As´ı se identifico´ la coleccio´n de matrices
ma´s amplia, hasta esa fecha, para las que esto era posible.
Las ideas de [22] fueron trasladadas al problema sime´trico de autovalores por Dopico,
Molera y Moro [30], en el sentido de demostrar que para todas las matrices sime´tricas,
definidas o indefinidas, incluidas en las clases identificadas en [22], se pueden calcular sus
autovalores y autovectores con alta precisio´n relativa. La idea es an˜adir una tercera fase
al esquema de [22] que permite calcular autovalores y autovectores a partir de valores y
vectores singulares. Sin embargo, el algoritmo de [30] no aprovecha al ma´ximo la simetr´ıa
de la matriz. En particular, comienza hallando una factorizacio´n A = XDY T mediante
eliminacio´n Gaussiana con pivote completo, que para matrices sime´tricas indefinidas no
respeta la simetr´ıa de la matriz, y no permite en consecuencia los ahorros tanto de memoria
como de operaciones esperables en un problema sime´trico.
En el cap´ıtulo 3 de la presente memoria demostramos que, para dos clases espec´ıfi-
cas de matrices sime´tricas (las matrices DSTU y las TSC), la factorizacio´n no sime´trica
XDY T de la primera etapa del algoritmo en [30] se puede reemplazar por una factorizacio´n
sime´trica XDXT sin perder por ello precisio´n, ni en la factorizacio´n inicial ni en el ca´lculo
subsiguiente de autovalores y autovectores. De hecho, se llega a la factorizacio´n XDXT
pasando por una factorizacio´n LDLT por bloques que, convenientemente adaptada en cada
caso a las propiedades espec´ıficas de la estructura, demostraremos que se calcula con error
relativo pequen˜o componente a componente. Aunque este tipo tan fuerte de precisio´n se
pierde al emplear despue´s rotaciones de Givens para llegar a XDXT , la precisio´n que se
mantiene (columna a columna en norma) es suficiente para garantizar la alta precisio´n
relativa de la segunda etapa del algoritmo espectral. Tras discutir en la seccio´n 3.3 co´mo
se puede adaptar el algoritmo de factorizacio´n a cada una de las clases de matrices (DSTU
y TSC), la seccio´n 3.4 contiene un ana´lisis de errores detallado al respecto. Finalmente,
en la seccio´n 3.5 se incluyen experimentos nume´ricos que confirman la alta precisio´n de
los algoritmos propuestos. Otras clases de matrices para las que se puede obtener tanto
factorizaciones sime´tricas como autovalores y autovectores con alta precisio´n relativa son
las matrices de Cauchy (escaladas diagonalmente o no), las de Vandermonde y las matrices
totalmente no negativas parametrizadas mediante su factorizacio´n bidiagonal [29].
Antes de terminar esta introduccio´n queremos hacer notar que los dos tipos de incentivo
que hemos mencionado a la hora de emplear algoritmos estructurados (rapidez/almacena-
miento por un lado, y precisio´n/estabilidad por otro) no esta´n descorrelacionados, ni son
el objetivo primordial de comunidades cient´ıficas disjuntas: por un lado, se esta´ haciendo
un esfuerzo por estabilizar algoritmos ra´pidos ya existentes, por ejemplo mediante te´cnicas
especiales de pivotaje (ve´anse los art´ıculos de survey [74, 10]). Por otro lado, los algoritmos
de alta precisio´n relativa que acabamos de describir, cuya segunda etapa es un algoritmo de
tipo Jacobi, pueden verse acelerados en un futuro muy pro´ximo como consecuencia de las
nuevas implementaciones del algoritmo de Jacobi, debidas principalmente a Drmacˇ [31, 32],
que comienzan a ser competitivas frente a algoritmos tradicionalmente considerados ma´s
ra´pidos, en particular frente al algoritmo QR.
Concluimos esta introduccio´n mencionando los art´ıculos a que ha dado lugar la inves-
tigacio´n conducente a esta memoria: el contenido del cap´ıtulo 2 corresponde a los art´ıculos
[59, 77, 78]. El art´ıculo [59], escrito en colaboracio´n con Daniel Kressner, se encuentra en
proceso de revisio´n por la revista SIAM Journal on Matrix Analysis and Applications, y
el art´ıculo [78] se sometera´ en breve a la revista Linear Algebra and its Applications. La
nota [77], cuyos resultados esta´n contenidos en [59], se publico´ en la coleccio´n de actas
PAMM (Proceedings in Applied Mathematics and Mechanics) de la Sociedad Alemana de
Matema´tica Aplicada y Meca´nica (GAMM).
El contenido del cap´ıtulo 3 corresponde al art´ıculo [76], que ya ha sido publicado en la
revista SIAM Journal on Matrix Analysis and Applications.
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1.3. Notacio´n
Para comodidad del lector ofrecemos la siguiente tabla de notaciones, que se seguira´ a
lo largo de toda la memoria.
S´ımbolo Significado
C
n×n conjunto de matrices cuadradas de orden n con coeficientes complejos
R
n×n conjunto de matrices cuadradas de orden n con coeficientes reales
C
p conjunto de vectores columna con p componentes complejas
R
p conjunto de vectores columna con p componentes reales
⊕p suma directa de p matrices
⊗ producto de Kronecker
0(·) O-grande de Landau
o(·) o-pequen˜a de landau
>> mucho mayor
<< mucho menor
≡ equivalente
6≡ no equivalente
AT traspuesta de la matriz A, es decir, (AT )ij = Aji
AH traspuesta conjugada de la matriz A, es decir, (AH)ij = Aji
σi(A) i-e´simo mayor valor singular de la matriz A
‖ · ‖F norma de Frobenius: ||A||F =
È
Pn
i=1 |a2ij|
‖ · ‖2 norma espectral: ‖A‖2 = σ1(A)
σ(A) espectro de la matriz A
ρ(A) radio espectral de la matriz A
In matriz identidad de orden n
Fn matriz antidiagonal con unos sobre la antidiagonal principal (flip matrix)
Σn matriz antidiagonal con signos alternos sobre la antidiagonal principal
Por u´ltimo, vaya de antemano la disculpa por el empleo de algunos te´rminos y siglas,
como underflow o TSC, que conservaremos en ingle´s, debido a que traducirlos conlleva o
bien una pe´rdida grande de precisio´n o el empleo de una expresio´n poco natural en espan˜ol.
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Cap´ıtulo 2
Nu´meros de condicio´n espectrales
estructurados
2.1. Introduccio´n
Como se sen˜alo´ en el cap´ıtulo introductorio, los nu´meros de condicio´n miden en general
la sensibilidad de la solucio´n de un problema frente a cambios infinitesimales en los datos
de entrada. Un ana´lisis regresivo de errores lleva en general a cotas de error del tipo
(error en la solucio´n) ≤ (nu´mero de condicio´n) × (error regresivo) ,
donde el error regresivo se define como en (1.1). Esta es la motivacio´n de tratar de esti-
mar tanto el nu´mero de condicio´n del problema como el error regresivo correspondiente a
cada algoritmo regresivamente estable. Adema´s, como se ha visto tambie´n en el Cap´ıtulo
1, cuando la matriz del problema tiene una estructura particular puede ser ventajoso el
incorporar esa estructura a los algoritmos de resolucio´n. Un ana´lisis de errores que in-
corpore la estructura requiere en primer lugar una estimacio´n del nu´mero de condicio´n
estructurado, esto es, una estimacio´n de lo sensibles que son las soluciones del problema
con respecto a perturbaciones estructuradas. A ello se dedica el presente cap´ıtulo para el
caso de algoritmos espectrales.
Si nos centramos en el problema del ca´lculo de autovalores simples de una matriz,
hay numerosos resultados en la literatura relacionados con nu´meros de condicio´n y errores
regresivos, tanto estructurados como no estructurados [16, 39, 42, 55, 73, 77]. A continua-
cio´n resumiremos algunos de estos resultados. Sea λ un autovalor simple de una matriz
A ∈ Cn×n. Se sabe que λ es una funcio´n diferenciable de los elementos de la matriz A y
que el autovalor perturbado bλ de la matriz perturbada A+ ǫE admite un desarrollo de la
forma
bλ = λ+
yHEx
‖x‖2 ‖y‖2 ǫ+O(ǫ
2), ǫ→ 0, (2.1)
donde x e y son, respectivamente, autovectores derecho e izquierdo de la matriz A corres-
pondientes al autovalor λ, normalizados por la condicio´n |yHx| = 1. As´ı, el nu´mero de
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condicio´n absoluto del autovalor λ, definido como
κ(A, λ) = l´ım
ǫ→0
sup
‖E‖≤1
E∈Cn×n
|bλ− λ|
ǫ
, (2.2)
viene dado por κ(A, λ) = ‖x‖2 ‖y‖2 para cualquier norma unitariamente invariante ‖ · ‖.
Una de las matrices de perturbacio´n que alcanza la ma´xima variacio´n es la matriz de rango
uno
E =
yxH
‖x‖2 ‖y‖2 , (2.3)
conocida como perturbacio´n de Wilkinson. A fin de incorporar la estructura al concepto
de nu´mero de condicio´n debemos considerar el caso en que las matrices de perturbacio´n
E pertenecen a un conjunto S ⊂ Cn×n de matrices estructuradas. El nu´mero de condicio´n
estructurado de un autovalor simple se define como
κ(A, λ; S) = l´ım
ǫ→0
sup
‖E‖≤1
E∈S
|bλ− λ|
ǫ
, (2.4)
Obviamente,
κ(A, λ; S) ≤ κ(A, λ),
puesto que el conjunto de perturbaciones admisibles en κ(A, λ; S) es un subconjunto del
conjunto admisible para κ(A, λ). La pregunta que surge de modo natural es en que´ situa-
ciones sera´ κ(A, λ; S) mucho ma´s pequen˜o que κ(A, λ) o, lo que es lo mismo, cua´ndo sera´ el
autovalor λ mucho menos sensible a perturbaciones estructuradas que a perturbaciones
arbitrarias. Para muchas estructuras S la respuesta es negativa, en el sentido de que el
nu´mero de condicio´n estructurado κ(A, λ; S) es, salvo un factor de taman˜o moderado,
igual al nu´mero de condicio´n no estructurado κ(A, λ). Esto se demuestra en [16] para
S = Rn×n y en [55, 82] para matrices antisime´tricas reales, matrices de Hankel y Toeplitz,
hamiltonianas, persime´tricas, circulantes, ortogonales y unitarias. Tambie´n hay ejemplos
relevantes para los cuales κ(A, λ; S) ≪ κ(A, λ); estos ejemplos corresponden a matrices
antisime´tricas complejas [82], ciertas cero–estructuras (esto es, ciertas matrices con ceros
en posiciones prefijadas) [73] o matrices simple´cticas [55].
El condicionamiento de autovalores mu´ltiples, sin embargo, no ha sido tratado hasta el
momento en la literatura. Aunque hay varios conceptos similares de nu´mero de condicio´n
no estructurado para autovalores mu´ltiples [17, 72], esas definiciones no se han trasladado
al contexto estructurado hasta muy recientemente [59]. La definicio´n en [59], que veremos
ma´s adelante como Definicio´n 2.2.1, se basa en la teor´ıa de perturbacio´n de Lidskii [64]
para autovalores mu´ltiples, eventualmente defectivos
Antes de recordar la teor´ıa de Lidskii, no´tese que la definicio´n (2.2) no es va´lida para
autovalores mu´ltiples. Por ejemplo, la matriz

0 1
0 0

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tiene un u´nico autovalor nulo doble. Si se perturba de la forma

0 1
0 0

+ ǫ

0 0
1 0

entonces
|bλ− λ|
ǫ
=
√
ǫ/ǫ =
√
ǫ
−1
,
luego
l´ım
ǫ→0
sup
‖E‖≤1
E∈Cn×n
|bλ− λ|
ǫ
= ∞.
En general, es bien sabido que si λ es un autovalor mu´ltiple de multiplicidad algebraica
m, entonces bλ no se desarrolla de la forma (2.1), sino que pueden aparecer desarrollos de
Puiseux en potencias fraccionarias (ve´ase [3, §9.3.1] o [56, §II.1.2]). Ma´s en concreto, el
autovalor λ se bifurca en m autovalores perturbados bλk admitiendo cada uno un desarrollo
bλk = λ+ α
γk
k ǫ
γk + o(ǫ), k = 1, . . . ,m, (2.5)
en potencias fraccionarias de ǫ con αk > 0 y 0 < γk ≤ 1. Bajo ciertas condiciones de
genericidad sobre la matriz de perturbacio´n E, la teor´ıa de perturbacio´n de Lidskii [64]
asegura que cada bloque de Jordan de taman˜o nj × nj asociado al autovalor λ da lugar
gene´ricamente a nj autovalores perturbados con desarrollo fraccional (2.5) para γk = 1/nj.
Por ejemplo, sea una matriz A con un autovalor λ de multiplicidad algebraica 9 y sea
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

λ 1
λ 1
λ
λ 1
λ 1
λ
λ 1
λ
λ
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
su correspondiente forma de Jordan. Si perturbamos esta matriz, en general los autovalores
perturbados se bifurcan del modo que se muestra en las siguientes figuras:
Dos bloques 3× 3. Un bloque 2× 2. Un bloque 1× 1.
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donde el c´ırculo representa el autovalor mu´ltiple y las flechas las direcciones tangentes al
movimiento de los autovalores perturbados.
Motivados por los desarrollos (2.5), en [72, §4] se define el nu´mero de condicio´n de
Ho¨lder para un autovalor λ como un par
κ(A, λ) = (n1, α), (2.6)
donde n1 es el taman˜o del mayor bloque de Jordan de A asociado a λ y la cantidad α
1/n1 > 0
es el valor ma´s grande posible del coeficiente ǫ1/n1 entre todas las perturbaciones E ∈ Cn×n
con ||E|| ≤ 1 (ve´ase la Definicio´n 2.1.3 ma´s adelante). No´tese que, al ser 1/n1 el menor
exponente posible en los desarrollos (2.5), se tiene que
α1/n1 = l´ım
ǫ→0
sup
‖E‖≤1
E∈Cn×n
ma´x
k=1,...,m
|bλk − λ|
ǫ1/n1
. (2.7)
(ve´ase [17, p. 156] para una definicio´n similar de nu´mero de condicio´n de autovalores mu´lti-
ples).
Llegados a este punto debemos hacer notar que, para ciertas perturbaciones no gene´ri-
cas, el valor de γk en (2.5) puede ser mayor que 1/n1 para todo autovalor perturbado bλk. Por
ejemplo, consideremos el siguiente ejemplo, sacado de [97, §2.22]. Sea la matriz perturbada
A+ ǫE =
0
B
B
B
B
B
B

0 1 0
0 1
0 ǫ
0 1
ǫ 0
1
C
C
C
C
C
C
A
, (2.8)
cuyo polinomio caracter´ıstico es ǫ2 − λ5. En este caso, γk = 2/5 para todo bλk en (2.5)
mientras que 1/n1 = 1/3.
Estos casos no gene´ricos suelen aparecer cuando la perturbacio´n E pertenece a un
conjunto S de matrices con una estructura dada. Fijada una estructura S, queremos definir
un nu´mero de condicio´n de tipo Ho¨lder estructurado de la forma
κ(A, λ; S) = (nS, αS),
donde 1/nS es el menor exponente posible de ǫ en (2.5) y la cantidad α
1/nS > 0 es el valor
ma´s grande posible en el coeficiente ǫ1/nS para toda perturbacio´n E ∈ S (ve´ase la Definicio´n
2.2.1 ma´s adelante).
En general, suele ocurrir que nS = n1, pero existen estructuras tales que nS es menor
que n1. Por ejemplo si S es el conjunto de matrices antisime´tricas complejas, la matriz
A =

0 1 0 1
−1 0 −i 0
0 i 0 i
−1 0 −i 0

∈ S (2.9)
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tiene un u´nico autovalor λ = 0 de multiplicidad geome´trica dos y mayor bloque de Jordan
de taman˜o tres, esto es, n1 = 3. Puede comprobarse fa´cilmente que para cualquier matriz
de perturbacio´n E ∈ S la matriz perturbada A + ǫE tiene autovalores de orden O(ǫ1/2).
En otras palabras, se tiene nS = 2 < n1 = 3.
En casos como e´ste en los que, dada una matriz y uno de sus autovalores, todas las
perturbaciones dentro de una clase estructurada de´n lugar a perturbaciones (2.5) con γk >
1/n1 (y, por tanto, sea nS < n1), diremos que las perturbaciones en S son completamente
no gene´ricas (en ingle´s, fully nongeneric). Ma´s adelante dividiremos nuestro estudio en dos
casos: llamaremos gene´rico al caso en que nS = n1 y caso completamente no gene´rico a
aque´l en que nS < n1.
Finalmente, hacemos notar que, como se vera´ en §2.3.1 y §2.3.2, se pueden definir
tambie´n nu´meros de condicio´n de tipo Ho¨lder para problemas generalizados de autovalores,
tales como haces de matrices A−λB con A,B ∈ Cn×n, o polinomios matriciales de la forma
P (λ) = λmAm + λ
m−1Am−1 + . . .+ λA1 + A0 con Ai ∈ Cn×n.
2.1.1. Preliminares
En esta seccio´n resumiremos los resultados de la teor´ıa de Lidskii [64, 72] que conducen
al nu´mero de condicio´n (2.6). Adema´s, haremos unos breves comentarios sobre formas
cano´nicas estructuradas [89, 71], que usaremos con frecuencia en todo este cap´ıtulo.
Sea λ un autovalor de la matriz A ∈ Cn×n y sea n1 el taman˜o del mayor bloque de
Jordan correspondiente a dicho autovalor λ. La forma cano´nica de Jordan de la matriz A
se puede escribir como

J 0
0 eJ

=

Q
ÜQ

A

P ÜP

= P−1A APA, (2.10)
donde

Q
ÜQ


P ÜP

= I (2.11)
y J contiene todos los bloques de Jordan de taman˜o n1 × n1 asociados a λ. Ma´s concreta-
mente, se tiene que
J = diag(Γ11, . . . ,Γ
r1
1 ), Γ
1
1 = · · · = Γr11 =

λ 1
. . . . . .
. . . 1
λ

∈ Cn1×n1 . (2.12)
El bloque eJ contiene tanto los bloques de Jordan de taman˜o menor que n1 asociados a λ
como los bloques de Jordan asociados a autovalores distintos de λ.
Las columnas de la matriz P forman r1 cadenas de Jordan linealmente independientes
de longitud n1, cada una de las cuales comienza con un autovector derecho de A asociado
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a λ. Reunimos todos estos autovectores derechos en una matriz X de taman˜o n× r1
X =

Pe1, P en1+1, . . . , P e(r1−1)n1+1

, (2.13)
donde ei denota la columna i-e´sima de la matriz identidad de orden n. Ana´logamente, reu-
nimos en una matriz Y los autovectores izquierdos de las r1 cadenas de Jordan linealmente
independientes que aparecen en la matriz Q, es decir,
Y =

QHen1 , Q
He2n1 , . . . , Q
Her1n1

. (2.14)
No´tese que la relacio´n (2.11) implica que Y HX = Ir1×r1 si n1 = 1 e Y
HX = 0r1×r1 en
otro caso. Con esta notacio´n, el siguiente resultado es una versio´n simplificada del resultado
fundamental de [64]:
Teorema 2.1.1 ([64, 72]) Sea A ∈ Cn×n, sea λ un autovalor de A y sea (2.10) una forma
de Jordan de A. Sean las matrices X e Y definidas como en (2.13) y (2.14), respectiva-
mente, y supongamos que Y HEX es invertible para una cierta E ∈ Cn×n. Entonces existen
n1r1 autovalores bλk de la matriz perturbada A+ ǫE que admiten un desarrollo en potencias
fraccionarias de la forma
bλk = λ+ (ξk)
1/n1ǫ1/n1 + o(ǫ1/n1), k = 1, . . . , r1, (2.15)
donde ξ1, . . . , ξr1 son los autovalores de la matriz Y
HEX.
No´tese que las columnas de las matrices X e Y son linealmente independientes, luego
la matriz Y HEX sera´ no singular para una perturbacio´n gene´rica E ∈ Cn×n. En el caso
no gene´rico en que Y HEX es singular, los desarrollos (2.15) siguen siendo va´lidos, aunque
so´lo parcialmente. En concreto, se tiene el siguiente resultado.
Lema 2.1.2 ([72, Pg. 809]) Sea λ un autovalor de la matriz A ∈ Cn×n, y sea (2.10)
una forma cano´nica de Jordan de A. Sean las matrices X e Y definidas como en (2.13)
y (2.14), respectivamente. Sea E ∈ Cn×n una perturbacio´n tal que Y HEX es singular.
Entonces cada uno de los β < r1 autovalores no nulos ξ1, . . . , ξβ de Y
HEX da lugar
a n1 autovalores perturbados de la forma (2.15). Los r1 − β autovalores nulos restantes
corresponden a autovalores perturbados con desarrollos en los que el exponente principal es
estrictamente menor que 1/n1.
El Teorema 2.1.1 implica que, para valores de ǫ suficientemente pequen˜os, el peor caso en
cuanto a la magnitud de la perturbacio´n en los autovalores corresponde al mayor autovalor
en valor absoluto de la matriz Y HEX. Esto motiva la siguiente definicio´n de nu´mero de
condicio´n.
Definicio´n 2.1.3 ([72, Definition 4.1]) Sea λ un autovalor de la matriz A ∈ Cn×n,
sea (2.10) una forma cano´nica de Jordan de A y sean X e Y matrices definidas como
en (2.13) y (2.14). El nu´mero de condicio´n (absoluto) Ho¨lder de λ se define como
NU´MEROS DE CONDICIO´N ESPECTRALES ESTRUCTURADOS 25
κ(A, λ) = (n1, α), donde n1 es el taman˜o del mayor bloque de Jordan asociado al autovalor
λ y
α = sup
‖E‖≤1
E∈Cn×n
ρ(Y HEX), (2.16)
donde ρ(·) denota el radio espectral de una matriz.
La cadena de desigualdades ρ(Y HEX) = ρ(EXY H) ≤ ‖EXY H‖2 ≤ ‖XY H‖2 para la
norma ‖ · ‖2 nos dice que para alcanzar la igualdad deber´ıamos construir una matriz de
perturbacio´n E tal que ρ(Y HEX) = ‖XY H‖2. El siguiente lema caracteriza algunas de
estas perturbaciones.
Lema 2.1.4 Sea
XY H = UΣV H
una descomposicio´n en valores singulares, esto es, U ∈ Cn×r1, V ∈ Cn×r1 con columnas
ortonormales y Σ = diag(σ1, . . . , σr1) con σ1 ≥ · · ·σr1 ≥ 0. Consideramos E = V DUH con
D = diag(1, δ2, . . . , δr1) tal que δj ≤ 1, j = 2, . . . , r1. Entonces ρ(EXY H) = ‖XY H‖2.
Demostracio´n:
El resultado se sigue de que
ρ(EXY H) = ρ(V DΣV H) = ρ(DΣ) = ‖DΣ‖2 = ‖Σ‖2 = ‖XY H‖2.
No´tese que la definicio´n de α en (2.16) depende de la norma ‖ · ‖ usada. Para cualquier
norma unitariamente invariante, si D = diag(1, 0, . . . , 0) y E = V DUH en el Lema 2.1.4,
se tiene ‖E‖ = 1 y por tanto
α = ‖XY H‖2 ,
resultado que ya se demostro´ en [72]. Para otras normas, otras elecciones de D son posibles.
Para la norma espectral, por ejemplo, cualquier perturbacio´n E definida como en el Lema
2.1.4, cumple que ‖E‖2 = 1. En particular, si tomamos D = Σ/σ1, la matriz
E =
Y XH
‖XY H‖2 , (2.17)
que llamaremos perturbacio´n de Lidskii, resulta ser una generalizacio´n de la perturbacio´n
de Wilkinson (2.3), en el sentido de que es una matriz de rango bajo que realiza el ma´ximo
efecto sobre λ de entre todas las perturbaciones de norma 1. Este tipo de perturbaciones
sera´ u´til al probar que el nu´mero de condicio´n estructurado y el no estructurado coinciden
para la norma dos. Otras clases de perturbaciones que tambie´n se usara´n son las siguientes.
Lema 2.1.5 Sea λ autovalor de una matriz A ∈ Cn×n con forma de Jordan (2.10) y sean
X e Y las matrices de autovectores de A definidas en (2.13) y (2.14), respectivamente. Sean
u1, v1 ∈ Cn×n, respectivamente, vectores singulares izquierdo y derecho correspondientes al
mayor valor singular de la matriz XY H . Sea E ∈ Cn×n tal que Eu1 = βv1 con |β| = 1.
Entonces ρ(EXY H) ≥ ‖XY H‖2.
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Demostracio´n:
Sea XY H = UΣV H una descomposicio´n en valores singulares con U = [u1, . . . , un],
V = [v1, . . . , vn]. Entonces
ρ(EXY H) = ρ(EUΣV H) = ρ(V HEUΣ) = ρ(V H [βv1, Ev2, . . . , Evn]Σ)
= ρ

β‖XY H‖2 ⋆
0 ⋆

≥ ‖XY H‖2.
Tambie´n necesitamos para nuestro ana´lisis emplear formas cano´nicas espec´ıficas para
ciertas estructuras, ya sea de matrices o de haces de matrices. En general, las formas
cano´nicas que emplearemos son la de Jordan para matrices (a la que se llega por semejan-
za) y la de Weierstrass para haces regulares de matrices (a la que se llega por equivalencia),
aunque a veces recurriremos tambie´n a formas cano´nicas por congruencia para haces es-
tructurados de matrices.
Como ya hemos visto, las matrices X e Y definidas en (2.13) y (2.14) juegan un papel
crucial a la hora de definir los nu´meros de condicio´n de Ho¨lder. Una de nuestras herra-
mientas fundamentales en las secciones 2.2 y 2.3 sera´ el hecho de que algunas estructuras
inducen relaciones especiales entre X e Y . Estas relaciones son consecuencia inmediata
de las formas cano´nicas estructuradas, descritas por ejemplo en [89] y [71], para haces de
matrices A−λB, cuando A y/o B son matrices sime´tricas o antisime´tricas [89] o, de forma
ma´s general, autoadjuntas o antiautoadjuntas con respecto a productos escalares arbitra-
rios [71]. Por ejemplo, la forma de Jordan de una matriz sime´trica (resp. antisime´trica) se
obtiene fa´cilmente de la forma cano´nica por congruencia del haz sime´trico (resp. del haz
antisime´trico/sime´trico) A− λI: si el haz G − λH con
G = P TAP, H = P TP
es una forma cano´nica por congruencia de A− λI entonces puede comprobarse que
H−1G = P−1AP
es una semejanza que lleva A a una forma muy cercana a su forma de Jordan. Para llegar
a la forma de Jordan basta llevar a cabo ciertas reordenaciones de filas y columnas, que
suelen involucrar a las matrices
Σk =

(−1)0
. ..
(−1)k−1
Ǒ
, Fk =

1
. ..
1
Ǒ
, (2.18)
ambas de k × k. Las matrices Fk y Σk aparecera´n con frecuencia a lo largo de todo el
cap´ıtulo.
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2.2. Perturbaciones estructuradas gene´ricas: el caso
matricial
2.2.1. Nu´mero de condicio´n de Ho¨lder estructurado para auto-
valores mu´ltiples
En esta seccio´n λ denota un autovalor de la matriz A ∈ Cn×n con nu´mero de condicio´n
de Ho¨lder no estructurado κ(A, λ) = (n1, α) dado por la Definicio´n 2.1.3. Las matrices X
e Y esta´n definidas como en (2.13) y (2.14) respectivamente.
Si restringimos las perturbaciones admisibles E de Cn×n a un subconjunto S ⊂ Cn×n,
tendremos el correspondiente nu´mero de condicio´n estructurado κ(A, λ; S) = (nS, αS).
Definicio´n 2.2.1 Sea λ un autovalor de la matriz A ∈ Cn×n y sea S un subconjunto de
matrices de Cn×n. El nu´mero de condicio´n estructurado de Ho¨lder de λ con respecto
a S se define como
κ(A, λ; S) = (nS, αS),
donde 1/nS es el menor exponente posible γk de ǫ en el desarrollo de los autovalores per-
turbados (2.5) entre todas las perturbaciones E ∈ S, y αS > 0 es el mayor valor posible
para αk en (2.5) para toda E ∈ S con ‖E‖ ≤ 1.
Como se dijo en la seccio´n anterior existen casos en los que nS < n1, pero en esta seccio´n
nos restringiremos al caso ma´s frecuente, en el que nS = n1. En tal caso, por el Teorema
2.1.1 y el Lema 2.1.2, se tiene que
αS = sup
‖E‖≤1
E∈S
ρ(Y HEX). (2.19)
La presencia del radio espectral en (2.19) complica en gran medida el problema de
determinar el supremo y dificulta el conseguir fo´rmulas expl´ıcitas o cotas razonables para
αS. Veremos, sin embargo, que para ciertas estructuras es posible identificar cua´ndo αS y
α son valores cercanos construyendo perturbaciones E ∈ S para las cuales ρ(Y HEX) es
cercano a α. En las pro´ximas subsecciones determinaremos tales estructuras.
2.2.2. Matrices reales
Como primer ejemplo, nos restringimos a perturbaciones reales. Veremos que, en el
mejor de los casos, so´lo se mejora ligeramente la sensibilidad del autovalor λ. Esto ya
se demostro´ para autovalores simples en [16]. El siguiente lema es la generalizacio´n para
autovalores mu´ltiples.
Lema 2.2.2 Sea una matriz A ∈ Cn×n y sea λ un autovalor de A con nu´mero de condicio´n
de Ho¨lder κ(A, λ) = (n1, α). Entonces κ(A, λ; R
n×n) = (n1, αR) con
(i). α/2 ≤ αR ≤ α para cualquier norma unitariamente invariante ‖ · ‖ y
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(ii). αR = α para la norma espectral si la matriz A es una matriz normal.
Demostracio´n:
Descomponemos la matriz compleja XY H = MR + ıMI con MR,MI ∈ Rn×n tales que
‖MR‖2 ≥ ‖XY H‖2/2 o´ ‖MI‖2 ≥ ‖XY H‖2/2. Sin pe´rdida de generalidad suponemos que
‖MR‖2 ≥ ‖XY H‖2/2. Sea la perturbacio´n E = v1uT1 ∈ Rn×n, donde u1 y v1 son vectores
singulares izquierdo y derecho, respectivamente, correspondientes al mayor valor singular
de la matriz MR. Entonces ‖E‖ = 1 y
ρ(EXY H) = ρ(v1u
T
1 (MR + ıMI)) = |uT1 (MR + ıMI)v1|
≥ |uT1MRv1| = ‖MR‖2 ≥ ‖XY H‖2/2,
lo que prueba αR ≥ α/2. Para demostrar la segunda parte utilizamos el hecho de que A es
normal, y por tanto unitariamente diagonalizable. Por tanto, podemos elegir la matriz Y tal
que Y = X. En tal caso, la perturbacio´n E = I ∈ Rn×n cumple que ρ(EXXH) = α = αR.
Observemos que en el caso r1 = 1 (un u´nico bloque de Jordan de taman˜o n1) se puede
usar el mismo argumento que en [16] para obtener la cota inferior del Lema 2.2.2 (i). En
cambio, no es claro que se puedan utilizar los mismos argumentos para el caso r1 > 1.
Supongamos ahora que S es una estructura tal que si E ∈ S, entonces tanto su parte
real como su parte imaginaria esta´n en S ∩ Rn×n. Por ejemplo, si S es el conjunto de las
matrices sime´tricas complejas, al restringirnos a la parte real o a la imaginaria obtenemos
las matrices reales y sime´tricas. Para un autovalor simple, Rump [82] extendio´ las cotas del
Lema 2.2.2 a nu´meros de condicio´n estructurados, en el sentido de restringir las perturba-
ciones de S a S ∩ Rn×n, mejorando as´ı el nu´mero de condicio´n a lo sumo un factor 1/√2.
Este resultado se puede extender facilmente al caso mu´ltiple cuando r1 = 1, pero no ocurre
lo mismo para autovalores mu´ltiples con varios bloques de Jordan del mayor taman˜o. El
siguiente lema es un primer paso para conseguir resultados en esta direccio´n.
Lema 2.2.3 Sea SR ⊂ Rn×n y sea S = SR + ıSR el subconjunto de todas las matrices con
parte real e imaginaria en SR. Si existe una matriz E ∈ S de rango uno con ‖E‖ = 1 tal
que αS = ρ(Y
HEX) entonces
αS/4 ≤ αSR ≤ αS
en la norma Frobenius y la norma dos.
Demostracio´n:
Consideremos la matriz E = vuH con u, v ∈ Cn×n y ‖u‖2 = ‖v‖2 = 1. Si descom-
ponemos los vectores como u = uR + ıuI y v = vR + ıvI con uR, uI , vR, vI ∈ Rn , tenemos
que
αS = |uHXY Hv| = |(uTRXY HvR + uTI XY HvI)− ı(uTI XY HvR − uRXY HvTI )|.
Uno de los dos sumandos entre pare´ntesis del te´rmino de la derecha tiene que ser mayor o
igual que αS/2 en valor absoluto. Supongamos sin pe´rdida de generalidad que
|uTRXY HvR + uTI XY HvI | ≥ αS/2
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y sea U = [uR, uI ], V = [vR, vI ]. Entonces |tr(UTXY HV )| ≥ αS/2. Y, por tanto
ρ(UTXY HV ) ≥ αS/4.
As´ı, la perturbacio´n real ER = V U
T (parte real de E) cumple αSR ≥ ρ(EXY H) ≥ αS/4
con ‖E‖2 ≤ 1 y ‖E‖F ≤ 1, lo cual completa la demostracio´n.
2.2.3. Estructuras lineales
Estudiemos ahora el caso en que S es un espacio lineal de matrices en el cuerpo Fn×n
con F ∈ {R,C}. Usando te´cnicas desarrolladas por Higham y Higham [41], dada una matriz
E ∈ S existe un u´nico vector p = [p1, . . . , pl]T ∈ Fl y una base {M1, . . . ,Ml} del subespacio
S tal que E = p1M1 + · · · + plMl y ‖E‖F = ‖p‖2. Si nS = n1, el nu´mero de condicio´n
estructurado κ(A, λ; S) = (n1, αS) satisface
αS = sup
‖p‖2≤1
p∈Fl
ρ

p1Y
HM1X + · · ·+ plY HMlX

(2.20)
para la norma Frobenius. Maximizar una funcio´n espectral no sime´trica es un problema
de optimizacio´n no trivial como se puede ver, por ejemplo, en [15]. Por tanto, conseguir en
general una fo´rmula expl´ıcita de la expresio´n αS no parece fa´cil. Dos casos especiales para
los que existe una expresio´n ma´s manejable de αS son los siguientes.
1. El caso r1 = 1 (es decir, X e Y son vectores) puede tratarse como en el caso de un
autovalor simple [42, 91]. Definimos la matriz de patrones
M = [vec(M1), . . . , vec(Ml)], (2.21)
donde el comando vec convierte una matriz en un vector concatenando las columnas
de dicha matriz. Entonces vec(E) = Mp y por tanto
αS = sup
‖p‖2≤1
p∈Fl
|p1Y HM1X + · · ·+ plY HMlX|
Por otra parte, si ⊗ denota el producto de Kronecker, entonces
|p1Y HM1X + · · ·+ plY HMlX| = |vec(p1Y HM1X + · · ·+ plY HMlX)| =
= |(XT ⊗ Y H)Mp| ≤ ‖(XT ⊗ Y H)M‖2‖p‖2,
alca´nza´ndose la igualdad para un cierto vector p. De este modo
αS = ‖(XT ⊗ Y H)M‖2
cuando F = C o cuando F = R y X,Y ∈ Rn. Para F = R y X,Y 6∈ Rn podemos
demostrar como en [55, Seccio´n 2] que ‖(XT⊗Y H)M‖2/
√
2 ≤ αS ≤ ‖(XT⊗Y H)M‖2.
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2. Si F = C y todas las matrices Nj = Y
HMjX son matrices hermı´ticas, entonces
αS = sup
‖p‖2≤1
p∈Cl
‖p1N1 + · · ·+ plNl‖2
= sup
‖x‖2=1
x∈Cn
‖[xHN1x, . . . , xHNlx]‖2.
Se sigue por tanto
ma´x
i
‖Ni‖2 ≤ αS ≤
√
lma´x
i
‖Ni‖2.
2.2.4. Matrices de Toeplitz y Hankel
Como dijimos en la introduccio´n, el nu´mero de condicio´n mide la sensibilidad de un
autovalor frente a perturbaciones infinitesimales. El comportamiento frente a perturba-
ciones finitas de la matriz se caracteriza por medio del pseudoespectro (ve´ase [92, 93]). El
pseudoespectro asociado a ǫ > 0 de una matriz se define como
Λǫ := {λ ∈ C : ∃ E ∈ Cn×n, ||E|| ≤ ǫ, λ ∈ σ(A+ E)}.
Si consideramos una estructura S, podemos definir el pseudoespectro estructurado con
respecto a S como
ΛSǫ := {λ ∈ C : ∃ E ∈ S, ||E|| ≤ ǫ, λ ∈ σ(A+ E)}.
Los nu´meros de condicio´n estructurado y no estructurado pueden obtenerse a partir
del pseudoespectro estructurado y no estructurado, respectivamente. En [82] se prueba
que el pseudoespectro estructurado de una matriz A ∈ S coincide con el pseudoespectro no
estructurado para las siguientes clases S de matrices complejas S: sime´tricas, persime´tri-
cas, Toeplitz, Toeplitz sime´tricas, Hankel, Hankel persime´tricas y circulantes; por tanto
κ(A, λ; S) = κ(A, λ) para todas estas estructuras. Por tanto, alguno de los resultados que
enunciamos a continuacio´n son consecuencia de los resultados en [82]. No obstante, en
las demostraciones construimos expl´ıcitamente perturbaciones que alcanzan el supremo
κ(A, λ), algo que no se obtiene del enfoque empleado en [82].
Una matriz Toeplitz tiene la forma
T =

t0 t−1 . . . t−n+1
t1 t0
. . .
...
...
. . . . . . t−1
tn−1 . . . t1 t0

∈ Cn×n
y H ∈ Cn×n es una matriz Hankel si FnH es una matriz Toeplitz, donde la matriz cuadrada
Fn es la matriz con unos en la antidigonal y ceros en el resto de sus entradas definida en
(2.18).
NU´MEROS DE CONDICIO´N ESPECTRALES ESTRUCTURADOS 31
Teorema 2.2.4 Sean T y SY los conjuntos de las matrices Toeplitz y de las matrices
sime´tricas complejas, respectivamente. Entonces, para la norma espectral se tiene:
(i). κ(A, λ; T) = κ(A, λ) = (n1, ‖XXT‖2) para A ∈ T;
(ii). κ(A, λ; T ∩ SY) = κ(A, λ) = (n1, ‖XXT‖2) para A ∈ T ∩ SY;
(iii). κ(A, λ; T ∩ Rn×n) = κ(A, λ) = (n1, ‖XXT‖2) para A ∈ T ∩ Rn×n y λ ∈ R;
(iv). κ(A, λ; T ∩ SY ∩ Rn×n) = κ(A, λ) = (1, 1) para A ∈ T ∩ SY ∩ Rn×n,
donde X es la matriz de autovectores derechos asociados a λ definida en (2.13).
Demostracio´n:
Una matriz Toeplitz es una matriz persime´trica, es decir, FnT es sime´trica, con Fn
dada por (2.18). Podemos, por tanto, aplicar resultados de Thompson [89] sobre formas
cano´nicas de haces sime´tricos complejos al haz sime´trico FnT − λFn (ve´ase tambie´n [71,
Theorem 7.2]). Segu´n estos resultados, podemos elegir las matrices P y Q en la forma
cano´nica de Jordan (2.10) de manera que
Q = diag(Fn1 , . . . , Fn1)P
TFn
y as´ı, de acuerdo con (2.14), se tiene Y = FnX. A continuacio´n tomamaos una factorizacio´n
de Takagi [48, §4.4] de la matriz sime´trica compleja XXT , esto es, una descomposicio´n en
valores singulares especial XXT = UΣUT , donde U ∈ Cn×r1 tiene columnas ortonormales
y Σ = diag(σ1, . . . , σr1) con σ1 ≥ · · · ≥ σr1 > 0. Por [81, Lema 10.1], existe una matriz
de Hankel H con ‖H‖2 = 1 y Hu1 = u1, donde u1 denota la primera columna de la
matriz U . Basta escoger la matriz de perturbacio´n E = FnH ∈ T, que cumple ‖E‖2 = 1 y
Eu1 = Fnu1, para demostrar (i) gracias al Lema 2.1.5.
Una matriz Toeplitz sime´trica es a la vez persime´trica; esto permite, a trave´s de una
simple transformacio´n ortogonal, diagonalizar por bloques la matriz A de la forma :
GTAG =

A11 0
0 A22

,
donde A11 ∈ R⌊n/2⌋×⌊n/2⌋ y A22 ∈ R⌈n/2⌉×⌈n/2⌉ son matrices sime´tricas complejas,
G =
1√
2

I Fn/2
−Fn/2 I

si n es par
y
G =
1√
2

I 0 F(n−1)/2
0
√
2 0
−F(n−1)/2 0 I
Ǒ
si n es impar.
NU´MEROS DE CONDICIO´N ESPECTRALES ESTRUCTURADOS 32
Este resultado, que puede encontrarse en [98], muestra que X = [X1, X2] con X1 = −FX1
y X2 = FX2. Los autovectores contenidos en las matrices X1 y X2 provienen de los bloques
de Jordan de A11 y A22, respectivamente. Adema´s, Y = Fn[X1, X2] y por tanto
αT∩SY = sup
‖E‖2=1
E∈T∩SY
ma´x

ρ(EX1X
T
1 Fn), ρ(EX2X
T
2 Fn)

= sup
‖E‖2=1
E∈T∩SY
ma´x

ρ(EX1X
T
1 ), ρ(EX2X
T
2 )

.
De XH2 X1 = X
H
2 FnFnX1 = −XH2 X1 se sigue que XH2 X1 = 0 y por lo tanto
‖XXT‖2 = ‖[X1, X2][X1, X2]T‖2 = ma´x(‖X1XT1 ‖2, ‖X2XT2 ‖2).
Supongamos que ‖X1XT1 ‖2 ≥ ‖X2XT2 ‖2 (el otro caso se trata ana´logamente) y sea X1XT1 =
UΣUT una factorizacio´n de Takagi. Entonces U = −FnU y, por [82, Lema 2.4], existe una
matriz Toeplitz sime´trica E tal que ‖E‖2 = 1 y Eu1 = u1. La demostracio´n de (ii) se
completa usando de nuevo el Lema 2.1.5.
Los apartados (iii) y (iv) son obvios si observamos que λ ∈ R implica X ∈ Rn×r1 , y
por tanto las perturbaciones construidas antes pueden elegirse reales [82].
El Teorema 2.2.4 puede extenderse fa´cilmente a matrices Hankel.
Corolario 2.2.5 Sean HA y PS los conjuntos de matrices Hankel y persime´tricas, respec-
tivamente. Entonces para la norma espectral tenemos que:
(i). κ(A, λ; HA) = κ(A, λ) = (n1, ‖XXT‖2) si A ∈ HA;
(ii). κ(A, λ; HA ∩ PS) = κ(A, λ) = (n1, ‖XXT‖2) si A ∈ HA ∩ PS;
(iii). κ(A, λ; HA ∩ Rn×n) = κ(A, λ) = (1, 1) si A ∈ HA ∩ Rn×n;
(iv). κ(A, λ; HA ∩ PS ∩ Rn×n) = κ(A, λ) = (1, 1) si A ∈ HA ∩ PS ∩ Rn×n,
siendo X la matriz de autovectores derechos asociados a λ definida en (2.13).
Demostracio´n:
Una matriz de Hankel es sime´trica luego, usando de nuevo las formas cano´nicas para
haces sime´tricos [89, 71], podemos elegir las matrices P y Q en la forma de Jordan (2.10)
de modo que
Q = diag(Fn1 , . . . , Fn1)P
T ,
y, en consecuencia, Y = X. El resto de la demostracio´n es ana´logo a la demostracio´n del
Teorema 2.2.4.
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2.2.5. Matrices sime´tricas, antisime´tricas y hermı´ticas
La demostracio´n del Teorema 2.2.4 so´lo hace uso de la persimetr´ıa de las matrices
Toeplitz. Si denotamos el conjunto de las matrices persime´tricas como PS, el mismo argu-
mento demuestra que κ(A, λ; PS) = κ(A, λ) para las matrices A ∈ PS. En un marco ma´s
amplio, tenemos el siguiente resultado, que incluye, aparte de las matrices persime´tricas
(M = Fn), clases de matrices estructuradas como las sime´tricas(M = In) y las pseudosime´-
tricas (M = Ip ⊕ (−Iq) con p + q = n) (ve´anse las definiciones al comienzo de la seccio´n
2.4.2).
Teorema 2.2.6 Dada una matriz sime´trica y ortogonal M ∈ Rn×n, sea S = {A ∈ Cn×n :
ATM = MA}. Para cualquier matriz A ∈ S y cualquier norma unitariamente invariante
se tiene
(i). κ(A, λ; S) = κ(A, λ) = (n1, ‖XXT‖2);
(ii). κ(A, λ; S ∩ Rn×n) = (n1, αS∩Rn×n) con ‖XXT‖2/2 ≤ αS∩Rn×n ≤ ‖XXT‖2,
donde X es la matriz de autovectores derechos de A asociados a λ definida en (2.13).
Demostracio´n:
Como en la demostracio´n del Teorema 2.2.4, la forma cano´nica del haz sime´trico MA−
λM nos dice que Y = MX. Sea XXT = UΣUT una factorizacio´n de Takagi. Llamamos
u1 = Ue1 y E = Mu1u
H
1 , de modo que ‖E‖ = 1 y
αS ≥ ρ(EXXTM) = ρ(Mu1uT1XXTM) = ρ(uT1XXTu1) = ‖XXT‖2 = α,
Esto completa la demostracio´n de la primera parte. La segunda parte es ana´loga a la
demostracio´n del Lema 2.2.2 (i).
Usando la terminolog´ıa de [55], el Teorema 2.2.6 se ocupa de las a´lgebras de Jordan aso-
ciadas a la forma bilineal sime´trica 〈x, y〉 = xTMy. Para las correspondientes a´lgebras de
Lie, dadas por S = {A ∈ Cn×n : ATM = −MA}, es sabido que los nu´meros de condicio´n
estructurado y no estructurado para autovalores simples pueden diferir de manera conside-
rable [55, 82]. De hecho, ya hemos visto en el ejemplo (2.9) (con M = I) que puede darse
nS < n1, esto es, que los autovalores mu´ltiples pueden tener un comportamiento cualitati-
vamente mejor frente a perturbaciones estructuradas. El siguiente resultado identifica una
de las situaciones en que esto sucede, y demuestra que esto so´lo ocurre bajo condiciones
muy espec´ıficas: para autovalores nulos que tienen asociado un u´nico bloque de Jordan de
taman˜o ma´ximo y de dimensio´n impar. Adema´s, el Teorema 2.2.7 pone de manifiesto las
diferencias que se pueden esperar entre αS y α cuando nS = n1.
Teorema 2.2.7 Dada una matriz sime´trica y ortogonal M ∈ Rn×n sea S = {A ∈ Cn×n :
ATM = −MA}. Entonces el nu´mero de condicio´n estructurado κ(A, λ; S) = (nS, αS) para
A ∈ S y la norma espectral cumple que:
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(i). Si λ = 0, n1 es impar y r1 = 1, entonces nS < n1;
(ii). Si λ = 0, n1 es impar y r1 > 1, entonces nS = n1 y αS =
√
σ1σ2, donde σ1, σ2 son
los dos mayores valores singulares de la matriz XXT (mientras que α = σ1);
(iii). Si λ = 0 y n1 es par, entonces r1 es par, nS = n1 y αS = α =




X

0
Ir1/2
−Ir1/2
0

XT




2
;
(iv). Si λ 6= 0 y r1 = 1, entonces nS = n1 y αS =
È
‖X‖22‖Y ‖22 − |Y TMX|2.
(v). Si λ 6= 0 y r1 > 1, entonces nS = n1,
donde X e Y son las matrices de autovectores de A asociados a λ definidas en (2.13) y
(2.14), respectivamente.
Demostracio´n:
La forma cano´nica estructurada de A ∈ S puede extraerse fa´cilmente de la forma
cano´nica del haz antisime´trico/sime´trico MA − λM (ve´ase, por ejemplo, [71, Teorema
7.3]). En particular, si λ = 0 es un autovalor y n1 es impar, entonces las matrices P,Q
en (2.10) cumplen que
Q = diag(Σn1 , . . . ,Σn1)P
TM.
Por tanto, Y = MX y si nS fuese igual a n1 existir´ıa alguna perturbacio´n E ∈ S con
ρ(Y HEX) = ρ(XTMEX) > 0. Esto es imposible si r1 = 1, ya que X es un vector y ME
es una matriz antisime´trica y por tanto ρ(XTMEX) = |XTMEX| = 0. Esto demuestra (i).
Para demostrar que nS = n1 cuando λ = 0, n1 impar y r1 > 1, basta construir una
perturbacio´n E ∈ S tal que ρ(XTMEX) > 0. Para ello, consideramos una factorizacio´n
de Takagi XXT = UΣUT , donde U = [u1, . . . , ur1 ] tiene columnas ortonormales y Σ =
diag(σ1, . . . , σr1) con σ1 ≥ · · · ≥ σr1 > 0. Tomando E = M [u1, u2]

0
1
−1
0

[u1, u2]
H tenemos
que E ∈ S, ‖E‖2 = 1 y
αS ≥ ρ(XTMEX) = ρ

0 σ2
−σ1 0

=
√
σ1σ2 > 0.
Por otro lado, denotando por SK al conjunto de matrices complejas antisime´tricas, tenemos
que
αS = sup
‖eE‖2≤1
eE∈SK
ρ(ÜEXXT ) = sup
‖G‖2≤1
G∈SK
ρ(GΣ) = sup
‖G‖2≤1
G∈SK
ρ(Σ1/2GΣ1/2)
≤ sup
‖G‖2≤1
G∈SK
‖Σ1/2GΣ1/2‖2 = sup
‖G‖2≤1
G∈SK
‖ÜΣ ◦G‖2,
donde ÜΣ = [
√
σiσj]
r1
i,j=1 y ◦ denota el producto de Hadamard, esto es elemento a elemen-
to, entre matrices. Un resultado de Mathias [70, Corolario 2.6] implica que ‖ÜΣ ◦ G‖2 ≤√
σ1σ2‖G‖2, lo cual concluye la demostracio´n de (ii).
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Si λ = 0 y n1 es par, puede verse usando [71, Theorem 7.3] que r1 es tambie´n par e Y =
MX

0
−Ir1/2
Ir1/2
0

. Para alcanzar ρ(Y HEX) = α =




X

0
Ir1/2
−Ir1/2
0

XT




2
se puede usar
una perturbacio´n de Lidskii como en (2.17), en este caso E = 1
α
MX

0
Ir1/2
−Ir1/2
0

XH ∈ S.
Esto prueba (iii).
Para el caso de un autovalor no nulo la forma cano´nica estructurada de Jordan de una
matriz A ∈ S parece no revelar ninguna estructura particular en las matrices X, Y . Por
otro lado, −λ es tambie´n un autovalor de la matriz A con la misma forma de Jordan que
el autovalor λ. De hecho, si denotamos por fX, ÜY las matrices de autovectores derechos e
izquierdos asociadas a los bloques de Jordan de taman˜o n1 correspondientes al autovalor
−λ, entonces fX = MY e ÜY = −MX. Esto no so´lo implica κ(A,−λ) = κ(A, λ) y que
κ(A,−λ; S) = κ(A, λ; S), sino que adema´s [X,MY ] es una matriz de rango completo. Para
el caso particular en que r1 = 1 se tiene que
|Y HEX| = ρ [MY ,X]TME[MY ,X] = ρ ME[MY ,X][MY ,X]T 
para cualquier perturbacio´n E ∈ S. Usando los argumentos de la demostracio´n de (ii),
tenemos que αS =
√
σ1σ2, donde σ1 y σ2 son los dos mayores valores singulares de la
matriz sime´trica [MY ,X][MY ,X]T . Ca´lculos laboriosos, aunque elementales, revelan que
σ1σ2 = ‖X‖22‖Y ‖22 − |Y TMX|2, lo que demuestra (iv). Esta te´cnica, sin embargo, no es
va´lida para el caso r1 > 1. S´ı que podemos demostrar en ese caso que αS > 0, aunque no
parece fa´cil conseguir una cota superior o inferior de αS. El rango completo de la matriz
[X,MY ] implica la existencia de una matriz invertible L tal que
L−1[X,MY ] =

Ir1 ⋆
0 Ir1
0 0
Ǒ
Tomando E = ML−T ([0, Ir1 , 0][Ir1 , 0, 0]
T − [Ir1 , 0, 0][0, Ir1 , 0]T )L−1 ∈ S tenemos que
ρ(Y HEX) = ρ(Ir) = 1
y por lo tanto αS > 0, completando la demostracio´n de (v).
Observemos que el Teorema 2.2.7 (iv) no so´lo corrobora los resultados de [55, Teorema
4.3] y [82, Teorema 3.2], que se limitan a acotar los nu´meros de condicio´n, sino que adema´s
ofrece fo´rmulas expl´ıcitas para el nu´mero de condicio´n estructurado de autovalores simples
no nulos.
Afortunadamente, el estudio de los nu´meros de condicio´n estructurados es ma´s sencillo
para el caso de a´lgebras de Jordan y de Lie asociadas con formas sesquilineales 〈x, y〉 =
xHMy.
Lema 2.2.8 Dada una matriz ortogonal sime´trica o antisime´trica M ∈ Rn×n, sea S =
{A ∈ Cn×n : AHM = γMA} para γ ∈ {1,−1} fijo. Entonces para cualquier matriz
A ∈ Cn×n se tiene que κ(A, λ; S) = κ(A, λ) en la norma espectral.
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Demostracio´n:
SeaXY H = UΣV H una descomposicio´n en valores singulares y conideramos los vectores
u1 = Ue1, v1 = V e1, siendo e1 la primera columna de la matriz identidad. Entonces ‖u1‖2 =
‖v1‖2 = 1 y por [68, Theorem 8.6] podemos encontrar una matriz H tal que ‖H‖2 = 1 y
Hu1 = µv1 para algu´n µ ∈ C con |µ| = 1. Tomando la perturbacio´n E = √γMTH se tiene
que E ∈ S, ‖E‖2 = 1 y αS ≥ ρ(EXY H) = ρ(HXY HM) = ρ(V HHUΣ) ≥ α por el Lema
2.1.5.
2.2.6. Matrices J–sime´tricas y J–antisime´tricas
Si la matriz M del producto escalar es
J2n =

0 In
−In 0

, (2.22)
la estructura S = {A ∈ C2n×2n : AHM = γMA} considerada en el Lema 2.2.8 coincide
con el conjunto de matrices antihamiltonianas complejas si γ = 1, y con el conjunto
de matrices hamiltonianas complejas si γ = −1. Los siguientes teoremas se refieren a
estructuras similares de la forma S = {A ∈ C2n×2n : ATJ2n = γJ2nA}. En particular, se
obtienen cotas para los nu´meros de condicio´n estructurados de matrices antihamiltonianas
y hamiltonianas reales.
Teorema 2.2.9 Dada una matriz ortogonal y antisime´trica M ∈ R2n×2n, sea S = {A ∈
C
2n×2n : ATM = MA}. Para cada A ∈ S y cada autovalor λ de A se tienen los siguientes
resultados en la norma espectral:
(i). κ(A, λ; S) = κ(A, λ) = (n1, ‖XJr1XT‖2);
(ii). κ(A, λ; S ∩ R2n×2n) = (n1, αS∩R2n×2n) con ‖XJr1XT‖2/4 ≤ αS∩R2n×2n ≤ ‖XJr1XT‖2,
donde X es la matriz de autovectores derechos asociados a λ definida en (2.13) y Jr1 viene
dada por (2.22).
Demostracio´n: La forma cano´nica estructurada de A se sigue del hecho de que cualquier
matriz antihamiltoniana tiene una forma cano´nica diagonal por bloques [34, 51]. Ma´s con-
cretamente, de [71, Theorem 8.2] se sigue que r1 es par y que las matrices P y Q en la
forma de Jordan (2.10) pueden elegirse de modo que
Q = GJTr1n1GP
TM,
donde G = diag(Ir1n1/2, Fn1 , . . . , Fn1), la matriz Jr1n1 viene dada por (2.22) y la matriz Fn1
por (2.18). Por tanto, Y = MTXJr1 y podemos usar una perturbacio´n del tipo (2.17), en
este caso
E = (MTXJr1X
H)/‖XJr1XT‖2,
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que cumple E ∈ S, ‖E‖2 = 1 y es tal que
αS ≥ ρ(JTr1XTMEX)/‖XJr1XT‖2 = ‖XJr1XT‖2 = α.
Para probar la segunda parte, sean u = uR+ ıuI y v = vR+ ıvI , con uR, uI , vR, vI ∈ R2n,
siendo u y v vectores singulares izquierdo y derecho asociados al mayor valor singular de
la matriz K = XJr1X
T . Entonces
αS = ‖K‖2 = uHKv = (uTRKvR + uTI KvI) + ı(uTRKvI − uTI KvR).
Al menos uno de los cuatro te´rminos en esta suma sera´ mayor o igual en valor absoluto
que αS/4. Elegimos este te´rmino y definimos la matriz W = [w1, w2] ∈ R2n×2 formada
por los dos vectores que definen este te´rmino. Por ejemplo si |uTI KvR| ≥ αS/4, entonces
W = [uI , vR]. Como la matriz K es antisime´trica, podemos suponer que los vectores u y v
cumplen vTu = 0, lo que implica ‖W‖2 ≤ 1. Tomando la perturbacio´n E = MTWJ2W T ∈
S ∩ R2n×2n, se tiene ‖E‖2 ≤ 1 y
αS∩R2n×2n ≥ ρ(JTr1/2XTMEX) = ρ(J2W TKW )
= ρ(diag(wT2 Kw1,−wT1 Kw2)) ≥ αS/4,
lo que completa la demostracio´n.
Teorema 2.2.10 Dada una matriz ortogonal antisime´trica M ∈ R2n×2n, sea S = {A ∈
C
2n×2n : ATM = −MA}. Entonces para cada A ∈ Cn×n y cada autovalor λ de A se tiene
que
(i). κ(A, λ; S) = (n1, αS) con α/
√
2 ≤ αS ≤ α para la norma de Frobenius y αS = α para
la norma || · ||2;
(ii). κ(A, λ; S ∩R2n×2n) = (n1, αS∩R2n×2n) con α/8 ≤ αS∩R2n×2n ≤ αS para la norma || · ||2.
Demostracio´n:
Sean u1, v1 los vectores singulares izquierdo y derecho, respectivamente, asociados al
mayor valor singular de la matriz XY HM . Definimos
ÜE = [v1, u1]

0
1
1
−vT
1
u1

[v1, u1]
T .
Entonces ÜE es una matriz sime´trica y puede demostrarse que ‖ÜE‖F =
È
2− |uT1 v1|2 ≤
√
2
(ve´ase [55, Theorem 4.3]). Eligiendo la perturbacio´n E = M ÜE/
√
2 tenemos que E ∈
S, ‖E‖F ≤ 1 y
αS ≥ ρ(Y HEX) = ρ(ÜEXY HM)/
√
2 ≥ ‖XY H‖2/
√
2,
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donde hemos aplicado el Lema 2.1.5. Para la norma espectral, el Teorema 5.8 de [69] nos
dice que existe una matriz sime´trica ÜE que transforma el vector u1 en v1 con ‖ÜE‖2 = 1.
As´ı, tomando como perturbacio´n E = M ÜE queda demostrada la segunda parte de (I).
Para demostrar (ii) descomponemos la matriz XY HM = S +W , donde
S = (XY H + Y XT )/2
y
W = (XY H − Y XT )/2.
Entonces α = ‖XY H‖2 ≤ ‖S‖2+‖W‖2. Distinguimos dos casos, dependiendo de si la parte
antisime´trica W domina o no a la parte sime´trica S.
1. Si ‖S‖2 ≥ ‖W‖2/3, descomponemos S = SR + ıSI con SR, SI matrices sime´tricas
reales. Entonces ‖SR‖2 ≥ ‖S‖2/2 o´ ‖SI‖2 ≥ ‖S‖2/2. En el primer caso, sea u1 un
autovector ortonormalizado asociado al autovalor de la matriz SR cuyo valor absoluto
coincide con ‖SR‖2. Entonces E = Mu1uT1 ∈ S ∩ R2n×2n con ‖E‖2 = 1 cumple que
αS∩Rn×n ≥ ρ(EXY H) = |uT1XY HMu1| = |uT1 Su1| ≥ |uT1 SRu1|
≥ ‖S‖2
2
=
‖S‖2 + 3‖S‖2
8
≥ ‖S‖2 + ‖W‖2
8
≥ α
8
.
El caso ‖SI‖2 ≥ ‖S‖2/2 puede demostrarse ana´logamente.
2. Si ‖S‖2 ≤ ‖W‖2/3, descomponemos W = WR+ıWI con WR,WI matrices antisime´tri-
cas reales. Supongamos que ‖WR‖2 ≥ ‖W‖2/2 (de nuevo, el caso ‖WI‖2 ≥ ‖W‖2/2
es ana´logo ). Sean u1, v1 los vectores singulares izquierdo y derecho, respectivamente,
asociados al mayor valor singular de la matriz WR. Como WR es antisime´trica se
tiene que vT1 u1 = 0. Eligiendo la perturbacio´n
E = M [u1, v1]

0 1
1 0

[u1, v1]
T ∈ S ∩ R2n×2n,
que cumple ‖E‖2 = 1, se tiene
αS∩R2n×2n ≥ ρ(EXY H) = ρ

0 1
1 0

[u1, v1]
T (S +W )[u1, v1]

= ρ(Φ),
donde
Φ =
 −β 0
0 β

+

uT1 Sv1 v
T
1 Sv1
uT1 Su1 u
T
1 Sv1

con β = ‖WR‖2 + ıuT1WIv1. Adema´s, det(Φ) = −(β + γ)(β − γ) con
γ =
È
(uT1 Su1)(v
T
1 Sv1)− (uT1 Sv1)2
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cumpliendo |γ| ≤ ‖S‖2. Esto demuestra que
ρ(Φ) ≥ |β| − |γ| ≥ ‖WR‖2 − ‖S‖2 ≥ ‖W‖2
2
− ‖S‖2
=
‖W‖2
2
− 9
8
‖S‖2 + 1
8
‖S‖2 ≥ ‖S‖2 + ‖W‖2
8
≥ α
8
,
y concluye la demostracio´n.
El Teorema 2.2.10 (ii) nos dice que el restringir las perturbaciones al conjunto de
matrices hamiltonianas reales puede tener un efecto positivo, aunque limitado, sobre la
sensibilidad de autovalores mu´ltiples. Por otro lado, debemos sen˜alar que los nu´meros de
condicio´n no proporcionan informacio´n alguna sobre la direccio´n en la cual se mueven los
autovalores perturbados. Esta es una cuestio´n crucial a la hora de decidir si un autova-
lor imaginario puro de una matriz hamiltoniana permanece o no sobre el eje imaginario
cuando se le somete a perturbaciones estructuradas, algo que es importante en numerosas
aplicaciones. Para resultados relacionados ve´ase [8] y las referencias que contiene.
2.3. Perturbaciones estructuradas gene´ricas: proble-
mas generalizados
Consideramos en esta seccio´n dos extensiones del problema usual de autovalores: los
haces de matrices y los polinomios matriciales.
2.3.1. Haces de matrices
Un haz de matrices (en ingle´s, matrix pencil) es una familia de matrices de la forma
{A− λB : λ ∈ C} con A,B ∈ Cn×n. Se dice que un haz es regular si existe un valor de λ
tal que det(A − λB) 6= 0. En caso contrario, se dice que el haz es singular. Nosotros so´lo
trataremos el caso de haces regulares.
Se suele identificar el haz A− λB con el par de matrices (A,B) y se dice que λ ∈ C es
un autovalor finito del haz (A,B) si det(A− λB) = 0. Cuando la matriz B es singular, el
haz (A,B) tiene uno o varios autovalores infinitos, que se identifican con los autovalores
nulos del haz dual (B,A). Si λ0 es un autovalor finito del haz A−λB, decimos que x ∈ Cn
es un autovector derecho asociado a λ0 si (A− λ0B)x = 0, y que y ∈ Cn es un autovector
izquierdo de (A,B) asociado a λ0 si y
H(A − λ0B) = 0. Los autovectores asociados a un
autovalor infinito de (A,B) son los asociados al autovalor nulo de (B,A). No´tese que el
problema de hallar los autovalores y los autovectores de un haz de matrices (el llamado
problema generalizado de autovalores) incluye como caso particular al problema usual de
autovalores (basta tomar B = In). Dado un autovalor finito del haz (A,B) diremos que
es simple si el rango de A − λB es n − 1. En caso contrario, diremos que el autovalor es
mu´ltiple.
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De forma ana´loga al problema usual de autovalores, consideramos perturbaciones de la
forma (A+ ǫE,B + ǫF ) a un haz (A,B), donde E,F ∈ Cn×n, y estudiamos la sensibilidad
de los autovalores de (A,B) en el l´ımite cuando ǫ tiende a cero.
En un contexto ma´s general, Langer y Najman emplean en [61, 62, 63] la forma lo-
cal de Smith para extender la teor´ıa de perturbaciones de Lidskii, obteniendo desarrollos
asinto´ticos de los autovalores perturbados de funciones matriciales anal´ıticas L(λ). Recien-
temente, de Tera´n, Dopico y Moro [88] han investigado el caso especial en que L(λ) es un
haz A− λB, reemplazando la forma local de Smith por la forma cano´nica de Weierstrass,
mucho ma´s natural para haces de matrices, y que pasamos a describir a continuacio´n: para
todo haz regular A− λB existen matrices cuadradas no singulares Q y P tales que
Q(A− λB)P = diag(J − λI , λJ∞ − I), (2.23)
donde J es suma directa de bloques de Jordan (2.12) asociados a los autovalores finitos
del haz, y J∞ es suma directa de bloques de Jordan nilpotentes
0
B
B
B
B
B
B

0 1
· ·
· ·
· 1
0
1
C
C
C
C
C
C
A
(2.24)
asociados al autovalor infinito. Al mayor taman˜o de estos bloques nilpotentes se le llama
ı´ndice de nilpotencia del haz (A,B). La descomposicio´n (2.23) es conocida como forma
cano´nica de Weierstrass del haz (A,B) (ve´ase, por ejemplo, [87, §VI.1.2]).
Dado un autovalor finito λ de un haz regular (A,B), la forma cano´nica de Weierstrass
puede escribirse de la forma

J 0
0 eJA

=

Q
ÜQ

A

P ÜP

,

I 0
0 eJB

=

Q
ÜQ

B

P ÜP

, (2.25)
donde tanto (P, ÜP ) como

Q
eQ

son matrices invertibles, y J contiene los r1 bloques de
Jordan asociados a λ de taman˜o ma´ximo n1 . Ana´logamente, para un autovalor infinito del
haz (A,B), tenemos

I 0
0 eJA

=

Q
ÜQ

A

P ÜP

,

N 0
0 eJB

=

Q
ÜQ

B

P ÜP

, (2.26)
donde N contiene r1 bloques de Jordan nilpotentes Nn1 de la forma (2.24). Al igual que en
el problema usual de autovalores, reunimos en las matrices X e Y autovectores derechos e
izquierdos contenidos en las matrices P y Q:
X =

Pe1, P en1+1, . . . , P e(r1−1)n1+1

,
Y =

QHen1 , Q
He2n1 , . . . , Q
Her1n1

.
(2.27)
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Obviamente, la relacio´n entre X,Y y P,Q impone una normalizacio´n sobre las matrices
X,Y . Para n1 = 1 tenemos que Y
HBX = I si λ es finito e Y HAX = I si λ es infinito.
Para n1 > 1 tenemos la igualdad Y
HAX = Y HBX = 0 para cualquier autovalor λ.
Los siguientes teoremas resumen los principales resultados de [88] en cuanto a desarro-
llos para autovalores perturbados de haces regulares.
Teorema 2.3.1 Sea λ un autovalor finito de un haz regular (A,B) y sean
(E,F ) ∈ Cn×n × Cn×n
matrices tales que Y H(E − λF )X es invertible, con X e Y definidas como en (2.27).
Entonces existen n1r1 autovalores bλk del haz perturbado (A+ ǫE,B + ǫF ) que admiten un
desarrollo
bλk = λ+ (ξk)
1/n1ǫ1/n1 + o(ǫ1/n1), k = 1, . . . , r1 (2.28)
en potencias fraccionarias, donde ξ1, . . . , ξr1 son los autovalores de la matriz Y
H(E −
λF )X. Para autovalores infinitos del haz (A,B), sea F ∈ Cn×n tal que la matriz Y HFX
es invertible. Entonces existen n1r1 autovalores bλk del haz perturbado (A+ ǫE,B+ ǫF ) que
admiten el desarrollo en potencias fraccionarias
1
bλk
= (ξk)
1/n1ǫ1/n1 + o(ǫ1/n1), k = 1, . . . , r1, (2.29)
donde ξk son los autovalores de Y
HFX para k ∈ {1, . . . , r1}.
2.3.1.a. Nu´meros de condicio´n no estructurados para haces de matrices
Basa´ndonos en el Teorema 2.3.1, podemos definir un nu´mero de condicio´n para auto-
valores mu´ltiples de un haz regular de matrices como sigue.
Definicio´n 2.3.2 Sea λ un autovalor finito del haz regular (A,B). El nu´mero de condi-
cio´n (absoluto)de Ho¨lder de λ viene dado por
κ(A,B, λ) = (n1, α),
donde n1 es la dimensio´n del mayor bloque de Jordan asociado a λ en la forma cano´nica
de Weierstrass de (A,B) y
α = sup
||E||≤wA,||F ||≤wB
E,F∈Cn×n
ρ(Y H(E − λF )X),
donde X e Y vienen dadas por (2.27). El nu´mero de condicio´n (absoluto) de Ho¨lder para
un autovalor λ = ∞ de (A,B) viene dado por κ(A,B,∞) = (n1, α), donde n1 es el ı´ndice
de nilpotencia del haz (A,B) y
α = sup
||F ||≤wB
F∈Cn×n
ρ(Y HFX).
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No´tese que la Definicio´n 2.3.2 no so´lo depende de la norma matricial, sino que tambie´n
depende de la eleccio´n de los pesos no negativos wA y wB. Estamos suponiendo impl´ıcita-
mente que estas cantidades son estrictamente positivas cero, ya que, en caso contrario,
ser´ıa κ(A,B, λ) = (0, 0). Ma´s concretamente, supondremos que wA > 0 si λ = 0, wB > 0
si λ = ∞ y ma´x{wA, wB} > 0 para cualquier otro autovalor. Los pesos wA y wB se in-
troducen en la Definicio´n 2.3.2 para equilibrar la influencia de las perturbaciones de las
matrices A y B. Por ejemplo, si tanto E y F tienen norma pequen˜a comparada, respecti-
vamente, con las normas de las matrices A y B, parece razonable escoger los pesos de la
forma wA = ‖A‖/
È
‖A‖2 + ‖B‖2 y wB = ‖B‖/
È
‖A‖2 + ‖B‖2.
El lema siguiente representa una extensio´n directa de [72, Theorem 4.2].
Lema 2.3.3 Para cualquier norma unitariamente invariante, se tiene que
κ(A,B, λ) = (n1, (wA + wB|λ|)‖XY H‖2)
para autovalores finitos y κ(A,B, λ) = (n1, wB‖XY H‖) si λ = ∞.
Demostracio´n:
Por un lado
ρ(Y H(E − λF )X) = ρ((E − λF )XY H) ≤ ‖(E − λF )XY H‖2
≤ ‖(E − λF )XY H‖ ≤ (wA + wB|λ|)‖XY H‖2
para perturbaciones E,F tales que ‖E‖ ≤ wA, ‖F‖ ≤ wB. Por tanto
α ≤ (wA + wB|λ|)‖XY H‖2.
Por otro lado, sean u1, v1 los vectores singulares izquierdo y derecho correspondiente al ma-
yor valor singular de XY H . Escogiendo las perturbaciones E = wAv1u
H
1 y F = − λ¯|λ|wBv1uH1
(F = 0 si λ = 0) tenemos que ‖E‖ ≤ wA, ‖F‖ ≤ wB y
α ≥ ρ((wA + wB|λ|)v1uH1 XY H) =
= (wA + wB|λ|)ρ(uH1 XY Hv1) = (wA + wB|λ|)‖XY H‖2.
La demostracio´n para κ(A,B,∞) es ana´loga.
La Definicio´n 2.3.2 esta´ basada en la distancia usual |bλ − λ| en C. Para autovalores
infinitos la distancia usual no es invariante bajo intercambios de las matrices A y B, es
decir, que |bλ − λ| 6= | 1
bλ
− 1
λ
|. Un concepto ma´s elegante de distancia es el que ofrece la
distancia cordal
χ(bλ, λ) =
|bλ− λ|
È
|bλ|2 + 1
È
|λ|2 + 1
,
que incluye de forma natural autovalores infinitos
χ(bλ,∞) = l´ım
|µ|→∞
χ(bλ, µ) =
1
È
|bλ|2 + 1
,
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(ve´ase [87] para ma´s detalles). Sustituyendo los desarrollos (2.28) y (2.29) se tiene que
χ(bλk, λ) =
(ξk)
1/n1ǫ1/n1
È
|λ|2 + 1 + o(ǫ
1/n1)
y
χ(bλk,∞) = (ξk)1/n1ǫ1/n1 + o(ǫ1/n1).
Esto demuestra que cuando se trabaja con la me´trica cordal χ la cantidad α en la
definicio´n del nu´mero de condicio´n de Ho¨lder para un autovalor finito debe dividirse por
È
|λ|2 + 1, mientra´s que para un autovalor infinito es igual. Es fa´cil ver que esta modificacio´n
de nu´mero de condicio´n tiene la propiedad de ser continua para |λ| = ∞.
El empleo de la me´trica usual o de χ dependera´ de la aplicacio´n en la que estemos
interesados. Si el objetivo es calcular un autovalor finito λ parece ser ma´s relevante utilizar
la me´trica usual.
Todos los resultados que veremos a continuacio´n esta´n basados en la me´trica usual
de C pero como hemos visto por los comentarios anteriores, escribirlos en te´rminos de la
distancia cordal es inmediato.
2.3.1.b. Nu´meros de condicio´n estructurados para haces de matrices
El nu´mero de condicio´n de Ho¨lder estructurado κ(A,B, λ; S) = (nS, αS) para un subcon-
junto S ⊂ Cn×n×Cn×n puede definirse ana´logamente al del problema usual de autovalores.
Como antes, suponemos que las cantidades wA, wB son positivas:
Definicio´n 2.3.4 Sea λ un autovalor del haz regular (A,B) con A,B ∈ Cn×n, y sea S un
subconjunto de Cn×n×Cn×n. El nu´mero de condicio´n estructurado de Ho¨lder de λ
con respecto a S se define como
κ(A,B, λ; S) = (nS, αS),
donde 1/nS es el menor exponente posible γk de ǫ en los desarrollos
bλk = λ+ α
γk
k ǫ
γk + o(ǫ), k = 1, . . . ,m,
de los autovalores del haz perturbado (A + ǫE,B + ǫF ) entre todas las perturbaciones
(E,F ) ∈ S, y αS > 0 es el mayor valor posible de αk para toda (E,F ) ∈ S con ‖E‖ ≤
wA, ‖F‖ ≤ wB.
En particular, si nS = n1 entonces
αS = sup
||E||≤wA,||F ||≤wB
(E,F )∈S
ρ(Y H(E − λF )X).
Algunas demostraciones de la Seccion 2.2.1 pueden extenderse al caso de autovalores de
haces de matrices si la estructura es separable, es decir si S = S1 × S2 con S1,S2 ⊂ Cn×n.
Esto se refleja en el siguiente teorema:
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Teorema 2.3.5 Sean S1,S2 dos subconjuntos de C
n×n y sea λ un autovalor del haz regular
(A,B) ∈ Cn×n. Sean
κ(A,B, λ) = (n1, α), κ(A,B, λ; S1 × S2) = (nS1×S2 , αS1×S2).
Entonces,
(i). Haces de matrices reales: Si S1 = S2 = R
n×n, entonces nS1×S2 = n1 y
α/4 ≤ αS1×S2 ≤ α
para matrices A,B ∈ Cn×n y cualquier norma unitariamente invariante.
(ii). Haces de matrices sime´tricas : Si S1 = S2 = {A ∈ Cn×n : AT = A}, entonces
nS1×S2 = n1 y αS1×S2 = α para matrices A,B ∈ S1 y cualquier norma unitariamente
invariante.
(iii). Haces de matrices sime´tricas reales: Si S1 = S2 = {A ∈ Rn×n : AT = A} entonces
nS1×S2 = n1 y α/2 ≤ αS1×S2 ≤ α para matrices A,B ∈ Cn×n con AT = A, BT = B y
cualquier norma unitariamente invariante.
(iv). Haces de matrices sime´tricas/antisime´tricas : Si S1 = {A ∈ Cn×n : AT = A} y
S2 = {B ∈ Cn×n : BT = −B} entonces los siguientes resultados son ciertos para
haces de matrices (A,B) ∈ S1 × S2 en la norma dos:
a) Si λ = ∞, n1 es impar y r1 = 1, entonces nS < n1.
b) Si λ = ∞, n1 es impar y r1 > 1, entonces nS = n1 y αS = wB√σ1σ2, donde
σ1, σ2 son los dos mayores valores singulares de la matriz XX
T (mientras que
α = wBσ1).
c) Si λ = ∞ y n1 es par, entonces r1 es par, nS = n1 y
αS = α = wB





X

0
Ir1/2
−Ir1/2
0

XT





2
.
d) Si λ = 0 y n1 es par, entonces nS = n1 y αS = α = wA‖XXT‖2.
e) Si λ = 0 y n1 es impar, entonces r1 es par, nS = n1 y
αS = α = wA





X

0
Ir1/2
−Ir1/2
0

XT
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.
f) Si λ 6= ∞, λ 6= 0 y r1 = 1, entonces nS = n1 y αS = wAα1 + wB|λ|α2, donde
α1 = ‖X‖2‖Y ‖2 y α2 =
È
‖X‖22‖Y ‖22 − |Y TX|2.
g) Si λ 6= ∞, λ 6= 0 y r1 > 1, entonces nS = n1 y αS ≥ wA‖XY H‖2.
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(v). Haces de matrices antisime´tricas:Si S1 = S2 = {A ∈ Cn×n : AT = −A} entonces
nS1×S2 = n1, r1 es par y αS1×S2 = α para cualesquiera A,B ∈ S1 en norma || · ||2.
(vi). Haces de matrices hermı´ticas : Sea Sj = {A ∈ Cn×n : AH = γjA} para j ∈ {1, 2}
con γ1, γ2 ∈ {1,−1} fijos. Entonces nS1×S2 = n1 y se cumplen las desigualdades
α/
√
2 ≤ αS1×S2 ≤ α
para cualesquiera matrices A,B ∈ Cn×n en norma dos. Si, adema´s, γ1 = γ2 y λ ∈ R
entonces αS1×S2 = α.
Demostracio´n:
Mientras no se indique lo contrario, suponemos que el autovalor λ es finito (para el caso
λ = ∞ las demostraciones son ana´logas).
(i) En vista de la demostracio´n del Lema 2.2.2, sabemos que existe una matriz real ÜE
con ‖ÜE‖ ≤ 1 tal que ρ(Y H ÜEX) ≥ ‖XY H‖2/2. Escogemos E = wAÜE,F = 0 si wA ≥ wB|λ|
y E = 0, F = wB ÜE en otro caso. Entonces
ρ(Y H(E − λF )X) ≥ wA + wB|λ|
2
ρ(Y H ÜEX) ≥ wA + wB|λ|
4
‖XY H‖2,
lo que demuestra (i).
(ii) y (iii) Usando el hecho de que la forma cano´nica estructurada de un haz sime´tri-
co [89, Theorem 1] implica que Y = X, los apartados (ii) y (iii) pueden demostrarse de
igual manera que el Teorema 2.2.6.
(iv) Para λ = ∞, la forma cano´nica estructurada de un haz sime´trico/antisime´trico [89,
Theorem 1] impone la misma estructura en las matrices X e Y que para los autovalores
nulos de una matriz antisime´trica. Esto implica que α/wB coincide con el nu´mero de
condicio´n no estructurado para autovalores nulos de B y los apartados (a)–(c) se siguen
del Teorema 2.2.7 (i)–(iii).
Para λ = 0 y n1 par, la forma cano´nica del haz (A,B) [71, Theorem 8.3] conduce
a que Y = X, luego tomando E = wAXX
H/‖XXT‖2, F = 0 se demuestra (d). Si
λ = 0 y n1 es impar, entonces r1 es par e Y = X

0
−Ir1/2
Ir1/2
0

. Sean u1, v1 vectores
singulares izquierdo y derecho respectivamente, correspondientes al mayor valor singular
σ1 de la matriz antisime´trica XY
H = X

0
Ir1/2
−Ir1/2
0

XT . Entonces, el haz E − λF con
E = wA[u1, v1]

0
1
1
0

[u1, v1]
T y F = 0 son tales que E ∈ S1, F ∈ S2, ‖E‖2 = wA y
αS ≥ ρ

EX

0
Ir1/2
−Ir1/2
0

XT

= ρ(V HEUΣ) = ρ

wAσ1
0
0
∗

≥ wAσ1 = α,
donde UΣV H es una descomposicio´n en valores singulares de la matriz
X

0
Ir1/2
−Ir1/2
0

XT , ∗ denota una matriz no nula de taman˜o (r1− 1)× (r1− 1) y hemos
usado que vT1 u1 = 0 ya que X

0
Ir1/2
−Ir1/2
0

XT es una matriz antisime´trica. Esto prueba
(e).
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Para autovalores no nulos finitos λ y r1 = 1, se tiene que
ρ(Y H(E − λF )X) = |Y H(E − λF )X|,
luego
αS = sup
||E||≤wA,||F ||≤wB
(E,F )∈S
ρ(Y H(E − λF )X) ≤
≤ wA sup
||E||≤1
E∈S1
ρ(Y HEX) + wB|λ| sup
||F ||≤1
F∈S2
ρ(Y HFX).
El supremo en S1 esta´ claramente acotado por α1, mientras que el supremo en S2 es igual
a α2 por el Teorema 2.2.7 (iv). Por tanto, αS ≤ wAα1 + wB|λ|α2. Por [69, Teorema 5.8]
tenemos que existe una matriz ÜE ∈ S1 con ‖ÜE‖2 = ‖Y ‖2/‖X‖2 tal que ÜEX = Y . Por
tanto, la matriz sime´trica E1 =
‖X‖2
‖Y ‖2
ÜE, cuya norma espectral es igual a uno, alcanza
la cota superior α1. Sea F2 ∈ S2, con norma espectral igual a uno que alcanza el valor
ma´ximo α2. Entonces existen γ1, γ2 ∈ C, |γ1| = |γ2| = 1 de manera que el par (E,F ) =
(γ1wAE1, γ2wBF2) ∈ S1 × S2 cumple ρ(Y H(E − λF )X) = wAα1 + wB|λ|α2. Esto prueba
(f).
Para autovalores no nulos finitos λ y r1 > 1 tenemos que, como se vio en la demostracio´n
del Teorema 2.2.10, existe una matriz sime´trica E1 con ‖E1‖2 = 1 y ρ(Y HE1X) ≥ ‖XY H‖2.
As´ı, tomando E = wAE1 y F = 0 probamos (g).
(v) Para haces antisime´tricos/antisime´tricos, todo autovalor tiene un nu´mero par r1
de bloques de Jordan. Adema´s, la forma cano´nica estructurada [89] (ve´ase tambie´n [71,
Theorem 8.2]), induce la relacio´n Y = X

0
−Ir1/2
Ir1/2
0

entre X e Y . Si elegimos la matriz
ÜE = X

0
−Ir1/2
Ir1/2
0

XH , y las perturbaciones E = wA
‖eE‖2
ÜE, F = − wB
‖eE‖2
λ
|λ|
ÜE, se tiene que
‖E‖2 = wA, ‖F‖2 = wB y
ρ(Y H(E − λF )X) = (wA + |λ|wB)





XT

0
Ir1/2
−Ir1/2
0

X





2
= α.
(vi) Como en la demostracio´n del Lema 2.2.8 , podemos construir una matriz hermı´tica
ÜE tal que ‖ÜE‖2 = 1 y ρ(ÜEXY H) = ‖XY H‖2. Elijamos δ ∈ {1,−1} de modo que δ es igual
al signo de λR si γ1 = γ2, y al signo de −λI en caso contrario. Entonces E = wA√γ1ÜE ∈ S1
y F = −δwB√γ2ÜE ∈ S2 cumplen que
αS1×S2 ≥ ρ((E − λF )XY H) = |wA
√
γ1 + δwB
√
γ2λ| ‖XY H‖2 ≥
≥ wA + wB|λ|√
2
‖XY H‖2.
La u´ltima desigualdad se sigue del hecho de que
2|wA√γ1 + δwB√γ2λ|2 − (wA + wB|λ|)2 ≥ w2A − 2wAwB|λ|+ w2B|λ|2
= (wA − wB|λ|)2 ≥ 0.
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Si γ1 = γ2 = 1 y λ ∈ R entonces |wA + δwBλ| = wA + wB|λ|, y el factor 1/
√
2 puede
eliminarse.
Una estructura diferente a las anteriores, en el sentido que no es separable, y que aparece
en muchas aplicaciones, es la estructura palindro´mica. Un haz palindro´mico es un haz de
la forma (A,AT ) (para ma´s detalles ve´ase [46, 66]). Para esta clase estructurada de haces
se tiene el siguiente resultado:
Teorema 2.3.6 Sea S = {(A,AT ) : A ∈ Cn×n} el conjunto de haces pal´ındro´micos de ma-
trices y tomemos wA = wB = 1. Entonces las siguientes afirmaciones sobre κ(A,A
T , λ; S) =
(nS, αS) son ciertas para cualquier A ∈ Cn×n y para la norma espectral.
(i). Si λ = 1, n1 es impar y r1 = 1, entonces nS < n1;
(ii). Si λ = 1, n1 is impar y r1 > 1, entonces nS = n1 y αS = 2
√
σ1σ2, donde σ1, σ2 son
los dos mayores valores singulares de la matriz XXT (mientras que α = 2σ1);
(iii). Si λ = 1 y n1 es par, entonces r1 es par, nS = n1 y
αS = α = 2
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;
(iv). Si λ = −1 y n1 es impar entonces r1 es par, nS = n1 y
αS = α = 2
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;
(v). Si λ = −1 y n1 es par, entonces nS = n1 y αS = α = 2‖XXT‖2;
(vi). Si λ 6= ±1 es finito y r1 = 1, entonces nS = n1 y αS = |1− λ|α1 + |1 + λ|α2 donde
α1 = ‖X‖2‖Y ‖2 y α2 =
È
‖X‖22‖Y ‖22 − |Y TX|2.
(vii). Si λ 6= ±1 es finito y r1 > 1, entonces nS = n1 y |1−λ|1+|λ|α ≤ αS ≤ α;
(viii). Si λ = ∞, entonces nS = n1 y αS = α.
Demostracio´n:
Si λ es un autovalor finito y nS = n1 entonces
αS = sup
‖E‖2≤1
E∈Cn×n
ρ(Y H(E − λET )X) =
=
1
2
sup
‖E‖2≤1
E∈Cn×n
ρ

(1− λ)Y H(E + ET )X + (1 + λ)Y H(E − ET )X . (2.30)
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Esta relacio´n indica que el ana´lisis de los haces palindro´micos esta´ relacionado con el ana´lisis
de haces de matrices sime´trica/antisime´trica. De hecho, en [49, 80, 83] se demuestra que
la forma cano´nica de un haz palindro´mico (A,AT ) puede extraerse la forma cano´nica [89]
del haz de matrices sime´trico/antisime´trico (A+ AT , A− AT ).
Si el autovalor es λ = 1 y n1 es impar entonces la forma cano´nica estructurada de
(A,AT ) implica Y = X. Si λ = 1 y n1 es par, entonces r1 es par e Y = X

0
−Ir1/2
Ir1/2
0

.
Por otro lado, se sigue de (2.30) que
αS = sup
‖E‖2≤1
E∈Cn×n
ρ(Y H(E − λET )X) = sup
‖G‖2≤2
Gantisime´trica
ρ(Y HGX) =
= 2 sup
‖G‖2≤1
Gantisime´trica
ρ(Y HGX).
Por tanto, el nu´mero de condicio´n de Ho¨lder estructurado para el autovalor λ = 1 de
(A,AT ) coincide esencialmente con el nu´mero de condicio´n de Ho¨lder estructurado para el
autovalor λ = 0 de la matriz antisime´trica A− AT . En particular, los apartados (i), (ii),
y (iii) del Teorema 2.2.7 implican los apartados (i), (ii) y (iii) de este teorema.
Si λ = −1 y n1 es impar, entonces la forma cano´nica estructurada de (A,AT ) implica
que r1 es par e Y = X

0
−Ir1/2
Ir1/2
0

. Si λ = −1 y n1 es par, entonces Y = X. De nuevo
se sigue de (2.30) que el supremos de ρ(Y H(E − λET )X) es alcanzado por una matriz
sime´trica E si λ = −1. Por tanto, la situacio´n en (iv) y (v) es completamente paralela a
los apartados (e) y (d) respectivamente del Teorema 2.3.5 (iv). Luego una eleccio´n ana´loga
de la matriz sime´trica E demuestra (iv) y (v).
Para un autovalor finito λ con r1 = 1 (es decir, X e Y son vectores), la relacio´n (2.30)
implica
αS ≤ |1− λ| sup
‖E1‖2≤1
E1 es sime´trica
|Y HE1X|+ |1 + λ| sup
‖E2‖2≤1
E2 es antisime´trica
|Y HE2X|.
Como se demuestra en el Teorema 2.3.5 (iv) (f), el primer supremo, que se toma sobre
matrices sime´tricas, es igual a α1. Segu´n el Teorema 2.2.7 (iv), el supremo en E2 es igual
a α2. Esto demuestra que αS ≤ |1− λ|α1 + |1 + λ|α2. Ahora, sea E1 una matriz sime´trica
con ‖E1‖2 ≤ 1 y |Y HE1X| = α1, y sea E2 una matriz antisime´trica con ‖E2‖2 ≤ 1 y
|Y HE2X| = α2. Entonces, la matriz E = γ1E1 +γ2E2 con γ1, γ2 convenientemente elegidas
cumpliendo |γ1| = |γ2| = 1, satisface ‖E‖2 ≤ 2 y adema´s |Y HEX| = |1− λ|α1 + |1 + λ|α2
lo que concluye la demostracio´n de (vi).
El apartado (vii) se sigue directamente del hecho (ve´ase la demostracio´n del Teorema
2.2.10) de que existe una matriz sime´trica E1 tal que ‖E1‖2 = 1 y ρ(Y HEX) ≥ ‖XY H‖2.
Finalmente, como la definicio´n de α no cambia para autovalores infinitos, se verifica
(viii).
Resumiendo los resultados del Teorema 2.3.6 podemos concluir que los nu´meros de
condicio´n de Ho¨lder estructurados y no estructurados de un haz de matrices palindro´mico
pueden diferir significativamente so´lo para autovalores cercanos a 1.
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2.3.2. Polinomios matriciales
Otras variantes en principio ma´s generales del problema generalizado de autovalores,
como son los polinomios matriciales, pueden reformularse de tal forma que se puedan
tratar con las ideas de la seccio´n 2.3.1. En esta seccio´n veremos como obtener nu´meros de
condicio´n de Ho¨lder para autovalores de un polinomio matricial
P (λ) = λmAm + λ
m−1Am−1 + . . .+ λA1 + A0, Ai ∈ Cn×n. (2.31)
Decimos que λ es autovalor de P (λ) si det P (λ) = 0, y se dice que los vectores
x, y ∈ Cn×n son, respectivamente, autovector derecho e izquierdo asociados al autovalor λ
si P (λ)x = 0 e yHP (λ) = 0, respectivamente.
En lo que sigue supondremos que el polinomio matricial P es regular, esto es, que el
polinomio detP (λ) en la variable λ no es ide´nticamente nulo. El haz de matrices
A− λB =
0
B
B
B
B
B
B
B

−Am−1 −Am−2 · · · −A1 −A0
I 0 · · · 0 0
0 I · · · 0 0
...
...
. . .
...
...
0 0 · · · I 0
1
C
C
C
C
C
C
C
A
− λ
0
B
B
B
B
B
B
B

Am 0 · · · 0 0
0 I · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 I
1
C
C
C
C
C
C
C
A
(2.32)
de taman˜o mn×mn se llama forma compan˜era del polinomio matricial (2.31), y representa
una de las linealizaciones ma´s usuales: una linealizacio´n de (2.31) es un haz de matrices
cuyos autovalores coinciden con los de P (λ)1. Adema´s, hay tambie´n una corresponden-
cia, que veremos a continuacio´n, entre los autovectores de P (λ) y los autovectores de su
linealizacio´n [38, §1.1 & 7.2] (ve´anse tambie´n [67, 66]).
Consideramos el polinonio matricial perturbado P + ǫ△P con
△P (λ) = λmEm + λm−1Em−1 + · · ·+ λE1 + E0, Ei ∈ Cn×n.
Para investigar el comportamiento de los autovalores perturbados correspondientes,
observamos que coinciden con los autovalores del haz de matrices perturbado
(A+ ǫE,B + ǫF ),
donde
E = −V  Em−1 Em−2 · · · E1 E0

, F = V EmV
T , (2.33)
1De forma ma´s rigurosa, un haz L(λ) de mn ×mn es una linealizacio´n del polinomio P (λ) en (2.31)
si existen matrices unimodulares (esto es, con determinante constante, independiente de λ) E(λ) y F (λ)
tales que
E(λ)L(λ)F (λ) =

P (λ) 0
0 I(k−1)n

.
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y V = [In, 0, . . . , 0]
T .
Esta relacio´n nos permite extender fa´cilmente las Definiciones 2.3.2 y 2.3.4 de nu´mero
de condicio´n de Ho¨lder, tanto estructurado como no estructurado, del marco de los haces
de matrices al de los polinomios matriciales. Dedicaremos lo que queda de esta seccio´n al
condicionamiento no estructurado. El estructurado se define de manera ana´loga.
La siguiente definicio´n es ligeramente ma´s general que la Definicio´n 2.3.2 de la que
proviene, en el sentido de que permite flexibilidad en los coeficientes al permitir la eleccio´n
de m+1 pesos no negativos w0, . . . , wm. Para evitar situaciones degeneradas impondremos
w0 > 0 para λ = 0, wm > 0 para λ = ∞, y ma´x{w0, . . . , wm} > 0 para cualquier otro
autovalor.
Definicio´n 2.3.7 Sea λ un autovalor finito del polinomio matricial P con forma com-
pan˜era (A,B) como en (2.32), sean X e Y las correspondientes matrices de autovec-
tores (2.27) de (A,B) y sean wi, i = 0, . . . ,m constantes no negativas. Consideramos las
matrices de perturbacio´n (E,F ) de la forma (2.33), que preservan la forma compan˜era.
Entonces el nu´mero de condicio´n (absoluto) de Ho¨lder para el autovalor λ viene
dado por κ(P, λ) = (n1, α), donde n1 es el taman˜o del mayor bloque de Jordan en la forma
de Weierstrass del haz (A,B) asociado al autovalor λ y
α = sup
‖Ei‖≤wi
Ei∈C
n×n
ρ(Y H(E − λF )X).
El nu´mero de condicio´n (absoluto) de Ho¨lder para λ = ∞ viene dado por κ(P,∞) = (n1, α),
donde n1 es el ı´ndice de nilpotencia del haz (A,B) y
α = sup
‖Ei‖≤wi
Ei∈C
n×n
ρ(Y HFX).
No´tese que no perdemos generalidad por usar la linealizacio´n en forma compan˜era en
la Definicio´n 2.3.7, ya que la relacio´n entre los autovalores de un polinomio matricial y los
autovalores de cualquier linealizacio´n es biyectiva. Por tanto, cualquier otra linealizacio´n
fuerte2 en el sentido de [37, 60, 67] conducira´ al mismo nu´mero de condicio´n de Ho¨lder. Una
de las ventajas de haber elegido la forma compan˜era es la estructura especialmente sencilla
de los autovectores del haz (A,B). Ma´s concretamente, los resultados en [45, Lemma 7.2]
y [44, Lema 3.7] demuestran que x1 e y1 son autovectores derecho e izquierdo asociados al
autovalor λ de P si y so´lo si
x =

λm−1x1
...
λx1
x1

, y =

y1
(λAm + Am−1)
Hy1
...
(λm−1Am + λ
m−2Am−1 + · · ·+ A1)Hy1

(2.34)
2El concepto de linealizacio´n fuerte fue introducido por Gohberg, Kaashoek y Lancaster en [37], aunque
fueron Lancaster y Psarrakos quien le dieron ese nombre en [60]: un linealizacio´n L(λ) = A − λB de un
polinomio regular P (λ) es fuerte si, adema´s, el haz dual B−λA de L(λ) es una linealizacio´n del polinomio
dual de P (λ).
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son autovectores derecho e izquierdo del haz (A,B), respectivamente. Para el autovalor λ =
∞, los autovectores de (A,B) vienen dados por x = [xH1 , 0, . . . , 0]H e y = [yH1 , 0, . . . , 0]H .
Esto demuestra que las matrices X e Y definidas en (2.27), que contienen autovectores
derechos e izquierdos asociados a un autovalor finito (mu´ltiple) λ del haz (A,B), son de la
forma
X =

λm−1X1
...
λX1
X1

, Y =

Y1
(λAm + Am−1)
HY1
...
(λm−1Am + λ
m−2Am−1 + · · ·+ A1)HY1

, (2.35)
donde X1 e Y1 son matrices de autovectores derechos e izquierdos del polinomio matricial
P . Para un autovalor infinito, so´lo los primeros bloques de las matrices X e Y son no nulos
e iguales a X1 e Y1, respectivamente.
El siguiente lema nos proporciona una fo´rmula expl´ıcita del nu´mero de condicio´n de
Ho¨lder y adema´s demuestra que α > 0 (bajo las condiciones anteriores sobre los pesos),
algo que – estrictamente hablando – es necesario para justificar la Definicio´n 2.3.7.
Lema 2.3.8 Sea P (λ) un polinomio matricial regular de la forma (2.31) y sea λ un auto-
valor finito de P . Entonces
κ(P, λ) = (n1, (wm|λ|m + wm−1|λ|m−1 + · · ·+ w0)‖X1Y H1 ‖2)
para cualquier norma unitariamente invariante ‖ · ‖, donde X1 e Y1 son las matrices de
autovectores de P relativas a las matrices de autovectores X e Y del haz (A,B) como se
muestra en (2.35). Para un autovalor infinito, κ(P, λ) = (n1, wm‖X1Y H1 ‖2).
Demostracio´n:
La estructura de las matrices E, F , X e Y dadas en (2.33) y (2.35) implica que
Y H(E − λF )X = −Y H1 (λmEm + λm−1Em−1 + · · ·+ E0)X1
Como en la demostracio´n del Lema 2.3.3, se prueba que
ρ(Y H(E − λF )X) ≤ (wm|λ|m + wm−1|λ|m−1 + · · ·+ w0)‖X1Y H1 ‖2 (2.36)
Sean u, v los vectores singulares izquierdo y derecho, respectivamente, asociados al mayor
valor singular de la matriz X1Y
H
1 . Entonces, la igualdad en (2.36) se alcanza con la eleccio´n
de las siguientes perturbaciones
E0 = w0vu
H , E1 = w1
λ¯
|λ|vu
H , . . . , Em = wm
λ¯m
|λ|mvu
H ,
con E1 = · · · = Em = 0 para λ = 0. Esto demuestra el resultado para λ finito. Para
autovalores infinitos la demostracio´n es ana´loga, teniendo en cuenta que Y HFX = Em.
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Queremos hacer notar que las matrices X1 e Y1 no pueden elegirse arbitrariamente en
el Lema 2.3.8; el resultado depende de la normalizacio´n de las matrices X e Y impuesta
por (2.27). Para ilustrar el efecto de tal normalizacio´n, sea, por ejemplo, λ un autovalor
finito semisimple de P y supongamos que fX1 y ÜY1 contienen bases arbitrarias de autovec-
tores derechos e izquierdos asociados a λ. Si denotamos por fX e ÜY las correspondientes
bases de autovectores de A− λB entonces (2.35) implica
ÜY HBfX = ÜY H1 P
′(λ)fX1.
Como λ es semisimple y finito, la matriz ÜY H1 P
′(λ)fX1 es invertible y
X1 = fX1(ÜY
H
1 P
′(λ)fX1)
−1, Y1 = ÜY1
cumple que Y H1 P
′(λ)X1 = I. Esto implica la condicio´n impuesta por (2.27) para un auto-
valor semisimple. Por el Lema 2.3.8,
κ(P, λ) =

1, (wm|λ|m + wm−1|λ|m−1 + · · ·+ w0)



fX1(ÜY
H
1 P
′(λ)fX1)
−1
ÜY H1



2

.
Para r1 = 1, esta fo´rmula coincide con el resultado de Tisseur [90, Theorem 5] sobre
nu´meros de condicio´n para autovalores simples de un polinomio matricial.
2.4. Perturbaciones estructuradas completamente no
gene´ricas: el caso matricial
Dada una matriz cuadrada A ∈ Cn×n, un autovalor λ de A y una perturbacio´n aditiva
de la forma A + ǫE para una cierta E ∈ Cn×n, ya hemos visto en la seccio´n 2.1 que los
autovalores perturbados bλk pueden escribirse como
bλk = λ+ α
γk
k ǫ
γk + o(ǫγk), ǫ→ 0, k = 1, . . . ,m. (2.37)
Adema´s, el exponente γk coincide gene´ricamente con 1/n1, siendo n1 el taman˜o del mayor
bloque de Jordan asociado al autovalor λ.
Sin embargo, como se observo´ en el Ejemplo 2.9, hay casos en los que γk es estricta-
mente mayor que 1/n1. Esto puede ocurrir para una perturbacio´n E en concreto, o para
todas las perturbaciones E que pertenezcan a una cierta clase de matrices estructuradas
S. Este u´ltimo caso es el que ma´s nos interesa, y a e´l dedicaremos la presente seccio´n.
Si, como antes, denotamos por κ(A, λ; S) = (nS, αS) y κ(A, λ) = (n1, α) los nu´meros de
condicio´n estructurado y no estructurado, nuestro primer objetivo en esta seccio´n es hallar
condiciones necesarias y suficientes sobre la clase S bajo las cuales nS < n1. Si la estructura
cumple esta propiedad, diremos que es completamente no gene´rica para el autovalor λ y
la matriz A en cuestio´n. Para estas estructuras, por tanto, el comportamiento de λ frente
a perturbaciones en S es cualitativamente mejor que frente a perturbaciones arbitrarias.
Una vez identificadas tales estructuras, nuestro objetivo sera´ identificar nS y, si es posible,
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obtener fo´rmula expl´ıcitas o, al menos, estimaciones para αS. Para ello emplearemos en la
seccio´n 2.4.3 el diagrama de Newton.
No´tese en primer lugar que, puesto que el nu´mero de condicio´n refleja el mayor efecto
posible sobre los autovalores, dada una clase S de matrices estructuradas, basta que haya
una sola matriz E ∈ S tal que el exponente γk en (2.37) sea igual a 1/n1 para concluir
que nS = n1. Por tanto, si X e Y son las matrices de autovectores definidas en (2.13) y
(2.14), una estructura S es completamente no gene´rica si y so´lo si para toda matriz E ∈ S
se cumple la ecuacio´n
Y HEX = 0r1×r1 . (2.38)
Veamos un par de ejemplos de estructuras completamente no gene´ricas.
Ejemplo 2.4.1 Sea S = {A ∈ C3×3 : A = −AT} el conjunto de las matrices antisime´tricas
complejas de taman˜o 3 y sea la matriz antisime´trica
A =

0 1 0
−1 0 i
0 −i 0
Ǒ
.
Consideramos su u´nico autovalor λ = 0, que posee un u´nico bloque de Jordan de taman˜o
3. Si calculamos el nu´mero de condicio´n de Ho¨lder no estructurado usando la Definicio´n
2.3.2, se obtiene κ(A, 0) = (3, 2). Puede comprobarse que los autovalores perturbados bλk(ǫ)
de A+ ǫE para cualquier matriz antisime´trica
E =

0 x y
−x 0 z
−y −z 0
Ǒ
,
cumplen el desarrollo asinto´tico
bλk(ǫ) = λ+ (2iz + 2x)
1/2ǫ1/2 + o(ǫ
1
2 ), para k = 1, 2.
Por tanto, nS = 2 < n1 = 3, y el nu´mero de condicio´n estructurado es
κ(A, 0; S) = (2, ma´x
||E||F =1
|2iz + 2x|) = (2, 2).
Ejemplo 2.4.2 Consideramos la estructura S = {A ∈ C3×3 : AΣ3 = −Σ3AT} para la
matriz ortogonal sime´trica Σ3 =

1
−1
1

. Sea
A =

√
2 i 0
i 0 i
0 i −√2
Ǒ
∈ S,
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que tiene un solo autovalor λ = 0 con un u´nico bloque de Jordan de taman˜o 3. Si calculamos
el nu´mero de condicio´n de Ho¨lder no estructurado usando la Definicio´n 2.3.2, se tiene que
κ(A, 0) = (3, 4). Puede comprobarse que todas las matrices de S tienen la forma
E =

x y 0
z 0 y
0 z −x
Ǒ
y que los autovalores perturbados bλk(ǫ) de A + ǫE para cualquier matriz de esa forma
cumplen el desarrollo
bλk(ǫ) = λ+ (iz + 2iy + 2
√
2x)1/2ǫ1/2 + o(ǫ
1/2
), para k = 1, 2.
Por tanto nS = 2 < n1 = 3 y el nu´mero de condicio´n estructurado es
κ(A, 0; S) = (2, ma´x
||E||F =1
|iz + 2iy + 2
√
2x|) =
 
2,
√
2
2
!
.
2.4.1. Estructuras lineales completamente no gene´ricas
Comenzamos por recordar nuestra definicio´n de estructuras completamente no gene´ricas
Definicio´n 2.4.3 Sea λ un autovalor de A ∈ Cn×n con forma de Jordan (2.10), y sean X
e Y definidas como en (2.13) y (2.14), respectivamente. Sea S ⊂ Cn×n. Se dice que la clase
de matrices S es completamente no gene´rica para A y λ si para toda matriz E ∈ S se
tiene que Y HEX = 0.
Nuestro objetivo en esta seccio´n es ver que´ relacio´n debe haber entre las matrices de
autovectores X e Y y la estructura S para asegurar que Y HEX = 0r1×r1 para cualquier
E ∈ S siempre que S sea una estructura lineal.
Si escribimos X =

x1 x2 . . . xr1

e Y =

y1 y2 . . . yr1

, entonces las matri-
ces de rango 1
Mij = yix
H
j , i, j = 1, . . . , r1 (2.39)
van a jugar un papel importante en la discusio´n. Si llamamos vec al operador que concatena
las columnas de una matriz m × n para producir un vector de Cmn, una de las propiedades
de este operador [48, §4.3] es que
vec(ABC) = (CT ⊗ A)vec(B) (2.40)
para cualesquiera matrices A,B,C tales que su producto esta´ bien definido. Haremos uso
de esta propiedad en el siguiente lema, que da condiciones necesarias y suficientes para que
se satisfaga (2.38).
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Lema 2.4.4 Sea A ∈ Cn×n con forma cano´nica de Jordan (2.10), sean X e Y las matrices
definidas como en (2.13) y (2.14) y sean Mij, i, j = 1, . . . , r1, dadas por (2.39). Entonces
Y HEX = 0 para E ∈ Cn×n si y so´lo si
vec(Mij)
Hvec(E) = 0, para todo i, j ∈ {1 . . . r1}. (2.41)
Demostracio´n:
El producto Y HEX valdra´ cero si y so´lo si cada una de las entradas yHi Exj son nulas.
Usando la propiedad (2.40), esto es equivalente a que (xTj ⊗ yHi )vec(E) = 0 para cada par
de ı´ndices i, j ∈ {1 . . . r1}, o lo que es lo mismo, a que sea [vec(yixTj )]Tvec(E) = 0, lo que
implica el resultado (2.41).
El Lema 2.4.4 demuestra que, dada una estructura de matrices S, la condicio´n (2.38)
se satisface si y so´lo si todas y cada una de las r21 matrices Mij en (2.39) son ortogonales
a cualquier matriz de la estructura S con respecto al producto escalar matricial
〈A,B〉 = vec(A)Hvec(B). (2.42)
Cuando el conjunto S de matrices estructuradas es un subespacio lineal, podemos hablar
de la antiestructura correspondiente a S.
Definicio´n 2.4.5 Sea S una estructura lineal de Cn×n, esto es, un subespacio vectorial de
C
n×n. Se define la antiestructura asociada a S como
S
⊥ = {B ∈ Cn×n : vec(B)Hvec(A) = 0 ∀A ∈ S}.
S
⊥ es, obviamente, el complemento ortogonal del subespacio S en Cn×n con respecto al
producto escalar (2.42). As´ı, toda estructura lineal S tiene una u´nica antiestructura asocia-
da S⊥, que es tambie´n subespacio lineal, y si S tiene dimensio´n k entonces S⊥ tiene dimen-
sio´n n2−k. Adema´s, (S⊥)⊥ = S. En la seccio´n §2.4.2 veremos cua´les son las antiestructuras
correspondientes a algunas de las estructuras lineales ma´s comunes.
Con esta definicio´n, la propiedad (2.38) es equivalente a decir que las r21 matrices de
rango uno Mij en (2.39) pertenecen a la antiestructura S
⊥. Este es el principal resultado
de esta seccio´n y es consecuencia directa del Lema 2.4.4 y la Definicio´n 2.4.5:
Teorema 2.4.6 Sea λ un autovalor de la matriz A ∈ Cn×n, sea S ⊂ Cn×n una es-
tructura lineal, y sean κ(A, λ) = (n1, α) y κ(A, λ; S) = (nS, αS) los nu´meros de condi-
cio´n no estructurado y estructurado, respectivamente, del autovalor λ. Sean las matrices
Mij, i, j = 1, . . . , r1, definidas como en (2.39). Entonces nS < n1 si y so´lo si Mij ∈ S⊥
para todo i, j = 1, . . . , r1.
En la seccio´n anterior definimos la matriz de Lidskii (2.17)
Wλ =
Y XH
‖XY H‖2 ,
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que, salvo por un factor constante, es igual a la suma
r1
X
i=1
Mii de las matrices Mij con i = j.
Obtenemos as´ı una condicio´n necesaria para (2.38):
Corolario 2.4.7 Sea λ un autovalor de la matriz A ∈ Cn×n, sea S una estructura lineal
y sean κ(A, λ) = (n1, α) y κ(A, λ; S) = (nS, αS) los nu´meros de condicio´n no estructurado
y estructurado, respectivamente, del autovalor λ. Si nS < n1 entonces la perturbacio´n Wλ
definida en (2.17) pertenece a la clase de matrices S⊥.
Ilustremos este resultado con los Ejemplos 2.4.1 y 2.4.2. Para el Ejemplo 2.4.1 su matriz
de Lidskii es
Wλ =

1 0 i
0 0 0
i 0 −1
Ǒ
,
que es sime´trica. Como se vera´ en 2.4.2 la antiestructura asociada a las matrices anti-
sime´tricas es justamente el conjunto de matrices sime´tricas. Ana´logamente, en el Ejemplo
2.4.2 se puede ver que la matriz de Lidskii
Wλ =

1 −√2 i −1
−√2 i −2 √2 i
−1 √2 i 1
Ǒ
,
pertenece a la antiestructura de las matrices S = {A ∈ C3×3 : AΣ3 = −Σ3AT}.
2.4.2. Estructuras y antiestructuras lineales
En esta subseccio´n describiremos las antiestructuras asociadas a las estructuras lineales
ma´s comunes. Para ello debemos recordar algunas definiciones ba´sicas.
Definicio´n 2.4.8 Se dice que A ∈ Cn×n es sime´trica (resp., antisime´trica) si AT = A
(resp., si AT = −A). Se dice que A ∈ Cn×n es persime´trica (resp., antipersime´trica)
si ATFn = FnA (resp., A
TFn = −FnA), donde Fn viene dada por (2.18).
Definicio´n 2.4.9 Sea n ∈ N, sean p, q ∈ N con p+ q = n y sea
Σp,q =

Ip 0
0 −Iq

.
Se dice que A ∈ Cn×n es una matriz pseudosime´trica (resp., antipseudosime´trica)
con respecto a Σp,q si Σp,qA
T = AΣp,q (resp., Σp,qA
T = −AΣp,q).
Definicio´n 2.4.10 Sea
Jn =

0 In
−In 0

.
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Se dice que H ∈ R2n×2n es hamiltoniana (resp., antihamiltoniana) si HJn es sime´trica
(resp., antisime´trica), es decir, si HJn = (HJn)
T (resp., si HJn = −(HJn)T ). Toda matriz
hamiltoniana real H ∈ Rn×n se puede escribir de la forma
H =

A B
C −AT

con B y C sime´tricas, mientras que toda matriz antihamiltoniana real H ∈ Rn×n se puede
escribir de la forma
H =

A B
C AT

con B y C antisime´tricas
Definicio´n 2.4.11 Se dice que A ∈ Cn×n es una matriz circulante (resp., cocirculante)
si es de Toeplitz (resp., de Hankel) y cada una de sus filas (resp., de sus columnas) es una
traslacio´n c´ıclica de la fila (resp., de la columna) anterior.
Por ejemplo, para n = 4

a1 a2 a3 a4
a4 a1 a2 a3
a3 a4 a1 a2
a2 a3 a4 a1

es una matriz circulante y

a1 a2 a3 a4
a2 a3 a4 a1
a3 a4 a1 a2
a4 a1 a2 a3

es una matriz cocirculante.
Definicio´n 2.4.12 Sea una matriz A = (aij) ∈ Cn×n. Se dice que
i) A tiene sumas diagonales nulas (o abreviando, sumas-d nulas) si, para cada
k ∈ {−n+ 1,−n+ 2, . . . , 0, . . . , n− 2, n− 1},
X
i−j=k
aij = 0.
ii) A tiene sumas antidiagonales nulas (o abreviando, sumas-ad nulas) si, para
cada k ∈ {2, . . . , 2n},
X
i+j=k
aij = 0.
NU´MEROS DE CONDICIO´N ESPECTRALES ESTRUCTURADOS 58
iii) A tiene sumas diagonales extendidas nulas (o abreviando, sumas-de nulas) si,
para cada k ∈ {0, . . . , n− 2, n− 1},
X
i−j=k
aij +
X
j−i=n−k
aij = 0.
iv) A tiene sumas antidiagonales extendidas nulas (o abreviando, sumas-ade nu-
las) si, para cada k ∈ {2, . . . , n, n + 1},
X
i+j=k
aij +
X
j+i=n−k
aij = 0.
Sean las siguientes matrices:
A1 =

1 2 0
4 2 −2
0 −4 −3
Ǒ
, A2 =

0 2 1
−2 2 4
−3 −4 0
Ǒ
,
A3 =

1 4 9
−3 2 2
−6 −6 −3
Ǒ
y A3 =

1 4 9
−3 7 5
−16 −6 −1
Ǒ
.
Entonces A1 tiene sumas-d nulas, A2 tiene sumas-ad nulas, A3 tiene sumas-de nulas y A4
tiene sumas-ade nulas.
Despue´s de estas definiciones, la siguiente tabla describe las antiestructuras correspon-
dientes a las estructuras lineales ma´s usuales:
S S
⊥
sime´trica antisime´trica
pseudosime´trica antipseudosime´trica
persime´trica antipersime´trica
hamiltoniana real antihamiltoniana real
Toeplitz sumas d-nulas
Hankel sumas ad-nulas
circulante sumas de-nulas
cocirculante sumas dea-nulas
La idea de la demostracio´n es la misma para todas las estructuras: se sabe por [42] que
para cada estructura lineal S de dimensio´n t existe una matriz F ∈ Rn2×t tal que toda
A ∈ S satisface
vec(A) = Fp
para algu´n vector p ∈ Ct apropiado. A la vista de ello, una matriz B ∈ Cn×n estara´ en S⊥
si y so´lo si
vec(B)HF = 01×t.
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Por tanto, las condiciones sobre las entradas de la matriz B se extraen de esta ecuacio´n.
Veremos so´lo dos ejemplos, las matrices sime´tricas 3× 3 y las cocirculantes 4× 4, a modo
de ilustracio´n. El resto de los casos son totalmente ana´logos, y pasar a dimensio´n arbitraria
no reviste complicacio´n alguna.
1. Sime´trica, n = 3: Sea A ∈ C3×3 una matriz sime´trica. Como la dimensio´n del
conjunto de matrices sime´tricas 3 × 3 es t = 6, sabemos que existe una matriz
F ∈ R9×6 y un vector p ∈ C6 tal que vec(A) = Fp. Dicha matriz F es la que se
muestra en la siguiente ecuacio´n.
vec(A) = F△p =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
0
B
B
B
B
B
B
B
B

a11
a12
a13
a22
a23
a33
1
C
C
C
C
C
C
C
C
A
.
Sea ahora B = (bij)
3
i,j=1 ∈ C3×3 una matriz cualquiera. Entonces, vec(B)HF = 01×6
si y so´lo si

b11 b21 b31 b12 b22 b32 b13 b23 b33

F = 01×t
Basta hacer el producto matricial e igualar los elementos de ambas matrices para
obtener que B ∈ S⊥ si y so´lo si ⇔ bii = 0 para i=1,2,3 y bij = −bji para i, j ∈
{1, . . . , 3}. En otras palabras, la antiestructura de las matrices sime´tricas es la clase
de matrices antisime´tricas.
2. Circulante, n = 4: Sea A =

a d c b
b a d c
c b a d
d c b a

una matriz circulante. Como la
dimensio´n del conjunto de matrices circulantes 4 × 4 es t = 4, sabemos que existe
una matriz F ∈ R16×4 y un vector p ∈ C4 tales que
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vec(A) = Fp =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

a
b
c
d

para cualquier matriz circulante A
Sea ahora B = (bij)
3
i,j=1 ∈ C3×3 una matriz cualquiera. Entonces, puede comprobarse
que vec(B)HF = 01×6 si y so´lo si
8
>
>
<
>
>
:
b1 + b6 + b11 + b16 = 0
b2 + b7 + b12 + b13 = 0
b3 + b8 + b9 + b4 = 0
b4 + b5 + b10 + b15 = 0
,
es decir, la antiestructura asociada a las matrices circulantes son las matrices que
tienen sumas-de nulas.
2.4.3. Nu´meros de condicio´n estructurados v´ıa el diagrama de
Newton
En esta subseccio´n identificaremos el exponente principal nS en el nu´mero de condicio´n
estructurado κ(A, λ; S) para una estructura S completamente no gene´rica, esto es, para una
estructura que satisfaga la condicio´n (2.38). Nuestra herramienta fundamental sera´ el dia-
grama de Newton [3, Appendix A7] (a veces llamado tambie´n pol´ıgono de Puiseux-Newton),
una herramienta ideada y desarrollada por Newton, aunque rigurosamente justificada mu-
cho ma´s tarde por Puiseux [79]. Describiremos el diagrama de Newton adaptado al contexto
del problema que nos ocupa: sean las matrices A,E ∈ Cn×n, sea λ0 un autovalor de A,
sean λ, ǫ dos para´metros y sea JA la forma cano´nica de Jordan de la matriz A = PAJAP
−1
A ,
como en (2.10). Sin pe´rdida de generalidad, supondremos en toda esta seccio´n que
λ0 = 0
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(de no ser as´ı, basta reemplazar el para´metro λ por λ − λ0 en lo que sigue). Con esta
simplificacio´n, podemos escribir la ecuacio´n caracter´ıstica de la matriz perturbada A+ ǫE
como
p(λ, ǫ) = det(A+ ǫE − λI) = det(JA + ǫP−1EP − λI) =
= λn + α1(ǫ)λ
n−1 + . . .+ αn−1(ǫ)λ+ αn(ǫ)
donde
αk(ǫ) = bαkǫ
ak + . . . , k = 1, . . . , n,
siendo ak el exponente principal y eαk el coeficiente director de αk(ǫ), es decir, eαk 6= 0 y no
hay te´rminos de orden menor que ak en el desarrollo de αk(ǫ). Se sabe [3, 56, 72] que en
esta situacio´n las ra´ıces de p(λ, ǫ) vienen dadas por desarrollos
λ(ǫ) = µǫp/q + . . .
en potencias fraccionarias de ǫ. Los exponentes principales p/q de estos desarrollos pueden
determinarse por medio de la siguiente construccio´n geome´trica: dibujamos los puntos
(k, ak) para k = 1, . . . ,m y el punto (0, 0) correspondiente a la potencia λ
n. Entonces
dibujamos los segmentos que forman el borde inferior de la envolvente convexa de esos
puntos. Estos segmentos constituyen lo que se denomina Diagrama de Newton asociado a
p(λ, ǫ). Se puede demostrar que:
1. Las pendientes de los distintos segmentos son los exponentes principales de los de-
sarrollos en ǫ de las ra´ıces λ(ǫ) de p(λ, ǫ).
2. El nu´mero de ra´ıces que corresponde a cada pendiente coincide con la longitud de la
proyeccio´n sobre el eje horizontal del segmento con dicha pendiente.
3. Los coeficientes directores µ asociados a un determinado exponente, y por tanto al
segmento S que tiene ese exponente por pendiente, son las soluciones de la ecuacio´n
X
(k,ak)∈S
µm−k bαk = 0.
Ilustramos estas propiedades con el siguiente ejemplo.
Ejemplo 2.4.13 Sea P (λ, ǫ) = λ5− ǫ2λ4 + (ǫ− 3ǫ2)λ3 + ǫ2λ− ǫ3. El diagrama de Newton
asociado a P (λ, ǫ) es
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λ5 λ4 λ3 λ2 λ 1
ε
ε2
ε3
ε4
ε5
El diagrama de Newton esta´ compuesto por dos segmentos, uno de pendiente 1/2 y
otro de pendiente 1. Esto significa que hay cuatro autovalores perturbados cuyo exponente
principal es 1/2, y cuyo coeficiente director viene dado por las soluciones de la ecuacio´n
2µ3 − µ = 0.
El quinto autovalor tiene exponente principal 1, y el coeficiente director viene dado por la
solucio´n de
−µ− 1 = 0.
Por tanto, las ra´ıces de p(λ, ǫ) son de la forma
λk(ǫ) = ±
Ê
1
2
ǫ
1
2 + . . . k = 1, 2, 3, 4
y
λ5(ǫ) = −ǫ+ . . . .
Emplearemos esta teor´ıa para obtener los te´rminos dominantes de los desarrollos en
serie de potencias fraccionarias en ǫ de los autovalores de la matriz perturbada A + ǫE
para E ∈ S cuando S es una estructura completamente no gene´rica.
Para ello, sea A ∈ Cn×n con forma de Jordan (2.10). Para cada i = 1, . . . , q, las
columnas de P contienen ri cadenas de Jordan linealmente independientes de longitud ni.
Consideramos el segundo vector de cada cadena de Jordan derecha de longitud n1 asociada
a λ, y reunimos todos estos segundos vectores en la matriz
X2 =

Pe2, P en1+2, P e2n1+2, . . . , P e(r1−1)n1+2

de n× r1. Ana´logamente, se reu´nen en la matriz
Y2 =

QHen1−1, Q
He2n1−1, . . . , Q
Her1n1−1

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de n × r1 todos los segundos vectores de cadenas de Jordan izquierdas de longitud n1. Si
X e Y son las matrices de autovectores definidas como en (2.13) y (2.14), y suponemos
que hay r2 bloques de Jordan asociados a λ del segundo mayor taman˜o n2, consideramos
la matriz
W2 =

Y | QHer1n1+n2 , QHer1n1+2n2 , . . . , QHer1n1+r2n2

,
de taman˜o n × (r1 + r2), que contiene todos los autovectores izquierdos asociados a las
cadenas de Jordan de longitud n1 y n2, y la matriz
Z2 =

X | Per1n1+1, P er1n1+n2+1, P er1n1+2n2+1, . . . , P e(r1n1+(r2−1)n2+1

de n× (r1 + r2), que hace lo mismo para autovectores derechos. Finalmente, se define
Φ1 = Y
HEX ∈ Cr1×r1 , Φ2 = WH2 EZ2 ∈ C(r1+r2)×(r1+r2) (2.43)
y las matrices de taman˜o r1 × r1
Φ12 = Y
HEX2, Φ21 = Y
H
2 EX. (2.44)
Queremos hallar el exponente principal 1/nS de κ(A, λ; S) = (nS, αS) para estructuras S
que cumplan (2.38). Para ello debemos identificar la menor pendiente posible del diagrama
de Newton asociado al polinomio caracter´ıstico de A + ǫE cuando E ∈ S. La restriccio´n
Y HEX = 0 sobre S equivale en te´rminos del diagrama de Newton a que el punto P1 =
(n1r1, r1) no aparece en el diagrama (ve´anse las Figuras 2.1 y 2.2), puesto que el coeficiente
de p(λ, ǫ) en λn−r1n1ǫr1 es det Φ1 = det(Y
HEX) = 0. De hecho, como el rango de la matriz
Φ1 = Y
HEX es cero, en el diagrama de Newton no puede aparecer ningu´n segmento de
pendiente 1/n1, luego los puntos
P j2 = (n1r1 − jn1, r1 − j), j ∈ {1, . . . , r1 − 1}
en las Figuras 2.1 y 2.2 no sera´n candidatos para el ana´lisis en nuestra discusio´n.
En cualquier caso, el segmento del diagrama de Newton con menor pendiente proven-
dra´ de un segmento de pendiente mayir que 1/n1 que conecte el origen con alguno de los
puntos de la cuadr´ıcula ma´s cercanos a P1. Distinguiremos dos situaciones diferentes:
1. La matriz A tiene forma de Jordan (2.10) con q = 1, es decir, so´lo posee bloques de
Jordan de taman˜o n1, y los puntos ma´s cercanos a P1 (ve´ase Figura 2.2) son
P3 = (n1r1 − 1, r1) (2.45)
P4 = (n1r1 − 2, r1) (2.46)
2. La matriz A tiene forma de Jordan (2.10) con q > 1, es decir, hay bloques de Jordan
de taman˜os menores que n1 y los puntos ma´s cercanos (ve´ase Figura 2.1) son
P3 = (n1r1 − 1, r1) (2.47)
P j4 = (n1r1 + n2j, r1 + j) para algu´n j ∈ {1, . . . , r2} (2.48)
P5 = (n1r1, r1 + 1) (2.49)
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Figura 2.1:
P1P3P4
P
j
2
n1r1
r1
Estudiemos primero el segundo caso, es decir, el caso en que q > 1: denotamos por
m3, m
j
4 y m5, respectivamente, a las pendientes de los segmentos que unen el origen (0, 0)
con cada uno de los puntos P3, P
j
4 y P5 respectivamente. Obviamente, m
1
4 ≤ m5, inde-
pendientemente de los valores de n1, n2 y r1. El siguiente resultado compara las restantes
pendientes.
Lema 2.4.14 Sea A una matriz con forma de Jordan (2.10), sean los puntos P3, P
j
4 , j =
1, . . . r2 y P5, definidos como en (2.47), (2.48) y (2.49), respectivamente, y sean m3,m
j
4 y
m5 las pendientes respectivas del segmento que une el origen con cada uno de esos puntos.
Entonces
(i) m3 ≤ m5 si y so´lo si n1 ≥ 2.
(ii) m3 ≤ mj4 para algu´n j ∈ {1, . . . , r2} si y so´lo si n1 − n2 ≥ r1+jr1j .
(iii) mj4 ≤ m5 , para algu´n j ∈ {1, . . . , r2} si y so´lo si
n1
n2
≤ (r1 + 1)j
r1(j − 1) .
Demostracio´n:
El apartado (i) es trivial. Para ver el apartado (ii), basta comparar las pendientes
correspondientes, esto es, m3 es ma´s pequen˜a que m
j
4 si
r1
n1r1 − 1 ≤
r1 + j
n1r1 + jn2
.
Un simple ca´lculo demuestra que esto es equivalente a
n1 − n2 ≥ r1 + j
r1j
.
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Finalmente, la pendiente mj4 es ma´s pequen˜a que m5 cuando
r1 + j
n1r1 + jn2
≤ r1 + 1
n1r1
lo que ocurre so´lo si
n1
n2
≤ r1 + 1
r1
j
j − 1 ,
concluyendo la demostracio´n.
Ahora queremos determinar los coeficientes del polinomio caracter´ıstico p(λ, ǫ) asocia-
dos a los puntos P3, P
j
4 y P5. Si denotamos a una submatriz de taman˜o k×k de una matriz
M formada por las filas i1, . . . , ik y las columnas j1, . . . , jk porM([i1, . . . , ik], [j1, . . . , jk]), y
a la submatriz principal de filas y columnas i1, . . . , ik porM(i1, . . . , ik), tenemos el siguiente
resultado.
Figura 2.2:
P1
P
j
2
P3
P
j
4P5
n1r1
n1r1 + n2r2
r1
r2
Teorema 2.4.15 Sea la matriz A ∈ Cn×n con forma cano´nica de Jordan (2.10), sea
E ∈ Cn×n y sea p(λ, ǫ) el polinomio caracter´ıstico de la matriz A + ǫE. Sean los pun-
tos P3, P
j
4 , j = 1, . . . , r2 y P5 definidos como en (2.47), (2.48) y (2.49) respectivamente.
Entonces
1. El coeficiente de λn−n1r1+1, ǫr1 en p(λ, ǫ), correspondiente al punto P3 en la Figura
2.1, es:
a) si n1 − n2 ≥ 2, el coeficiente es
C3 = (−1)(n1−1)r1−1[
r1
X
j=1
det(Φ([1 : r1] , [1 : j − 1 , j + r1 , j + 1 : r1]))
+
r1
X
j=1
det(Φ([1 : j − 1 , j + r1 , j + 1 : r1], [1 : r1]))]
(2.50)
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donde Φ =

Φ1 Φ12
Φ21 0

, y las matrices Φ1,Φ12 y Φ21 esta´n dadas por (2.43)
y (2.44).
b) si n2 = n1 − 1,
ÜC3 = C3 + (−1)(n1−1)r1−1
r1
X
j=1
r2
X
k=1
det(Φ2([1 : j − 1, j + 1 : r1, r1 + k])),
donde C3 viene dado por (2.50) y la matriz Φ2 esta´ definida en (2.43).
2. Para cada j ∈ {1, . . . , r2}, el coeficiente de λn−n1r1−jn2ǫr1+j en p(λ, ǫ), correspondiente
al punto P j4 en la Figura 2.1, es
Cj4 = (−1)(n1−1)r1+(n2−1)j
X
{k1,...,kj}⊂{1,...,r2}
det(Φ2([1 . . . r1 , r1 + k1, . . . , r1 + kj]))
Demostracio´n:
Sea JA = P
−1
A APA la forma de Jordan de A. El coeficiente del te´rmino en λ
jǫk del
polinomio caracter´ıstico de A+ ǫE es igual a la suma de los coeficientes de los te´rminos de
orden ǫk que aparecen en los menores principales de taman˜o n− j de la matriz
G = JA − ǫP−1A EPA. (2.51)
La u´nica manera de construir un menor principal de taman˜o n−j que contenga un producto
de ese orden es elegir el menor de modo que el producto contenga exactamente n− j − k
te´rminos que no dependan de ǫ, esto es, que el menor contenga n− j − k de las posiciones
supradiagonales de G que contienen un 1 en la forma de Jordan JA. A estas posiciones las
llamaremos posiciones ǫ-constantes3 en el resto de la demostracio´n.
En vista de esta observacio´n, el coeficiente del te´rmino en λn−n1r1+1ǫr1 , correspondiente
al punto P3, es la suma de los coeficientes de orden ǫ
r1 que aparecen en los menores
principales de taman˜o n1r1− 1 de G. Esto equivale a elegir menores principales de taman˜o
n1r1 − 1 que contengan exactamente (n1 − 1)r1 − 1 posiciones ǫ-constantes. Veamos en
primer lugar que los menores con esta propiedad tienen que estar formados por filas que
provienen de r1 bloques de Jordan distintos de la matriz JA: en efecto, cada posicio´n ǫ-
constante es de la forma (j, j + 1). Sea s el nu´mero de bloques de Jordan distintos de
entre los que se eligen las filas para generar productos de orden ǫr1, y sea pi, i ∈ {1, . . . , s},
el nu´mero de posiciones ǫ-constantes que aporta al producto cada uno de los s bloques.
Las pi posiciones ǫ-constantes de cada bloque determinan como mı´nimo pi + 1 filas del
menor principal. Por tanto, el nu´mero de filas del menor principal que contienen posiciones
ǫ-constantes es al menos
Ps
i=1 pi + s. Como los menores son de taman˜o n1r1 − 1 y adema´s
Ps
i=1 pi = (n1 − 1)r1 − 1, concluimos que tiene que ser s = r1.
Distinguimos los siguientes casos dependiendo de co´mo se elijan las filas en cada uno
de los menores principales:
3Como estamos suponiendo que λ0 = 0, e´sas son las u´nicas posiciones que contienen te´rminos que no
dependen de ǫ en la matriz.
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1. Si escogemos las n1r1 − 1 filas de entre los r1 bloques de taman˜o ma´ximo n1, e´stos
contienen como ma´ximo (n1−1)r1 posiciones ǫ-constantes. Para obtener (n1−1)r1−1
posiciones ǫ-constantes eligiendo n1r1− 1 filas debemos dejar fuera del menor princi-
pal una fila que sea o la primera o la u´ltima asociada a uno de los bloques de Jordan
de taman˜o r1: dejar fuera del menor cualquier otra fila intermedia eliminar´ıa dos
posiciones ǫ-constantes en lugar de so´lo una. Por tanto, el coeficiente depende exclu-
sivamente de lo que llamaremos las primeras y segundas esquinas de la perturbacio´n
P−1A EPA. Podemos ilustrar lo que son con el siguiente ejemplo: sea una matriz de 6
× 6, con un u´nico autovalor λ = 0, cuya forma cano´nica de Jordan tiene dos bloques
de Jordan de taman˜o 3. Entonces, para toda perturbacio´n E de 6×6, los coeficientes
del te´rmino en λǫ2 dependen so´lo de los elementos marcados con un s´ımbolo en la
matriz
P−1A EPA =
0
B
B
B
B
B
B
B
B

∗ ∗ ∗ ∗ ∗ ∗
♣1 ∗ ∗ ♣2 ∗ ∗
♥1 ♠1 ∗ ♥2 ♠2 ∗
∗ ∗ ∗ ∗ ∗ ∗
♣3 ∗ ∗ ♣4 ∗ ∗
♥3 ♠3 ∗ ♥4 ♠4 ∗
1
C
C
C
C
C
C
C
C
A
.
Los elementos marcados con ♥ son las esquinas primeras, y los marcados con ♣ y ♠
son las esquinas segundas.
De hecho, puede comprobarse fa´cilmente que, en general, el coeficiente del te´rmino
λn−n1r1+1ǫr1 es la suma de los menores principales
G([1 : jn1 − 1, jn1 + 1 : n1r1])
y
G([1 : (j − 1)n1, (j − 1)n1 + 2 : n1r1]).
El primer caso corresponde a dejar fuera del menor principal la u´ltima fila del j-e´si-
mo bloque de Jordan de taman˜o r1 (esto es, la jn1-e´sima fila de G), mientras que la
segunda corresponde a dejar fuera la fila (jn1 + 1)-e´sima de G, es decir, la primera
fila del j-e´simo bloque. Un simple ca´lculo permite escribir esta suma como suma de
los menores que se indica en (2.50) de la matriz

Φ1 Φ12
Φ21 0

donde Φ12,Φ21 esta´n
definidos como en (2.43) y (2.44). Esto concluye la demostracio´n del apartado 1.a).
En el ejemplo anterior, la matriz Φ es
Φ =
 ♥1 ♥2 ♣1 ♣2
♥3 ♥4 ♣3 ♣4
♠1 ♠2 0 0
♠3 ♠4 0 0

,
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y el coeficiente correspondiente es
− det
 ♥1 ♣2
♥3 ♣4

− det
 ♣1 ♥2
♣3 ♥4

− det
 ♥1 ♥2
♠3 ♠4

− det
 ♠1 ♠2
♥3 ♥4

.
2. Si escogemos las n1r1 − 1 filas de entre r1 − k bloques de Jordan de taman˜o n1, y
k bloques de taman˜os menores, ni1 , . . . , nik , tendremos a lo sumo (n1 − 1)(r1 − k) +
Pk
j=1(nij − 1) posiciones ǫ-constantes disponibles. Para que este nu´mero sea mayor o
igual que (n1 − 1)r1 − 1 tiene que ser Pkj=1 nij ≥ n1k − 1 con nij < n1 y k ≥ 1. La
u´nica posibilidad de que esto ocurra es que sea k = 1 y ni1 = n1 − 1, es decir, so´lo
se pueden conseguir te´rminos del orden deseado si el segundo mayor taman˜o n2 de
bloques de Jordan asociados a λ es justamente n2 = n1 − 1. En tal caso, las filas del
menor principal provendra´n de r1 − 1 bloques de Jordan completos de taman˜o n1 y
un solo bloque de Jordan completo de taman˜o n1 − 1.
En consecuencia, la parte del coeficiente principal que se an˜ade al coeficiente C3 en
(2.50) dependera´ so´lo de los elementos de Φ2, esto es, con las primeras esquinas de
la perturbacio´n P−1A EPA asociadas con los bloques de Jordan de ambos taman˜os n1
y n1 − 1. Si consideramos, por ejemplo, una matriz de 10 × 10 con n1 = 3, n2 = 2
y r1 = r2 = 2, el coeficiente del te´rmino en λ
5ǫ2 dependera´ so´lo de las entradas
marcadas con un s´ımbolo en
P−1A EPA =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
♥1 ∗ ∗ ♥2 ∗ ∗ ♣1 ∗ ♣2 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
♥3 ∗ ∗ ♥4 ∗ ∗ ♣3 ∗ ♣4 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
♣5 ∗ ∗ ♣6 ∗ ∗ ♣7 ∗ ♣8 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
♣9 ∗ ∗ ♣10 ∗ ∗ ♣11 ∗ ♣12 ∗
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
(2.52)
Ma´s concretamente, un simple ca´lculo muestra que el coeficiente es la suma de los
menores principales
G([1 : (j − 1)n1 , jn1 + 1 : n1r1, n1r1 + (k − 1)n2 + 1 : n1r1 + kn2])
para j ∈ {1 . . . r1}, k ∈ {1 . . . r2}, esto es, incluimos en el menor las filas correspon-
dientes a todos los bloques de Jordan de taman˜o n1 salvo uno (el j-e´simo), y las filas
correspondientes a un solo bloque de taman˜o n1 − 1 (el k-e´simo). Equivalentemente,
la parte del coeficiente principal que se an˜ade a C3 es la suma de los menores princi-
pales [1 . . . j − 1, j + 1 : r1, r1 + k] con j ∈ {1, . . . , r1}, k ∈ {1, . . . , r2} de la matriz
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Φ2. Para el anterior ejemplo este coeficiente es
− det
 ♥1 ♣1
♣5 ♣7

− det
 ♥1 ♣2
♣9 ♣12

− det
 ♥4 ♣3
♣6 ♣7

− det
 ♥4 ♣4
♣10 ♣12

.
Esto concluye la demostracio´n del apartado 1.b). Estudiamos ahora el punto P j4 , que
se corresponde con los te´rminos en λn−n1r1−jn2ǫr1+j, esto es, con la suma de los coeficientes
de orden ǫr1+j que aparecen en los menores principales de taman˜o n1r1 + jn2 de la matriz
G. Por tanto, esos menores principales deben contener exactamente (n1 − 1)r1 + (n2 − 1)j
posiciones ǫ-constantes. Para ello es necesario que las filas de estos menores principales
provengan de exactamente r1 + j bloques de Jordan de la matriz JA, razonando de manera
ana´loga al caso anterior. La u´nica posibilidad es elegir r1 bloques de Jordan completos de
taman˜o n1 y j bloques completos del segundo mayor taman˜o n2. Esta combinacio´n es la
u´nica que contiene exactamente el nu´mero de posiciones ǫ-constantes que se necesitan. Por
tanto, el coeficiente sera´ la suma de aquellos menores principales de taman˜o r1 + j de la
matriz Φ2 que contengan a la matriz Φ1. En el ejemplo (2.52), el coeficiente de P
1
4 es
− det
 ♥1 ♥2 ♣1
♥3 ♥4 ♣3
♣5 ♣6 ♣7
Ǒ
− det
 ♥1 ♥2 ♣2
♥3 ♥4 ♣4
♣9 ♣10 ♣12
Ǒ
,
y el coeficiente de P 24 es
− det
 ♥1 ♥2 ♣1 ♣2
♥3 ♥4 ♣3 ♣4
♣5 ♣6 ♣7 ♣8
♣9 ♣10 ♣11 ♣12

.
El Teorema 2.4.15 es va´lido para perturbaciones no estructuradas cualesquiera. Im-
poniendo ahora la condicio´n (2.38), esto es, que la perturbacio´n pertenezca a una estruc-
tura completamente no gene´rica, podemos extraer los coeficientes αS para una estructura
dada, y as´ı escribir una expresio´n simplificada para el nu´mero de condicio´n de Ho¨lder
estructurado. Esto es lo que muestra el siguiente teorema.
Teorema 2.4.16 Sea λ un autovalor de una matriz A ∈ Cn×n con forma cano´nica de
Jordan (2.10), y sean X e Y matrices de autovectores de A definidas como en (2.13) y
(2.14). Sea S un conjunto de matrices tales que Y HEX = 0 para toda perturbacio´n E ∈ S
y sean Φ1,Φ2 las matrices dadas por (2.43) y Φ12,Φ21 definidas como en (2.44).
1. Si n1 − n2 ≥ 2 y r1 = 1, entonces
κ(A, λ; S) = (n1 − 1, eα)
donde
eα = sup
E∈S,||E||≤1
|Φ12 + Φ21| .
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2. Si n1 = n2 + 1 y r1 = 1, entonces
κ(A, λ; S) = (n1 − 1, eα)
donde
eα = sup
E∈S,||E||≤1
|Φ12 + Φ21 + traza(Φ2)|.
3. Si n1 = n2 + 1 y r1 = 2, entonces
κ(A, λ; S) =

n1r1 − 1
r1
, eα

donde
eα = sup
E∈S,‖E‖≤1





r2
X
k=1
det Φ2([1 , 2 + k]) +
r2
X
k=1
det Φ2([2 , 2 + k])





.
4. Si n1 − n2 ≥ 2, r1 > 1 y r2 > 1, o si n1 = n2 + 1, r1 > 2 y r2 > 1, entonces
κ(A, λ; S) =

n1r1 + 2n2
r1 + 2
, eα

donde
eα = sup
E∈S,||E||≤1













X
kp ∈ {1 : r2}
p ∈ {1 : 2}
det Φ2([1 . . . r1 , r1 + k1, r1 + k2])













.
Demostracio´n: Basta reeemplazar Φ1 por la matriz nula en el Teorema 2.4.15 y tener
en cuenta el Lema 2.4.14.
Para completar nuestro estudio debemos analizar el caso en que la forma cano´nica
de Jordan de la matriz A tiene bloques de Jordan de un u´nico taman˜o. Este caso queda
reflejado en la Figura 2.2, que reproducimos de nuevo para comodidad del lector.
El primer candidato para formar el segmento de menor pendiente del diagrama de
Newton es el punto P3, que corresponde al te´rmino en λǫ
r1 del polinomio caracter´ıstico.
Por tanto, el coeficiente asociado sera´ la suma de los menores principales de taman˜o n− 1
de G que contengan n − r1 − 1 posiciones ǫ-constantes. Ahora bien, como q = 1, se tiene
que n = n1r1 por lo que habremos de buscar menores principales de taman˜o n1r1 − 1 que
contengan (n1 − 1)r1 − 1 posiciones ǫ− constantes. Eso so´lo lo podemos obtener dejando
fuera del menor una u´nica fila, que tendra´ que ser o la primera o la u´ltima de un bloque
de Jordan. Ahora bien, si r1 > 1 entonces al dejar fuera del menor una de esas filas, el
menor resultante siempre contiene una fila de ceros, debido a la condicio´n (2.38) de la
estructura S. Por tanto, el punto P3 = (n1r1 − 1, r1) desaparece del diagrama de Newton
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si r1 > 1. Por un argumento similar, P4 = (n1r1 − 2, r1) no puede aparecer si r1 > 2, y
as´ı sucesivamente con los puntos (n1r1 − j, r1), j = 3, . . .. Por tanto, la menor pendiente
posible en el diagrama de Newton es siempre (n1r1 − r1)/r1 = n1 − 1.
El siguiente Teorema describe los dos primeros casos, para r1 = 1 y r1 = 2. A medida
que r1 crece, las expresiones para eα se complican ma´s y ma´s. Obviamos el caso n1 = 1,
puesto que es el caso trivial en que λ sigue siendo autovalor de +ǫB.
Teorema 2.4.17 Sea λ un autovalor de la matriz A ∈ Cn×n con forma de Jordan (2.10)
tal que q = 1, es decir, A so´lo tiene bloques de Jordan de taman˜o n1 ≥ 2. Sea S un conjunto
estructurado de matrices tales que Y HEX = 0 para toda perturbacio´n E ∈ S, siendo X e
Y las matrices de autovectores definidas en (2.13), (2.14), y Φ12, Φ21 las matrices definidas
en (2.43) y (2.44). Entonces,
κ(A, λ; S) = (n1 − 1, eα) ,
1. Si, adema´s, r1 = 1, entonces
eα = sup
E∈S,||E||≤1
|Φ12 + Φ21| .
2. Si, adema´s, r1 = 2, entonces
eα = sup
E∈S,||E||≤1
|det Φ12 + det Φ21 + [Φ12]11[Φ21]22 + [Φ12]22[Φ21]11] |.
Demostracio´n:
El primer apartado se sigue de la demostracio´n del Teorema 2.4.16 del ca´lculo del
coeficiente no nulo del punto P3 para r1 = 1. Cuando r1 > 1 el coeficiente de P3 en las
condiciones de nuestro teorema es nulo ya que Φ1 es la matriz nula. De este modo el
siguiente punto ma´s cercano que tenemos que estudiar es P4 (ve´ase la Figura 2.2).
El coeficiente del te´rmino en λn−n1r1+2ǫr1 , correspondiente al punto P4, es la suma de
los coeficientes de orden ǫr1 que aparecen en los menores principales de taman˜o n1r1 − 1
de (2.51). Esto equivale a elegir menores principales de taman˜o n1r1 − 2 que contengan
exactamente (n1−1)r1−2 posiciones ǫ-constantes. El u´nico modo de obtener esto es escoger
menores principales de la matriz total (2.51) eliminando dos filas primeras, dos u´ltimas o
una primera y otra u´ltima asociadas a cualquiera de los bloques de Jordan de taman˜o n1;
cualquier otra eleccio´n de filas eliminar´ıa ma´s posiciones ǫ-constantes de las necesarias. De
hecho, los menores principales resultantes de eliminar o bien las dos primeras o bien las
dos u´ltimas filas de cualesquiera bloques de Jordan de taman˜o r1 ser´ıan nulos por ser la
matriz Φ1 nula, obtenie´ndose el u´ltimo apartado.
En particular para el caso r1 = 2 la suma de los menores anteriores pueden simplificarse
como siguen. Sea
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P−1A EPA =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

∗ ∗ ∗ ... ∗ ∗ ∗ ∗ ... ∗
. . . . . . . . .
... ∗ . . . . . . . . . ... ∗
∗ ∗ ∗ ... ∗ ∗ ∗ ∗ ... ∗
♣1 ∗ ∗ ... ∗ ♣2 ∗ ∗ ... ∗
♥1 ♠1 ∗ ... ∗ ♥2 ♠2 ∗ ... ∗
∗ ∗ ∗ ... ∗ ∗ ∗ ∗ ... ∗
. . . . . . . . .
... ∗ . . . . . . . . . ... ∗
∗ ∗ ∗ ... ∗ ∗ ∗ ∗ ... ∗
♣3 ∗ ∗ ... ∗ ♣4 ∗ ∗ ... ∗
♥3 ♠3 ∗ ... ∗ ♥4 ♠4 ∗ ... ∗
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
.
De este modo el coeficiente de P4 es igual a
− det
 ♣1 ♣2
♣3 ♣4

− det
 ♠1 ♠2
♠3 ♠4

−♣1♠4 −♠1♣4,
obtenie´ndose el segundo apartado.
Concluimos esta seccio´n aplicando los teoremas anteriores a las matrices que se ofrecieron
en los Ejemplos 2.4.1 y 2.4.2 comprobando que el resultado coincide con el ya visto. En
ambos casos se cumple que n1 = 1, r1 = 1, y escribimos la matriz P
−1
A EPA de la forma
P−1A EPA =
 ∗ ∗ ∗
♣ ∗ ∗
♥ ♠ ∗
Ǒ
Por tanto, por el apartado 1. del Teorema 2.4.16 se tiene que κ(A, λ; S) = (2, eα) con
eα = sup
E∈S,||E||≤1
|♣+♠|.
En el caso de la matriz antisime´trica compleja
A =

0 1 0
−1 0 i
0 −i 0
Ǒ
se tiene
P−1A EPA =
 ∗ ∗ ∗
−iz − x ∗ ∗
0 −iz − x ∗
Ǒ
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y para la matriz
A =

√
2 i 0
i 0 i
0 i −√2
Ǒ
se tiene
P−1A EPA =
 ∗ ∗ ∗
iy +
√
2x ∗ ∗
0
√
2x+ iy + iz ∗
Ǒ
.
Como se ve, los resultados obtenidos coinciden con los calculados en los Ejemplos 2.4.1 y
2.4.2.
Otro ejemplo completamente no gene´rico es la estructura de matrices
S = {A ∈ Cn×n : ATM = −MA}
donde M es una matriz ortogonal sime´trica. Sabemos gracias al apartado (i) del Teore-
ma 2.2.7 que si A ∈ S tiene un autovalor λ = 0 con n1 impar y r1 = 1, entonces nS < n1.
Si, adema´s, n2 6= n1 − 1, el apartado 1 del Teorema 2.4.16 nos dice que
κ(A, λ; S) = (n1 − 1, eα) ,
donde
eα = sup
E∈S,||E||≤1
|Φ12 + Φ21| .
Adema´s, como r1 = 1,
Φ12 + Φ21 = y
H
1 Ex2 + y
H
2 Ex1 = traza(

yH1
yH2

E

x1 x2


0 1
1 0

),
donde x1 y x2 (resp., y1 e y2) son los dos primeros vectores de la u´nica cadena derecha (resp.,
izquierda) de Jordan asociada al bloque de taman˜o n1. Usando como antes [71, Theorem
7.3], se comprueba fa´cilmente que la relacio´n entre los vectores de Jordan izquierdos y
derechos es

yH1
yH2

=

1 0
0 −1

xT1
xT2

M,
de modo que
eα = sup
E∈S,||E||≤1
|Φ12 + Φ21| = sup
E∈S,||E||≤1





traza

ME

x1 x2


0 −1
1 0

xT1
xT2






.
Si llamamos
K =

x1 x2


0 −1
1 0

xT1
xT2

, (2.53)
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entonces la perturbacio´n E = 1
||K||F
MK es tal que E ∈ S, ‖E‖F = 1 y
eα ≥ 1||K||F |traza(KK
H)| ≥ ||K||F .
Por otra parte eα ≤ √n||K||F . As´ı tenemos el siguiente resultado.
Lema 2.4.18 Sea S = {A ∈ Cn×n : ATM = −MA}, sea A ∈ S con un autovalor λ = 0 y
forma de Jordan (2.10) con n1 impar, r1 = 1 y n2 6= n1 − 1, y sea la matriz K como en
(2.53). Entonces κ(A, λ; S) = (n1 − 1, eα) con
||K||F ≤ eα ≤
√
n||K||F .
2.5. Conclusiones y trabajos futuros
Hemos introducido una definicio´n de nu´mero de condicio´n de tipo Ho¨lder para auto-
valores mu´ltiples, tanto para haces regulares de matrices como para matrices. En ambos
casos se han comparado los nu´meros de condicio´n estructurado y no estructurado para di-
versos tipos de estructuras. Tambie´n hemos propuesto una definicio´n de condicionamiento
para autovalores de polinomios matriciales regulares v´ıa la linealizacio´n en forma com-
pan˜era. De acuerdo con los resultados obtenidos, el comportamiento bajo perturbaciones
estructuradas de los autovalores mu´ltiples difiere poco del comportamiento de los autova-
lores simples descrito en [16, 55, 82], en el sentido de que la estructura influye poco sobre
el condicionamiento, salvo en situaciones muy particulares. Todas estas situaciones espe-
ciales parecen provenir de la combinacio´n de simetr´ıa con antisimetr´ıa, tanto en el caso
de matrices que son antisime´tricas con respecto a un producto escalar sime´trico (Teorema
2.2.7, apartados (ii) y (iv)) como en el caso de haces de matrices sime´tricos/antisime´tricos
(Teorema 2.3.5 (iv)) o el de haces palindro´micos (Teorema 2.3.6). Entender por que´ ocurre
esto es una de las cuestiones que quedan abiertas para trabajos futuros.
Tambie´n hemos llevado a cabo un ana´lisis detallado, v´ıa el diagrama de Newton, de la
teor´ıa de perturbaciones que se requiere en el caso que hemos llamado completamente no
gene´rico, esto es, aque´l en que las perturbaciones estructuradas inducen un comportamien-
to cualitativamente mejor en los autovalores que las perturbaciones arbitrarias, no estruc-
turadas. Hemos caracterizado las estructuras lineales completamente gene´ricas a trave´s de
una condicio´n matricial de ortogonalidad (Teorema 2.4.6) y hemos obtenido, usando el dia-
grama de Newton, expresiones simplificadas para los nu´meros de condicio´n estructurados
correspondientes (Teoremas 2.4.16 y 2.4.17).
Sin embargo, estas expresiones no son au´n expl´ıcitas, sino que vienen dadas como
la solucio´n de un problema no trivial de optimizacio´n. Queda como problema abierto el
obtener expresiones expl´ıcitas para los nu´meros de condicio´n como se hizo en la seccio´n 2.2.1
o, si eso no fuera posible, llegar a estimaciones como la obtenida en el Lema 2.4.18.
Cap´ıtulo 3
Algoritmos espectrales de alta
precisio´n relativa para matrices
sime´tricas estructuradas
3.1. Preliminares
Ya vimos en el Cap´ıtulo 1 que, si denotamos por λi y vi, respectivamente, a los auto-
valores y autovectores exactos de una matriz sime´trica A ∈ Rn×n, y denotamos por bλi y
bvi a los autovalores y autovectores calculados por un algoritmo convencional (como QR,
o divide-y-vencera´s), entonces bλi y bvi son los autovalores y autovectores exactos de una
matriz ÒA = A+ E tal que
||E||2
||A||2 = O(ε), (3.1)
donde ε representa el e´psilon-ma´quina, una cantidad que mide la precisio´n con la que tra-
baja la aritme´tica finita de nuestro ordenador. Entonces, el Teorema de Weyl [87, Corollary
4.10, p. 203] asegura que
|λi − bλi| ≤ ||E||2 i = 1, 2, . . . , n.
En cuanto a los autovectores, el Teorema de Davis y Kahan [19] nos dice que
1
2
sen(2θ) ≤ ||E||2
mı´nj 6=i |λi − bλi|
i = 1, 2, . . . , n
donde θ representa el a´ngulo entre el autovector exacto vi y el calculado bvi. Combinando
estas fo´rmulas con la estabilidad regresiva dada en (3.1), se obtiene
|λi − bλi|
|λi| ≤ O(ε)
ma´x |λj|
|λi| i = 1, 2, . . . , n
y
75
ALGORITMOS DE ALTA PRECISIO´N 76
1
2
sen(2θ) ≤ O(ε) ma´x |λj|
mı´nj 6=i |λi − bλi|
i = 1, 2, . . . , n .
Por tanto, se puede asegurar alta precisio´n relativa, tal y como se definio´ en (1.3), so´lo
para los autovalores ma´s grandes de la matriz A, pero no se tiene informacio´n sobre la
precisio´n de los autovalores ma´s pequen˜os. Un ejemplo de esta situacio´n es la matriz

1 −1 0
−1 2 −1
0 −1 1′000001
Ǒ
.
Si se calculan los autovalores con el comando eig de Matlab, que emplea el algoritmo
QR con una precisio´n de ε ≈ 10−16, se obtiene un error relativo para todos los autovalores
del orden de ε excepto para el autovalor ma´s pequen˜o λ = 3,333331× 10−7, para el cual el
valor calculado bλ = 0,00000033333315 cumple que
|λ− bλ|
|λ| ≈ 10
−10 6= O(10−16).
En diversas situaciones se necesitan algoritmos que sean capaces de calcular autovalores
y autovectores con tantas cifras significativas correctas como sea posible. As´ı, dada una
matriz A ∈ Rn×n, lo mejor que se puede esperar es que todos sus autovalores calculados bλi
y sus correspondientes autovectores bvi, i = 1, . . . , n, cumplan
|bλi − λi|
|λi| = O(κε),
Θ(bvi, vi) =
O(κε)
relgap(λi)
,
(3.2)
donde λi son los autovalores exactos de A, qi los autovectores exactos, Θ(·, ·) representa el
a´ngulo entre dos vectores, relgap(λi) es la separacio´n relativa definida como
relgap(λi) = min
¨
minj 6=i
|λj − λi|
|λi| , 1
«
, i = 1, . . . , n, (3.3)
y κ es una constante de taman˜o moderado, que por lo general depende de la dimensio´n de
la matriz A, pero que es siempre independiente del nu´mero de condicio´n de A.
Los algoritmos que calculan los autovalores y autovectores con esta precisio´n se llaman,
como ya se dijo en el cap´ıtulo introductorio, algoritmos espectrales de alta precisio´n relativa.
Una definicio´n similar puede darse para el problema de valores singulares (SVD).
Existen algoritmos de alta precisio´n relativa tanto para el problema espectral como para
el problema de valores singulares. Todos estos algoritmos tienen en comu´n el hecho de que
la alta precisio´n relativa se alcanza so´lo para clases espec´ıficas de matrices, y cada clase
de matrices requiere un algoritmo distinto, adaptado a ese tipo de matrices. La propiedad
comu´n a todas estas clases de matrices es que es posible calcular con alta precisio´n un
cierto tipo de factorizacio´n, que definiremos en breve (ve´ase la Definicio´n 3.1.1).
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De entre todos estos me´todos nos centraremos, como ya se anuncio´ en el Cap´ıtulo 1,
en una familia de algoritmos espectrales [22, 30, 84] que constan de dos etapas:
Primera etapa: ca´lculo de una factorizacio´n inicial de la matriz.
Segunda etapa: aplicacio´n de un algoritmo de tipo Jacobi a los factores de la descom-
posicio´n obtenida en la primera etapa.
Para obtener las cotas de alta precisio´n relativa (3.2), ambas etapas deben llevarse a cabo
con una precisio´n adecuada. La precisio´n de la segunda etapa suele garantizarse mediante
un ana´lisis de errores que supone asegurada la alta precisio´n en la primera etapa. Por tanto,
se puede afirmar que la precisio´n de esta familia de algoritmos depende esencialmente de la
precisio´n obtenida en la factorizacio´n de la primera etapa. En otras palabras, las clases de
matrices para las que estos algoritmos calculan autovalores y autovectores con alta precisio´n
relativa son aquellas clases que permiten calcular con alta precisio´n relativa la factorizacio´n
inicial.
En el problema de valores singulares se pueden encontrar muchas clases de matrices
(ve´ase [22]) tales que eliminacio´n gaussiana con pivote completo, adaptada conveniente-
mente a cada una de las clases, conduce a una factorizacio´n no sime´trica de la forma
A = X∆Y T , calculada con alta precisio´n relativa. Dos de estas familias son las matri-
ces DSTU (totalmente unimodulares diagonalmente escaladas) y las matrices TSC (total
signed compound), vea´nse secciones 3.3.1 y 3.3.2 para sus respectivas definiciones. Nuestra
principal aportacio´n en este cap´ıtulo es el desarrollo de algoritmos de ca´lculo de una fac-
torizacio´n de la forma A = X∆XT de las matrices sime´tricas A en las estructuras DSTU
y TSC. Estos algoritmos calculan la factorizacio´n con la precisio´n requerida para que sus
autovalores y autovectores se calculen despue´s con la alta precisio´n relativa (3.2). As´ı, para
cualquier matriz sime´trica perteneciente a una de las clases DSTU o TSC, sus autovalores
y autovectores podra´n calcularse con alta precisio´n relativa.
Dos algoritmos de alta precisio´n relativa que calculan autovalores y autovectores de
matrices sime´tricas posiblemente indefinidas son los siguientes:
1. Algoritmo J-ortogonal [85, 84], el cual consta de dos etapas:
a) La matriz sime´trica A ∈ Rn×n se descompone de la forma
A = GJGT , J = Inpos ⊕−Ir−npos (3.4)
siendo npos el nu´mero de autovalores positivos, r el rango de la matriz A y
G ∈ Rn×r una matriz de rango completo.
b) Aplicacio´n sucesiva de transformaciones de la forma
Gm+1 = GmJm, (3.5)
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donde G0 = G y Jm es una matriz ortogonal que contiene rotaciones hiperbo´licas
de la forma

cosh(θ) −senh(θ)
senh(θ) cosh(θ)

.
Esta etapa calcula de modo impl´ıcito los autovalores y autovectores de G a
partir de los autovalores y autovectores del haz (GTG, J).
2. Algoritmo SVD con signos [30], compuesto por las etapas:
a) Dada la matriz sime´trica A ∈ Rn×n se calcula una descomposicio´n de la forma
A = XDY T , donde X,Y son matrices bien condicionadas y D es una matriz
diagonal.
b) Ca´lculo de una descomposicio´n en valores singulares de XDY T .
c) Ca´lculo de los autovalores y autovectores de A a partir de sus valores y vectores
singulares.
Ninguno de estos algoritmos, estrictamente hablando, produce errores de la forma (3.2).
Para el me´todo J-ortogonal, la constante κ en ( 3.2) es el ma´ximo de los nu´meros de
condicio´n de matrices intermedias que se utilizan en el algoritmo, y estos nu´meros de
condicio´n podr´ıan ser, en principio, magnitudes grandes. El segundo algoritmo, el SVD
con signos, tiene una cota de error para el ca´lculo de autovectores de la forma (3.2), pero
con una cantidad ma´s pequen˜a, relgap∗, en el denominador (ve´ase (3.12)). Pese a todo, en
la pra´ctica ambos algoritmos son capaces de calcular autovalores y autovectores con alta
precisio´n relativa.
Como se ha observado antes, salvo una ligera diferencia, ambos algoritmos tienen en
comu´n la primera etapa. Para ser ma´s precisos en la descripcio´n de esa primera etapa
comenzaremos definiendo lo que es una descomposicio´n que revela el rango (en ingle´s,
rank-revealing decomposition).
Definicio´n 3.1.1 Dada una matriz A ∈ Rm×n con m ≥ n y rango r, una descom-
posicio´n que revela el rango de A es una factorizacio´n de la forma A = X∆Y T con
X ∈ Rm×r, Y ∈ Rn×r, ∆ ∈ Rr×r, donde ∆ es una matriz diagonal y no singular y las
matrices X,Y son matrices bien condicionadas. Para abreviar, diremos que cualquier de-
scomposicio´n de este tipo es una RRD de A.
La descomposicio´n en valores singulares, por ejemplo, es una RRD. Pero se pueden
usar otros me´todos para la obtencio´n de una RRD, como eliminacio´n gaussiana con pivote
completo, QR con pivote completo o el me´todo de pivote diagonal.
La descomposicio´n inicial (3.4) que utiliza el me´todo J-ortogonal no es exactamente
una descomposicio´n RRD, pero si se escala la matriz ∆ a ambos lados con |∆|−1/2 =
diag(|∆−1/2ii |), obtenemos una factorizacio´n sime´trica de la forma A = GJGT con G =
X|∆|1/2 y J = |∆|−1/2∆|∆|−1/2.
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Como las matrices que se van a estudiar son matrices sime´tricas, se estudiara´n descom-
posiciones RRD sime´tricas, con la idea de preservar la estructura.
El camino que se utilizara´ para obtener una descomposicio´n sime´trica RRD es la factor-
izacio´n LDLT por bloques [43, Cap´ıtulo 11]. Dada una matriz sime´trica A ∈ Rn×n existe
una matriz de permutacio´n P tal que
PAP T = LDLT , (3.6)
donde la matriz L es una matriz triangular inferior con unos en la diagonal y D es una
matriz diagonal con bloques diagonales de taman˜os 1 × 1 y 2 × 2. Esta factorizacio´n no es
una RRD ya que la matriz D no es diagonal, pero si diagonalizamos los bloques de taman˜o
2 × 2 mediante rotaciones de Givens, entonces podemos conseguir una descomposicio´n
RRD sime´trica como se muestra en [85, 86] y explicamos a continuacio´n.
Sea Q ∈ Rn×n una matriz ortogonal, diagonal por bloques particionada de manera
conforme con la matriz D: cada bloque diagonal de taman˜o 2 × 2 de Q es una rotacio´n de
Givens 2 × 2 que diagonaliza el correspondiente bloque de la matriz D. Por lo tanto,
A = X∆XT , (3.7)
con
X = P TLQ, y ∆ = QTDQ. (3.8)
Puesto que la matriz Q es una matriz ortogonal, el nu´mero de condicio´n de la matriz
X para cualquier norma unitariamente invariante coincide con el nu´mero de condicio´n del
factor L. Por tanto, para demostrar que la matriz X esta´ bien condicionada basta estudiar
el condicionamiento de la matriz L.
Se puede demostrar fa´cilmente que la descomposicio´n sime´trica RRD determina la de-
scomposicio´n espectral con alta precisio´n relativa [29]. Ma´s en concreto, se puede demostrar
que si A = XDXT y ÜA = fXfDfXT son, respectivamente, descomposiciones RRD sime´tricas
de dos matrices sime´tricas A y ÜA, y el error relativo en norma
‖fX −X‖/‖X‖
en el factor X, y el error relativo componente a componente
|fDii −Dii|/|Dii|
en el factor D esta´n acotados por una cantidad β menor que 1, entonces, denotando por
η = β(2 + β)κ(X),
el error relativo de los autovalores esta´ acotado por O(η) y el seno de los a´ngulos cano´nicos
entre los autovectores de las matrices A y ÜA esta´ acotado por O(η) dividido por la separa-
cio´n relativa (para ma´s detalles ve´ase [29, §2]). Esto equivale a decir que cambios pequen˜os
en los factores de la descomposicio´n RRD producen cambios pequen˜os en los autovalores
y autovectores.
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A la vista de ello, se concluye que para asegurar alta precisio´n relativa para ambos
algoritmos, el J-ortogonal o el SVD con signos, basta probar que la factorizacio´n inicial se
calcula con una precisio´n suficiente. A ello dedicamos el presente cap´ıtulo.
Para determinar la precisio´n con la que se ha obtenido una descomposicio´n RRD,
procederemos del siguiente modo:
Etapa 1
Veremos en primer lugar co´mo se puede calcular una factorizacio´n LDLT por blo-
ques de matrices sime´tricas DSTU y TSC con error relativo pequen˜o componente a
componente, esto es, si ÒL y D son los factores calculados en aritme´tica finita, y L, D
son los factores exactos, se demostrara´ que
|blij − lij| = O(ε)|lij|, | bdij − dij| = O(ε)|dij| (3.9)
para cada i, j ∈ {1, . . . , n}. Para ello es suficiente probar que no se producen restas en
todo el proceso de la factorizacio´n, ya que los productos, cocientes, ra´ıces cuadradas
y sumas de cantidades del mismo signo en coma flotante no producen errores pro-
gresivos grandes y la u´nica posibilidad de producir un error progresivo grande es la
cancelacio´n, producida por la resta de nu´meros cercanos.
Etapa 2
Analizaremos si la descomposicio´n RRD, obtenida a partir de la factorizacio´n por
boques LDLT v´ıa rotaciones de Givens, como en (3.8), cumple los requisitos que ase-
guran la precisio´n (3.2). De acuerdo con el ana´lisis de errores en [30], estos requisitos
son que el factor ∆ en (3.7) se calcule con errores relativos pequen˜os componente a
componente y que el factor X se calcule con error relativo pequen˜o en norma para
cualquier norma unitariamente invariante, esto es,
‖X −X‖ = O(ε)‖X‖, |Ò∆ii −∆ii| = O(ε)|∆ii|, i = 1, . . . , n, (3.10)
siendo X, Ò∆ los factores calculados en aritme´tica en coma flotante y X,∆ los factores
exactos.
Todo esto conducira´ a probar que los autovalores y respectivos autovectores de matrices
sime´tricas con estructura DSTU o TSC se calculan con alta precisio´n relativa mediante
el algoritmo SVD con signos. Para ser ma´s precisos, el error relativo en los autovalores
calculados sera´ de la forma (3.2), donde κ viene dado por
κ = κ(R′)κ(X), (3.11)
donde κ(·) denota el nu´mero de condicio´n en norma dos, X es el factor no diagonal en (3.7),
y R′ es el mejor escalamiento por filas del factor triangular R de una descomposicio´n QR
con pivote por columnas de la matriz X∆. En [22, Teorema 3.2] se demuestra que κ(R′) es
a lo sumo de orden O(n3/2κ(X)), luego el orden de la constante κ depende so´lo del nu´mero
de condicio´n del factor X de la RRD sime´trica . De ah´ı la importancia de demostrar que
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el nu´mero de condicio´n de X no es grande. Veremos en el Teorema 3.3.5 que para matrices
sime´tricas DSTU el nu´mero de condicio´n κ(X) es del orden de n2.
En cuanto a los autovectores, se calculan con un error de la forma (3.2), pero reem-
plazando la separacio´n relativa (3.3) usual por
relgap∗(|λi|) = mı´n
8
<
:
mı´n
j∈S
j 6=i





|λj| − |λi|
λi





, 1
9
=
;
, (3.12)
donde el conjunto de ı´ndices S es igual a {1, . . . , n}, salvo que el autovalor, digamos λj0 , con
el valor absoluto ma´s cercano a |λi| tenga signo opuesto al de λi. En tal caso, S se obtiene
del conjunto {1, . . . , n} eliminando el ı´ndice j0 y el ı´ndice k de cualquier otro autovalor que
se encuentre a una distancia de orden O(κε) del autovalor λj0 .
Finalmente, debemos hacer notar que nuestro ana´lisis de errores es va´lido so´lo para
matrices sime´tricas no singulares: si A es singular, el nu´mero de autovalores nulos se obtiene
de cualquier RRD que cumpla (3.10), y puede modificarse el algoritmo SVD con signos
para calcular una base del nu´cleo, usando la factorizacio´n QR con pivote completo. Sin
embargo, este procedimiento queda fuera de nuestro ana´lisis de errores.
3.2. Factorizacio´n LDLT por bloques de matrices sime´tri-
cas
La descomposicio´n por bloques LDLT (3.6) es una versio´n sime´trica de la factorizacio´n
LU. Cualquier matriz sime´trica admite una factorizacio´n de esta forma [43, Cap´ıtulo 11], y
el procedimiento ma´s comu´n para calcularla es el me´todo de pivote diagonal: este comienza
por elegir una matriz de permutacio´n P , un entero s = 1 o´ s = 2, y un pivote no singular
E de taman˜o s × s tal que
PAP T =

E CT
C B

,
de modo que
PAP T =

Is 0
CE−1 In−s

E 0
0 B − CE−1CT

Is E
−1CT
0 In−s

. (3.13)
La factorizacio´n por bloques LDLT de A se obtiene repitiendo el proceso sobre los
sucesivos complementos de Schur B − CE−1CT . El coste en operaciones aritme´ticas del
proceso es n3/3 ma´s el coste de elegir las permutaciones.
Para la eleccio´n del pivote en eliminacio´n gaussiana existen estrategias de pivote par-
cial, pivote completo o pivote mixto. Para la factorizacio´n sime´trica LDLT tambie´n existen
estrategias sime´tricas para la eleccio´n del pivote E. Como nuestro objetivo es una descom-
posicio´n RRD, usaremos la estrategia de pivote de Bunch–Parlett [14], que es un ana´logo
sime´trico de la estrategia de pivote completo. Esta estrategia produce, en la pra´ctica, fac-
tores L bien condicionados (ve´ase [13] para un ana´lisis detallado del factor de crecimiento
del factor L). Esta estrategia se resume como sigue.
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α = (1 +
√
17)/8 ≈ 0,64
µ0 = maxi,j|aij| =: |apq|
µ1 = maxi|aii| =: |arr|
If µ1 ≥ αµ0 then
elegir E = [arr] como pivote 1× 1
else
elegir E =

app apq
apq aqq

como pivote 2× 2.
(3.14)
Esto significa que elegimos pivote 2× 2 cuando el elemento de mayor valor absoluto de
la matriz es bastante ma´s grande que el elemento de mayor valor absoluto de la diagonal.
Cualquier pivote 2 × 2 elegido con esta estrategia es una matriz sime´trica indefinida y bien
condicionada, ya que su nu´mero de condicio´n en norma dos esta´ acotada por
(1 + α)/(1− α) ≈ 4,6.
Se elige el valor (1+
√
17)/8 de la constante α para que el factor de crecimiento de dos pasos
consecutivos con pivotes 1 × 1 sea igual al de un solo paso con pivote 2 × 2 (ve´ase [43,
Cap´ıtulo 11]).
Es bien conocido que cualquier valor intermedio o final del proceso de eliminacio´n
gaussiana con cualquier estrategia de pivote es o un menor, o un cociente de menores de
la matriz original [22, Lemma 5.1]. Descomponiendo una matriz cuadrada A de la forma

A11 A12
A21 A22

, y denotando el complemento de Schur del bloque A11 en A como
Ck = A22 − A21A−111 A12, (3.15)
tenemos el siguiente resultado.
Lema 3.2.1 Sea A = PLDUQ una factorizacio´n de A, calculada mediante eliminacio´n
gaussiana con cualquier estrategia de pivotaje, donde P y Q son matrices de permutacio´n, L
es una matriz triangular inferior, U es triangular superior, ambas con unos en la diagonal,
y D es una matriz diagonal. Reescribiendo A = PL UQ con L = L y U = DU y denotando
por Ck cualquier complemento de Schur de A como en (3.15), entonces
1. Cualquier menor de Ck es un cociente de menores, o simplemente un menor, de A.
2. Cualquier menor de A−1 es, salvo signos, un cociente de menores de A.
3. Cualquier entrada de L, D, U o U es o bien cero, o bien un menor de A, o bien un
cociente de menores de A.
4. Cualquier menor de L, D, U o U formado por filas consecutivas es o bien cero, o
bien un menor de A, o bien un cociente de menores de A.
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5. Cualquier entrada de L−1, D−1, U−1 o U
−1
es o bien cero, o bien un menor de A, o
bien un cociente de menores de A.
Veamos ahora cua´les de las propiedades dadas en el lema se cumplen tambie´n para la
descomposicio´n LDLT por bloques; veremos que las propiedades 1, 2 y 3 del Lema 3.2.1
se preservan, dando de hecho sus fo´rmulas expl´ıcitas. Sin embargo las propiedades 4 y 5,
no se cumplen, como se demostrara´ con un contraejemplo.
Antes de escribir estos resultados, necesitamos un resultado auxiliar, consecuencia de
la identidad de Sylvester (ve´ase, por ejemplo, [18, §2]).
Lema 3.2.2 Sea M cualquier matriz cuadrada, particionada de la forma
M =

B ∗
∗ ∗

, con B =

B1 ∗
∗ ∗

donde B y B1 son submatrices cuadradas y no singulares. Sea CB1 (resp. CM1 ) el complemento
de Schur de B1 en B (resp. en M). Entonces, el complemento de Schur de B en M es
igual al complemento de Schur de CB1 en CM1 .
Para no complicar la notacio´n, la Fo´rmula 3.15 y el Lema 3.2.3 vienen dados en
te´rminos del complemento de Schur del bloque principal superior izquierdo. Por supuesto,
todos los resultados son ciertos para cualquier submatriz cuadrada y no singular de la
matriz A. Para enunciar los siguientes resultados se utilizara´ la notacio´n de Matlab:
A([r1, . . . , rp], [c1, . . . , cp]) denota la submatriz de taman˜o p× p de A que contiene los ele-
mentos de las filas r1, . . . , rp y las columnas c1, . . . , cp. Adema´s, 1 : k denota la lista de
enteros desde 1 hasta k.
Lema 3.2.3 Sea A ∈ Rn×n, sea k < n y sea Ak = A(1 : k, 1 : k) la submatriz superior
izquierda de A. Entonces,
(a) el elemento (i, j) del complemento de Schur Ck de taman˜o (n − k) × (n − k) de Ak
en A viene dado por
Ck(i, j) = detA([1 : k, k + i], [1 : k, k + j])
detA([1 : k], [1 : k])
(3.16)
para cada i, j ∈ {1, . . . , n− k}.
(b) para cualquier s ≤ n − k, el menor de Ck que contiene las filas i1 < . . . < is y las
columnas j1 < . . . < js viene dado por
det Ck([i1, . . . , is], [j1, . . . , js]) =
=
detA([1 : k, k + i1, . . . , k + is], [1 : k, k + j1, . . . , k + js])
detA[1 : k], [1 : k]
(3.17)
En particular, cada menor del complemento de Schur Ck es cociente de menores de
la matriz original A.
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Demostracio´n:
Probaremos (a) por induccio´n sobre k. Si k = 1, los elementos de C1 son
C1(i, j) = ai+1,j+1 − ai+1,1 a1,j+1
a11
=
ai+1,j+1 a11 − ai+1,1 a1,j+1
a11
=
=
detA([1, i+ 1], [1, j + 1])
detA([1], [1])
,
es decir, la ecuacio´n (3.16) con k = 1. Supongamos que (3.16) es cierto para algu´n k ∈
{1, 2 . . . n}. Demostraremos que tambie´n es cierto para k + 1. Segu´n el Lema 3.2.2, el
complemento de Schur Ck+1 de Ak+1 en A es el resultado de realizar dos complementos de
Schur sucesivos: primero, el complemento de Schur Ck de Ak en A, y despue´s el complemento
de Schur del elemento (1, 1) en Ck. Por la hipo´tesis de induccio´n, sabemos que
Ck(i, j) = detA([1 : k, k + i], [1 : k, k + j])
detA([1 : k], [1 : k])
.
Sustituyendo en la fo´rmula
Ck+1(i, j) = Ck(i+ 1, j + 1)− Ck(i+ 1, 1)Ck(1, j + 1)Ck(1, 1)
para los elementos de Ck+1 nos lleva a
Ck+1(i, j) =





detA([1 : k, k + i+ 1], [1 : k, k + j + 1]) detA([1 : k, k + 1], [1 : k, k + j + 1])
detA([1 : k, k + i+ 1], [1 : k, k + 1]) detA([1 : k, k + 1], [1 : k, k + 1])





detA([1 : k], [1 : k]) detA([1 : k, k + 1], [1 : k, k + 1])
Basta aplicar la identidad de Sylvester [48, p. 22] al numerador para obtener (3.16) con
k + 1 en lugar de k.
Una vez probado (a), todos los elementos de Ck([i1, . . . , is], [j1, . . . , js]) pueden escribirse
como cocientes de menores de la matriz A, con el mismo denominador
dk = detA([1 : k], [1 : k]).
As´ı, la submatriz puede escribirse como (1/dk)M , donde para cada l,m ∈ {1, . . . , s}, el
elemento (l,m) de M es detA([1 : k, k+ il], [1 : k, k+ jm]).Aplicando de nuevo la identidad
de Sylvester a M se demuestra la parte (b).
Como consecuencia del Lema 3.2.3, se demuestra el siguiente teorema:
Teorema 3.2.4 Sea A una matriz real sime´trica y sea PAP T = LDLT una factorizacio´n
LDLT por bloques de la matriz A como en (3.6), obtenida usando cualquier estrategia de
pivotaje. Entonces cualquier entrada del factor L o el factor D es o bien cero, o bien un
cociente de menores ede A o simplemente un menor de A.
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Demostracio´n:
La demostracio´n es similar a la del Lema 5.1 en [22, p. 52]. Las entradas de D son o
elementos de la matriz A o elementos de un complemento de Schur de la matriz A. Por
el Lema 3.2.3, cada elemento de D es un elemento de A o un cociente de menores de A.
Por otra parte, cada elemento lij de L generado por un pivote 1 × 1 es un cociente de dos
elementos del correspondiente complemento de Schur de A y, como ambos elementos han
sido creados en la misma etapa de la factorizacio´n, por el apartado (a) del Lema 3.2.3 son
cocientes de la forma (3.16) con el mismo denominador. Por lo tanto, ambos denominadores
se cancelan y se obtiene que el elemento lij es un cociente de menores de A. El argumento
es similar para las entradas de L generadas por un pivote de taman˜o 2 × 2, usando el
apartado (b) del Lema 3.2.3.
Por otra parte, la factorizacio´n LDLT no cumple las propiedades 4 y 5 del Lema 3.2.1,
es decir, todo menor formado por filas consecutivas de la matriz L no es necesariamente
un cociente de menores de la matriz original A. Si consideramos, por ejemplo, la matriz
A =

13 39 65
39 128 274
65 274 903
Ǒ
= LDLT
con
L =

1
3 1
5 7 1
Ǒ
, D =

13
11 2
2 11
Ǒ
Puede comprobarse por enumeracio´n que
detL([2, 3], [1, 2]) =





3 1
5 7





= 16
no es cociente de menores de A. No´tese que este menor solapa en parte con un pivote 1 ×
1 y en parte con otro de taman˜o 2 × 2.
Concluimos derivando fo´rmulas expl´ıcitas para los elementos de L y D como cociente
de menores de A. Estas fo´rmulas, que necesitaremos ma´s adelante para recalcular las en-
tradas de L, son nuevas en la literatura y extienden las fo´rmulas cla´sicas para eliminacio´n
gaussiana (ve´ase, por ejemplo,[50, §1.4]). Por simplicidad, las fo´rmulas esta´n escritas sin
tener en cuenta las matrices de permutacio´n necesarias para el pivotaje, pero el resultado
es va´lido trivialmente para la factorizacio´n (3.6) sin ma´s que renombrar filas y columnas.
Lema 3.2.5 Sea A ∈ Rn×n una matriz sime´trica factorizada como A = LDLT con L ∈
R
n×n triangular inferior con unos sobre la diagonal y D ∈ Rn×n diagonal por bloques de
taman˜os 1×1 y 2×2. Sea D = diag(D1, . . . ,Dr) con Dk ∈ Rsk×sk , sk = 1 o´ 2, k = 1, . . . , r, y
una particio´n conforme de L, L = [L1 | · · · |Lr], con Lk ∈ Rn×sk . Para cada k ∈ {1, . . . , r},
ALGORITMOS DE ALTA PRECISIO´N 86
sea nk = s1 + . . . + sk. Entonces, para cada k ∈ {1, . . . , r}, los elementos (i, j) de L con
j ∈ {nk − sk + 1, . . . , nk} vienen dados por
L(i, j) =
detA([1 : j − 1, i, j + 1 : nk], [1 : nk])
detA([1 : nk], [1 : nk])
, i = nk + 1, . . . , n, (3.18)
y, si n0 = 0, los elementos (i, j) de D con i, j ∈ {nk − sk + 1, . . . , nk} vienen dados por
D(i, j) =
detA([1 : nk−1, i], [1 : nk−1, j])
detA([1 : nk−1], [1 : nk−1])
. (3.19)
Demostracio´n:
Se distinguen los casos sk = 1 y sk = 2. Si sk = 1 entonces nk = nk−1 + 1 y
L(i, nk) =
Ck−1(i, 1)
Ck−1(1, 1) , i ∈ {nk + 1, . . . , n},
que, segu´n el apartado (a) del Lema 3.2.3, y una vez simplificado, es igual a
L(i, nk) =
detA([1 : nk−1, nk−1 + i], [1 : nk−1, nk−1 + 1])
detA([1 : nk−1, nk−1 + 1], [1 : nk−1, nk−1 + 1])
=
=
detA([1 : nk−1, i], [1 : nk])
detA([1 : nk], [1 : nk])
Si sk = 2 entonces nk = nk−1 + 2 y, para cada i ∈ {nk + 1, . . . , n}, tenemos
L(i, nk − 1) =





Ck−1(i, 1) Ck−1(i, 2)
Ck−1(1, 2) Ck−1(2, 2)










Ck−1(1, 1) Ck−1(1, 2)
Ck−1(2, 1) Ck−1(2, 2)





y
L(i, nk) =





Ck−1(1, 1) Ck−1(2, 1)
Ck−1(i, 1) Ck−1(i, 2)










Ck−1(1, 1) Ck−1(1, 2)
Ck−1(2, 1) Ck−1(2, 2)





.
En ambos casos, la identidad de Sylvester, combinada con el Lema 3.2.3, conduce a la
fo´rmula del enunciado. Finalmente, las fo´rmulas para los elementos de D se obtienen tri-
vialmente usando el hecho de que los elementos de D son o bien elementos de la matriz
original o bien elementos de alguno de sus complementos de Schur.
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3.3. Factorizacio´n con alta precisio´n para matrices si-
me´tricas DSTU y TSC
En esta seccio´n se demostrara´ que, para ambas clases de matrices DSTU y TSC, la
descomposicio´n LDLT por bloques (3.6) puede calcularse con un error relativo pequen˜o
componente a componente, como se indico´ en (3.9). Para demostrarlo, se modificara´ el
me´todo de pivote diagonal, a fin de evitar posibles sustracciones en el proceso factorizacio´n
(el efecto de cancelacio´n es el u´nico que puede producir una inestabilidad en el ana´lisis de
errores regresivos).
3.3.1. Matrices DSTU
Definicio´n 3.3.1 Se dice que una matriz Z con entradas enteras es totalmente unimodu-
lar (TU) si todos sus menores son iguales a −1, 0 o´ 1. En particular, las entradas de Z so´lo
pueden tomar los valores −1, 0 o´ 1. Una matriz A es diagonalmente escalada totalmente
unimodular (DSTU) si A = DLZDR, con Z totalmente unimodular y DL, DR matrices
diagonales.
Un ejemplo de matriz diagonalmente escalada totalmente unimodular es el siguiente:
A =
0
B
B
B
B
B
B

2
√
2 2 0 0 0
3
√
2 0 3 0 −12
0 4 0 12 0
0 0 7 0 0
0 −1
2
0 0 −2
1
C
C
C
C
C
C
A
= DLZDR =
=
0
B
B
B
B
B
B

2
3
−4
7
1
2
1
C
C
C
C
C
C
A
0
B
B
B
B
B
B

1 1 0 0 0
1 0 −1 0 −1
0 −1 0 −1 0
0 0 −1 0 0
0 −1 0 0 −1
1
C
C
C
C
C
C
A
0
B
B
B
B
B
B

√
2
1
−1
3
4
1
C
C
C
C
C
C
A
.
La clase de matrices TU contiene algunas clases de matrices como las matrices ac´ıclicas,
matrices de elementos finitos asociadas a sistemas lineales de masa-resorte, o las matrices
de incidencia nodo-arco (vease [22, Seccio´n 10]). Estamos interesados solamente en las
matrices sime´tricas DSTU, esto es, matrices sime´tricas A que pueden escribirse como
A = DZD, (3.20)
donde Z es una matriz sime´trica TU, y D = diag(d1, . . . , dn) es una matriz diagonal. La
matriz Z se supone conocida exactamente, pero los elementos de la matriz D son so´lo
conocidos con alta precisio´n relativa, es decir, con error relativo del orden del e´psilon-
ma´quina.
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Una primera propiedad relevante de las matrices DSTU es que cualquier complemento de
Schur de una matriz DSTU es tambie´n trivialmente DSTU. Esta es una de las propiedades
fundamentales que utilizaremos en cada una de las etapas de la factorizacio´n. La segunda
propiedad que veremos de las matrices DSTU, y que es la clave para evitar cancelaciones,
es la siguiente.
Lema 3.3.2 Cualquier menor de una matriz sime´trica DSTU es un monomio con coefi-
cientes 0, 1 o´ −1 con los elementos diagonales di de la matriz D como variables.
Como consecuencia de este lema, cualquier menor de una matriz DSTU puede calcularse
con alta precisio´n relativa, y lo mismo sucede con los elementos de cualquier complemento
de Schur, puesto que, segu´n el Teorema 3.2.4, cada uno de estos elementos es un cociente
de menores de la matriz original.
Otra propiedad interesante de las matrices sime´tricas DSTU es que los pivotes de
taman˜o 2×2 seleccionados por la estrategia de Bunch–Parlett tienen la siguiente estructura
especial.
Lema 3.3.3 Cualquier pivote de taman˜o 2 × 2 elegido por la estrategia de pivotaje de
Bunch–Parlett de una matriz sime´trica DSTU tiene, al menos, una entrada nula en la
diagonal.
Demostracio´n:
Un pivote de taman˜o 2 × 2 se elige siempre que
µ1 = maxi|aii| := |arr| < α |apq| =: αmaxi,j|aij| = αµ0
Si suponemos que los elementos diagnales app y aqq son ambos no nulos, entonces
|app| ≤ µ1 < α |apq| y |aqq| ≤ µ1 < α |apq|, (3.21)
de modo que apq = dpdqzpq es no nulo y consecuentemente, tambie´n lo son dp y dq. Esto,
junto con (3.21), implica que
|dp| < α2|dp|, (3.22)
en contradiccio´n con el hecho de que α < 1. Por tanto, o bien app = 0 o´ aqq = 0.
No´tese que la desigualdad (3.22) esta´ tambie´n en contradiccio´n con α = 1. Por tanto,
el Lema 3.3.3 se cumple incluso si α = 1, un hecho que se utilizara´ en §3.3.1 al modificar
la estrategia de pivote.
Como la estrategia de Bunch-Parlett puede elegir pivotes de taman˜o 1 × 1 o taman˜o 2
× 2, el estudio de la factorizacio´n se basara´ en la distincio´n de estos dos casos.
Caso 1: El pivote elegido E = [arr] es 1 × 1
Los elementos de L calculados en una cierta etapa de la factorizacio´n son un cociente
lir = (CE
−1)ir =
air
arr
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de elementos del complemento de Schur de la anterior etapa. As´ı, lir se calcula con
un error relativo pequen˜o, suponiendo que los elementos del complemento de Schur
air y arr se hayan calculado tambie´n con un error relativo pequen˜o. Al calcular los
elementos del factor D, por otro lado, podr´ıan darse sustracciones, puesto que vienen
dados por las fo´rmulas
(B − CE−1CT )ij = aij − lirarj. (3.23)
A la vista del Teorema 3.2.4 y el Lema 3.3.2, cada uno de los operandos de la sus-
traccio´n es o bien cero o bien, salvo signo, un producto de potencias de los elementos
de la matriz diagonal D. De hecho, un simple ca´lculo demuestra que cada operando
es un monomio con coeficientes ±1 o´ 0 en las variables di y dj. Por lo tanto podemos
reescribir (3.23) como
m1 = m2 +m3
donde cada operando mi, para i = 1, 2, 3, es un monomio con coeficientes ±1 o´ 0 en
las dos variables di y dj. Podemos distinguir cuatro posibilidades para esta operacio´n
aritme´tica, dependiendo del signo de m2 y m3. Si alguno de los sumandos es cero
no hay tal operacio´n. Si los dos operandos son no nulos entonces m1 por fuerza es
nulo puesto que la u´nica forma de obtener un monomio en las mismas variables con
coeficientes 1,−1 o´ 0 en el operando m1 es que los coeficientes de los monomios
m2 y m3 sean ±1 y se cancelen entre ellos. En otras palabras, cuando la operacio´n
arime´tica (3.23) tiene dos operandos no nulos podemos asignar cero al resultado sin
realizar la operacio´n aritme´tica. As´ı evitaremos la cancelacio´n que se hubiera podido
producir.
Caso 2: El pivote elegido E es 2 × 2 con elemento no diagonal apq, p < q.
Por el Lema 3.3.3, las entradas en las dos columnas de L son
lip = (CE
−1)ip =
−aipaqq
a2pq
+
aiqapq
a2pq
; (3.24)
liq = (CE
−1)iq =
aipapq
a2pq
− aiqapp
a2pq
. (3.25)
De nuevo, ambas expresiones pueden escribirse de la forma m1 = m2 + m3, donde
cada operando mi es un monomio con coeficientes 0, 1 o´ −1 en tres variables: di y los
rec´ıprocos de dp y dq. El mismo argumento que en el caso 1 puede emplearse, esto es,
podemos evitar cualquier sustraccio´n asignando m1 = 0 cuando los operandos m2 y
m3 son no nulos.
Algo similar ocurre con los elementos del factor D: los elementos del complemento
de Schur de una matriz arbitraria son de la forma
(B − CE−1CT )ij =
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= aij − aipaqqapj − aiqapqapj − aipapqaqj + aiqappaqj
appaqq − a2pq
, (3.26)
pero en nuestro caso, segu´n el Lema 3.3.3, se tiene appaqq = 0. Reemplazando este
resultado en (3.26) obtenemos que las entradas del complemento de Schur son una
suma
m1 = m2 +m3 +m4 +m5 (3.27)
de cuatro operandos, cada uno de los cuales es un monomio en las variables di, dj con
coeficientes ±1 o´ 0. Por tanto m1 es tambie´n un monomio en las mismas variables y
con coeficiente ±1 o´ 0 por ser un elemento de un complemento de Schur de una matriz
DSTU. Si todos los operandos son cero, o so´lo uno de ellos es no nulo, entonces no se
realiza ninguna operacio´n. Si tenemos exactamente dos o cuatro operandos no nulos
en (3.27), el mismo razonamiento empleado en el caso 1 nos dice que el valor de m1
debe ser cero, ya que la u´nica posibilidad de que dos o cuatro operandos ±1 sumen
una cantidad perteneciente a {1,−1, 0} es que sumen cero. Finalmente, en el caso de
que tengamos exactamente tres operandos no nulos ocurrira´ que necesariamente dos
de ellos debera´n cancelarse y el resultado de m1 sera´ igual al tercer operando. Por
tanto, si los tres operandos no nulos son mr,ms,mt , podemos asignar
m1 = −|mt|sign(mrmsmt)
donde mt es cualquiera de los tres operandos, ya que los tres tienen el mismo valor
absoluto |didj|.
El ana´lisis anterior sugiere el siguiente algoritmo de coste O(n3).
Algoritmo 1: LDLT
Input: A n × n
Output: L D
1 × 1 2 × 2 P
PAP T = LDLT
1. for i = 1 to n
2. elegir pivote de acuerdo con la estrategia de pivote de Bunch–Parlett
3. if pivote 1× 1 aii
4. Dii = aii
5. for j = i+ 1 to n
6. lji = aji/aii
7. endfor
8. for j = i+ 1 to n
9. for k = i+ 1 to n
10. ajk = ajk − ajiaik
Dii
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11. (*)Si la resta tiene dos operandos no nulos, asignamos
el valor ajk = 0
12. endfor
13. endfor
14. else pivote 2× 2 ,

aii ai,i+1
ai+1,i ai+1,i+1

15. Dii = aii, Di,i+1 = Di+1,i = ai,i+1, Di+1,i+1 = ai+1,i+1
16. for j = i+ 1 to n
17. lji =
aj,i+1ai,i+1
a2i,i+1
− ajiai+1,i+1
a2i,i+1
18. (*)Si la resta tiene dos operandos no nulos, asignamos el
valor lji = 0
19. endfor
20. for j = i+ 2 to n
21. lj,i+1 =
aj,iai,i+1
a2i,i+1
− aj,i+1aii
a2i,i+1
22. (*)Si la resta tiene dos operandos no nulos, asignamos el
valor lj,i+1 = 0
23. endfor
24. for j = i+ 1 to n
25. for k = i+ 1 to n
26. m2 = ajk,m3 = −ajqapqapk
a2pq
,m4 = −ajpapqaqk
a2pq
27. if app = 0
28. m5 =
ajpaqqapk
a2pq
29. else m5 =
ajqappaqk
a2pq
30. endif
31. ajk = m2 +m3 +m4 +m5
32. (*) Si la suma tiene dos o cuatro operandos no nulos,
asignamos el valor ajk = 0
33. (*) Si la suma tiene tres operandos no nulos mr,ms,mt,
34. asignamos el valor ajk = −|mr|sign(mrmsmt)
35. endfor
36. endfor
37. endif
38.endfor
Adema´s, el ana´lisis llevado a cabo anteriormente sirve como demostracio´n del siguiente
resultado.
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Teorema 3.3.4 El Algoritmo 1 calcula todas las entradas de los factores L y D de la
factorizacio´n LDLT por bloques de una matriz sime´trica DSTU con alta precisio´n relativa,
es decir,
|blij − lij| = O(ε)|lij|, | bdij − dij| = O(ε)|dij|, ∀ i, j ∈ {1, . . . , n}
donde ÒL y D son los factores calculados en aritme´tica en coma flotante por el Algoritmo 1,
y L, D son los factores exactos que el me´todo de pivote diagonal calcular´ıa en aritme´tica
exacta eligiendo los pivotes con las mismas dimensiones y posiciones que los elegidos en
aritme´tica en coma flotante para calcular ÒL y D.
Cualquier intento de estimar teo´ricamente las constantes dentro de la O(ε) en el Teo-
rema 3.3.4 producira´ cotas pesimistas. Sea pk el nu´mero de operaciones en coma flotante
necesarias para calcular los elementos de D en la etapa k-e´sima de la factorizacio´n por
bloques LDLT . Esta cantidad viene dada por la fo´rmula recursiva pk+1 = 2pk + 1, por lo
que pk = 2
k+1 − 1. Por ello, la constante en la O(ε) obtenida por un ana´lisis elemental de
errores es exponencial. Sin embargo, esto no se ha observado nunca en la pra´ctica.
Una nueva estrategia de pivotaje
Un caracter´ıstica adicional de eliminacio´n gaussiana con pivote completo sobre matrices
no sime´tricas DSTU de n × n es que el nu´mero de condicio´n de los factores L y U crece
cuadra´ticamente con la dimensio´n n [22, Teorema 10.2]. Esto es importante, pues garantiza
que los factores esta´n bien condicionados y, por ello, la factorizacio´n obtenida es una RRD.
Con el fin de probar lo mismo para el factor triangular L en la descomposicio´n LDLT
por bloques, debemos hacer un ligero cambio en la estrategia de pivotaje. Se considera la
siguiente estrategia,
if µ0 = maxi,j|aij| = maxi|aii| = µ1
elegir pivote 1× 1
else
elegir pivote 2× 2
(3.28)
Con esta estrategia de pivotaje, la entradas de L esta´n trivialmente acotadas por 1 en
valor absoluto, mientras que lo mejor que se puede decir utilizando la estrategia de Bunch–
Parlett es que |lij| ≤ 1/α ≈ 1′6 (para los elementos generados por pivotes de taman˜o 1 ×
1). Adema´s, el nu´mero de condicio´n en norma 2 de los pivotes esta´ acotado por 4′6 para
Bunch–Parlett, y por 2′6 para esta nueva estrategia. No´tese que el cambio en el valor de α
no afecta a la validez de los resultados en §3.3.1, ya que el Lema 3.3.3 es cierto para α ≤ 1.
Veamos que con esta estrategia modificada de pivote, el nu´mero de condicio´n del factor
L de una descomposicio´n por bloques LDLT (3.6) crece cuadra´ticamente con la dimensio´n
de la matriz factorizada.
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Teorema 3.3.5 Sea A una matriz sime´trica DSTU. Existe una matriz B, tambie´n DSTU,
cuyo factor triangular inferior calculado por eliminacio´n gaussiana con pivote completo
coincide con el factor triangular de la descomposicio´n por bloques LDLT de A obtenida
usando la estrategia de pivotaje (3.28). Por tanto, el nu´mero de condicio´n del factor L de
la factorizacio´n LDLT por bloques crece cuadra´ticamente con la dimensio´n de la matriz A.
Demostracio´n:
Sin pe´rdida de generalidad, podemos restringirnos a comparar los dos primeros pasos
de eliminacio´n gaussiana con pivote completo con los correspondientes pasos del me´todo de
pivote diagonal. Si el primer pivote elegido por el me´todo de pivote diagonal es de taman˜o
1 × 1, se aplican a la matriz A las mismas permutaciones que se har´ıan con eliminacio´n
gaussiana, y la primera columna de ambos factores triangulares trivialmente coincide. Por
otro lado, como el pivote elegido en este caso esta´ en la diagonal, la matriz se permuta
sime´tricamente, y los complementos calculados por ambos me´todos son iguales.
Ahora, supongamos que el primer pivote elegido por el me´todo de pivote diagonal es
de taman˜o 2 × 2, por ejemplo,

app apq
aqp 0

,
donde hemos supuesto, a la vista del Lema 3.3.3, que aqq = 0. El caso app = 0 es com-
pletamente ana´logo. Denotando por Pij a la matriz de permutacio´n que intercambia la
fila i-e´sima con la j-e´sima, el me´todo de pivotaje diagonal permuta la matriz A de la for-
maP2qP1p A P1pP2q para colocar el pivote 2 × 2 en la esquina superior izquierda de la
matriz. Eliminacio´n gaussiana, en cambio, permuta A de la forma P1pAP1q para colocar
el pivote apq en la parte superior izquierda de la matriz. Va a ser conveniente aplicar una
permutacio´n de filas adicional, P2q, que coloque la entrada nula aqq en la posicio´n (2, 1).
Finalmente, para colocar el elemento aqp = apq en la posicio´n (2, 2) realizamos los cambios
por columnas P2q y P2p. De esta manera, si renombramos
M1 = P2qP1p A P1pP2q, M2 = P2qP1pAP1qP2qP2p,
resultan dos matrices ide´nticas excepto por las dos primeras columnas, que esta´n intercam-
biadas. Si denotamos por mij al elemento (i, j) de la matriz sime´trica M1 entonces m22 = 0,
y m12 es la entrada de M1 con mayor valor absoluto de la matriz. As´ı el me´todo de pivote
diagonal calcula las entradas de las dos primeras columnas de su respectivo factor L como
li1 =
mi2
m12
, i = 3, . . . , n,
li2 =
mi1m12 −mi2m11
m212
, i = 3, . . . , n
y las entradas del complemento de Schur de taman˜o (n− 2)× (n− 2) Schur como
(B − CE−1CT )ij = mij + −mi2m12m1j −mi1m12m2j +mi2m11m2j
m212
, (3.29)
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para i, j = 3, . . . , n. Veamos que las dos primeras etapas de eliminacio´n Gaussiana con
pivote completo sobre M2 producen exactamente las dos mismas columnas de L y el mis-
mo complemento de Schur de taman˜o (n − 2) × (n − 2). El primer paso de eliminacio´n
gaussiana sobre M2 produce una primera columna con un cero en la primera posicio´n,
y li1 = mi2/m12, i = 3, . . . , n como antes. El complemento de Schur (n − 1) × (n − 1)
resultante de esta primera etapa tiene la forma
0
B
B
B
B
B
B
B

m12 · · · m2j · · ·
...
...
...
...
mi1 − mi2m11
m12
... mij − mi2m1j
m12
...
...
...
...
...
1
C
C
C
C
C
C
C
A
(3.30)
En la segunda etapa, eliminacio´n gaussiana busca la entrada con mayor valor absoluto en
esta matriz. Veamos que esta entrada es de nuevo m12; en caso contrario, deber´ıa haber un
nuevo elemento ma´s grande que m12 en valor absoluto. Cualquier entrada del complemento
de Schur (3.30) desaparece si es el resultado de una resta con operandos no nulos, luego la
u´nica posibilidad de elementos nuevos son cocientes de la forma −(mi2m1j)/(m12). Estos
cocientes son tambie´n monomios con coeficientes ±1 en dos variables. Estas dos variables
son los elementos diagonales de D correspondientes a los ı´ndices i, j antes de que la matriz
A se permutase para obtener M2. En cualquier caso, como ambos i, j son diferentes de 1 y
2, los edi y edj correspondientes, son diferentes de dp y dq. En consecuencia, el valor absoluto
de cualquier nuevo elemento aparecido en (3.30) es estrictamente menor que el ma´ximo
|m12| = |dpdq|.
Luego en esta segunda etapa de eliminacio´n gaussiana de la matriz M2 no hace falta
permutar. La segunda columna del factor L correspondiente tiene entradas
li2 =
mi1 − m11mi2
m12
m12
=
mi1m12 −m11mi2
m212
que coinciden con las entradas li2 anteriores reeemplazando i por j (recue´rdese que mij =
mji). Finalmente, el complemento de Schur de taman˜o (n − 2) × (n − 2) calculado por
eliminacio´n gaussiana en este segundo paso tiene las entradas

mij − mi2m1j
m12

−

m1i − m11mi2
m12

m2j
m12
.
Un simple ca´lculo demuestra que esta fo´rmula coincide con (3.29). Esto prueba que, como se
demostro´, dos pasos de eliminacio´n gaussiana sobre M2 producen las dos mismas columnas
para L que un paso del me´todo de pivote diagonal con un pivote de taman˜o 2 × 2 sobre la
matriz M1. Adema´s el complemento de Schur (n− 2)× (n− 2) resultante en ambos casos
es el mismo.
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Repitiendo el argumento para los pasos subsiguientes de la descomposicio´n por bloques,
obtenemos que el factor L de una matriz A sime´trica DSTU, es igual al factor triangular
inferior de una factorizacio´n LDU de una matriz no sime´trica B = AQ, para una matriz
de permutacio´n Q apropiada. No´tese que la matriz B es DSTU si A es DSTU, ya que
B = DLÜZDR,
con DL = D, DR = Q
TDQ, ÜZ = ZQ, y esta u´ltima es TU. Por tanto el nu´mero de
condicio´n del factor L crece cuadra´ticamente con la dimensio´n n de la matriz original A
por el Teorema 10.2 de [22].
La demostracio´n del Teorema 3.3.5 se basa indirectamente en [22, Teorema 10.2]. Una
demostracio´n directa ana´loga a la de [22, Teorema 10.2] no es posible ya que falta el
ingrediente principal: que los elementos de cualquier menor del factor L sean cocientes
de menores de la matriz original A y, por lo tanto, los elementos de la matriz L−1 sean
cocientes de menores de A. Y esto no es cierto para la factorizacio´n LDLT por bloques
como se sen˜alo´ con el ejemplo 3× 3 dado en §2.
Ca´lculo de menores de una matriz DSTU con alta precisio´n relativa
Se sabe por el Lema 3.3.2 que cualquier menor de una matriz sime´trica DSTU es un
monomio con coeficientes 0, 1 o −1 en los elementos diagonales di de la matriz D. En el
siguiente lema damos una fo´rmula expl´ıcita de estos coeficientes para una matriz DSTU
cualquiera.
Lema 3.3.6 Sea A ∈ Rm×n una matriz DSTU cualquiera, esto es, A = DLZDR, donde Z
es totalmente unimodular y DL = diag(l1, . . . , lm), DR = diag(r1, . . . , rn) son matrices
diagonales. Entonces
det(A([i1, . . . , is], [j1, . . . , js])) = li1 . . . lisrj1 . . . rjsK (3.31)
donde K = det(Z([i1, . . . , is], [j1, . . . , js])).
Un problema del A´lgebra Lineal Nume´rica es calcular el determinante de una matriz
con alta precisio´n relativa. En el caso de las matrices DSTU esto es posible en los siguientes
casos:
1. Sea A una matriz DSTU tal que se conocen los factores A = DLZDR. Las entradas
de Z se suponen conocidas exactamente, y las entradas de DL y DR conocidas con
alta precisio´n relativa en la aritme´tica empleada (esto es, con un error relativo del
orden del e´psilon-ma´quina). Entonces se puede calcular cualquier menor de A con
alta precisio´n relativa utilizando la fo´rmula (3.31).
2. Sea A una matriz sime´trica DSTU. Aplicando el Algoritmo 1 obtenemos que PAP T =
LDLT con D = diag(D1, . . . , Dr), donde las matrices Di para i ∈ {1, . . . , r} son
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matrices de taman˜o 1 × 1 o´ 2 × 2, cuyos elementos esta´n calculados con alta precisio´n
relativa por el Teorema 3.3.4. De este modo
det(A) =
r
Y
i=1
det(Di).
Este producto se realiza con alta precisio´n relativa: es producto de cantidades calcu-
ladas con alta precisio´n relativa ya que las entradas de los pivotes de taman˜o 1 × 1
esta´n calculadas con dicha precisio´n por el Algoritmo 1 y los determinantes de los piv-
otes de taman˜o 2 × 2, por ejemplo, Di =

app apq
aqp app

, cumplen que det(Di) = −a2pq
gracias al Lema 3.3.3.
3.3.2. Matrices TSC
Definicio´n 3.3.7 Sea S un conjunto de matrices con un patro´n de signos dado, es decir,
todas las matrices pertenecientes a S tienen sus entradas no nulas en las mismas posiciones
y con el mismo signo. Se dice que el conjunto S es TSC (total signed compound) si para
toda matriz A ∈ S y para toda submatriz cuadrada M de A, la expresio´n Laplaciana de su
determinante
detM =
X
π
[sign(π)m1,π(1)m2,π(2) . . .ms,π(s)] (3.32)
es o bien suma de monomios del mismo signo, con por lo menos un monomio no nulo, o
bien ide´nticamente cero (es decir, todos los monomios en la expresio´n son nulos).
Hay patrones bien conocidos entre las matrices TSC, como el patro´n tridiagonal
0
B
B
B
B
B
B

+ +
+ − +
+ + +
+ − +
+ +
1
C
C
C
C
C
C
A
o el patro´n en punta de flecha
0
B
B
B
B
B
B

+ + + + +
+ −
+ −
+ −
+ −
1
C
C
C
C
C
C
A
.
Las matrices TSC son adema´s matrices huecas (hay a lo sumo 3n− 2 entradas no nulas
en una matriz TSC de n × n (ve´ase [21, Lema 7.1]). Esta propiedad se observa a simple
vista en la Figura 3.1, en la que se muestran dos matices TSC generadas aleatoriamente
tal como se describe en la Seccio´n 3.5. Un cuadrado gris representa una entrada nula de la
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Figura 3.1: Ejemplos de matrices sime´tricas TSC
matriz, un cuadrado blanco una entrada positiva y un cuadrado negro una entrada negativa
de una matriz sime´trica TSC.
El hecho de tener tantos elementos nulos permite calcular determinantes de matrices
TSC de taman˜o n mediante algoritmos de coste O(n). Adema´s, tales algoritmos calculan el
determinante con alta precisio´n relativa, debido a la propiedad que define las matrices TSC,
ya que en su ca´lculo no puede haber cancelacio´n al ser suma de monomios del mismo signo.
El coste de O(n) se alcanza haciendo uso de una definicio´n alternativa de las matrices TSC:
cada matriz TSC puede construirse empezando con una matriz no nula de taman˜o 1 × 1
y repitiendo una o varias de entre cuatro reglas prefijadas de construccio´n (ve´anse [11, 22]
para ma´s detalles). Si nos restringimos al conjunto de matrices TSC sime´tricas, se puede
probar que so´lo se necesitan tres reglas de construccio´n para generar cualquier matriz TSC.
El siguiente resultado es una versio´n sime´trica del Lema 7.2 de [22].
Teorema 3.3.8 Una matriz sime´trica TSC se puede generar partiendo de una matriz no
nula de taman˜o 1 × 1 y aplicando repetidamente algunas de las siguientes reglas, repetidas
en cualquier orden:
1. Si A es una matriz TSC sime´trica, entonces la permutacio´n de dos filas y las corres-
pondientes columnas, o multiplicar por −1 una fila y su correspondiente columna, no
cambia el cara´cter TSC sime´trico.
2. Si A1 y A2 son ambas matrices sime´tricas TSC, entonces tambie´n lo es su suma
directa

A1 0
0 A2

3. Si una matriz ÜA de taman˜o n × n es sime´trica TSC, con eaii 6= 0, entonces tambie´n
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es TSC sime´trica la matriz A siguiente de taman˜o (n+ 1) × (n+ 1)
A =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B

0
...
0
ÜA ai,n+1
0
...
0
0 . . . 0 ai,n+1 0 . . . 0 an+1,n+1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
donde se puede asignar cero a la entrada eaii. Las nuevas entradas no nulas ai,n+1 y
an+1,n+1 deben elegirse de tal modo que los dos monomios que aparecen en el menor
an+1,n+1eai,i − ai,n+1an+1,i tengan el mismo signo (o bien sean ambos nulos).
Estas reglas nos permitira´n generar matrices TSC en § 3.5 a un coste computacional
muy bajo.
Factorizacio´n LDLT por bloques con alta precisio´n relativa para matrices sime´tri-
cas TSC
El intere´s por las matrices sime´tricas TSC proviene del hecho que todos sus menores
pueden calcularse sin sustracciones, y por lo tanto sin efectos de cancelacio´n. De acuer-
do con el Teorema 3.2.4, cualquier cantidad intermedia en la descomposicio´n LDLT por
bloques de una matriz es un cociente de menores o simplemente un menor de la matriz orig-
inal. Aunque las fo´rmulas esta´ndar del me´todo de pivote diagonal podr´ıan requerir alguna
sustraccio´n, y por tanto dar lugar a una posible cancelacio´n, las restas pueden evitarse si
el correspondiente elemento de L o del complemento de Schur se recalcula como cociente
de menores de la matriz original. Estas fo´rmulas aparecen el Lema 3.2.3 para los elementos
del complemento de Schur , y en el Lema 3.2.5 para los elementos de L. Por otro lado, la
ausencia de cancelacio´n implica que estos menores se calculan con alta precisio´n relativa.
A continuacio´n se escribe en pseudoco´digo el correspondiente algoritmo. Por supuesto
la operacio´n de recalcular supone un coste adicional. Un menor de taman˜o s × s supone
O(s) operaciones, y como cualquier submatriz de una matriz TSC es tambie´n TSC, la
versio´n modificada del me´todo de pivotaje diagonal puede costar en el peor de los casos
O(n4) operaciones aritme´ticas, el mismo orden que el algoritmo propuesto en [22] (ve´ase [22,
Teorema 7.2, p. 60]) para calcular RRD no sime´tricas de matrices TSC. Sobre esta cuestio´n,
ve´ase tambie´n el experimento al final de la seccio´n 3.5.2.
Algoritmo 2: LDLT
Input: A n × n
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Output: L D
1 × 1 2 × 2 P
PAP T = LDLT
1. for i = 1 to n
2. elegir pivote de acuerdo con la estrategia de pivote de Bunch–Parlett
3. if pivote 1× 1 , aii
4. Dii = aii
5. for j = i+ 1 to n
6. lji = aji/aii
7. endfor
8. for j = i+ 1 to n
9. for k = i+ 1 to n
10. ajk = ajk − ajiaik
Dii
11. (*) Si la resta tiene dos operandos no nulos
del mismo signo, recalcular ajk como cociente de dos menores de A
segu´n la fo´rmula 3.16 en Lema 3.2.3
12. endfor
13. endfor
14. else pivote 2× 2 ,

aii ai,i+1
ai+1,i ai+1,i+1

15. Dii = aii, Di,i+1 = Di+1,i = ai,i+1, Di+1,i+1 = ai+1,i+1
16. for j = i+ 1 to n
17. dpiv = aiiai+1,i+1 − a2i,i+1
18. (*)Si la resta tiene dos operandos no nulos del mismo signo
recalcular dpiv como cociente de dos menores de A
segu´n la fo´rmula 3.17 en Lema 3.2.3
19. lji =
ajiai+1,i+1
dpiv
− aj,i+1ai,i+1
dpiv
20. (*) Si la resta tiene dos operandos no nulos del mismo
signo, recalcular lji como cociente de dos menores de A
segu´n la fo´rmula 3.18 en Lema 3.2.5
21. endfor
22. for j = i+ 2 to n
23. lj,i+1 = −aj,i+1ai,i+1
dpiv
+
aj,i+1aii
dpiv
24. (*) Si la resta tiene dos operandos no nulos del mismo
signo, recalcular lj,i+1 como cociente de dos menores de A
segu´n la fo´rmula 3.18 en Lema 3.2.5
25. endif
26. for j = i+ 1 to n
27. for k = i+ 1 to n
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28. ajk = ajk − ajpaqqapk
dpiv
− ajqapqapk
dpiv
− ajpapqaqk
dpiv
+
ajqappaqk
dpiv
29. (*) Si la resta tiene dos operandos no nulos del
signo, recalcular ajk como cociente de dos menores de A
segu´n la fo´rmula 3.16 en Lema 3.2.3
30. endfor
31. endfor
32. endif
33.endfor
El argumento anterior demuestra la alta precisio´n relativa con que se calculan, elemento
a elemento, los factores de la descomposicio´n LDLT de una matriz TSC. Esto se refleja en
el siguiente teorema.
Teorema 3.3.9 El Algoritmo 2 calcula todas las entradas de los factores L y D de una
descomposicio´n LDLT por bloques de una matriz sime´trica TSC con alta precisio´n relativa,
esto es,
|blij − lij| = O(ε)|lij|, | bdij − dij| = O(ε)|dij|,
donde ÒL y D son los factores calculados en aritme´tica en coma flotante por el Algoritmo 1,
y L, D son los factores exactos que el me´todo de pivote diagonal calcular´ıa en aritme´tica
exacta eligiendo los pivotes con las mismas dimensiones y posiciones que en aritme´tica en
coma flotante para calcular ÒL y D.
3.4. Paso de LDLT a RRD: Ana´lisis de errores
Una vez calculada la factorizacio´n por bloques LDLT , ya vimos en (3.8) co´mo obtener
una descomposicio´n sime´trica RRD mediante diagonalizacio´n por rotaciones de Givens.
Es fa´cil demostrar que como L esta´ calculado con un error relativo pequen˜o componente
a componente y X = P TLQ es, salvo permutaciones, el resultado de una transformacio´n
de Givens en coma flotante (ve´ase, por ejemplo, [20, Lema 3.1]), el factor calculado X
cumplira´ (3.10). De hecho, obtendremos cotas de error ma´s finas en el Teorema 3.4.1,
donde se muestra que el factor X se calcula con un error relativo pequen˜o columna a
columna. Observemos, adema´s, que X y L tienen el mismo nu´mero de condicio´n, luego si
el factor L esta´ bien condicionado, tambie´n lo estara´ el factor X, garantizando una de las
propiedades esenciales de una descomposicio´n RRD (esto queda probado, por el momento,
para las matrices DSTU utilizando la nueva estrategia de pivotaje y el Teorema 3.3.5).
A continuacio´n presentamos el ana´lisis de errores que demuestra que la descomposi-
cio´n LDLT por bloques dada por los Algoritmos 1 o´ 2, seguida por una diagonalizacio´n
de Givens, conduce a una descomposicio´n RRD que cumple (3.10), requisito esencial para
poder asegurar alta precisio´n relativa en el ca´lculo de los autovalores y autovectores de las
matrices sime´tricas DSTU y TSC mediante el algoritmo SVD con signos. No se hara´ dis-
tincio´n entre matrices DSTU y TSC, ya que el ana´lisis de errores es va´lido para cualquier
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matriz de la que se pueda calcular una descomposicio´n LDLT por bloques con error re-
lativo pequen˜o componente a componente como en (3.9). Este ana´lisis de errores es muy
similar al llevado a cabo en [29]. De hecho, se tomara´ de [29] algunos resultados necesarios
para el ana´lisis. Para ser ma´s precisos, introduciremos la siguiente notacio´n; partimos del
modelo convencional de aritme´tica en coma flotante,
fl(a⊙ b) = (a⊙ b)(1 + δ), (3.33)
donde a y b son nu´meros reales en coma flotante, ⊙ ∈ {+,−,×, /}, y |δ| ≤ ε, donde ε es la
precisio´n de la ma´quina. Por otro lado, se supone que no se produce overflow ni underflow.
Para cada k > 0 llamamos
γk =
kε
1− kε (3.34)
y, como en [43, § 3.4], denotamos por θk cualquier cantidad positiva acotada por γk. Final-
mente, dada una matriz real y sime´trica de taman˜o 2× 2, el me´todo de diagonalizacio´n de
Jacobi se escribe como

a c
c b

=

cs sn
−sn cs

λ1
λ2

cs −sn
sn cs

, (3.35)
con λ1 = a− ct, λ2 = b+ ct, donde
t =
signo(ζ)
|ζ|+√1 + ζ2 para ζ =
b− a
2c
(3.36)
y
cs =
1√
1 + t2
, sn = cs · t. (3.37)
El principal resultado de esta seccio´n, escrito con esta notacio´n, es el siguente.
Teorema 3.4.1 Sea A ∈ Rn×n una matriz sime´trica y sean ÒL,D los factores calculados de
una factorizacio´n LDLT por bloques de A, obtenida a trave´s del me´todo de pivotaje diagonal
usando la estrategia de pivotaje de Bunch–Parlett (3.14) (es decir, con α = (1+
√
17)/8).
Supongamos que ÒL,D se han calculado con error relativo pequen˜o componente a componente
blij = lij(1 + θ
(ij)
K
L
), i, j = 1, . . . , n
bdij = lij(1 + θ
(ij)
K
D
), i, j = 1, . . . , n
(3.38)
para ciertas constantes K
L
, K
D
> 0, y sean X, Ò∆ (respectivamente X,∆) los factores
calculados (respectivamente exactos) de una descomposicio´n RRD sime´trica obtenida por
diagonalizacio´n mediante rotaciones de Givens (3.8) en aritme´tica finita (respectivamente
en aritme´tica exacta), usando las fo´rmulas (3.35)–(3.37). Entonces,
|Ò∆jj −∆jj|
|∆jj| ≤ 4
1 + α
1− α γKD+29, j = 1, . . . , n (3.39)
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y
‖X(:, j)−X(:, j)‖2
‖X(:, j)‖2 ≤
√
2nC2 + 1 γM , j = 1, . . . , n (3.40)
donde C es
C =
1
1− α +O(ε).
y
M = max{48K
L
+ 141, K
L
+ 48K
D
+ 143}. (3.41)
Para demostrar este resultado utilizaremos el siguiente lema auxiliar extra´ıdo de [29,
Appendix A.3].
Lema 3.4.2 (Dopico & Koev [29]) Sea
ÜA =
 
ea ec
ec eb
!
=

a(1 + δa) c(1 + δc)
c(1 + δc) b(1 + δb)

ua matriz de nu´meros reales en coma flotante, con max{|δa|, |δb|, |δc|} ≤ γk y α|ec| ≥
max{|ea|, |eb|}. Sea
A =

a c
c b

,
con autovalores λ1 ≥ λ2, y autovectores ortonormales correspondientes v1 = [cs,−sn]T y
v2 = [sn, cs]. Sean bλ1, bλ2,cs y Ósn las versiones de λ1, λ2, cs y sn calculadas en aritme´tica
en coma flotante para ÜA segu´n las fo´rmulas (3.35)–(3.37). Si
4
√
2
1 + α
1− αγk+29 ≤ 1, y γ141+48k ≤ 1,
entonces
|bλi − λi|
|λi| ≤ 4
1 + α
1− αγk+29, i = 1, 2 (3.42)
y
cs = cs(1 + θ16k+113), Ósn = cs(1 + θ48k+141). (3.43)
Demostracio´n: (del Teorema 3.4.1)
En primer lugar, se supone sin pe´rdida de generalidad que P = I, ya que las permuta-
ciones no introducen error alguno. Sea ÒQ la matriz ortogonal calculada que diagonaliza
D, esto es, si D = diag(D1, . . . ,Dr) con Dk ∈ Rsk×sk , sk = 1 o´ 2, k = 1, . . . , r, entonces
ÒQ = diag(ÒQ1, . . . , ÒQr) con ÒQk ∈ Rsk×sk , k = 1, . . . , r. Los bloques de taman˜o 1 × 1 de ÒQk
son iguales a 1, y cada bloque de taman˜o 2 × 2
ÒQk =

cs −Ósn
Ósn cs

(3.44)
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es la versio´n calculada en aritme´tica finita de la rotacio´n de Jacobi que diagonalizar´ıa en
aritme´tica exacta el bloque Dk de taman˜o 2 × 2. Ana´logamente, Q = diag(Q1, . . . ,Qr),
donde
Qk =

cs −sn
sn cs

es la rotacio´n de Jacobi exacta que diagonaliza el bloque diagonal Dk de D. Para aquellas
columnas j correspondientes a un pivote con sk = 1 se tiene que Ò∆jj = bdjj, ∆jj = djj y
X(:, j) = ÒL(:, j), X(:, j) = L(:, j), por lo que (3.39) y (3.40) se satisfacen trivialmente.
So´lo queda considerar el caso de las columnas correspondientes a pivotes de taman˜o 2
× 2. Supongamos que la j-e´sima y la (j + 1)-e´sima son dos de tales columnas. Primero,
la desigualdad (3.39) se sigue directamente de aplicar el Lema 3.4.2, es decir, tomando
ÜA, A, λ1, λ2 , y k iguales, respectivamente, a D, D, ∆jj, ∆j+1,j+1 y KD . Con esta eleccio´n,
la desigualdad (3.42) se reduce a (3.39). Para demostrar (3.40), se observa que
X = LQ, X = fl(ÒLÒQ),
donde fl(expr) denota el resultado calculado en precisio´n finita de la expresio´n expr.
Leyendo estas igualdades componente a componente para las columnas j y j+1 en cuestio´n,
tenemos
X(i, j) =
8
>
>
<
>
>
:
0 , si i < j ;
cs , si i = j ;
Ósn , si i = j + 1 ;
fl(blij cs+ bli,j+1Ósn) , si i > j + 1 ,
(3.45)
X(i, j + 1) =
8
>
>
<
>
>
:
0 , si i < j ;
−Ósn , si i = j ;
cs , si i = j + 1 ;
fl(−blijÓsn+ bli,j+1cs) , si i > j + 1 .
y las mismas igualdades sin los acentos circunflejos para los elementos de X. Por lo tanto,
||X(:, j)−X(:, j)||22 = (cs− cs)2+
+(Ósn− sn)2 +
n
X
i=j+2
[fl(blijcs+ bli,j+1Ósn)− (lijcs+ li,j+1sn)]2.
Usando (3.38), (3.33) y (3.43), se puede escribir
fl(blijcs+ bli,j+1Ósn) =
h
lij cs (1 + θ
(i,j)
K
L
) (1 + θ16K
D
+113) (1 + δ1) +
+ li,j+1 sn (1 + θ
(i,j+1)
K
L
) (1 + θ48K
D
+141) (1 + δ2)
i
(1 + δ3) =
= lij cs (1 + θK
L
+16K
D
+115) + li,j+1 sn (1 + θK
L
+48K
D
+143).
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Volviendo hacer uso de (3.43), se tiene
‖X(:, j)−X(:, j)‖22 = (cs θ16KD +113)2 + (sn θ48KD +141)2+
+
n
X
i=j+2

lij cs θK
L
+16K
D
+115 + li,j+1 sn θK
L
+48K
D
+143
2
≤ (γ48K
L
+141)
2 + 2n (γK
L
+48K
D
+143)
2max{|lij|2, |li,j+1|2},
donde se ha usado la monoton´ıa de γk en k. Llegados a este punto, observamos que aunque
la estrategia de Bunch–Parlett asegura que las entradas del factor calculado ÒL cumplen
|blik| ≤ 1/(1 − α) para todo i, k, esto puede no ser cierto para las entradas lik del factor
exacto L. La cota componente a componente (3.38), sin embargo, implica tras llevar a cabo
ciertos ca´lculos que |lik| ≤ C para una constante C igual a 1/(1 − α) salvo te´rminos de
primer orden en ε. Para un ana´lisis ma´s detallado vea´se [29], donde se demuestra que
C =
1
(1− α)(1− γg(α)) , g(α) =

32

1 + α
1− α
2
+ 196
1 + α
1− α

K
D
.
As´ı,
‖X(:, j)−X(:, j)‖2 ≤
√
1 + 2nC2 γM
con M dado por (3.41), lo cual conduce trivialmente a (3.40), ya que
‖X(:, j)‖22 ≥ cs2 + sn2 ≥ 1.
3.5. Experimentos nume´ricos
Hemos llevado a cabo pruebas nume´ricas que confirman la precisio´n predicha por nues-
tro ana´lisis de errores para los Algoritmos 1 y 2. Todas estas pruebas nume´ricas se han
realizado con el programa matema´tico Matlab 5.3 usando un procesador AMD Athlon
(tm) XP 2000+ con aritme´tica IEEE.
Para comparar los algoritmos 1 y 2 hemos usado como referencia los autovalores y
autovectores calculados usando la aritme´tica de precisio´n variable Maple del paquete
Symbolic Math Toolbox de Matlab por medio del comando vpa. Para cada matriz A,
la descomposicio´n espectral “exacta” se obtiene usando el comando eig de Matlab (es
decir, con el algoritmo QR), pero eligiendo un valor suficientemente grande para la variable
digits, que fija el nu´mero de cifras significativas con que se hacen los ca´lculos en Maple.
Se elige digits igual a 18+d si el nu´mero de condicio´n de la matriz A es O(10d). Denotamos
por λi, qi a los autovalores y autovectores calculados de esta manera y por bλi, bqi a los
calculados por el algoritmo SVD con signos, implementado en Matlab. Por tanto, bλi, bqi
esta´n calculados en aritme´tica de doble precisio´n, es decir, ε ≈ 2,2·10−16. La descomposicio´n
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inicial RRD esta´ implementada en Matlab, usando el Algoritmo 1 para matrices DSTU
y el Algoritmo 2 para matrices TSC.
Para demostrar que los resultados obtenidos tienen la precisio´n deseada en todos los
autovalores y autovectores analizaremos las siguientes cantidades:
1. El ma´ximo error relativo en los autovalores
eλ = maxi





λi − bλi
λi





(3.46)
2. Una cantidad de control para los autovalores
ϑλ =
eλ
κε
(3.47)
donde ε es el e´psilon-ma´quina y κ = κ(R′) κ(X) como en (3.11). Si esta cantidad es
del orden O(1) significa que el resultado de los experimentos es del orden predicho
por la teor´ıa.
3. El ma´ximo error en los autovectores
eq = maxi||bqi − qi||2 (3.48)
4. Una cantidad de control para los autovectores
ξq = maxi
||bqi − qi||2 relgap∗(bλi)
κε
(3.49)
con κ como antes y relgap∗ definido como en (3.12). De nuevo, ξq deber´ıa ser de orden
O(1) en los experimentos para confirmar el ana´lisis.
3.5.1. Matrices DSTU
Se han generado matrices sime´tricas no singulares totalmente unimodulares (TU) de
taman˜os 6, 8, 10 y 12. En principio no hemos podido generar matrices TU de taman˜o
mayor debido al alto coste que conlleva construirlas: generamos recursivamente matrices
TU, comenzando con una matriz de taman˜o 1, esto es o bien −1, 1 o´ 0. Dada una matriz
generada de taman˜o s, el algoritmo construye una matriz TU de taman˜o (s+ 1) × (s+ 1)
TU orlando la matriz s × s con una nueva fila y columna, con entradas aleatorias elegidas
entre ±1 o´ 0, y comprobando que todos los nuevos menores que contengan esta fila y/o
columna cumplen que su valor es ±1 o´ 0. El coste computacional de comprobar estos
menores es muy alto, de ah´ı la baja dimensio´n de las matrices generadas.
Una vez creada la matriz sime´trica TU, la escalamos a ambos lados con una misma
matriz diagonal con potencias de 10 sobre la diagonal y nu´meros de condicio´n variando entre
105 y 1020. Finalmente multiplicamos las potencias de 10 por valores aleatorios generados
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por el comando rand de Matlab . De este modo, se han generado matrices sime´tricas
DSTU con un nu´mero de condicio´n entre 1010 y 1040. Para cada taman˜o, dividimos los
experimentos en tres grupos segu´n sus nu´meros de condicio´n: los que oscilan entre 1010
y 1020, los que oscilan entre 1020 y 1030 y finalmente entre 1030 y 1040. Generamos 100
matrices para cada uno de los tres grupos, por lo que las tablas dadas abajo reflejan el
resultado para un total de 1200 matrices, 300 para cada dimensio´n elegida. La Tabla 1
muestra la cantidad de control ϑλ para los autovalores y la Tabla 2 la cantidad de control
ξq para los autovectores. Para cada dimensio´n tenemos dos columnas, la izquierda nos da
la media sobre 100 tests hechos en el rango correspondiente de nu´mero de condicio´n, y
la derecha nos da el valor ma´ximo encontrado, esto es, el peor caso entre las 100 pruebas
realizadas.
n = 6 n = 8 n = 10 n = 12
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 1.412 6.689 1.746 32.34 1.879 19.14 1.425 9.310
20 ≤ d ≤ 30 1.460 16.34 1.652 38.14 1.432 13.49 1.696 45.45
30 ≤ d ≤ 40 1.699 26.65 1.338 11.34 1.157 3.949 1.719 33.02
Tabla 1: Datos estad´ısticos para el ca´lculo de autovalores de matrices sime´tricas DSTU: ϑλ
n = 6 n = 8 n = 10 n = 12
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 0.508 2.653 0.508 1.886 0.579 1.989 0.605 2.364
20 ≤ d ≤ 30 0.502 1.914 0.518 1.716 0.623 2.214 0.603 1.928
30 ≤ d ≤ 40 0.447 1.884 0.582 2.795 0.571 2.840 0.621 2.697
Tabla 2: Datos estad´ısticos para el ca´lculo de autovectores de matrices sime´tricas DSTU: ξq
Finalmente, consideramos una subclase de matrices TU que se genera a bajo coste.
Estas son las matrices sime´tricas tridiagonales TU eulerianas, matrices tridiagonales tales
que la suma de los elementos de cualquier fila o columna es par. El coste de generar este
tipo de matrices es O(n) si la dimensio´n de la matriz generada es n. El determinante de
estas matrices es siempre cero, pero el menor que resulta de eliminar la u´ltima fila y la
u´ltima columna es no singular. Por tanto, generamos matrices sime´tricas tridiagonales TU
eulerianas U de taman˜o n+1 y realizamos las pruebas con las matrices U(1 : n, 1;n), que son
sime´tricas, TU, no singulares y de taman˜o n. Utilizando estas matrices, volvemos a generar
matrices DSTU del mismo modo que en los experimentos anteriores, denote´moslas DSTU*.
Las Tablas 3 y 4 nos dan los resultados de las cantidades de control del ca´lculo de sus
autovalores y autovectores, realizando 10 experimentos para cada dimensio´n. Observemos
de nuevo que el resultado esta´ en concordancia con los resultados teo´ricos.
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n = 20 n = 40 n = 60 n = 100
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 1.025 2.353 1.359 4.716 1.209 3.706 1.367 3.559
20 ≤ d ≤ 30 1.293 3.801 1.353 3.244 1.288 3.388 1.274 3.247
30 ≤ d ≤ 40 1.153 2.262 1.572 3.984 1.519 3.804 1.500 5.321
Tabla 3:Datos estad´ısticos para el ca´lculo de autovalores de matrices sime´tricas DSTU*: ϑλ
n = 20 n = 40 n = 60 n = 100
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 0.534 0.841 0.670 2.578 0.601 2.330 0.720 3.132
20 ≤ d ≤ 30 0.523 1.454 0.746 2.720 0.635 2.221 0.594 2.494
30 ≤ d ≤ 40 0.588 1.835 0.770 2.125 0.641 1.855 0.776 2.826
Tabla 4: Datos estad´ısticos para el ca´lculo de autovectores de matrices sime´tricas DSTU*: ξq
3.5.2. Matrices TSC
Se han generado matrices sime´tricas TSC del siguiente modo: creamos una matriz
aleatoria de taman˜o 1 × 1 y repetidamente aplicamos las reglas 2 y 3 del Teorema 3.3.8
con una probabilidad dada. La regla 2 se aplica con una probabilidad del 50 %, eligiendo
como A2 uno de los bloques de la matriz A1 calculada en la anterior etapa. La regla 3 se
aplica generando los nuevos elementos ai,n+1, an+1,n+1 con el comando rand de Matlab,
y asignando el valor cero al elemento eaii con una probabilidad del 20 %. En la Figura 3.2
se representan dos matrices TSC de dimensio´n 100 generadas de ese modo.
10 20 30 40 50 60 70 80 90 100
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10 20 30 40 50 60 70 80 90 100
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80
90
100
Figura 3.2: Ejemplos de matrices sime´tricas TSC
El uso del comando vpa utilizado para calcular los autovalores y autovectores de refe-
rencia para los algoritmos 1 y 2 viene limitado por el taman˜o de las matrices. Por ello, a
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pesar de poder generar matrices sime´tricas TSC de cualquier orden a un bajo coste, los
experimentos los realizaremos con matrices de taman˜o 10, 20, 40, y 60. Una vez generadas
estas matrices TSC las escalaremos a ambos lados con la misma matriz diagonal positiva
mal condicionada, como hicimos con las matrices sime´tricas DSTU . No´tese que, como
los escalamientos son positivos, el patro´n de signos de la matriz TSC no cambia con el
escalamiento. De nuevo, presentamos resultados para 1200 matrices, 100 de cada dimensio´n
para cada uno de los tres rangos de nu´meros de condicio´n. Los resultados se muestran en
las tablas 5 y 6.
n = 10 n = 20 n = 40 n = 60
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 1.446 10.024 1.449 4.196 1.940 8.802 2.280 9.639
20 ≤ d ≤ 30 1.332 6.579 2.170 38.68 2.033 5.172 2.278 9.528
30 ≤ d ≤ 40 1.362 5.973 1.591 7.411 2.841 44.70 2.502 9.583
Tabla 5: Datos estad´ısticos para el ca´lculo de autovalores de matrices sime´tricas TSC: ϑλ
n = 10 n = 20 n = 40 n = 60
κ(A) = O(10d) Mean Max Mean Max Mean Max Mean Max
10 ≤ d ≤ 20 0.682 3.044 0.843 2.987 1.292 3.342 1.418 3.641
20 ≤ d ≤ 30 0.717 7.438 0.889 4.215 1.294 3.034 1.405 3.665
30 ≤ d ≤ 40 0.800 3.768 0.893 3.386 1.265 2.802 1.471 3.672
Tabla 6: Datos estad´ısticos para el ca´lculo de los autovectores de matrices sime´tricas TSC: ξq
Como se puede ver en las tablas 5 y 6, los resultados confirman nuestras predicciones
teo´ricas. En paralelo, se calcularon los autovalores y autovectores con el comando eig de
Matlab. Como es de esperar, los errores relativos fueron extremadamente grandes, sin
d´ıgito correcto alguno para los autovalores ma´s pequen˜os.
Para concluir con los experimentos nume´ricos, presentamos una u´ltima prueba para
dar una idea del coste computacional de la factorizacio´n LDLT por bloques de matrices
sime´tricas TSC. Ma´s concretamente para matrices de taman˜os que van desde 10 a 100 en
intervalos de diez, es decir, generamos cien matrices de taman˜o 10, cien de 20, cien de
30 y as´ı sucesivamente, un total de mil matrices en total. Para cada matriz se calcula su
respectiva descomposicio´n LDLT por bloques usando el Algoritmo 2, y contamos el nu´mero
de operaciones en coma flotante llevadas a cabo en el proceso. Cada estrella en la Figura 3.3
corresponde a un taman˜o fijo y representa la media aritme´tica de las operaciones realizadas
en las 100 matrices de ese taman˜o, representandola en una gra´fica a escala logar´ıtmica, con
el logaritmo del taman˜o n de la matriz en el eje de abscisas. La l´ınea continua corresponde
a flops= n4, y la l´ınea discontinua a flops= n3. Como puede verse en la figura, el coste
parece estar entre ambos o´rdenes. Como no hemos estimado las constantes que aparecen
en la o-mayu´scula de Landau, es dif´ıcil llegar a conclusiones rigurosas.
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Figura 3.3: Coste computacional de la factorizacio´n LDLT por bloques de matrices sime´tri-
cas TSC de taman˜os entre 10 y 100
3.6. Conclusiones y trabajos futuros
Hemos descrito y llevado a cabo un ana´lisis de errores detallado de dos algoritmos que
calculan todos los autovalores y autovectores con alta precisio´n relativa de cualquier matriz
sime´trica perteneciente a las clases DSTU o TSC.
Extensiones y cuestiones relacionadas con este trabajo y que podra´n ser motivo de
estudio en el futuro son:
1. Estudiar nuevos algoritmos de factorizacio´n de las clases de matrices estudiadas,
empleando otras estrategias de pivote. Por ejemplo, la estrategia de pivote de Bunch-
Kauffman.
2. Buscar nuevas clases de matrices, eventualmente no sime´tricas, cuyas propiedades
permitan evitar cancelaciones en el proceso de factorizacio´n.
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