Abstract-Automation in anomaly detection, which deals with detecting of unknown attacks in the network traffic, has been the focus of research by using data mining techniques in recent years. This study attempts to explore significant features (curse of high dimensionality) in intrusion detection in order to be applied in data mining techniques. Therefore, the existing irrelevant and redundant features are deleted from the dataset resulting faster training and testing process, less resource consumption as well as maintaining high detection rates. The findings were tested on the NSL-KDD datasets (anomaly intrusion datasets) in order to confirm the outcomes.
I.
Introduction Anomaly intrusion detection deals with detecting of unknown attacks in the network traffic, therefore, they are difficult to identify without human intervention. IT administrators struggle to keep up with Intrusion Detection System (IDS) alerts, and often manually examine system logs to discover potential attacks. In recent years, data mining techniques and statistical based methods have been implemented in order to find reliable automated techniques in intrusion detection. The KDD CUP 1999 is the first published dataset to be used in intrusion detection which has been used widely by researchers despite the reported criticisms [8] due to the lack of data [19] . In 2010, Engen [4] studied the KDD CUP 1999 dataset and concluded that the KDD-dataset may not be suitable to be employed for evaluation in Intrusion Detection Systems (IDS) but it is still valuable in adopting for research on machine learning applied to intrusion detection. The KDD-dataset contains various attacks that can be used in order to extract information about the characteristics and behavior of the intrusions. Due to the large volume of the KDD-dataset, many researchers used random samples taken from the KDDdataset for their studies which could be one of the reasons that some discrepancies are exist in the literature. This study is using the Corrected KDDdataset, which is actually the KDD CUP '99 test dataset including the attack labels, in order to discover an optimum subset of features to be applied in data mining techniques instead of using all of the features in the KDD-dataset while maintaining high detection rate. This will reduce the resources consumption in data mining. The remainder of this paper is organized as follows. Section II provides a summary of the previous work in intrusion detection. Section III illustrates the methodology of the study which is followed by Section IV explaining the results. At the end, conclusions are drawn in Section V.
II.
Related Works Different algorithms of data mining have been used in intrusion detection where a good example is the application of decision trees in the KDD Cup '99 competition by the winner, Pfanhringer [11] . Sabhnani and Serpen [13] also examined the decision trees approach and obtained good accuracy but the approach did not perform well on some classes of intrusions, particularly U2R and R2L attacks since both of which are minor classes and include a large proportion of new attack types. An Artificial Neural Network and k means clustering obtained higher detection rates on these classes. In 2007, Gharibian and Ghorbani [21] found out that the decision trees and Random Forests (ensemble of decision trees) are very sensitive to the selection of different subsets whereas the probabilistic techniques such as Naïve Bayesian and Gaussian were more robust and produced higher detection rates on the minor classes. Clustering in unsupervised learning has been one the interests in intrusion detection specifically in anomaly detection since labelling of data is not necessary in the learning [12, 5, 7, 15] . Most of studies in clustering made two common assumptions about the data that firstly, the majority of the data is normal (~98%), [12] and secondly, the intrusions are statistically different from normal data [3] . The initial analysis of the published papers revealed that there are many discrepancies in the findings which need to be addressed. Due to the KDD-dataset being large, researchers have been adopting different subsets of the KDD-dataset for their experimental work (e.g. [14] ) merged training and test dataset for their samplings) which is one of the main causes of the discrepancies in the reported findings in the literature.
III.
Methodology It is a challenge to obtain a feature set that is comprehensive enough to separate normal data from anomaly as well as keep the size of this set to a minimum. In general, the more features, the more difficult the problem is to solve and in the case of machine learning algorithms, increasing the number of features significantly increases the training time required to learn the intrusion task [4] . Therefore, developing efficient techniques to perform feature selection is desired. Feature selection is beneficial to both the training and classification processes where reduces effectively the amount of data required to process, the dimensionality of the problem, and memory and CPU usage. The KDD-dataset includes 41 features, from which selecting the significant features from the input data can lead to a simplification of the modeling process as well as achieving faster and more accurate detection rates. The data sets often contain numerous features which can be not only unimportant and redundant, but also detrimental for the results accuracy [16] . A recent work by Olusola et al. [10] discussed the selection of relevance of each feature in the KDD-99 where rough set degree of dependency and dependency ratio of each class were employed to determine the most discriminating features for each class. Two out of 41 features (#21 and #22) using the KDD-dataset had no significant in intrusion detection, being outbound command count for FTP session and hot login. Five out of 41 features had only little significant in the intrusion detection, including number of compromised conditions, su attempted, number of file creation operations, is guest login, dst host rerror rate, see Table  1 . In the literature, there have been many published papers discussing the feature selection on the KDD-dataset but unfortunately only four papers were found (to the best knowledge of the authors) that named the important features relevant to the specific intrusion group. The research carried out by Chebrolu et al. [2] , suggested only a list of 12 significant features of the KDD-dataset without relating them to any specific attack groups. In order to identify the important features in the KDDdataset, a summary of the reported significant features in the KDD-dataset relevant to the four types of attacks (i.e. DoS, Probe, R2L, and U2R) has been presented in Table 1 , [2, 6, 17, 10, 1] . The interest here is more on detecting attacks groups of Probes, U2R, and R2L rather than DoS attacks group since the former are in the minority. The instances of DoS attacks in the KDDdataset are in majority and if one attack, from DoS attacks group, is detected, it can easily influence the detection rate to a much higher value, therefore, reported high detection rates in the literature could be due to the detection of the DoS attacks group. Also Leung and Leckie [7] mentioned in their work that DoS attacks generated large volume of traffic and they are easily detectable by other means so there is no need of using anomaly detection systems to find these attacks. Therefore, a subset of features is proposed by this study to be used in data mining instead of 41 features in the KDD-dataset to reduce the dimensionality of the dataset while the detection rate is not much affected. The proposed subset contains feature numbers: 3, 5, 6, and 39 in the KDD-dataset. These features are proposed by voting system using Table 1 . The proposed subset of features was used in data mining and then the results were compared with the subsets of features suggested by Weka. The findings are explained in the next section.
IV.
Experiments and Results Most of the experimental work in the literature, involving the KDD-dataset consisted of using different samples from the KDD-dataset rather than using the complete dataset itself due to the large size of the KDDdataset. There are four datasets available in KDD CUP '99 website, http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.ht ml, including the train dataset, the 20 percent train dataset, the unlabeled test dataset (i.e. excluding the type of attack), and the Corrected dataset which was published later (after the KDD CUP '99 competition) and it is, actually, the same test dataset including the attack types in the dataset. In this study, the Corrected dataset was used in the experimental work for two reasons as follows:
• The Corrected dataset includes more attacks than the train dataset. The interest in this study is to examine the features and characteristics of attacks rather than using the dataset for evaluation purposes of anomaly detection in IDS systems.
• The Corrected dataset is smaller than the train dataset so fewer difficulties can occur in loading and analysing the dataset on different software such as Excel or Weka 1 . The Corrected KDD-dataset included 37 attacks from four groups of attacks namely, DOS, Probe, U2R, and R2L. The number of records and features (i.e. columns) are 311029 and 42 (i.e. 41 features plus the column 42 which is the class type of the attack), respectively. The distribution of the attacks in the KDD-dataset is uneven where the frequencies of the attack types vary from one to 164,091. Some attacks, such as Apache2, Back, Neptune, Smurf attacks (from DOS attack group) have large amount of instances (unevenly) in the datasets where can influence the data mining algorithms to be biased towards these frequent records [18] . In 2005, Leung and Leckie [7] mentioned two problems caused by including these attacks in the dataset: firstly, these DoS attack types constitute over 71% of the testing dataset which completely affects the evaluation; secondly, since they generate large volume of traffic, they are easily detectable by other means and there is no need of using anomaly detection systems to find these attacks. In order to examine the effect of samples sizes on the performance of intrusion detection in the KDD-dataset as well as feature selection, five random samples with various sizes (i.e. small, medium, large, xlarge, and xxlarge) were chosen in a way that the distribution of the attacks in the samples are the same as the distribution of the attacks in the KDD-dataset. This means that the number of instances in each attack type in the KDD-dataset was counted and then a small proportion (i.e. ~ 80% reduction) of each attack type was included in the medium sample. Then the numbers of samples were multiplied by 2, 3, and 4 to make up samples large, xlarge, xxlarge, respectively. The size of Small sample is nearly the same as Medium sample except the number of Neptune attacks and normal instances (with larger frequencies) were nearly halved in order to examine the effect of large instances in the performance of detection rates. Table 2 illustrates the number of instances in different datasets including the KDD-dataset and the random samples. In order to find out which data mining algorithm can perform better on the KDD-datasets, most of the available data mining algorithms on Weka (V.3.7.4) were applied to different random samples of the KDDdatasets including random samples of training dataset, 20 precent training dataset. The data mining algorithms were even applied to the NSL-KDD Train+, the NSL-KDD 20 percent Train+, and the NSL-KDD Test+, being datasets extracted from the KDD-datasets suggested by Tavallaee et al. [18] to solve some of the inherent problems of the KDD CUP '99 datasets. A part of this work is related to the analysis of the NSL-KDD datasets which will be discussed later. One of the advantages of using the NSL-KDD datasets is that they can be loaded onto Weka software without any problems whereas the size of the KDD-datasets are too large to be handled by Weka despite increasing the heap max memory to 3.00 GB. The best results of running data mining algorithms on the KDD-datasets were given by the Random Forest algorithm with detection rates of about 98%. However, the objective of this part of the experimental work is only to choose an algorithm that gives acceptable detection rates among the rest of the data mining algorithms rather than finding an algorithm with the highest detection rates and the lowest false positives. The target is only to compare the results of applying a data mining algorithm to the datasets in order to discover the differences among the samples through comparing the results of the employed learning method. The approach in this part is to maintain the same conditions for all of the samples while changing only one factor at a time in order to obtain distinctive and reliable results by comparing the samples. The results of employing the Random Forest algorithm to the samples when all of the features were included are demonstrated in Table 3 . The cross-validation (CV) method was used in the data mining and all of the 41 features (FA) in the KDDdataset were included in the tests. As it can be seen in Table 3 , the detection rates for Medium, Large, Xlarge, and XXlarge vary from 97.474 to 97.3917 which means that the detection rates stay within 97% while the samples sizes are increasing. The lower detection rate for the Small sample is due to having different structure than the rest of samples. The number of instances in each attack types is the same for the Small and Medium samples except in the Small sample the number of Normal and Neptune instances are halved in order to observe the changes in the data mining results. The distribution of the attack instances is more even in the Small sample. The distribution of the attack types is displayed in Figure 1 in which the attacks instances are more than the normal instances. In order to discover the best subset of features out of the experimental samples, two related methods available on Weka for selecting attributes were employed namely CfsSubsetEval (attribute evaluator) + GreedyStepwise method and InfoGainAttributeEval (attribute evaluator) +Ranker method. The CfsSubsetEval + GreedyStepwise 2 method suggested the feature numbers 2, 3, 5, and 6 for the first subset and the feature numbers 8, 23, 30, 34, 36, and 4 for the second subset whereas the InfoGainVal + Ranker 3 method recommended the feature numbers 5, 3, 23, and 24 for the first subset and the feature numbers 33, 35, 2, 36, 34, and 6 for the second subset. In order to discover the best subset out of the above subsets, the Random Forest algorithm was applied to the samples in two steps:
• Using first subset (applying only 4 features).
• Using first and second subsets (applying 10 features). Table 4 . In order to demonstrate the results graphically, the Corrected classified-percentage values of different samples are compared for the proposed features, the CfsSubset Val, and the InfoGainVal in Figure 2 . Table 4 Again, as it can be seen, there is a significant difference between the detection rate of the small sample and the rest of samples due to the different structure however, comparing the detection rates among the three subsets for the small sample reveals that the proposed subset (FA4) has higher detection rate.
There is not much difference between the performance of the proposed subset and the SFCfsG4 because the subsets only differ on the feature 2 and 39 which show their roles are not that significant in improving the detection rates. In order to continue the experiments, the Random Forest algorithm was employed to the samples including the first and second feature subsets of each method. The results are shown in Table 5 where it can be seen that the InfoGR10 produces higher detection rates than the rest of the methods. However, there is a trade-off here between adding six more features to the dataset (i.e. increasing the dimensions, computational time and complexity) and improving only 1% of the detection rate. The Correctly classified-percentage values shown in Table 5 are depicted in Figure 3 , therefore, the performances of the three subsets can be easily observed. Table 5 Hence, some conclusions can be drawn from comparing the results shown in Table 4 , and A. NSL-KDD Anomaly Datasets In 2009, Tavallaee et al. [18] proposed a new dataset extracted from the KDD-dataset claiming that NSL-KDD dataset (http://iscx.ca/NSL-KDD/) overcame some of the inherent problems (namely redundant records and level of difficulty) of the KDD-dataset and it performs better for anomaly detection. The NSL-KDD datasets are included the NSL-KDD Train+, the NSL-KDD Train+_20percent, and the NSL-KDD Test+. The NSL-KDD datasets contain only labels of normal or anomaly attacks instead of including the attack types (e.g. perl, guess password, and land) since it is targeted for anomaly detection. The number of records in the NSL-KDD train and test datasets are reasonable which makes it affordable to run the experiments on the complete set without the need to randomly select a small portion. Then, Tavallaee et al. [18] concluded that however, the NSL-KDD dataset still suffers from some problems reported by McHugh [9] but since there is still a lack of public dataset for network-based IDSs, the NSL-KDD dataset can offer the advantage of being able to compare other research works and producing consistent results.
B. Experiments on NSL-KDD Datasets
In order to find out the performance of the proposed feature subset in anomaly detection, when the NSL-KDD dataset was used, a series of tests (similar to the tests on the KDD-dataset) were carried out. Before starting this part of experiment, different data mining algorithms were applied to the NSL-KDD dataset to determine the best available algorithm on Weka that gives the highest detection rate. As before, the Random Forest algorithm had a better performance. The results of employing the Random Forest algorithm to the NSL-KDD dataset including the full features are given in Table 6 . The results display higher detection rates than the original KDD-samples. The data mining on the NSL-KDD Train+ was validated against the NSL-KDD Test+ dataset by which the detection rate decreased to 79.987%. In addition, the performance of the Random Forest algorithm was tested on the NSL-KDD dataset using the three subsets of features to determine if they produce the same results as when the KDD-samples were employed. It is worth noting that the aim here is to compare the feature subsets in improving the detection rate rather than finding the best algorithm. The proposed features (FA4) produce higher detection rate than the obtained detection rates by using the SFCfsG4 and InfoGR4 subsets although the InfoGR4 detection rates are only slightly lower than the FA4s. However, if the NSL-KDD Test+ dataset is used for the validation, still the FA4 subset (83.4013%) performs much better than InfoGR4 (80.8197) which confirm the goodness of the proposed feature subset (FA4). In the case of including 10 features in the data mining, if the results of the two types of validations (i.e. CV and using the Test+ dataset) are considered, the InfoGR10 subset has a better performance. The results of applying the Random Forest algorithm method, when the NSL-KDD Test+ dataset was used for validation for different subset features including full features (FA) are depicted in Figure 4 . Figure 4 confirms the experimental finding of the KDDsamples that the proposed features (i.e. 3, 5, 6, and 39) produce higher detection rate. V. Conclusions A statistical analysis on the Corrected KDD-dataset was conducted here, in order to discover the features and characteristics of the intrusions plus, whether anomaly detection can be improved by using this dataset from a statistical point of view. It is important to mention that different to other studies, the Corrected KDD-dataset was analysed here instead of the KDD-dataset. The Corrected KDD-dataset contains more attacks and the distribution of attacks is different comparing to the distribution of attacks in the KDD-dataset.
A subset of features was proposed to reduce the dimensions of the KDD-dataset and compared with the two subsets features suggested by data mining techniques. The proposed subset of features showed better performance. The proposed features were tested on the NSL-KDD dataset and the results demonstrated that the proposed features produce high detection rates. However, further investigations are required to be carried out with real data for future work.
