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Abstract
We introduce a new concept of permutation avoidance pattern called hatted
pattern, which is a natural generalization of the barred pattern. We show the
growth rate of the class of permutations avoiding a hatted pattern in comparison
to barred pattern. We prove that Dyck paths with no peak at height p, Dyck
paths with no ud . . . du and Motzkin paths are counted by hatted pattern avoid-
ing permutations in Sn(132) by showing explicit bijections. As a result, a new
direct bijection between Motzkin paths and permutations in Sn(132) without
two consecutive adjacent numbers is given. These permutations are also repre-
sented on the Motzkin generating tree based on the Enumerative Combinatorial
Object (ECO) method.
Keywords: Restricted permutations, Dyck paths, Motzkin paths, permutation
avoidance pattern, hatted pattern, ECO
1. Introduction
Studying restricted permutations bijectively related to known combinatorial
objects has always received great attention [3, 4, 8, 9, 14, 20, 21]. A permutation
pi of length n is called avoiding a permutation τ of length k, called a pattern τ ,
if pi does not contain any subsequence of length k order-isomorphic to τ . Two
of the essential studies relevant to restriction permutations are to enumerate
permutations avoiding all patterns in a given set, and to find a set T of permu-
tation patterns such that permutations avoiding T count known combinatorial
sequences as Catalan, Motzkin, Schro¨der, Fibonacci and many others in Sloane
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[19]. The first one has been done partly for some specific sets of patterns where
almost patterns are of length ≤ 4. A detailed statistic of enumerated patterns
is given by Elizalde [11]. Marcus and Tardos in [15] proved the Wilf-Stanley’s
conjecture, which says that the number of permutations of length n avoiding
a pattern is bounded by a power function of n which is much asymptotically
smaller than the number of permutations. For the second one, many types
of generalized permutation patterns, such as barred, dashed, dotted patterns
are introduced [1, 5, 17]. We are specially interested in the barred pattern in-
troduced in an exposition by Pudwell [17]. In our point of view, the barred
pattern is much meaningful because a numerous essential sequences are counted
by permutations avoiding a mixture of original patterns and barred patterns.
Furthermore, although Wilf-Stanley’s conjecture does not hold for the barred
pattern, we still expect to generalize it into other one such that the number of
permutations restricted on it grows either fast enough as the number of unre-
stricted permutations or slow enough as the number of permutations avoiding
an original pattern.
In combinatorics, showing bijective proofs between two finite sets with same
cardinality has been specially got great interests beside proofs using generating
functions or recursive formulas. In this context, a list of combinatorial bijec-
tions between Dyck paths of length 2n and permutations of length n avoiding
a pattern of length 3 is presented in [9]. Many of them are induced as composi-
tions of different bijections where one of their components is often the standard
bijection, which is between Dyck paths and permutations avoiding 132, given
by Knuth [12, 13].
In this paper, we introduce a new type of permutation pattern, called hat-
ted pattern, which is a natural generalization of the barred pattern where the
avoiding condition is made weaker. We show all cases in which the barred pat-
tern coincides to the hatted pattern and prove that Wilf-Stanley’s conjecture
does not hold for a class of hatted patterns (Section 2). By developing various
versions of the standard bijection, we point out some hatted patterns and prove
that Dyck paths with no peaks at a given height, Dyck paths without udd . . . du
are bijective to permutations avoiding 132 and one of these hatted patterns
(Section 3). Furthermore, Callan [7] provides a bijection from Dyck paths of
length (2n+ 2) with no udu to Motzkin of length n. To the best of our knowl-
edge although there are a lot of bijections to restricted permutations from Dyck
paths [8, 9, 14, 20], there has not been yet any one from Motzkin paths. This
suggests us to construct a direct bijection between them. We present such bijec-
tion from Motzkin paths of length n to (n+1)-length permutations avoiding 132
and without any appearance of two adjacent consecutive integers in Section 4.
Finally, based on the ECO method, we show that the Motzkin generating tree
given in [3] is also coded by these permutations.
2. Hatted pattern
In this section, we introduce a new type of pattern, called hatted pattern
after giving definitions of permutation pattern, barred pattern. We notice that
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the hatted pattern is a natural generalization of the barred pattern and show all
patterns in which the hatted pattern is properly different to the barred pattern.
We show that while the number of permutations avoiding one of those barred
pattern grows in a exponential function, the number of permutations avoiding
one of those hatted pattern grows in factorial function.
Let q = q1 . . . qm be a string of numbers. The reduction of q, denoted by
red(q), is the string obtained from q by replacing ith smallest element of q by
i. For example red(357136) = 235124 and if q is a string of different numbers
then red(q) is a permutation. We denote by Sn the set of permutations on
[n] = {1, 2, . . . , n}. Permutations in this paper are written in one-line notation.
Let τ = τ1 . . . τk ∈ Sk. A permutation pi = pi1pi2 . . . pin ∈ Sn is called containing
the pattern τ if there exists a sequence of indices 1 ≤ i1 < i2 < · · · < ik ≤ n
such that red(pii1pii2 . . . piik) = τ . Otherwise, pi avoids τ or pi is τ -avoiding.
Denote by τ(i) the permutation which is identical to τ with the element τi is
marked. We say that pi avoids τ(i) by barred type, or simply pi avoids τ¯(i) where
the element τi of τ is now marked by a bar, if every subsequence of (k − 1)
elements pij1pij2 . . . pijk−1 satisfying
red(pij1pij2 . . . pijk−1) = red(τ\τi),
can be expanded into a subsequence pij1 · · ·piji−1pij∗piji · · ·pijk such that
red(pij1 · · ·piji−1pij∗piji · · ·pijk) = τ.
Furthermore, pi is called avoiding τ(i) by hatted type, or simply pi avoids τˆ(i)
where the element τi is now marked by a hat, if every subsequence of (k − 1)
elements pij1pij2 . . . pijk−1 satisfying
red(pij1 . . . pijk−1) = red(τ\τi),
can be expanded into a subsequence of k elements pit1pit2 . . . pitk of pi such that
{j1, j2, . . . , jk−1} ⊆ {t1, t2, . . . , tk} and
red(pit1pit2 . . . pitk) = τ.
Given a set of patterns T (may contain barred and hatted patterns), we are
interested in enumerating Sn(T ), the set of permutations of length n avoiding
all patterns in T .
Example:
S3(21) = {123}, S3(2¯1) = ∅, S3(2ˆ1) = {321, 312, 231}.
Remark:
1. If pi avoids τˆ , then pi avoids τ for all subsequences of pi avoiding τ\τi;
2. The added element in each expanded subsequence in the definition of the
barred pattern avoiding permutation plays exactly the role as the barred
element in the pattern, whereas this may be more active in the one of
3
hatted pattern avoiding permutation (see Figure 1). Hence, Sn(τ¯(i)) ⊆
Sn(τˆ(i)) and the reverse inclusion is not true in general. For example,
2143 ∈ S4(21ˆ3) and 2143 /∈ S4(21¯3) since the increasing subsequence 13
cannot be extended into pattern 213 by barred type. Later, we will give
a characterization for patterns where this equality holds.
2
1
(a) into pattern 213 by barred type
2
1
(b) into pattern 213 by hatted type
Figure 1: Possible positions to expand a pattern 12
The following lemma is implied from the definition.
Lemma 1. Let τ ∈ Sk and 1 ≤ i, j ≤ k such that red(τ\τi) = red(τ\τj). Then
Sn(τˆ(i)) = Sn(τˆ(j)).
Now, let χ be one of the three trivial bijections on permutations (reverse,
complement, inverse). The next lemma is straightforward from the definition.
Lemma 2. Let τ, τ ′ ∈ Sk and 1 ≤ i, j ≤ k. If the map χ satisfies
• χ(τ) = τ ′,
• χ(red(τ\τi)) = red(τ ′\τ ′j),
then χ : Sn(τˆ(i))→ Sn(τˆ ′(j)) is a bijection. Consequently, |Sn(τˆ(i))| = |Sn(τˆ ′(j))|.
For instance, we have
• |Sn(1432ˆ)| = |Sn(2ˆ341)| = |Sn(23ˆ41)| = |Sn(234ˆ1)| (by Lemma 2 where χ
is the reverse and Lemma 1);
• |Sn(1432ˆ)| = |Sn(4123ˆ)| = |Sn(412ˆ3)| = |Sn(41ˆ23)| (by Lemma 2 where χ
is the complement and Lemma 1);
• |Sn(41ˆ23)| = |Sn(2ˆ341)| = |Sn(23ˆ41)| = |Sn(234ˆ1)| (by Lemma 2 where χ
is the inverse and Lemma 1).
To finish this section, we show the exact relation between hatted pattern
and barred pattern
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Proposition 3. Sn(τˆ(i)) = Sn(τ¯(i)) for all n = 1, 2, . . . if and only if τi is
different from τi−1 − 1, τi−1 + 1, τi+1 − 1, τi+1 + 1.
Proof. If τi−1 = τi − 1 or τi−1 = τi + 1, then τ1 . . . τiτi−1τi+1 . . . τk avoids τˆ(i)
but not avoids τ¯(i) and so Sk(τˆ(i)) ) Sk(τ¯(i)). Argument similarly for τi+1 and
the inference direction is proved.
Conversely, we prove that for each pi ∈ Sn(τˆ(i)) then pi also avoids τ¯(i). Take
A = pit1pit2 . . . pitk−1 being an arbitrary subsequence of pi such that red(A) =
red(τ\τi). Assume that A is expanded into a subsequence B such that red(B) =
τ by adding one another element of pi before piti−1 . So the element piti−1 which
plays the role as the element τi−1 in A now will play the role as the element τi
in B. Hence, piti−1 is greater than τi− 1 elements in B and so it is greater than
τi − 2 elements in A. Taking the reduction we get τi−1 > τi − 2. Furthermore,
piti−1 can not be the element greater than (τi + 1) other elements in B and so it
can not the element greater than τi other elements in A. Taking the reduction
we get τi−1 < τi + 2. Hence, τi−1 is equal to either τi − 1 or τi + 1 which
is a contradiction to the hypothesis. Similarly, A can not be expanded into
a subsequence of reduction τ by adding one another element of pi after piti ,
otherwise τi+1 is equal to either τi − 1 or τi + 1. Therefore, A is only expanded
into pattern τ by barred type and hence pi avoids τ¯(i).
Proposition 4. Let τ ∈ Sk and 1 ≤ i ≤ k such that τi is equal to one of four
values: τi−1 − 1, τi−1 + 1, τi+1 − 1, τi+1 + 1, i.e. Sn(τ¯(i)) ( Sn(τˆ(i)). Then the
growth rate of |Sn(τˆ(i))| is factorial.
Proof. By Proposition 3, it is sufficient to prove for the case τi = τi+1 + 1. We
construct a mapping f : Sn → Snk as follows. Each pi = pi1pi2 · · ·pin ∈ Sn will
map to f(pi) which is obtained from pi by replacing each element pii of pi with an
increasing sequence of k consecutive integers piik−k+1, piik−k+2, . . . , piik. For
instance, f(312) = 789123456. It is clear that f is injective. We prove that f(pi)
avoids τˆ(i) for all pi ∈ Sn. So that |Snk(τˆ(i))| ≥ |Sn| and |Sn(τˆ(i))| ≥
[
n
k
]
! which
is of factorial form as we desire. Thus, take a subsequence of f(pi) which has
reduction red(τ\τi). Then this subsequence has k− 1 elements and the element
playing the role of τi+1 in it will be in a sequence of k adjacent consecutive
integers in f(pi). By the pigeonhole principle, there is at least 1 element in this
sequence of k adjacent consecutive integers not in the subsequence of reduction
red(τ\τi) above. We choose among them the element nearest (in f(pi)) to the
element playing the role of τi+1 above. The subsequence inserted this element
forms a subsequence of pattern τ in f(pi). So that f(pi) avoids τˆ(i).
Notice that Lemma 2 in [17] saying that the cases where barred pattern is
proper contained in hatted pattern, the barred pattern becomes normal pattern
and so that Wilf-Stanley’s conjecture holds for barred pattern but by Propo-
sitions 3, 4 it fails for hatted pattern. It suggests us to make the following
conjecture
Conjecture 1. The growth rate of |Sn(τˆ(i))| is factorial for all hatted pattern
τˆ(i).
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3. Hatted patterns visiting Dyck paths
In this section, we study two subclasses of Sn(132): Sn(132, (p − 1)(p −
2) . . . 21ˆp) and Sn(132, 12 . . . pˆ). We prove in Section 3.1 that the standard
bijection [12] between Sn(132) and Dyck n-paths restricted on Sn(132, 12 . . . pˆ)
is bijective to Dyck paths with no peaks at height p. This proof uses the non-
recursive description version of the standard bijection given by Krattenthaler
[14]. Furthermore, in Section 3.2, we propose a modification of the standard
bijection and prove that its restriction on Sn(132, (p−1)(p−2) . . . 21p) is bijective
to Dyck n-paths with no udd . . . du. Last we present the Wilf equivalence for
these two classes of permutations by Simion-Schmidt’s bijection.
3.1. Dyck paths with no peaks at height p.
We first recall some preliminary definitions
Definition 1. Let n be a positive integer.
(i) A Dyck n-path is a lattice path in the integer plane starting at (0, 0) and
ending at (0, 2n) which consists of n up-steps (1, 1), n down-steps (1,−1)
and never runs bellow x-axis.
(ii) A peak of a Dyck path is the point created by an up-step followed by a
down-step. The height of the peak is the y-coordinate of the point.
(iii) A valley of a Dyck path is the point created by a down-step followed by an
up-step.
Each Dyck n-path is also represented by a word of length 2n on the alphabet
{u, d} , where u and d substitute for up and down step respectively. For example,
the Dyck 6-path in Figure 2 is represented by uuududduududdd.
A permutation is represented into left-to-right minimal blocks. For abbrevi-
ation, we write LTR (resp. LTRM) instead of left-to-right (resp. left-to-right
minimal). Let pi = pi1pi2 . . . pin ∈ Sn. An element pii of pi is called a LTR mini-
mum of pi if pii < pij for all j < i and in this case i is called a LTRM index of
pi. Assume that 1 = i1 < i2 < · · · < ik are all LTRM indices of pi. Then pi is
uniquely represented into k blocks. Each one is called a LTRM block starting
by an LTRM index. pi can be separated by parentheses as follows:
pi = (pii1 . . . pii2−1)(pii2 . . . pii3−1) · · · (piik . . . pin).
For instance, the elements 5, 4, 2, 1 are LTR minima of pi = (5)(46)(2)(137) with
LTRM -blocks {5, 46, 2, 137}.
Particularly, when pi is 132-avoiding, we have the following lemma:
Lemma 5 ([6]). Let pi ∈ Sn(132) with LTRM indices 1 = i1 < i2 < · · · < ik.
Then, the LTRM -blocks of pi satisfy the following conditions
i) the first elements of the blocks are decreasing from left to right.
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ii) each block is an increasing sequence.
We now present the non-recursive version of the standard bijection between
Sn(132) and Dyck n-paths given by Krattenthaler [14]. Denote this bijection
by φ. The recursive version will be mentioned in Section 3.2. Let pi ∈ Sn(132).
To generate a Dyck path from pi we read each element of pi from left to right as
follows. The path starts from (0, 0). When pii is read,
• we add up-steps to the path up-steps until it hits the height hi + 1, where
hi = |{pik : pik > pii and k > i}| is the number of elements after pii in pi
and greater than pii;
• we then add one down-step to the path.
Figure 2: The Dyck path with no peaks at height 2 which is the image of 5462137 ∈
S7(132, 1ˆ23) by φ
For example, φ will map pi = 5462137 to the Dyck 7-path showed in Figure
2. It is noticeable that pi ∈ Sn(132, 1ˆ23) and φ(pi) has no peaks at height 2. We
have the followings:
Lemma 6. Let pi = pi1 . . . pin ∈ Sn(132) and Dn = φ(pi). Then, reading each
LTR minimum in pi corresponds to a peak in Dn by the above construction.
Furthermore, the height of the peak in Dn corresponding to reading pii of pi is
hi + 1.
Proof. By Lemma 5, pii is a LTR minimum if and only if pii < pii−1. Hence, pii
is a LTR minimum if and only if hi ≥ hi−1. Therefore, when pii is read, the
path must go up at least one step from height hi−1 before going down one step
from hi + 1 to hi, this creates a peak in Dn. By the description of φ, the height
of this peak is hi + 1.
Theorem 1. Let n, p be positive integers such that 1 ≤ p ≤ n. The map φ
restricted on Sn(132, 1ˆ2 . . . (p+ 1)) is bijective to Dyck n-paths with no peak at
height p.
Proof. Let pi ∈ Sn(132, 1ˆ2 . . . (p + 1)), and let Dn = φ(pi). On the contrary,
supposing that Dn has a peak at height p. By Lemma 6 this peak corresponds
to pii0 satisfying
(i) pii0 is a LTR minimum of pi.
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(ii) there are exactly (p− 1) elements of pi after pii0 and greater than pii0 , says
pii1 , . . . , piip−1 with i0 < i1 < · · · < ip−1.
Since pi avoids 132, the subsequence pii0 . . . pip−1 is increasing, otherwise there
exists t, where 0 < t < p − 1, such that piit > piit+1 and red(pii0piitpiit+1) =
132. So red(pii0pii1 . . . piip−1) = 12 . . . p. Furthermore, we can not expand this
subsequence into the one whose reduction is 12 . . . p(p + 1) by inserting any
element of pi after pii0 (by (ii)) nor before pii0 (by (i)). Hence, pi contains the
pattern 1ˆ2 . . . p(p+ 1) which is a contradiction.
Conversely, let Dn be a Dyck n-path with no peak at height p and let
φ−1(Dn) = pi1 . . . pin. Then φ−1(Dn) avoids 132. We prove that φ−1(Dn) avoids
1ˆ2 . . . (p + 1). On the contrary, there exists a subsequence pii0pii1 · · ·piip−1 of
φ−1(Dn), whose reduction is 12 . . . p, which can not be expanded into the pattern
12 . . . (p+ 1) in φ−1(Dn). Then pii0 is a LTR minimum (otherwise the element
smaller than pii0 and before pii0 in pi can be inserted to the subsequence and
forms a pattern 12 . . . (p+1)) and there are exactly (p−1) elements of φ−1(Dn)
after pii0 and greater than pii0 (otherwise the subsequence either can be expanded
into pattern 12 . . . (p + 1) or contains pattern 132). By Lemma 6, reading pii0
creates a peak at height p in Dn which is a contradiction.
The Corollaries 9, 10 bellow are immediate from Theorem 1 and the following
Propositions 7, 8.
Proposition 7 ([10]). Dyck n-paths with no peaks at height 1 counts the n-th
Fine number.
Proposition 8 ([16]). Dyck n-paths with no peaks at height 2 counts the (n−1)-
th Catalan number.
Corollary 9. Sn(132, 1ˆ2) counts the nth Fine number.
Corollary 10. Sn(132, 1ˆ23) counts the (n− 1)-th Catalan number.
In this case, it is interesting that |Sn(132, 1ˆ23)| = |Sn−1(132)|.
Corollary 11. When p > n, Sn(132, 1ˆ23 . . . (p+ 1)) = Sn(132).
This shows a discrete continuity from the Catalan sequence to itself.
3.2. Dyck paths with no udd · · · du
Let A be a sequence of distinct integers, then A = ALmAR, where m is the
greatest element in A and AL, AR are subsequences of A. We define recursively
a map, denoted by θ, on the set of integer sequences as follows:
• θ() = ;
• θ(A) = θ(AL)umθ(AR)dm.
This recursive process will finally give a Dyck path with each step indexed by
an integer in A. We call θ(A) an indexed Dyck path.
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Lemma 12. The map θ restricted on Sn(132) is bijective to Dyck n-paths.
Proof. Let pi1, pi2 ∈ Sn(132) such that θ(pi1) and θ(pi2) give the same Dyck n-
path without indexing Dn. By the definition of θ, Dn is illustrated as in Figure
3(a). So its last d is indexed as dn and the last u which starts from a point on the
x-axis is indexed as un. Therefore, red(pi
L
1 ) = red(pi
L
2 ) and red(pi
R
1 ) = red(pi
R
2 ).
On the other hand, since pi1, pi2 ∈ Sn(132), their elements are distributed as in
Figure 3(b), i.e. all elements of the left part are greater than those of the right
part. Therefore, piR1 = pi
R
2 and recursively, pi
L
1 = pi
L
2 . Hence, θ is injective. The
surjectivity of θ is deduced clearly from the recursive definition of θ.
θ(piL) θ(pi
R)
nn
(a) Dyck path given recursively by θ
n
≥ a
< a
(b) 132-avoiding permutation
Figure 3:
Remark:
• θ is a modified generalization of the following standard bijection [9]:
φ(pi) = uφ(piL)dφ(piR).
The non-recursive version of this standard bijection has been introduced
in Section 3.1.
• Although the recursive formulas of φ and θ are quite similar, their given
Dyck paths are completely different. For instance, see Figure 4,
φ(452361) = uθ(4523)dθ(1) = uuφ(4)dφ(23)dud = uuudduφ(2)ddud = uuudduudddud,
θ(452361) = θ(4523)u6θ(1)d6 = θ(4)u5θ(23)d5u6u1d1d6 = u4d4u5u2d2u3d3d5u6u1d1d6.
• The standard bijection φ restricted on Sn(132, (p−1) . . . 1ˆp) is not bijective
to Dyck n-paths with no ud · · · du. For instance, 5462137 ∈ S7(132, 21ˆ3)
but φ(5462137) contains udu (see Figure 2).
We call each pair (uk, dk) in an indexed Dyck path θ(pi) a well-matching
pair. Conversely, by Lemma 12, given a Dyck n-path, its steps are uniquely
indexed by integers on [n] to be an image by θ. The following properties are
straightforward from the construction of θ:
9
(a) by the standard bijection φ
32
544
2 3
5 6
1 1
6
(b) by the modified bijection θ
Figure 4: The images of 452361 ∈ S6
(i) If two well-matching pairs are overlapped then the one with smaller index
is nested within the other, e.g. (· · ·u5 · · ·u2 · · · d2 · · · d5 · · · );
(ii) Two consecutive steps ud creating a peak are indexed ukdk for some k;
(iii) Two consecutive steps du creating a valley are indexed dk−1uk.
Theorem 2. Let n, p be positive integers and p ≥ 3. The map θ restricted on
Sn(132, (p− 1)(p− 2) · · · 21ˆp) is bijective to Dyck n-paths with no p consecutive
steps udd · · · du.
Proof. Let pi ∈ Sn(132, (p − 1)(p − 2) · · · 21ˆp) and put Dn = θ(pi). We prove
that Dn does not contain ud · · · du. On the contrary, suppose that Dn contains
ud · · · du which are indexed u`pd`p−1 · · · d`2u`1 . Then we have the followings:
• `p = `p−1 and `1 = `2 + 1 (by (ii), (iii)).
•
`1 > `1 − 1 = `2 > `3 · · · > `p−2 > `p−1,
since by (i), the order of the indexed up and down steps in Dn must be
· · ·u`2 · · ·u`3 · · ·u`p−2 · · ·u`p−1d`p−1d`p−2 · · · d`3d`2u`1 · · · d`1 · · ·
Hence,
•
pi = · · · `2 · · · `3 · · · `p−1`1 · · ·
with `p−1 attached to `1, since by the construction of θ, pi is determined
by getting the indices of the up steps in the indexed Dyck path.
Hence, red(`2`3 · · · `p−1`1) = (p− 2)(p− 3) · · · 1(p− 1). Furthermore,
• there is not any element k between `i−1 and `i in pi such that `i < k < `i−1
for i = 3, 4, . . . , p−1, otherwise (uk, dk) is within (u`i−1 , d`i−1) and contains
(u`i , d`i) which contradicts the hypothesis that d`i−1 attaches to d`i .
• there is not any element between `p−1 and `1.
• there is not any element k before `2 in pi such that `2 < k < `1 since
`2 = `1 − 1.
10
Therefore, the subsequence `2`3 · · · `p−1`1 of pi can not be expanded at any
positions into the subsequence whose reduction is (p − 1)(p − 2) · · · 1p. This is
a contradiction.
Conversely, it is proved similarly by contradiction that if pi contains a sub-
sequence `2`3 · · · `p−1`1, whose reduction is (p− 2)(p− 3) · · · 1(p− 1), which is
not able to be expanded into the pattern (p− 1)(p− 2) · · · 1p at any positions,
then θ(pi) contains u`p−1d`p−1d`p−2 · · · d`2u`1 .
3
5
4 4
5 6
2
1 1
2 3
6 7 7
Figure 5: The Dyck path with no udu corresponding to 5462137 ∈ S7(132, 2ˆ13) by θ.
Figure 5 illustrates a Dyck 7-path with no udu and its preimage by θ is
5462137 which avoids both 132 and 21ˆ3.
The next Corollary 14 is straightforward from Theorems 2 and Proposition
13.
Proposition 13 ([7]). Dyck n-paths with no udu counts (n − 1)-th Motzkin
number.
Corollary 14. Sn(132, 21ˆ3) counts (n− 1)-th Motzkin numbers.
In Section 4 we will give a new direct bijection from Sn(132, 21ˆ3) to Motzkin
(n− 1)-paths.
3.3. Wilf-equivalence through Simion-Schmidt’s bijection.
In this section we use Simion-Schmidt’s bijection to find some other patterns
belonging to the same Wilf class to that investigated in Sections 3.1.
The map pi 7→ σ defined by Algorithm 1 is the Simion-Schmidt bijection [18].
As an example, 7561234 ∈ S7(132) maps to 7561432 ∈ S7(123).
Lemma 15. Simion-Schmidt’s map is a bijection from Sn(132, 12 · · · pˆ) to
Sn(123, 1pˆ(p− 1) · · · 2).
Proof. According to Algorithm 1, for any pattern τ = 1k(k − 1) · · · 2, k > 1, in
σ, lines 4, 5, 6 and 8 guarantee that
• the element in σ corresponding to 1 in τ is equal to a pivot x. Thus, all
other elements in σ corresponding to k, k − 1, · · · , 2 in τ are greater than
x;
• elements in pi corresponding to k, k − 1, · · · , 1 in τ respectively are in the
increasing order.
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Algorithm 1: Simion-Schmidt [18]
Input: A permutation pi = pi1pi2 · · ·pin in Sn(132)
Output: A permutation σ = σ1σ2 · · ·σn in Sn(123)
1 σ1 := pi1 ;
2 x := pi1 ;
3 foreach i = 2, . . . , n do
4 if pii < x then
5 σi := pii ;
6 x := pii ;
7 else
8 σi := max{k|x < k ≤ n, k 6= σj for all j < i};
Hence, each pattern τ1 = 1p · · · 32 in σ maps to the pattern τ2 = 12 · · · p in pi
and each pattern τ∗1 = 1(p−1) · · · 32 in τ1 maps to the pattern τ∗2 = 12 · · · (p−1)
in τ2. Regarding the definition of the hatted pattern, if pi avoids 12 · · · pˆ, it
is, each pattern τ∗2 can be expanded to a pattern τ2 in pi at a position, then
σ avoids the pattern 1pˆ(p − 1) · · · 2, it is, each pattern τ∗1 can be expanded
to a pattern τ1 in σ at a position. Thus if pi ∈ Sn(132, 12 · · · pˆ) then σ ∈
Sn(123, 1pˆ(p− 1) · · · 2).
Consequently, the permutations in Sn+1(123, 1pˆ(p− 1) · · · 2) are also viewed
as Dyck n-paths with no peak at height p.
4. Hatted pattern visiting Motzkin paths
In this section, we study the set of permutations Sn(132, 21ˆ3) which is a
special case of the investigated class of permutations in Section 3.2 when p = 3 .
We prove the set of permutations Sn(132, 21ˆ3) is equal to the set of permutations
Sn(132) without two adjacent consecutive numbers. Furthermore, we give a new
explicit bijection from Sn(132, 21ˆ3) to Motzkin (n−1)-paths as mentioned in the
previous section. Finally, by using the ECO method, we show that the Motzkin
generating tree coded by permutations in Sn(132, 31¯42) [] is now well coded by
permutations in Sn(132, 21ˆ3).
4.1. Direct bijection between Sn+1(132, 21ˆ3) and Motzkin n-paths
We first recall the definition of Motzkin n-paths on a horizontal line, unlike
the usual definition of Motzkin paths which start and end on the x-axis.
Definition 2. Let n, h be non-negative integers.
(i) A Motzkin n-path on the line y = h is a lattice path in the integer plane
starting and ending at points on y = h, which consists of n steps including
up (1, 1), down (1,−1) and flat (1, 0) ones and never runs bellow y = h
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(ii) A Motzkin n-path on the line y = h is called proper on y = h if there is
not any flat-steps on y = h.
Motzkin paths are also represented by words of length n on {u, d, f} where
u, d, f substitute for up, down and flat step respectively. For the sake of
expression of what following, we call two adjacent consecutive numbers a(a+ 1)
in a permutation is the factor a(a+ 1).
Theorem 3. Let pi ∈ Sn. Then pi ∈ Sn(132, 21ˆ3) if and only if pi ∈ Sn(132)
and pi does not contain any factor a(a+ 1) for 1 ≤ a ≤ n− 1.
Proof. In order to prove the “if” part, on the contrary we assume that pi contains
a factor a(a+ 1) for some 1 ≤ a ≤ n− 1. So a(a+ 1) is also a subsequence of pi
and has reduction 12. This factor can not be expanded into the pattern 213 in
pi at any positions, before a as well as after (a + 1). Therefore, pi contains 21ˆ3
which is a contradiction.
Conversely, it is sufficient to prove that pi avoids 21ˆ3. Let us take an increasing
subsequence piipij of pi with pii < pij and i < j. Since pi avoids 132, its LTRM -
blocks satisfy the conditions in Lemma 5. We consider two following cases:
• pii and pij are in two different LTRM -blocks. Then pij not a LTR min-
imum. So pii, the minimum of the LTRM - block containing pij , and pij
form a subsequence of pi whose reduction is 213.
• pii and pij are in the same LTRM -block. Since pi does not contain the
factor pii(pii + 1) and the elements in the same block form an increasing
sequence, pij ≥ pii+2 and pii+1 is not between pii and pij in pi. Furthermore,
pii + 1 is not after pij , otherwise pi contains the subsequence piipij(pii + 1)
whose reduction is 132. In other words, pii + 1 must appear before pii in
pi. Therefore, (pii + 1)piipij is a subsequence of pi whose reduction is 213.
Hence, pi avoids 21ˆ3 in any cases.
Now let pi ∈ Sn with LTRM indices i1, . . . , ik such that its LTRM -blocks
satisfy the conditions in Lemma 5, that is
i) the first elements of the blocks are decreasing from left to right;
ii) each block is an increasing sequence.
In this case, we also say that pi has a geometric representation which is
the union of all representations of LTRM -blocks of pi. Each LTRM -block
piit . . . piit+1−1, for t = 1, . . . , k−1, of pi is represented by a set of (it+1− it) semi-
circles from (pii, 0) to (pii+1, 0) on the upper half-plane for i = it, . . . , it+1 − 2.
If a LTRM -block has only one element then its representation is a single point.
See Figure 7(a) as an example. Two LTRM -blocks of pi are called overlap-
ping if there exist two intersecting semi-circles in their representations. Figure
6 illustrates the overlapping and non-overlapping properties of two different
LTRM -blocks.
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1 5 11 1 2 6 7 11 12 13
1 5 11 1 5 11 12 14
(a) (b)
(c) (d)
6 8 10
Figure 6: (a): The representation of LTRM-block (1, 5, 11); (b): Two LTRM-blocks
(1, 7, 11, 13) and (2, 6, 12) are overlap; (c),(d): Two LTRM -blocks are non-overlap.
Lemma 16. Let pi ∈ Sn such that pi has a geometric representation. Then
pi ∈ Sn(132) if and only if its LTRM -blocks are pairwise non-overlapping.
Proof. On the contrary, we assume that there exists two semi-circles from (pii, 0)
to(pii+1, 0) with pii < pii+1 and from (pij , 0) to (pij+1, 0) with pij < pij+1 inter-
secting. Without loss of generality, we can assume that pii < pij . We have
pii < pij < pii+1 < pij+1.
So pi contains either piipii+1pij (if i < j) or pijpij+1pii (if j < i) as its own sub-
sequence. Moreover, red(piipii+1pij) = red(pijpij+1pii) = 132. This contradicts
the 132-avoiding property of pi.
Conversely, assume that pi contains a subsequence piipijpik such that red(piipijpik) =
132. It is remarkable that pij and pik are neither LTR minima nor in the same
LTRM -block. The LTR minimum of the LTRM -block containing pij is greater
than that of the LTRM -block containing pik. Therefore, the LTRM -blocks
containing pij and pik are overlapping which is a contradiction.
1 2 3 4 5 6 7 8 9 10
(a) (b)
Figure 7: (a): Geometric representation of (8)(6)(5 7 9)(3)(2)(1 4 10); (b): The Motzkin path
ψ(8 6 5 7 9 3 2 1 4 10)
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We now present a new direct bijection, denoted by ψ, from Motzkin n-paths
to Sn+1(132, 21ˆ3). Let Mn be a Motzkin n-path from (1, 0) to (n + 1, 0). The
image ψ(Mn) is a permutation on [n + 1] determined by the LTRM -blocks as
follows:
(i) For each non-negative integer h no greater than the height of Mn, we
consider all proper Motzkin paths of maximal length on y = h which are
parts of Mn;
(ii) For each h, each such Motzkin path intersects to y = h at some points
whose abscissas rearranged in the increasing order create a LTRM -block
of pi;
(iii) Rearranging all blocks created in (ii) in the decreasing order of the first
elements gives a permutation which is ψ(Mn).
For the example of the Motzkin 9-path in Figure 7(b), taking the intersection
to y = 0 we get the LTRM -block (1 4 10); to y = 1 we get three LTRM -blocks:
(2), (3) and (5 7 9); to y = 2 we get two LTRM -blocks: (8) and (6). So its
image by ψ is (8)(6)(5 7 9)(3)(2)(1 4 10).
Conversely, let pi ∈ Sn+1(132, 21ˆ3). The inverse of pi by ψ is a Motzkin n-path
from (1, 0) to (n+ 1, 0) determined as follows. On the geometric representation
of pi, we consider turn by turn its points from 1 to n+ 1. When the position i
(1 ≤ i ≤ n+ 1) is considered, we implement the following steps
1. go-up one step if i is a starting point of a semi circle;
2. go-flat one step if
• i is a single point and i+ 1 is either a single point or a starting point
of a semi circle and simultaneously not an ending point of other semi-
circle;
• i is an ending point of a semi circle and simultaneously not a starting
point of other semi-circle and i+1 is either a single point or a starting
point of a semi-circle;
3. go-down one step if
• i is a single point and (i+ 1) is an ending point of a semi circular;
• i is an ending point of a semi circular and simultaneously not a start-
ing point of other semi-circular and i+ 1 is an ending point of other
semi circle;
4. do nothing if i = n+ 1.
Theorem 4. The map ψ defined above is a bijection from Motzkin n-paths to
Sn+1(132, 21ˆ3).
Proof. Let Mn be a Motzkin n-path. By the construction of ψ, ψ(Mn) is a
permutation and its LTRM -blocks satisfy the conditions in Lemma 5. We prove
ψ(Mn) is 132-avoiding by showing its LTRM -blocks pairwise non-overlapping
(by Lemma 16). Taking two different LTRM -blocks of ψ(Mn), we consider two
following cases:
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i) These two LTRM -blocks are created by taking the intersection of Mn to
the same line y = h in the construction of ψ. Then two corresponding
proper Motzkin paths on this line are separated by at least a flat-step or
a path under this line. Hence, their representations are non-overlapping.
ii) These two LTRM -blocks are created by taking the intersection of Mn
to two different lines, say y = h1 and y = h2 (h1 < h2). Assume that
two corresponding proper Motzkin paths on these lines are M1 and M2
respectively. Take M∗ the Motzkin path of Mn which is of the smallest
length satisfying
– M∗ contains M2;
– M∗ is a Motzkin path on the line y = h1.
h2 = 3
h1 = 1
Figure 8: Proper Motzkin on y = 3 and y = 1
See Figure 8 for an illustration of M∗. Since M∗ is of smallest length and
h1 < h2, it is a proper Motzkin path on the line y = h1 and moreover, it
meets the line y = h1 at exactly two points whose projection on x-axis are
ending points of a semi-circle in the geometric representation of ψ(Mn) (by
the construction). Furthermore, the representation of the LTRM -block
corresponding M2 is within this semi-circle since M∗ contains M2. By (i)
this semi-circle is either a part of or disjoint to the geometric representa-
tion of the LTRM -block corresponding to M1. Hence, in any cases, two
LTRM -blocks corresponding M1 and M2 are non-overlapping.
On the other hand, by the construction of ψ, a and a+ 1 cannot belong to
the same LTRM -block since otherwise the Motzkin path corresponding to this
LTRM -block must contain a flat-step connecting a and (a + 1) which is not a
proper Motzkin path on that line. Hence, ψ(Mn) avoids all factors a(a+ 1) for
a = 1, 2, . . . , n. By Theorem 3, ψ(Mn) ∈ Sn+1(132, 21ˆ3).
Conversely, it is remarkable that in the inversion we constructed above, we
always go down or go flat (depending on the role of each element i and (i+ 1)
in the permutation) to separate the proper Motzkin paths on same levels. So it
must be the inversion of ψ. This completes the proof.
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4.2. Motzkin generating tree
In this section, we apply the ECO method to show that the Motzkin gener-
ating tree given in [3] coded by permutations in Sn(321, 31¯42) is also coded by
permutations without any factor a(a + 1) in Sn+1(132). See Figure 9 for first
levels of the tree.
Figure 9: The first levels of the Motzkin generating tree coded by permutations avoiding
132 and without any two consecutive integers adjacent. Each symbol ‘ ’ represents an
active site.
The ECO method is used for the enumeration and the recursive construction
of combinatorial object classes. This is a recursive description explaining how
an object of size n can be reached from one and only one object of inferior
size [2, 3]. More precisely, it consists to give a system of succession rules for a
combinatorial object class which induces a generating tree such that each node
is labeled: the set of successions rules describes for each node the label of its
successors. Generating trees are usually coded by permutations. The root is
often coded by the identity of length one. Let pi be an n-length permutation in
a generating tree; each successor pi is obtained from pi by inserting n + 1 into
certain positions also known as the active sites of pi. Notice that the sites are
numbered from left to right, from 1 to n + 1. Denote by pi↓i the permutation
obtained from pi by inserting n+ 1 to its ith site.
In [3], a system of succession rules of Motzkin generating tree (Ω) is given
by :
(Ω)
{
(2)
(k) (k + 1)(k − 1)(k − 2) . . . (2)(1).
Theorem 5. Each level n of the generating tree (Ω) can be coded by the per-
mutations without any factor a(a+ 1) in Sn+1(132). The root is coded by 21.
Proof. Let pi = pi1pi2 . . . pin be any node in (Ω) having label k. Suppose that the
indexes of its actives site are numbered from the left s1, s2, . . . , sk. We have two
following remarks:
1. If inserting n+ 1 creates a 132, then n+ 1 plays the role of 3;
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2. If inserting n + 1 creates a factor a(a + 1), then n + 1 plays the role of
a+ 1 and n plays the role of a.
These two remarks cannot happen if n+ 1 becomes the leftmost element, so the
site 1 is always active, s1 = 1. Furthermore, considering n+ 2 sites in pi
↓1,
• the first site of pi↓1 is active;
• k − 1 sites s2 + 1, s3 + 1, . . . , sk + 1 in pi↓1 are active;
• the site just after n, which is not active in pi (otherwise it contains n(n+1)),
is active in pi↓1 because:
– n(n+ 2) is not of type a(a+ 1),
– the subsequences (n+ 1)(n+ 2)pij and n(n+ 2)pij are not of pattern
132, and
– any subsequence pii(n + 2)pij in pi
↓1 is not of pattern 132, otherwise
the subsequence piinpij in pi is of pattern 132.
• Since (n+ 1) cannot play the role as 1 and also 2 in a pattern 132 of pi↓1,
the role in creating a pattern 132 of n + 1 in pi is the same to the one of
n+ 2 in pi↓1. Hence, if s is a site inactive in pi, then s+ 1 is also inactive
in pi↓1.
Therefore, pi↓1 has label k + 1.
On the other hand, suppose n+1 is inserted into active site su (u ≥ 2). Then
the first site and the sites su+1 + 1, . . . , sk + 1 of pi
↓su are active. Furthermore,
all sites except for the first site to the left su + 1 of pi
↓su are inactive since
otherwise pi↓su contains the subsequence pi1(n + 2)(n + 1) which is of pattern
132. Moreover, n is always on the left of n+ 1 in pi↓su , otherwise pi↓su contains
the subsequence pi1(n + 1)n which is of pattern 132. Similarly as above, all
inactive sites in pi shifted by 1 are also not inactive in pi↓su . Hence, there are
k − u+ 1 sites of pi↓su active.
The successors of pi in (Ω) thus receive the labels k + 1, k − 1, . . . , 2, 1, re-
spectively, as the active sites are considered in order from left to right.
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