We study the quality of service in quantum channels. We regard the quantum channel as a queueing system, and present queueing analysis of both the classical information transmission and quantum information transmission in the quantum channel. For the former, we link the analysis to the classical queueing model, for the latter, we propose a new queueing model and investigate the limit queueing behavior. For both scenarios, we obtain tail distributions of the performance measures, i.e., backlog, delay, and throughput.
I. INTRODUCTION
The era of quantum technology is coming accompanying the second quantum revolution [1] [2] and the future of quantum technology lies in quantum networking [3] [4] [5] [6] . Technically, the development of quantum internet requires a hybrid of technologies, which combine the features of both discrete-variable systems and continuous-variable systems [7] . Theoretically, it is necessary to build a system theory for the dimension of the network dynamics, i.e., backlog, delay, and throughput, to deal with the diverse quality-of-service requirements of the network applications and to help deploy the quantum network.
In this paper, we consider three questions raised by quantum channel performance analysis and aim to provide a mathematical tool to facilitate the quantum system analysis and design. 1) What is the operational utility of the quantum channel capacity? A quantum channel can represent any physical operation that reflects the state evolution of a quantum system, ranging from an optical fiber and a free-space link to a computer memory [8] . There are many different kinds of quantum channel capacity depending on the involved purpose, protocol, and resource [9] , and these quantum channel capacity concepts are generally non-additive [10] . However, the information transmission follows the causal property of nature and the amount of transmitted information is additive, in addition, the performance analysis requires a study of the cumulative process of the capacity process. Therefore, we propose a new concept of quantum channel capacity, namely cumulative capacity, which is a sum of the quantum channel capacity over a period of time. The cumulative capacity satisfies the additive-and-causal requirement in the operational domain and is explicitly used in performance analysis.
2) What is the uniqueness of quantum channel performance analysis? Quantum communication has many characteristics that are distinguishable from the classical communication, e.g., the negative information [11] . We differentiate between the performance analysis of classical information transmission and quantum information transmission. For classical information transmission, we show that the classical queue model is able to describe the queueing behavior in the quantum channel. For quantum information transmission, since the quantum channel is capable of not only transmitting information but also generating communication potential due to entanglement [11] , we propose a new queue model, which is able to describe the fluctuation of both the communication workload and the communication potential. 3) What is the probabilistic characterization of the information quantity in quantum channel?
The quantum channel encompasses the classical regime and the quantum regime [12] , where the information adheres respectively to the classical randomness and the quantum randomness [13] [14] . Contrast to the information content, we focus on the quantity of the classical information and quantum information, i.e., the storage space of the information in the operational sense [11] . We treat the quantum channel capacity as a bridge from the quantum regime to the classical regime, i.e., it takes into account the quantum effect in the quantum regime and maps onto the information transmission amount in the classical regimes. We use classical probability to describe the randomness and regularity of the information quantity, considering the dependence that is caused by the environment in the classical regime.
The remainder of this paper is structured as follows. In Sec. II, we recapitulate the basic concepts of quantum channel capacity and introduce the cumulative capacity concept. In Sec. III, we present the queueing principles for both classical information and quantum information transmission, and obtain generic results for the performance measures towards a framework for performance analysis of quantum systems. In addition, specific results with respect to Markov additive processes are provided. Finally, we conclude this paper in Sec. IV. The extended version is available online. 1 II. QUANTUM CHANNEL Consider a quantum system in a Hilbert space H " H Q , the quantum states are given by the density operator ρ on H [15] . In the Schrödinger picture, a quantum channel is a transformation ρ Þ Ñ N pρq, which is a completely positive trace preserving map on trace class operators. In this sense, the quantum channel arises from a unitary interaction U between the quantum system and the environment described by another Hilbert space H E with initial state ρ E , i.e., N pρq "
where Tr E denotes the partial trace with respect to H E . Denote Hpxq "´Tr x log x as the von Neumann entropy of a density operator x. For the input state ρ and the output state N pρq, we have three entropy entities related to pρ, N q, i.e., the entropy of the input state Hpρq, the entropy of the output state HpN pρqq, and the entropy exchange Hpρ, N q "
‰ is the final state of the environment. This channel specification is extensible to the general case with different Hilbert spaces H A and H B of the input and output states.
A. Quantum Channel Capacity
The quantum channel N has many capacity concepts due to diverse transmission purpose and resource auxiliary [16] [10] . The classical capacity CpN q and quantum capacity QpNuantify respectively the maximal rate of classical information and quantum information that the quantum channel can asymptotically transmit with vanishing errors. Particularly, if the transmitted classical information is secret from the environment, the resulting private classical capacity P pNuantifies the capability for quantum cryptography.
When prior shared entanglement between the transmitter and receiver is not available, single-letter capacity formulas are not tractable in general, and regularization is required for explicit expressions, i.e.,
Denote the input A, the output B, the environment E, and the quantum mutual information IpX; Y q " HpXq`HpY qH pX, Y q. The single-letter expression of classical capacity is [10] 
The single-letter expression of private classical capacity is [10] 
When prior shared entanglement is available, the entanglement assisted capacities have single-letter formulas [10] , i.e.,
IpA; Bq σ and Q E pN q "
where σ " I b N pφ AA 1 q and the state φ AA 1 is unrestricted.
B. Operational Extension
We study how to use the quantum channel capacity for operational purpose and we need a capacity concept to quantify the transmission capability of the quantum channel through a sequence of time slots.
A direct approach is to define the quantum channel capacity through consecutive quantum channel uses. Consider the single-letter formula f pN q and the regularization f pN q " lim nÑ8 1 n f pN bn q, where f represents χ, P p1q , and Q p1q . The regularization implies that the capacity is always additive on parallel use of the same channel, i.e., f pN bn q " nf pN q. (5) which indicates that the capacity on consecutive use of different channels is super-additive. In addition, the tensor product indicates that this definition does not take into account the dependence between the quantum channels at different time. Moreover, this type of definition is non-causal and unrealistic, since the information can not rely on the future channel for transmission at present.
Operationally, the information transmission is additive, because the amount of information is the amount of the storage space [11] . In view of this, we propose a new capacity concept, cumulative capacity. Definition 1. The sum of the capacity through a period of time rt 1 , t n s is defined as cumulative capacity, i.e.,
where f˚represents C, P , Q, etc.
By definition, the cumulative capacity has strict additivity property and the temporal dependence in the quantum channel is explicitly involved. Lemma 1. The cumulative capacity is additive over time, i.e., for t m ď t k ď t n ,
Remark 1. The cumulative capacity concepts defines the actual transmission amount of the quantum channel, which can be based on either the existing quantum channel capacity concepts or the postulation of an exact capacity formula.
Remark 2. The accumulation of the asymptotic capacity through time stresses the ultimate transmission capability the channel can achieve in one time slot. Alternatively, the accumulation of the one-shot capacity stresses the finite channel uses in reality. The definition of the cumulative capacity is able to describe both accumulation scenarios and to involve the temporal dependence in capacity.
III. PERFORMANCE ANALYSIS
We provide queueing analysis of both classical and quantum information transmission through the quantum channel, with a focus on the latter. We investigate the statistical distribution of the performance measures of the quantum channel, and obtain both general results, which have no specifications of the arrival process and the capacity process, and specific results, which refines the general results taking advantage of the dependence property of the underlying processes. We denote
A. Queueing of Classical Information
We show that the classical queue model is able to describe the queueing behavior of the classical information in the quantum channel with classical storage at the transmitter and receiver terminals.
1) Queueing Principle: The channel is essentially a classical queueing system with cumulative service process Sptq and cumulative arrival process Ap0, tq " t ř s"0 apsq, where aptq denotes the traffic input to the channel at time slot t, and the temporal increment in the system is expressed as Xptq " aptq´Cptq. The queueing behavior of the channel is expressed through the backlog in the system, which is a reflected process of the temporal increment Xptq [17] , i.e., Bpt`1q " rBptq`Xptqs`, where r¨s`:" Ž p¨, 0q. By iteration, the backlog function is expressed as
Assuming no loss, the output A˚ptq is the difference between the input and backlog Aptq´pBptq´Bp0qq, i.e.,
A˚ptq " inf 0ďsďt pAp0, sq`Sps, tqq,
and the delay is defined via the input-output relationship, i.e.,
Dptq " inf td ě 0 : Apt´dq ď A˚ptqu ,
which is the virtual delay that a hypothetical arrival has experienced on departure. We presents the statistical tail probabilities of the performance measures in the following theorem. We assume Bp0q " 0, i.e., the queue is empty at the beginning. and the tail of delay is bounded by, ∆ps, tq :" Aps, tq´Sps, tq,
where θ ą 0, p and q are positive with 1{p`1{q " 1.
Remark 3. Based on the union bound, PpBptq ď xq " Ptsup 0ďsďt pAps, tq´Sps, tqq ď xu ď ř 0ďsďt PtpAps, tqŚ ps, tqq ď xu and PpDptq ď dq " Ptsup 0ďsďt pAptd q´Ap0, sq´Sps, tqq ď 0u ď ř 0ďsďt PtpApt´dqÁ p0, sq´Sps, tqq ď 0u. According to Pp Ź pX, Y q ď zq " PpX ď zq`PpY ď zq´PpX ď z, Y ď zq, PpA˚ptq ď xq " Ptinf 0ďsďt pAp0, sq`Sps, tqq ď xu ď ř 0ďsďt PtpAp0, sq`Sps, tqq ď xu. It is easy to obtain upper bounds of the distributions or lower bounds of the tails of the performance measures, taking advantage of the Chernoff bound PpX ď xq ď Ere´θ X se θx , θ ą 0 and the fact PpX ą xq " 1´PpX ď xq.
2) Distribution Refinement:
We consider the Markov dependence in the arrival and capacity processes, which are treated as Markov additive processes [17] . We assume time reversibility and consider the time reversed processes. where Hpθq " h J 0 pθq min jPE hj pθq , θ ą 0 is the root to κpθq " 0, κpθq and hpθq are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process Aptq´C¨t. The tail of throughput is bounded by
where θ ą 0, κpθq and hpθq are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process Aptq. Consider a quantum channel with Markov additive classical capacity and constant arrival process. Conditional on the initial state i " J 0 P E of the capacity process. The backlog and delay are bounded by P i pB ą xq ď Hpθqe´θ x and P i pD ą dq ď Hpθqe´θ λd , (16) where Hpθq " h J 0 pθq min jPE hj pθq , θ ą 0 is the root to κp´θq " 0, κpθq and hpθq are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process Sptq´λ¨t. The tail of throughput is bounded by
where θ ą 0, κpθq and hpθq are respectively the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive process Sptq.
B. Queueing of Quantum Information
Suppose there are quantum storage at the transmitter and receiver terminals. To describe the queueing behavior of the quantum states, we propose a new queue model to characterize both the accumulation of the incoming workload and the communication potential in the queue.
1) Queueing Principle: We use the queue to store both the incoming workload and the generated communication potential, specifically, the positive sign of the queue size indicates the storage of the incoming workload, while the negative sign of the queue size indicates the storage of the communication potential, i.e., Bpt`1q " Bptq`Xpt`1q, where Xpt`1q " apt`1q´rQpt`1qs`, following that the quantum capacity can be negative [11] , if Qpt`1q ě 0, then Xpt`1q " apt`1q´Qpt`1q, and if Qpt`1q ă 0, then Xpt`1q " apt`1q´ŽtQpt`1q, 0u. By iteration, we obtain
Assuming no loss, the output A˚ptq is the input minus the workload backlog Aptq´rBptq´Bp0qs`, i.e.,
A˚ptq "
which indicates that the output equals the input if the backlog is negative, otherwise, it equals the cumulative capacity. Based on the input-output relationship, we define the delay as
which is the virtual delay that a hypothetical arrival has experienced on departure.
Lemma 2. The distribution of delay is expressed as PpDptq ď dq " PtApt´dq´Q`ptq ď 0u, where Q`ptq " ř t i"0 rQpiqs`.
We study the stability of the queue and investigate the impact of negative drift and positive drift of the queue increment process on the extreme behavior of the performance measures. We define lim tÑ8 Ppf ptq ď xq :" Pplim tÑ8 f ptq ď xq as the distribution of f ptq at t " 8.
Theorem 3. The probability of zero delay equals the probability of empty workload or non-empty communication potential, i.e., PpDptq " 0q " PpBptq ď 0q. Let λ and Q be respectively the steady state mean rate of the arrival process and capacity process. Then, 0 ă lim tÑ8 PtDptq " 0|λ " Qu ď 1, where the equality holds when the arrival process and capacity process are both constant. If P sup tě0 tAptq´Q`ptqu Ò`8|λ ą Q ( " 1, then we obtain lim tÑ8 PtDptq " 0|λ ą Qu " 0. If Ptinf tě0 tAptq´Q`ptqu Ó´8|λ ă Qu " 1, then we obtain lim tÑ8 PtDptq " 0|λ ă Qu " 1.
Remark 4. It is well known that the conditions Ptsup tě0 tAptq´Q`ptqu Ò`8|λ ą Qu " 1 and Ptinf tě0 tAptq´Q`ptqu Ó´8|λ ă Qu " 1 hold for random walk [18] . This stability condition indicates that, if the communication potential of the quantum channel is stored for future use, it may cause the queue to overflow in case the potential is neither sufficiently consumed nor dropped.
We study the temporal behavior and the mean value of the performance measures. We define lim tÑ8 Erf ptqs :" Erlim tÑ8 f ptqs as the mean value of f ptq at t " 8. ‰ " Ź pλ, Qq. Consider continuous time, the mean of delay is expressed as ErDptqs " ş t d"0 d dPtApt´dq´Q`ptq ď 0u , where Q`ptq " ř t i"0 rQptqs`, and the steady state mean is lim tÑ8 ErDptq|λ ď Qs " 0, or lim tÑ8 ErDptq|λ ą Qs ě 0.
Remark 5. An interesting result is that the average delay does not equal the average backlog divided by the average arrival rate for λ ă Q, i.e., lim tÑ8 ErDptqs ‰ lim tÑ8 ErBptqs ErAptq{ts , and the equality holds when λ " Q and both sides equal zero. An explanation is that, the backlog can be negative for λ ă Q while the delay is non-negative. If λ " Q is treated as the stability condition of the queue, this result corresponds to the Little's law in the classical queue model [17] . In addition, it is interesting to investigate the relationship between the mean delay and mean backlog for λ ą Q.
We present the statistical tail probabilities of the performance measures in the following theorem. We assume Bp0q " 0, i.e., the queue is empty at the beginning.
Theorem 5. Consider the quantum information transmission. The tail of backlog is bounded by, @θ ą 0,
The tail of throughput is bounded by, @θ ą 0,
and the tail of delay is bounded by, ∆ptq :" Aptq´t ř
where θ ą 0, p and q are positive with 1{p`1{q " 1. 2) Distribution Refinement: We consider the Markov dependence, specifically, we use Markov additive process to model the cumulative arrival process and the cumulative capacity process.
Theorem 6 (Markov Additive Process). Consider a quantum channel with Markov additive quantum capacity process Q`ptq " ř t i"0 rQptqs`and Markov additive arrival process Aptq, and assume independence between the arrival process and capacity process. Let κ A p˘θq and h A p˘θq, and κ Q p˘θq and h Q p˘θq, respectively correspond to the logarithm of the Perron-Frobenius eigenvalue and the corresponding right eigenvector of the kernel for the Markov additive processes Aptq and Q`ptq.
Conditional on the initial states i " J 0 P E of the capacity and arrival process. The distribution of backlog is bounded by 1´H´¨e´θ x`tκ A pθq`tκ´Qpθq ď P i pBptq ď xq ď H`e θx`tκ A p´θq`tκ´Qp´θq , (24) and the distribution of delay is bounded by
There are a few constraints on the free parameter optimization. (1) The free parameters in the distribution upper bound and lower bound of the same process should be optimized separately. (2) For the backlog results and delay results, the free parameters in the arrival process and in the capacity process should be optimized together, because they share a common change of measure. (3) For the throughput results, the free parameters in the arrival process and the capacity process can be optimized separately, because they share different change of measure, in addition, the constraint in (1) should be taken into account when the distribution upper bound and lower bound of the same process is concerned.
IV. CONCLUSION
We develop a framework for queueing analysis of classical information and quantum information transmission in quantum channels, and study the tail distribution of the performance measures. Particularly, we propose a new queueing model for quantum information transmission, which captures the quantum channel character that the quantum capacity is preservable as entanglement pairs for future communication, and complements the classical queueing model for classical information. We provide both generic and specific results of performance analysis. For the generic results, we apply the union bound, Chernoff bound, and Hölder's inequality, which are general results without constraint on the underlying stochastic process, the obtained results hold in general and apply to the complex scenarios where detailed knowledge is lacking or specific analysis is difficult to track. As a refinement, we take advantage of the statistical properties of the specific stochastic processes for tighter results, e.g., Markov additive process. These specific results have no constraints on the underlying distributions of the stochastic processes and hold for a class of arrival processes and quantum channel scenarios.
