Abstract-Spark has become one of the main options for large-scale analytics running on top of shared-nothing clusters. This work aims to make a deep dive into the parallelism configuration and shed light on the behavior of parallel spark jobs. It is motivated by the fact that running a Spark application on all the available processors does not necessarily imply lower running time, while may entail waste of resources. We first propose analytical models for expressing the running time as a function of the number of machines employed. We then take another step, namely to present novel algorithms for configuring dynamic partitioning with a view to minimizing resource consumption without sacrificing running time beyond a user-defined limit. The problem we target is NP-hard. To tackle it, we propose a greedy approach after introducing the notions of dependency graphs and of the benefit from modifying the degree of partitioning at a stage; complementarily, we investigate a randomized approach. Our polynomial solutions are capable of judiciously use the resources that are potentially at user's disposal and strike interesting trade-offs between running time and resource consumption. Their efficiency is thoroughly investigated through experiments based on real execution data.
INTRODUCTION
S PARK has become one of the main options for end-to-end processing of large volumes of data. Initially proposed in [1] , [2] , it has nowadays evolved as one of the most active open-source Apache projects with a huge developer and user community. Its remarkably wide adoption stems from several characteristics that are of high practical significance. Spark provides a common framework for processing both batch and streaming data. It is compatible with other broadly used technologies, such as R, NoSQL databases, HDFS, YARN and MESOS to name a few. It tackles several key performance limitations of traditional MapReduce through the exploitation of the main memory that is available to the largest possible extent. In addition, it is bundled with components for processing structured data in an SQL-like fashion and applying built-in machine learning algorithms.
Spark abstracts data collections as Resilient Distributed Datasets (RDDs), which are partitioned across several nodes so that they can be operated on in parallel. As reported in several sources, e.g., [3] , [4] , it can run jobs up to two order of magnitude faster than Hadoop MapReduce.
Nevertheless, its configuration and fine-tuning remains a big challenge. The work in [5] has started to scratch the surface of this issue and, after extensive experimentation in a high-performance computing (HPC) platform, namely the Marenostrum III (MN3), the supercomputer at Barcelona Supercomputing Centre (BSC), and an additional commercial infrastructure, has reached to two main conclusions: (i) for each infrastructure, a different setting of number of cores managed by a single executor yields the highest performance in terms of execution time, while suboptimal settings may lead to performance degradation of several factors despite using exactly the same number of cores; and (ii) for each application and depending on the intensity of data shuffling, a different number of data partitions need to be allocated to each CPU core; this number ranges from 1 to 4 for applications running on MN3 while inn applications where CPU cost dominates, having a single partition per core yields lower running times.
Building on these early results and further evidence that CPU usage is (rather counter-intuitively) the key aspect in the performance of Spark jobs [6] , in this work we take a deeper look at the issue of data partitioning. Data partitioning refers to the number of chunks that the datasets to be processed are split, and strongly relates to the degree of parallelism of execution, i.e., the number of cores and machines used for execution.
The motivation behind our effort is the fact that lower performance due to suboptimal partitioning is inherently related to resource waste, i.e., resources are commonly used unnecessarily longer to perform the same tasks. As such, our main goal is to investigate the relationships and tradeoffs between performance and resource consumption in Spark applications and propose techniques that modify the data partitioning dynamically, i.e., during execution.
To this end we make the following contributions: describe their behavior as a function of the number of machines used. The analytical cost models that we propose are more accurate and improve upon current models for MapReduce, like the one in [7] . 2) Proposal of novel algorithms for the selection of the degree of partitioning taking into account both the resource consumption and running time: we present novel solutions for configuring the level of data partitioning dynamically, advocating to depart from the usual usage pattern of either sticking to the level of partitioning of the source data or employ all the machines available. Our solutions make judicious choices regarding the degree of partitioning for different stages in the same Spark application. We investigate two main approaches, namely greedy techniques based on the notions of dependency graph and stage benefit, and a randomized technique. These solutions manage to strike different balances between the two objectives. Formally, we study the problem of minimizing resource consumption under the constraint that running time does not increase more than a user-defined threshold. No other solutions for the same problem exist to date. 3) Thorough experiments: we evaluate our proposals using real data. The results are particularly promising. We show that we can reach interesting tradeoffs between resource consumption and running time. We further provide evidence that we can improve on resource consumption up to more than 6 times at the expense of 50 percent higher running time. We show that "more is less" holds, i.e., it is possible to use less resources to execute faster, but even if we first optimize for running time, we can trade a small amount of performance for significant savings in resource consumption. Structure of the Remainder of the Paper: In Section 2, we analyze the behavior of Spark applications and we present the formulas that describe running time as a function of the machines used. Section 3 formally introduces the problem of trading performance for resource consumption and discusses the techniques we propose in detail. In Section 4, we use real execution data and a wide range of applications types to evaluate our proposals. We discuss end-to-end processing issues and related work in Sections 5 and 6, respectively, and we conclude in Section 7.
PROFILING OF SPARK PROGRAMS
In this section, we first provide execution details of Spark programs and we present our benchmarking applications. The main part of this section consists of our profiling results, which explain the behaviour of Spark applications as a function of the number of the machines used.
Background
A Spark application consists of two types of operations, namely transformations and actions. Transformations, such as map and filter, apply a function on each RDD element and result in a new RDD. Actions trigger the execution of such functions and produce meaningful results. Example actions include reduce, count and collect, which return a value to the coordinator program, called driver. For each action in the application, a job is performed, which includes several RDD transformations.
Spark's scheduler creates a physical execution plan for the job based on the directed acyclic graph (DAG) of transformations. The physical plan is divided into stages. A stage is a sequence of transformations that can be pipelined (executed, without data movement, in parallel over all data partitions). Pipelining transformations are deliberately grouped together in a single stage to speed-up performance. The sequence of computations defined by a stage instantiated over a single data partition is called a task. A task is the actual unit of execution of the physical plan. The task scheduler assigns tasks to workers via the cluster manager The degree of partitioning at each stage is equal to the number of tasks for each operation included in that stage.
Data may be repartitioned across RDDs. This may be done as a result of a specific transformation. For example, groupByKey and sortByKey are applied to a key-value pair RDD and result in a new RDD, where data are partitioned across machines differently. This data re-distribution is commonly referred to as data shuffling. Data shuffling is an expensive operation, but it is important to note that the cost is not only network-related. Data shuffling serializes data and stores temporary data on disk if they cannot fit in main memory; temporary files are kept as long as they are needed for fault tolerance purposes. As such, the cost is also CPU and disk I/O related. In the generic case, when data are repartitioned, the degree of partitioning can change as well. 1 
Our Setting and the Benchmarking Applications
We ran our profiling experiments on the MN3 supercomputer provided by BSC in the city of Barcelona. With the last upgrade, MN3 has a peak performance of 1.1 Petaflops. At June 2013, MareNostrum was positioned at the 29th place in the TOP500 list of fastest supercomputers in the world, whereas according to the latest TOP500 list in November 2015, MareNostrum is 93rd. A full technical description of MN3 and how it supports Spark applications is in [5] . Spark allows for several cluster managers: standalone, YARN and MESOS. Spark4MN employs the former, and before each execution, exclusively reserves the amount of machines requested by the user, i.e., there are no multitenancy issues during Spark application execution.
Our benchmarking applications are elementary ones, i.e., they can be expressed as a single built-in function in the context of larger applications:
Sort (by Key): This application includes data shuffling and its two main stages between which shuffling takes place are shown in Fig. 1(left) .
Aggregate (by Key): This application also includes data shuffling. Its distinctive characteristic is that it reduces the result size on the reducer side.
k-Means: This is an example of an iterative CPU-intensive algorithm, where, in each iteration, local processing is followed by transmission of summary information about new 1 . In the remainder, when the term repartitioning is used, it will denote change in both data distribution and the degree of partitioning, whereas shuffling will denote re-distribution without modifying the degree of partitioning.
cluster centers. The DAGs of the two main stages in each iteration are shown in Fig. 1(right) .
Naive-Bayes: This is a simple machine learning algorithm with no iterations and less inter-communication between machines participating in the execution.
Shuffling: This benchmarking application just reshuffles data across machines. Its execution resembles that of sort, but without performing any meaningful processing.
In our experiments, the number of machines (resp. cores) used ranges from 8 (resp. 128) to 96 (resp. 1536). This is in line with reports in [8] , [9] , [10] that the majority of clusters are rather small and have fewer than 50 nodes. Also, we experimented with raw datasets at the orders of hundreds gigabytes (the corresponding RDDs are 1-5 times larger), since, this is the typical dataset processed even in companies that are notorious for their big data application demands [11] . The Spark version was 1.5.2.
We divide profiling programs into three categories: those that do not change the degree of partitioning, those that change the degree of partitioning without performing other operations, and those that both perform meaningful operations and change the degree of partitioning.
Degree of Partitioning versus Degree of Parallelism: In general, the degree of parallelism, i.e., the number of machines/cores employed is different from the degree of partitioning. To avoid imbalanced execution, the degree of partitioning must be equal to the number of cores multiplied by a small integer. However, based on (i) the evidence in [5] that, for CPU-intensive applications on MN3, the most efficient configuration of the degree of partitioning is to be set equal to the number of cores, and (ii) the evidence in [6] , where the main performance bottlenecks are the CPU ones, in this work, we always set the degree of partitioning to the number of cores. Also, we allow the usage of complete machines, each consisting of 16 cores. Consequently, configuring the number of machines defines the degree of partitioning, too, and vice versa.
Simple Application Profiling
We first examine Spark programs that do not modify the degree of partitioning during RDD manipulation. For kmeans, we study five variants. The first three operate on 100-dimensional records, and the sizes are 100 M (k-meansI), 50 M (k-meansII) and 150 M (k-meansIII) records, respectively (the sizes in bytes are 100, 50 and 150 GB, respectively). The two other k-means programs operate on 10 M 1,000-dimensional (k-meansIV) and 1,000 M (k-meansV) 10-dimensional records, respectively. The other datasets are also 100 GB in size. The dataset for naive-bayes consists of 100 M 100-dimensional records, whereas the datasets for the last two programs consist of 1B records of 100 bytes each. Fig. 2 shows the plots of runs on MN3. All runs were repeated 5 times and the median value is presented. From this figure, two main observations can be drawn. First, for small degrees of parallelism, i.e., 8-24 nodes, the executions times are drastically reduced when increasing the number of machines employed. Super-linear speed-ups can be observed as well since increasing the memory available decreases the possibility to use the disk during shuffling. For example, for naive bayes, when going from eight machines to 16, the execution time is reduced to less than a half. Second, after a saturation point, employing new machines yields either negligible performance improvements or even performance degradation. The main question we try to answer is: can we propose a formula that can describe the behavior illustrated in Fig. 2 ? More specifically, we ask for a formula T ðnÞ, which can express the execution time of a Spark application as a function of the number of nodes used n. The starting point is the formula for the empirical speedup metric encountered in Hadoop applications as explained in [7] T ð1Þ
where s and k are the contention and data distribution incoherency coefficients, respectively. The interesting note about this formula is that, in massively parallel settings, s can be negative, thus leading to super-linear scalability for specific ranges of n values. Simple algebraic manipulation of Eq. (1) gives the following generic template
where a, b and c are constants. A weak point of the above equation is that it essentially ignores the fact that each Spark applications includes some shuffling phases and the cost of shuffling depends on the number of pairs of senders and receivers, which is Oðn 2 Þ. So, an initial improvement on [7] towards more accurate cost formulas is to add a shuffling coefficient d as follows:
In Eq. (3), the coefficients a, b and d correspond to the non-parallelizable cost, the parallelizable cost and the overhead due to shuffling communication. As such, they are expected to be non-negative. Coefficient c captures the contention factor, similar to s in Eq. (1). Since adding new nodes increases the aggregate memory that is available and thus decreases the possibility to use the disk for intermediate storage, it is common, if not likely, c to be negative.
We proceed one step further and we add a new coefficient. There are two ways to do that. The first is to add a coefficient e in the denominator of the second component yielding the following cost model (n min is the lowest possible degree of partitioning)
This formula better captures the fact that, for small degrees of parallelism, the memory shortage, which necessitates the usage of disk, is more intensive, and the decrease in the running time for small additions of new nodes is steeper.
Another option is to split the parallelizable cost into two components, one for the cpu and I/O-bound processing, and another for the shuffling-bound part
In Table 1 , we compare the fitting errors of the above formulas. The fitting errors are measured in two ways, namely R 2 and sum of square errors SSE. We can see that our proposals in Eqs. (3), (4), and (5) can significantly reduce the fitting errors of the proposal in Eq. (1). In addition, the last two formulas, which employ five coefficients, are significantly more accurate compared to Eq. (3), which comprises one coefficient less. The differences in the accuracy between Eqs. (4) and (5) are less significant. Finally, in Table 2 , we present the values of the coefficients of the two last formulas, where it can be shown that c is typically negative. The coefficients are computed using standard curve fitting techniques, such as those in the cftool of Matlab. 
Repartitioning Profiling
Shuffling redistributes data in order to perform meaningful processing, e.g., to apply an aggregate function of data that have been previously grouped according to their key. Repartitioning simply redistributes data without performing any processing and, in general, modifies the degree of parallelism. In the following set of experiments, we redistribute data from n s sender nodes to n r receiver nodes. Fig. 3 shows the repartitioning cost when we repartition 100 M 100-dimensional vectors. The shape of the plots differs significantly between very low and higher numbers of sender nodes. In order to express the execution time as a function of both n s and n r we extend Eq. (4) as follows:
where e 2 ½0; n min À 1. Of course, it would be possible to apply the one-variable functions of the previous section assuming either n s or n r fixed, but a two-variable function better describes the behavior of repartitioning. For the specific example, R 2 is 0.9553, and the values of the parameters a, b, c s , c r and d are À2.377, 260.6, À0.0001, À0.0001, and 0.001132, respectively.
Profiling of Applications Coupled with Repartitioning
Certain applications can perform repartitioning while performing computations. Such applications typically contain transformations like aggregateByKey, combineByKey, foldByKey, reduceByKey and groupByKey, which all can receive as an optional parameter the number of the partitions on the reducer side. In Fig. 4 , we show three representative examples about how the aggregate benchmarking application behaves when we modify the number of reducer nodes from 8 to 64. The main observation is that the plots can be approximated as horizontal lines. This means that the number of reducers does not have a big impact on the running time. This, in turn, implies that we can safely conclude that, in such applications, repartitioning can be done for free, and the Equations Eqs. (3), (4), and (5) still apply.
Additional Remarks and Open Issues
In the previous sections, we showed that we can accurately model the execution time of a parallel Spark program as a function of the nodes it employs. Although the fitting errors are small, we have observed that they can be further reduced if we allow the coefficients b and d to be negative. However, in that case, the meaning of the coefficients would lack an intuitive interpretation. In addition, it is unclear how the parameters are modified when we keep the same applications but we modify the distribution or the volume of the dataset processed. For example, k-meansI processes twice as much data as k-meansII, whereas k-meansIII processes 50 percent more data than k-meansI. An open research question is whether, given the coefficients in the first row of Table 2 for k-meansI, one could estimate the coefficients for k-meansII or k-meansIII without sacrificing accuracy. Similarly, if the distribution changes, the behavior changes as well; broadly, skewed distributions behave as if the effective degree of partitioning is lower, but there is no straightforward way to tune the coefficients automatically. A more challenging topic is to derive coefficients for an application based on known coefficients for different applications provided that they share some characteristics. We further discuss these issues in Section 5.
CONFIGURATION OF THE PARTITIONING DEGREE
The results of the previous section reveal (i) that running an application on all machines available is not necessarily the most efficient choice in terms of running time, and (ii) big decreases in the number of machines for some jobs may not result in significant performance degradation. In this section, we examine the problem of repartitioning the data throughout the application execution with a view to saving resource consumption without sacrificing performance.
A typical real-world Spark program may contain several elementary applications, like those examined as benchmarking applications. For simplicity, we consider the case where repartitioning takes place with the help of the repartition transformation, which is artificially inserted between other transformations. That is, we do not examine repartitioning between any pair of connected stages, as shown in Fig. 1 , but only between sets of stages (jobs).
Motivating Example
Consider the simplified example in Fig. 5 , where we process an RDD initially partitioned across 96 nodes. Each vertex in the figure, shows a distinct group of stages within the whole example application. The degree of partitioning/parallelism in each stage group remains the same. The upper part of the example shows the execution times when the degree of partitioning stays fixed at 96 nodes throughout execution. Overall, 96 nodes were occupied for 920 secs. At the bottom part of the figure, we show the execution times when we repartition data for some of the stages. The execution time becomes 950 secs, but for 450 secs, only 32 machines were employed.
We informally define resource consumption rc as the product of the number of machines and the time they were occupied. In the first case, rc ¼ 920 Â 96 ¼ 88; 320. In the latter case, the resource consumption drops to rc ¼ 500 Â 96 þ 450 Â 32 ¼ 62; 400. That is, rc drops by 29.9 percent at the expense of 3.3 percent higher execution time.
As another example from real runs on MN3, consider a Spark program that consists of the following five phases: it (i) applies naive bayes to a dataset; (ii) applies k-means; (iii) filters out the two thirds of the records; (iv) re-apples naive bayes to the remaining records; and (v) applies k-means to the filtered records. We experimented in MN3 with the following three configurations in a scenario where 96 nodes were at our disposal and the initial dataset was partitioned across all available node. conf 
-b, we also observe that we can trade 15 percent of response time for 15 percent less resource consumption. Further, if the initial data was partitioned across 64 nodes and this partitioning was kept throughout execution, the running time was 93 secs and rc dropped to 5,952. Moreover, these times include also the cost of repartitioning, which is not shown in Fig. 5 . The above examples make evident that, by configuring the degree of partitioning (which, in our work, is the same as defining the degree of parallelism), we can strike a configurable balance between running time and resource utilization.
Problem Formulation
Here, we provide the formal definition of the problem of configuring the degree of partitioning. The prerequisites are as follows: During execution, we assume that the system schedules as many resources as required to run a single vertex. As such, the vertices are executed sequentially. This is orthogonal to the fact that within a vertex, execution is performed in a both pipelined and partitioned parallelism manner. According to the above assumptions, the running time RunningTime (RT) of a Spark data flow G is given by the following formula:
cost ðv;v 0 Þ ðn v ; n v 0 Þ:
Analogously, we define the resource consumption ResourceConsumption (RC) of G as follows: 2. Since the vertices denote sets of stages, these DAGs provide a higher-level view of the execution than the DAGs, excerpts of which are shown in Fig. 1 . time does not exceed ð1 þ "ÞRunningTimeðn initial Þ, where n initial is the unmodified degree of partitioning and " > 0.
Problem Analysis
The problem is NP-hard. A sketch of the proof is as follows. If we build a solution to the problem of finding the degree of partitioning for each vertex that minimizes RC under no constraint on RT , then this solution can be applied to minimize RT as well, due to the linear relationship between Eqs. (8) and (7). Both these unconstrained problems can be deemed as instances of the Flow Activity Allocation (FAA) problem, which is proven to be NP-hard in [12] . Also, according to the analysis in [12] , FAA cannot even be approximated by a polynomial-time algorithm with approximation error bound less than 8/7. As such, our problem is NP-hard as well, because, if it could be solved in polynomial time, then it could be used to solve FAA, by setting " ! 1. But this cannot happen as explained above.
Solutions
The main rationale of our solutions is to perform repartitioning in an informed way taking into account overheads. The tricky point is that changing the partitioning of a vertex may also benefit its siblings. So, as a first step, to understand the effects of repartitioning on subsequent vertices, we introduce the dependency graph.
We assume that each RDD is cached according to its latest partitioning. As such, changing the degree of partitioning of a specific vertex impacts on both its descendants in the initial graph and its siblings that have not been processed yet. These dependencies can be better understood by producing a dependency graph DG from G, where a vertex v 0 depends on v, if and only if there is a path from v to v 0 in DG. Producing DG can be performed in linear time through processing G. The edges that differ are those connecting a parent node with multiple child nodes: each child vertex that has a sibling processed earlier is disconnected from its parent and connected to the sibling that has most recently processed; Fig. 6 shows an example.
Then, we introduce the notion of the vertex benefit, which captures the positive effect of repartitioning a vertex on itself and other connected vertices. The exact way the befit is quantifies is flexible. We propose three distinct greedy techniques that differ in the way the benefit is calculated.
In addition, motivated by the results of [12] , where randomized solutions performed well, we investigate a randomized solution in this work as well. The latter extends the solutions for single-objective resource allocation in [12] through applying a flavor Iterated Local Search (ILS), which, as verified by our experiments, is capable of offering different trade-offs between running time and resource consumption than the greedy techniques.
In all our techniques, we assume that we can estimate the running time of the initial partitioning, and as such, we know the threshold RTthreshold ¼ ð1 þ "ÞRunningTimeðn initial Þ.
Greedy Techniques
The high-level description of our greedy approach is in Algorithm 1. The input of the algorithm is: (i) the initial partitioning of each vertex and (ii) the threshold on the RT . The output of the algorithm is a new partitioning, optimized for lower RT . Holding the partitioning information requires no special data structure, i.e., an array is sufficient. Algorithm 1 consists of three loops. The two internal loops iterate over all combinations of a vertex i and a degree of parallelism j. For each combination ði; jÞ, the benefit is calculated. When all combinations have been examined, the combination of vertex and degree of parallelism with the highest benefit is selected. This procedure is then repeated k times, where k jV j. In this work, we propose and investigate the behavior of the following three techniques that differ in the way the benefit is computed, which also impacts on what kind of repartitioning are performed in each iteration:
Algorithm 1. Greedy Specification of Degree of Partitioning
Require: partitioning½; RTthreshold for k 1 to jV j do maxBenefit 0 best ðNULL; NULLÞ //holds the best repartitioning for i 1 to jV j do for j 1 to jDj
1) G-local: This technique checks the impact on RC if
vertex i is partitioned in j partitions. The potential cost of repartitioning with other vertices that are connected to i through an edge is considered. If the difference of the previous RC with the new one is positive, this difference denotes benefitði; jÞ. Otherwise, benefitði; jÞ is set to 0. When the most beneficial repartitioning is found, termed as bestði; jÞ in the algorithm, partitioning½best:i ¼ best:j. The complexity is OðjV j 2 jDjÞ.
2) G-ext:
This technique extends the repartitioning of vertex i to its descendant vertices in DG, as long 3. It is important to recalculate the benefits from scratch rather than selecting the k highest benefits.
as RC decreases. It starts like G-local. If benefitði; jÞ > 0, it inserts all the children vertices of i in DG into a queue. Then, it recursively applies the same procedure to each element in the queue. The final benefit is the sum of all benefits. As such, the benefit of vertex i may entail changing the partitioning of several other vertices downstream. Since for each vertex, up to jV j other vertices are considered, the complexity is OðjV j 3 jDjÞ.
3) G-full:
This technique resembles G-ext in that it considers the benefits for downstream vertices as well. However, instead of checking up to which vertex the repartitioning should be applied, it enforces all vertices on the paths from vertex i to a sink vertex in DG (i.e., a vertex with no outgoing edges) to get degree of parallelism equal to j. This aims to minimize repartitioning costs. As previously, the complexity is OðjV j 3 jDjÞ. 
Algorithm 2. ILS-Based Specification of Degree of Partitioning

Iterated Local Search (ILS)
Our ILS algorithm is tailored to the specificities of our biobjective problem and the types of Spark profiles presented in Section 2. It consists of two iterations as shown in the high-level description of Algorithm 2. The external loop, repeated iter1 times, directly targets the minimization of RC. The internal loop, repeated iter2 times, conforms to a different rationale. First, it is stochastic in that it randomly perturbs the current partitioning array. More specifically, m vertices are randomly changed to another degree of parallelism. Second, it tries to guide the partitioning of each vertex towards the area of its minimum RT , as a means to decrease both RC and RT . The latter is important so that further repartitionings can be investigated. As can be observed from Fig. 2 , this area may be towards the middle of the range jDj. In the following, we set m ¼ 3, iter1 ¼ 100 and iter2 ¼ 300, while we evaluate the impact of other values of iter1 as well. The complexity of ILS is Oðiter1iter2Þ. As shown in the evaluation section, ILS exhibits a different behavior than the greedy techniques and is capable of trading RT for RC in an interesting manner.
EXPERIMENTS
We split the evaluation section in two parts. First, we examine a real Spark dataflow, which is capable of providing insights into the real-world benefits of our solutions. Then, in order to evaluate our solutions more systematically, we resort to synthetic flows that belong to a wide range of types and sizes; in these flows, the vertex profiles conform to the benchmarking applications of Section 2.
Real Case-Study
We consider a dataflow, which processes the Audioscrobbler dataset 4 in the following five-step manner: i) it transforms the data accordingly in order to apply the next steps; (ii) it builds a collaborative filtering model; (iii) it produces recommendations for all users; (iv) it clusters the dataset in 12 clusters; and (v) it finds the frequent itemsets with support 0.05. 5 The profiles for these five steps and the potential repartitioning are shown in Fig. 7 when the flow is executed on a cluster from 4 to 16 nodes on MN3.
Using all machines yields RT ¼ 106 secs and RC ¼ 1; 696. Our solutions, for any " > yield as low running time as RT ¼ 84:61 secs and RC ¼ 845:8. In other words, this is an example that both running time and consumption are decreased due to the specific form of the profiles. The former is decreased by 20 percent and the latter by more than 50 percent.
Synthetic Flows Using Real Traces
For more thorough and systematic evaluation, we use a series of synthetic DAGs, where the behavior of each vertex is according to the real execution times, as presented in Section 2. We consider five types of DAGs in three sizes, as depicted in Fig. 8 .
The considered DAG types cover a wide range of flow execution plans. Type (A) refers to a flow in the form of a chain, thus covering applications that manipulate an initial dataset in a single way, which consists of several steps producing a single result dataset. Type (B) generalizes (A) in that the same dataset is subject to several analyses, and as such, the desired output comprises more than one result datasets. Both these types employ unary vertices, i.e., vertices with a single input edge. Type (C) extends type (A) through the support of multiple input datasets, and binary vertices, i.e., vertices with more than a single input. Type (B) and (C) have the form of a tree. Type (D) includes stages 4. available from http://www-etud.iro.umontreal.ca/$bergstrj/ audioscrobbler_data.html 5. Example implementation of the first three steps can be found at https://github.com/sryza/aas/tree/master/ch03-recommender with three inputs and mesh graph structures. Finally, type (E) extends (B) through the consideration of generic DAGs rather than trees only. In addition, we consider three sizes for each type: small, medium and large, corresponding to DAGs with 5, 10, and 15 non-source vertices, respectively.
The behavior of each vertex is according to real execution data. More specifically, the profile of each vertex is a perturbed version of one of the profiles in Table 2 . For each vertex, first, one of the rows in the table is randomly selected, and then each parameter is randomly perturbed by AE30 percent. Similarly, the cost of repartitioning is also based on the empirical measurements in Section 2, artificially perturbed by AE30 percent as well. In all experiments, the range of degree of parallelism is from 8 to 96 nodes and the initial datasets are partitioned in all 96 nodes without allowing their degree of parallelism to be modified. Based on these profiles, we expect that, in the generic case, resource consumption is minimized at the expense of an increase in running time (contrary to the case in the previous section).
Results
In the first set of experiments, we initially assess the efficiency of the techniques when "=1.1, 1.2, and 1.5. Each combination of i) DAG type, ii) DAG size and iii) technique is repeated 100 times. Each time, the vertex and edge costs are randomly instantiated as explained above. Fig. 9 shows how many times the initial RC is higher than the optimized on average. The initial RC is the one when no repartitioning takes place throughout execution. The information in the figure is complemented by Table 3 , where, for each combination of DAG type and size, the number of times the initial RC is higher than the RC of best performing technique is presented. For the latter, both the average best performance and the best performance in isolated runs is considered.
The main observations can be summarized as follows:
1) The improvements on RC due to the proposed techniques are significant. Even for small values of ", such as " ¼ 1:1, the average RC of the initial execution is at least 1.44 times higher than the RC of our solutions and it can reach up to 1.77 times. For larger values of ", " ¼ 1:5 the initial RC can more than 2 times higher, which means that our techniques are capable of dropping the resource consumption to the half. The improvements in isolated cases, as shown in the second column of Table 3 from right, are even more significant. In certain cases, e.g., for DAGs of type "large -(A)", the improvements of RC are by a factor of more than 6 times. 2) G-full and G-ext fully dominate the randomized solution ILS and G-local in terms of RC. The low efficiency of ILS is somewhat of a surprise, given the good behavior of similar solutions to the problems that tackle a single objective as in [12] . 3) On average, G-full is more efficient than G-ext. As shown in the figure, G-ext is superior in DAG types (C) and (D) of large size, but by a small margin compared to G-full. To the contrary, in the cases where G-full is superior, which are far more frequent, the margin is wider. 4) Counter-intuitively, the size of the DAG seems to play a minor role in the efficiency of the techniques. This is more evident with the help of Fig. 10 , where the behavior of G-full is shown with a different grouping than the one in Fig. 9 . From the figure, we can also observe that the type of the DAG significantly impacts on the RC improvement We close the discussion of this experiment with a look at the RT (see Fig. 11 ). Combining the results about the increase of RT and RC reveals a distinctive feature of the ILS technique: ILS is capable of decreasing the RC by at least 30 percent on average at the expense of small, if not negligible, increase in RT . In other words, the trade-off between RC and RT achieved by ILS is of a very different nature than that of G-full. More specifically, the highest average increase in RT is for type (E) of medium and large size and is approximately 5 percent. For the remainder DAGs it is even less, and in certain cases, such as medium-(D) and small-(C) ILS manages to decrease both RT and RC. For the G-local, G-ext and G-full techniques, the increase in RT is closely defined by ", as expected (with an exception for small-(C), where all techniques improve RT as well).
In light of the above analysis, we do not consider that G-full and G-ext dominate ILS in general, since the latter exhibits a different type of behavior with an interesting trade-off between RC and RT . Finally, this analysis explains why the ILS bars in Fig. 9 are similar for a given combination of DAG type and size regardless of the value of ".
Results After Optimizing for RT
In the second set of experiments, we extend the problem statement and we assume that we first find the partitioning of each vertex so that RT is minimized, before trying to minimize RC under a bounded increase in RT . To this end, we combine the rationale of [12] with the techniques in Section 3. The expectation is that both the initial RT and RC will improve. The improvements on RT are due to the concave shape of the vertex profiles, which imply that executing on the maximum number of nodes available does not necessarily imply faster execution. For many cases, this benefit outweighs the overhead of repartitioning, so overall, the average RT decreases. In addition, RC decreases because not all nodes are used.
In order to minimize RT , we employ the dynamic programming algorithm and the heuristics in [12] . Moreover, on top of their initial solutions, as a meta-optimization step, we run a modified version of the ILS technique. The modifications are such so that the aim is to minimize RT rather than RC under a constraint on RT . As expected, RT and RC both decrease. For example, for the (A) type of DAG, regardless of the size, RT drops by approximately 5 percent and RC drops by 20-25 percent. For type C, the decrease in RT is similar, but the decrease in RC is slightly less, 18-20 percent.
The important notice is that our techniques are capable of yielding significant improvements on RC even when applied to these optimized partitionings. The general trend of each technique remains the same as in the previous experiment. Table 4 summarizes the results of the best performing technique, which in almost all cases is G-full (for brevity, only DAG types (A) and (C) are presented).
From the table, we can see that when allowing up to 10 percent increase in RT the benefits of RC are 18-24 percent for type (A) and 18-21 for type (C). For " ¼ 1:2, these benefits increase to 26-36 and 25 percent, respectively. When " ¼ 1:5, they become 44-48 and 38-42 percent, respectively. Table 4 also presents the maximum observed improvements in any of the 100 repeats of each combination of technique and DAG type and size.
Impact of Profile Inaccuracy
Given that our techniques require detailed profiling information, a question may arise as to whether our techniques are sensitive to metadata inaccuracies. To investigate this issue, we run a new set of experiments, where the actual profile parameters are further perturbed by a factor of AE30 percent. These perturbed values are unknown to the optimization techniques, and they are used only for the computation of the RT and RC values of the final solution. According to the results, there are negligible changes in all the numbers presented above. The maximum deviations observed do not exceed AE1:2 percent. The reason is that the perturbations are of such a magnitude that the relative differences between the coefficients, which differ by orders of magnitude, are affected to a small extent only.
Optimization Overhead
The optimization overhead of our solutions is low. For example, optimizing the large DAG of type (C) on a machine with i7-4770 CPU at 3.4 GHz with 16 GB of RAM using the Greedy techniques takes less than 0.2 secs. ILS is slower and takes 2.55 secs on average. Increasing the number of iterations in ILS 3 times results in time overhead of 8.18 secs. Based on the above overhead information, it can be concluded that the number of external iterations of ILS has a tangible impact on optimization time. In Fig. 12 , we show five example runs for ILS. We can observe that, after 100 external iterations, the decrease rate in RC is significantly lower than in the first iterations.
DISCUSSION ON THE PROVISION OF END-TO-END SOLUTIONS
Thus far, we have explained what is the type of the profiles of Spark applications in terms of analytical cost models (Section 2) and we provided solutions for deciding on the degree of partitioning (Section 3) along with experimental evidence regarding their efficiency (Section 4). These two modules are essential for building practical end-to-end solutions, but arguably need to be coupled with techniques that are capable of deriving the profiles in an efficient manner. A natural choice to this end is to employ sampling, e.g., as in [13] , [14] . However, sampling-based automated profile generation seems to be a particularly challenging task in Spark. Consider the case in Fig. 13 , where we profile k-means using exactly the same type of data in three sizes. The sample is 50 M records, and we want to use it to estimate the profiles for datasets 2 and 3 times larger (i.e., the sample is relatively large). Although this seems to be an easy thing to do, the results are poor. In the figure, we show how much the estimates deviate from the actual profiles if we employ the template in Eq. (4) and we multiply the coefficients b, c and d of the sample, accordingly. The deviation can reach several factors. We have investigated several ways to tune the coefficients. The one shown in the figure is the following: for a dataset n times larger, the multiplication factors are n, n and nlogðnÞ, respectively. Other tuning ways behave even worse. The main lesson learnt is that the problem of inexpensively deriving the necessary profiles is challenging and there seems to be no trivial way to transfer the results of smaller datasets (i.e., samples) and/or applications to larger or different datasets and applications. This constitutes a main direction for future work. 
RELATED WORK
The closest work to us is the work in the context of the Cumulon system [15] . Cumulon extends Hadoop MapReduce and focuses on matrix-based analyses, which are common in many scientific problems. It tries to minimize the monetary cost when renting cloud virtual machines while respecting a constraint on execution time. Micro-benchmarking is used to obtain performance profiles for each task. However, the main differences, which do not allow us to transfer their techniques to our problem, are that the degree of partitioning is exhaustively searched for each vertex, which incurs unacceptably high overhead, and no repartitioning cost is considered. Enumerating over all combinations is also employed in [16] . The proposal in [17] targets a MapReduce environment and derives cost formulas for each vertex as a function of map and reduce slots. It then finds the minimum number of slots that are required to meet a running time constraint using Lagrange multipliers. Extensions have appeared in [18] , where trade-off curves between running time and monetary cost are provided to the user, who makes the final choice, and in [19] , where the number of map and reduce slots are optimally decided. All these techniques are specific to a MapReduce setting running on cloud machines and assume an analytical cost model that is even simpler than the one in [7] , which is extended by our work. A shortened single-objective version of our problem has been investigated in the past under several descriptions. In [12] , [20] , the problem of changing the type of the execution engine for each task while taking into account engine switching costs is tackled. Even if we treat different execution engines as different degrees of partitioning, the solutions in [12] , [20] are inadequate for our bi-objective problem, while also the solutions in [20] cannot scale. Also, there are several techniques that try to allocate a DAG to the appropriate number of resources, but, typically, they do not consider any aspect that can correspond to repartitioning overhead, e.g., [21] , [22] . Bi-objective allocation in cloud settings have been considered in several other works, but making different assumptions, e.g., when clients are potentially antagonistic to the provider and jobs consist of stand-alone tasks as in [23] , or when there are multiple candidate cloud infrastructures, as in [24] .
Regarding profiling, the work in [6] , provides evidence about the importance of mitigating CPU bottlenecks in Spark applications and proposes a methodology to detect them. An analytic model for MapReduce tasks to compute latencies is presented in [25] . [26] proposes a stochastic cost model for generic workflow tasks but does not consider different degrees of parallelism. Finally, [27] proposes a technique to predict the number of resources in scientific workflows in order to obtain a desirable level of performance. However, all these cost modeling and profiling techniques do not cover specific phenomena in Spark execution, such as super-linear speed-ups for small degrees of parallelism and performance degradation for large ones. The proposals in [13] , [14] present a sampling-based approach to estimate the profile of a single embarrassingly parallel task, based on the behavior of some of its partitions. However, they assume that partitions are scheduled in multiple waves, whereas we have adopted a configuration, where all partitions are scheduled in a single wave but there are multiple inter-dependent tasks. In [28] , MapReduce profiles are transferred from one cluster to another, but still, extensive benchmarking on both clusters and detailed profiles on one cluster are required. [16] leverages past traces to estimate the profiles of new jobs based on the similarity of job profiles. The techniques in [29] , [30] , [31] estimate the behavior of reduce tasks when changing the degree of parallelism with the help of a FIFO scheduler; however, this approach cannot reflect the execution complex Spark jobs with internal shuffling at a reasonable accuracy. In general, advances in profiling and instantiating the cost models of spark applications at runtime are orthogonal to our dynamic partitioning techniques.
CONCLUSIONS AND FUTURE RESEARCH
In this work, we investigate the problem of resource waste when executing a Spark application on all the machines available. To solve this, we propose solutions that modify the degree of data partitioning and parallelism during execution, so that we decrease the amount of time resources are occupied while bounding any increase in execution time. We also perform a detail analysis of the running time of simple spark applications under different degrees of parallelism and we derive analytical formulas that describe the application performance. Using real data from the profiling activity, we evaluate our dynamic partitioning solutions. The results show that we can trade small amounts of running time for big reductions in resource consumption, e.g., by a factor more than 6X.
This work can also be extended in several directions, which call for further research. It assumes a standalone setting of Spark cluster manager, as the one in the Barcelona Supercomputing Center. The impact of additional cluster managers, such as YARN and MESOS, needs to be investigated as well. Also, the trend in Spark program development is to depart from RDDs and work on top of Dataframes and Datasets (as from Spark v.1.6). Repartitioning and scalability behavior on top of these interfaces needs to be explored. 6 However, the main problem according to our view is the need of application profiles in order to run our dynamic partitioning techniques. Deriving reasonably accurate profiles with as few test runs as possible is an important avenue for future work.
