The recent square root law (SRL) for covert communication demonstrates that Alice can reliably transmit O( √ n) bits to Bob in n uses of an additive white Gaussian noise (AWGN) channel while keeping ineffective any detector employed by the adversary; conversely, exceeding this limit either results in detection by the adversary with high probability or non-zero decoding error probability at
However, there are many practical scenarios where this assumption can be relaxed and Alice's communication start time is unknown to Willie. For example, a possible transmission time can be pre-arranged in advance. Alice's message may also be much shorter than the total time available to transmit it (e.g., a few seconds out of the day when both Alice and Bob are available). Thus, since Willie does not know when Alice may transmit, he has to monitor a much longer time period than the duration of Alice's transmission. Here we show how Alice can leverage Willie's ignorance of her transmission time to transmit significant additional information to Bob. In our scenario, Alice communicates to Bob over an AWGN channel. Willie also has an AWGN channel from Alice. Unlike the setting in [2] , [3] , the channel is slotted, as described in Figure 1 . Each of T (n) slots contains n symbol periods, where T (n) is an increasing function of n. If Alice used all nT (n) symbol periods for transmission, then, by the square root law in [2] , [3] , she could reliably transmit O( nT (n)) covert bits 1 to Bob. However, Alice uses only a single slot t A , which she keeps secret from Willie, who is thus forced to monitor all T (n) slots. A naïve application of the square root law [2] , [3] allows Alice to reliably transmit O( √ n) covert bits in this scenario. We demonstrate that Alice can transmit O min{ n log T (n), n} 1 Throughout this paper we employ asymptotic notation [15, Ch. 3 .1] where f (n) = O(g(n)) denotes an asymptotic upper bound on f (n) (i.e. there exist constants m, n0 > 0 such that 0 ≤ f (n) ≤ mg(n) for all n ≥ n0), f (n) = o(g(n)) denotes an upper bound on f (n) that is not asymptotically tight (i.e. for any constant m > 0, there exists constant n0 > 0 such that 0 ≤ f (n) < mg(n) for all n ≥ n0), and f (n) = ω(g(n)) denotes a lower bound on f (n) that is not asymptotically tight (i.e. for any constant m > 0, there exists constant n0 > 0 such that 0 ≤ mg(n) < f (n) for all n ≥ n0).
bits reliably on this channel while maintaining arbitrarily low probability of detection by Willie.
Conversely, we show that the transmission of ω( n log T (n)) bits either results in Alice being detected with high probability or unreliable communication.
The cost of covert communication on the AWGN channel is the secret that Alice and Bob share before the transmission. Remarkably, we demonstrate that the multiplicative increase (by a factor of log T (n)) in the number of covert bits that Alice can transmit reliably to Bob does not require Bob to know the timing of the transmission if T (n) < 2 c T n , where c T > 0 is a constant; to realize the log T (n) gain when T (n) ≥ 2 c T n only an additive expense of an extra log T (n) secret bits is needed to indicate to Bob the slot employed by Alice. Timing is thus a very useful resource for covert communication. It also necessitates a vastly different analysis than that in [2] , [3] . Specifically, the relative entropy based bounds on the probability of detection error employed in [2] , [3] are too loose to yield our achievability results, and we therefore have to apply other techniques from mathematical statistics.
The main result of this paper is the following: Alice tries to transmit ω( n log T (n)) bits using n consecutive symbol periods, either Willie detects with arbitrarily low probability of error or Bob cannot decode her message with arbitrary low probability of decoding error as n → ∞.
Theorem. Suppose the channel between Alice and each of Bob and Willie experiences independent additive white Gaussian noise (AWGN) with constant power σ
After introducing our slotted channel model in Section II, we prove the achievability and the converse in Sections III and IV, respectively. We discuss the relationship of our paper to other work in covert communication in Section V and conclude in Section VI. and uses random slot t A to send it on an AWGN channel to Bob (to ensure reliable decoding t A is secretly shared with Bob before the transmission if T (n) ≥ 2 c T n , where c T is a constant). Upon observing the channel from Alice, Willie has to classify his vector of readings y w as either an AWGN vector
II. PREREQUISITES

A. Channel Model
or a vector that contains a slot with transmissions corrupted by AWGN.
We use the discrete-time slotted AWGN channel model with real-valued symbols depicted in Figures 1 and 2 . The channel has T (n) slots, each containing n symbol periods. Alice selects slot t A uniformly at random prior to transmission. If Alice chooses to transmit, she sends a vector of n real-valued symbols f = {f i } n i=1 during slot t A . The AWGN on Bob's channel is described by an independent and identically distributed (i.i.d.) sequence {z
tn ] is a vector of observations collected during slot t. If Alice transmits during slot t A , y
For any slot that is not used for transmission, y (t−1)n+i (this includes all slots {t : t = t A }, and slot t A when Alice does not transmit).
Similarly, Willie observes y w = {y w (t)}
tn ] is a vector of observations collected during slot t. The AWGN on Willie's channel is described by an
of nT (n) zero-mean Gaussian random variables with variance σ (t−1)n+i (again, this includes all slots {t : t = t A }, and slot t A when Alice does not transmit). Willie does not know t A and has to perform a statistical hypothesis test on his entire set of observations y w to determine whether Alice is transmitting.
B. Hypothesis Testing
Willie performs a statistical hypothesis test [16] on y w , where the null hypothesis H 0 is that Alice does not transmit and each sample is an i.i.d. realization of AWGN y
The alternate hypothesis H 1 is that Alice transmits, and the samples from one of the slots come from a different distribution. The rejection of H 0 when it is true is a false alarm (FA) and the acceptance of H 0 when it is false is a missed detection (MD). The probability of error P (w) e is the sum of these error probabilities weighted by the prior probabilities of the hypotheses. We assume that the prior probabilities P(H 0 true) = P(H 1 true) = − ǫ implies that the ROC curve lies arbitrarily close to the line of no-discrimination (the diagonal line where 1 − P MD = P FA ). We discuss how to achieve this next.
III. ACHIEVABILITY
We proved the achievability theorems in [2] , [3] 
to a threshold τ (n), where f 0 (y w ) and f 1 (y w ) are the likelihood functions under H 0 and H 1 , respectively. H 0 or H 1 is chosen based on whether Λ(y w ) is smaller or larger than τ (n) (if it is equal, a random decision is made):
The LRT statistic Λ(y w ) is a function of the sequence of observations y w , and, as such, is a random variable. Per its definition in Section II, y w is parameterized by the slot length n and 2 Relative entropy is also known as Kullback-Liebler (KL) divergence; see [18, Chapter 10] for the discussion of its relationship to statistical hypothesis testing.
which hypothesis is true (that is, Alice's transmission state). Let Λ (n) s ≡ Λ(y w ) where s ∈ {0, 1} indicates the true hypothesis (H 0 or H 1 ). Since one-to-one transformations of both sides in (1) do not affect the performance of the test, we analyze a detector that is equivalent to the one defined in (1) but employs the following test statistic:
where g n (x) is a one-to-one function defined later. Denote by K
convergence of random variable K (n) to random variable Q in probability and in distribution, respectively. The following lemma establishes sufficient conditions for covertness of Alice's transmission:
Lemma 1. If LRT statistic is described by random variables
where
− ǫ for any ǫ > 0 and a sufficiently large n.
Proof: Consider any ǫ > 0. Suppose Willie chooses threshold τ (n) arbitrarily. When
0 | < δ, the false alarm probability is lower-bounded as follows:
Similarly, when |V (n) 1 | < δ, the probability of missed detection is lower-bounded as follows:
Denote by E C (τ (n), δ) the event that either
when Alice transmits. Since we assume equiprobable priors,
While S (n) converges in distribution to N (0, 1), this only ensures pointwise convergence in the argument of the distribution function (that is, the distribution function F S (n) (z) of S (n) converges pointwise rather than uniformly in z to the distribution Φ(z) of N (0, 1)). However, since τ (n)
is the n th value in an arbitrary sequence, in Appendix A we exploit the uniform convergence on any finite number of points and the monotonicity of the distribution function to show that setting δ = ǫ √ 2π/9 yields n 0 such that for all n ≥ n 0 and any τ (n),
Since
and P |V
. The intersection of these events and the event
yields a detection error event. By combining their probabilities using DeMorgan's Law and the union bound, we lower-bound P
− ǫ for all n ≥ max{n 0 , n 1 }.
Remark: Lemma 1 holds when S (n) converges to any distribution provided it has a continuous density, however, here we do not need such generality.
In order to employ Lemma 1, we require a one-to-one function g n (x) that re-scales Λ t , t = t A . We define g n (x) as follows:
Thus, the re-scaled test statistic L (n) s , s ∈ {0, 1}, is expressed as follows:
By the central limit theorem (CLT) for triangular arrays [19, Th. 27
. Thus, the weighted sum in (11) and (12) corresponds to S (n) in Lemma 1. Now consider the term corresponding to slot t A ,
. It effectively offsets Z's mean away from zero and its distribution depends on Alice's transmission state s. Thus, depending on which hypothesis is true, it maps to either V
in Lemma 1. To prove achievability of covert communication, we show that there exists a coding scheme for Alice such that the random variable describing the LRT statistic has the form given in (11) and (12), with the terms in the sums satisfying the regularity conditions required by the CLT and the term corresponding to slot t A converging to zero in probability. This allows us to establish the covertness of Alice's transmission by applying Lemma 1. We prove reliability by extending the random coding arguments from [2] , [3] .
First, we state an achievability theorem under an average power constraint. Proof: Construction: Alice secretly selects slot t A uniformly at random out of the T (n)
slots. Alice's channel encoder takes as input blocks of length M bits and encodes them into codewords of length n symbols. We employ random coding arguments and independently
is defined later. The codebook 3 is used only to send a single message and, along with t A , is the secret not revealed to Willie, though he knows how it is constructed, including the value P f .
Analysis (Willie):
Denote by Y t = y i ∈yw(t) y 2 i the power in slot t. Since Willie's channel from Alice is corrupted by AWGN with power σ 2 w , the likelihood function of the observations y w under H 0 is:
Since Willie does not know which of the T (n) slots Alice randomly selects for communication, nor the codebook Alice and Bob use, but knows that Alice's signal is Gaussian, the likelihood function of the observations y w under H 1 is:
The LRT statistic Λ (n) s is the ratio between (13) and (14) . Re-arranging terms yields:
When Alice does not transmit in the i th symbol period, y i ∼ N (0, σ 2 w ) since Willie observes AWGN; when Alice transmits,
. . , T (n) be a sequence of i.i.d. chi-squared random variables with n degrees of freedom.
, and U (n,1)
Application of g n (x) in (10) to (15) yields the expression for L (n) s in the form defined in (11) and (12) .
Using the moment generating function (MGF) M χ 2 n (x) = (1 − 2x) −n/2 of a chi-squared random variable, we have:
Since P f < 
. Also, when Alice does not transmit, by Chebyshev's inequality:
Since T (n) = ω(1) and
When Alice transmits,
By Chebyshev's inequality:
Let's divide the numerator and the denominator in the RHS of (21) 
where the second inequality in (23) follows from σ . Also,
,
for a constant c P ∈ (0, 1) ensures
Convergence follows from noting that 1 −
, and using the Taylor series expansion of log(1 − x) at x = 0. When T (n) = Ω(e n ), convergence is obtained by setting
. Therefore, by Lemma 1, setting
− ǫ for any ǫ > 0.
Analysis (Bob):
Let Bob employ the maximum likelihood (ML) decoder (i.e., minimum distance decoder). If Bob knows the value of t A , since
}, Alice can reliably (i.e., with Bob's decoding error probability, averaged over all the codebooks, decaying
covert bits, where γ ∈ (0, 1) is a constant [2] , [3] . However, knowledge of t A is unnecessary for Bob if T (n) < 2 c T n , where c T > 0 is a constant. Let's augment Alice and Bob's Gaussian codebook with the origin c(0) = {0, . . . , 0} (indicating "no transmission") and have Bob attempt to decode each of the T (n) slots. The squared distance between a codeword c(W k ) and c(0) is P f X, where X ∼ χ 2 n . Repeating the analysis of Bob's detection error probability from [2] , [3] using the distance between c(W k ) and c(0) instead of c(W i ) yields a looser upper bound on the probability of the decoding error in each slot. By the union bound over all T (n) slots, the overall probability of error is P bits in a randomly selected n-symbol slot t A . Therefore, O(min{ n log T (n), n}) covert bits can be transmitted reliably using slot t A .
Unfortunately, representing real-valued codewords requires unbounded storage, which means that the length of the secret pre-shared by Alice and Bob is infinite. To address this, we consider finite alphabet input, which also satisfies a peak power constraint on the transmitter. The remark in [3, Section III] allows both improvement of Bob's decoding performance and reduction of the size of the pre-shared secret to O(n) bits (provided T (n) < 2 c T n ). Proof: Construction: Alice secretly selects slot t A uniformly at random out of the T (n) slots in which to communicate. She encodes the input in blocks of length M bits into codewords of length n bits/symbol with the symbols drawn from alphabet {−a, a}, where a satisfies the peak power constraint a 2 < P max and is defined later. Alice independently generates 2
4
Theorem 1.2 (Achievability under peak power constraint). Suppose Alice has a slotted AWGN channel to Bob with T (n) = ω(1) slots, each containing n symbol periods, and that her transmitter is subject to the peak power constraint
. As in the proof of Theorem 1.1, this single-use codebook is not revealed to Willie, though he knows how it is constructed, including the value of a. While in this proof the entire codebook is secretly shared between Alice and Bob, the 4 We believe that the pre-shared secret can be reduced to O( √ n log n) bits using a protocol described in [3, Appendix] and, possibly, to O( √ n) bits using resolvability-based approach in [5] . However, this is outside of the scope of this work.
amount of shared secret information can be reduced using the remark in [3, Section III].
Analysis (Willie):
The model for the AWGN channel from Alice to Willie did not change from Theorem 1.1, implying that the likelihood function of the observations y w under H 0 is given by (13) . Since Willie does not know which of the T (n) slots Alice randomly selects for communication, nor the codebook Alice and Bob use, but knows how the codebook is constructed, the likelihood function of the observations y w under H 1 is:
The LRT statistic Λ (n) s is the ratio between (13) and (24) . Re-arranging terms yields:
Let U denotes the log-normal distribution with location µ and scale σ 2 . Thus,
To obtain σ 2 U (n), we calculate the second moment of U
where (28) follows from exp (29) is because for a given b ∈ {−1, 1} n and any
is a unique vector in {−1, 1} n ; and, (30) follows from Appendix B. Thus,
Since T (n) = ω(1),
When Alice transmits, by construction, Willie observes y (t
where (33) follows from exp 
, where
with (37) following from c i + b i ≤ 2 and arguments for (33) above. By Chebyshev's inequality:
Dividing both numerator and denominator of (38) by cosh
, we note that
for a constant c P ∈ (0, 1)
Convergence follows from noting that cosh 
, Alice can ensure reliable decoding (i.e., Bob's error probability, averaged over all the codebooks, decaying to zero as n → ∞) for
bits, where γ ∈ (0, 1) is a constant.
However, as in Theorem 1.1, knowledge of t A is unnecessary for Bob if T (n) < 2 c T n where c T is a constant. Again, let's augment Alice and Bob's codebook with the origin c(0) = {0, . . . , 0}
(indicating "no transmission") and have Bob attempt to decode each of the T (n) slots. Denoting the decoding error probability in slot t by P e (t), we employ the union bound over all slots to upper-bound the overall decoding error probability:
The decoding error probability for one of the T (n) − 1 slots that Alice does not use is the probability that the received vector is closer to some codeword than the origin c(0):
where the inequality is the union bound. Since the Euclidean distance between each codeword and c(0) is √ na, by [20, Eq. (3.44)]:
where [21, Eq. (5)]. Substituting (41) into (40) yields
To upper-bound the decoding error probability for the slot that Alice uses to transmit, we combine the bounds in (42) and (64) as follows:
Combining (39), (42), and (43) yields
If
. Thus, for large enough n,
and Bob's decoding error probability decays to zero if Alice attempts
bits in a randomly selected n-symbol slot t A , where
, and T (n) < 2 c T n where c T =
(1−γ)c P σ 2 w log 2 e 16σ 2 b ensures that Bob's decoding error probability decays to zero if Alice attempts to transmit M = nγ min 1 − log 2 1 + exp − 
IV. CONVERSE
Here we show that Alice cannot transmit ω( n log T (n)) bits both reliably and covertly using one of T (n) n-symbol slots. Alice attempts to send one of 2 M (equally likely) M-bit messages reliably to Bob using a sequence of n consecutive symbol periods out of nT (n), where M = ω( n log T (n)), and each message is encoded arbitrarily into n symbols. Unlike in the previous section, here Willie is oblivious to the locations of the slot boundaries, Alice's codebook construction scheme and other properties of her signal. Nevertheless, by dividing his sequence of nT (n) observations into a set of T (n) non-overlapping subsequences, and employing a simple threshold detector on the maximum subsequence power, Willie can detect Alice if she attempts to transmit ω( n log T (n)) covert bits reliably. We assume that Alice is power-constrained, precluding transmission of ω(n) bits in n AWGN channel uses (see standard arguments in [18,
Chapter 9]). We therefore limit our analysis to T (n) = o(e n ).
Theorem 2.
If Alice attempts to transmit ω( n log T (n)) bits using a sequence of n consecutive symbol periods that are arbitrarily located inside a sequence of nT (n) symbol periods, then, as n → ∞, either Willie can detect her with high probability, or Bob cannot decode with arbitrarily low probability of error.
Proof: Willie divides the sequence y w of nT (n) observations into a set of T (n) nonoverlapping subsequences {y w (t)} T (n) t=1 , with each y w (t) containing n consecutive observations. Denote by Y t = y i ∈yw(t) y Suppose Alice does not transmit. Willie's probability of false alarm is P(Y max > τ ). Let τ = σ 2 w (n + √ nδ). To find δ so that Willie's detector has an arbitrary probability of false alarm P * FA as n → ∞, note that each Y t = σ 2 w X t where {X t }, X t ∼ χ 2 n , t = 1, . . . , T (n) is a sequence of i.i.d. chi-squared random variables each with n degrees of freedom. We have
where X max = max t∈{1,...,T } X t . For the desired P *
Using a Chernoff bound for the tail of a chi-squared distribution [22, Lemma 2.2], we obtain:
where (47) results from a Taylor series expansion of log(1 + x) at x = 0. Discarding low order terms and solving (47) for δ yields δ = 2 − log (1
). Thus, setting δ = c log T (n) with some constant c > 0 yields the desired probability of false alarm P * FA . Now suppose Alice uses an arbitrary codebook {c(W k ), k = 1, . . . , 2 nR } and transmits codeword c(W k ) using n consecutive symbol periods. Denote the average symbol power of
. Since Alice uses n consecutive symbols, her transmission overlaps at most two of Willie's subsequences, which we denote t A and t B . Denote by P A and P B the power from Alice's transmission in subsequences t A and t B , respectively, with P A + P B = nP f .
Willie's probability of missing Alice's transmission is
where the factorization in (48) is because Alice's codeword and the noise in other subsequences are independent.
does not depend on Alice's codeword. However, since the codeword is an unknown deterministic signal that is added to AWGN on Willie's channel to Alice, 
Since P(Y t B ≤ τ ) ≤ 1, Chebyshev's inequality with (49) and (50) yields
Therefore, if
can be made arbitrarily small. The proof of the non-zero lower bound on the decoding error probability P if Alice tries to transmit ω( n log T (n)) bits in a single slot using average symbol power P f = O log T (n) n follows from the arguments in the proof of Theorem 2 in [2] , [3] .
Remark
Attempting to transmit ω( n log T (n)) bits in a single slot while maintaining covertness by using average symbol power
results in the non-zero lower bound on the decoding error probability P
e . However, a natural question is whether it is possible to transmit ω( n log T (n)) covert bits in expectation. If this were possible, then Alice and Bob could employ error correction coding to achieve throughput that exceeds the limit imposed by the codebook construction in the proofs of Theorems 1.1 and 1.2. However, we can use the arguments in the remark that follows the proof of Theorem 2 in [3] to demonstrate that the expected number of covert bits transmissible in a single slot cannot exceed O min{ n log T (n), n} , obviating any additional layers of error control coding.
V. DISCUSSION
Here we relate our work to other studies of covert communication. An overview of the area can be found in [24] .
A. Relationship with Steganography
Covert communication is an ancient discipline [25] of hiding messages in innocuous objects.
Modern steganographic systems [26] hide information by altering the properties of fixed-size, finite-alphabet covertext objects (e.g. images), and are subject to a similar SRL as covert communication: O( √ n) symbols in covertext of size n may safely be modified to hide an O( √ n log n)-bit message [27] . The similarity between the SRLs in these disciplines is from the mathematics of statistical hypothesis testing, as discussed in [3] . However, in steganography, the transmission to Bob is noiseless, which allows the extra log n factor.
Batch steganography uses multiple covertext objects to hide a message and is subject to the steganographic SRL described above [28] , [29] . The batch steganography interpretation of covert communication using the timing-based degree-of-freedom that is described here is equivalent to using only one of T (n) covertext objects of size n to embed a message. Willie, who knows that one covertext object is used but not which one, has to examine all of them. We are not aware of any work on this particular problem, but it is likely that one could extend our result to it.
We also note that more recent work on steganography shows that an empirical model of the covertext suffices to break the steganographic SRL, allowing the embedding of O(n) bits in an n-symbol covertext [30] . However, this technique relies on embedding messages in covertext by replacing part of it-something that cannot be done in standard communication systems unless Alice controls Willie's noise source.
B. Related Work in Physical Layer Covert Communication
The emergence of radio-frequency (RF) communication systems necessitated the development of means to protect them from jamming, detection, and eavesdropping. Spread-spectrum techniques [31] address these issues by transmitting a signal that requires bandwidth W M on a much wider bandwidth W s ≫ W M , thus, effectively suppressing the power spectral density of the signal below the noise floor. This provides both covertness as well as the resistance to jamming, fading, and other interference.
However, while the spread-spectrum architectures are well-developed, the fundamental SRL for covert communication has been derived only recently [2] , [3] . This resulted in the revival of the field, with follow-on work focusing on reducing the size of the pre-shared secret [4] , [5] , fully characterizing the optimal constant hidden by the big-O notation of the SRL [5] , [6] , and extending the SRL to bosonic channels with Willie limited only by the laws of quantum mechanics [9] , [10] . Finally, while here we improve on the SRL by exploiting Willie's ignorance of transmission timing, other studies explore even stronger assumptions on his limitations.
In particular, authors in [11] , [12] , [14] examine the impact of the noise in Willie's channel estimates, which allows O(n) covert bits to be transmitted in n uses of the channel even when Willie has the upper and lower bounds on the estimates. Thus, positive-rate rather than SRL-governed covert communication is possible when Willie's knowledge of the channel is incomplete.
VI. CONCLUSION AND FUTURE WORK
We have shown that secretly pre-arranging a choice of a single n-symbol period slot out of T (n) allows Alice to reliably transmit O(min{n, n log T (n)}) bits on an AWGN channel to Bob while rendering Willie's detector arbitrarily close to ineffective. Surprisingly, the multiplicative increase in transmitted information over the result in [2] , [3] is obtained without the need for Bob to know which slot holds the transmission if T (n) < 2 c T n , where c T is a constant, and, when T (n) ≥ 2 c T n only an additive expense of an extra log T (n) pre-shared secret bits is needed. In the future we plan on combining this work with our recent results on jammer-assisted covert communication [8] to enable covert networks.
APPENDIX A DERIVATION OF (8) Since S (n) is independent of which hypothesis is true, (7) can be re-written:
Denote the standard Gaussian distribution function by Φ(z) = is the standard Gaussian density function. The convergence of F S (n) (z) to Φ(z) is pointwise in z, and, since τ (n) is the n th value in an arbitrary sequence, we cannot use this fact directly. τ (n), δ) ).
G, H and δ are the constants that we select. τ (n) satisfying G ≤ τ (n) ≤ H is illustrated.
However, let's choose finite constants G < 0 and H > 0, and partition the real number line into three regions as shown in Figure 3 . Clearly, for any n, τ (n) is in one of these regions. Next we demonstrate that (8) holds for an arbitrary τ (n) by appropriately selecting G, H, and δ.
Consider τ (n) < G, or region 1 in Figure 3 :
Because the convergence of F S (n) (z) to Φ(z) is pointwise, given δ, ǫ, and G = Φ −1 (ǫ/3) − δ, there exists n 2 such that, for all n ≥ n 2 ,
when τ (n) < G. Similarly for τ (n) > H, or region 3 in Figure 3 :
Again, because the convergence of F S (n) (z) to Φ(z) is pointwise, given δ, ǫ, and H = Φ −1 (1 − ǫ/3) + δ, there exists n 3 such that, for τ (n) > H and all n ≥ n 3 ,
Finally, consider τ (n) satisfying G ≤ τ (n) ≤ H, or region 2 in Figure 3 . Let's assume that H and G are selected so that H − G is an integer multiple of δ (e.g., using larger H than necessary, which results in the RHS of (56) being smaller). Consider a sequence (x k ) (H−G)/δ+2 k=0 where x 0 = G − δ, x 1 = G, x 2 = G + δ, x 3 = G + 2δ, . . . , x (H−G)/δ = H − δ, x (H−G)/δ+1 = H,
