ABSTRACT: Dispersion in porous media has been postulated as a mechanism that can increase particle transport, but the magnitude of increased transport predicted using analytical models of column experiments is a function of the boundary conditions chosen for the models. To date, insufficient attention has been paid to the implications of these boundary conditions for column or field simulations of particle transport. In order to assess the potential effect of particle dispersion on bacterial transport during bioremediation using bioaugmentation, we review the most frequently applied boundary conditions and models used in particle transport modeling. Using a finite-difference model written in MATLAB to simulate a column experiment, we demonstrate that for boundary conditions typically employed in short (ϳ10 cm) laboratory columns, hydrodynamic dispersion in such systems does not appreciably alter the calculation of bacterial stickiness or overall transport. However, dispersion is known to increase with distance, resulting in dispersivities on the order of one to several hundred meters over distances of 100 m. Using boundary conditions appropriate for field tests (a semi-infinite domain), and increasing dispersivity in proportion to transport distance, it was similarly demonstrated that dispersion would not appreciably increase the distance of particle travel (defined as the distance prior to a 2-log reduction in bacteria concentration) in field situations. Thus, it is concluded that dispersion can be neglected in calculating particle collision efficiencies in both laboratory and field experiments.
INTRODUCTION
An understanding of bacterial transport in porous media is desirable because contaminant-degrading genetically engineered or specially isolated microbes are candidates for in situ subsurface remediation (Harvey and Garabedian 1991) . Considerable attention has been devoted to measuring bacterial transport through laboratory-scale columns packed with various types of porous media (Fontes et al. 1991; Li and Logan 1999) . The deposition of microbes onto soil surfaces is usually quantified using the clean-bed filtration theory (Rajagopalan and Tien 1976; Logan et al. 1995) . This model is based upon two assumptions that have been questioned in the literature. First, that the collision efficiency, defined as the probability that collision between a particle and soil grain will be successful, is constant. Second, that hydrodynamic dispersion can be neglected. It is the second assumption that is the subject of this paper. Qi (1997) first questioned whether particle dispersion could be neglected in column studies, as common packed-bed reactor models indicated that dispersion should reduce particle reaction (i.e., attachment) and therefore increase overall particle transport through the column, compared to transport predicted by the assumption of plug flow. It was argued, using the model suggested by Qi and laboratory-derived particle dispersion coefficients, that the magnitude of dispersion was too low in column tests to justify the inclusion of dispersion in filtration models (Logan et al. 1997 ). However, it was noted that under some unusual conditions dispersion might result in inaccurate estimation of particle collision efficiencies.
The importance of dispersion was again questioned by Bolster et al. (1998) . They derived a simple relationship between particle retention and a dispersion coefficient that reaffirmed that dispersion could be neglected under typical laboratory 1 Res. Assoc., Dept. of Chem. and Envir. Engrg., Univ. of Arizona, Tucson, AZ 85721; currently, McLaren/Hart, Inc., Two North Shore Ctr., Ste. 100, Pittsburgh, PA 15212-5838. conditions. However, under very special conditions, when dispersion was assumed to be large relative to advection, overall particle transport would be increased relative to plug-flow models. The models suggested by Qi (1997) and Bolster et al. (1998) differed in their boundary conditions, leading to different conclusions concerning the effect of dispersion on transport although both models indicated under some conditions that dispersion was important.
Hydrodynamic dispersion in porous media is known to increase in proportion to the length scale of the experiment (Gelhar et al. 1992 ). In one study, for example, the dispersivity of an inert tracer was 2.4, 4.6, and 10.5 m at distances of 25, 50, and 150 m away from the injection point. This increase in dispersion with scale is not unique to soil systems. It has long been known that longitudinal dispersion in surface waters increases in proportion to length to the 4/3 power, a phenomenon referred to as the 4/3 law (Fisher et al. 1979; Logan 1999 ). This increase in dispersion has not been previously included in particle transport models for porous media, and its impact on field-scale bioaugmentation is therefore unknown. Since the ultimate goal of column-scale research is to estimate the effective travel distance of microbes at potential field sites, the role of hydrodynamic dispersion on bacterial deposition needs to be better understood. An error in the collision efficiency calculation caused by neglecting dispersion in a column experiment could translate into a large error in the prediction of field-scale travel distance. A numerical model was therefore developed to assess the impact of high dispersion coefficients on particle transport under field-scale conditions. Given the relative controversy surrounding the role of dispersion in column experiments, and the variety of boundary conditions that can be used, we have included here a review of analytical models and boundary conditions appropriate for column and field-scale particle transport experiments.
METHODS

Governing Equations
Bacterial transport in both column-and field-scale studies can be described by a one-dimensional advective-dispersive transport equation with first-order decay as
where C = bacterial concentration; u = pore velocity; and k = rate of bacterial deposition onto soil grains. The longitudinal dispersivity, a L , is related to a general dispersion coefficient,
When dispersion is negligible, (1) reduces to
Under steady-state conditions with a continuous input of bacteria at a concentration C 0 , the concentration profile as a function of distance is commonly calculated in the absence of dispersion, according to filtration theory (Rajagopalan and Tien 1976; Logan et al. 1995) , by integrating (3) to obtain
The first order rate constant, k, representing the rate of loss of bacteria to the soil grains, is calculated using the RT cleanbed filtration model (Rajagopalan and Tien 1976) as
where = filtration coefficient, and ␣ = true collision efficiency. The RT model includes the particle removal mechanisms of diffusion, interception, and gravitational sedimentation. The filtration coefficient is
where = column porosity; d the soil grain diameter; and the collector efficiency (the ratio of the rate at which the bacteria collide with the soil grains to the rate of approach), calculated as described in Logan et al. (1995) .
Treatment of Experimental Data
In column experiments, researchers have traditionally measured the mass of bacteria at the column entrance and exit to determine a breakthrough curve, which is a plot of the effluent concentration versus time (Martin et al. 1992; Rijnaarts et al. 1996) . Using a radiolabeling technique (Gross et al. 1995) , it is also possible to measure, at the completion of an experiment, the mass of bacteria deposited on soil grains inside the column. In this method, the soil is extracted and sliced into several sections to calculate the fraction of bacteria that are retained in each slice, FR i , where i indicates the section number and increasing i represent increasing distances into the column. FR i is calculated based on the mass of bacteria that enters each slice, which is determined by a mass balance based on the total radioactivity added to the column. The fractional retention of bacteria in each slice can be used to calculate the collision efficiency as a function of distance into the column, ␣ i . By measuring the cumulative mass of bacteria deposited over the course of an entire experiment, it has been shown (Jewett et al. 1993; Gross et al. 1995 ) that a more accurate estimate of the collision efficiency can be determined than the estimate obtained from a breakthrough curve when ␣ < 0.1. The collision efficiency should be constant, but decreases in ␣ with distance observed in some studies (Jewett et al. 1993; Martin et al. 1996) have been speculated to result from dispersion, a mechanism which is not included in the filtration model (Logan et al. 1997 ). In models used here, the effect of dispersion on bacteria transport will be examined by calculating the mass of bacteria deposited and transmitted through the column in the presence of dispersion.
At the field scale, the aqueous concentration of bacteria is measured at a monitoring well located some distance downstream from the point of injection. Because the injection well may not capture the entire lateral width of the bacterial plume, the concentration of recovered bacteria is usually reported relative to a conservative tracer (Harvey and Garabedian 1991) . The relative cumulative mass of recovered bacteria at an injection well, R m , is
where C w (t) = concentration of bacteria detected in the monitoring well at time t; T = concentration of conservative tracer at time t; t f = time of collection; and T 0 = initial concentration of conservative tracer. The relative dimensionless concentration of bacteria measured in the monitoring well as a function of time is
Analytical Solutions and Boundary Conditions
Different boundary conditions have often been used to solve the advective-dispersive equation for C(t) for finite (column) and infinite (field) systems. A column system has a fixed length, with the injection solution constrained to travel between an inlet and outlet. Field studies usually have a defined inlet (a pump) but all flow must not pass through a defined outlet. Of the many boundary conditions and solutions that have been presented in the literature to model these systems, several are reviewed below in order to demonstrate the advantages and disadvantages of these approaches for predicting the effect of dispersion on bacterial transport.
Column-Scale Models. The inlet and outlet flux boundary conditions for a packed-bed reactor with first-order decay originally proposed by Dankwerts (1953) , and later mathematically justified by Wehner and Wilhelm (1956) , are
where L is the column length and C 0 the reservoir concentration. The steady-state analytical solution to (1) using (9) and (10) which produce the solution shown in Table 1 (d) . Van Genuchten and Parker (1984) demonstrated that a solution to the governing transport equation developed by Brenner using boundary conditions (9) and (10) was the best solution of those examined for a finite system. However, the application of Brenner's solution to a finite column led to an expression that was mathematically identical to the one developed using boundary conditions (11) and (12) Both of the proposed inlet boundary conditions [(9) and (11)] have significant limitations when the dispersion term in (1) is large compared to the advection term (Pe < 5). The use of (9) creates a discontinuity in concentration at the inlet. The mass in the entering solution at a concentration C(x = 0) must be reduced to a new concentration C(x = 0 ϩ ) in order to transport mass forward by dispersion [ Fig. 1(a) ]. If the concentration is held constant on both sides of the inlet, then mass is created in proportion to the rate of forward dispersion [Fig. 1(b) ]. Therefore, while (11) preserves the continuity of concentration across the inlet, mass is not conserved. Because mass is created at the inlet, boundary condition (11) should always be avoided unless the magnitude of
is smaller than uC 0 .
At a column outlet, the infinite boundary condition (12) is preferred for packed-bed calculations over (10) even though the column is not infinite in length. While dispersion in porous media can be depicted using a term that mathematically describes dispersion by a process analogous to diffusion, dispersion arises from multiple flow paths in the porous medium and is not driven by concentration gradients (Logan 1999) . Dispersion does not cease at the column outlet, and the concentration gradient does not have to be zero at the column outlet, as specified in (11), unless dispersion is dominated by molecular diffusion and mechanical dispersion is small. Therefore, the behavior of dispersion is incorporated best in analytical solutions by using a boundary condition (at infinity) that exceeds the length of the column. Analytical solutions can be derived based on different combinations of the above boundary conditions, but the limitations of the approach will not change. Other factors may also need to be considered. For example, as the chemical travels through the influent tube, the chemical concentration can decrease from C 0 at the supply reservoir to C 0 ϩ a L at the column dC/dx͉ x=0 inlet due to dispersion (Wehner and Wilhelm 1956) . Therefore, nonsteady solutions may be based on an overestimate of the inlet concentration. Since the outlet of the column is considered to reach infinity, it can be argued for similar reasons that the inlet of the column should also be modeled as an infinite system .
Field-Scale Models. A better approach to modeling column-scale and field-scale systems has emerged from equations that account for increases in dispersion with the length-scale of the system. Two types of boundary conditions are typically used for field-scale systems, depending on whether a constant or increasing dispersivity is used in the model. When the dispersivity is constant, an analytical solution exists for a fluxtype inlet and unconfined outlet [semi-infinite domain; Table 1(c)]. The boundary condition for the system inlet is (9), and the outlet is (12). Although the flux condition preserves mass about the inlet, this condition produces concentration discontinuities at the system inlet, as discussed above.
A more realistic approach for including dispersion in a transport model is to increase the dispersion coefficient over the length of transport. A review of numerous field studies has shown that dispersivity increases with distance from the injection well (Gelhar et al. 1992) . Given this observation, the boundary conditions in columns and field sites may be more accurately specified by assuming a fixed mass application rate at x = 0 and allowing the dispersivity to increase as a function of distance away from the inlet. Analytical solutions are available for instantaneous [Dirac; Table 1(a)] or pulse [Table 1(b)] inputs into a system unconfined at x = Ϯϱ (infinite domain), with an exponentially increasing dispersivity. The boundary conditions for this system (Aral and Liao 1996; Bear 1972) are
Unconfined outlet: C(x → Ϯϱ, t) = 0 (15)
where M = mass of applied bacteria; A = cross-sectional area; ␦(x) = Dirac-delta function; and the dispersivity is a function of the constants a 1 , a 0 , and . The amount of mass present in a field system at time t may be calculated directly when a Dirac input is applied at x = 0 in an infinite domain. The concentration profile in an infinite domain as a function of the variables x, t, k, and u and constants, a 0 , a 1 , and (Aral and Liao 1996) 
The mass in the system at time t is
The integral in (18) can be evaluated using (17) 
T 0
Because the center of the injected spike is located at x = u/t, this result can also be interpreted as
where M L is a slug of mass centered at x = L. Thus, these results indicate that for a pulse injection the mass retained in the system undergoing a first-order decay is independent of the dispersion coefficient. Field Scale Dispersivities. Gelhar et al. (1992) summarized dispersivities from 59 different field experiments and classified the reliability of each study (Fig. 2) . Although Gelhar et al. (1992) cautions that this data cannot be used to create a single dispersivity coefficient applicable to all sites, we fit the data with the expression 
L max where a max Յ 1. Eq. (22) represents the lower bound of dispersivities reported in field experiments (Fig. 2) . Gelhar et al. (1992) suggests that the dispersivities in the lower range are most likely representative of realistic dispersivities. The two dispersivity functions given in (21) and (22) therefore bound the range of reasonable, but large, dispersivity coefficients.
Finite-Difference Model and Boundary Conditions
The analytical solutions in Table 1 describe the aqueous particle concentrations at a fixed point in space. A finite-difference model was therefore developed to allow a simultaneous determination of the mass of bacteria deposited onto soil grains and the effluent concentration as a function of time. The model was used to simulate a pulse input of the type commonly used in bacterial transport experiments (Gross et al. 1995; Martin et al. 1996 ). The numerical model consisted of (1) describing the concentration of bacteria in solution and a second equation to describe the retained concentrations
where S = number of bacteria deposited per mass of soil, and s = soil bulk density. In the model, particle retention was calculated over several sectional lengths in order to simulate the experimental method of determining bacterial retention in a column study by extruding and slicing the column. The number of bacteria retained in each was calculated in the model as
where S i = number of bacteria deposited per mass of soil in section i; D = column diameter; and L i = length of column section i. This result was used to calculate the comparable fraction of bacteria retained that would be measured in a column slicing experiment as
where FR i and FR j = fraction of bacteria retained in slices i and j; Q = volumetric flow rate; t in = length of time of injection; and C 0 = number concentration of injected microbes. After values for FR i were calculated in the model, the average collision efficiency for all slices in the column ␣ avg and sectional collision efficiency ␣ i were determined using
where L i = length of a column slice and h = number of column segments used in the model. Notice that the parameters ␣ i and ␣ avg were calculated in (26) and (27) by assuming that dispersion was negligible. Comparing these results with the true collision efficiency ␣ used in our model (see below), the model could be used to calculate the average and sectional collision efficiency a researcher would observe when column dispersion was present but neglected in the calculations. Model Boundary Conditions. Three sets of boundary conditions were used in model simulations to demonstrate the effect of dispersion on bacterial transport. First, to model a column-scale experiment using a traditional approach, the Dankwerts boundary conditions [(9) and (10), Table 1(e)] were chosen. Second, to model a field-scale experiment using a traditional approach, boundary conditions for a semi-infinite system with a constant dispersion coefficient were selected [Table 1(c)]. Third, a field-scale system was modeled assuming an exponentially increasing dispersion coefficient using the boundary conditions in Table 1 (b) . Although the analytical solution presented in Table 1 (b) is for a continuous source, one of the simulations performed here was for a source of finite duration produced by the principle of superposition, as in Runkel (1996) .
Numerical Model Parameters
In order to compare the above model simulations, a set of model parameters was selected based on typical laboratory column experiments (Table 2 ; Jewett et al. 1995; Martin et al. 1996) . The magnitude of dispersion in a column system de- Table 2 ) pends on the uniformity and median diameter of the soil packing (Klotz et al. 1980 ). Soil uniformity is characterized by the uniformity coefficient, = d 60 /d 10 , where d 60 and d 10 represent the sieve diameters that pass 60% and 10% of a soil sample. In a column system, changing the soil packing can vary the dispersivity by up to two orders of magnitude (Table 3) , and the dispersivities used in the model were selected to reflect this range.
The model parameters were used in conjunction with the Dankwerts (1953) boundary conditions and a finite-difference model coded in MATLAB to simulate the sectional and average collision efficiencies as a function of the actual collision efficiency and the dispersion coefficient. The model was checked against the steady-state analytical solution [Table 1(e)].
Transport Distance
The distance necessary for a 2-log removal of cells in the absence and presence of hydrodynamic dispersion was used as a measure of the effect of dispersion on bacterial transport. In the absence of dispersion, the distance to 2-log removal L 2 was calculated as
RESULTS
Column-Scale Simulations
When the Dankwerts boundary conditions were used to model bacterial transport in short (7 cm long) columns, dispersion was predicted to alter the steady-state effluent concentration and particle deposition within the column only at extremely large dispersivities (Fig. 3) . Under typical conditions of a L = 0.07 cm (Pe = 100), there was a negligible difference between the collision efficiency that would be calculated from experimental column data by neglecting dispersion (␣ avg ) and that used in the simulation (␣). Even when the largest physically reasonable dispersivity equal to the column length (Pe = 1) was used with a range of true collision efficiencies (␣ = 0.01 Ϫ 0.0001) for finite-difference model simulations, dispersion resulted in relatively small changes in both ␣ avg or the effective transport distance, L 2 (Table 4) . Collision efficiencies in columns can rarely be measured with less than a 5% accuracy (Jewett et al. 1993) . In all simulations in Table 4 , ␣ avg changed by <1% and L 2 by <10%, indicating that dispersion had a small effect on particle transport even when the Dankwerts boundary conditions were used.
Intracolumn deposition patterns predicted using the Dankwerts boundary conditions at high dispersivities also reveal patterns not typically observed in intracolumn studies. When the dispersivity was increased from 0.07 to 7 cm, the overall average collision efficiency decreased (the entire curve shifted downward), but the sectional collision efficiency (bacterial stickiness as a function of distance), ␣ i , increased with distance in the column (Fig. 3) . This increase resulted from the boundary condition dC /dx = 0 at x = L. Since the only way bacteria can exit the column with this boundary condition is by advection (the concentration gradient is zero, and therefore the dispersive flux is zero), the microbes were predicted by the model to accumulate in solution. This accumulation, which increased overall attachment and therefore predicted increased sticking coefficients at the column outlet, is unrealistic. Measured sticking coefficients usually decrease along the length of the column and have not been observed to increase at the column outlet (Camesano and Logan 1998) . In an actual column, dispersion does not cease near the end of the column and, therefore, bacteria would not be expected to accumulate at the end of the column in response to a column exit.
Given such small changes in the transport distance of bacteria and the physically unrealistic prediction of an increase in the sticking coefficient near the end of the column, we con- Table 2 clude that the Dankwerts boundary conditions are inappropriate at large particle dispersivities. At smaller and more reasonable dispersivities typical of column experiments, dispersion will not alter steady-state or deposition profiles and the Dankwerts boundary conditions can be applied. However, since dispersion has no influence on deposition, steady-state filtration theory (which does not contain a dispersion term) could also be used to calculate the collision efficiency.
Field-Scale Simulations
Field-scale conditions differ from those present in columns in that it is clear that field systems would not have a defined effluent boundary. Therefore, the boundary condition at infinity [e.g., (12)] can safely be assumed at downstream locations.
The predicted impact of dispersion on bacterial transport over large field-scale distances is a function of how dispersion is modeled at the system inlet. If dispersion is not allowed to occur in the negative-x direction [(9)] when the dispersivity is large, then the particle concentration at the inlet must undergo a sudden and large decrease in order to disperse the mass in the forward direction (e.g., Fig. 1 ). This results in a forward dispersion velocity that is unreasonably larger. However, if the dispersion coefficient is increased at a reasonable rate, considered here as one which does not produce a forward dispersion velocity that is larger than the advection velocity, then dispersion can be shown to have no impact on particle transport.
This effect of a variable versus a constant dispersion coefficient can be illustrated for a pulse addition using the analytical models in Table 1 (21)] so that a distance of 150 m of the dispersivity averaged over the length of travel was 4 m. Thus, the dispersivity that would be measured at 30 m was 2.2 m while at 150 m the cumulative dispersivity would be 7 m, but the average dispersivity (if measured at several points along the length of flow) would be 4 m. For constant dispersion simulations, a dispersivity of 4 m was used. This comparison of the constant and variable dispersion coefficient is shown in Fig. 4 for pulse injection after 4.2 and 12.4 days. The main effect of the increasing dispersion coefficient is that large concentration gradients are minimized at the origin where dispersion produces the largest effect on overall transport. For example, at x = 50 m after 4.2 days, when dispersion is increased as the pulse moves forward it can be seen, in Fig. 4 , that there is a negligible concentration gradient at the origin. In the case of a constant dispersion coefficient, however, there is still a substantial concentration gradient at the origin. Far from the origin, the concentration profiles calculated with the two models appear similar.
Applying the flux boundary condition at the inlet, when dispersion is large and constant, imposes an unrealistic constraint in that dispersion can only move the pulse forward. Therefore, the pulse is advanced forward at an unrealistic mean velocity. This incorrect advancement of the plume can be shown to be due to the boundary condition at the origin by direct numerical integration of the mass in a pulse input when the average velocity of the flow has carried the pulse to a distance of 150 m (Fig. 5) . Because the inlet boundary condition only allows mass to be pushed forward from the inlet, the slug of mass is centered at a distance x > u/t (in this case 157 m) as opposed to x = u/t (150 m). Because x > u/t, this results in a velocity distribution that is skewed toward faster velocities. This creation of a velocity distribution that is not normally distributed about the true mean velocity conflicts with the assumption that dispersion can be described as the sum of perturbations, uЈ, about a mean velocity, ū, where u = ū ϩ uЈ and ūЈ = 1/T uЈ dt = 0 (Logan 1999) . By increasing the dispersion T ͐ 0 coefficient as the pulse moves away from the origin, this effect on the velocity distribution can be avoided, because the velocity fluctuations will not be large enough in the negative xdirection to extend back to the origin, as shown by Fig. 4 .
Continuous Input
For a continuous input, dispersion does not affect the concentration profile once the advancing front has passed a given location. This can be seen in Fig. 6 , where concentration profiles are calculated after 1/2 and 1 days for cases of an increasing dispersion coefficient [Table 1(b)]. The dispersivity function used in this example [(22) ] represents the lower bound of valid dispersivity coefficients. Once the concentration front has advanced beyond a point of interest, for example at x = 6 m, the concentration profile is independent of the dispersion coefficient.
This result can be confirmed mathematically by using the infinite domain analytical equation [Table 1(a) ] to calculate the amount of mass that remains in the aqueous phase centered at x = L when a Dirac input has been applied at x = 0. The mathematical basis of this statement was shown by (17)- (20), using a somewhat different approach in Logan et al. (1999) . Because this result is independent of the dispersion coefficient, the amount of deposition that occurs between x = 0 and x = L is independent of the dispersion coefficient. When a continuous input is applied, the concentration profile is indepen- Table 2] dent of the dispersion coefficient once steady-state has been achieved.
Although the amount of mass centered at x = L in the example above is independent of dispersion when a Dirac input is applied to an infinite system, the steady-state concentration profile for a continuous input in an infinite domain system is not necessarily independent of the dispersivity. A steady-state concentration profile was plotted for plug flow, a specified flux semi-infinite system with constant dispersivity, and an infinite system with increasing dispersivity (Fig. 7) assuming the same conditions used for the pulse input shown in Fig. 4 . On log [ Fig. 7(a) ] and linear [ Fig. 7(b) ] scales, it is apparent that both the semi-infinite (specified flux) and infinite systems have concentration discontinuities at the system inlet. The discontinuity in the concentration in the semi-infinite system <
is caused by the condition that the inlet boundary condition conserves mass. The concentration discontinuity in the infinite system > occurs because the system is not con-
strained at x = 0. When the dispersion coefficient is large enough, mass disperses into the region where x < 0. Despite the differences at the inlet, the concentration profiles are not appreciably different at steady state (Fig. 7) . Had the maximum dispersivity been larger, the concentration discontinuity would have been large and the concentration profile produced using the analytical equation would not be valid.
DISCUSSION
The numerical simulations of the advection-dispersion equation performed here indicated that different, and inaccurate, effects of dispersion could be predicted for particle deposition rates. These inaccurate solutions are produced at high particle dispersivities as a result of limitations of the assumed boundary conditions. However, if the particle dispersivity is increased in proportion to transport distance, dispersion can be shown to have no effect on aqueous particle concentrations or particle or bacterial deposition rates.
When the particle dispersivity is large, dispersion appears to produce an effect on reaction rates because the boundaries of the system are predicted by the transport equations to alter particle transport in physically unrealistic ways. These include mass not being conserved (mass is created) when a fixed concentration was specified at a column inlet [(11)] , concentrations undergoing sudden decreases at the system inlet when dispersion was large compared to advection [(9)], and concentrations increasing at a column outlet when dispersion was defined to be zero there [finite column assumption, (10)]. Given these various impacts of the boundary conditions on analytical solutions, the effects of dispersion on particle deposition rates reported in the literature can now be better understood. Qi (1997) proposed an approach for modeling particle transport using a solution to the advection-dispersion based on the Dankwerts boundary conditions [Table 1(e) ]. Using this model, it was shown by Logan et al. (1997) that dispersion had a negligible effect on particle filtration rates because the particle dispersion coefficients typically measured in laboratory columns were small. However, it was calculated that if dispersion were very large, collision efficiencies would be predicted to decrease near the column outlet (Logan et al. 1997) . The finite-difference model simulations used here indicate that this second conclusion is incorrect; collision efficiencies are predicted to increase at the column end when the model in Table 1 (e) is used (Fig. 3) . The decrease in the collision efficiency predicted by Logan et al. (1997) must therefore be an artifact of the model application. Logan et al. (1997) determined the effect of dispersion by calculating total particle removals at several distances in a column using the solution to the Dankwerts boundary conditions [Table 1(e)]. However, it would be more accurate to describe their approach as a calculation of particle removals of multiple columns, each of a different length. Calculating particle removals in multiple columns, using a finite-length boundary condition (10) (as if it represented multiple points during the flow through a single column), had the effect of setting the concentration gradient to zero at multiple points along the column. This discontinuity of the concentration gradient, and therefore dispersion, resulted in an apparent overall decrease in the particle collision efficiency in the column (Logan et al. 1997; their Fig. 4) . When particle deposition rates were calculated in a single column at different lengths using the finitedifference model, it was found that the collision efficiency actually increased slightly at the column exit (Fig. 3) . If the outlet boundary condition is changed from that of a finitelength column (dC/dx = 0 at x = L) to that assuming an infinitely long column (dC /dx = 0 at x = ϱ), then collision efficiency becomes constant with distance. The collision efficiency has been experimentally found to decrease with distance from the column inlet (Albinger et al. 1994; Martin et al. 1996) , However, it is now evident that dispersion cannot be used to explain decreases in the collision efficiency (␣ i ) measured in these studies. Other mechanisms, including filter ripening, bacterial heterogeneity (variability in bacterial stickiness), and media heterogeneity, are more likely explanations (Albinger et al. 1994; Johnson et al. 1995; Camesano and Logan 1998; Simoni et al. 1998) .
When particle dispersivities are within the range typical of column experiments, or dispersion is increased in proportion to dispersion distance, particle dispersion was shown not to affect the collision efficiency calculated by ignoring the dispersion term (␣ avg ). The apparent change in ␣ avg noted by others (Bolster et al. 1998 (Bolster et al. , 1999 when dispersion was large in columns assumed to be infinitely long, must therefore result from the inlet boundary condition. Only two choices are possible at the inlet, and both have important limitations when dispersion is large. Either the inlet concentration is constant and mass is created, or mass is held constant and the inlet concentration undergoes a sharp decrease.
The method used to calculate ␣ avg in several studies (Harvey and Garbedian 1991; Pieper et al. 1997; Bolster et al. 1998) has been based on an expression for the fraction of bacteria removed, R T :
This equation may be rearranged to explicitly describe removal as a function of a first-order rate constant, as
where k = (3/2)(1 Ϫ )␣ avg u. Eq. (29) was originally attributed to the solution of the transport equation for a pulse input (Harvey and Garabedien 1991; Pieper et al. 1997 ), although exactly the same equation was derived by Bolster et al. (1998) using a solution from Parlange et al. (1992) that was based on a flux-type inlet boundary condition. However, because of the assumed boundary assumptions, (29) and (30) do not accurately predict the effect of dispersion on particle transport, as demonstrated by (19) . Using (30) in the case where a L is large will make the calculated collision efficiency larger than the true collision efficiency. Instead of using (30), dispersion should be neglected and ␣ should be calculated from the total fraction of mass transmitted as In column experiments, all flow is constrained to exit the column. In field studies, where not all flow is directed through a specific point, R T for particles should be reduced in direct proportion to the mass recovered of an inert tracer at a downstream monitoring location [using (7)].
Bacterial Transport in Field-Scale Systems
The main effect of dispersion in field experiments is to spread out the advancing plume, as shown in Fig. 6 , but not to affect overall particle deposition rates. This effect of dispersion can be predicted if the magnitude of the dispersion coefficient is increased in proportion to the distance of transport, either by using analytical solutions suggested by Aral and Liao (1996) or by including an increasing dispersion function in numerical models, such as the one developed here.
The potential for bacterial transport in field situations can be assessed in laboratory-scale column experiments by measuring the collision efficiency either from particle retention (Gross et al. 1995; Camesano and Logan 1998; Li and Logan 1999) or from total particle elution (Bolster et al. 1998) . In both cases, dispersion can safely be ignored and steady-state filtration theory [(31)] can be used to calculate ␣ as long as overall particle deposition is small . Once ␣ is known, then bacterial deposition can be accurately predicted in larger-scale field systems. If bioaugmentation is to be successful, bacteria must be transported over distances of several meters from the system inlet, and therefore ␣ must be in the range of 10 Ϫ2 to 10 Ϫ3 or smaller (Li and Logan 1999 ). For a low ␣, the first-order reaction rate constant will be relatively small. Bolster et al. (1999) used (30) to demonstrate that when reaction was small, and fractional losses low (L 2 < 10 Ϫ3 ), particle dispersion had little effect on calculated particle transport. Thus, it appears from the results of Bolster et al. (1999) that, under conditions desirable for bioaugmentation, dispersion would have little effect on bacterial transport in a field-scale system even if dispersion was included in model calculations.
CONCLUSIONS
Column and field systems are usually treated separately because one system has finite length and identifiable outlet while the other usually extends to essentially infinite length in all directions. Using a simple numerical model to predict breakthrough curves and total bacteria retention, we were able to test the effects of different boundary conditions on the predicted effect of dispersion. Using the generally accepted Dankwerts (1953) boundary conditions for first-order decay in a packed reactor, we were able to show that there was less than a 10% change in the effective travel distance and less than a 1% change in the collision efficiency, as a result of dispersion. It was also demonstrated that the mechanism of dispersion could not be used to explain the observation that the collision efficiency decreases with distance into the column. It is concluded that when the field-scale analytical equations are used within their region of validity, steady-state concentration pro-files are independent of the magnitude of dispersion. The most accurate models of field-scale bacterial transport, however, will be based on dispersion coefficients that increase in proportion to the distance of travel.
