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Spin excitations in systems with hopping electron transport and strong position
disorder in a large magnetic field.
A. V. Shumilin
A.F.Ioffe Physico-Technical Institute, St.-Petersburg 194021, Russia.
We discuss the spin excitations in systems with hopping electron conduction and strong position
disorder. We focus on the problem in a strong magnetic field when the spin Hamiltonian can
be reduced to the effective single-particle Hamiltonian and treated with conventional numerical
technics. It is shown that in a 3D system with Heisenberg exchange interaction the spin excitations
have a delocalized part of the spectrum even in the limit of strong disorder, thus leading to the
possibility of the coherent spin transport. The spin transport provided by the delocalized excitations
can be described by a diffusion coefficient. Non-homogenous magnetic fields lead to the Anderson
localization of spin excitations while anisotropy of the exchange interaction results in the Lifshitz
localization of excitations. We discuss the possible effect of the additional exchange-driven spin
diffusion on the organic spin-valve devices.
PACS numbers:
I. INTRODUCTION
The spin transport in systems with hopping conduction attracts a significant attention in the last years. It is in
particular related to the recent progress in the organic spintronic devices [1–4]. A strong magnetoresistance was found
in LSMO/T6/LSMO planar structures in [1]. Vertical organic devices with spin-valve magnetoresistance were studied
in [2–4]. In these devices spin-polarized electrons are injected from a ferromagnetic contact into the normal organic
material. The transport in organics is supposed to be related to the hopping of polarons [5]. The injected spin is
detected by the second ferromagnetic contact. The conductivity of the device depends on the relative orientation
of the magnetizations of the ferromagnetic contacts. The vertical organic spin-valves show a number of non-trivial
phenomena like the negative sign of the spin-valve effect [6] and the memristor effect [7].
However in spite of extensive experimental and theoretical studies the physics of the organic spin-valves is far
from being well-understood. The most puzzling problem is perhaps the failure to observe the Hanle effect in organic
spin-valves. The small external magnetic field applied perpendicularly to the axis of the contact magnetization should
lead to a spin precession inside the organic layer and dramatically affect the magnetoresistance. However, no effect
of the perpendicular magnetic field on the organic spin-valves was reported [8, 9].
One of the most important parts in the description of the organic spin-valves is the spin transport inside the
organic layer. It is often assumed that the spin transport in materials with hopping conduction occurs due to hops of
spin-polarized electrons and is related to the charge transport. This mechanism of spin transport is relatively well-
understood [10, 11] and can be described for example by kinetic equations. However, a novel idea was proposed in the
recent study of Z.G. Yu [12]. It was assumed that the spin transport can be decoupled from the charge transport and
occur due to the exchange interaction of the localized electrons. It is stated in [12] that sometimes the spin diffusion
can be many orders of magnitude faster than the charge diffusion. The absence of the Hanle effect in the organic
spin-valves was then attributed to this fast spin diffusion [13]. The hypothesis of this decoupling is supported by
recent observations of the pure spin transport in Alq3 [14].
Another reason to be interested in the spin transport in systems with hopping conduction is the recent progress in
studies of the spin noise in systems with localized electrons such as doped semiconductors and quantum dot arrays.
Both experimental [15, 16] and theoretical [17–19] results appeared recently in this field. It was shown that the noise
spectrum is sometimes closely related to the spin motion [19]. Therefore, understanding of the spin transport in
semiconductors with hopping conductivity can be important for the analysis of the spin noise in these materials.
We would like to note that the main assumptions in [12] are related to the exponential dependence of the exchange
integrals on the distance with the localization length a ∼ 1nm and random positions of electrons with concentrations
n ∼ 1017− 1019 cm−3. These assumptions are applicable both to organic materials and to doped semiconductors. No
suggestions explicitly specific to organic materials were made in [12].
The theory [12] is based on the Redfield equation [20]. This equation describes the weak coupling of the system
to some external degrees of freedom. In the discussed problem the relevant degrees of freedom are phonons and the
Redfield equation is adequate for the description of phonon-induced electron hops. However, the spin-phonon coupling
is very weak in these systems. The spin-phonon interaction times for localized states in GaAs-based structures were
discussed in [21, 22] and were found to be as large as 10−5 − 10−1 s at least at low temperatures. The dominant
mechanism of spin-phonon interaction is related to the spin-orbit interaction, and is suppressed in the organic materials
2[23, 24]. The times of spin-lattice relaxation in organic measured in spin resonance experiments are somewhat smaller
∼ 1µs [25, 26]. However, it is not clear if these times reflect the direct spin-phonon coupling or the spin-relaxation due
to the hopping and the spin-orbit interaction. In the present study, we believe that spin-phonon interaction cannot
significantly affect the spin transport. However, it is possible that spin transport due to the exchange interaction occurs
without interaction with phonons in a coherent way. It is important that the possibility of the phonon-independent
spin transport due to the exchange interaction cannot be studied with a perturbation-based approach (like the Redfield
equation). Naturally, the perturbation theory for the conventional hopping is based on the assumption that the overlap
integrals are small compared to the large random electron energy or the polaron energy. These large energies do not
affect the phonon-independent spin transport related to the exchange interaction. Therefore all the relevant energies
in the system are related to the exchange interaction. We believe that in this case the spin transport should be studied
not with the Redfield equation but by the analysis of the excitations in the spin Hamiltonian.
The coherent spin transport is possible when spin excitations are delocalized (even if the charge excitations are
localized). Let us note that the localization of the charge excitations is closely related to the fact that random electron
energies Eel are larger than overlap integrals tel leading to the Anderson localization of charges. The spin-flip processes
do not change the positions of charges and are not related to Eel and to the conventional parameter of the Anderson
localization. However, the distribution of the exchange integrals in the discussed systems is exponentially-broad. It
makes the problem of coherent spin transport in hopping systems in some sense similar to the problem of Lifshitz
localization [27, 28], although this similarity is not rigorous. Therefore to understand the possibility of the coherent
spin transport one should directly study the spin excitations in the media with an exponentially-broad distribution
of the exchange integrals.
We are not aware of previous studies considering the problem of spin excitations in a system with exponentially-
broad distribution of the exchange integrals. In the present work, we consider this problem in one specific case when
a high external magnetic field is applied to the system. In this case, the spin excitation problem can be reduced
to effective one-particle Hamiltonian. This effective Hamiltonian can be treated with conventional numeric technics
developed to study the electron localization. In the present study, we apply the method of twisted boundary conditions
[29, 30]. We show that for pure-Heisenberg exchange interaction some excitations are localized but in 3D there is
always a band of delocalized excitations corresponding to some diffusion coefficient. These excitations can provide
a coherent phonon-independent transport mechanism. Random magnetic or hyperfine fields lead to the Anderson
localization and the anisotropic exchange interaction lead to a localization similar to one in the Lifshitz problem
[27, 28]. In both cases, the coherent spin transport over macroscopic distances is impossible for sufficiently small na3.
The paper is organized as follows. In section II we discuss the Hamiltonian of a disordered spin system with
Heisenberg interaction and reduce it to the effective one-particle Hamiltonian in the case of a strong magnetic field.
In section III we discuss the numerical methods used in our study. In section IV we apply these methods to the
Heisenberg exchange interaction problem. We show that some of the spin excitations are delocalized in this problem
regardless of the disorder. These excitations can be described by a diffusion coefficient that is larger than the charge
diffusion coefficient for realistic parameters. In section V we modify the Hamiltonian to include the effective random
magnetic fields and the spin-orbit interaction. We show that these effects can lead to the localization of all the spin
excitations. In section VI we give a qualitative explanation for the localization and delocalization picture obtained in
the numeric simulations. In section VII we discuss the effect of the delocalized spin excitations on the spin transport.
In section VIII we give a short conclusion of our results.
II. REDUCTION TO THE ONE-PARTICAL PROBLEM
We consider a system of localized electrons with Heisenberg exchange interaction in an external magnetic field. The
Hamiltonian of the system is
H = gµBB
∑
i
Si +
∑
ij
JijSiSj . (1)
Here B is the external magnetic field, µB is Bohr magneton, and g is g-factor. Si is the operator of the spin of i-th
electron. We neglect electron motion and each spin Si has a well-defined position ri. We consider these positions to
be uncorrelated and randomly distributed over 3D space.
The exchange interaction is assumed to have Heisenberg form (the anisotropic exchange interaction is discussed
later). The exchange energies Jij exponentially decay with the distance between electrons i and j, rij = |ri − rj | [31]
Jij = J0
(rij
a
)5/2
exp(−2rij/a). (2)
3Here J0 = 0.82e
2/ǫa, a is the electron localization length and ǫ is the dielectric susceptibility. We consider the case
of small electron concentration na3 ≪ 1 and the distribution of the exchange energies (even between neighbors) is
exponentially-broad.
The Hamiltonian (1) conserves the total spin projection on the axis z of the external magnetic field B. Let us
assume that the initial state of the system had a definite spin projection S
(0)
z . Then one of the spins is flipped so that
z-projection of the total spin becomes S
(0)
z + 1. The dynamics of the additional magnetic moment is closely related
to the eigenstates of the Hamiltonian (1) corresponding to the z-projection of the total spin S
(0)
z + 1. The number
of these eigenstates in the general case is very large. For the system with N sites with total spin Sz the number of
states is
Nstates =
N !
K!(N −K)! , K =
N
2
− Sz , (3)
where K is the number of electrons with spin up. It makes the numerical analysis to be rather complicated.
However, there is a special case when it becomes much more simple. Let us assume that the external magnetic field
B is rather strong and the initial state corresponds to the case when all electron spins are aligned along the magnetic
field S
(0)
z = −N/2. After the excitation, the total spin projection is −N/2 + 1. As we mentioned before it does not
relax due to the action of Hamiltonian (1). The spin relaxation to the initial state is possible only due to the weak
spin-phonon interaction. We consider the system at times that are less than the time of this relaxation. Therefore,
we are interested only in the eigenstates with the total spin projection −N/2 + 1. The number of these states is N .
It means that we can apply conventional numerical technics for sufficiently large numerical samples.
Let us show that in the considered case our problem can be reduced to an effective one-particle problem with some
effective one-partical Hamiltonian. Let us apply the Jordan-Wigner transformation [32].
σzi = 2a
+
i ai − 1, σ+i = a+i
∏
k<i
σzk, σ
−
i = ai
∏
k<i
σzk, (4)
where σ are the Pauli matrixes related to spin operators as usual S = 12σ, σ
±
i = σ
x
i ± σyi . The index i numerates the
electron spins in an arbitrary order. a+i and ai are the creation and the destruction operators of the effective particle
corresponding to the spin σi. The transformation yields the fermion-like Hamiltonian
H = −1
2
∑
i>j
Jij(a
+
i aj + a
+
j ai)
∏
i>k>j
σzk+ (5)
+
1
4
∑
i>j
Jij(2ni − 1)(2nj − 1) +
∑
i
gµbB
2
(2ni − 1).
In the general case it differs from the Hamiltonian of a fermion problem due to the product
∏
i>k>j σ
z
k. However
when the total spin projection is equal to −N/2 + 1 these products are reduces to constants.
Let us consider the Hamiltonian (5) in the basis corresponding to this spin projection. We chose the basis as follows.
Wavefunction ψi corresponds to the situation when the flipped spin is positioned on electron i while the spins of other
electrons are directed along the magnetic field. In this case when we consider the matrix element Hij = 〈ψi|H |ψj〉
we should take spins on all the sites k 6= i, j to be directed along the magnetic field. It allows us to deal with the
products
∏
i>k>j s
z
k and reduce the problem to a one-particle one. In the discussed basis the Hamiltonian has the
form
Hij = Jij/2, Hii = E0 −
∑
j 6=i
Jij/2 (6)
where E0 = −gµbB(N − 1)/2+ (1/4)
∑
i>j Jij . E0− gµbB/2 is the energy of the ground state of the system when all
spins are polarized.
Let us note that the Hamiltonian (6) is quite similar to the Hamiltonian of the Lifshitz localization problem [27, 28]
Hij = tij , Hii = 0. (7)
This problem deals with an electron on a set of sites (that can correspond for example to the impurity states) without
random energies but with random positions and with overlap integrals tij = t0 exp(−rij/a) that exponentially decrease
4with the distance rij between the sites. This dependence leads to the exponentially-broad distribution of the non-
diagonal Hamiltonian elements Hij that is similar to the distribution of non-diagonal elements in the Hamiltonian (6).
The main difference between Hamiltonians (6) and (7) are the diagonal elements. In the Lifshitz localization problem,
the diagonal Hamiltonian elements are zero while in the spin problem they are equal to −∑j 6=i Jij/2. These elements
appear due to σzi σ
z
j term in the exchange interaction. In terms of effective particle, these elements correspond to
on-site energy that is related to the exchange interaction with non-flipped spins.
The results of [27, 28] are as follows. Even without energy disorder all the electron states of the Hamiltonian (7)
are localized when the parameter na3 is small enough. In what follows, we compare our problem with the Lifshitz
localization and discuss its similarities and differences with the problem (6).
III. TWISTED BOUNDARY CONDITION METHOD
The method of twisted boundary conditions [29, 30] was first proposed by Edwards and Thouless and is a well-
established method to study the electron localization. As long as our Hamiltonian is equivalent to some effective
electron problem we can use it as well. The essence of the method is as follows. First, a numerical sample with a finite
size L and periodic boundary conditions is considered. The Hamiltonian is solved and the set of eigenenergies En is
found. Then the twisted boundary conditions are introduced. It means that each non-diagonal Hamiltonian element
Hij is ascribed with a small phase shift Hij → Hijeiϕ if the transition from site i to site j crosses the right border of
the numerical sample. The backward transition crosses the left border of the sample and is ascribed with the phase
−ϕ so that the Hamiltonian stays hermitian. The dependence of state energies En on the phase ϕ is quadratic for
small ϕ.
En(ϕ) = En(0) +Gnϕ
2 (8)
The coefficients Gn are random values (with random sign) and the mean value 〈G2n〉1/2 = gT (E) in some part of the
spectrum (E −∆E,E +∆E) is considered.
It can be shown that the dependence of the so-called ”level curvature“ gT (E) on the system size L is closely related
to the localization of states with energy E. Naturally, when the states are localized with some localization distance
lloc < L the electron states can “feel” the phase twist only when they are near the border of the numerical sample.
And even in this case, the state “feels” only one twist of the boundary condition on the left or on the right side.
However without the second twist, it corresponds to a simple change of the basis. Thus a finite coefficients Gn appear
only due to the finite probability of a localized electron to cross the numerical sample and gT is proportional to
gT (E) ∝ exp(−L/lloc).
In the opposite case of delocalized electrons the dependence gT (L) follows a power law. It is known [30] that in the
case of a diffusive transport the diffusion coefficient D is related to the level curvature gT at large L as
D = C · 1
~
lim
L→∞
gTL
2, (9)
where C is the coefficient of the order of unity.
In the present study, we consider 3D numerical samples containing from 10 to 1000 sites. Unless otherwise stated
the distance is measured in units n−1/3 so the sample with the size L = 10 contains L3 = 1000 sites. The energy
spectrum is separated into 20 intervals containing the equal number of energy states. The squares of the coefficients
Gn are then averaged over these intervals to calculate gT (E). The dependence of level curvature gT over the sample
size L is studied. All the numerical results are averaged over at least 1000 disorder configurations. We take C = 1
in the equation (9). It means that our results for the diffusion coefficient should be considered as order-of-magnitude
estimates.
In appendix 1, we apply the twisted boundary conditions method to the problem of Lifshitz localization that is
closely related to our problem and can be considered as a test for our numerical methods. It can be seen that at
relatively high concentration of sites in the Lifshitz problem some electron states are localized and some are delocalized.
However at smaller concentrations the level curvatures gT exponentially decrease with system site L for all electron
energies. It means that all electron states are localized when the parameter n1/3a is below the threshold value of the
Lifshitz localization.
IV. HEISENBERG EXCHANGE INTERACTION
Let us now apply the twisted boundary conditions method to the spin excitations described with the Hamiltonian
(6). We start the discussion from the case when n1/3a = 0.2. Note that the exponential part of the dependence
5of the non-diagonal elements of Hamiltonian (6) on the distance between sites is exp(−2rij/a) in contrast to the
dependence exp(−rij/a) in the Hamiltonian of the Lifshitz problem (7). Thus a = 0.2n−1/3 in the spin problem
roughly corresponds to a = 0.1n−1/3 in the Lifshitz problem that is below the localization threshold (see appendix 1).
FIG. 1: The density of states (a) and the dependence gT (L) (b, c) for the Hamiltonian (6) with n
1/3a = 0.2. The numbers on
plots (b) and (c) correspond to the absolute values of the spin excitation energy |E|/J0.
Figure 1 shows the numerical results for the spin excitation problem with n1/3a = 0.2. The density of states is
shown on fig. 1(A) for several numerical sample sizes L. Its dependence on L quickly saturates at L & 4. The
zero energy on this plot corresponds to E0 from eq. (6). It appears that all the excitation energies are less than E0
therefore the density of states is zero at E > 0. It has a sharp maximum near E = 0 and a tail at |E| > 0.03J0.
The dependence of gT on the numerical sample size L for different energies is shown at fig. 1 (B) and (C).
We compared this dependence with localization and diffusion hypothesis. For the localized states gT exponentially
decreases with L, gT ∝ exp(−L/aloc). On fig. 1 (B) we show the dependence gT (L) in the logarithmical scale. For
the localized states the dependence gT (L) on this scale corresponds to the straight line. The localization distance
can be derived from the slope of this line. On the figure 1 (B) we show this asymptotic with a solid line for
E = 0.6 · 10−2J0. The localization distance derived from the slope of this line is aloc = 0.8n−1/3. On fig. 1 (C) we
show the dependence of gTL
2 on L. For the states corresponding to the diffusion gTL
2 should tend to a non-zero
constant at L → ∞. This constant corresponds to the dimensionless diffusion coefficient. The estimated diffusion
coefficient D = 1.2 · 10−3J0n−2/3/~ is shown on fig. 1 (C) with a dashed line for the energy E = 3 · 10−3J0.
The discussed situation is similar to the Lifshitz problem above the localization threshold: a part of the spectrum
corresponds to localized excitations while the excitations near the maximum of the density of states are delocalized
and can be described by a diffusion coefficient. The localization distances and the diffusion coefficients are different
for different energies. On figure 2 we show the energy dependence of diffusion coefficient (for the delocalized states
with |E|/J0 < 0.01) and for the localization length (for the localized states with |E|/J0 > 0.03). The states in the
energy interval 0.01 < |E/J0| < 0.03 cannot be reliably identified as localized or delocalized with our numerical data.
FIG. 2: The diffusion coefficient (A) for delocalized states measured in units J0n
−2/3/~ and the localization distance (B) in
units n−1/3 for localized states.
To understand if the localization threshold for the spin problem is smaller than for the Lishitz problem or if there
is no localization in the spin problem, we show the dependence gT on L compared with delocalization hypothesis for
smaller values of n1/3a: n1/3a = 0.1 and n1/3a = 0.06. The corresponding results are shown on the figure 3. At least
for the considered parameters there is always a part of the spectrum that corresponds to the delocalized excitations.
6It contains at least 10% of the energy spectrum. It appears that there is no complete localization in the Heisenberg
exchange problem.
FIG. 3: The dependence gT (L) for the Hamiltonian (6) with n
1/3a = 0.1 (A) and n1/3a = 0.06 (B) for the energies near the
maximum of the spectrum. The dependence is compared with hypothesis of the diffusive motion.
Let us discuss why the results for spin Hamiltonian (6) are different from the results for the Lifshitz localization
Hamiltonian (7). At the first glance the problems are quite similar, in both cases, there is a strong exponential
disorder in the non-diagonal terms of the Hamiltonian. The Hamiltonian (6) also contains the diagonal terms that
look like the additional energy disorder (so at first glance the problem (6) should be “more localized” than the Lifshitz
problem). However the diagonal terms of Hamiltonian (6) are correlated with the non-diagonal terms leading to the
opposite result: there is no localization of the whole spectrum in the problem (6).
It is possible to show that the Hamiltonian (6) has at least one delocalized state irrespectively to the degree of
disorder. Naturally it can be seen that the state
Ψ1 =
1√
N
∑
n
ψn (10)
is the eigenstate of the Hamiltonian (6) with energy E1 = E0. In the expression (10) N is the number of sites and
ψn is the wavefunction of the spin excitation localized on the site n. The delocalized state Ψ1 has a clear physical
meaning. The exchange interaction conserves not only the total spin projection on z axis but also the square of the
total spin. So among the spin excitations, there is one with S = N and Sz = N/2− 1. This excitation has energy E0.
In the particle representation, it corresponds to the spin excitation delocalized over all the sites.
Up to now we discussed our results in the dimensionless units suitable for numerics. However, the small number
of parameters allows us to get the result for physically interesting parameter values. So let us clarify what diffusion
coefficients we obtain for realistic parameters of organic materials or doped semiconductors. We also would like to
compare our results with the results of [12] so we take the parameters from this study. We consider the localization
length a = 1nm, dielectric constant ǫ = 2 (that define J0 = 0.6 eV) and consider the concentrations from 10
17cm−3
to 1019cm−3.
The diffusion coefficients corresponding to the maximum of the density of states for the discussed parameters are
shown on the figure 4 as a function of concentration. The dependence of these coefficients on the energy is always
qualitatively similar to the one shown on Fig. 2. The diffusion coefficient near the maximum of the density of states
is less but comparable with the diffusion coefficient at the maximum. It decreases with the increase of the absolute
value of excitation energy |E|. At some threshold value of the energy, it tends to zero and the excitations with
larger |E| are localized. The relative part of the delocalized excitations decreases with decreasing concentration. It
is approximately equal to 25% for n ∼ 1019cm−3. For small concentrations n ∼ 1017cm−3 the relative part of the
delocalized excitations is ≈ 10%. The obtained diffusion coefficients near the maximum of the density of states are
by the order of magnitude similar to the diffusion coefficients calculated in [12].
V. LOCALIZATION DUE TO THE RANDOM EFFECTIVE MAGNETIC FIELD AND DUE TO THE
ANISOTROPIC EXCHANGE INTERACTION.
The absence of the localization in spin systems with Hamiltonian (6) depends on the exact form of relation between
diagonal and non-diagonal matrix elements. In this section we discuss the mechanisms that can change this relation
even in the system of spins with exchange interaction.
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FIG. 4: The diffusion coefficient for delocalized states near the maximum of the energy spectrum for different electron concen-
trations and a = 1nm.
One of these mechanisms appears when the magnetic field in not perfectly uniform. It also can be related to
the hyperfine interaction with nuclear spins that can be described as random on-site effective magnetic fields. Let us
assume that a small non-uniform field B2(r) is added to the uniform magnetic field B. The effect of this magnetic field
on the exchange interaction elements Jnm can be neglected, however B2 adds a diagonal term to the Hamiltonian (6)
∆Hii = µBgB2z(ri). We consider the small correlation length of the random magnetic field, so ∆Hii are uncorrelated
for different sites. Therefore we add a random energy ∆Ei = µBgB2z(ri) to each site, that is selected in the interval
−E ..E .
FIG. 5: (A) The density of states for the spin Hamiltonian with random energies E = 5 · 10−5J0 and n
1/3a = 0.1. (B,C) The
level curvatures gT for the spin problem with n
1/3a = 0.1 and different random energies compared with the localization and
the diffusion hypothesis. Numbers on plots (B) and (C) correspond to the random energy E in units J0.
Figure 5 shows the numerical results for the corresponding spin Hamiltonian with the random effective magnetic
field. The density of states is shown on Fig. 5 (A). Unlike the density of states for the Heisenberg interaction
Hamiltonian it contains some excitations with E > 0. However the maximum of the density of states at E = 0 is
still visible. It corresponds to the maximum diffusion coefficient when the system contains delocalized excitations.
The level curvatures for this case are shown on Fig. 5 (B,C). gT for energies close to zero (near the maximum of
the spectrum) are shown and compared with diffusion and localization hypothesis. For small random energies, the
behavior of the level curvature is clearly diffusive. However when the size of the random magnetic field becomes larger
than some threshold value the states are localized. The value of E that corresponds to the transition E ∼ 10−5J0 is
to the order of magnitude similar to the energy that separates the localized and the delocalized states for the spin
Hamiltonian for n1/3a = 0.1 without random energy.
Spin localization due to the random magnetic field or the hyperfine interaction with nuclear spins is similar to the
Anderson localization of electrons. The random magnetic field adds a random on-site energy that is not correlated
with exchange integrals. When these random energies exceed the exchange interaction the spin excitations become
localized.
The discussed relation between diagonal and non-diagonal Hamiltonian terms is also dependent on the Heisenberg
8form of the exchange interaction JijSiSj . However in the presence of the spin-orbit interaction it can be altered.
The spin-orbit interaction results in the spin rotation around effective magnetic field during the hop. The exchange
interaction with respect to this rotation can be described with Hamiltonian [33]
Hex =
∑
ij
Jij
[
(ŜiŜj) cos γ +
(Ŝib)(Ŝjb)
b2
(1− cos γ) + b
b
· [Ŝi × Ŝj] sin γ
]
. (11)
Here b is the vector of anisotropy and γ is the angle of spin rotation during the hop. The first two terms in (11)
correspond to the symmetric anisotropic exchange and the last term is the Dzyaloshinskii-Moriya interaction.
Let us discuss a case when anisotropy vector b is always aligned along x-axis, while the magnetic field is along z
axis. In this case, Dzyaloshinskii-Moriya interaction does not mix the states with the same projection of the total
spin and does not contribute to the effective one-particle Hamiltonian. The one-particle Hamiltonian, in this case,
appears to be real and can be studied with the twisted boundary conditions method.
Hij = Jij
1 + cos γ
4
, Hii = E0 − 1
2
∑
j 6=i
Jij cos γ. (12)
We consider a simple case when the angle γ is the same for all hops. Note that contrary to Jij it does not depend
exponentially on hopping distance even in real systems.
FIG. 6: (A) the density of states for the Hamiltonian (12) with n1/3a = 0.1 and γ = 0.03. (B,C) The level curvatures gT near
the maximum of the density of states for the spin problem with n1/3a = 0.1 and the anisotropic exchange interaction. Numbers
on plots correspond the anisotropy parameter γ.
For γ = 0 the Hamiltonian (12) is reduced to the discussed Hamiltonian (6). For cos γ = 0 it becomes similar to
the Hamiltonian of the Lifshitz problem (7). So it is natural to assume that spin transport properties for small na3
are dependent on γ.
The numerical results for the anisotropic exchange Hamiltonian (12) are shown on the figure 6. The density of
states for n1/3a = 0.1 and γ = 0.03 is shown on Fig. 6 (A). Similarly to the density of states for the spin problem
with random magnetic fields there are some spin excitations with positive energies but the maximum at E = 0 is
clearly visible. The level curvatures gT at the maximum of the density of states are shown on Fig. 6 (B,C). The
localization parameter is n1/3a = 0.1. For very small anisotropic parameter γ = 0.01 the states near the maximum
of the spectrum are delocalized and correspond to the diffusion coefficient D ∼ 2 · 10−7J0/~n2/3. However for larger
anisotropy γ ≥ 0.03 all the excitations are localized. We believe that the anisotropic form of the exchange interaction
re-establish the physics of the Lifshitz localization and for any finite anisotropy parameter γ the localization occurs
for sufficiently small n1/3a.
The considered situation when the anisotropy axis is the same for all electron pairs can correspond to localized
states on the impurities in a doped crystal. The anisotropy axis b, in this case, is controlled by the symmetry of the
crystal matrix. In amorphous organic materials, the spin-orbit interaction originates due to the random orientation
of the molecules. So the different pairs of sites should correspond to the different anisotropy axes b. In this case,
the one-excitation Hamiltonian appears to be complex and can not be directly related to an electron Hamiltonian in
some effective electrical potential. It does not allow us to apply the twisted boundary conditions method. However,
other numerical methods, such as the calculation of the inverse participation ratio, demonstrate that the anisotropic
exchange interaction with random axis b has the same effect as the anisotropic exchange interaction (12). It also
leads to the localization of the spin excitations for sufficiently large γ. The corresponding calculations are presented
in appendix 2.
9VI. QUALITATIVE DESCRIPTION OF THE LOCALIZATION
a)no interaction
1 2 3
b) Lifshitz problem
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FIG. 7: Three sites with different types of interaction.
Let us discuss qualitatively why the spin Hamiltonian (6) lacks the Lifshitz localization (although it is quite similar
to the Hamiltonian of the Lifshitz problem) and why the anisotropic form of the exchange interaction re-establishes
the localization. The minimal model of the Lifshitz localization involves three sites (see fig 7). The sites 1 and 2
are separated with the distance r12 that is smaller than the distance r23. Because the dependence of the exchange
integrals on distance is exponentially strong the overlap integral t12 is much larger than t23.
Without the overlap integrals each site has an electron state with zero energy (fig 7 a). If one considers the overlap
integral t12 the energy states 1 and 2 form the symmetric combination with energy −t12 and the antisymmetric
combination with energy t12 (fig 7 b). Therefore the electron can effectively move between sites 1 and 2. However the
intermixture of the two discussed states with the electron state 3 is weak ∝ t13/t12. For small localization parameter
n1/3a → 0 the characteristic size of t13/t12 tends to zero leading to the electron localization on a pair of sites. This
Lifshitz localization is somewhat similar to the Anderson localization that appears when the system includes the
random energy E that is larger than the overlap integrals tij . However in the Lifshitz problem the electron is localized
on a pair of sites, the overlap integral t12 inside the pair plays the role of the random energy, and the overlap integral
t23 between the pair and one of the more distant sites plays the role of the overlap integrals in the Anderson problem.
Let us now discuss the Hamiltonian (6) in terms of the three sites model (fig 7 c). In this case the states with
the flipped spin on sites 1 and 2 are split into levels that correspond to the singlet and to the triplet with zero total
z-projection. The singlet state has the energy −J12 and is effectively separated from the site 3. However the triplet
state has zero energy and can effectively intermix with other sites. Note that the ground state also corresponds to
the triplet state of spins on the sites 1 and 2 but with z-projection with the total spin along the magnetic field. It
does not matter how small is the exchange integral J23, it can effectively mix the triplet state on sites 1 and 2 with
the site 3. It results in the absence of localization in the Heisenberg exchange problem.
However if the exchange interaction has the anisotropic part (fig 7 d) it does not conserve the total spin and
the states appearing due to the exchange between sites 1 and 2 cannot be rigorously classified as singlet or triplet.
Both states are shifted from zero energy (although for small exchange anisotropy the energy of one of the states is
∝ γ2). Therefore the localization appears for small n1/3a. However the condition for the localization is more strict:
J23 ≪ γ2J12 compared to the analogous condition t23 ≪ t12 in the Lifshitz problem.
Let us note that the discussed explanation can be extrapolated to the situation of the arbitrary magnetization
including zero mean magnetization. When the exchange interaction has Heisenberg form the pair of sites 1 and 2 can
change z-projection of their total magnetic moment without changing the energy of their exchange interaction. Thus,
even small interaction with the site 3 can lead to a spin transition from the pair 1-2 to the site 3 or vice versa. It
happens due to the degeneracy of the triplet state of a pair of spins. When the exchange interaction is sufficiently
anisotropic the spin states of a pair of sites cannot be classified as triplet or singlet. So the interaction with a site 3
cannot change the spin state of a pair 1-2 when J13 ≪ γ2J12. In terms of the spin excitations, the situation when the
number of flipped spins is not small corresponds to a large concentration of the spin excitations comparable to the
number of sites. It leads to the importance of the interaction between spin excitations. We are not able to make a
numerical simulation including this interaction, however, we believe that it does not change the fundamental result:
when the exchange interaction has a Heisenberg form some part of the spin excitations is always delocalized. However,
the anisotropy of the exchange interaction leads to localization for small n1/3a.
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When the spin excitations are delocalized they can provide a coherent mechanism of the spin transport competing
with the transport provided by the phonon-induced hops. The coherent mechanism should dominate over the hopping
spin transport at least at low temperatures when the phonon-induced hops are suppressed. Therefore the spin
transport can be in principle decoupled for hopping systems.
When the exchange interaction has the anisotropic part or the non-uniform magnetic field or the hyperfine inter-
action are included into the system all the spin excitations are localized for sufficiently small n1/3a. In this case the
spin transport is impossible without the interaction with some thermal bath. Phonons cannot provide an effective
thermal bath for the exchange excitations due to the small spin-phonon interaction. We believe that a more effective
thermal bath can be provided with electron hops. If the localization length of the spin excitations sufficiently exceeds
the electron localization length the spin transport can be controlled by a combined process. In this case one electron
hop can lead to the exchange-induced re-arrangement of spins in a relatively large area.
VII. SPIN-TRANSPORT DUE TO THE EXCHANGE INTERACTION AND THE SPIN-VALVE
EFFECT
To understand the impact of the discussed spin excitations on the spin transport let us consider a macroscopic
sample with non-interacting spin excitations described with Hamiltonian (6). In a macroscopic sample it is possible
to introduce a probability fex(E, r) to find a spin excitation with energy E at the position r. This probability is
assumed to be averaged over small but macroscopic volume near the coordinate r. The finite diffusion coefficient
D(E) obtained in the numeric experiment mean that on a macroscopic scale the dependence of fex(E, r) on the
coordinate r leads to appearance of the current of spin excitations with energy E, jex(E) = D(E)gex(E)∇fex(E, r).
Here gex(E) is the density of states of the spin excitations with energy E. Without the external thermal bath the
space-integrals
∫
fex(E, r)dr are conserved because no energy relaxation is included into the system. The thermal
bath relevant to our problem can be related to the electron hops as discussed in the section VI. The electron hops can
change the exchange interaction coefficients Jij and change the energy distribution of spin excitations but cannot flip
spin and conserve the total excitation number. We include this bath phenomenologically introducing the time τbath
of equilibration of the energy distribution of the spin excitations. It allows us to give a diffusion equation [37, 38] for
the spin excitations.
∂fex(E, r)
∂t
= D(E)∇2fex(E, r)− 1
τbath
(fex(E, r)− f (eq)ex (E, r)). (13)
Here f
(eq)
ex (E, r) = nex(r)e
−E/T /
∫
e−E/T gex(E)dE is the equilibrium energy distribution of spin excitations. nex(r)
is the concentration of the excitations at the coordinate r. f
(eq)
ex (E, r) corresponds to the Boltzmann distribution
because the concentration of spin excitation was considered to be small in the numerical experiment.
In what follows we will be interested in the total polarization of electrons at the coordinate r. It can be expressed
in terms of concentrations of the spin-up electrons n↑(r) and spin-down electrons n↓(r) as n↑(r)−n↓(r). When there
is no spin excitations in the system all spins are polarized and n↑(r)− n↓(r) = −n(r) where n(r) is the total electron
concentration. Each excitation correspond to a flipped spin so a finite number of excitations mean a finite number of
up-spins. The relation of the spin excitations to the spin polarization is
n↑(r)− n↓(r) = −n(r) + 2nex(r) (14)
The equation (14) shows that the current of spin excitation jex =
∫
jex(E)dE contribute to the spin current.
Expression (13) leads to the appearance of the two contributions to the spin excitation current: it can be created by
the gradient of the total number of excitations ∇nex(r) or by the gradient of energy distribution of the excitations.
When the probabilities fex(E, r) are close to their equilibrium values these two contributions can be considered
separately. In the present study we restrict ourselves with the situation when the boundary conditions correspond
to the equilibrium energy distribution of spin excitations near the edges of the sample. It means that spin injection
from the contacts creates a non-equilibrium concentration of spin excitations nex(r), however the energy distribution
of additional excitations is of equilibrium form. In this case we can neglect the non-equilibrium part of energy
distribution of the excitations and relate the current jex only to the gradient of the concentration of spin excitations
jex = Dex∇nex(r), Dex =
∫
D(E)e−E/T gex(E)dE∫
e−E/T gex(E)dE
. (15)
Here Dex is the diffusion coefficient of the spin excitations averaged with Botzmann distribution. The relation of Dex
to the maximum spin excitation diffusion coefficient Dmax corresponding to the excitations with energy E0 is shown
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on the figure 8 for n1/3a = 0.2. Note that even when the temperature is larger than the width of the distribution of
spin excitation energies (it is still considered to be small compared to the Zeeman energy in the external magnetic
field), Dex is smaller than the diffusion coefficient near the maximum of spin excitation density of states Dmax shown
on figure 4. When the temperature tends to zero Dex also tends to zero because the spin excitations with the lowest
energy are localized.
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FIG. 8: The averaged spin diffusion coefficient for the exchange mechanism of spin diffusion at different temperatures.
Finally we take into account that electron hops not only provide a thermal bath for the spin excitations but also
lead to a hopping mechanism of electron and spin transport. We describe this mechanism introducing the hopping
diffusion coefficient Dhop.
jc = geDhop
dξc
dx
, js = ge(Dhop +Dex)
dξs
dx
, (16)
jc = const,
d
dx
js = ge(ξs − ξ(0)s )/τRel. (17)
Here jc is the charge current, g is the density of electron states at the Fermi level. We introduced the electrochemical
potentials for spin-up and spin-down electrons ξ↑ and ξ↓. The charge current jc is related to the averaged electro-
chemical potential ξc = (ξ↑ + ξ↓)/2. We also introduced effective spin electrochemical potential ξs = (ξ↑ − ξ↓)/2 that
is related to the number of spin excitations as follows ξs = (n↑ − n↓)/g = (−n + 2nex)/g. ξ(0)s is the equilibrium
difference of electrochemical potentials for spin-up and spin-down electrons in the applied magnetic field. Equation
(17) assumes that all spin-flip processes that lead to the relaxation of the total spin can be described with a single
time τRel.
The equations (16,17) are derived under assumption that the numerically obtained diffusion coefficients for the spin
excitations are valid in the system under consideration, i.e. when nex(r)≪ n(r). It can be fulfilled in low-temperature
experiments in a magnetic field when temperature is smaller than Zeeman energy.
Although the presented derivation is not valid at room temperature and low magnetic field experiments and is not
directly suitable to describe experiments with organic spin-valves, the qualitative arguments (see section VI) suggest
that spin-localization and delocalization picture is not dependent on the number of flipped spins. Therefore the
exchange interaction can still contribute to the spin diffusion even when the conditions of the present derivation of
equations (16,17) are not fulfilled. Taking into account that the equations (16,17) correspond to the minimal model
of introducing different spin and charge diffusion coefficients we believe that it is interesting to understand how the
expressions (16,17) can affect known results on spin-dependent effects if these expressions can be extrapolated to the
situations when nex(r) ∼ n(r), i.e. to high temperatures and small magnetic fields.
Recently it was suggested that the additional spin transport provided by the exchange interaction can be extremely
important to the physics of spin-valves [12]. It was stated that this spin diffusion removes the conductivity missmatch
and make the device insensitive to the perpendicular magnetic field (suppressing the Hanle effect) provided that the
spin rotation in the magnetic field is slow compared to the spin diffusion over the device. However, the calculations
in [12] are focused on the spin injection. The calculations of the magnetoresistance were not provided assuming that
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the spin-valve magnetoresistance mechanism in organic can be different from the conventional magnetoresistance [34].
In the present section we show how the fast spin diffusion affects the conventional spin-valve magnetoresistance.
We consider a spin-valve where the spin transport in the normal layer is decoupled from the charge transport. The
transport is described by the equations (16,17) where we consider ξ
(0)
s = 0 assuming that the equilibrium difference
between spin-up and spin-down electro-chemical potentials is small compared to the part of ξs related to the spin
injection. These equations should be supplied with boundary conditions that are related to the contacts. In the present
study we discuss two situations: when the contact resistances are related to the conductivity of some ferromagnetic
materials and when they are related to spin-dependent electron tunneling through the contact barrier. In the later
case we assume that the conductivity of the contacts (except the barrier part) is infinite. We consider the Ohmic
contacts because most organic spin-valves operate at low voltages when the whole device is in the linear regime.
It appears that both types of the boundary conditions can be reduced to effective resistance of the contacts RC1
and RC2 corresponding to the left and the right contact and contact spin polarizations p1 and p2. The details related
to the boundary conditions and the solution of the transport equations are given in appendix 3. In both cases the
effect of spin polarization in the contacts can be described as the appearance of additional resistance. It includes the
part Rsv that changes its sign when the magnetization of one of the ferromagnetic contact is flipped.
Rsv =
−4p1p2RlsNN,sRC1RC2
eL/lsN (RlsNN,s +RC2)(R
lsN
N,s +RC1)− e−L/lsN (RlsNN,s −RC2)(RlsNN,s −RC1)
. (18)
Here lsN is the spin diffusion length in the normal layer lsN =
√
(Dex +Dhop)τNRel. τ
N
Rel is the spin relaxation
time in the normal layer. L is the normal layer thickness. RlsNN,s is the effective spin resistance of the layer of the
normal material with the width lsN . It is related to the real or ”charge” resistance of the normal layer RN as
RlsNN,s = RNDhoplsN/(Dhop +Dex)L.
The additional resistance Rsv is controlled only by the contact resistances and by the total spin diffusion coefficient
Dex +Dhop in the normal layer. If the exchange mediated diffusion is large Dex ≫ Dhop, the resistance Rsv becomes
insensitive to Dhop. However the resistance measured in the spin-valve experiment is actually the sum RC1 + RC2 +
RN +Rsv +Rpol and includes resistance RN dependent on the charge diffusion in the normal layer. Here Rpol is the
part of polarization-dependent resistance that is not changed when one of the contacts changes its magnetization, its
expression is different for different boundary conditions (see appendix 3 for details).
/ //
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FIG. 9: The dependence of the spin-valve magnetoresistance on the RC/RN ratio for different relaxation times τ
N
Rel and
different spin diffusion coefficients. Different curves correspond to different ratio (Dex +Dhop)/Dhop.
Figure 9 shows the impact of the difference between charge and spin diffusion coefficients on the spin-valve magne-
toresistance defined as MR = (RAP −RP )/(RAP +RP ) where RAP is the total device resistivity in the antiparallel
configuration and RP is the resistivity in the parallel configuration. The data is provided for different relations
between the contact resistance RC (both contacts are considered to have the same resistivity RC1 = RC2) and the
resistance of the normal layer RN . Three relaxation times τ
N
Rel in the normal layer are considered on plots (a), (b) and
(c). The relaxation times are normalized with the charge diffusion time τCDif = 1/DhopL
2. For each relaxation time
we considered three values of (Dex +Dhop)/Dhop. The magnitude of the spin-valve magnetoresistance is normalized
to the value MRmax = |p1p2|/(2 − (p21 + p22)/2) that correspond to the magnetoresistance in the theoretical limit of
the infinite conductivity of the normal layer and the absence of the spin relaxation in the normal layer.
For small contact resistances the value of magnetoresistance is small due to the conductivity mismatch. Without
fast spin diffusion the spin-valve resistance in this case is Rsv ∼ R2C/RN and the effect is proportional to R2C/R2N
[34]. However for high values of Dex/Dhop when the effective spin resistance of the normal layer is comparable with
the contact resistance Rsv ∼ RC and one order of the smallness is raised. The effect in this case is proportional to
the first order of RC/RN . So the fast spin diffusion significantly increase spin-valve magnetoresistance in this case.
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When τNRel ≥ τCDif (Fig. 9 a,b) the magnetoresistance is close to MRmax when RC is comparable with RN . However
for very large contact resistance the spin-valve effect is small due to the spin accumulation in agreement with [35]. In
this case the fast spin diffusion has little effect on the spin-valve because the magnetoresistance is restricted by slow
tunneling through the barrier and not by the internal transport in the normal layer. When the spin relaxation in the
normal layer is fast τNDif ≪ τCDif (Fig. 9 c) the fast spin diffusion always increase the spin-valve magnetoresistance,
but it never reaches MRmax.
/
(a)
/
(b)
FIG. 10: The dependence of the spin-valve magnetoresistance on the relaxation time in the normal layer τNRel. The numbers
on the plots correspond to the ratio RC/RN . The effective spin diffusion was considered (Dex +Dhop)/Dhop = 1000.
It was supposed [12] that the fast spin diffusion suppresses the Hanle effect in organic spin-valves when the time of
spin diffusion across the sample is smaller than the time of spin rotation in a perpendicular magnetic field. We are
not going to give a detailed description of the Hanle effect, however, we assume that the absence of Hanle effect in
the perpendicular magnetic field H⊥ corresponds to the insensitivity of the spin-valve magnetoresistance to the spin
relaxation with times τNRel ≥ ~/µbH⊥. To understand if the equations (16,17) lead to such insensitivity we show the
dependence of the spin-valve magnetoresistance on the relaxation time in the normal layer τNRel on figure 10. It can
be seen that that the discussed insensitivity appears when the contact resistivity is small compared to the resistivity
of the normal layer. Note that it is the situation when the increase of the spin-valve magnetoresistance due to the
fast spin diffusion is the strongest. However in this situation the spin-valve magnetoresistance is always significantly
smaller than its maximum value. As it follows from the figure 10 (a) the magnetoresistance is insensitive to spin
relaxation times τNRel ∼ 0.01τCdif only when its value is smaller than 1% of MRmax.
It is interesting to compare the provided results with organic spin-valve experiments exhibiting the absence of the
Hanle effect [8, 9]. The spin-valve magnetoresistance measured in the experiments was of the order of 5%. It means
that the ratio of magnetoresistance to its maximum valueMR/MRmax cannot be very small. Taking into account that
the maximum magnetoresistance is always less than unityMRmax < 1, it is reasonable to assumeMR/MRmax ∼ 0.1.
According to our results shown on the figure 10 it means that the relation of the time of charge diffusion over the
sample τCdif to the time of spin relaxation τ
N
Rel should be τ
C
dif < 10τ
N
Rel. However, the effective spin relaxation time
corresponding to the time of spin precession in the applied perpendicular magnetic field was rather small τNRel ∼ 10 ns.
Therefore the time of the charge diffusion over the sample should also be small τCdif . 100 ns. The thickness of the
organic layer in the discussed experiments was L ∼ 100 nm. Therefore the charge diffusion coefficient corresponding
to τCdif . 100 ns can be estimated as 10
−3cm2/s. It is much larger than the charge diffusion coefficient in organics
estimated from experiments [36] or the one considered in [12]. It means that although our results support the idea
that spin and charge transport can be decoupled in organics, this decoupling alone cannot describe all the puzzling
experimental results in organic spin-valves.
VIII. CONCLUSION
We studied the problem of excitations in the system of localized spins with exchange interaction and exponentially
broad distribution of the exchange integrals in a strong applied magnetic field. The problem was reduced to an
effective one-electron problem and studied with the twisted boundary conditions method.
Although the effective one-electron problem is quite similar to the Lifshitz localization problem, it lacks the complete
localization. A part of the spectrum always corresponds to delocalized states that can be described with a diffusion
coefficient. The diffusion coefficient exponentially decreases with the decrease of the parameter n1/3a. The appearance
of random magnetic or hyperfine on-site fields leads to the Anderson localization of the spin excitations. Anisotropic
part of the exchange interaction leads to the Lifshitz localization of the excitations.
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The delocalized spin excitations can provide an additional mechanism for the spin transport and make the spin
diffusion coefficient larger than the charge diffusion coefficient. This result support the idea that the spin transport
in organic spin-valves can be decoupled from the charge transport. However this decoupling cannot by itself describe
all the puzzling experiments with organic spin-valves.
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IX. APPENDIX 1: LIFSHITZ LOCALIZATION PROBLEM
In the main text we compare the exchange interaction Hamiltonian (6) with the Hamiltonian of the Lifshitz local-
ization (7). In this appendix we present the results of our numeric computations for the Lifshitz model. This model
can be considered as a test for our methods. Also we want to note that although the Lifshitz localization is known
since 1965 and was used to discuss several physical systems [39, 40], we are not aware of any detailed numerical studies
of this problem. Thus we believe that the results on this problem can be interesting by themselves.
The Hamiltonian of the problem (7) is discussed in the main text. The density of states corresponding to this
Hamiltonian for n1/3a = 0.2 is shown on fig. 11(a). It has a sharp maximum near E = 0 and long power law tails
that also contain a large part of the energy levels.
FIG. 11: The energy spectrum (a) and gT for the Hamiltonian (7) with n
1/3a = 0.2. gT is compared with two assumptions: of
localization (b) and of diffusive motion (c). The numbers on plots (b) and (c) correspond to the energy in units t0.
On figure 11 (b) and (c) we show the dependence of the level curvature gT on the size of the numerical sample L
measured in units n−1/3. The three energies are considered on fig. 11. The energy E = 10−3t0 lies near the maximum
of the spectrum, E = 1.3 · 10−1t0 is in the tail, while the energy E = 4 · 10−2 lies somewhere in between. One can see
that the level curvature for E = 10−3t0 clearly corresponds to delocalization while the curvature gT for E = 1.3·10−1t0
has the exponential dependence on L indicating the localization with localization distance lloc ≈ 1.1n−1/3.
Similar numerical results for the smaller localization length a = 0.1n−1/3 are shown on figure 12. The energy
spectrum has similar form as in the case n1/3a = 0.2 with sharp maximum and power law tails. However for all
the considered energies the L dependence of gT corresponds to the localization, although the localization distance is
larger near the maximum of the density of states than in the tails of the spectrum.
FIG. 12: The energy spectrum (a) and gT for the Hamiltonian (7) for n
1/3a = 0.1. gT is compared with two assumptions: of
localization (b) and of diffusive motion (c). The numbers on plots (b) and (c) correspond to the energy in units t0.
To obtain the threshold value of n1/3a that correspond to the Lifshitz localization one should slowly change a
and find the value ath that correspond to appearance of delocalized states. Following this procedure we obtained
n1/3ath = 0.13 ± 0.02. Let us note that in conventional materials (for ex. in doped semiconductors) the metal-
insulator transition occurs at larger values n1/3a ≥ 0.2 [41]. It is usually Anderson or Mott transition. The provided
calculation show that Lifshitz mechanism is not important for these materials. It should be important only in the
materials with very small random on-site energies.
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X. APPENDIX 2: IPR METHOD FOR ANISOTROPIC EXCHANGE INTERACTION WITH RANDOM
ANISOTROPY AXIS
The Hamiltonian (11) includes the anisotropic exchange interaction between sites i and j with anisotropy axis b. In
amorphous organic materials the axis b is considered to be random. In this case each pair of sites i and j corresponds
to an anisotropy axis bij . The reduction of (11) to the one particle Hamiltonian in this case is
Hij = Jij
2 cos γ + (1− cos γ)(b2ij,x + b2ij,y)/b2
4
− i
2
Jij
bij,z
b
sin γ, (19)
Hii = E0 −
∑
j 6=i
Jij
cos γ + (b2ij,z/b
2)(1 − cos γ)
2
.
Here bij,x, bij,y and bij,z are the projection of the vector bij on the cartesian axes. The vector bji for the backward
hop is opposite to the vector bij of the forward hop bij = −bji. Note that the Hamiltonian (19) is complex.
To understand if the Hamiltonian (19) leads to the Lifshitz localization similarly to the Hamiltonian (12) we calculate
the inverse participation ratio for excitations near the maximum of the density of states for different anisotropy types.
The inverse participation ratio (IPR) of a wavefunction Ψ =
∑
n Cnψn is defined as
IPR(Ψ) =
∑
n
|Cn|4. (20)
Here ψn is the wavefunction of the excitation localized on the site n. IPR is widely used as a tool to study Anderson
localization [42]. For localized states IPR does not depend on the size of the numerical sample L while for delocalized
states IPR tends to zero for large L.
FIG. 13: The inverse participation ratio for anisotropic exchange interaction Hamiltonian with the vector b along the x-axis
(a) and the random vector b (b). Different curves correspond to different under-barrier spin rotation angles γ.
Figure 13 shows the IPR averaged over the excitations near the maximum of the density of states for different
underbarrier spin rotation angles γ. Figure 13 (a) corresponds to the x-axis anisotropy Hamiltonian (12) while figure
13 (b) correspond to the Hamiltonian (19) with random axes bij . It can be seen that in both cases the anisotropy
has a similar effect on IPR. Without the anisotropy of the exchange interaction (γ = 0) IPR tends to zero for large
L. However for sufficiently large γ IPR does not depend on the numerical sample size indicating the localization of
the spin excitations.
XI. APPENDIX 3: THE SOLUTION OF THE DRIFT-DIFFUSION EQUATIONS
The general solution of the drift-diffusion equations in the normal layer (16,17) is
ξc(x) = ξc(0) +
ejc
σc
x,
ξs(x) = C1 exp
(
−x
lsN
)
+ C2 exp
(
x−L
lsN
)
.
(21)
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The coefficients ξc(0), C1 and C2 are determined by the boundary conditions.
In the present study, we consider two types of the boundary conditions. The first one corresponds to the electron
dynamics inside the contact made from a ferromagnetic material. This dynamics can be described with equations
j↑ =
σ↑1,2
e
ξ′↑, j↓ =
σ↓1,2
e
ξ′↓, j
′
c = 0, j
′
s =
ge
τ
(1,2)
Rel
ξs. (22)
Here j↑ and j↓ stand for the parts of the current carried by the spin-up and spin-down electrons correspondingly.
σ↑1,2 is the conductivity of the ferromagnetic material for spin up electrons, the bottom index 1 and 2 correspond to
the left and the right contact. σ↓1,2 is the same for spin down electrons. τ
(1)
Rel and τ
(2)
Rel are the spin relaxation times
in the left and the right contact correspondingly. The boundary conditions related to the ferromagnetic contact are
the continuity of spin and charge currents and electro-chemical potentials ξs and ξc on a ferromagnetic-normal layer
interface.
The application of the boundary conditions (22) leads to the system of equations for C1 and C2
C1
(
σ˜1
el1
+ σselsN
)
+ C2e
−L/lsN
(
σ˜1
el1
− σselsN
)
= −p1jc,
C1e
−L/lsN
(
σ˜2
el2
− σselsN
)
+ C2
(
σ˜2
el2
+ σselsN
)
= p2jc.
(23)
Here σ˜1,2 = 4σ
↑
1,2σ
↓
1,2/(σ
↑
1,2 + σ
↓
1,2). The effective thicknesses l1 and l2 of the ferromagnetic layers are l1,2 =√
τ1,2σ˜1,2/gµ1,2e2, where gµ1,2 is the density of states in the ferromagnetic contacts. The contact polarizations p1,2
are defined as p1,2 = (σ
↑
1,2 − σ↓1,2)/(σ↑1,2 + σ↓1,2). The solution of the equation (23) together with the general solution
(21) determines the dependence ξs(x) inside the normal layer.
To calculate the device resistivity the difference between electrochemical potential ξc on the opposite sides of the
device should be found. The change of ξc inside the normal layer is always equal to eLjc/σc. In this sense the
resistivity of the normal layer is always equal to RN . Inside the ferromagnetic contacts ξc can be described with the
expressions
ξc(x) = ξc(0) +
ejcx
σ↑
1
+σ↓
1
− ξs(0)p1
(
ex/l1 − 1) ,
ξc(x) = ξc(L) +
ejcx
σ↑
2
+σ↓
2
− ξs(L)p2
(
e−(x−L)/l2 − 1) . (24)
Here the first expression corresponds to the left ferromagnetic contact and the second expression corresponds to the
right one.
The part of (24) related to ξs leads to the additional contact resistance equal to (p2ξs(L) − p1ξs(0))/ejc. The
contact resistance appears to be quadratic in terms of contact polarizations p1 and p2. It can be divided into the two
terms: Rsv ∝ p1p2 that changes its sign when one of the contacts flips its magnetization and Rpol that depends on
the degree of contact polarizations but is insensitive to its sign.
Rsv =
−4p1p2RlNN,sRC1RC2
eL/lN (RlNN,s +RC2)(R
lN
N,s +RC1)− e−L/lN (RlNN,s −RC2)(RlNN,s −RC1)
(25)
Rpol = 2
p21R
lN
N,sRC1(R
lN
N,s sinh
L
lN
+RC2 cosh
L
lN
) + p22R
lN
N,sRC2(R
lN
N,s sinh
L
lN
+RC1 cosh
L
lN
)
eL/lN (RlNN,s +RC2)(R
lN
N,s +RC1)− e−L/lN (RlNN,s −RC2)(RlNN,s −RC1)
(26)
Here RC1,2 = l1,2/σ˜1,2 are the effective contact resistances.
The second type of boundary conditions is related to the introduction of spin-dependent barriers related to the
interface between the ferromagnetic and normal layers in the spin-valve. This spin filtering barriers are described
with equations
∆ξ↑,↓(0) =
ej↑,↓
Σl↑,↓
, ∆ξ↑,↓(L) =
ej↑,↓
Σr↑,↓
. (27)
Here Σl↑ and Σ
l
↓ are the conductivity of the left barrier for spin up and spin down electrons correspondingly. Σ
r
↑
and Σr↓ are the same for the right barrier. ∆ξ↑(0) and ∆ξ↑(L) are the shifts of electro-chemical potential of spin-up
electrons at the left and the right barriers correspondingly. The boundary conditions in this case assume that electron
and spin current are continuous on the interface and ξs outside the tunnel barriers is equal to zero.
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The system with the boundary conditions (27) can be treated in the same way as the system with the boundary
conditions (22). The expression for the contact resistance in this case is
Rsv +Rpol = −p1 1
Σ˜l
js(0)
jc
− p2 1
Σ˜r
js(L)
jc
(28)
where Σ˜l,r = 4Σ
↑
l,rΣ
↓
l,r/(Σ
↑
l,r +Σ
↓
l,r), p1 = (Σ
↑
l −Σ↓l )/(Σ↑l +Σ↓l ) and p2 = (Σ↑r −Σ↓r)/(Σ↑r +Σ↓r). Eq. (28) leads to the
expression for Rsv that is similar to (25) where the contact resistances are defined as RC1,2 = 1/Σ˜1,2. The expression
for Rpol is however different from (26)
Rpol = −2
p21R
2
C1
(RlNN,s cosh
L
lN
+RC2 sinh
L
lN
) + p22R
2
C2
(RlNN,s cosh
L
lN
+RC1 sinh
L
lN
)
eL/lN (RlNN,s +RC2)(R
lN
N,s +RC1)− e−L/lN (RlNN,s −RC2)(RlNN,s −RC1)
(29)
The resistance Rpol described with expression (29) is negative. Note that Rpol does not represent any physical
resistance, it is just the part of the contact resistance that correspond to the spin polarization. The total contact
resistance always stays positive.
