We consider a distributed power control algorithm for infrastructureless ad hoc wireless networks, where each link distributively and asynchronously updates its transmission power with limited message passing among links. This algorithm provably converges to the set of global optimal solutions despite the non-convexity of the power control problem. In contrast with existing distributed power control algorithms, our algorithm makes no stringent assumptions on the system utility functions. In particular, the utility function is allowed to be concave or non-concave, differentiable or non-differentiable, continuous or discontinuous, and monotonic or non-monotonic.
I. INTRODUCTION
Due to the broadcast nature of wireless medium, simultaneous transmissions interfere with each other (especially transmissions on nearby links), thus adversely affecting data rates and Quality of Service (QoS) in the system. Interference mitigation is therefore a fundamental issue that must be addressed in next generation wireless networks. An important technique for this is to control the links' transmission power. Due to the wide spread of broadband wireless data services, a system-wide efficiency metric (i.e., system utility) is typically used to characterize the advantage of power control [1] - [10] .
Maximizing a system-wide utility through power control is an NP-hard problem in general due to the complicated coupling interference between links [9] . Thus, it is difficult to solve despite its paramount importance. Most previous work maximizes system utility by iterative approximation methods [2] , [3] , oftentimes compromising the global optimality of the solution. To address the issue, we proposed the MAPEL algorithm in our very recent work [10] , which guarantees to converge to the global optimal solution of non-convex power control problems. However, MAPEL can not be applied to infrastructureless ad hoc wireless networks, because it is largely a centralized algorithm. With the proliferation of wireless infrastructureless networks such as ad hoc and sensor networks, it is increasingly crucial to devise an algorithm that solves the power control problem in a distributed fashion. In general, distributed power control is more complicated due to the lack of centralized infrastructure.
Recently, distributed power control has attracted a lot of research interests [4] - [8] . The power control problem is generally formulated as a noncooperative pricing game [4] - [6] or as a KKT decomposition [7] , [8] . Due to the non-convex nature of power control problems, the distributed power control algorithms are likely to converge to a suboptimal solution. For example, the algorithms proposed in [7] , [8] can obtain a global optimal solution only when the utility functions are strictly increasing, twice differentiable and strictly log-concave in the feasible signal to interference-plus-noise ratio (SINR) region. In practice, however, many utility functions, including simple ones such as throughput maximization, do not satisfy these properties. In this case, it is hard for existing algorithms to find the optimal power control solution in a distributed manner. Furthermore, existing distributed algorithms require all links to update their transmission power at the same time. However, synchronous update is generally difficult to achieve due to the lack of a central clock in the system. Asynchronous update is therefore more preferable.
In this paper, we propose a SEER (aSynchronous distributEd powEr contRol) algorithm to achieve the global optimal power allocation in a distributed fashion. The key idea of SEER largely comes from Gibbs Sampling, which is a well-studied optimization algorithm in fields such as statistical physics and image processing [16] , [17] . SEER has four distinctions from previous work. First, SEER maximizes the system utility function by exploring the function's entire surface, and thus it has a provable convergence to the set of global optimal solutions for any system utility function. In particular, the system utility function is allowed to be non-concave, discontinuous, and nonmonotonic. Second, SEER achieves the optimal power control noticeably faster than the centralized algorithm MAPEL we proposed earlier. As such, the algorithm can efficiently handle large-scale wireless networks, as shown in our simulations. Third, SEER requires only limited message passing among links and small memory storage at each link. Last, SEER allows asynchronous power update and message passing.
The rest of this paper is organized as follows. Section II introduces the system model and problem formulation. SEER is proposed and analyzed in Section III. We evaluate the performance of SEER through several simulations in Section IV. The paper is concluded in Section V.
II. SYSTEM FORMULATION
We consider a snapshot of wireless ad hoc network with a set M = {1, · · · , M} of distinct links. Each link consists of a transmitter node T i and a receiver node R i . The channel gain between node T i and node R j is denoted by G ij , 978-1-4244-5638-3/10/$26.00 ©2010 IEEE which is determined by various factors such as path loss, shadowing and fading effects. We write the channel gains into a channel matrix form G = [G ij ]. Assume that the channel gains are constant during the time period under consideration. Let p i denote the transmission power of link i (i.e., from node T i ), with P max i being its maximum allowable value. For notational convenience, we write p = (p i , ∀i ∈ M) and P max = (P max i , ∀i ∈ M) as the transmission power vector and the maximum transmission power vector, respectively. Likewise, let the received noise on link i be n i . Thus, the received SINR of link i is
and the corresponding data rate r i (p) calculated based on the Shannon capacity formula is log 2 (1 + γi(p) Γi ), where Γ i is the SINR gap that indicates the difference between the SINR needed to achieve a certain data rate for a particular modulation and coding scheme and the theoretical limit. Without loss of generality, we assume Γ i = 1 hereafter.
We aim to find the optimal power allocation p * that maximizes the overall system utility U (γ 1 (p), · · · , γ M (p)). Mathematically, the optimal power control is formulated into the following form:
In most previous work (e.g., [2] , [3] , [7] , [8] ), the function U (·) is often assumed to be additive across links, i.e.,
, with U i (·) being the utility of link i. Furthermore, U i (·) is assumed to be strictly increasing, twice differentiable, and strictly log-concave in the feasible SINR region. Unlike the previous work, we do not impose any assumptions on the function U (·). In particular, U (·) does not need to be additive. Besides, it can be nonconcave, discontinuous, and non-monotonic. Thus, we have full freedom to choose the utility function U (·) that accurately reflects system performance. Interested readers are referred to [15] for some commonly used utility functions.
Due to the complicated coupling of SINR across links, Problem (UM) is in general non-convex even if the objective function U (·) is a concave function, let alone the cases with non-concave U (·)'s. Therefore, it is difficult to find a global optimal solution efficiently even in a centralized fashion, not to mention solving the problem distributedly.
III. THE SEER ALGORITHM
In this section, we propose a novel algorithm, SEER, to solve Problem (UM) distributedly. Based on the concept of Gibbs Sampling [16] , we first derive a Discrete-SEER algorithm in Section III-B, where the prefix "Discrete" stands for discrete power control, which means each link i can only choose its transmission power level from a discrete and finite set bounded between 0 and P max i . In Section III-C, we extend the algorithm to continuous power control, referred to as Continuous-SEER. Some mathematical preliminaries about Gibbs Sampling will be introduced first in Section III-A before we present the algorithm.
A. Mathematical Preliminaries Related to Gibbs Sampling
Gibbs Sampling was originally introduced by Gibbs in 1902 to model physical interactions between molecules and particles. Later, it was used as an optimization algorithm to maximize the posterior mode estimate in image processing [16] . In particular, Gibbs Sampling solves a global optimization problem with the following form
where the variable x is a N -dim row vector with element
is a compact set from the Cartesian product of the discrete sets X n corresponding to x n , and the objective function H(x) does not require any stringent assumptions.
The key idea of Gibbs Sampling is that the value of each x n is updated iteratively and asynchronously according to a probability distribution, which by itself is also adjusted at each iteration according to the observations of x 1 , · · · , x n−1 , x n+1 , · · · , x N . Presumably, the value of x n that yields a smaller H(x) is more likely to be picked. The details of Gibbs Sampling is given as follows.
Algorithm 1 Gibbs Sampling [17]
1: Initialization: Randomly select an initial point x ∈ X . 2: loop 3: for all n's in any order do 4: The element x n is updated by a sample from the probability distribution Λ n (
where β is a positive constant, and x −n = (x 1 , · · · , x n−1 , x n+1 , · · · , x N ).
5:
end for 6: end loop In (4), β reflects the degree of greediness. A very small β causes all values of x n to be chosen (nearly) equiprobably. On the contrary, when β → ∞, the algorithm becomes a greedy one. Only the x n 's that minimize H(x) for given x −n will be picked. To avoid being trapped in a local optimal solution by being too greedy, a large enough but finite β is usually adopted. It allows the algorithm to explore non-greedy actions with small probabilities. Note that Gibbs Sampling does not make any assumptions on H(x), as long as it can be evaluated. Furthermore, the updates of each element are fully asynchronous and distributed.
B. Discrete-SEER
We first consider Problem (UM), assuming that each p i can only take values from a discrete set P i = {0, P i , 2 P i , · · · , P max i }. In this case, Gibbs Sampling can be straightforwardly applied to solve the problem. In what 978-1-4244-5638-3/10/$26.00 ©2010 IEEE follows, we present the Discrete-SEER algorithm and prove its convergence to the set of global optimal solutions. Rewrite Problem (UM) into
where γ(p) is the vector of γ i (p). A close look at (5) shows that it is similar to (3) considered in Gibbs Sampling.
The key idea of Discret-SEER is as follows. Each link i picks a sequence of time epochs {t i1 , t i2 , · · · }, at which its transmission power is updated. In particular, at the time epoch t ik , the transmission power is updated to p i (t ik ) according to the probability distribution (6) can be calculated at the transmitter side of link i, through
where γ j (t ik −) and s j (t ik −) = G jj p j (t ik −) are the received SINR and received signal power (RSP) of link j just before the time instant t ik , respectively. Assume that each link knows the system utility function U (·) and has the memory of transmission power used before the time instant t ik (i.e., p i (t ik −)). Then, all that link i needs to calculate Λ i (p −i (t ik −)) are the SINRs γ j (t ik −)'s, the RSPs s j (t ik −)'s, and the channel gains G ij 's for all links j. In particular, the SINR and the RSP of link j can be measured at the receiver side of link j. This information is broadcast to other links in a control packet every time the receiver of link j senses a change in its SINR or RSP. Moreover, assuming reciprocity of the channel, the transmitters can measure G ij 's by measuring the received power of control packets. Note that the convergence of Discrete-SEER would still be guaranteed even if the information about γ j (t ik −)'s and s j (t ik −)'s is not updated in time. This will be discussed in our future work.
Having introduced the basic operations, we now formally present the Discrete-SEER algorithm in Algorithm 2.
1) Global Convergence
The following Theorem shows that as β becomes large, Discrete-SEER asymptotically converges to the set of global optimal solutions to Problem (UM).
The proof is relegated to Appendix.
Algorithm 2
The Discrete-SEER Algorithm The implementation at each transmitter node T i 1: Initialization: pick a sequence of time epochs {t i1 , t i2 , · · · } in continuous time.
2:
Choose some feasible power p i (t i1 ) ∈ P i . Let k = 1. 3: repeat 4: Transmit the data packet with the power level p i (t ik ).
5:
Keep sensing the control packets broadcast by receivers, and then update the information of γ j 's and s j 's. 6: k = k + 1.
7:
Update the feasible power p i (t ik ) ∈ P i according to the probability distribution given in (6) . 8: until Link i decides to leave the network The implementation at each receiver node R i 1: repeat 2: Keep measuring the SINR and the RSP, and broadcast them in a control packet when a change in SINR or RSP is sensed. 3: until Link i leaves the network Theorem 1: Starting from any initial power allocation (p(t 11 ), p(t 21 ), · · · , p(t M 1 )), Discrete-SEER corresponds to a Markov chain that converges to a stationary distribution Ω = (Ω(p), ∀p ∈ P), i.e.,
where P = {p|p i ∈ P i , ∀i}. When β → ∞, Ω(p) becomes
where P * is the set of global optimal solutions to Problem (UM), and |P * | denotes the cardinality of P * . In other words, Discrete-SEER converges to a strategy that only selects the global optimal power allocation. When there are several equally good global optimal solutions, they are selected equally likely.
Remark 1:
When P i is set to be P max i for each link, Problem (UM) reduces to on-off power control for the system utility maximization.
We note that when P i becomes very small (close to zero), Discrete-SEER asynchronously approximates continuous power allocation, where p i is any real number in [0, P max i ]. However, one consequence of having small P i 's is that each link must have an excessively large memory space to store the probability distribution Λ i (p −i (t ik −)). To avoid this stringent requirement, we are motivated to propose a continuous power allocation scheme that does not need a large memory space.
C. Continuous-SEER
We now consider Continuous-SEER, where each link performs continuous power allocation for the system utility max-978-1-4244-5638-3/10/$26.00 ©2010 IEEE imization. Correspondingly, Problem (UM) is converted into
(11) To avoid the excessively large memory space required by Discrete-SEER, we note that Λ i (p i |p −i (t ik −)) can be written into the following form when P i → 0, i.e.,
This can be transformed into a probability density function (pdf)
where (13), Continuous-SEER works as follows: each link i updates its feasible transmission power p i ∈ P i at each time instant t ik with the pdf (13) . Thus, we can avoid the requirement for memory space. The other necessary interactions for each link i are the same as that needed in Discrete-SEER. Thus, the algorithm of Continuous-SEER is the same as Discrete-SEER except for
Step 7, which is modified as follows.
Step 7. Choose some feasible power p i (t ik ) ∈ P i according to the pdf given in (13) .
1) Global Convergence
The following Theorem shows that the optimal solution to Problem (UM) can be achieved through Continuous-SEER with large β.
The proof of Theorem 2 is similar to that of Theorem 1, and thus omitted due to space limitation.
IV. SIMULATION RESULTS
In this section, we conduct simulations to illustrate the effectiveness of SEER. Due to space limitation, we focus on Continuous-SEER in this section.
A. Effect of β
This example is to observe the effect of β on the performance of Continuous-SEER. We consider a six-link network where the links are randomly placed in a 10m-by-10m area. Let the channel gains G ij to be equal to d −4 ij , where d ij Theorem 2: Starting from any initial power allocation p(1), Continuous-SEER corresponds to a Markov chain that converges to a stationary joint pdf
where
where the function δ p (P * ) satisfies
and P max 0 δ p (P * )dp = |P * |. In other words, Continuous-SEER converges to a strategy that only selects global optimal power allocation equally likely. denotes the distance between the transmitter node T i and the receiver node R j . The resultant channel gain matrix is and n i = 0.1μW for all links i. In these two figures, the optimal system utility achieved by MAPEL is also plotted for comparison.
From these two figures, we see that both the frequency and the amplitude of oscillations decrease when β increases. This result is due to the fact that β reflects the degree of greediness. With a small β, links are more willing to explore power allocations other than the optimal ones. Therefore, there are more oscillations when the algorithm converges. On the other hand, with a large enough β, the oscillation diminishes. In this case, Continuous-SEER converges to a strategy that only picks the global optimal power allocations. Besides, it can be seen from these two figures that Continuous-SEER converges noticeably fast to the optimal power control (i.e., the number of iterations needed for convergence is smaller than 10).
The above figures suggest that a large β is preferred than a small β in terms of the quality of the solution when the algorithm converges. In fact, as Theorem 2 states, the algorithm converges to a point where only global optimal 978-1-4244-5638-3/10/$26.00 ©2010 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE Globecom 2010 proceedings. solutions are selected with non-zero probability when β is very large. In practice, however, β also has an effect on the convergence time. A large β may lead to slower convergence, as discussed in [16] . On the other hand, too large a β may lead to numerical problems when calculating the probabilities in (6) and (13) . More details about the selection of β will be discussed in a longer version of this paper.
B. Comparison with Existing Distributed Algorithms
As we mentioned in Introduction, the current exiting distributed power control algorithms only apply to special utility functions that are log-concave in SINR. Otherwise, when the system utility function is not log-concave in SINR, these algorithms may converge to a local optimal solution. Here, we compare the performance of one "representative" algorithm (i.e., Asynchronous Distributed Pricing (ADP) Algorithm [8] ) in this area. The purpose is to show that Continuous-SEER always achieves the global optimality even though the utility function is not log-concave in SINR, but ADP fails to do so. Besides, Continuous-SEER does not have a higher message passing complexity, compared with ADP.
In this subsection, we simulate both algorithms with 100 random initializations for a fifteen-link network, where the links are randomly placed in a 20m-by-20m area. Other system parameters are the same as in the above example. Suppose that U (γ(p)) = M i=1 log 2 (1+γ i (p)). Fig. 3 shows that Continuous-SEER always converges to the global optimality, regardless of the initial power allocation. On the other hand, the ADP algorithm is always trapped in local optimal solutions for the considered fifteen-link network. This is not surprising, as ADP only applies to system utility functions that are log-concave in SINR. Fig. 4 shows that Continuous-SEER not only converges much faster than the centralized algorithm MAPEL, but also has a convergence speed similar to ADP. We simulate a fifteen-link network and the simulation parameters are the same as Fig. 3 . The figure shows that Continuous-SEER converges as fast as ADP (i.e., both within a few iterations). Due to the fact that ADP and Continuous-SEER need similar message passing at each iteration, the similar convergence speed between Continuous-SEER and ADP implies that the message passing complexity of Continuous-SEER is similar to that of ADP. Moreover, we find in Fig. 4 that, Continuous-SEER is guaranteed to converge to the global optimality, while ADP is trapped in a local optimality. On the other hand, Fig. 4 also shows that MAPEL is far from convergence even with 100 iterations. This implies that Continuous-SEER is a preferable choice for fast convergence in large-scale networks even if there exists a centralized controller.
V. CONCLUSION
We have presented a distributed power control algorithm, SEER, which efficiently converges to the set of global optimal solutions despite the non-convexity of the power control problems. Built upon Gibbs Sampling, the key idea of SEER is that each link iteratively and asynchronously update its transmission power by opportunistically exploring the entire surface of the system utility function. Our results show that SEER converges much faster to the global optimum than the centralized algorithm MAPEL. This implies that the algorithm is a preferable choice even in systems with a centralized controller. Throughout this paper, we have assumed that message passing among links is timely and lossless. In fact, SEER is 978-1-4244-5638-3/10/$26.00 ©2010 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE Globecom 2010 proceedings. robust against message delay and losses. This will be analyzed in detail in our future work.
APPENDIX

Proof of Theorem 1:
A close look at the Discrete-SEER algorithm shows that a transition from one transmission power vector p 1 to another p 2 occurs only when some link, say link i, updates its transmission power according to its observation on the other entries of p 1 . In other words, the transition does not depend on the power vectors before p 1 . Hence, Discrete-SEER can be modeled as a Markov chain whose transition matrix corresponding to link i's update is defined as Π i = [Π i (p 1 , p 2 ), ∀p 1 , p 2 ∈ P], where Π i (p 1 , p 2 ) = Λ i (p 2,i |p 1,−i ) if p 1,−i = p 2,−i , 0 otherwise.
Here, p 1,−i = (p 1,1 , · · · , p 1,i−1 , p 1,i+1 , · · · , p 1,M ) is the transmission power vector of link i's opponents, and p 2,−i is defined likewise. Due to the lack of a central clock in the ad hoc network, each link schedules their power updates at arbitrary time epochs in continuous time. Therefore, there are no simultaneous updates with probability 1. The resulting Markov chain is actually a composition of single-link transition probabilities. To prove the former part of Theorem 1, we just need to prove that for any updating order, the Markov chain specified in (17) has a stationary distribution Ω.
A close look at (17) reveals that M i=1 Π i is strictly positive, which implies that the Markov chain is ergodic. Therefore, its stationary distribution exists. Given an arbitrary updating order {i 1 , i 2 , i 3 , · · · }, where the sequence is a permutation of {1, 2, · · · , M} with repetition, the distribution Ω given in (9) always satisfies
Consequently, Ω is the stationary distribution of the Markov chain (i.e., the stationary distribution of Discrete-SEER) for any updating order.
Next, we prove the latter part of Theorem (1) . Let U * = max p∈P i∈M U (γ(p)) and U (p) = 
Consequently, the latter part of Theorem 1 follows.
