Background: Many different test statistics have been proposed to test for spatial clustering. Some of these statistics have been widely used in various applications. In this paper, we use an existing collection of 1,220,000 simulated benchmark data, generated under 51 different clustering models, to compare the statistical power of several disease clustering tests. These tests are Besag-Newell's R, Cuzick-Edwards' k-Nearest Neighbors (k-NN), the spatial scan statistic, Tango's Maximized Excess Events Test (MEET), Swartz' entropy test, Whittemore's test, Moran's I and a modification of Moran's I.
Background
A large number of tests for spatial randomness that adjust for an uneven background population have been proposed. Such test statistics are used to test whether or not the geographical distribution of disease is random. They are also used in many other areas such as genetics, geomorphology and ecology [1] [2] [3] [4] [5] [6] .
When we use these test statistics, it is important to know whether they have good power. There have been some studies comparing such test statistics [7] [8] [9] [10] [11] [12] [13] [14] , but there have been few simultaneous comparisons of three or more tests. When evaluating tests for spatial randomness, the best way is to compare them using the same simulated data sets.
For our study, we use existing benchmark data [10] , simulated from the female population in the Northeastern United States, to evaluate the power of different test statistics for various kinds of clusters.
Previous studies have shown that the spatial scan statistic has good power in detecting hot spot clusters, and Tango's MEET has good power in detecting global clustering [10] . We compare the power of these two test statistics with six additional tests: Besag-Newell' R, Cuzick- 
Methods

Benchmark data sets
The benchmark data sets are based on the 1990 female population in the 245 counties and county equivalents in the Northeastern United States, consisting of the states of Maine, New Hampshire, Vermont, Massachusetts, Rhode Island, Connecticut, New York, New Jersey, Pennsylvania, Delaware, Maryland and the District of Columbia. Each county is represented by a centroid coordinate. The data is available at 'http://www.commed.uchc.edu/biostat/data sets/'. The benchmark data and how it was generated has been described in detail elsewhere [10] . We provide a brief summary here.
Under the null hypothesis of no clustering, 100,000 random data sets were generated by randomly allocating 600 cases to the various counties, with probabilities proportional to the county population. The null data is used to estimate the critical values, which is the cut-off point for the significance. Two kinds of clustering models were evaluated, hot spot clusters and global chain clustering.
Hot spot clusters
Hot spot clusters were generated by setting the relative risk in some counties to be larger than 1. Three different sets of local clusters are constructed in a rural, urban and mixed area respectively. Within each of these three sets, there are five different sized clusters with 1, 2, 4, 8 and 16 counties respectively. The center of the rural cluster is Grand Isle County in Vermont. The center of the mixed cluster is Allegheny County (Pittsburgh) in Pennsylvania. The center of the urban cluster is New York county (Manhattan) in New York. The relative risks and counties included in each cluster are listed in Table 1 .
In order to evaluate how the disease clustering tests perform when there are multiple hot-spot clusters, the benchmark data also include 15 alternate models with two clusters and 5 models with three clusters by using different combinations of the original clusters. In a model, all clusters had the same number of counties.
Global chain clustering
In the global chain clustering model, every county has the same expected number of cases under the null and alternative hypothesis. The counties are tied together sequentially on a chain that passes through the centroid of each county exactly once, after which it reconnects with the first county on the chain, forming a Hamiltonian cycle. A map of the Hamiltonian cycle used has previously been published [10] . Let D j(i) be the total number of cases in county i and its j closest neighbors, and let U j(i) be the population size in county i and its j closest neighbors.
Besag-Newell's R Besag-Newell's R statistic [15] has been used to study leukemia in upstate New York [16] . The test statistic is defined as , where M i is a random variable denoting the minimum number of counties needed to have at least k cases in county i and its M i closest neighboring counties, m i is the observed value of
k is a parameter set by the user. Usually, a large k is more sensitive to large clusters and a small k is more sensitive to small clusters. I is the indicator function with value 1 when P(M i ≤ m i ) < 0.05 and 0 otherwise.
The null hypothesis of no clustering is rejected when R is large. [17] has been widely used, for example for leukemias and lymphomas among young people in New Zealand [18] and the association of Ixodes pacificus and quine granulocytic ehrlichiosis in California [19] . This test statistic was originally designed for point data, but can easily be adapted for aggregated data. The test statistic is defined as where k is a parameter chosen by the user and for each county i, denotes the number of k nearest neighbors which are cases. To be more precise,
Cuzick-Edwards
The null hypothesis of no clustering is rejected when T k is large.
The spatial scan statistic
The spatial scan statistic [20] has among other things been used to study human granulocytic ehrlichiosis near Lyme in Connecticut [21] , soft-tissue sarcoma and non-Hodgkin's lymphoma clusters with high dioxin emission levels [22] , childhood mortality in rural Burkina Faso [23] , bovine tuberculoisis in Argentina [24] and Toxoplasma gondii infection of southeast sea, otters [25] .
The spatial scan statistic imposes a circular window on the map and lets the circle centroid move across the study region. For any given position of the centroid, the radius of the window is changed continuously to take any value between zero and some upper limit.
Let L j(i) be the likelihood under the alternate hypothesis that there is a cluster in county i and its j closest neighbors, and let L 0 be the likelihood under the null hypothesis. It can then be shown that As this likelihood ratio is maximized over all circles, it identifies the one that constitutes the most likely cluster. The test statistic is where I is the indicator function with value 1 when and 0 otherwise. The null hypothesis of no clustering is rejected when T is large.
Tango's Maximized Excess Events Test (MEET)
For a given parameter λ, the Excess Events Test statistic [11] is defined as
The choice of λ relates to the geographical scale of clustering. Large λ makes the test sensitive to geographically large clusters, while small λ will make the test more sensitive to small clusters.
To be able to detect clustering irrespectively of its geographical scale, Tango [12] proposed the Maximized Excess Events Test (MEET) where eet(λ) is the observed value of the Excess Events Test statistic conditioning on λ, and U is the upper limit on λ. Practical implementation of the test uses 'line search' by discretization on λ, and the MEET statistic is evaluated using Monte Carlo hypothesis testing [26] .
The null hypothesis of no clustering is rejected when the test statistic is small.
Swartz' entropy test
Swartz [27] proposed a test for spatial randomness based on the concept of entropy. The test statistic is defined [28] as
The null hypothesis of no clustering is rejected when T is small.
Moran's I
Moran's I [29] was originally proposed to analyze continuous data. Subsequently, this statistic has also been used to analyze count data, such as Lyme disease in New York State [30] and cancer incidence in Canada [31] .
The Moran' I statistic is defined as where and
We also consider a modified version of Moran's I:
In both cases, we reject the null hypothesis of no clustering when I is large.
Whittemore's test
Whittemore et al. [32] proposed the statistic
We reject the null hypothesis of no clustering when T is small.
Power calculation
For Besag-Newell's R, Cuzick-Edwards' k-NN. Swartz' entropy test, Moran's I and Whittemore's test, the power estimate is calculated using C++ code written by the author. For the spatial scan statistic and Tango's MEET, the power estimates are obtained from the paper by Kulldorff et al. [10] . Table 2 shows the estimated power of the test statistics in detecting the hot spot clusters. For each type of hot spot cluster, the highest power is highlighted. The spatial scan statistic has good power in detecting all three kinds of hot spot clusters: rural, mixed and urban clusters, and it performs best for detecting rural clusters. Tango's MEET performs best for the urban clusters, but not very well for the rural clusters.
Results
Hot spot clusters
With the right choice of parameter, Besag-Newell's R has the best power for detecting mixed clusters, but its strength is very sensitive to choice of parameter. The power of Cuzick-Edwards' k-NN also depends on the parameter. It has good power in detecting all three kinds of hot spot clusters with the right choice of parameter. All the test statistics have good power for multiple hot spot clusters except Whittemore's test and Moran's I. The spatial scan statistic, Tango's MEET and Cuzick-Edwards' k-NN perform very well in detecting multiple clusters. Table 3 shows the estimated power of the test statistics for global chain clustering. The highest power for each type of global clustering is highlighted. Note that as the distance between the cases increases, there is less clustering in the data, and all tests have lower power.
Global chain clustering
For most alternative models, Tango's MEET has the highest power. The spatial scan statistic performs well, but not as well as Tango's MEET. Swartz' entropy test is good when the distance is small, but the power decreases very quickly as the distance increases. Besag-Newell's R, Moran's I, Whittemore' test are not very good at detecting global clustering.
With the right choice of parameter, Cuzick-Edwards' k-NN performs very well, especially for clustering with small distances. Large parameter values tend to detect clustering with large distance, while small parameter values perform better for clustering with small distance.
The performance of the test statistics for twins clustering with fixed and exponential distance is similar. All test statistics have better power in detecting triplet clustering since there is more clustering there.
Discussion
Of the evaluated test statistics, Besag-Newell's R, CuzickEdwards' k-NN, the spatial scan statistic, MEET, Whittemore's test are based on Euclidean distances. Moran's I is based on the adjacencies of counties. Swartz' entropy test does not use the spatial relationship among the counties.
The M statistic [33] proposed by Bonetti and Pagano is a nonparametric test that uses the iriterpoint distance distribution to study the spatial pattern of the data. The M statistic has also been evaluated using the same benchmark data [10] . The M statistic does well for mixed and urban clusters and has good power in detecting multiple clusters. Generally, it does not perform quite as well as the spatial scan statistic and MEET, but it is very competitive compared to the other tests. A strength of this power evaluation study is that the data is typical of epidemiological applications, and uses actual population and geographical data. The strength of the test statistics will depend not only on the alternative model though, but also on the spatial distribution of the areas and the population size in this area. A limit of the study is that the background population of the benchmark data is from only one particular region, the female population of Northeast United States. Under other alternate models and background population, some test statistics may perform better or worse.
Conclusion
The power varies greatly for different disease clustering test statistics. Consideration of the power is important before deciding which test statistic to use. If the size or scale of clustering is known, it is worth considering the use of Besag-Newell's R or Cuzick-Edwards' k-NN. If not, we feel confident recommending the spatial scan statistic for the detection of local clusters and use Tango's MEET for the general evaluation of clustering throughout the map. Other tests may be equally good or better for alternative models not considered in this paper.
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