The NIST DSE Plant Identification challenge is a new periodic competition focused on improving and generalizing remote sensing processing methods for forest landscapes. To compete in the competition, I created a pipeline to perform three remote sensing tasks.
Extracting useful ecosystem parameters from this mass of generated data involves three primary 23 steps: segmentation, alignment, and classification (4) . In the segmentation step, individual tree crowns 24 are automatically extracted from the scene so that they can be counted and analyzed separately. During 25 alignment, individual trees from the segmented scene are automatically paired with stems labeled during 26 traditional ground-based methods to improve the richness of the remote sensing dataset. This also allows 27 assignment of species labels to some crowns, which provides training data for the classification step.
28
During classification, species labels are estimated for remaining trees which were not already assigned 29 labels by experts on foot.
30
In general the efficacy of different remote sensing processes depends strongly on the forest type 31 being surveyed -in particular the degree of canopy openness and overall species diversity(6). When 32 new methods are introduced in the literature there is often a lack of robust comparison to existing 33 methods, and the comparisons which are included are difficult to apply broadly due to these inherent differences in performance on different systems (4) . As well, the formats in which remote sensing data are saved and processed vary hugely across platforms and research disciplines, and have proven difficult to 36 standardize(4).
37
The NIST DSE Plant Identification Challenge (4) was introduced this year to try to combat these 38 problems and to increase standardization, methods benchmarking, and collaboration within the remote 39 sensing research community. During this competition, the three tasks outlined above (segmentation, 40 alignment, and classification) were performed on the same dataset by multiple competing teams. To keep 41 the results of each task from limiting the performance of subsequent tasks the input data for each task was 42 provided a priori by the competition organizers. In a real-world scenario the tasks could instead be arrayed 43 in a single coherent pipeline to perform more meaningful automatic forest characterization. More detailed 44 descriptions of the provided data will be provided in the task subsections below, and exact methods of 45 input data collection and preprocessing can be found in the parent paper on the overall competition pilot, 
Data Collection

49
All data used were provided by NEON, and included, according to the competition organizers: 
54
In plain speech, these datasets included hyperspectral and LIDAR-produced DSM images of the scenes in 55 question, as well as hand-labeled tree species, height, diameter, location, and stem-crown correspondences.
56
Again, more information regarding the data provided can be found in the parent paper (4). 
Processing Overview
67
My approach started with applying an NDVI filter to the cloud in order to remove points that had NDVI 
Vegetation Filtering
72
The Normalized Difference Vegetation Index (NDVI) is an index used to determine the degree of plant cover at a point in a spectral scene. It is given as:
where NIR and RED are reflectances of the scene in the red and near infrared bands. For this filter I used 
Maxima Search
79
A search for local maxima (treetops) was performed using the open source remote sensing package ForestTools (7). I used the TreetopFinder() function with a linear sliding window using the function
The maximum search was thresholded to ignore maxima below 5m, because the great majority of crowns 
Segmentation
87
Following identification of treetops, watershed segmentation was performed, again using the ForestTools 88 package (7). The SegmentCrowns() function was used with the treetops found above, with the minimum 89 canopy height set to 3m. This means that while tree crown maxima were not permitted to occur below 90 5m (in section 2.2.4), tree crown edges were allowed to extend down to as low as 3m. This height 91 limit prevented inclusion of ground points while still retaining most of the canopy structure. The
92
SegmentCrowns() function returns empty polygonal lines when the format parameter is set to "polygons,"
93 and these were saved to a shapefile using the function writeOGR(). 
Algorithm 102
First, stems were divided into plots. This information was not provided in the input data, but because the 103 plots were small relative to the distance between plots, it was possible to cluster stem data into plots by 104 simply iterating through the list and assigning each stem to the plot containing its nearest crown neighbor 105 in latitude and longitude. In order to correct for the possibility of systematic error in ground-based 106 estimation of location, all the stems in each plot were transformed by the difference in average coordinates 107 between stem and crown groups within the plot.
108
Next, for each crown an estimate of crown diameter was formed using the known crown area and the assumption that crowns are roughly circular:
A linear regression was performed to find the relationship between the crown and stem diameter. A similar The input data for this task consisted of a dataframe of individual pixel observations within each scene.
126
Each pixel was labelled with its associated crown ID and also contained the height within the CHM at that 127 point and the response in all the hyperspectral bands. Species labels were also provided for each crown
128
ID within the training set. Again, see (4) for more information on the input dataset. 
Algorithm 130
First, all the pixels in each tree were aggregated into a single observation of that tree, containing the 131 average reflectance value in each band, the average height, the minimum height, the maximum height,
132
and the square root of the total number of pixels in the tree (as an approximation of crown diameter, since 133 each pixel is 1x1m).
134
The resulting tree vectors within the training set were grouped by species class. Two separate principle within each class group were assembled into a prediction matrix for that class.
139
A set of maximum likelihood classifiers was built on the training data for each species class. Maximum likelihood methods work by assigning likelihoods L based on the following equation:
where N is the total number of variables used in the classifier (here bands and structural parameters of 
143
Each individual tree vector in the test set was transformed by the PCA parameters found above and 144 used to determine a likelihood of assignment to each class. Trees were then assigned to the class with the 145 highest likelihood score.
146
RESULTS
147
Segmentation
148
The segmentation routine had the weakest results out of the three algorithms implemented here. The 149 scoring used by the competition was based on the Jaccard index, which measures the overlap between 150 two sets, and is given as follows:
This index ranges between 0 and 1, with 0 representing a complete lack of overlap and 1 representing 
156
An example segmentation of a plot scene is given in Figure 1 below. Note the robustness of the routine 
Alignment
159
The regression equation found between crown diameter (as estimated by crown area) and stem diameter The alignment routine performed better overall than segmentation, and was able to correctly align 163 48% of the input crowns to the associated trees. However, an identical performance was yielded by 164 the benchmark routine used by the competition organizers. That routine was very similar to the one I
165
implemented, but used only latitude and longitude to align trees and ignored stem and crown diameters. 
175
My algorithm was the only method other than the baseline which had a 100% success rate at correctly 176 identifying the most common tree in the dataset (the Longleaf Pine, Pinus palustris). It also yielded a 177 very high success rate at identifying the second most common species (the Turkey Oak, Quercus laevis), 178 at nearly 90%. However, it did not correctly identify any tree of any species other than these two most 179 common species. Despite this, the two most common species represent a huge majority of the overall 180 canopy in this system, covering 82.3% of all the trees in the training dataset. 
Segmentation
183
Segmentation appears to be a major challenge within the remote sensing community, and no group 184 participating in this competition was able to yield a segmentation Jaccard score of higher than 0.34. This 185 problem is likely exacerbated by the heterogeneity of canopy structure between test plots in this test 186 system. Segmentation algorithms are often sensitive to canopy structure differences such as degree of 187 openness(6), and so in the future it might be beneficial to focus efforts on testing more algorithms which 
204
Further investigation will be warranted in future work.
205
However, the broader applicability of these alignment algorithms is limited, because they rely on efforts to take inventory of a wood production forest, or to calculate parameters related to gross system function like primary productivity, water filtration, or carbon sequestration. In these cases, the small 220 number of misidentified rare species may not be important.
221
In other cases, this kind of result would not be acceptable. If the goal is to identify rare species in a 222 community so that they can be managed for conservation, ability to recognize uncommon species may be 223 important! However, while my algorithm was aimed primarily at identifying the most common species, it 224 should be noted that no algorithm was able to yield strong performance on all the uncommon species. In 225 fact, the best other submission for uncommon species identification was still only able to recognize four 226 of the seven uncommon classes with greater than a 50% success rate -and this came at a loss in accuracy
227
of about 10% at identifying the second most common species. It is clear that further work is warranted to 228 develop algorithms that are capable of robustly recognizing rare species based on sparse training data.
229
CONCLUSION
230
My submission to the competition includes a tree segmentation, alignment, and classification pipeline 231 which performs most strongly for common tree species. Consequently, it may be appropriate for appli- 
SOFTWARE
255
The code developed for this analysis is available at: https://github.com/conormcmahon/ 256 canopy_segmentation 257
