INTRODUCTION
Recently, quite a few authors discussed duality for multiobjective variational problems with different generalized convexity or generalized invexity, such as [1, 3, 6-8, 10-13, 16] . Most of them considered the Wolfe type and Mond-Weir type duals for multiobjective variational problems.
The General dual concept or an equivalent was introduced in some papers, such as [5, 14, 15, 17] for conventional multiobjective mathematical programming and in [10] for multiobjective variational problems. Bhatia and Kumar [2] discussed multiobjective control problems with ρ-pseudoinvexity, ρ-strictly pseudoinvexity, ρ-quasiinvexity, or ρ-strictly quasiinvexity. Nahak and Nanda [12] discussed efficiency and duality for multiobjective variational control problems with (F-ρ)-convexity. The objective functionals and constraint functionals in both papers were different. In the present paper, we discuss duality for multiobjective control problems with the same objective functionals and constraint conditions as in [2] , but with the invexity defined in [9] .
NOTATIONS AND PRELIMINARIES
Let I = t 0 t f be a real interval, and let f i :
n be continuously differentiable functions. Denote by X the space of piecewise smooth functions x: I → R n , with the norm x = x ∞ + Dx ∞ and by U the space of piecewise continuous control functions u: I → R m with the norm u ∞ , where the differentiation operator D is given by
u s ds where x t 0 is a given boundary value. Denote the partial derivatives of f i with respect to t x, and u, respectively, by f it , f ix , and f iu such that
where T denotes the transpose operator. The partial derivatives of the vector functions g and h are similarly defined, using n × l matrix and n × n matrix, respectively.
Consider the multiobjective control problem (VCP)
For any partition of 1 2 l , i.e., = 1 2 l , = φ, we propose two types of general duals for (VCP):
λ i f iy t y ν + g y t y ν µ t + h y t y ν γ t +γ t = 0 t ∈ I (5)
λ i f iν t y ν + g ν t y ν µ t + h ν t y ν γ t = 0 t ∈ I (6)
where µ t denotes the column vector function with the component indices in , and similar notations have the same meanings.
λ i f iy t y ν +g y t y ν µ t +h y t y ν γ t +γ t =0 t∈ I (12)
λ i f iν t y ν +g ν t y ν µ t +h ν t y ν γ t =0 t∈ I (13) [2] , and when = φ,
Definition 1 [4] . A feasible solution (x * u * ) for (VCP) is said to be an efficient solution for (VCP) if for all feasible solutions (x u),
Definition 2 [9] . If there exist vector functions η t x x * ẋ ẋ * u u * ∈ R n , with η = 0 at t if x t = x * t , and ζ t x x * ẋ ẋ * u u * ∈ R m such that for the scalar function h t x ẋ u the functional
then H is said to be invex in x * ẋ * , and u * on t 0 t f with respect to η and ζ. Definition 3. If for all x ∈ X and u ∈ U,
then H is said to be pseudoinvex in x * ẋ * , and u * on t 0 t f with respect to η and ζ.
Definition 4.
If for all x ∈ X, x = x * , and u ∈ U,
then H is said to be strictly pseudoinvex in x * ẋ * , and u * on t 0 t f with respect to η and ζ. Definition 5. If for all x ∈ X and u ∈ U,
then H is said to be quasiinvex in x * ẋ * , and u * on t 0 t f with respect to η and ζ. Definition 6. If for all x ∈ X, x = x * , and u ∈ U,
then H is said to be strictly quasiinvex in x * ẋ * , and u * on t 0 t f with respect to η and ζ.
THE DUALITY BETWEEN (VCP) AND (VCD1)
Theorem 1 (Weak Duality). Assume that for all feasible x ū for (VCP) and all feasible ȳ ν λ μ γ for (VCD1),
Proof. Suppose to the contrary that (17) and (18) hold for some feasible x ū for (VCP) and some feasible ȳ ν λ μ γ for (VCD1), then by (3), (9) , and (17),
Multiply each equation of (19) byλ i ≥ 0, i = 1 2 p, and add them together;
By (2) and (7), By (21), we obtain
By (3), (8) , and (9),
Add (20), (22), and (23);
λ i f iy t ȳ ν +g y t ȳ ν μ t +g y t ȳ ν μ t +h y t ȳ ν γ t +γ t
i f iν t ȳ ν +g ν t ȳ ν μ t +g ν t ȳ ν μ t +h ν t ȳ ν γ t dt
λ i f iy t ȳ ν +g y t ȳ ν μ t +h y t ȳ ν γ t +γ t +ζ T t x ū ȳ ν × p i=1λ i f iν t ȳ ν +g ν t ȳ ν μ t +h ν t ȳ ν γ t dt < 0 which contradicts (5) and (6).
Remark. From the proof of Theorem 1 we can obtain that (17) and (18) cannot hold simultaneously if
Theorem 2 (Weak Duality). Assume that for all feasible x ū for (VCP) and all feasible ȳ ν λ μ γ for (VCD1), one of the functionals t T g t y v dt is strictly quasiinvex at ȳ ν on X × U with respect to η and ζ and the other two are quasiinvex, then (17) and (18) Proof. Assume to the contrary that (17) and (18) hold simultaneously for some feasible x ū for (VCP) and some feasible ȳ ν λ μ γ for (VCD1). Multiply each equation of (17) byλ i ≥ 0 i = 1 2 p, and add them together,
By (3) and (9),
The left part of the proof is similar to the proof of Theorem 1.
Theorem 3 (Weak Duality).
Assume that for all feasible x ū for (VCP) and for all feasible ȳ ν λ μ γ for (VCD1), t f t 0 p i=1λi f i t y ν + µ t T g t y ν +γ t T h t y ν −ẏ dt is strictly pseudoinvex at ȳ ν on X × U with respect to η and ζ, then (17) and (18) cannot hold simultaneously.
Proof. Multiply (5) from the left-hand side with η T ; then take integration from t 0 to t f on both sides,
f iy t ȳ ν λ i + g y t ȳ ν μ t + h y t ȳ ν γ t +γ t dt = 0 Integrate t f t 0 η Tγ t dt by parts;
f iy t ȳ ν λ i + g y t ȳ ν μ t + h y t ȳ ν γ t
i f iy t ȳ ν + g y t ȳ ν μ t + h y t ȳ ν γ t
Multiply (6) from the left-hand side with ζ T , and then take integration from t 0 to t f on both sides;
Add (24) and (25);
By assumption,
By (2), (3), (7), and (8),
It follows obviously that (17) and (18) cannot hold simultaneously.
Theorem 4 (Weak Duality).
Assume that for all feasible x ū for (VCP) and for all feasible ȳ ν λ μ γ for (VCD1), t f t 0 f i t y ν + µ t T g t y ν dt is strictly pseudoinvex at ȳ ν on X × U with respect to η and ζ and For the strong duality theorem, some results about scalar optimal control will be needed. Consider one scalar optimal control problem as follows: Proof. As pointed out in [8] , P k x 0 u 0 is a hybrid constrained optimal control problem and the Lagrangian multipliers with respect to 
DUALITY BETWEEN (VCP) AND (VCD2)
We state the following duality theorems 1 -6 without proof that can be proved as in (VCD1).
