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ABSTRACT 
In close-range photogrammetry, situations can arise in 
which it is difficult or impossible to establish a network 
of control points as required for a conventional absolute 
orientation procedure. The thesis investigates the 
replacement of the traditional control network by a few 
control distances measured between well-defined artificial 
markers or natural feature points. The measured distances 
must then serve to reduce deformations suffered by the 
photogrammetric model in the orientation procedures. All 
investigations are based on analytical rather than analogue 
photogrammetry. 
After a review of the concepts of rotation matrices, least 
squares adjustment and the generation of synthetic image 
co-ordinate observations, the study is executed in three 
major steps. 
A test field of high precision is established by means of 
space intersection and a camera calibration method for 
close-range cameras is developed which combines perspective 
projection with geodetic observations of the lens system 
parametres. Thus a problem inherent in many camera 
calibration methods, namely the exact determination of the 
perspective centre, is largely overcome. 
Deformation characteristics related to error in elements of 
interior and relative orientation are determined by the 
controlled introduction of errors into these elements. 
The deformations are presented in tabular and diagrammet-
rical form. An analysis of the deformation leads to the 
conclusions of theoretical and practical relevance for 
close-range photogrammetry. 
As a result of the deformation analysis mathematical models 
are introduced which utilise the measured distances for the 
reduction of model deformations. The efficiency of homo-
geneous scaling, affine scaling and convergency correction, 
as applied individually and in various combinations, is 
tested. A mathematical formulation of the converging cor-
rection as a restraining condition in a least squares 
adjustment is developed for this purpose. It is shown 
that a convergency error is less relevant to close-range 
photogrammetry than generally assumed and that characteris-
tic model deformations in close-range photogrammetry have 
the character of affine scale errors. 
Throughout the thesis algorithms are developed which make 
it possible to execute all computations on computers with 
limited memory capacity. A program sample for the rela-
tive orientation adjustment is given in Appendix IV to 
demonstrate the memory saving techniques. 
Finally the results of the investigation are applied to the 
survey of shoulder height of African elephants in their 
natural habitat. Equipment and field work are described 
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1. INTRODUCTION AND PRINCIPLES OF THE INVESTIGATION 
1.1 INTRODUCTION 
Photogrammetry is generally associated with the mapping of topo-
graphical features using cameras mounted either on airborne plat-
1 
forms or on the ground. These two applications, normally referred 
to as aerial and terrestrial photogrammetry respectively can also 
be classified as long-range and medium-range photogrammetry. At 
the turn of the century, another field of application emerged with 
the introduction of architectural photogrammetry at close-range 
(Meydenbauer 1894). Subsequently, close-range photogrammetry as 
a measuring or mapping tool has found its way into a wide range of 
disciplines and today there is hardly any scientific discipline in 
which an attempt has not been made to obtain_ necessary metric informa-
tion from photographs. 
The range of applications of close-range photogrammetry is so vast 
that only a brief cross section can be given here: 
The proceedings of the first International Symposium on Photo-
grammetric Surveys of Monuments and Sites, Athen (Badekas, 1974) 
reflects the worldwide application of close-range photogrammetry 
to historical sites and archaeological monuments. Scogings (1978) 
reports a further application to archaeology in the very-close-
range mapping of petroglyphs resulting in a 0,5 mm contour map. 
In a combination of zoology and engineering, Adams (1980) mapped the 
beak of a Shoebill for subsequent structural analysis and a large 
range of biological and medical uses of photogrammetry are reported 
by.Herron (1972). Hohler (1971) and McNeil (1969) describe the survey 
2 
of underwater objects and application to shipbuilding are discussed 
by Kenefik (1977), Oshima (1976) and Newton (1974 and 1975). Purely 
analytical methods are employed in the monitoring of particle tracks 
in bubble chambers by Garfield (1964) and in the real time digital 
processing of single camera data for the simulated retrieval and 
deployment of payloads by the NASA orbital Space Shuttle (Kratky 
1979). 
Deformation surveys were carried out by Danphin and Torleg~rd (1977) 
and by Erlandson and Veress (1975). Abdel-Aziz reports the appli-
cation of photogrammetric techniques without photographs to building_ 
constructions (1979). In geology and geomorphology, Munzer (1979) 
uses close-range photography to survey geological objects in alpine 
areas and Collins and Moon (1979) monitor stream bank erosion. 
An example for industrial applications is Singh's (1971) paper on 
"Welding Defects", Shmutter's and Etrog's calibration of storage 
tanks (1971), and Faig's (1971) work on "Shapes of Thin Soap Mem-
branes". The use of non-metric cameras and movie cameras in close-
range applications is of special interest for the non-photogram-
metrist and numerous publications recognize the importance of non-
metric equipment in close-range photogrammetry (for example, van 
Wijk and Ziemann (1976), Kolb! (1976), Abdel-Aziz and H. Karara 
(1974), Adams (1978), Welch and Dikkers (1978), Renner (1977) and 
Beattie and Lozowski (1976). 
Reviews of the field of close-range photogrammetry are given by Torle-
ggrd (1976) in a paper to the XIII Congress of the International Society 
i. 
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of Photogrammetry and in two books "H~ndbook of Non-Topographical 
Photogrammetry" (Karara, 1979) and "Development in Close-Range 
Photogrammetry-1'' (Atkinson 1980) .. Both analogue and analytical_ 
methods are· employed in close-range photogrammetry. The literature 
survey revealed a tendency in later publications to move away from 
sophisticated analogue instrumentation, whenever possible, in favour 
of analytical equipment in the form of stereo comparators, digitiserp 
and electronic computers, which do not require highly skilled 
operators once a routine has been established and a computer program 
is provided. 
In the analytical approach a variety of_ traditional and newly 
developed relative and absolute orientation models (discussed in 
Chapter 6) as well as the projective transformation are employed. 
It is characteristic for these techniques, that they rely on a. three-• 
dimensional control network comprising of premarked ahd geodetically• 
surveyed.control points for the restitution of an object in space. 
Besides these mathematically rigorous or near-rigorous methods there 
is a second group of techniques, frequently. employed by the photo- , · 
grammetrically inexperienced scientist of non-technical disciplines. 
These ad hoc methods are generally based on simple perspective pro-
jection theories often neglecting fundamental photogrammetric 
concepts, such as model deformations and image distortions. In 
these cases the potential of photogrammetry is not fully realis~d 
and inferior accuracies are accepted. 
An extreme but characteristic example for this category is the 
standard archaeological recording te~hnique in which a scale is 
-- -··~-~~~---~· ===--- -------· -----~---~-·-- -----------''------... 
pl aced close to the object ,md dimensions are derived from a single 
photograph. A similar method is applied by Graze ( 1972) for the 
determination of body dimensions of elephants. However, often 
the "ad hoc" solution is the only possible technique, - even if 
more sophisticated methods and equipment are at hand, - when 
control points in the conventional sense cannot be established 
or when field conditions prohibit the use of complex equipment. 
The writer encountered such a situation when he was asked to 
determine, with an accuracy of a few centirretres, the shoulder 
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height of wild African elephants in their natural habitat. During 
field experiments it soon became obvious that the elephants could 
not be photographed within the confines of a previously surveyed 
control point network. Postmarking and fixing of control points 
was rejected as impractical and established control methods could 
not therefore be employed. 
On the other hand, make-shift solutions, which had previously been 
developed and successfully employed by zoologists (Douglas-Hamilton 
1972, Graze 1972) had to be rejected as they could not guarantee the 
required accuracies. 
It would seem, therefore, that there is a need to bridge the gap 
between the traditional photogrammetric approach and the ad hoc 
methods by developing a method for situations in which environmental 
and other restrictions prohibit the theoretically desirable method 
whilst the alternative ad hoc technique is not sufficiently accurate. 
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This need gave rise to the concept investigated in this study, 
namely, to replace, where necessary, the three-dimensional control 
network by control distances measured between natural feature 
points and to develop a simple mathematical model for the effective 
incorporation of such distances into the photogrammetric 
restitution of an object. 
1.2 METHODS AND PRINCIPLES OF THE INVESTIGATION 
To achieve the objective of replacing the conventional three-
dimensional control network in the photogrammetric restitution of 
objects with individual measured distances the following funda-
mental problems must be considered: 
i) an interior orientation method needs to be determined 
for the calibration of metric and non-metric close-range 
cameras (Chapter 7.1), 
ii) a suitable relative orientation method must be chosen 
and working formulae for the least squares adjustment 
and the error analysis must be derived (Chapters 7.2 
to 7.9), 
iii) model deformation characteristics arising in the relative 
orientation in close-range application need to be analysed 
(Chapter 8), 
iv) simple mathematical models relying on control distances for 
the reduction of model deformations caused by errors in 
elements of interior and relative orientation, must be 
derived (Chapter 7.10 and 7.11). 
' 
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Two concepts for the reduction of model deformations emerge from 
preliminary investigations. firstly we can postulate the 
hypothesis that a convergency error (that is an equal and unlike er-
ror in ~) plays a major roll in model deformations encountered 
in close-range photogrammetry (Adams 1978, Granshaw 1979). In 
this case a convergency correction model must be derived preferably 
as a restraining condition in the relative orientation (Chapter 7.10). 
As an alternative one can attempt to reduce model deformations by 
closely following the concept of the absolute orientation in which 
the model is scaled to fit some known object dimensions. This 
scaling can either be uniform for the entire model or affine with 
different scale factors in the three axis directions of the 
orthogonal model co-ordinate system (Chapter 7.11). 
In a combination of scaling and convergency correction the model 
can first be scaled using some of the control distances in X and Y 
model co-ordinate direction and subsequently convergency correction 
can be applied on the basis of a control distance in Z direction . 
v) The suggested model control methods must then be tested in order to 
judge their efficiency and to obtain an estimate for the accuracies 
which can be expected when only limited control in form of distances 
is available. The limitations of the methods must be established. 
At the outset of the investigation a decision had to be made regard-
ing the principle to be adopted for the mathematical treatment of 
the problem in hand. 
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The writer endeavoured to find a middle course combining the 
theoretical approach of the "least squares purist" with the 
more pragmatic concepts of many practising photogrammetrists. 
Whilst the principles of the least squares adjustment theory 
were adhered to throughout the investigatio~, concessions to 
the pragmatist were made wher.ever possible. 
The analytical as opposed to the analogue solution of the close-
range problem was adopted. This has the dual advantage of, 
firstly, eliminating the need for complex analogue equipment and 
a highly skilled stereo plotter operator, thus making close-range 
photogrammetry acceptable to the non~photogrammetrist, and, 
secondly, permitting a systematic numerical assessment of the methods 
employed. 
For the analytical solutions a desk-top or mini computer was chosen 
in preference to a main frame computer. In non-technical disciplines 
especially the mini computer has an advantage over the main frame 
computer as it is generally more easily available and less difficult 
to master. The obvious disadvantage of this choice is the loss in 
computation speed and, more important, the critical reduction in mem-
ory space. Special memory saving algorithms have therefore been 
developed in this study in the interest of the application of close-
range photogrammetry in non-technical disciplines. (The computer 
program in Appendix IV was designed in accordance with this concept). 
Such algorithms are derived in Appendix I for the equation of the 
standard deviations of model co-ordinates and in Appendix III for 
the incorporation of additional control-distance-conditions into the 
relative orientation adjustment. For the same reason the quasi-
parametric adjustment technique (Chapter 7.4) was chosen for the 
adjustment of the relative orientation. 
For the interior orientation and for the testing of model control 
methods a laboratory test field (Chapter 4.4) was established. 
Formulae for three dimensional spac~ intersection are derived 
(Chapter 3.5) in order to guarantee the precise geodectic determina-
tion of the three dimensional test field co-ordinates. The model 
deformation analysis (Chapter 8) is based on synthetic photography 
(Chapter 3.3) to permit the controlled introduction of errors. 
Normal distributed random values (Chapter 3.4) are generated to 
simulate observation errors for the synthetic photography. 
2. OUTLINE OF THE STRUCTURE OF THE INVESTIGATION 
To summarise, the objectives at the study were realised by 
structuring the investigation into the following steps: 
2.1 Mathematical groundwork is carried out consisting of 
a review of the concepts of least squares adjustment and 
rotation matrices. Computer generated "synthetic photo-
graphy" of a simulated test field and a set of normal 
distributed random variables to simulate observation 
errors are created. 
2.2 Suitable equipment in the form of metric cameras, stereo 
comparators and a computer system is selected and, where 
necessary, calibration methods are suggested. 
2.3 A laboratory test field is established and a precise geodetic 
method of three-dimensional point determination is developed 
to define the position of the test field points. 
2.4 The photogrammetric orientation, consisting of interior, 
relative and absolute orientation is analysed in its 
historical and logical development. 
2.5 An interior orientation method is developed. 
2.6 Relative orientation is identified as one of the fundamental 
problems of the investigation and the numerous solution 
· methods available for the relative orientation are studied 
in their historical context. 
2.7 The co-planarity formulation of the relative orientation 
problem is chosen as a suitable method for the determination 
of model co-ordinates. 
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2.8 Deformations of the model space encountered in the 
relative orientation are investigated in detail. The 
~eformation analysis is based on a sequence of test cases 
in which errors in the various parameters of the orienta-
tion process are simulated. This test ·sequence is then 
extended to include a number of cases of real test field 
photography with metric and non-metric cameras. 
Z.9 The conventional absolute orientation technique cannot be 
employed as a model control method because of its need for 
10 
a three-dimensional network of ~antral points. In its 
place a few distances measured in the field after completion 
of the photography are introduced as a means of reducing 
possible model deformations. 
2.10 Concepts in which the measured control distance can be 
utilised for the reduction of model deformations are 
investigated. Possible methods are: 
(i) homogeneous and affine scaling 
(ii) convergency correction 
(iii) scaling with subsequent convergency correction 
A general analytical convergency error correction method 
is derived and a special algorithm developed whereby the 
convergency correction can be applied in mini-computer 
calculations. 
2.11 A set of practical recommendations for the application of 
close-range photogrammetry to situations with limited 
control is derived as a result of the investigation. 
2.12 The conclusions of the study are finally tested in an 
application to the survey of shoulder heights of African 
elephants in their natural habitat. 
11 
3. MATHEMATICAL METHODS 
In the course of this thesis, it becomes necessary to employ a 
number of mathematical techniques which are well known in 
principle. In the following chapter these techniques are des-
cribed, relevant equations are quoted and, when necessary, 
formulae are derived for specific applications. Discussed are: 
3.1 Rotation Matrices 
Rotation matrices are required in this context for the 
interior and relative orientation adjustment and for the 
three dimensional transformations used for the deformation 
analysis in Chapter 8. 
3 .• 2 Least Squares Adjustment 
Throughout this thesis least squares adjustments in various 
forms are applied wherever redundant observations are avail-
able. Working formulae are derived for the standard cases 
of the combined adjustment, the condition equation case and 
the parametric case as well as the quasi-parametric case, 
which is somewhat neglected in the literature. 
3.3 The Synthetic Photograph 
12 
For the testing of the interior and relative orientation 
models and for the analysis of model deformations an error 
free synthetic photograph without image distortions is intro-
duced in the form of computer generated image co-ordinates. 
13 
3.4 Computer Generated Normally Distributed Random Numbers 
The tests on synthetic photographs were extended to synthetic 
images with simulated image point observation errors; such 
errors had to be "manufactured" • A technique is described 
which makes it possible to generate normally distributed 
random values on a computer, thus simulating observation 
errors of a known standard deviation. 
3.5 Space Intersection 
A synthetic image alone does not suffice to investigate the 
efficiency of the mathematical model of the relative orienta-
tion and, to analyse photogrammetric model deformation, the 
establishment of a laboratory test field was considered 
essential. The geodetic survey of point positions was based 
on a three dimensional space intersection procedure which is 
described. 
1.6 Transformation of Observed Plate Co-ordinates to Image 
Co-ordinate System 
Before plate co-ordinates, which have been observed on a 
comparator, can be introduced into a relative orientation 
calculation they have to be reduced to the principal point. 
Formulae are derived for this transformation to the fiducial 
mark system, which represents the image co-ordinate system. 
3.1 Rotation Matrices 
Rotations from one co-ordinate system into another system with 
a different orientation in space play an important rol~ in the 
mathematical treatment of photogrammetric problems. Such 
14 
rotations can be achieved with the aid of a rotation matrix B_, 
which transforms a x,y,z co-ordinate system into a x,y,z system 
with a different orientation. 
The transformation can then be formulated as: 
x = R x (3.1.1) 
in which R is defined as 
0 [:" 
r 1 2 r 1 3 
R r r 
2 1 22 2 3 
ra1 r 3 2 raa {3.1.2) 
R is an orthogonal matrix and the typical elements r .. of the 
lJ 
matrix must therefore satisfy the condition: 
3 
l r ij r kj = 
j=l 
{
o for i I. k 
i,k = 1,2,3 
l for i = k 
(3.1.3) 
Rotation matrices are well-know8 from analytical geometry and the 
choice of such a matrix for (3 ... 1 .1) might at first sight seem a 
trivial task. An inspection of the relevant photogrammetric 
literature, however, reveals the complexity of the problem. A 
wide variety of rotation matrices is suggested for close-range 
photogrammetry alone (Gruber ~930), Jordan-Eggert-Kneissl (1972), 
Manual of Photogrammetry (1965), Adamec (1974), Erlandson and 
Veress (1975)). 
Differences in the various rotation matrices originate in the 
choice of left- or right-handed systems for image and model co-
ordinates, in differences in the directions in which orientations 
are considered as increasing and in the adopted sequence of 
rotations .• A discussion of the concept of rotation matrices and 
their application in close-range photogrammetry is therefore 
appropriate. 
In their general form rotation matrices describing rotations 
about x y and z axes of a right-handed orthogonal co-ordinate 
system are: 
a. rotation a about x-axis 




cos :-sin O a] (3.1.4) 
sin a cos• a 
b. rotation a about y-axis 
cos B 0 sin Bl 
R = 0 1 ' 0 (3.1.5) -y, a 
-sin a 0 cos a 
c. rotation y about z-axis 
[c~s y-sin y 











The rotations are counted positive in clockwise direction as 




Fig. 3 .1-4 
In most cases a single rotation about any one axis does not 
suffice to transform one co-ordinate system into another system 
and sequential rotations about all three axes are normally 
necessary. One has to differentiate between a situation in which 
the co-ordinate axes remain fixed in space with co-ordinated 
points being rotated about the axes and a situation in which axes 
are displaced with the co-ordinated.points in fixed positions. 
If, for example, a rotation sequence is chosen in which the primary, 
secondary and tertiary rotations take place about x~ y and z axis 
respectively we get for matrix .B_ in case of rotation about fixed 
axes: 
R = R R RV . - -z -y -,.. - (3.1.7) 
If the axes are displaced by each rotation the sequence of matrix 
multiplication is inverted. 
R = R R R 
-:-X -y -z (3.1.8) 
In principle the transformation from one co-ordinate system into 
another system can be achieved by any arbitrary permutation of the 
rotation sequences (Thompson 1969, p. 138); equation (3.1.1) can 
be satisfied by any rotation sequence and merely the magnitude 
of the three rotation angles will vary with the chosen permuta-
tion. For a purely analytical transformation it is therefore 
not necessary to think. in -terms of rotation axes. 
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The situation changes when rotations about actual mechanical axes 
are to be mathematically described by a rotation matrix R. In 
this case the sequence of the rotations must follow the actual 
rotation order about the mechanical axes. Such a situation arises 
for example in cases where.the results of an analytical relative 
orientation are to be applied to the settings of a stereo plotter. 
Here the design of the instrument must be analysed when formulating 
a rotation matrix for use with the instrument. In a descriptive 
definition one can say: A rotation about the primary axis changes 
the orientation in space of secondary and tertiary axes, whilst the 
primary axis itself remains in position. A rotation about the 
secondary axis changes only the orientation of the tertiary axis and 
a rotation about the tertiary axis does not affect any of the three 
axis orientations. This can best be visualised for a metric camera, 
which is mounted like a theodolite. Here we have, in terms of the 
model co-ordinate system using the conventional symbols ~' w and 




y Rotation angle: ~ (equivalent to vertical axis 
and horizontal angle of the 
theodolite) 
x Rotation angle: w (equivalent to trunnion axis 
and elevation angle) 
z Rotation angle: ii (equivalent to collimation axis 
and obliquity of cross hair) 
18 
When mathematically describing the rotations of a photogrammetric 
close-range camera with theodolite mounting one has therefore a 
rotation about fixed axes of the form: 
Fig. 3.1-5 
The elements 
r i i = cos qi 
r i 2 = -cos cp 
r i 3 = sin cp 
r21 = cos w 
r22 = cos w 
r23 = -sin w 
r31 = -sin q> 
r 3 2 = sin qi 
r 3 3 = cos cp 
R=R_R_R_ 
-y ,q> -X ,w -z, K (3.1.9) 
Rotation. axes of cloae-range camera in theodolite 
mounting 
of R are: 
cos x + sin w. sin w sin 1f 
sin K + sin qi sin w cos "K 
cos w 
sin K 
cos x (3.1.10) 
cos 'K + cos cp sin w sin x 
sin H" + cos qi sin w cos "K 
cos w 
A possible application of matrix R is the space resection in 
which the true orientation of the camera forms part of the solu-
tion. The rotation sequence in a photogrammetric plotting 
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instrument on the other hand varies with the design of the instru-
ment (ZEISS instruments for example are based on a rotation sequence 
of'' w, K while WILD instruments have a rotation order of w, ,, x). 
A rotation matrix of the corresponding sequence must subsequently 
be introduced if orientation angles for a specific instrument are to 
be evaluated. 
It is unfortunate that no unique convention exists defining axis 
system and rotation direction and sequence for close range photo-
grammetry and it is difficult to find any two publications to agree 
on the choice of the rotation matrix. 
No attempt is made in this thesis to follow any mechanical rotation 
sequence, since the approach is entirely analytical and orientation 
angles serve merely as auxiliary values in the determination of 
model co-ordinates. However, if considered necessary, transformation 
from one rotation sequence to any other sequence can easily be 
achieved once a matrix R in equation (3~1.1) is known, as will be 
shown later in this section (equations 3.1.20 to 3.1.25). 
The writer has for some time used a rotation matrix, which 
differs from 0.1.10), and this matrix was employed instead of 
(3.1.10) for the relative orientation adjustment in this study: 
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Primary axis x Rotation angle: w Rotation sense: clockwise 
Secondary axis: y Rotation angle: cp Rotation sense: clockwise 
Tertiary axis: z Rotation angle: It Rotation sense: counter-
clockwise 
Fig. 3.1-6 Rotation axes and angles adopted for relative 
orientation 
The rotations are based on displaced axes in a left-handed system 
and hence with (3.1.8) 
R = R R R -x,w -y 7cp -z,it (3.1.11) 
if we introduce (3.1.11) into (3.1.1) 
x = R R R -x,w -y,•{l -z;it (3.1.12) 
The elements of R are now 
r = cos cp cos It 1 1 
r = -cos cp sin It 
1 2 
r = -sin cp 
1 3 
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r21 = cos w sin K +sin w sin cp cos K 
r22 = cos w cos K -sin w sin cp sin K 
r23 = sin w cos cp (3.1.13) 
r31 = -sin w sin K +cos w sin cp cos K 
rs2 = -sin w cos K -cos w sin cp sin K 
r3s = cos w cos cp 
A special case arises for the left camera when the "two projector" 
method of relative orientation is used and w' = 0. 
matrix R has then the elements: 
a1 1 = cos cp I cos KI 
a12 = -cos cp I sin K' 
a1 3 = -sin cp I 
a2 l = sin K' 
a2 2 = cos KI 
a2·3 = 0 
a3 1 = sin cp I cos KI 
a3 2 = -sin cp I sin KI 
.as 3 = cos cp I 
The rotation 
(3.1.14) 
The least squares adjustment of the relative orientation requires 
linear expressions for the unknown rotation angles and partial 
derivatives of the rotation matrix with respect tow, cp and K 
need to be formed. 
These are easily verified as being: 
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0 0 0 0 0 0 
aR 
0 0 1 R = ra1 ra2 ra a= 
aw 
-r21 -r22 -r2a 0 -1 0 
-cos Jt sin qJ sin it sin qJ -cos qJ 
aR 
sin w sin w sin w (3.1.15) - = r l l r12 r1a 
a qi 
cos w r11 cos w r12 cos w r1a 
r12 -r11 0 0 -1 0 
aR - = r22 -r 21 0 = R 1 0 0 
a Jt 
ra2 -r al 0 0 0 0 




-a a 1 -aa2 -a a a 0 0 -1 
aB.' 
0 0 0 0 0 0 R' (3.1.16) a;·= = 
all al 2 a1a 1 0 0 
al 2 -a 11 0 0 -1 0 
aR' 
a;·= a22 -a 2 l 0 = 
I 
R 1 0 0 
a a 2 -a al o. 0 0 0 
If all relation angles are small one can approximate 
cos w = cos qJ = cos Jt = 1 
and sin w = w 
sin cp = qi 
sin it = it 
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Equations (3.1.13) become then 
1 -K -cp 
R = 1 w (3.1.17) 
cp - w 1 
As previously stated, for analytical photogrammetry it is irrelevant 
which rotation sequence or direction is chosen when formulating 
the rotation matrix B._ in equation (3.1.1). In analogue photo-
grammetry, on the other hand, mechanical rotations about real 
instrument axes take place and, if analytical methods are involved 
in the analogue process, rotation matrices must correspond to the 
actual mechanical rotation sequence. Two situations come to mind 
in which one might want to express mechanical realities analytically. 
a) If the results of an analytical photogrammetric orientation 
are to be used for the setting up of a stereo pair in a stereo 
plotter. (Harley,1971,derives a direct solution to this problem.) 
or 
b) If the orientation in space of a camera is known and the known 
orientation angles are to serve as first approximations in a 
photogrammetric orientation adjustment. 
The mathematical approach to these problems would be to introduce, 
in each case, rotation matrices which correspond to actual rotafions. 
However, from a practical point of view this is not always advisable 
as it requires major changes (basic formulae, linearisation, error 
theory) to the adjustment model for application to different instru-
ments. 
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A more convenient approach can be derived from the following 
property of rotation matrices: 
If a vectorspace ~ can be transformed to a vector space~ by 
any arbitrary permutation of the three rotations about the co-
ordinate axes, and if therefore 
x = Rx = Rx for all x (3.1.18) 
then we also have 
R = R (3.1.19) 
Expression (3.1.19) states that the numerical values of all 
elements of two matrices, which realise the same transformation 
from x to x, are identical. 
In the practical application of (3~1.19) we can use any valid 
rotation matrix B_ in the mathematical formulation of a photogram-
metric orientation problem and subsequently determine mechanical 
rotations of any sequence by formiog the trigonometrical expressions 
for the R matrix, which corresponds to the instrument in question. 
Numerical values for the rotation angles can then be evaluated by 
comparison of matrices R in 0.1.10)with R in (3.1.13). 
Assuming that numerical values for the elements of B.. in (3.1.13) 
are known from. an adjustment, one can find the mechanical rotation 
x cp and ;;; from: 
r ' sin K sin w sin cp cos K cos iii sin 'K ( 3 .1. 20) tan 'K _..:!.!.. = cos w + = = r22 cos w cos K - sin w sin cp sin K cos iii cos j:[ 
sin iii = -r = - sin w cos cp (3.1.21) 2 s 
and 
r is - sin cp tan cp = --= (3.1.22) Tss cos w cos cp 
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and similar elements of R in (3.1.10) can serve to evaluate the 
angles in R from 
tan 
r 1 2 
K = r 1 1 (3.1.23) 
tan r w = 2 3 ( 3. 1 • 24) 
r 3 3 
sin cp ::: - r 1 3 (3.1.25) 
3.2 LEAST SQUARES ADJUSTMENT 
The least squares adjustment technique is adopted in this thesis 
whenever redundant observations are available. Although this 
technique is well documented in the relevant literature (Jordan, 
Eggett, Kneissl, 1961; Wolf, 1968 and 1975; Wells and Krakiwsky, 
1971; Hirvonen, 1971, Mikhail, 1976) a brief review of the 
"general" or "combined" case of adjustment is considered necessary. 
The condition equation method, the parametric case and the quasi-
parametric case are then derived from the general case. Special 
attention is paid to the quasi-parametric method, as this is seldom 
mentioned in English survey liter9ture. In the quasi-parametric 
method, a reduced form of the general case, the extent of matrix 
'manipulation is reduced considerably, making this technique especially 
suited to desk-top and mini computers with limited memory capacity 
and relatively low calculation speeds. The quasi-parametric case 
is repeatedly applied in this thesis. Adjustment methods based on 
correlated parameters are not discussed here as all observations are 
assumed to be practicalyy correlation free. Working formulae for 
the four cases of adjustment mentioned above and for subsequent 
error analysis are combined in tabular form. (Tab. 3.2-1) 
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The advantage of the use of least squares adjustment lies in the 
relative ease with which redundant observations can be accommodated 
and in the fact that it offers unique measures of accuracy, which 
are understood throughout the disciplines of science and engineering. 
It also renders unique solutions for numerical problems provided 
that the same functional and stochastic model is applied thus 
making comparative studies simple and rigorous. 
The Combined or General Case of the Least Squares Adjustment 
The combined case of the least squares adjustment finds application 
in adjustment situations where condition equations can be formulated 
as functions of observations and unknown quantities~ 
In the conventional Gaussian notation a system of such condition 
equations has the form: 
a v + a v + +A dx + B dy + + w = 0 = F 1 1 2 2 a a a a 









v + +A dx + B dy + + w = 0 = F 2 r r r r 
r. are the derivatives of condition equations 
l 
F .•••••• F with respect to the observations f,. f, : 





l 0 l 
i = 1 • • • n 
(3.2.1) 
(3.2.2) 
and A a' B .... a are the derivatives of F a F with respect r 




B etc. = = a ax a ay (3.2.3) 
In matrix form (3.2.1) can be written as 
B v + A x + w = 0 
The least squares principle requires that the conditions 
(3.2.4) are satisfied and that 
vTPv = Minimum 





matrix with non zero elements on the principal diagonal only. 
This is realised in the Lagrange equation: 
~ = vT P v - 2 kT (~~+A~+~).= Minimum 
We differentiate (3.2.6) with respect to variables v and x 
and 
To minimise equation (3.2.6) we set (3.2.7) and (3.2.8) 
equal to zero and obtain with P = PT 
from (3. 2. 7) 






Conditions (3 .. 2.4), (3.2.9) and (3.2.10) must be satisfied for 
a least square solution. 
Introducing (3~2.9) into equation (3.2.4) we obtain 
-1 T 
~E.. ~ ~ + (~~ + w) = Q_ (3.2.11) 
and for the correlates k one now has 
-i T' -1 ) 
k = - (_§~ ~ ) . (~~ + ~ (3.2.12) 
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The solution vector ~ is finally found from 
(3.2.13) 
' The unknown vector x and the correlate vector k can also be 
evaluated in a slightly different form, which is sometimes 
preferable for mini computer applications. By combining 
(3.2.10) and (3.2.11) one obtains 
(3.2.14) 
Equation system (3.2.14) combines conditions (3.2.4), (3.2.9) 
and (3.2.10) as required and therefore represents a formulation 
of the solution for k and x. 
Error Theory for the Combined Case of Adjustment 






where r = number of condition equations and u = number 
of unknowns. 
Standard Deviation of an Observation a priori 
P. 
l 
Standard DevisioD of an Unknown 







where Q are the elements in the principal diagonal of x.x. 
1 1 
the variance-covariance matrix Q 




Given is a function F of observations£. and unknowns x, y ••• ) 
l 
(3.2.19) 
Function F is linearised and expressed in matrix form as 
(3.2.20) 
f and f are vectors containing the differentials of F with. 
respect to the observations and unknowns respectively 
f T [ aF aF -1£. J = a£i' ---al' a £3 2 
(3.2.21) 
i = [_]£_, aF <lF ] ' ax ay az (3.2.22) 
the standard deviation of F is then found from 
2 2 
aF = ao QFF (3.2.23) 
where 
(3. 2. 24) 
Formulae for the standard deviation of a function are required 
when evaluating the standard deviations of model co-ordinates, 
which are determined in the relative orientation adjustment as 
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functions of observed plate co-ordinates and unknown orientation 
angles. The parametric case can be derived from the combined 
case by setting .!?_ = -.!. and ~ = -!:_, the condition equation case 
is derived by setting~= Q (see Tab. 3.2-1). The combined 
case is unsuitable for use in mini computers owing to its large 
matrices in (3.2.13) or (3.2.14), and is best replaced by the 
quasi-parametric case wherever possible. 
Quasi~parametric Case 
In cases where each observation occurs in one condition equation 
only, the combined case can be converted into the quasi-parametric 
adjustment to save memory space and computation time. 
Equation (3.2.1) then takes the form 
0 + 0 






0 ··· + r n 
+ A dx + B dy + ••• + w = 0 a a a 
+Ab dx + Bb dy + ••• + wb = 0 
v + A dx + B dy 
n r r 
+ •.• :. + W- = 0 r 
It is obvious that in this case the matrix (~~-i.!?_T) takes the form 
of a principal diagonal matrix, that is, in forming (§P-- 1.!?_T) all 
matrix elements with the exception of those on the principal diagonal 
are equal to zero. 
We can therefore set 
(3.2.25) 
* where P is a matrix which resembles the weight matric of the para-
. * metric case. For calculation purposes the elements of f can be 
* interpreted as quasi-weights and P as a quasi-weight matrix. 
* Substituting f. into (3.2.13) we obtain 
and with 
T * -1 T * x = -(A P A) A P w - ' --- ---
w = -£ 
x = <AT.!:.*Af1AT P £ 
31 
(3.2.26) 
(3. 2. 27) 
Equation (3.2.27) resembles the x solution equation (Tab. 3.2-1) 
of the parametric case and the combined case can be solved as a so-
called quasi-parametric case. The resulting values for x are the 
true unknowns whilst the corrections 
* V = Ax -£ = Ax + w (3.2.28) 
are merely calculation values and should be referred to as quasi-
corrections. 
* To convert quasi-corrections V into corrections v we combine 
-1 T - 2 * 
(3.2.9) and (3.2.12) and replace (~E ~) by f. 
- 2 T - 2 T )""1 - 2 T * * 
'i.... = -f. ~ (BP B (Ax + ~) = - f. ~ f. y_ 
Expressed in conventional notations (3.2.29) becomes 
1 
.v. = - p 
a 
* * V a P a 1 a 
Wolf (1975) proves that 
Formulae for the error theory are listed in Table 3.2-1. 0 o 
is evaluated on the basis of (3.2.31). 
(3.2.29) 























































































































































































































































































































































































































































































































































































































































































































































































3.3 THE SYNTHETIC PHOTOGRAPH 
Perspective is nothing more than seeing a 
place (or object) behind a pane of glass, 
quite transparent, on the surface of which 
the objects behind that glass are to be 
drawn. Leonardo da Vinci (1452-1519) 
A photographic image, which is free of any error or distortion, 
produced by a camera for which the true values of the interior 
orientation parameters are known, represents an ideal basis for 
the testing of mathematical models and the controlled introduction 
of errors to investigate model deformations. 
Such an image obviously cannot be produc,ed by real photography. 
It can, however, be constructed in a computer simulation in the 
form of a set of plate co-ordinates for a given principal distance. 
Object shape, position and attitude of camera and, if required, 
image distortions and observation errors can then be introduced 
and modified at will to create different test cases for mono-and 
stereo photography. Such a computer generated image is referred 
to here as a 'synthetic' photograph. 
The geometrical basis of the synthetic photograph is the central 
perspective projection as shown in Fig. (3.3-1) for the case of 
normal oriented photography. 
y 
Fig. 3.3-1 Perspective centre (~.C.), positive image and 
object point Pi in model co-ordinate system 
P; 
The image co-ordinates x. and y. of model point P. for a given 
l l l 
principal distance f and camera position (X 0 ,Y 0 ,Z 0 ) are easily 
found with the following calculation steps: 
1,. Model co-ordinates X., Y., Z. are reduced to the camera 
l l l 
x. - XO 
l 
d = Y. - Ya (3.3.1) 
l. 
z. - Zo 
l 
Z. Rotation angles x,,,w are chosen to suit the required test 
case, the full rotation matrix B. as in (3.1.13) is evaluated 
and the auxiliary vector e is formed with 
e = R d (3.3.2) 
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3. In this form element 'e 9 in vector ~ (the equivalent of the 
principal distance) differs from point to point. 
A further multiplication by c = f/e 3 is required to guarantee 
that the z co-ordinate for all points is equal to the required 
principal distance f of the simulated camera. 
ordinates of the synthetic photograph are then 
with 
x = c R d 




In conventional notation we now have for the image co-ordinates 
x. [ r1 i (X.-X 0 ) (Y.-Y 0 ) (Zi-Zo)] = + r12 + r1 s l l l 
y. = [~ 2. l (X.,...X 0 ) + r22 (Y.-Y 0 ) (Zi -Zo )] l l l + r 2. s 
z. = f 
l 





A special case arises fo~rnormal oriented photography 













These synthetic co-ordinates fully satisfy the mathematical 
model of the central perspective projection. To create a more 
realistic simulation random, normally distributed, observation 
errors can be added to the error-free image co-ordinates. 
Image distortion, as caused by lens distortions, emulsion shift 
and film shrinking, can be incorporated into ,the image co-
ordinates on the b~§i§ bf one b( th~ ~arious distortion models 
suggested by, amongst others Hallert (19682~ Schenk (1971), 
Brown (1971), Ziemann (1972), Kraus and Stark (1973) and 
Thompson (1977) .. 
Examples of simulated photographs of the test field described 
in Chapter 5 are given in Table 3.3-1 for norm~l oriented 




~- I MUU1 TED r·unE CO-· OF.:D I fJA ·r E c, roK w,nrnL F'HOl OGF:AF'HY 
----------------------------------------------------··--
n·rnc I uiL DUnANCE : i (JO MM E:A':,E : 3. 3i (J M 
( UNITS Mi1 ) 
LEFT ·l MAGE:: UC.HT IMAGE LUT I MhGE P J l~H'I IMAGE 
X' Y' X'' y'' X' y' X,, ~' ' 
4.979 23. 603 -5i.i94 23. b03 It 1 42.73'i' 30.B74 -3ll.4B4 30. B 74 
L 4.924 10.8L,6 -51.205 10.846 42 42.649 14.261 -30.569 14. 26 l 
3 4.781 - i. 5 7'i' -~1l.33E. -i.579 0 42.536 -2.2% -30. 6n - 2. 296 
4 4.809 -14.515 --51. 297 -14.515 4't 42.389 -18.923 -30.867 -18.923 
5 5.4ii 25. 786 -5~.639 25.7E.6 45 53.27i 3B. 277 -3B. 222 38.277 
6 5.303 11.957 -55.748 11.957 46 53.135 17.544 -38.365 17.544 
7 r:- -.-.c::: .. .1 • .:...:.. ... 1 -i.8BB -55.826 -i.BBB 47 53. i 15 -3.20i -3B.374 - 3, 20 i 
11 5. 133 -15.713 -55.900 -15.713 48 53.154 --23. 969 -38.2"14 -23.969 
'i' 6.44(:.. 30.B96 -66.B?i 30.B96 49 44. 860 :7·~·. 353 - e. eo2 _,,.., ,i:-, .!..!-, ...i.J..J 
10 6.386 14. 353 -6l,.901 14.353 50 44.505 10.428 ·-9. 080 10.428 
j i 6.30L -:;·. ZB8 -66.995 -:::.2B8 51 q .4'i'B -i .bf.,3 - c;·. oes· - i. 6B3 
12 6.196 -18.919 ·-67 .143 -18.919 52 44.299 --13.643 -9.358 -13.64] 
13 ;,B34 38.397 ·-83.501 3B. 3'i'7 ~, J~ 5(1,822 25.843 -10,207 2:1. p,43 
14 7.954 17.8L,6 -83.405 17.846 5,, 50.738 11. 999 -10.297 11. 99 9 
15 7.99B -2.943 -B3.424 --2. 943 ~· J-' 50. 62'i' -i. Bb'i· -iD.391 - i. E,6'i' 
16 7, 93L, --23. 683 -83.600 -2].683 56 50.409 -15.658 --10.571 -15.658 
1 7 i7.82i 2:C'. 466 -35.875 22.4t.6 '57 w. Boe 30. en 7 -12.286 30.9i7 
18 18.053 10.353 -35.573 10. 353 58 60.733 14.304 -12.339 l 'r. 30 4 
i Cj' iB.033 -i.776 -35.596 -i.776 59 60.537 -2.257 -12.537 -· 2. 257 
20 17.811 -13.848 -35.871 --13. 848 60 60.462 -18.855 -12.776 --18. 855 
2i 20.39(J 25. 75c,· -40.628 25.759 61 76.D',2 31:.. 348 -i5.420 38.348 
22 20.330 11.970 --t,O. 699 11.970 62 75.909 17.652 -15.529 17.652 ~.., ,~ 20.239 - i. 86'/ -40.BD2 - i. 862 63 75.841 -3.ii/'. -i~,.632 -3.iiB 
"" 20. 160 -15.710 --',O. 909 --15.710 64 75.747 -23.837 --15. 812 -23.837 ?~ . ,; 24.64'2 30.9i6 -48.550 30.916 65 58. 07B 22.363 4.427 22'. 363 
26 24.522 14.334 --48.667 14.334 66 57.632 10. 543 4.058 10.:54] 
27 24.482 -2.294 --48.732 -'2.294 67 57.705 -1.62'i' 4.13i -j. 6,2'i' 
28 24.378 --18.887 -48,86L, -18.887 68 57.551 --13.563 3,911 -13.563 
2 <;· 30.623 38.468 -60.908 38.468 69 6~,.B73 ,·5. 960 4. e. i 1 25.96D 
30 30.548 17.725 -60.979 17. 725 70 65.796 12.1'<3 4. 717 12.143 
] i 30.4'2(1 -3.044 - i.090 -3.044 7i 65.70i -1.74i ;, . 606 -i. 741 
32 3ll.188 -23.788 - 1.300 -23.788 72 1>5.610 -15.541 4.508 -15 .:_--jit 1 
33 3[1. <;·54 22.364 - 2.723 22.364 73 7'i·. OB,· 30. 9'i'6 ~,. E.63 30.996 
34 31. 091 10.394 - 2.520 10.394 7,, 78.986 14.431 5.762 1'..4]1 
35 31.281 i. 7 L8 - 2. 3'1 :i -i. 7l8 7c '-· 78.B31 -2.iB3 :, . 634 -2.i!!,3 36 31.119 -13.805 - 2.547 -13.80ci 7,', 78.667 -18. 790 5. 't 7'r -18.790 
37 3~J. 622 =-~,. 7 ::.· 1 - ~I, ft42 25. 7 {_· i 77 ';B.3i3 31;. 56',' 7.034 38.569 
33 .3:). 525 11.917 -· S.551 ll.'117 78 ·~8.199 17.893 6. 91 '.'i 17 .89 3 
3 c; 3~,. 456 -;,938 -- 5.614 - 1. 9 :i.e. 7'i' 98. i ~c;· -2.8:,4 6.846 -2.1;:4 
'tO 35.431 -·15.778 .. 5. 611 -15.778 80 98. 052 -:'3.544 6.690 -23. 5'"1' i., 
Table 3. 3-1 
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SIMULATED PLATE CO-ORDINATES FOR CONVERGENT PHOTOGRAPHY 
PRINCIPAL DISTANCE :iOO MM E:ASE : 3.310 M 
lo PHI' ·" -20° KAPPA'' 00 PH I' ' ·" 14° OMEGA'' = 0° 
( UNITS MM 
LEFT IMAGE RIGHT IMAGE LEFT IMAGE RIGHT IMAGE 
x' Y' X'' y'' X' Y' X', Y'' 
l -30.424 25.206 -23.289 21.572 41 5.984 28.332 -·5.159 29.571 ,.., 
"" -30.716 ii.877 '-23.298 9.912 42 5.641 13.041 -·5.237 13.657 3 -31.099 -·1.109 -23 · '·09 -1.443 43 5.278 -2.209 -5.350 -2 .19 a 
4 ···31. 305 -·14.636 -23.374 -13.263 44 4.885 -17.534 -5.510 -18.108 
5 -29.913 27.437 -26.966 23.338 45 14.727 33.866 -12.133 36.016 
6 -30.283 13.013 -27.054 10.819 46 14.297 15.397 -12.259 16.502 
7 -30.620 -1.437 -·27 .119 -1.708 47 13.958 -3.099 -12.267 -3.011 
8 -30. 972 -15.877 -27.179 -14.213 48 13.666 -21. 614 -12.197 -22.550 
9 -28.699 32.631 -35.906 27.295 49 7.631 20.318 15.784 22 .542 
'10 -29.064 15.437 -35.9.68 12.6.78 .50 7 .143 9.427 15.502 10.509 
11 -29.453 -1. 867 -36.042 -2.021 51 6.944 -1.663 15.493 -1.696 
12 -29.874 -19.171 -36.157 -16.702 52 6.586 -12.620 15.220 -13.740 
13 -27.073 40.207 -48.476 32.754 53 12.576 22.992 14.360 25.973 
11,. -·27.316 18.936 -48.406 15.226 54 12.292 jQ. 566 14.269 12.057 
15 -27 .64'• -2.561 -48.420 -2. 511 55 11. 986 -1.889 1~.175 -1.878 
16 -28.088 -24.009 -48.548 -20.198 56 11.592 -14.21!.4 13.993 -15 .. 723 
17 -17.050 22.753 -10.04'• 21.253 57 20.454 26.586 12.271 30 .917 
l 8 . -1T.030 10. 637 -9.773 9.801 58 20.145 12.116 12.217 14.302 
19 -17.261 -1.472 -9.794 -1.681 59 19.744 -2.313 12.020 -2.256 
2 (J -17.693 -13.533 -10. 040 -13.100 60 19.434 -16.788 11. 781 -18.832 
21 -14.454 25.774 -14.251 24 .106 61 31.604 31. 416 9.161 38.059 
22 -14.750 12.120 -14.314 11. 200 62 31. 211 14.176 9.053 17.514 
23 -15.080 -1.583 -14.404 -1.742 63 30.861 -3. 139 8.952 -3 .092 
24 -15.396 -15.309 -14.497 -14.692 64 30.494 -20.420 8. 775 -23.635 
25 -10.259 30.376 -21.067 28.422 65 18.238 19.330 29.687 23.305 
26 -10. 656 14.193 -21.166 13.175 66 17.712 8.966 29.287 10.977 
27 -10.977 -2.050 -21. 221 -2 .108 67 17.582 -1. 740 29.366 -1.69 6 
2B -11.360 -18.265 -21.332 -17.351 68 17.279 -12.237 29.128 -14.116 
29 -4.551 36.916 -31.232 34.418 69 24.161 21.865 30.105 27 .079 
30 -4.966 17.065 -31.289 15.857 70 23.897 10.010 30.003 12.663 
31 -5.432 -2.822 -31. 378 -2.723 71 23.619 -1.908 29.882 -1.815 
32 -5.992 -22.708 -31.546 -21.266 72 23 .. 345 -13. 760 29.776 -16.199 
33 -4.518 21.1.72 2.091 21.813 73 33.587 25.031 31.253 32.419 
34 -4.592 10.018 2.284 10.142 74 33.282 11. 349 31.142 15.089 
35 -4.622 -1.609 2.451 -1. 726 75 32.937 -2.380 31.00J -2.282 
36 -4.971 -13.112 2.259 -13.471 76 32.585 -16.116 30.828 -19.633 
37 -0.263 24.239 -0.479 24.928 77 46.120 29.427 32.537 40.459 
38 -0.576 11.242 -0.581 11. 546 7B 45.767 13.231 32.406 18.764 
39 -0.865 -1.812 -0.641 -1.877 79 45.459 -3.008 32.330 -2 .961 
rn -1.115 -14.855 -0.638 -15.285 BO 45.110 -19.256 32 .159 -24.677 
Table 3.3-2 
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3.4 COMPUTER GENERATED NORMALLY DISTRIBUTED RANDOM NUMBERS 
In order to simulate plate co-ordinate observations for a 
computer generated synthetic image, it is necessary to incorporate 
observation errors in the values for the plate co-ordinates. 
It must be assumed that observations on a comparator are subject 
to normally or near normally distributed, uncorrelated random 
errors. 
Most mini computers have a random number generator which can 
produce pseudo random values. These numbers are, however, of 
uni form distribution and a transformation is required to convert 
these values into normally distributed quantities. 
The mathematically strict transformation from uniform distributed 
to a normally distributed random numbers would require the evalua-
tion of s. from the distribution function. 
l 
(x ~ ~) 2 
- 00 
dx (3.4.1) 
r. = uniform distributed random value in the interval from O to 1 
l 
s. = normally distributed random value 
l 
a = standard derivation of distribution 
~ = mean value of distribution 
x = integration variable 
For standard normal distribution (0,1) one has 
s = 0 
and a = 1 
The solution of (3.4.1)for s. is not possible. 
l Heisteri 
Welsch (1972) report on and test an approximation method. They 
show that (0,1) normally distributed random numbers can be 
approximated by 
40 
s! =(I r · - ~) 
l j=1 J 2 
{12 
j1; 
k .... co (3.4.2) 
This approximation can be improved (Bolsher 1959) by 
s. = s! - ~(3s!-s! 3 ) 
l l 20k l l 
(3.4.3) 
If (3.4.2) and (3.4.3) are applied in combination one obtains for 
a k value as small as 5 random numbers s. which do not differ by 
l 
more than 0,00037 (Heister,Welsch 1972) from equation (3.4.1). If 
mean values s and standard deviation a other than 0 and 1 respectively 
are required, s. can be easily transformed to a·(s, a) normally 
l 
distributed random number by 
s. = as. + s 
l l (3.4.4) 
This approximation technique was used to generate 320 normal distri-
buted random numbers on the random generator of a Tektronix 4051 
.mini computer. For the seed of the uni form random numbers n 
was chosen and a value of k = 6 was used in (3.4.2) and (3.4.3). 
To simulate the observation accuracy of the ZEISS STEKO comparator 
a standard deviation of a = 10 µm was stipulated in (3.4.4) while 
s = o. 
co 
The generated values are added to the 320 plate co-ordinates of 
the synthetic stereo pair simulating photography of the 80 point 
test field. (Because of k = 6 in (3 .• 4.2) 6•320 random values r. 
l 
are involved in this process). 
When calculating the actual mean value x of the 320 sample values 
one obtains 
x = 0,13 µm 
and the standard deviation is 
a = 9, 9 µm 
The appropriate statistical tests sho~ that at 99% probability 
level we cannot reject the hypothesis, that x does not differ 
significantly from s. 
Similarly, using the x2 test, at the same probability level, we 
can see that the sample variance does not differ significantly 
from the population variance. 
Finally the x2 Goodness of Fit test shows that the fit of the 
generated values to the normal distribution curve is good. 
The numerical analysis of the data in the Goodness of Fit test 
takes the form: 
41 
-30 -20 -10 -5 0 +5 +10 +20 +30 + co 
computer generated 
values in units ofµm. 
1 8 33 50 69 64 48 39 8 0 computer generated frequency (o) 
0,4 7 43 48 61 61 48 43 7 0,4 expected frequency (e) 
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COMPUTER GENERATED NORMAL DlSTRIBUlED RANDOM OBSERVATlON ERRORS 
----------------------------------------------------------------
<UNllS: MlC~:ON) 
ACTUAL STANDARD DEVIATION 9.9 
STIPULATED STANDARD DEVIATION 1D.D 
ACTUAL DISTRIBUTION MEAN 
STIPULATED DlSTRIBUTION MEAN 
0. l 
0.0 
X' y' X', y'' x' Y' x,, y'' 
1 -3.8 3.3 10.1 -16.2 
2 6.7 5.7 -8.4 3.8 
3 o. 7- 1. 0 ·-0. 4 2.6 
4 1.6 0. l 0.7 0.4 
5 ? ~ -4.0 15. i -0.4 ...... .t.. 
(, -8.0 -·28. 2 -5. 0 8.4 
7 -9. 1 3.9 -10.4 -12.6 
8 -14. l -·6 .8 8.7 6.7 
c;· 25.6 13.5 15.6 -IL 1 
10 -2.5 -6.2 11. l -16.6 
41 .., " -6.6 - i It. 5 t,. 9 _,,...,
42 -5.7 4.8 8.6 --10. 3 
43 ··6. 7 3.5 23.1 -5.2 
44 6.2 -l6.5 4.5 -3. l, 
45 -8.2 -16.2 -10. 2 -·2. 3 
46 7.2 -32.3 10. 7 -13.7 
47 5.9 -6.0 1. 7 9.0 
48 10. 7 -19.0 -0.6 -7 .6 
49 -8.0 3.0 -4.3 -1. 4 
50 -3.4 6.1 6.2 -7.3 
11 "l r, -2.7 7.5 3.8 ...., • .t.. 
12 -8.9 -11. 2 -0.9 -!l.8 
13 -1.2 -20.4 ~ " 9.6 <. • ,J 
14 6.0 8 .1 17.3 -6.3 
15 2.2 ···13. 2 1. 4 17.9 
lb -12.9 -1.6 -14.7 5.1 
1 7 -·3. '• 6.7 8. ~ -2.4 
18 -3.3 4.1 21.8 8.1 
19 -1. 3 5.8 -·2. 7 -2.2 
20 2.5 8.2 5.3 -4.9 
51 -26.7 -6.5 2. i 7.4 
52 17.7 4.2 17.8 -8.4 
53 20.0 i. 6 -1. 7 -1. 7 
54 -9.7 3.6 0.8 -2.7 
55 -4.2 -20.4 10.2 2.6 
56 -LO 2.4 -22.4 -5.9 
57 4.4 3.3 2.6 8.6 
58 10.8 -7.7 28.3 6.9 
59 -7.4 16.8 -3.1 -6.5 
60 -0.7 -15.2 -3.9 8.1 
21 -11. 4 -1. 9 -1. 4 8.3 
22 -0.5 -2.7 10. 7 1.0 
23 -3.3 -1. 5 10.8 18.3 
24 7. l 7.4 13. l -5.l 
25 3. 1 -6 .1 -1. 9 -1. 9 
26 3.9 -7.2 10.5 -4.l 
27 2. 1 -8. j -· 1. 1 -2.2 
28 -2.7 9.4 6.0 -3.l 
2 'i' -1. 9 -10.0 -·5, B 0.6 
30 -3.5 -1.2 1.0 2.1 
61 -12.6 12.6 12.9 17.5 
62 -7.9 6.4 -19.0 0.3 
63 -4.5 2.8 -4.1 3.7 
64 3.2 -1.0 -5.8 -1.l, 
65 0.8 0.8 .... 7. 2 -2s·. 3 
66 8.4 -2.0 5.5 -· 19 .4 
67 -1.2 -5.7 -12.6 -0.6 
68 -4.8 -6.8 14.8 3.5 
69 10.8 0.5 6.3 6.3 
70 -6.5 11.J -0.4 S.4 
31 8 . .1 -2.4 5.9 3.4 
32 -11. 7 -13.5 12.9 -2.5 
33 17. 1 -8.8 4.8 -16.3 
31, 5.9 -7.6 l. 7 -18.9 
35 15.7 -6.7 1. 0 21. 9 
36 -1.0 -20.5 -5 · '• -1.5 
37 15.9 -10. 7 -7.4 -13.8 
38 -14.6 -7.0 15.l -2.9 
39 -12.4 -4.5 7.6 -16.1 
40 -0.2 25.5 10. l -2.0 
71 3.2 0.6 17.3 1.1 
72 -6.0 9.3 -3.2 17 .4 
73 4.6 27.6 7.8 -6.0 
74 -5.7 3.4 0.4 3.5 
75 8.5 2.2 -22;5 -8."1 
76 10.2 9.0 0.3 -0.7 
77 -13.9 -8.3 -6.1 16.7 
78 -0.5 24 .1 -0.6 5.7 
79 11. 8 -10.0 7. 1 -7.8 




x 2 = l 
i=1 
(o.- e.) 2 
l l = 5,56 e. 
l 
k = number of classes = 10 
The degrees of freedom are 
f :: k-3 = 7 
and with 
x99 , 517 = 20,3 and x0,517 = D,99 
we have 
20,3 < 5,56 < D,99 
(3.4.5) 
Thus all tests for the sample are satisfactory and it can be 
assumed that the generated values simulate closely a real 
observation situation~ The generated values are listed in 
Table 3.4-1. 
3.5 SPACE INTERSECTION 
The relative position of two points in space can be expressed in 
polar co-ordinates as well as cartesian rectangular co-ordinates. 
z 
Pj 
Fig. 3. 5-1 Polar and cartesian co-ordinates of space points 
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The two co-ordinate systems are related by 
(X.-X.) = .R, .. cos h .. cos a .. (3.5.1) J l lJ lJ lJ 
(Y.-Y.) = .R, . . cos h .. sin a .. (3.5.2) J l lJ lJ lJ 
( Z . -Z. ) = .R, . . sin h .. (3.5.3) J l lJ lJ 
with R, .. = distance p. -P. lJ l J 
a .. = horizontal direction (counted clockwise from positive lJ 
X-axis) 
h .. = elevation angle lJ 
If the X,Y,Z system is the usual gravity related co-ordinate system 
then angle a .. and h .. can be observed with a theodolite set up over lJ lJ 
point P .. 
l 
The position of a point in space is defined by two oriented horizontal 
directions a measured at two known points to the new point and by one 
vertical angle h measured at one of the two points. 
Normally more than the minimum number of three angles is observed to 
fix a· point in space and the most probable co-ordinate values can 
be found in a least squares adjustment. 
Condition equations required for the least squares adjustment can 
be conveniently formulated by combining equations (3 .• 5.1) and 
(3.5.3): 
X.-X. Ll x .. cos h .. cos a .. (3.5.4) J J. ~ = J.J lJ = Z.-z. i:IZ .. sin h .. 
J J. lJ lJ 
and from (3.5.2) and (3.5.3) 
Y.-Y. Ll y .. cos h .. sin a .. 
(3.5.5) J J. = _!.J.. = lJ lJ Z.-Z. i:IZ .. sin h .. 
J J. lJ lJ 
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The third ratio which can be formulated by combining equations 
(3.5.1) and (3.5.2) 
X.-X. cos a. 
J J. ij 
Y.-Y. = sin a. 
J J. J.j 
is already contained in equations (3.5.4) and (3.5.5) as can be 
shown by dividing (3.5.4) by (3.5.5). 
Each pair of observed horizontal and vertical angles gives rise to 
a pair of condition equations of type (3.5.4) and (3.5.5). Re-
arranging ·the two condition equations and introducing an orientation 
unknown o. we obtain 
J. 
t:..X. . sin h .. - t:..Z. . cos h. . cos (a .. -o. ) = 0 
lJ lJ lJ lJ J.J J. 
and t:..Y .. 
J.J 
sin h .. - t:..Z .. 
J.J lJ 
cos h .. 
l.J 




For a least squares adjustment the condition equation's must contain 
unknowns and observations in a linear form and (~.5.4.1) and 
(3.5.5.1) need to be differentiated with respect to the observations 
a and hand to the unknown X., Y., Z., X., Y. and Z .• 
J. J. J. J J .J 
This leads to the general, linearised form of the condition equations 
(3~5.4) and (J.5.5): 
a: .. v + a .. v + A dX. + B dY. + c dZ. -J.J1 a .. J.J 2 h .. a .. J a .. J a .. J J.J J.J J.J lJ l.J 
A dX. B dY. c dZ. a .. do. + w = 0 (3.5.6) a .. J. a .. J. a .. J. l.J J. a .. lJ J.J J.J J.J 
b .. v + b .. v + Ab .. dX. + B dY. + c dZ. l.J1 a .. lJ 2 h .. J b .. J b .. J lJ lJ J.J J.J lJ 
A dX. B dY. c dZ. -b .. do.+ w = 0 (3.5. 7) b .. J. b .. J. b .. J. lJ J. b .. J.J J.J lJ J.J 
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with 
a .. =cos h .. sin (a .. -6.)t:.Z. -lo 
lJ l lJ lJ l lJ (3.5.8.1) 
a .. =sin h .. cos (a .. - 6.)t:.Z .. +cos h . . t:.X. -lo 
lJ 2 lJ lJ l lJ lJ lJ (3.5.8.2) 
b. . = -cos h .. cos (a .. - 6. )t:.Z . . j o 
lJ1 lJ lJ l lJ (3.5.8.3) 
b .. = sin h .. sin (a .. - 6.)t:.Z .. +cos h .. t:.Y. -lo (3.5.8.4) 
lJ 2 lJ lJ l lJ lJ lJ 
A = sin h .. j o 
a. . lJ 
lJ 
B = 0 
a .. 
lJ 
c = -cos h. . cos <a. . - 6 . ) Io 






B = sin h. - Io b. . lJ 
lJ 








= -cos h. . sin (a. . - 6 . ) Io 
lJ lJ l 
= t:.X .. sin h .. -t:.Z .. cos h .. cos (a .. -6.) lo 
lJ lJ lJ lJ lJ l 









More tban one observation is contained in each of the equations 
(3~5.6) and (3.5.7) in addition to the unknown co-ordinate values. 
The two condition equations must therefore be adjusted in the 
"combined case" of the least squares adjustment, where the condition 
equation has the form (3.2.4) 
Bv + Ax + w = 0 
All relevant formulae for the solution of the space intersection 
adjustment are listed in Table 3.3-1. 
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The three dimensional space intersection calculation was adopted 
for the determination of point positions in space in the case of 
the testfield survey (Chapter 5) and for the survey of the external 
pupil position for the interior orientation (Chapter 7.1). The 
space intersection was given preference over the usual separation 
of the height determination from the p1ane position calculation. 
It was hoped that the inclusion of the vertical angle measurement 
into the calculation of the plane position might result in a more 
.homogeneous distribution of observation errors over .the three 
space co-ordinates of a point~ No comparative investigations were 
carried out to support this choice of method, but the exceptionally 
high precision of a few tenths of a millimeter achieved in the test-
field and in the external pupil determination is in itself a 
justification for the choice. 
The observing method, which was adopted for the determination of 
three-dimensional co-ordinates,of the close-range test field, 
makes it possible to simplify considerably the space intersection 
adjustment described above. All 80 points of the test field were 
observed from three solid steel tripods. · The positions of the 
tripods were established by means of a free triangulation-trilatera-
tion network adjustment based on observations with a single second 
theodolite, micrometer rods (PAV rods) and forced centering equip-
ment. The adjustment of the three base points resulted in standard 
deviations of less than 0,1 mm. Fig. 3.5-2 shows the position of 
the base points; the two outer points were subse~uently used as 
camera stations for the deformation test described l~ter. Forced 
centering was maintained for the observations of the test field 
points and the theodolite at each of the three stations was 
repeatedly oriented on the other two base points. 
Distances from the theodolite to the 80 identical targets varied 
48 
between 3 and 7 metres thus providing practically equal observation 
conditions for all points. 
z 







Base Points for Space Intersection of 
Test-field Points 
x 
On the basis ~f this observing design the following three assumptions 
may be made whereby the computation requirements for the adjustment 
can be greatly reduced. 
I.. Base points P , P and P are practically error free 
01 02 o' 
and therefore we have dX. = dY. = dZ. = O in (3,.5.6) and 






• ... ,. 
" \: 
I \ • 
_,. 
' 
II. All o~seivatio~~ are error 'free:6riented before the 
adjus~m~nt and no orientation unknowns occur in (3.5.6) 
and (3.5. 7) o. = 0. 
l 
III. All observations have equal weight 
On the basis of these assumptions, the condition equation system 
for the determination of a single new point P. has the following 
l 
coefficients in matrices B and A: 
v v v v v v dX. dY. dZ. 
h1i a1i a2i h2i a3i h3i l l 1 
ar a1. 0 0 -0 o .. sin h1. 0 Ca. ' '.l.1 iz . :l .1i 
b1.' b1· 0 0 0 0 0 sin h1i. Cb l ..J.2_ -~ 1'. '-1 
0 0 a2i1 a2. 0 0 sin ~2i 0 c ·1 a2i 2 
! 
0 () b2" b2. 0 0 0 sin h.zi C' l. i2 bii 1 
0 0 0 0 a3' a3i2 sin h3' O' c . l .l. a3i ?I 
0 0 0 0 b3. br 0 sin h3i ~b3i l1 ·l 2 
J \ . y 
B A 































Fig. 4.4-2 Views of a UMK 10/1318 camera showing the camera with its 
theodolite mounting, the fiducial marks and the axis studs 
Fig. 4.2-1 Tektronix 4050 computer system consisting of (from left 
to right) digitiser tablet and digitiser control unit, 
central processing unit with VDU, line printer, file 
manager and plotter 
fig. 4.3-1 STEKO 1818 
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of correlations reduces the size of adjustment matrices considerably 
and makes it possible to adjust each test field point individually. 
This can easily be, confirmed when inspecting the example of a normal 
equation system (3.2.14) and its inverse for a situation with two 
new points fixed from the same three error free base points: 
0 
I 
~I 0 ~I 0 Ir I ~I I 
I 
0 ~II : 0 ~II ~II ~II 0 (3.5.12) 
I .+ = 
AT 0 
I 
0 0 I ~I -I I 
I 0 
T I 0 ~II I ~II 0 0 
I 
D 
Submatrices in (3.5.12) are of the form given in (3.5.10) and 
(3 .5.11) with i·ndi·ces "I" and "II" f · t · t P re erring o new pain s 
1 
and P11 respectively. 
Applying the rules for the inversion of partitioned matrices 




D = [ ~' ~ '] 
-Q 1 -22 







I1.2 = (3.5.13.2) 
0 
0 
S1 - (3.5.13.3) 
0 
where 
-(AT c- 1 A )- 1 0 
-I -I -I 
I 22 - (3.5.13.4) 
( T -1 ). -1 O - ~IIf.II~II 
Indicating non-zero submatrices with a bar symbol (-) we get 
for the inverse of D: 
~I ~II ~I ~II 
- 0 - 0 ~I 
0 • 0 • ~II -1 
(3.5.14) D = 
- 0 - 0 ~I 
0 • 0 • ~II 
From (3.5.14) it is obvious that no correlations exist between the 
two points and that therefore points can be adjusted individually. 
This proof can obviously be extended to any number of new points. A 
numerical example of a single point three dimensional intersection 





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.6 TRANSFORMATION OF OBSERVED PLATE co~oRDINATES TO 
IMAGE CO-ORDINATE SYSTEM 
Plate co-ordinates observed on a comparator are generally not 
reduced to the principal point of the image plane as required in 
54 
the relative orientation calculation. Observed plate co-ordinates 
must therefore be transformed into the image co-ordinate system 
(Fig. 3.6-1) before they can be introduced into a relative orien-
tation adjustment. 
The origin of the image system, the principal point, is physically 
defined by the intersection of the lines joining opposite fiducial 
marks, which must be-observed in the same system-as the image 
points .• The line defined by the left and right fiducial mark is 
the x axis of the image co-ordinate system~ It cannot be assumed 
that the fiducial mark system is perfectly rectangular and the 
top-to-bottom line cannot in general serve as the y-axis. Also one 
cannot surmise that the plate is mounted exactly parallel to the 
comparator axes and a possible deviation from parallelism must be 




' ' -....~~~~~~~k'<-'---'---L~~.._~,~-2....-~~~~x 
\ 
--




Fig. 3.6-1 Image Co,.... ordinate System in Relation to Comparator System 
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= = 
xi' y. l co-ordinates in the comparator system 
-
x. ' l y. l co-ordinates in the image system 
x0 , Yo and x0 , Yo co-ordinates of the principal point in image and 
comparator system respectively. x0 and Yo are 
equal to zero. 
First the principal point position must be evaluated. The line 
connecting the top fiducial mark (x1 , y1 ) with the bottom mark 
(x,, y,) is given by the expression 
= = y, - Y1 Y3 - Y1 = = x X1 y = Y1 + - (3.6.1) x, ><1 = - x, - X1 
and analogously the line between left and right fiducial mark 
= Y2 = Y2 y .. - Y .. -= X2 (3.6.2) y = Y2 + :x -.: = x .. 'X2 x .. - X2 -
If equations(3.6.1) and (3.6.2) are rearranged to take the general 
form 
Ax + By + C = 0 (3.6.3) 
then the intersection (x 0 , y0 ) is easily obtained from 
[ B, C '] [A, C,l 
B2 C2 A2 C2 = and Yo (3.6.4) Xo = = 
[A, Bj [A, B '] 
A2 B2 A2 B2 
= y, - Yi 
or Yo = Y1 + Cxo - x,) (3.6.5) = - x1 x, 
== YJ - Y1 Y4 - Y2 (3.6.6) with A1 = A2 = 
X3 - X1 X4 ><2 
81 = - 1 82 = - 1 (3.6. 7) 
YJ - Y-1 Y4 - Y2 
C1 = X1 + Y1 C2 = ><2 + Y2 (3.6.8) = =-X3 - X1 X4 - X2 
For the transformation of individual points from the comparator system 
to the image system one now has for a point P.: 
l 
x. = doi cos a. l l 
y. = d oi sin a. l l 
ti 2 where a = - t4 0 
t~ =direction from principal point to Pi: 
Yi - Yo ti -·1 = tan 0 = X1 - Xo 
t~ = direction of left-to-right fiducial mark line 
= Y2 Y4 -
t2 tan 
-1 
= 4 = X4 - 'X2 
= distance between principal point and 
dai = (<'Yi - Ya)
2 







The "horizontal" fiducial mark line is not necessarily truly hori-
zontal - even if the camera is perfectly level - owing to possible 
inaccurate positioning of the fiducial marks in the camera or to 
observation errors in the comparator co-ordinates of the fiducial 
marks. 
Any such error has no ill-effect on the final model co-ordinates 
as it will only introduce a "false" additional K to the rotation 
about the z axis. 
Non-metric cameras have no fiducial marks, except where these are 
especially added by their users for photogrammetric application. 
The writer obtained satisfactory results (Tab.8-3) by simply 
observing points approximately in the centre of the four image edges 
and by accepting the mean of the x-values of the left and right 














Principal Point Definition for Non-metric Camera Image 
X2 x .. = = + Y1 + Y3 
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Xo = Yo = (3.6.13) 
2 2 
4. EQUIPMENT 
Of the equipment used in the course of this investigation, only 
the cameras, the computer system and the stereo comparator will 
be described briefly. 
4~1 Tektronix 4050 Mini computer System 
All algorithms described in this thesis can be realised 
in mini computers with memory capacities of more than say 10k 
bytes. The computations for this thesis were executed on a 
Tektronix 4050 system consisting of (Fig. 4.2-1): 
i) Central Processing Unit Tektronix 4051 Graphic System 
With a 32k bytes memory and a memory allocation of 
8 bytes for each array variable. The C.P.U. is equipped 
with a high resolution graphics screen and understands 
the 4051 Graphic System BASIC language. 
accuracy of the unit is 14 digits. 
ii) Tally Line-Printer 
The numeric 
iii) Tektronix 4662 Interactive Digital Plotter 
The active plotting area of the plotter is 25,4 cm by 38,1 cm 
with a claimed resolution of 0,06 mm. The deformation plots 
and deformation stereograms were produced with the aid of the 
plotter. 
iv) Tektronix 4907 Filemanager 
This flexible disk storage system is designed for flexible 
disks with a storage capacity of 600k bytes. 
v) Summagraphics Digitiser with I.D. Data Tablet 
The accuracy of digitising is given as 0,1 mm. 
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Fig. 4.2-1 Tektronix 4050 computer system consisting of (from left 
to right) digitiser tablet and digitiser control unit, 
central processing unit with VDU, line printer, file 
manager and plotter 
Fig. 4.3-1 STEKO 1818 
4.2 TOPOCART STEREO PLOTTER CARL ZEISS JENA 
In the initial stages of the study no stereo comparator was 
directly available to the writer and only occasional short 
time access was given to a ZEISS PSK stereo comparator with 
an accuracy of 1 to 2 µm. As a considerable amount of 
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data acquisition from photographic images was envisaged, a 
different method had to be found to measure image co-ordinates. 
The solution was provided by a Topocart stereo plotter. After 
setting all rotations to their nominal zero positions image 
co-ordinates of single plates were observed on the stereo 
plotter. . As it cGuld not be assumed that all rotation had 
been fully removed a high precision gridplate was observed each 
time the plotter was used as a comparator. The observed co-
ordinates x, y of 9 gridpoints were then transformed into the 











The a, b and c parameters derived in this transformation could 
then serve to transform the subsequently observed image co-
ordinates of photographs into the distortion free grid system, 
provided, of course, that none of the instrument settings were 
changed between the observations of the grid plate and 1he 
photographs. 
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Equations (4.2.1.1) and (4.2.1.2) can be rearranged to obtain 




In this form the equations can be linearised with respect to 
the unknowns a 1 , a2, a,, b 1 , b2, b,, c 1 , and c 2 and the unknowns 
as well as the corrections to the observations x and y can be 
determined in a parametric adjustment. To assess the feasi-
bility of the use of the stereoplotter as a comparator, two 
sets of 100 image co-ordinates were observed five times and 
transformed to a grid as described above. · In the first set, 
all points were well defined targets (Fig. 5-5), in the second 
set natural feature points were observed on images obtained in 
the course of the Wildlife photography described in Chapter 10. 
The standard deviation was determined from each set of the 
five observations for each point. The average standard 
deviation for the 500 observations of the first set was 
11,6 µm while the 500 observations of the less well defined 
natural points yielded an average standard deviation of 13,4 µm. 
The same image points were also observed on the ZEISS PSK 
stereo comparator and root mean square errors for the deviations 
from the stereo plotter readings were 14,6 µm for the first set 
and 20,1 µm for the second set. 
In conc_lus±on one can say that an average reading accuracy of 
15 µm can be expected when using the TOPOCART stereo plotter 
combined with a projective transformation to a precision grid. 
4.3 STEREO COMPARATOR STEKO 1818 
The modification of the stereo plotter to a comparator became 
unnecessary when a stereo comparator CARL ZEISS JENA STEKO 1818 
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(Fig. 4.3-1) was added to the existing close-range photogrammetric 
equipment. With the ·addition of the stereocomparator a fully 
self-contained analogue-analytical close-range system was established, 
consisting of stereo cameras, stereo plotter, stereo comparator, 
mini computer and a photographic laboratory. 
The STEKO 1818 has a reading accuracy of 10 µm in x and y co-
ordinates and 2 µm for px and py readings. A MOTRONIC electronic 
digital display unit connected to the comparator not only serves to 
display the results but also interfaces the comparator with' a type-
writer for permanent recording of the image co-ordinates. 
A total of over 200 images of the test field was observed on the 
~omparator. The majority of the photographs were obtained in the 
course of the shoulder height survey of elephants while approximately 
20% of the images consisted of testfield photography. 
The standard deviation a priori of observed image co-ordinates 
evaluated in the relative orientation adjustments of the more than 
100 stereo pairs varied with impressive consistency between 11 µm 
and 14 µm for the elephant photography and between 6 µm and 
8 µm for the test field images with their superior target defini-
tion. 
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These results show, as expected, that the stereo comparator's 
observation accuracy is superior to that of the stereo plotter. 
Nevertheless it can be sensibly suggested that a stereo plotter, 
when used as described above, may well serve to substitute for a 
comparator in cases where a minor accuracy loss is acceptable. 
4.4 UNIVERSAL MEASURING CAMERAS UMK10/1318 
A pair of ZEISS UMK10/1318 metric cameras was used for the majority 
of the investigations described in this study. The camera 
(Fig. 4.4-2) is mounted on a single second theodolite alidade and 
equipped with a near distortion free LAMEGON 8/100 lens system. 
The principal distance of the camera can be changed to allow focus-
ing for distances from 3,6 m to infinity. 
Some of the camera's specifications are: 
Focal distance for infinity setting: 99 ~m ~pproximately) 
Distortion (focusing to infinity/ max. 5 µm 
Average resolution: 55 lines/mm 
Sh~tter speed: 1 sec. to 1/400 sec. 
Stop setting: 8 to 32 
Focus setting for distances: 00
; 25 m; 12 m; 8 m; 
6 m; 5 m; 4, 2 m; and 
3,6 m. 
Image size: 120 mm x 166 mm. 
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Field of view (Fig. 4.4-1) Long format (horizontal): 78° 
Short format (vertical) 58° 
Horizontal field of view of Zeiss UMK 10/1318 Camero Vertical field of view of Zeiss UMK 10/1318 Camero 
Fig. 4.4-1 
A switchbox makes it possible to operate the shutters of two cameras 
simultaneously. 
The calibration values for the principal distance of the two cameras 
are given by the manufacturer as: 
' 
Distance setting P.O. (Camera 74) P.O. (Camera 49) 
98,84 mm 99,09 mm 
25 m 99,26 mm 99,52 mm 
12 m 99,68 mm 99,95 mm 
8 m 100, 10 mm 100,37 mm 
6 m 100,52 mm 100,80 mm 
5 m 100,94 mm 101 '23 mm 
4,2 m 101,36 mm 101 '66 mm 
3,6 m 101,78 mm 102,08 mm 
Tab. 4.4-1 Calibration Values for the Principal Distance of the 
UMK 10/1318 Cameras 74 and 49. 
fig. 4.4-2 Views of a UMK 10/1318 camera showing the camera with its 
theodolite mounting, the fiducial marks and the axis studs 
66 
Both cameras were re-calibrated for expected working distances 
of 12 m, 5 m and 3,6 m and their inner orientation elements were 
found to agree within 0,05 mm with the above listed calibration 
values. The principal distances as given by the manufacturers 
were therefore accepted for all calculations. The procedure 
employed to test the calibration values is discussed in ~ separate 
chapter. 
Shutter speeds of the cameras were tested electronically and found 
to be: 
Nominal shutter s12eed Recorded shutter speed 
Camera 74 Camera 49 
Sec milli sec milli sec deviation milli•sec deviation 
1/15 67 54-67 - defect -
1/30 33 28-37 - 23-28,5 -
1/60 16' 7. 15,5 70' ,o 23 38~6 
. 1 /125 8 9 13~6 10,5 31 ~6 
1/250 4 4,5 13~6 6,5 63~6 
1/400 2,5 3,5 40~6 4 60~6 
To ensure correct exposures the deviations from the normal shutter 
speed had to be taken into consideration when setting aperature and 
shutter speed. 
Emulsion Carrier and Emulsion 
The camera is designed to operate with glass plates as emulsion 
carriers. Although there can be no doubt that glass plates provide 
the best stability, it was shown that cut sheet film glued (with 
a UHU glue stick) to used glass plates provided the same accuracy 
for the final result in the form of model co-ordinates. 
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This was not true for cut roll film, where an accuracy loss was 
experienced due to imperfections in the flatness of the film glued 
to a glass plate~ The flatness of glass plate was measured by 
means of a Tallysurf instrument and found to be better than 5 µm 
while deviations from flatness in the case of roll film can be 
larger than 0,1 mm. 
The emulsions used were a black and white emulsion with an ASA 
rating of 400 in the case of the glass plates while the sheet film 
was black and white Kodak Tri X ortho film with an estimated ASA 320 
rating. 
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5. CLOSE-RANGE PRECISION TEST FIELD 
Test Field Description 
A test field comprising of a number of well defined and synmetrically 
distributed points can be useful for the testing of mathematical 
models for close-range photogrammetry as well as for the calibration 
of metric and non-metric cameras. 
Such a test field was established in a laboratory of the Department 
of Surveying at the University of Cape Town. The point configure-
tion of the test field was designed to resemble a typical object 
space as found in·close-range photogrammetry. 
Fig. 5-1 Test Field 
The test field dimensions are shown in Fig. 5-2. Overall views of 
the 80 point test field serve to illustrate further the design of 
I 
the field. A protruding section of the wall in the far left 
corner of the field (Points 1 to 4) disturbs the symmetry of the 
point distribution without reducing the efficiency of the test 
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SIDE VIEW OF FIELD 
Fig. 5-2 Configuration of the Points of the Test Field 
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A number of different target designs (Fig. 5-4) was tested to 
find a target, which images well on photographs of different scales, 
and which can be observed accurately in a comparator. Three photo-
graphs of the target designs were taken with the metric U M K 10/1318 
cameras at different distances and each target was observed 60 times 




Fig. 5-4 Target Design Test 
Observation accuracies for the various designs differed only 
marginally with standard deviations ranging from 3 µm to 4,5 µm. 
(This was quite contrary to the expectation of the writer, who 
anticipated the concentric ring design to fare best in the comparison). 
The observation ''accuracy" of less than 5 µm represents repeatability 
rather than position accuracy of observed plate co-ordinates, the 
latter being in the range of 10 to 15 µm. 
In the event the concentric black and white ring design (Fig. 5-5) 
was selected. 
Fig. 5-5 Test Field Target 
The ta~get consists of brass discs with a diameter of 25 mm. With 
the exception of 16 wall markers in the far vertical plane all 
targets are attached to steel rods with a diameter Qf 12 mm. The 
rods are suspended from the ceiling and four target discs are 
attached to each. The maximum separation of two mar'kers on a rod 
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is 2,2 m; over this distance a temperature change of 1° Celsius 
results in a relative position change of 0,02? mm. Temperature 
expansion of the field can be catered for if required for high 
precision tests. In principle the test field must be seen as dynamic 
and point positions should be determined prior to test photography 
sequences. 
The space positions of the test field points are best determined 
using. high accuracy engineering survey techniques. Precise levelling 
had to be excluded as it is impossible to hold a levelling staff 
accurately against a target on a freely suspended rod. The points 
were, therefore, determined with vertical and horizontal angle measure-
ments from three base points as described in 3.5. A scale for the 
three dimensional network was obtained by means of a highly precise 
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set of micrometer rods, which permit the measurements of distances 
up to 3,5 m with an accuracy of ! 0,01 mm. The point co-ordinates 
were found in a space intersection adjustment: 
Standard deviations of 0,1 to 0,6 mm were evaluated.for the X, Y, 
and Z co-ordinates of the points. No systematic pattern could be 
detected in the distribution of the errors through the test field 
and one can assume that all test field points are of a homogeneous 
+ accuracy within the above stated range of - 0,6 mm. 
The geodetic co-ordinates were determined in a right handed co-
ordinate system. This was transformed into a left handed model 
co-ordinate system. The model co-ordinate system was defined as 




GEODETIC CO-ORDINATE SYSTEM MODEL CO-ORDINATE SYSTEM 
RIGHT HANDED SYSTEH LEFT HANDED SYSTEM 
x y z x y 2 
1 10.2934 11.3908 4 .1075 1 0.29J4 1.3908 5. 8925 
2 10.2904 10. 6396 4 .1030 2 0.2904 0.6396 5.8971 
3 10. 2820 9.9069 4.1019 3 0.2820 -0.0931 5. 8981 
4 10.2837. 9.1437 4.1004 4 0.2837 -0.8563 5.8996 
5 10. 2934 11.3981 4.5783 5 0.2934 1.3981 5. 421 7 
6 10.2875 10. 6483 4.5783 6 0.2875 0.6482 5. 4217 
7 10.2833 9.8976 4.5783 7 0.2833 -0.1024 5. 421 7 
8 10.2784 9.1479 4.5768 8 0.2784 -0.8522 5.4232 
9 10.2912 11. 3958 5.4823 9 0.2912 1.3958 4. 5177 
10 10.2884 10.6483 5.4835 10 0.2884 0.6483 4.5165 
11 10.2848 9.8·96i' 3.4844 11 0.2848 -0.1033 '•. 515 6 
12 10.2796 9.1461 5.4867 12 0.2796 -0.8539 4.5133 
13 10.2839 11.3915 6.3760 13 0.2839 1.3915 3.62'10 
14 10. 2882 10.6466 6. 3770 14 0.2882 0.6465 3.6230 
15 10. 2896 9.8935 6.3794 15 0.2896 -0.1065 3. 6206 
16 10. 2869 9.1436 6.3839 16 0.2869 -0.8564 3.6162 
17 11. 0986 11. 3849 3.8J56 17 1.0986 1.3849 6 .164 4 
18 11.1143 10.6391 3.8276 18 1.1143 0.6391 6 .1724 
1 <] 11.1130 9.-8904 3.8280 19 1.1130 -0.1096 6 .1720 
20 i 1. 0982 9.1462 3.8341 20 1. 0982 -0.8538 6.1659 
21 11. 1061 11 ~3973 4.5753 21 1.1061 1.3973 5. 424 7 
2.2 11.1026 10.6492 4.5764 22 1.1026 0.6492 5.4236 
23 11.0975 9.8990 4. 5774 23 1.0975 -0.1010 5. 422 6 
24 11. 0927 9.1485 4.5799 24 1.0927 -0.8515 5.4201 
25 11.1144 11. 3982 5.4776 25 1.1144 1. 3982 4. 522 4 
26 11.1090 10. 6483 5.4775 26 1.1090 0.6483 4.5225 
27 11. 1068 9.8963 5.4790 27 1.1068 -0.1037 4. 5210 
28 11.1017 9.1465 5.4807 28 1.1017 -0.8535 4.5193 
29 11.1074 11.J911 6.3837 29 1.1074 1.3911 3. 616 3 
30 11.1048 10. 6410 6.3836 30 1.1048 0.6410 3.6164 
jJ. 11.1003 9.8899 6.3829 31 1.1003 -0.1101 3. 61l l 
32 11.0922 9.1393 6.3820 32 1.0922 -0.8607 3.6180 
33 11. 9088 11.3791 3.8335 J3 1. 9088 1. 3791 6 .1665 
34 11.9196 10.6417 3.8260 34 1. 9196 0.6417 6.1740 
35 1\1. 9308 9.890'] 3.8276 
36 11.9194 9.1485 3.8322 
35 1. 9308 -0 .1091 6.1724 
36 1. 9194 -0.8515 6.1679 
37 11. 9309 11. 3942 4.5795 37 1. 9309 1. 3942 5. 4205 
38 i1.S'253 10. 6459 4.5805 38 1. 9253 0.6459 5.4195 
39 11.9217 9.8950 4.5801 39 1. 9217 -0.1050 5.4199 
40 11. 9213 9.1445 4. 5776 40 1.9213 -0.8555 5.4224 
Table 5-1 
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GEOOETIC CO-ORDINAfE SYSTEM MODEL CO-ORDINATE SYSTEM 
RIGHT HANDED SYSTEM LEFT HANDED SYSTEM 
x y z 
41 11. 9320 ii. 3956 5.4796 
'•2 11. 9281 10.6447 5.4793 
43 11.9227 9.8962 5.4798 
44 11. 9153 '7.1450 5.4816 
45 ii. 9272 11.3848 6.3822 
46 11. 9222 10.6346 6.3825 
47 11.9217 9.8842 6.3821 
48 11. 9239 9.1324 6.3805 
49 12.7671 11·. 3788 3.8318 
50 12.7491 10.6442 J.8229 
x y z 
'ti i. 9320 1. 3956 't.5204 
42 1. '1281 0.6447 4 • 520 7 
43 1. 9227 -0 .1038 4.5202 
4t, 1.'1153 -0.8550 4. 51114 
45 1. 9272 1.3848 3.6178 
46 1. '1222 0.6346 3. 617 5 
47 i.9217 -0.1158 3. 6179 
48 1. '1239 -0.8676 3.61'/5 
49 2.7671 i. 3788 6.1682 
50 2.74'11 0.6441 6.1771 
51 12.7486 9.8961 3.8231 
52 12.7327 9.1584 J.8312 
53 12.7564 11.4016 4.5763 
51, 12.7516 10. 6507 4.5769 
55 12.7464 9.8986 't.5755 
56 12.7362 'l.1501 '•.571'/ 
57 12.7536 ii. 4001 5.4716 
58 12. 7511 10.647'1 5. 't702 
59 12.7421 9.8978 5,1,704 
60 12.7326 9.1479 5.4805 
51 2.7't86 -0.104·0 6.1769 
52 2.7327 -0.8416 6. 168 8 
53 2.7564 1.4016 5.4237 
5t, 2.7516 0.6507. s. 42:! 1 
c·~ 2.7464 -0.1014 5.4245 .J .J 
56 2.7362 . -0.8499 :":i.'t2dl 
57 2.7536 1. 4001 4.5284 
58 2.7511 0.64"/9 1,. 52'18 
59 2.7421 -0.1022 '1. 5296 
60 2.7326 -0.8522 t,.5195 
61 12.7520 11.3878 6.3810 
62 12. 71,79 10.6390 6.3801 
63 12.7444 9. 8872 6.3814 
6'· 12.7384 9. 1383 6.3848 
65 13. 5831 11. 3797 3.8305 
66 13.:i607 10.651'· 3.8217 
6 ·1 13.5652 9.8994 3.8216 
611 13.5513 9.1631 J. 8292 
6 'i 13.5708 11.4072 , .. 5792 
70 13. 5656 10. 6580 4.5808 . 
61 2.7520 1. 3878 3.6190 
62 2. 7 '• 7'1 0.6390 3. 61 'l 9 
63 2.7444 -0.1128 3. 6186 
64 2. 738 1• -0.8617 3.61:)2 
65 3.5831 1. 3 7 97 6.1695 
66 3.5607 0. 6:Jl 1t 6. 17H 4 
67 3.5652 -0.1006 6.178'· 
68 3.55Ll -·0.8370 6. 170 g 
69 3.5708 1.4072 5.4208 
70 3.5656 0.6:)80 j. 'tl ,, 2 
7 1 13.5~95 9.9057 4.5823 
l'' 13,; 5~ilt2 <J. 1581 4.5828 .<. 
73 i3. 5751 11.'t012 5. 1t793 
l'· 13.5705 10. 6523 5.4796 
75 13.5648 9.9013 5.4780 
76 13.5576 'l.1503 5.t,777 
77 13.!:i65i 1 i. 3986 6.3'138 
78 Ll.:i607 10. 6488 6.37 1t0 
79 13.5582 'i. 8976 6.3751 
80 13.552'• 9.1470 6. 3771 
71 3.5595 -0.0943 ~;. 4178 
72 3.55 1t2 -0.8419 :i.4172 
73 3.5751 1.4012 4.5207 
7 t, J. ~5105 0.6523 t, • 520 '• 
75 3.5648 -0.0987 4.5221 
76 3.5576 ·-(). 8497 4. 522 3 
77 3.5651 1.3986 3.6262 
78 J.5607 0. 6lt88 :1 . 6Z6 0 
79 3. :i582 -0.1024 3.621,9 
80 3. 552'• -·D.B5JO J.6:U9 
Table 5-1 (continued) 
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6 PHOTOGRAMMETRIC ORIENTATION 
6.1 The Principle of Photogrammetric Orientation 
If we define the restitution of an object in space by means of 
photographic images as the principal objective of photogrammetry 
then photogrammetry's main task in achieving this aim is the 
determination of the spatial orientation of these images. The 
position and the attitude of the cameras at the instant of photo-
graphy must be reconstructed in space, in mathematical terms, the 
perspective centre and the optical axis of each camera must under-
go three translations and three rotations. The perspective centre 
can be shifted in the·three axis-directions of a cartesian co-
ordinate system and the optical axis of the camera can be rotated 
through three angles. Thus a total of twelve degrees of freedom 
is available to establish the required camera orientation for a 
stereoscopic pair of photographs. 
The position of the perspective centre and the orientation of the 
optical axis· alone;. however, do not suffice to reconstruct the 
object in space. A photograph can be interpreted as the repre-
sentation of a bundle of rays with its apex in the perspective 
centre of the camera and the reconstruction of this bundle of rays· 
will make the restitution of the object in space possible. 
Individual rays of the bundle are defined by the perspective centre 
of the camera and by image points on the photographic plate. The 
knowledge of the relative position of the perspective centre with 
respect to the image plane is therefore essential for the analyti-
cal interpretation of a photographic plate. The elements which 
define this relation are traditionally referred to as the inner or 
interior orientation of a camera. Three parameters describe the 
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relation between the perspective centre and the photographic 
plate, namely the x y co-ordinates of the so-called principal 
point and the principal distance. The mathematical definition 
of these three parameters is more complex than one might at first 
assume and they will receive more attention in a later chapter 
of this thesis. In addition to the six parameters of the 
spatial or outer orientation the three parameters of the inner 
orientation are thus required to establish the complete orientation 
of a camera in a stereoscopic pair. If both photographic plates 
of a stereoscopic pair are produced with the same camera, the 
elements of inner orientation are identical for both camera 
positions and a total number of fifteen (2·6+3) degrees of freedom 
need to be determined. If the two photographs are taken with 
different cameras - as necessary for the stereo photography of 
moving objects - a further three elements of inner orientation 
for the second camera increase the number of parameters to a total 
of eighteen (2·(6+3)). 
It follows then that the photogrammetric( 1)orientation consists of 
two, not necessarily separate, parts: 
I Inner Orientation 
The reconstruction of the relatiOfl between perspective centre 
and image plate. 
II Outer Orientation 
The reconstruction of the attitude and position of the 
photographic plate in space. 
(1) To distinguish between the complete orientation procedure 
and parts thereof, such as inner orientation, the full 
orientation will be referred to here as photogrammetric 
orientation. 
The outer orientation can in turn be seen as being subdivided 
into two sections. 
II.1 Relative Orientation 
The orientation of the two photographic plates of the 
stereoscopic pair relative to each other. 
II~2 Absolute Orientation 
The orientation of the stereoscopic pair in space. 
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A wide variety of mathematical models can be formulated to solve 
the problem of photogrammetric orientation analytically. Although 
it is appreciated that there is.nothing original in the following, 
the writer considers it necessary to formulate a generally valid 
condition for photogrammetric orientation, a condition which 
forms the common basis for all mathematical models. 
If we, for the moment, pssume that a photographic image is a true 
perspective projection, then we can define the photogrammetric 
orientation condition as: 
"A stereoscopic pair of photographic images is in correct photo-
grammetric orientation when its perspective centres and its image 
planes are positioned in space in such a way that all homologue 
rays formed by image points on both photographic plates intersect 
in their object homologues (their corresponding object points)." 
In a true perspective projection perspective centre, image point 
and object point are collinear. The position of the image point 
on the photographic plate is, however, affected by imperfections 
in the lens system of the camera, the emulsion, the emulsion 
carrier and by atmospheric refraction. Image points suffer further 
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displacement owing to observation - and instrument errors, when 
their plate co-ordinates are measured on a comparator. Al~ 
these factors contribute to a deviation from the collinearity 
condition and the photographic image can therefore no longer be 
interpreted as a true perspective projection. It is then 
obviously impossible for all image-rays to intersect precisely 
in space and the intersection-condition can never be fully satis-
fied. A "best-fitting" intersection of the two bundles of rays 
has to be aimed at rather than the ideal precise intersection of 
all rays. The orientation condition formulated above has there-
fore to be modified as follows: 
"A stereoscopic pair of_ photographic images is in photogrammetric 
orientation when its perspective centres and its image planes are 
positioned in space in such a way that all homologue rays formed 
by image points on both photographic plates intersect in a "best 
fit" in their object homologues." 
6.2 CLASSIFICATION OF MATHEMATICAL.MBDELS FOR.ANALYTICAL 
PHOTOGRAMMETRIC ORIENTATION 
A number of solutions for photogrammetric orientation has been 
suggested during the historical development of photogrammetry. To 
permit the selection of a method best suited to the problems en-
countered in the application of photogrammetry to measurements of 
objects at close range, a classification of the various mathematical 
models is appropriate. 
The data available for the restitution of an object in space by 
means of photogrammetric orientation are the two-dimensional co-
ordinates of image points on a photographic plate and, in cases 
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where control points can be established, the space co-ordinates 
of such points. A diagrammatic outline of various mathematical 
concepts relating these data in photogrammetric orientation 
models is given in Tab. 6-1. Photogrammetric orientation models 
can be categorised in four major groups: 
1. The "Grand" Solution and Reduced Grand Solution 
2. Projective Transformation 
3. Double Point Space Resection 
4. Sequential Solution 
6.2.1 The "Grand" Solution and Reduced Grand Solution 
The mathematically most elegant solution of the orientation 
problem is the simultaneous determination of all 18 (15) 
parameters of the orientation in one homogenous model. The 
image co-ordinates are in this solution directly related 
to the co-ordinates of a number of corresponding object 
control points. Inner, relative and absolute orientation 
are solved simultaneously~ Schmid (1956-57, 1955) has 
presented such a solution~ Originally it was designed for 
simultaneous multi-station photography with ballistic cameras, 
but then adapted for the sequential orientation of aerial-
triangulation. The formulae of Schmid's model were designed 
to accommodate redundant observations in a least squares 
adjustment; Schmid obviously realised that the simultaneous 
determination of a large number of unknowns required stabilisa-
tion through redundant observations. Because of its com-



















































































































































































































































































































































is an appropriate designation for this method. The Grand 
solution does not recommend itself for general application 
to the practical problems under consideration in this thesis 
since it requires a knowledge of the space co-ordinates of 
some of the object points. In close-range photogrammetry 
situations may arise in which it is impractical or, as in 
the case of the Wildlife photogrammetry, discussed later, 
not possible to determine control point positions. Schmid's 
method and the Grand solution in general are therefore con-
sidered unsuitable for the problems in hand. 
The writer cannot refrain from expressing some doubt as to 
the general validity of a solution, which combines the 
determination of inner and outer orientation~ As is well-
known, the solution becomes undefined, when all object 
points fall into_ one plane, a phenomenon, which is reflected 
in the strong correlations between the parameters of the 
inner orientation and those of the outer orientation. We 
can argue that co-planarity of object points is easily avoided 
in non-topographical photogrammetry, but the writer noticed, 
in his own attempts to solve for inner orientation and 
relative orientation simultaneously, that strong correlations 
between the elements weaken the solution even if the con-
figuration of the object points deviates from a plane. It 
must also be noted that principal distances evaluated with 
this method differ from stereoscopic pair to stereoscopic 
pair, even though the same camera is used throughout a photo-
graphic exercise. Williams (1974) points out that neither 
Schmid himself nor the United States Coast and Geodetic survey 
84 
do apply in practice the method in which the elements of 
inner orientation are treated as unknowns at each exposure 
station; instead the inner orientation elements are presumed 
known from laboratory camera calibrations. This leads to 
a "reduced grand" solution, in which only the twelve elements 
of the outer orientation are solved simultaneously. 
Traditionally grand solution type models found little favour 
with photogrammetrists owing to the computational effort 
associated with the solution of large equation-systems. 
6.2~2 Projective Transformation 
The projective transformation is a mathematical formulation 
of the central perspective interpretation of the photographic 
image. 
Although known to mathematicians for some time the projective 
transformation entered the field of photogrammetry relatively 
late with publications by, among others, Thompson (1971), 
Abdel-Azis, Karara (1971) and Bopp and Kraus (1978). The 
technique has recently experienced a renaissance in a wide 
range of non-topographic applications (Adams 1978, 1979, 1980 
and 1981) 1 where it proved itself as a very efficient and 
accurate method. 
The projective transformation relies on a minimum of six (or 
more correctly, 5~) known control points in the determination 
of eleven unknown transformation parameters per image. The 
control point co-ordinates (X, Y, Z) are related to the 
observed plate co-ordinates (x, y) in the following 
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transformation equations: 
b 11 x + b12 y + bn Z + b 1 4 
x = b 31 x + b32Y + b33z + 1 
b2 l x + b2 2 y + b23z + b24 (6.2.2.1) 
y = bJ 1 x + bJ 2 y +· bJ 3 z + 1 
Each observed image point gives rise to a pair of equations 
of the above type. 
As a solution method the projective transformation can be 
classified with the Grand Solutions, as it solves the entire 
photogrammetric orientation problem in one step, without 
requiring any knowledge of the elements of inner orientation. 
Elements of inner, relative and absolute orientation are, 
although not apparent, contained in the typical transformation 
parameters b ... 
lJ 
There seems to be a contradiction in the number of unknowns 
when comparing the projective transformation with the Grand 
Solution; the projective transformation in the form (6.2.2.1) 
requires the solution of 11 parameters, whereas the photo-
grammetric orientation problem contains only 9 unknown para-
meters per image. This implies an interdependence of the 
parameters of the projective transformation. Such a depend-
ency can be included in a mathematical formulation of the 
transformation in the form of condition equations. However, 
Adams (1982) has proved that the interdependence can be 
neglected without any loss in the accuracy of either point 
position or inner orientation parameters. 
The projective transformation does not have a solution if 
all control points lie in one plane and is must therefore 
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be expected, that, like the Grand Solution, the projective 
transformation will lead to poor accuracies when all control 
points are nearly coplanar. This probably accounts at 
least partly for the limited interest the projective trans-
formation has received until recently in photogrammetric 
studies, which were for a long time dominated by aerial 
applications with their typical near coplanar control point 
configuration. 
ln close-range photogrammetry three-dimensional control point 
fields can generally be judic ably established and the pro-
jective transformation can be applied without fear of 
_mathematically ill-conditioned situation. 
Like the Grand Solution the projective transformation can 
not be used in cases where no control exists or where in-
sufficient control is available. 
6.2.3 DOUBLE POINT SPACE RESECTION 
The space resection of the perspective centre of a single 
photograph was one of the first problems solved in the field 
of analytical photogrammetry. (G. Schreiber 1829; Finster-
walder 1900, 1903). After some early solutions this 
intriguing mathematical problem became less prominent in 
the photogrammetric literature, possibly to some extent as a 
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result of van Gruber's (1930) much quoted dogmatic remark: 
"The calculation of resection in space, by either the direct 
or the differential method is merely a waste of time and is 
of minor importance". This comment by such an eminent 
photogrammetrist as van Gruber can only be understood against 
the background of a time in which highspeed electronic 
computers could not be anticipated. The publication of 
Church's method in 1945 seems to have kindled new interest 
in space resection and in 1958 Szczepanski could list more 
than 60 analytical and graphical methods in a dissertation 
on space resection. Only a few of the more well-known 
methods will be mentioned here. Iterative solutions were 
derived by Church (1945), Fligor (1968), Schmid (1955) and 
Hallert (19681 ); direct solutions were developed by Merrit 
(1949), Church (1950), Lehmann (1963), Smith (1965), Morse 
(1966) and Thompson (1971). The distinction between itera-
tion and direct solution is not always clear: Lehmann's 
technique for example, although generally rated as a direct 
method, involves an iteration procedure for the solution of 
a pseudo-quadratic equation. 
The space resection consists of the determination of the three 
space co-ordinates of the exposure station and, in a more 
extended version, the three orientation elements of the 
optical axis of the camera. This is generally accomplished 
by locating a position for the perspective centre for which 
three ground points subtend the same apex angles as the 
corresponding plate ~mages of these points subtend at the 
perspective centre of the camera. In addition to these six 
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parameters some solutions include the elements of inner 
orientation as further unknown quantities. 
Possible solutions fall into two main groups: the direct 
or ~xplicit solutions and the iterative or differential 
' 
solutions. In both groups inner orientation elements can 
either be assumed as known or they can form part of the 
solution. 
It was generally accepted that "a picture can be resected in 
space if the interior orientation of the camera and the 
space co-ordinates of three ground-points (having images) 
are known". (Thompson, 197 5) .. This statement requires 
qualification, as it tacitly assumes knowledge of the approxi-
mate position or orientation of the camera. (1) The space 
resection solution based on three points only is in fact not 
unique and a definite position for the exposure station can 
only be found with the aid of some approximate values for 
the unknown quantities. For any set of three control-points 
as many as eight exposure stations in space can be found which 
will produce identical image point configurations on a photo-
graphic plate; in mathematical terms this means that eight 
solutions exist for a set of three image points. Only an 
additional control point, not co-planar with the three original 
points, will guarantee a unique solutiond In most cases 
this difficulty can be overcome and a solution can be found 
from three points only, if approximate values for three. of the 
(1) Smith (1965) go~s so Jar as to.claim that the need to 
know the approximate came-ra pos°ition· "does not seem to 
be widely recognised." 
six unkno.wn parameters are available. If some of the 
possible eight solutions, however, lie close together in 
space, then even known approximate values will not 
necessarily lead to a unique solution. If the iterative 
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approach is chosen, the iteration process might converge 
to the incorrect camera position or oscillate without con-
vergence between two solutions. If a direct solution method 
is applied to the problem, and all eight possible solutions 
are generated, an indisputable decision cannot be made. 
If space resections, with unique solutions, are carried out 
for both cameras of a stereoscopic pair, then the relative 
orientation, the scale, the absolute orientation and the 
inner orientation of the model are known and a full photo-
grammetric orientation is achieved. 
Further object points can then be evaluated, as required, by 
means of space intersection calculations. The space inter-
section applied to two cameras is known .as the "Double Point 
Space Intersection". As in the case of the Grand Solution 
the double point space resection methods can be grouped into 
full solutions and reduced solutions with known and unknown 
inner orientation elements respectivel~. Correlations 
between the inner orientation elements should theoretically 
be introduced into a possible adjustment of the reduced 
solution types; in practice, however, they will have little 
effect on the numerical values of the orientation parameters. 
Within the limits of accuracy normally required in photo-
grammetry all methods described above - Grand Solution, 
reduced Grand solution, projective transformation and double 
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point space resection - can be expected to lead to the same 
results, provided the control points are chosen to guarantee 
a well-conditioned configuration. 
Inspired by Hansen's "Doppelpunkteinschaltung" (Double 
point fix) van Gruber (1924) derived an interesting variation 
to the separate treatment of the two camera stations. Von 
Gruber determines position and orientation of both cameras 
in a simultaneous space resection for both exposure stations. 
He refers to the method as "Doppelpunkteinschaltung in Raum", 
(Double point fix in space"). 
Owing to the difficulty in finding a unique solution and to 
the requirement of known control points the writer did not 
consider the Double Point Space resection as a suitable method 
for the practical problems in hand. 
o .. 2-4 .SEQUENTIAL SOLUTION 
The mathematical model most often adopted for the photogram-
metric orientation problem especially in the fields of non-
topographical and terrestrial photogrammetry is that of the 
sequential solution. The orientation procedure is carried 
out in three separate steps in the logical sequence of inner 
orientation, relative orientation and absolute orientation. 
Schut (1957) distinguishes between two main groups: i~ the 
first the relative orientation is determined without considera-
tion of the scale of the model, the scale being found as part 
of the absolute orientation. In the second group the scale 
determination forms part of the relative orientation and the 
scale is not allowed to vary in the subsequent absolute 
orientation. This classification can be extended by 
adding two categories of orientation models which differ 
conceptually from Schut's two groups: the relative 
orientation with restraining conditions and post-relative 
orientation treatment ~ther than the traditional absolute 
orientation). 
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A variety of restraints can be envisaged for the former 
group, such as an enforced relative position of two or more 
points, parallelity of object surfaces or rectangularity of 
specific object lines~. For the problem in hand a restrain-
ing condition in the form of one or more control distances 
was introduced to reduce the effect of possible convergency 
errors. 
The introduction of homogeneous and affine scales subsequent 
to a relative orientation ~s an alternative model control 
method represents an example of post-relative orientation 
treatment. 
Whether to classify the post-relative orientation treatment 
as an extension to the relative orientation or as a substitute 
for the absolute orientation is a purely academic question. 
For the classification in Tab .. 6-1 post-relative orientation 
treatment is listed as an independent step in place of the 
absolute orientation. 
The sequential solution without the absolute orientation is 
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adopted as the orientation model for this study. The 
individual steps of the solution sequence, namely: inner 
orientation and relative orientation plus a case of an 
additional condition and post-relative orientation treatment 
are discussed in detail. 
A detailed discussion of the historical development of 
relative orientation methods is included, since the relative 
orientation forms the nucleus of the mathematical treatment 
of the orientation problem in this thesis. 
7. INNER ORIENTATION AND RELATIVE ORitNTATION 
7.1 INNER ORIENTATION 
(Camera Calibration, Interior Orientation) 
The camera calibration serves to determine the elements of 
the interior or inner orientation, that is the principal distance 
and the principal point position and possibly lens distortion 
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characteristics. Interior orientation has attracted the attention 
of most photogrammetrists and numerous publications on the calibra-
tion of close-range cameras with their variable principal distance 
settings have been presented. To name only a few: Konecny 1965; 
Torleg~rd 1976; Hallert 19682 ; Brown 1971; Ki::ilbl 1972; 
Kenefick 1972; Thompson 1957 and 1977; Scott 1976 and 1977; 
Rawiel 1980. 
Amongst these, the view of Thompson and Scott are of special interest 
as they investigate not only calibration methods but also the overall 
concept of the interior orientation and the role of the lens in 
photogrammetry, whilst Ki::ilbl's and Kenefick's papers deserve atten-
tion as typical examples of self calibration methods without the need 
of a calibration field. However, it is not the objective of this 
thesis to assess or compare the various methods and a technique, 
based directly on the perspective projection, was employed. 
In this method, a photograph is taken of a precision calibration 
field and the image co-ordinates of the field points are related to 
their corresponding three dimensional field co-ordinates by a three-
dimensional transformation in the form: 
x x+ox 
Y = Y 0 + >. R y+o y (7.1.1) 
z f 
Where 
x ' y z = Field co-ordinates of Point P 
X0 , Y0 , Z0 = Field co-ordinates of perspective centre of camera 
x , y ,f~z = Observed image co-ordinates and principal distance 
ox, oy = Translations to principal point 
= Scale factor 
R = Rotation matrix 
v 
P(X V Z) 
Fig. 7.1-1 Position of Positive Image in Testfield for Camera 
Calibration 
For the calibration process the camera can easily be oriented 
and levelled to line up with the.co-ordinate axes of the test 
field and it can thus be guaranteed that the rotation angles 
~' w and K assume small quantities. The rotation matrix can 
then be written equivalent to (3.1.17) as: 
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Theoretically the observed plate co-ordinates x and y should not 
only be corrected for a translation of the principal point but 
also for possible image distortion. However, it was decided to 
omit lens distortion from the calibration model because of the 
high quality of the LAMEGON lens system used for the photography. 
The manufacturers claim asymmetric distortions of less than 5 µm 
with average values of 2 µm for the entire image plane at an 
infinity focal setting. For focal settings other than infinity 
an additional radial-symmetrical distortion contribution must be 
expected which only exceeds the 5 µm range for radial distances of 
more than 60mm, that is for the extreme edges of the long image 
9) 
format. Considering that all images were observed on a comparator 
with an estimated reading accuracy of not better than 10 µm, the 
writer felt justified in neglecting such small distortion values 
an~ in fact, no evide~ce of systematic distortion could be detected 
in any of the subsequently investigated images. 
Neglecting distortions equation system (7.1.1) yields two conditions: 
X-X 0 LIX r 11 (x+ox)+r 12 (y+oy)+r 13 f 
- = 
Z-Z 0 LIZ r 31 (x+ox)+r 32 (y+oy)+r 33 f 
(7.1.3.1) 
and 
Y-Y 0 LI y r 21 (x+ox)+r 22 (y+oy)+r 23 f 
= = 
Z-Z 0 LIZ r3 1(x+ x)+r3 2(y+ y)+r 33 f 
( 7-.1--. 3 .. 2) 
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with (7.1.2) one obtains from (7.3.1) and (7.3.2) 
(7.1.4.1) 
4> 2 = l!.Y [-dcp(x+ox)+dw(y+oy)+f)-!!.Z(dK(x+ox)+(y+oy)-dwf)) = 0 (7.1.4.2) 
For a least squares adjustment equations (7.1.4) must be linearised 
with respect to the unknowns ox, oy; f, dK, dcp and dw and the 
observations x and y. 
The determination of the numerical values of the principal point 
shifts ox and oy and the principal distances fare the final 
objective of the adjustment. 
It is not possible in this approach to also treat the camera 
position (position of the external perspective centre of the camera 
Parameters X0 , Y0 and Z0 are so strongly 
correlated with ox, oy and f respectively that they cannot be 
treated as unknowns in the same adjustment. The need to have 
accurate values for X0 , Y0 , and Z0 represents a weakness of this 
calibration model which will be discussed later. 
Linearisation of (7~4) results in: 
-(l!.Xdcp+l!.Z)v_ +(l!.Xdw+l!.ZdK)V_ -(l!.Xdcp+l!.Z)d(ox)+ x. y. 
l l 
+( !!.Xd wtl!.Zd K )d ( oy )+ (l!.X-l!.Zdcp )df +l!.Z ( y+oy )dx - (7.,1.5.1) 
-(l!.X (x+ox)+fl!.Z )dcp+l!.X (y+oy )dw+4> 1 I 0 = O 
-(l!.Ydcp+l!.ZdK)\L + (l!.YdW-l!.Z)v_ -(l!.Ydcp+l!.ZdK)d(ox)+ 
xi Yi 
+(.6 Ydw-l!.Z) d ( oy) + (!!. Y+l!.Zdw )df-l!.Z ( x+o x)dx- (7.1.5.2) 
-l!.Y(x+ox)dcp+(l!.Y(y+oy)+l!.Zf)dw+4> 2 j 0 = 0 
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The condition equations are of the type which require the combined 
adjustment, but reduction to the more convenient quasi-parametric 
case is possible, although corrections v- and v- occur in two 
x. y. 
. l l 
equations each. The quasi-parametric case can be applied here as 
the coefficient of v- in the first condition equation ¢1 and the 
Yi 
co-efficient of v- in the second equation ¢2 are near z~ro, thus x. 
l 
effectively removing these co-efficients from the B matrix 
(in 3.2.4) and turning ~~T into a quasi-weight matrix. Tests 
comparing the full combined case with the quasi-parametric case 
yielded identical results provided an iteration procedure was 
adopted in both cases. 
It is necessary to introduce the space co-ordinates of the exterior 
perspective centre (Xa, Ya,Za) as known quantities into the calibra-
tion adjustment owing to the strong correlations between Xa and 
ox, Ya and oy, and Za and f. In order to obtain an estimate for 
the accuracies required for the perspective centre position in a 
camera calibration adjustment simulated camera calibrations with 
synthetic test field data were executed .. Controlled introduction 
of errors in Xa, Ya, and Za resulted in errors in the corresponding 
- ( 1) unknowns ox, oy and f of about 1:50 of the introduced error. 
This implies that, to guarantee accuracies of say 20 µm for. 
interior orientation element~, the co-ordinate value Xa, Ya and Za 
must be determined with an accuracy of 1 mm.. An error of 
(1) The ratio 1:50 is an average value and only valid for the 
testfield (Fig. 5-3) used for the camera calibration or for 
calibration fields of similar dimensions. 
20 µm 
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in the interior orientation elements results in average model 
errors of 1:4000 to 1:5000 (see Chapter 8 on deformation 
analysis). 
To accurately determine the position.of the external perspective 
centre presented some difficulties, but eventually a technique, 
inspired by a method suggested by Hallert (1969), provided the 
required accuracies of better than 1 mm. The external pupil of 
the camera was observed simultaneously from three theodolite 
stations using the space intersection method described in 3.5 
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Fig. 7.1-2 Configuration of Theodolite Observations to 
Determine the Position of the External and Internal 
Pupils for a Metric Camera on an Alidade Mounting. 
Observations were taken to the left and right edge of the external 
pupil for three focal settings at three different lens apertures. 
The co-ordinates of the pupil edges were then determined by means 
of the space intersection adjustment and the pupil centre was 
evaluated as the midpoint between the aperture edges. The values 
of the aperture centres agreed to 0,1 mm in all three co-ordinates, 
implying that the centre of the external pupil is unaffected 
(within 0,1) mm by changes rn the lens aperture setting and also 
giving an indication of the repeatability of the position fixes. 
A~~RENT LENS APERTI..ff.: 
Fig. 7.1-3 Observations to Edges of Aperture to Determine 
Position of External Pupil (E) or Internal Pupil. 
(Lens Curvature and Width and Position of Aperture 
are not to Scale) 
The external pupil position was determined for focal setting of 
3,6 m, 8 m and infinity. In the same survey, the rotation axis 
of the camera was fixed by observations to the central axis studs 
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(Fig. 4.4-~ of the camera in camera positions A and B (Fig. 7.1-2). 
Thus the position of the external pupil relative to the vertical 
rotation axis of the camera was established for various focal 
settings. 
As a matter of interest the interior pupil and the fiducial marks 
were also observed {n camera position B. The results of the 
investigation for cameras UMK10/1318-49 and -74 are shown in 
Fig. 7 .1-4. 
100 
For the actual calibration of the UMK cameras each camera was 
mounted on a pillar in a suitable position opposite the calibration 
field. Theodolites were then set up on three points inside the 
field and the external pupil of each camera was determined as des-
cribed above with the camera oriented for calibration photography. 
The necessary photography of the testfield was executed immediately 
after the theodolite observations of the lens pupil. 
The use of space intersection calculation in the determination of 
the pupils assumes, as an approximation, that the light rays from 
the theodolite to the pupil follow straight lines inside the lens. 
Scott (1977) comes to the interesting conclusion that the exterior 
perspective centre of the lens system does coincide with the centre 
of the external pupil but not with the front node of the lens system 
whilst the interior perspective centre coincides with the read node 
at infinity focus but not with the internal pupil. This can be 
expressed in the form: 
Ext. Persp. Centre = External Pupil I Front Node 
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Fig. 7.1-4 Geometry of UMK10/1318 Camera~ (-49 and -74) Showing 
the Position of External (Entrance) and Internal (Exit) 
Pupil at.Three Different Focal Settings, as well as the 
Position of the Rotation Axis of the Camera and the 
Focal Plane. 
It must be borne in mind here that the front and rear nodes of the 
lens system have a fixed position relative to the glass body of the 
lens configuration. This applied to Scott's conclusions implies 
that the physical shift of the lens system between different focal 
settings should coincide with the shifts of the internal pupil, as 
this latter moves with the rear node, while the external pupil should 
move by different amounts. The change of the principal distance, 
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on the other hand, should not coincide with either pupils' movement. 
The result of this lens survey confirms Scott 1 s conclusions in 
full as inspection of the data listed in Fig. 7.1-4 shows, even to 
the extent that it confirms that the change of the principal distance 
differs by D,2 mm from the corresponding physical shift of the lens 
system( 1), when changing from focus 3,6 m to infinity~ The value 
of 0,2 mm agrees with the amount evaluated using Scott's (1977) 
formula (1). This,combined with the fact that the external pupil 
shifts coincide with the amounts given by the manufacturers for 
corresponding changes in principal distance,seemed adequate evidence 
to accept the theodolite fix of the external pupil and thus the 
outer perspective centre co-ordinates as sufficiently accurate. 
A final independent confirmation of the external pupil position 
fixes by space intersection, was obtained by measuring the physical 
shifts of the lens systems with a dial gauge micrometer and comparing 
these values to the shifts of the internal pupil as derived from 
theodolite observations and space intersection calculations. 
(Tab. 7.1-1). 
(1) The principal distance changes by 2,99 mm for camera 49 and 
by 2,94 mm for camera 74; the physical shift of the lens 
system as determined by theodolite observations is 2.8 mm 
for both cameras. 
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UMK 10/1318 - 49 UMK 10/1318 - 74 
Focus Dial Space P.O. Dial Space P.O. 
gauge inter- change gauge inter- change 
measure- section measure- section 
ment ment 
3,6m 2,78mm 2,8mm 2,99mm 2,78mm 2,8mm 2,94mm 
4,2 2,37 2,57 2,39 2,52 
5 1,97 2' 14 1,97 2' 10 
6 1'57 1 '71 1'57 1'68 
8 f,17 1 '2 1,28 1 '17 1 '2 1,26 
12 0,78 0,86 0,79 D,84 
25 0,39 0,43 0,39 0,42 
a;, 0 0 0 0 0 0 
Table 7.1-1 Shifts of Internal Pupil as Derived from Measurements 
with a Theodolite and with a Dial Gauge Micrometer. 
When a camera calibration for the two UMK cameras was executed, 
based on equations (7.1-5) and using the values given in Fig. 7.1-4 
for the position of the exterior perspective centre, the results 
of the calibration did agree with the calibration values supplied 
by the manufacturer within 50 µm for all calibrated focal settings. 
It was therefore decided to accept the calibration values of the 
calibration certificate. It was in fact not the main object of the 
calibration investigation to confirm the manufacturers certificate 
but rather to find a method valid for the calibration of close-range 
cameras with changing focus setting. It appears that the above 
discussed technique combining a perspective projection model with a 
modified version of Hallert's external pupil observation leads to 
satisfactory results with accuracies of better than 50 µm for all the 
elements of interior relative orientation. In cases where large 
distortions are suspected, formula (7~1-5) must be extended by a 
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term describing the distortion characteristics. 
However, the choice of a suitable distortion equation is not as 
trivial as one is frequently led to believe by publications on 
camera calibration methods. The often quoted polynomial form of 
the lens distortion might well describe the phenomenon in a math-
ematically correct formulation but it is numerically very ill-
conditioned in a least squares adjustment, when the polynomial is 
extended beyond second order terms. This is confirmed in a paper 
by Schenk (1971) in which the deterioration of the normal equation 
system for polynomials of higher order is demonstrated. 
What a good thing Adam had, - when he said a thing, he knew nobody 
had said it before. Mark Twain. 
7.2 THE HISTORICAL DEVELOPMENT OF RELATIVE ORIENTATION 
When studying the historical development of any scientific or 
technical principle, the question of locating the origin of the 
principle raises intriguing problems. Reference is continually 
being made in technical literature to the "father" of a particular 
principle or idea, and photogrammetry is not free of these references 
to paternal origins. Laussedat is credited as being the "father 
of photogrammetry" (Gruber 1930), Pul frich is named as the "father 
of stereophotogrammetry" (Schwidefsky 1959) -(English edition) and 
the development of analytical photogrammetry is ascribed to S. Finster-
walder (Gruber 1930). 
These assertions of originality of thought cannot always be upheld 
if they are critically investigated. Technical progress seldom 
arises as a result of.accidental discovery but rather as a logical 
sequel to some previous development. Inevitably the advent of 
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photography had to be followed by its use as a measuring tool and 
the introduction of airborne platforms led to the development of 
aerial photogrammetry. As a result of this phenomenon a number 
of researchers, often simultaneously and generally independently, 
will become involved in the scientific development of an idea. The 
real origin of a new concept must therefore generally remain un-
certain and its authorship is normally credited to he who first 
published the new idea. 
Interesting examples in the photogrammetric field are those of 
Fourcade who worked on the concept of stereophotogrammetry at the 
same time and independently of Pulfrich (Adams 19751 ) as well as 
Porro (1853) and Meydenbauer (1858) who published their ideas on 
photogrammetry only a few years after Laussedat, both were probably 
unaware of the results of each other's research (Gruber 1930). 
Similarly the origin of the theory of Relative Orientation is shroud-
ed in ~deal of mystery. When tracing the origin of the theory 
of Relative Orientation it seems that Fourcade emerges as its 
discoverer with the publication of the theorem of correspondence 
in 1926. If, however, one considers the problem of relative 
orientation not in isolation but as part of the more general 
problem of the restitution of an object in space from two photo-
graphs in arbitrary orientation, then some credit must go to 
Finsterwalder.. He produced analytically a digital terrain model. (1 ) 
from a pair of aerial photographs using a balloon as a camera-
platform. Finsterwalder describes his analytical solution in 
(1) Finsterwalder referred to it as ''H5henkarte" (height map). 
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May 1900 in a report to the Bavarian Academy of Science when he 
stated categorically the principle of stereophotogrammetry: 
Translation: 
"If two photographs E' and E'' of an object are given and their 
inner orientation - that is the relative position of their perspec-
tive centres - is known, then these are theoretically sufficient to 
determine (the shape of) the photographed object as well as the 
position of both perspective centres but not the scale. Knowledge 
of any distance in the object-space suffices to determine the scale. 
Up to date no solution for all possible cases has been found". 
Finsterwalder then proceeds to present his own "general" solution, 
which requires the.knowledge of the height and positions of four 
ground points. Space resections provide the positions of the centres 
of the two photographs. Image co-ordinates are measured and via a 
projective transformation related to the known ground points. The 
unknown projection parameters are evaluated and can then be applied 
to all other image points to determine further heights and ground 
positions. Finsterwalder claims a mean square error in height of 
+ - 0,65m; this represents an accuracy of 1:1400 for the balloon's 
flying height of 900m. Accuracies for point positions are not quoted. 
It is interesting to note that Finsterwalder suggests in the same 
report that photographs be enlarged for increased accuracy in point 
identification. This technique is possible, as any distortion of 
the photograph resulting from the enlargement procedure is taken up 
by the projective transformation parameters. Adams applied this 
method in 1979. 
In another interesting development Finsterwalder presented in 1903 
I 
a least squares adjustment for a three-dimensional resection. This 
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solution not only results in the knowledge of the position of the 
perspective centre of the photograph but also in the three 
direction cosines of the optical axis of the camera with respect 
to the nadir direction. The relation to a second perspective 
centre is not mentioned and the simple (and for today's reader of 
Finsterwalder's paper so obvious) step to the relative orientation 
is not made. Although Finsterwalder had theoretically found the 
answer to the problem of analytical photogrammetry in the pro-
jective transformation and later in the space resection, a completely 
different mathematical principle, the theorem of correspondence was 
destined to dominate the way of thinking in photogrammetry. 
Owing to the absence of suitable highspeed computing facilities at 
the time, analytical photogrammetry was condemned to remain in the 
background for nearly half a century. It was restricted to academic 
dissertations and to the theoretical chapters of textbooks without 
much application to the reality of the photogrammetric production 
of maps and plans. Finsterwalder's projective transformation and 
space resection represented a.purely analytical approach and were 
thus ahead of their time. The solution had to come from the field 
of analogue photogrammetry. 
Fourcade formulated in 1926 a theorem, which was originally oriented 
to the analogue solution, namely the principle of correspondence. 
"The correspondence between the pencils of rays joining two centres 
to any number of points in space is uniquely determined if to five 
rays in the one there are given the corresponding five rays in the 
other, provided no three pairs of the rays lie in a plane." (Fourcade 
May 1926). 
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This principle also proved extremely suitable for the mathematical 
formulation of the relative orientation problem and thus forms 
the basis of the majority of all analytical solutions up to date. 
Von Gruber (1930) discussed relative orientation in great detail, 
deriving formulae from geometrical principles of the projective 
theory. He formulated the condition for relative orientation 
based on a principle, which would later (Thompson 1959) be referred 
to as "the vanishing of y-parallax". 
Von Gruber stated: 
"The condition for true relative orientation of the two photographs 
is that for every pair of homologues points on the photographs 
when: 
"X,Y are the co-ordinates in the common plane of projection, where 
the X-axis is the line of intersection of the common projection 
plane and that plane normal to the latter which contains the base-
line". 
Fig. 7 .2-1 "Vanishing of y-parallax" as a Relative Orientation 
Condition (Von Gruber 1930) 
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This condition does in fact stipulate that homologous rays must 
intersect in space. Von Gruber also proved in this context the 
important principle that relative _orientation involves five elements, 
thus confirming Fourcade's postulate. 
He then proceeded to derive expressions for X and Y as functions 
of the observed plate co-ordinates x,y the principal distance f 
and the orientation angles- w, a and x_. (This is probably the first 
appearance of the by now classical orientation angles w and x). For 
the orientation condition of "vanishing y parallax" only Y is of 
importance. 
{ f. sinw. + (y .. cosx. -x .. sinx. ) cosw. } h. 
Y .. ·~~~~~~~i;;,._ __ --=l;;,._~l~J..___,_ _ i~-l~J.,__~~l~~~i~----'i~~~~~~~~~ 
lJ { f. cosw. -(y .. cosx. -x .. sinx. ) sinw. }sina. +(x .. cosx. +y .. sinx. )cosa. 
- l l lJ l lJ l l l lJ l lJ l l 
i = camera station 1 or 2 
j = number of. image point 
(Subscripts were added by the writer for clarification, they do not 
appear in the original text.) 
h. - the height qf the perspective centre above the common plane l 
of projection - is eliminated in ~ = Y2 
The elements of Rotation matrix R in equation (3~1~10) are identical 
to Von Gruber's coefficients of x, y and f. 
Once again the answer to the problem of analytical relative orienta-
tion was within easy reach. 
By equating the Y values of five homologous points 
j = 1 ••• 5 
an equation system of five equations with five unknowns could have 
been formulated_. The disadvantage of the trigonometrical relation-
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ships between the unknowns could have been overcome by linearisa-
tion and iteration. Von Gruber, however, used the formulae merely 
in their differential form to obtain information as to the effect 
of changes in individual orientation elements on the co-ordinates 
of the projection. 
One can only assume that Von Gruber was aware of the potential of 
his derivations and that only lack of suitable computing facilities 
and his expressed aversion towards analytical solutions prohibited 
the so obvious final step to the analytical relative orientation. 
The breakthrough to analytical solutions of photogrammetric problems 
is heralded by Church's work about 1940 (E. Church 1936, 1941, 1945). 
A fully numerical solution of the photogrammetric orientation, 
resulting in three-dimensional co-ordinates calculated from measured 
plate co-ordinates was presented by Church. The orientation was 
achieved by means of a double point space resection rather than a true 
relative orientation. In an iterative process the space position for 
the perspective centres of both cameras was calculated from three 
known ground points, followed by the determination of the "tilt'', 
"swing" and "azimuth" of the cameras in form of the nine elements 
of a transformation matrix. The inner orientation of the cameras 
was assumed to be known. 
Church's method was presented in tabular form with detailed instruc-
tions and later included with a numerical example in the American 
"Manual of Photogrammetry'' (1965)~ Both these facts indicate that 
Church's solution was not merely of academic value, as were many of 
the previously published analytical methods, but found practical 
application. Numerous solutions followed, nearly exclusively related 
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to Fourcade's principle, which by then was obviously so well 
established in photogrammetry, that it appeared in many forms 
without any reference to its origin. 
The common method was to bring homologous space rays to an inter-
section in at least five points in space. Some of these techniques 
stand out in their original mathematical approach to the formulation 
of the intersection condition. Wassef (1953) for example made use 
of Eulerian rotation angles and Herget (1954) minimised the space 
distance between corresponding rays~ Herget's method was further 
developed by Herget and Mahony (1957), McNair, Dodge and Rutledge 
(1958) and Dodge, Handwerker and Eller (1959). 
The principles most frequently referred to, however, were the 
"vanishing of y-parallax" and the co-planarity condition, while Von 
Gruber's rotation angles were generally preferred to Eulerian angles. 
In further developments the co-planarity condition was more and more 
favoured in analytical solutions, probably as a result of Schut's 
(1956) method and because of Thompson, who in 1956 expressed his 
surprise that the vanishing of the y-parallax should be seen as the 
only( 1)condition for a·correct relative orientation. Thompson 
recommends the co-planarity condition as a "more convenient criterion". 
In the nineteen fifties and sixties, solutions became so numerous 
that a comprehensive discussion becomes impossible in the context 
of this dissertation. To name some of the more important solutions: 
(1) The use of "only" must be seen as "an artistic licence" 
since there were methods in use employing the co-planarity 
condition before 1956 (e.g. Sartorelli 1955). 
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Schut 1956, 1957, 1958; Sartorelli 1955; Arthur 1955, 1972; 
Schmid 1955, 1956; Jerie 1956; Rinner 1957; Gotthard 1959; 
Thompson 1956, 1959, 1966, 1967; van den Hout 1961; Stefanovic 
1973, and van den Hout with Stefanovic 1976.. Among these methods 
those by Arthur, Schut, van den Hout and more especially Thompson, 
seem to be most frequently referred to in publications and text-
books. 
A comprehensive comparison of relative orientations techniques in 
the context of aerial triangulation is given by Schut (1957). Schut 
stresses "that all methods employ the condition of intersecting rays, 
that in each group of methods the triangulation result is independent 
of the choice of the .condition of intersection and that the co-
planari ty condition is the most economical in computation time. 11 
In a later comparison of methods by Singh and Mahajan (1972) practic-
ability, efficiency and precision of five relative orientation 
techniques are investigated. It is again the co-planarity condition 
which proves superior to other techniques~ Mahajan and Singh 
contradict Schut's statement indirectly by claiming that the co-
planarity condition is the "most precise'', whereas Schut expects 
the same results for all methods. However, Mahajan and Singh's 
assessment must be judged with some reservation. The criterion 
for their accuracy comparison is the residual y-parallax after three 
iterations. In all five methods compared the residual parallax is 
smaller than 1 µm a,d a com?arison of accuraciAs below one micrometer 
would appear to be somewhat unrealistic. 
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7.3 CHOICE OF MATHEMATICAL MODEL FOR RELATIVE ORIENTATION 
The survey of the historic development of relative orientation 
and especially Schut's and Mahajan-Singh's comparison of methods, 
lead to the conclusion that there is no one method which is 
superior in accuracy or more suited to application in non-
topographical photogrammetry. Economy of formulae and calcula-
tions remains therefore as the only criterion for the choice of a 
technique suited to the problems discussed in this study. This 
made the co-planarity condition method a natural choice as it 
distinguishes itself by its mathematical simplicity. Most of the 
other techniques resort to complicated mathematical formulae. A 
'tendency towards a generally morerelaborate mathematical formulation 
of problems in analytical photogrammetry was noted during the ISP 
Congress in London, 1960 and, in an attempt to revert to basic methods, 
the following resolution was formulated: 
In order to facilitate the understanding of 
theoretical developments of formulae in 
photogrammetry, it is recommended that the 
simplest possible math~matical tools and 
procedures be used 
(Resolution No~ 5 Commission II) 
In conformity with this resolution, the writer attempted to find the 
mathematical concept which presents the co-planarity condition in 
its most simple form. 
The co-planarity condition is satisfied, when the two exposure 
stations and two corresponding images points lie in one plane or, 
in a different formulation, when the base vector Q_ and the two homo-
logous image vectors £'. and £." are co-planar. 
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(~, £I' ~I) = 0 (7.3.1) 
The three vectors are co-planar wheh their determinant vanishes. 
b b b x y z 
x' y' f' = 0 (7.3.2) 
x" y" f" 
in which b x' b and b are the baseline components in Model y z 
co-ordinates. 
II ' b = XO XO x 
II ' b ::: Yo yo (7.3.3) y 
II ' b = Zo Zo z 
where X0 , Y0 , Z0 are the co-ordinates of the perspective 
centres of the two camera stations 
and x, y' f are rectified image co-ordinates 
As in all other relative orientation solutions there is a choice 
in the co-planarity method between the "one camera" and the "two 
camera" solution. 
In the "one camera", "one projector", or "one perspective centre" 
method the left camera is held fixed and intersection of image rays 
is achieved by translating and rotating the right camera. The five 
parameters of orientation are b , b and ~' w, K· 
. y z The parameter 
b is set equal to 1 if the orientation is completed without x consider a-
tion of scale or it is set equal to the known base length in an 
approximation, which is later improved in an absolute orientation 
process or in some other scaling procedure. 
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For tbe one camera method, equation (7.3.2) takes the form 
b (y'f"-f'y") + b (f'x"-x'f") + b (x'y"-y'x") = 0 x y z (7.3.4) 
The "two camera method" involves the rotation of both cameras; 
rotation angles are then Cf>' and n' for the left camera and cp", 
w" and n" for the right camera. 
In the two camera method a rectangular model co-ordinate system is 
defined by the direction of the camera base line as X-axis; the 
Z-axis is at a right angle to the X-axis in the plane formed by the 
base line and the optical axis of the left camera and the Y-axis 
forms right angles with the X- and Z- axis, defining either a 
righthanded or a lefthanded system. Orientation angles n', cp', 
n" Cf>" and w" are then a measure of the deviation of the two camera 
axes from these co-ordinate axes. (Fig. 7.3-1) 
Fig. 7.3-1 
/ 
Position of Image Plates in Relation to Model 
Co-ordinate System X, Y and Z and Geodetic System 
X, Y, Z. 
116 
The orientation of the model co-ordinate system is of no 
practical relevance, if an absolute orientation is executed sub-
sequent to the relative orientation. However, in a situation 
with limited control, where no transformation into a geodetic co-
ordinate system by means of an absolute orientation can be carried 
out, the model-co-ordinate system serves as the final reference 
system. It must then be noted, that model co-ordinates are not 
related to the conventional geodetic (horizon-plumbline) system. 
Distances evaluated from model co-ordinates are therefore not 
related to the horizon and the vertical, unless both cameras are 
set up at the same elevation and the optical axis of the left camera 
is level. 
The one camera method is used in the majority of the relative 
orientation methods in spite of the fact that formulae for this 
approach tend to be elaborate. The reason for this preference lies 
probably in the fact that most relative orientation techniques were 
developed in the context of .aerial triangulation with "Bild 
Anschluss". Non-topographical photogrammetry deals very.rarely 
with more than two photographs and the two camera method with its 
simple formulae commends itself. 
For the two camera method, equation (7.3.2) becomes with 
b = b = 0 y z 
b 0 0 x 
x' y' f' 
x" y" f" 
= 0 (7.3.5) 
117 
or 
b ( y" f" - y" f I) = 0 x (7.3.6) 
b x' the baseline, cannot be zero and we therefore have 
y' f" - y" f' = 0 (7.3.7) 
y' f' y" 0 or - f" = (7.3.8) 
We would generally base a relative orientation calculation on more 
than the minimum number of five pairs of image points. The cal-
culation of the orientation angles, which are hidden in equation 
(7.3.8) can then be carried out by means of a least squares adjust-
ment. The mathematical model (also known as the functional model) 
for the least squares adjustment of the relative orientation will 
be derived in the chapter following. 
7.4 ·THE LEAST SQUARES ADJUSTMENT OF RELATIVE ORIENTATION 
The two-camera formulation of the co-planarity condition for the 
relative orientation adjustment when expressed for a point P. has 
l 
with (7.3.8) form: 
f ! 
y! l y'.' 0 4>' = - f'.' = l l (7.4.1) 
l 
In this form the equation contains neither orientation angles nor 
observed plate co-ordinates in an explicit form. In order to 
introduce equation (7.4.1) into an adjustment, the rectified values 
(y!, y~, f! and f~) must be expressed in terms of the observed 
l l l l 
plate co-ordinates i!, ~!, i~, ~~, the principal distance f' (or, 
l l l l 
if two different cameras are used for the stereo pair, the princi-
pal distances f' and f") and the unknown orientation angles. The 
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in the transformations: 
I I 
x = R x for the left camera (7.4.2) 




with .R = y. and x = y. l - l (7.4.2.1) 
' ' f f. 
l 
and similar for the right earners. 
We define the rotation matrix for the left camera as 
a 2 2 a12 a 2 3 
' R = a2l a22 a23 (7.4.2.2) 
a31 a32 a33 
and for the right camera we have 
bl l bl 2 bl 3 
" R = b21 b 2 2 b 2 3 (7.4.3.2) 
b 3 l b32 b 3 3 
The elements of the rotation matrices are from (3~1.13 and 3.1.14): 
COS K 1 COS cp 1 
a 12 = - sin K 1 cos cp 1 
sin cp' 
a = sin K 
2 1 
a2 2 = COS K 1 
a31 = cos K I 
a32 =-·sin K ·1 
a33 = cos <p 
and 
b11 = cos K II 
b12 =-sin K II . 
b I 3 =-sin <p II 
(7.4.2.3) 
sin <p I 
sin <p 
cos cp II 
cos <p II 
b2 1 = sin K 11 cos w" +cos x11 sin cp" sin w11 
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b 22 =cos it"· cos w" sin K" sin cp" sin w11·(7 .4.3.3 
b23 = cos cp" sin w" 
b3 1 =-sin1t 11 sinw11 +cos1t 11 sincp" cosw" 
b32 =-cosK" sin w" - sin K" sin cp" cos w" 
b·33 = cos q;" cos w" 
the unknown quantities of the adjustment are the five orientation 
angles it', cp', K" , cp" and w" , while the principal distances f' 
and f" are assumed to be known quantities. (Relative orientation 
adjustments with principal distances as unknown quantities, so-
called "auto" or "self-calibration", were originally attempted in 
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this study. However, these attempts were abandoned when the 
resulting normal equation systems proved ill-conditioned, especially 
for cases with a small Z-range and when satisfactory results were 
achieved with constant values for the principal distances derived 
in camera calibrations (7.1)). 
The condition equations introduced into the adjustment must be 
linear and equation (7.4.1) with its non-linear form for unknowns 
and observations requires linearisation .• This is done in the usual 
manner by means of a Taylor series expansion. 
equation for a Point P. is then: 
l 
f ! 
a cI> d •1 a cI> d 11 acI> d " + ( Y .' - i Y i.• ) I o -- o a-;11 K + a;p-11 cp + a-;11 W l fi:' l 
l 
-0r to simplify the expression 
a 1 v_, + a2 v_, + a3V-11 + a~V- 11 + A dK
1 + B dcp' x. Y· x. Y· a a l l l l 
+ c dK 11 + D dcp 11 + E dw" + w = 0 a a a a 
L= 1, 2, ... , m 




The number of condition equations r is equal to the number of object 





Each condition equation (7.4.4.1) contains more than one correction 
simultaneously with a number of unknowns and is therefore of the 
type requiring a "combined adjustment" (3. 2. 4). 
Bv + Ax + w = 0 
The four corrections which occur in each condition equation are 
only associated with the specific point for which the equation is 
formulated and do not occur in any other condition equation. The 
combined case can thus be reduced to the more convenient quasi-
parametric case. 
The partial derivatives in 0.4.~ are given by 
a 4i ay! 1 [ a f ~ ay'.1 ~iJ l (-l y1.1 f! l fl.I f!y1.1 (7.4.6) = - "'f0"2 + -a a a a a a l l a a l l l a a l 
with 
= -1 -1 -11 '-y1.1 'KI cp I ' K II ' cp II W II Ct x. ,yi 'x. ' l l l ' 
The individual partial derivatives in equation (7.4.6) are derived 
using (3.1.15 and 3.1.16) and listed in Table 7.4-1. 
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I~ ay '. af '. 
II a f" ay. 
l l l i 
_, 




as 2 0 0 
-" ax: 0 0 bz1 b31 
l 
- " ay. 0 
l 
0 b22 bH 
ax ' a2 2x:' -a2 l y ·' aJ 25<:' - aJ 1 y .' 0 0 




0 aqi x. 0 
l 
II 
0 0 b _ !t 
11 -" " ax 2 2X ·. - bz 1 y: b3 2 xi_ b J 1 y. l l l 
fl· 11 II " II (l(jl 0 0 sin w· x. cos w x. 
l l 
11: n II aw. 0 0 f .. -yi l 
Table 7.4-1 Partial Differentials for Equation 7.4.6 
The coefficent of (7.4.4.1) can now be determined by substituting the 
individual differentials given in Tab. 7.4-1 into equation (7.4.6) 
from which we get: 
a <Ii y'.' 
I o 
l 






82 = -=T = 822- as2fi! ay. (7.4.7.1) l .l . 
y'.' f! 
- CJ<li (b2 l -
l l 
I o aa - ax! = - b3 l f'.' ¥ 
l l l 
y'.' f ! 
I o ll (b22-
l ) l 8,. = = - b3 2 f'.' Cly! f'! 
l l l 
H y'.' A a2 1 y ! ) l I o = = 
( -, - ( -1 - I) a22X. - a32X. - a31Y· a a It I l l l l f'.' 
l 
a 4> x ! y'.' B l l I o = = f'.' a a cp I 
l 
a 4> y'.' c { (b22x'.' b -11) l (b -11 b31'Y'.')J = -u= - 21Y· - fi! 32X. -a ax l l l l l 
a<i> x'.'f! y'.' D l l (sin w11 l w11) I o = -11= - - fi! cos a a cp f'.' 
l l 
a<I> I y'.' E = -11= - f. {1 + (f~)2} I o a aw l 
l 










(The symbol lo indicates evaluation at provisional values). 
Equation (7.4.4) ·and ·(7.4~4.1) respectively with the coefficients 
(7.4.7.1) and the misclosure term (7.4.7.2) represents the condition 
equation of the relative orientation adjustment. 
The partial derivatives are arranged in matrices 
8_, B and w of equation (3.2.4) -
A B c D E a a a a a 
Ab Bb Cb Db Eb 
A (7.4.8) 
r,u = 




w = (7 .4. 9) r-;1 
w r 
a1 a2 a3 a4 0 0 0 0 0 0 0 0 
0 0 0 0 bl b2 b3 b4 0 0 0 0 
B = ·(7.4.10) 
r,4r 
0 0 0 0 0 0 0 0 r1 r2 r3 r4 
with 
u = number of unknowns 
and 
r = number of condition equations 
If individual weights are introduced for each observed plate co-ordinate 
then the weight matrix P is 
p_, 
x1 
0 0 0 
0 P_, 0 0 Y1 
p = 0 0 p_ll 0 (7.4.11) 
4r-;-4r X1 
0 0 0 p_ll 
Y1 





The least squares solution is then found by applying the formulae 
for the quasi-parametric case as given in Table 3.2-1. 
The quasi-weight matrix has then the form (3.2.25) and elements 
* on the principal diagonal of P are 
* 1 1 i = 1,2, •• r (7.4.12) p = = a2 
[IL a a1 .2 a3 . a4 P-, + P-, p_" p_" x. y. x. y. 
l l l l 
j=1 to 4 
If the same weight is allocated to the four plate co-ordinates of 
an object point then (7.4.12) becomes 
* 
p 
a p = [ aj] a 
j=1 to 4 
with 
p = p_, 
a x. 
l 
and if all image points are given unit weight we have 
* P. = a 
.1 
j=1 to 4 
(7.4.13) 
(7.4.14) 




Equation (3.2.28) generates quasi-corrections 
* V = A x + w 
and the actual corrections are determined with equation ~3.2.29) 
(7.4.15) 
or in conventional non-matrix notation we have for individual 
corrections 
1 * * V-, = p a1V p x. a 
l a1 
1 * * v_, = p a 2V p y. a 
l a2 
(7.4.16) 
V-11 1 * * x. = p a 3V p l a 
a3 
1 * * V-11 = - - a V p y. p ~ a 
l a~ 
The adjustment is concluded with a global check~ For this check 
the corrections (7d4.16) are added to the observed plate co-ordinates 
* * -, -, + V-, -11 -11 + V-11 x. = x. x. = x. l l x. l l x. 
l l 
(7.4.17) 
* * -, = y! + v_., y'.' = y'.' + v_" y. l l y. l l y. 
l l 
and final, "most probable" values for the unknowns are evaluated by 
adding the ~ vector ( d1t ' , drp ' , d1t", drp", and dw") to the 
provisonal values 1t~, rp~, Kg, rp~, and w~. 
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Rectified plate co-ordinates are then found by introducing the 
adjusted plate co-ordinates (7.4.17) together with the most 
probable values for the orientation angles into equations (7.4.2) 
and (7 .• 4.3). These adjusted rectified co-ordinates must then 
satisfy equation (7.4.1) 
f ! 
' l '' Y. - y = 0 l - f'.' i 
l 
within the calculation accuracy of the computer employed for the 
adjustment. 
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7.5 THE WEIGHT MODEL FOR THE RELATIVE ORIENTATION ADJUSTMENT 
The functional model of the least squares adjustment is mathemati-
cally rigid and does not permit subjective manipulation of 
observations. This does not hold for the weight model where 
individual bias and subjective interpretation are unavoidable. 
Observation weights can be allocated on the basis of previous 
experience with the instruments used for the observations, as a 
result of test observations or by assessing the observation 
p·rocedure on an error· theoretical basis. 
In order to introduce a suitable weight model for the close-range 
relative orientation adjustment, four weight concepts were tested 
in one case of test field photography and for a bypical stereo-
graphic image pair selected from the Wildlife photography 
(Chapter 10). 
The tested weight mod~ls are: 
a) Uniform weight 
b) Weights based on image definitions 
c) Distance related weights 
d) Ad hoc weights 
a) Uni form Weight 
The three "instruments" involved in the data gathering process 
are the photographic lens, the photographic emulsion and the 
stereo comparator. 
In this weight model it is assumed that the effect of random 
errors in these three components does not vary over the range 
of the image plane and unit weight is given to all x and y image 
co-ordinates. 
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Uniform weighting of image points assumes consistent image 
quality for all observed points; this must be borne in mind 
when selecting image points for the relative orientation 
adjustment with this weight model. 
b) Weights based on image defintions 
Each image point was observed 10 times on the stereo comparator. 
Standard deviations o. were determined and weights were allocated 
l 
in the usual way as 
p. -
0 0 2 
l 0. 2 
l 
(7.5.1) 
In spite of seemingly varying image quality between points, 
the standard deviations did not vary by more than 5 µm-for both 
tested stereo pairs (Chapter 4.3). Weights for the two image 
plates of a stereo pair were determined independently. 
c) Distance related weights 
Weights were allocated inversely proportional to the distance 
d of the object point from the camera station, assuming that 







This weight model was realised by executing a first adjustment 
with uniform weights followed by a second adjustment with 
"distance" ·weights derived from model co-ordinates of the first 
adjustment. As in case b) the same object point will generally 
have image points of different weight on the two images of the 
stereo pair. 
d) Ad hoc weights 
In this weight model, the weights were allocated by simply 
judging the image quality while carrying out the comparator 
readings and then by allocating weights on a scale ranging 
from 10 for the best to 1 for the poorest image quality. 
The relative orientation adjustment of the test field photo-
graphy was carried out with all four weight models. The 
resulting model co-ordinates were compared against the known 
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test field co-ordinates and average displacements were determined. 
Root mean square errors evaluated from these differences do not 
differ significantly ~hen comparing the four weight models, but 
the corrections v and subsequently the [pvv] values are larger 
for models b) to d) than for model a). 
It appears that either the adjustment is not very sensitive 
to a change in the weight model or that none of the suggested 
and investigated weight concepts, that is b) to d), describe 
the error configuration of the image phase more realistically 
than the uniform weight model a)~ Unit weights were therefore 
adopted for all plate cd-ordinates. 
7:6 OPTIMUM NUMBER OF IMAGE POINTS FOR A RELATIVE ORIENTATION ADJUSTMENT 
In order to reduce computation time and memory space, it is advisable 
to minimise the number of image points involved in the adjustment of 
the relative orientation. This is especially relevant if mini 
computers are used for the adjustment. An investigation of an opti-
mum point number for the relative orientation adjustment must be 
based on the assumption that an increased point number is accompanied 
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by increased accuracies for the orientation angles and ultimately 
the model co-ordinates. One must further assume that the accuracy 
improvement with increasing point numbers will become less relevant 
as the point numbers become larger and that eventually a situation 
will be reached where the addition of further points to the adjust-
ment does not improve the results significantly. To establish 
such an optimum number of points for the test field configuration 
or any close range object of similar dimensions, a sequence of 
relative orientation adjustments with increasing point numbers was 
executed. Six points in the test field (Fig. 5-3) were chosen 
for a first adjustment and this point number was increased by one 
point at a time until 15 points were involved in the adjustment 
(Fig. 7.6-1). 
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Fig. 7:6-1 Configuration of Points Used in the Relative 
Orientation Adjustment in Order to Optimise 
the Number of Points for the Adjustment. 
(Point Numbers Refer to Fig. 5-3) 
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Point positions in the test field were selected so as to avoid 
a bias caused by possibly more favourable point configurations 
for the cases with larger point numbers. The adjustment results 
of each of the ten test cases were compared against the 30 point 
adjustment. It was not possible to predict which of the para-
meters of the adjustment would be most sensitive to a change in 
the number of points in the adjustment.. Therefore, the reaction 
of variance factor (0 0 ) adjustment unknowns (n ', cp', n", cp" ,w") and 
model co-ordinates (X, Y, Z) to changes in the point number was in-
vestigated. Differences between the results of each case and the 
results of the 30 point adjustment were evaluated and graphically 
represented in Fig. 7L6-2. For the diagrams of the changes in 
the model co-ordinates all points involved in the adjustment were 
compared against their equivalent points in the 30 point reference 
adjustment and the .average deviation was plotted for each case. 
The diagrams that follow show that all the tested parameters con-
verge to their final values for point numbers of less than 15. 
Some of the parameters (n', cp'' and especially Z) require more 
points than others to settle for their final values, but all can be 
considered as stable for a point number of 13. 
If lower accuracies for the model co-ordinates are acceptable then 
as few as 10 points are sufficient for the adjustment. 
Generalising, one can say that a minimum of 10 points should be used 
in a close-range relative orientation adjustment, that a number of 
say 15 points seems optimal, and that no significant changes in the 
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Adjustment. 
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7.7 COMPARISON OF COMBINED CASE AND QUASI-PARAMETRIC CASE IN THE 
RELATIVE ORIENTATION ADJUSTMENT 
Before discussing the use of control distances in the relative 
orientation it seems appropriate to briefly justify the choice 
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of the quasi-parametric case in preference to the combined adjust-
ment. 
The advantage of the quasi-parametric adjustment over the combined 
case lies in the considerably reduced number of matrices used in the 
calculation. The quasi-parametric adjustment was introduced at a 
time when adjustments were calculated by hand nr on manual calculators 
and in this.event any .method reducing the number of calculation steps 
required was favoured. The introduction of mainframe computers 
meant that there was less emphasis on methods reducing computation 
time and saving memory space1 but with the advent of the mini computer 
such methods have regained some of their importance (again only 
temporarily, until new developments extend the mini computer memory 
to the size of a mainframe computer). 
The superiority of the memory economics of the quasi-parametric case 
over other adjustment techniques is most convincingly shown in an 
example. In the following the memory space required for the forma-
tion of the matrix of normal equation coefficients is compared for 
different adjustment algorithms: 
If for example we consider a relative orientation based on 15 
object points, we have 
-n-~ 15•4 observed plate co-ordinates 
u = 5 unknowns 
and r = 15 condition equations 
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For the combined case the matrix of normal equation coefficents 
is (Tab. 3. 2-1 ) 
1 T 1 T 1 
Q- = ~ (~ f.- ~ ) - ~ 
The equivalent equation for the quasi-parametric case is 
Q 
Matrices B P 
1 
BT and AT p* A do not need to be formed in the 
conventional way by matrix multiplication, instead, the coefficients 
of each condition equation can be formed· in ·turn and their contribu-
tion to the Q matrix can then be added step by step into the Q 
matrix,(RUther 1982). This "short" method avoids the necessity 
to formulate the generally large B and ~ matrices in the combined 
and quasi-parametric case respectively~ In each case only a vector 
for one equation at a time is required. 
A comparison of the memory requirements for the formulation of the 
Q-
1 
matrix in the conventionally treated combined case (I), the 
"short" method treatment of the combined case (II), the quasi-
parametric case (III) and the. short method for the quasi-parametric 
case (IV) is given. in Table 1.7-1. ·Matrix inversion is assumed 
· ·to be executed in situ.·· Matrices such as B 
be dimensioned as intermediate calculation matrices. For the 
purpose of this comparison matrix space is maintained in memory 
and no redimensioning of obsolete matrix space is assumed. 
* In cases III and IV elements of f can be formed directly and do 
not require the more memory space-consuming matrix multiplication. 
Matrix Dimension Case I Case II Case III Case 
B r•n 900 60 - --
BT n•r 900 - - --
p n•n 3600 60 - --
l -BP r•n 900 - - -- -
BP-
1
BT=N * r.r 225 225 225<e ) 15 - - -
A r.u 75 75 75 5 -
AT u.r 75 75 75 --
ATN-
l 
u.r 75 75 75 ---
ATN-
1
A u.u 25 25 25(~TE*8) 25 -- -
TOTAL "-6775 595 475 45 
Tab. 7.7-1 Comparison.of Memory Space Requirements for the 
Formulation of the Q- 1 Matrix for the Combined 
Case and the Quasi-parametric Case. 
IV 
Memory space requirements listed in Table 7.7-1 indicate clearly 
that the quasi-parametric case should be pref erred when mini 
computers are employed for relative orientation adjustment. 
7.8 MODEL CO-ORDINATES 
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Once the orientation parameters K ' , qi ', K 11 , qi" and w" of a stereo 
pair have been established in a relative orientation adjustment, 
model co-ordinates can be evaluated for object points. Model co-
ordinates X, Y, Z are a function of the adjusted and rectified plate 
co-ordinates (x', y', f' and x", y",f") as well as the base b. 
X, Y, Z = f (x',y', f', x",y",f", b). (7.8.1) 
137 
Analytically an object point is defined by the intersection of the 
two mathematically re-established projection rays from the perspec-
tive centres of the camera to the object point. Owing to errors 
in the plate co-ordinates and in the elements of inner orientation 
of the cameras these space rays generally do not intersect after 
the most probable relative orientation values for the stereo pair 
have been established. Only after small corrections (v-,, v-,, x y 
v- 11 ) have been added to the observed plate co-ordinates in y 
the process of the relative orientation adjustment do all correspond-
ing rays intersect in space, thus forming the object points. In 
this case any one of a number.of possible mathematical solutions to 
.the intersection of.space rays will serve to find the unique position 
of an object point. A problem, however, does arise if additional 
points are calculated from plate co-ordinates which were not incor-
porated in the relative orientation adjustment~ This situation may 
well occur if mini computers are employed to determine large numbers 
of object points. Here it would be impr:actical, if not impossible, 
to include all observed plate co-ordinates into the adjustment in 
which the relative orientation parameters are determined and a 
minimum number of points (7.6) should be used to reduce computation 
time and computer memory requirements. 
The space co-ordinates of any additional object points must then be 
calculated in a separate procedure in which the plate co-ordinates 
are rectified on the basis of the adjusted orientation parameters. 
Since in this case intersection of corresponding projection rays 
cannot be expected, some thoug~t must be given to the choice of a 
mathematical model which can provide the most probable object point 
positions. 
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The writer has compared two approaches to the problem of the 
evaluation of object points from non-intersecting projection rays. 
The more conventional (S.chwidefsky 1959) approach represents the 
mathematical formulation of the photogrammetric plotting instrument 
procedure, the other, suggested in principle by Rinner 0957), 
reflects a more mathematical concept. 
In the first method (A) the intersections of the two space rays 
with a specific Z plane is evaluated and their mean is adopted as 
a final value. In the second method (B) the points of shortest 
distance between both rays are found and a point midway along the 
line of closest approach is accepted as the position of the object 
point. The writer has derived a simple set of formulae based on 






















Fig. 7.8-1 Two Methods of Determination of Model Co-ordinates 
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left camera right camera 
(o,o,o) (b,o,o) 
Fig. 7:8.1-1 Derivation of model co-ordinates (A) 
From Fig. 7.8.1-1 we have: 
x 
x' b-X x" _e. and ---1?.. = z = fl z - fil p p 
(7.8.1.1) 
z x' z x" b or = -+ p f' p f" (7.8.1.2) 
hence for the model co-ordinates 
z b (7.8.1.3) = XI X 11 p 
(fl - fil) 
x z x' x z x" + b (7.8.1.4) = fl or = fil p p p p 
and 
y = z L or y = z ~ (7.8.1.5) p p f' p p f" 
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If the space rays do not intersect two values each are found for 
x and y while Z defines the Z plane of intersection. p p p 
values for x and y are then p p 
x' + x" 
x = p e p 2 
X' + Y'' 
y = e e p 2 













Th~e direction cosines for the left and right projection rays are 
£ I x' .e'' x" = t' = tll 
m' = y_'_ m11 = Y.'.'._ (7.8.2.1) t' t II 
n·• f' rl II fll = = T" t' 
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with 
2 2 2 2 2 2 2 
t I = x I + y I + f I and t II = x II + y II + fll (7.8.2.2) 
Co-ordinates of points on the left and right ray are given by 
x' f, I x11 f, II b 
y I :: A I m' and y" = A II m11 + 0 (7.8.2.3) 
z' n' z II n II 0 
Where>..' and>.." are the vector lengths from the projective centres 
to the respective points on both rays. 
A distance between points P' and P" on corresponding rays is then 
d = ( [(>..'£' - (b+>.. 11 £11 )] 2 + [>..'m' - >.."m'~ 2 + [>..'n' - >.."n'~ 2 )·~ (7.8.2.4) 
The two rays have their point of closest approach where equation 
0.8.2.ajreaches its minimum or when equations 
ad ai•:: 0 and 
are both satisfied. 
ad 
a>..11- o 
Differentiation of 0.8.2.4) and some rearranging leads to 
>..~in b 
c £11-£1 
= - 1 c2 -
A II. b c £'-£11 = - 1 c2 min -
with C = £ 1 £11 + m'm 11 + n'n" 
(7.8.2.5) 
(7.8.2.6) 
. where >..min and >.. 11 · min are the distances from the perspective centres 
of the cameras to the point P' and P11 at minimum distance between the 
two rays. Final values for the model co-ordinates are then 
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x A If, I + A."£" + b = p 
2 
y >..'m' + >.."m" (7.8.2.7) = p 
2 
z >..'n' + A. "n" = p 
2 
Method B is mathematically more appealing as it reflects the 
principle of the least squares adjustment in its minimum distance 
solution. 
The two methods were compared in over 60 test cases. In each case 
model co-ordinates of 80 point~ were~calculated by both methods and n 
their mean deviations from the true value of the object pains was 
determined. Table 7.8.2-1 shows the results of the comparison and 
- it becomes obvious ·that there are only small differences betw~n both 
methods. There is, however, a tendency in some cases, for the Y 
co-ordinates to be slightly closer to the true values, when evaluated 
- by method 8,. Ten of the 80 points have in each case been evaluated 
as part of the relative orientation adjustment and inspection of these 
individual points shows that, as expected, Method B results generally 
in values which are closer to the least squares solution. 
It would seem sensible therefore to give preference to Method B in 
spite of its slightly more elaborate formulae. 
If model co-ordinates are evaluated in the process of the least squares 
solution, Method A must be recommended. In this case ray intersection 
is guaranteed and both methods lead to the same unique solution, 
obviously the shorter formulae.with shorter computation time must 
then be favoured. 
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7.9 ERROR THEORY OF THE RELATIVE ORIENTATION ADJUSTMENT 
The validity of the numerical results of an adjustment calculation 
remains in some doubt if the results are not subjected to an error-
theoretical scrutiny based on the variance-covariance matrix of the 
adjustment. From this the accuracy of the observations, the 
quality of the chosen weight model, the geometry and the mathematical 
model, as well as the reliability of the estimated parameters and 
any other derived quantities can be judged. For the relative 
orientation adjustment the following accuracy measures are the most 
relevant. 
7.9.1 Standard Deviation of Unit Weight 
The variance factor or standard deviation of an adjustment, 0 0 , that 
is the standard deviation of an unadjusted observation of weight one, 
is introduced as a known constant into the adjustment. 
Good knowledge of the a priori value of 0 0 is important for the 
evaluation of a reliable weight model and subsequently for the correct 
determination of the absolute values of all other error measures of 
the adjustment. The adjustment yields an estimator for the variance 
a 0 a posteriori in the well known form (3.2.15) or for the quasi-




a o = r-u or = (7.9) r-u 
The values for 0 0 a priori and 0 0 a·posteriori should not differ 
significantly. A x2 test is generally employed to statistically test 
if the two values differ significantly at a stipulated probability 
level (e.g. Mikhail, Ackermann 1976). 
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If the test is not satisfied an error or errors must be suspected in 
a) the value for ao a priori 
b) the weight model 
c) the geometry of the points used 
for the orientation 
or d) the mathematical model. 
The numerical value of ao a posteriori is unreliable if an insufficient 
number of redundancies is available, and uncritical use of ao here can 
lead to over-optimistic accuracy estimates. (Chrzanowski (1977) 
stipulates as many as 30 redundancies or 50~ redundancies, whichever 
is higher, as the minimum for a reliable statistic). 
7.9.2 Standard Deviation a priori pf an Observation 
To determine the accuracy of an observed image co-ordinate before 
adjustment we evaluate (3.2.16) 
a2 _ a~ P 
i a. 
l 
where P " (-i = 1 to. 4) -are the weights of the plate co-ordinates of a a. 
l 
point pair (for P = 1 we have a. = 0 0 ). a. i 
l 
7.9.3 Standard Deviat~on of an Unknown 
The standard deviations of the estimated parameters (it', ~' , K11 , ~", w ") 
are found from (3.2.17) 
where Q are the elements of the principal diagonal of the variance-xx 
co-variance matrix from (3.2.27): 
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7.9.4 Standard Deviation of Model Co-ordinates 
The ultimate object of the relative orientation is the determination 
_ of model co-ordinates. The evaluation of the accuracies of the 
individual model point determination is therefore of major importance. 
These errors fall under the group of "errors of a function of the 
unknowns and observations",. and they require elaborate mathematical 
derivations and time-consuming calculations. 
The functions of the co-ordinates of a model point are (7.8.1.3 to 
7.8.1.5): 
b 
z = p II x - x <7. f") 
x z x' = f' p p 
y = z y_' p p f' 
They are functions of the orientation angles, the principal distances 
and the observed plate co-ordinates: 
X Y Z - f(K 1 cp 1 K 11 cp 11 W11 f.' f'.' X! y-! X1.' Y- 1.') i' i' i - ' , ' - ' ' l l l l l l 
Following Wolf's (1968) concept of-the·standard deviation of a 
function, the expressions for X
1
., Y. and Z. are linearised and the 
l l 
differentials are combined in two vectors (3.2.20) 
F T -T (7.9.1) = i <i+.~) + f x 
with 
f T =[ :~i aF aF aF 0 0 a] (7.9.1.1) ay! ax'.' ay'.' 
l l l 
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and -T ,f :: aF aF aF aF l 
aw" J 
(7.9.1.2) 
a cp II 
The positions of the four non-zero elements in f change from object-
point to object-point. 
The standard deviation of the model co-ordinates of the object-points 






with QFF from (3.2.24). 
m = x, y, z 
Equation (3.2.24) is unsuitable for use in mini computers owing to 
the large number of matrices and matrix manipulations involved. 
An equation for QFF which is more suitable for mini computers is 
derived in Appendix I. 
QFF can then be expressed as: 
4 f. 2 4 a. 5 5 l * I . (~ r. ) 2 I l f. f. Q .. -QFF = l P. - p + . p. l l J lJ i=1 l i=1 l i=1 j=1 
-¥.·5 4 a. .i;2 4 4 a.a. 
-2 P 1 ( f. Q.) I ( __J_ f.) + p Q I I f.f. ~ l l . 1 P. J i=1 j=1 lJ P.P. i=1 J= J l J 
with Q. = AQ. + BQ. + CQ. + DQ. + EQ. i =·1 to 5 (7 ._9. 2 .1) l 11 12 13 lti .. ]: 5 
and Q = AQI + BQ + CQ + DQ + EQS (7.9.2.2) 2 3 .. 
The elements of the function vectors represent a total of 27 partial 
differentials. These are derived and listed in Appendix I. 
7.9.5 Standard Deviation of a Distance in Model Space 
If distances between object points are evaluated and their errors 
are required, a more complex form of the case of standard deviation 
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of a function of unknowns and observations arises. 
The relative differentials are derived in the context of the 
convergency correction (Chapter 7.10 and Appendix II). However, 
the inclusion of these formulae in the program for relative 
orientation is not considered necessary and a more convenient 
approximation of the distance error is seen as quite sufficient. 
If we neglect correlations between unknowns and observations the 
error can be approximated by error propagation of uncorrelated 
parameters, 
from d.~ = (X.-X.) 2 + (Y.-Y.) 2 + (Z.-Z.) 2 
lJ l J l J l J (7.9.9) 
follows 
ad2= 1t(a 2 +a 2 )(X.-X.)+(a 2 +a 2 .)(Y.-Y.)+(a 2 +a 2 )(Z.-Z.)l 
d x. x. l J y. y. l J z. z. l J l J l J l J 
(7.9.10) 
where a , a • • • are the standard deviations of model co-ordinates 
xi Yi 
as derived in (7.9.2). 
By neglecting correlation in the formulation of the variance of a 
distance between model points we will evaluate too optimistic 
quantities for the error values. 
7.1D CONVERGENCY CORRECTION 
The convergency error is a well known phenomenon in aerial photo-
grammetry (Thompson 19752 ). In the relative orientation procedure 
errors lHp' and lHp" occur in rotation angles <p' and qi" about the Y-axes 





Fig. 7.10-1 cp-Rotation in Aerial and Close-range Photogrammetry. 
These errors can be interpreted as consisting of an equal and like 
part (6cp~ and 6cp~ ) and an equal and unlike part (6cp~ and 6cp~) 
(Fig. 7.10-2). 
z 
Fig. 7.10-2 "Equal and Like" and "Equal and Unlike" Error in cp 





The convergency error is then defined as 
y = a, 1 - a,"= za,~ (7.10.2) 
Thompson (1915) shows that such a convergency error causes differen-
tial horizontal and vertical scale errors in the model space. The 
presence of a "vertical" scale error (scale error in Z-direction) 
- as ·a· resul-t of the· convergency error· deserves special consideration 
in close-range photogrammetry. 
Orie of the princiipal diff'.erences between close-ran§e and aerial 
photogrammetry lies in the.ratio between object distance from the 
camera base ("flying height") and object depth ("Z-range"). While 
·-in -aeria1 photography the flying-~height -is generally large compared 
to the depth of the object this is not the case for close-range 
applications. A typical flying height/object depth ratio in the 
aerial case is 10/1 whereas the eq1;1ivalent value for close-range photo-
grammetry can be as small as 1/5. Adams, 1978, has described the 
ill-effect of the characteristically large Z-range of a close-range 
object on the ana-logue relative orientation procedure. He reports 
that, in spite of a seemingly perfect visual relative orientation 
based on the usual six point technique, large errors can occur in the 
Z co-ordinates of the object (the equivalent to Thompson's vertical 
scale error), which Adams attributes to a convergency error. As a 
counter measure, he introduced a "height pole", that is a known dis-
tance in Z direction, preferably extending over the entire Z range 
of the object. Adams then suggests an iterative correction procedure 
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in which equal and unlike corrections to ~ and corrections to the 
base length are applied alternatively until the height pole reaches 
its correct length in plotter model co-ordinates. Considerable 
improvement of the model accuracy was achieved by this method. 
The equivalent of the height pole in an analytical solution is a 
restraint condition in the relative orientation adjustment by which 
the orientation angles are forced to adopt values which not only 
guarantee a best fit intersection of image rays but also model co-
ordinates which result in the correct length for the known control 
distance. In principle, this is easily done by introducing a 
condition equation of the form: 
~ = (X.-X.) 2 + (Y.-Y.) 2 + (Z.-Z.) - d = 0 [ 2] ~ J l J l J l (7o10.3) 
This condition equation requires linearisation before it can be added 
as an additional equation to the normal equation system (3.2.4):· 
Bv+Ax+w = 0 
Equation (7.10.3) is a function of the model co-ordinates of the two 
end points of the control distance. These are functions of rectified 
plate co-ordinates which in turn are functions of observed plate co-
ordinates and the unknown orientat1on angles. This.makes the 
linearisation of equation (7.10.3) algebraically intricate, (the 
linearised condition equation is therefore derived separately in 
Appendix II). 
One could argue that the control distance can always be located in 




J l = 
0 
because of x. = x. 
J l 
(7.10.4) 
and Y. = Y. 
J l 
However, this must be rejected.after considering the practical implica-
tions of the "control distance" or "height pole" method. In practice, 
such a control distance must be measured between two natural feature 
points. It would be unrealistic to assume that it is always possible 
to find two points which are positioned exactly in Z-direction. 
Equation (7.10.4) would therefore only be applicable if especially 
pre-marked points are established for the purpose of convergency 
correction. It seems more sensible to accept any two existing 
object points in approximately the direction of the Z-axis and to 
formulate the full equation 0.10.~ rather than.the limiting short 
form (7.10.4). (This argument becomes especially relevant for Wild-
life photogrammetry, Chapter 10.) 
The final linearisation of equation (7L9.3) has the form: 
acI> dK 1 acI> d~' H dK 11 acI> dcp" acI> dw" ~ +-- +-- + a;prr- + -- + a <p I aK" aw" 
I 
H dx! acI> -, a cI> d-" a cI> d-" acI> - (7.10.5) + ax! + -=T dy. + -=ii x. + a-" Y. + -=T dx'. + l ay. i ax. i y. l ax. J 
l l l l J 
acI> dy'. acI> d-" acI> d-" do - d 0 + Ti + a-" x. + a-" Y. + = y. J x. J y. J 
J J J 
where x ! ' y ! ' x" y'.' are the observed plate co-ordinates of the 
l l i' l 
left and right image of Point P. 
l 
and x!, y!, x~ and y~ those for Point P .• 
J J J J J 
Points P. and P. are the end points of the control distance. 
l J 
d 0 is the value for the control distance as evaluated from provisional 
values of the orientation angles 
d is the field measurement of the control distance. 
Equations for the thirteen partial differentials in (7.10.5) are 
derived and listed in Appendix I • Once one or more distance condition 
equations are added to the standard relative orientation 'equation 
system (7.4.9 and 7.4.10) the quasi-parametric adjustment can no 
longer be employed for the solution of the unknowns. The (BTP-1 8) 
matrix contains off diagonal terms and cannot be treated as a quasi-
weight matrix. This excludes the use of mini computers for the 
relative orientation adjustment with restraints unless a special memory 
space saving algorithm is derived. 
Such an algorithm, based on a matrix-bracketing technique, is developed 
in Appendix III and incorporated into .the computer .programme described 
in Appendix V. In the procedure adopted here the relative orientation 
adjustment is first iterated without restraints until the iteration 
criterion, that all corrections to the unknown orientation angles be 
smaller than 0,0005 radians, is satisfied. The restraining condition 
equation (7.10.5)is then introduced and treated in the algorithm 
described in Appendix III. The discrepancy term, d -d, in (7.10.5) 
0 
is based on a provisional distance d , which is evaluated from pro-
o 
visional model co-ordinates derived in the first adjustment without 
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restraints. The iteration procedure is then taken up again until 
the correction to the unknowns once more satisfy the iteration 
criterion. 
A numerical examp.le for a relative orientation adjustment with a 
restraining control distance is given in Tabs. 7.10-1.1 to 7.10-1.7. 
The adjustment example is based on 10 points of the test field 
(Fig. 5-3) obtained from photography with a metric UMK 10/1318 camera. 
Tab. 7.10-1.1 shows the observed image co-ordinates, the principal 
distances of the two cameras and the base length. Then the iteration 
steps for the adjustment without restraints are tabulated (Tab.7.10-1.2), 
followed by the list of the corrections to the image co-ordinates, 
the rectified image co-ordinates, the variance factor as well as the 
intermediate orientation angles and their standard deviations 
(Tab. 7. 10-1 • 3) • Model co-ordinates and some model distances are 
then given for the first stage of ·the adjustment (Tab. 7.10-1.4). In 
Tab. 7.10-1.5 a control distance is introduced and the iteration is re-
initiated. Tab. 7.10~1.6 lists the new values for image co-ordinate 
corrections, rectified image co-ordinates and orientation angles 
resulting from the introduction of the restraint. In Tab. 7 .10-1. 7 
the final model co-ordinates and a sample of model.distances including 
the control distance are presented. 
It should be noted here that the solution does not converge to a mini-
mum value for the discrepancy term w of the distance condition 
(Tab. 7.10-1.5) as one might expect. It would therefore be incorrect 
to use the minimisation of the w~ term as an iteration criterion. 
(This was· erroneously attempted at first and resulted in discrepancies 
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in the global check of the adjustment. In the global check, not 
only the co-planarity condition (7.3.8) must be satisfied for all 
point pairs, but also the control distance evaluated from model co-
ordinates must agree with the stipulated measured control value. 
However, if the iteration is continued until the corrections to the 
unknown are sufficiently small all checks are_ fully satisfied.) 
In the numerical example a distance in Z-direction is introduced as 
control. This distance (between points 8 and 10) is equal to 2,5472 m 
when evaluted from model co-ordinates obtained in the adjustment without 
restraints. 
The equivalent measured distance is 2,5426 m and the.difference of 
4,6 mm is eliminated in the convergency correction procedure by a 
change of the orientation angles of -2" in M '; -46" in qi'; 1" in x" 
and 55" in cp "; w" remains unaffected. The change in qi is.unlike and 
near equal and by far the largest of the corrections necessary to 
obtain the correct value for the control distance. 
A similar pattern emerged for all adjustments where a convergency 
correction was applied. In all these cases the introduction of a 
restraining distance condition resulted in unlike and near equal 
corrections to cp combined with notably smaller corrections to x '; 
1t"; and w". The formulation of the condition. equation (7.10.5) is not 
based on the assumption that the major contribution towards a correct 
value for the control distance should be a qi-correction, instead, all 
orientation angles are permitted to change. The fact that in all 
tested cases equal and unlike changes in cp assume naturally the domi-
nant role in the correction of the control distance implies that, 
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out of the orientation angles, <p forms the major contribution 
towards errors in Z-direction. It also confirms that the addition 
of equation (7.10.S) to the relative orientation adjustment is 
rightfully termed "convergency correction". Because of this the 
convergency correction equation will - despite the fact that all 
angles are free to change - interpret any discrepancy w in a control 
distance equation as a result of an error of equal and unlike <p, 
. --·even if- such a discrepancy is caused by errors in other parameters 
such as the principal distances. The effect of such an incorrect 
use of the convergency correction is shown in the table below. 
Distance Derived in True w Par al- Secondary corrections 
adjustment Value lel to to orientation angles 
without 
restraints 
Kl 'P' Kii <p" (l)ll 
68-80 2,5472m 2,5426m 4,6mm Z-axis -2" -46" 1 " 55" 011 
1-14 2,2470 2,2430 4,0 Y-axis _411 -74 11 411 102" 0" 
13-77 3,2810 3 '2750 6,0 X-axis -13" -151" 8" 163" 0 '3 11 
Here three distances, in X, Y and Z direction of the test field, as 
derived in the adjustment without restraints (Tabs. 7.10-1.1 to 
7.10-1.4) are compared against their true values. The differences w 
clearly indicate a scale error of approximately 1:550 for the entire 
model. If convergency corrections are applied using the three distances 
in turn, equal and unlike corrections tocp result from the adjustments, 
seemingly justifying the, in fact, incorrect application of the con-
vergency correction. 
A convergency correction should therefore only be applied after 
the model has been corrected for a possible scale factor. This 
can be done by introducing control distances in X- and possibly 
157 
also in Y-direction in addition to the Z-control distance. An 
average scale factor can then be derived from all control distances 
and applied to the entire model. Any remaining discrepancy between 
the true (measured) value of the Z-distance and the value derived· 
for this distance from model co-ordinates can then be used for a 
subs.equent convergency correction adjustment. 
The efficiency of the convergency correction method in a number of 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































7.11 HOMOGENEOUS AND AFFINE SCALING 
In the conventional photogrammetric restitution of a model, the 
absolute orientation in form of a three-dimensional transformation 
serves to reduce model deformations caused by errors in the elements 
of interior and relative orientation. The transformation consists 
of translation, rotation and scaling of the model. Neither the 
translation nor the transformation affect the shape of the model 
and the only contribution to a reduction of possible model deforma-
tion is the scale£orrection~ 
In those close-range applications where only relative point positions 
.are required :"." and .. this is probabl.y .the majority of all cases it_ .. 
is therefore less critical than one might assume if no three-
dimensional control network for an absolute orientation can be 
.established. Here the establishment of a number of well distributed 
control distances from which an average scale factor can be derived 
is geometrically equivalent to a three-dimensional control network. 
Investigations of model deformations (Chapter 8) reveal that the 
model generally suffers different scale distortions in X, Y and Z-
directicm rather than a uni form .scale .distortion for the entire model. " 
To summarise, the following methods emerge from the above as possible 
techniques to reduce model deformations caused by errors in the para-
meters of interior and relative orientation in close-range photo-
grammetry: 
i) homogeneous scaling based on 
1. one distance 
2. a number of well-distributed distances 
ii) affine scaling based on 
1. one distance in each axis direction 
2. one distance in Z-direction and a second distance 
in either X- or Y-direction. (This model a~sumes 
similar scale errors for X and Y co-ordinates 
3. a number of distances in each axis direction 
iii) convergency correction based on 
1. one distance in Z-direction 
2. a number of distances in Z-direction 
iv) homogeneous scaling with subsequent convergency correction 
based on 
1. one distance in X- or Y-direction and 
one distance in Z-direction 
2. a number of distances distributed through the 
models including at least one distance in 
Z-direction 
Most of the above listed alternatives were tested in cases of real 
and synthetic photography. 
in the chapter following. 
The results of the tests are discussed 
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8. MODEL DEFORMATIONS 
8.1 THE PRINCIPLES OF MODEL DEFORMATIONS AND A METHOD OF DEFORMATION 
ANALYSIS 
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Object point positions in form of model co-ordinates or distances 
between object points are the ultimate objective of close-range 
photogrammetry. Inaccuracies in the determination of the relative 
positions of these points result in a distortion of the object dimen-
-sions referr-ed to .iR pt:10togrammetry as model deformation. Model 
deformations in analytical close-range photogrammetry can be caused by 
errors in the following parameters: 
i) Elements of Interior Orientation 
In the analytical treatment of the relative orientation it is 
necessary to introduce numerical values for the principal dis-
tance f' of the camera or, when a pair of cameras is used, of 
both cameras: f' and f". It is also necessary to reduce all 
observed plate co-ordinates to the principal point of the image 
(x0 and Yo). 
If two cameras are employed each set of image co-ordinates must 
be reduced to its corre~pQnding principal point and four prin-
cipal point co-ordinates must be introduced into the relative 
orientation adjustment x~, y~, xg and yg. Any error in these 
input values causes deformations in the model co-ordinates. 
These deformations also occur when the interior orientation 
elements are not introduced as constants but determined as un-
knowns of the adjustment, as in the case of. "self calibration". 
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ii) Central Perspective Projection 
The mathematical model of the photograph is generally accepted 
to be that of a central perspective projection, which assumes 
that perspective centre, image point and object point lie on a 
straight line. Image points deviate from this line, as a 
result of observation errors in image co-ordinates, emulsion, 
shifts, emulsion carrier deformations and lens distortions. 
Such deviations from the true perspective result in shifts of 
·- - - · model points to incorrect positions. 
iii) Base length 
Errors in the base length, that is the distance between the two 
exterior perspective centres of the two camera station lens 
systems, have the effect of a scale error on the model. In 
close-range photogrammetry it is not acceptable to assume that 
the external perspective centre of the camera coincides with the 
rotation axis of the camera (Fig.B-1). Here the physical 
measurement of a distance between the mechanically undefined 
perspective centres can obviously only lead to an approximation 
of the true base length. The normally adopted method of 
measuring the base length between the tribach centres of the two 










Fig.B.1-1 The deviation of the perspective centre (PC) from 
the rotation axis (RA) of a metric camera with the-
odolite mounting and its effect on the base length 
in convergent photography 
In the case of the UMK 10/1318 cameras for example the external per-
spective centre is displaced 60 mm from the rotation axis of the 
camera (Fig.7.1-4) when the focus is set to 3,6 m. For convergent 
' photography with cp'= - cp" =10° this displacement would cause an 
error in the base length of 21 mm, if the base is measured between the 
rotation axis of the cameras. For a 2 m base this represents the con-
siderable scale error of 1 in 100. 
The above listed errors in interior orientation parameters and base 
length contribute, together with errors in image co-ordinates, to 
a deformation of the model sp~ce. 
An understanding of the deformation characteristics in close-range 
photogrammetry is essential when investigating the introduction of 
control distances as a form of model control. It was decided to base 
such an investigation on synthetic photography (3.3) rather than real 
photography for the following reasons: 
i) To investigate the effect of errors in elements of interior 
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orientation, image co-ordinates and base length on the photo-
grammetric model, the true values of these errors should be 
known. Obviously this cannot be achieved in real photography, 
whilst synthetic photography permits the controlled introduction 
of errors. 
ii) In real photography errors must be expected to be present in all 
elements of interior orientation, in the base length and in the 
observed plate co-ordinates. In simulated photography on the 
other hand errors can be introduced into one parameter at a time. 
A purely theoretical determination of the deformations caused by errors 
in individual parameters as an alternative to simulated and real test 
photography was eonsidered as less suitable, because the· rather ·complex 
formulae do not lend themselves to simple interpretation. 
The method adopted for the deformation analysis was therefore: 
i) to create synthetic photographs simulating normal and general 
convergent photography of the three dimensional test field 
described in Chapter 5; 
ii) to introduce errors into the individual elements of interior 
and exterior orientation and into the observed image co-ordinates; 
iii) to execute relative orientation adjustment based on the incorrect 
parameters and evaluate model co-ordinates for the test field 
points~ 
iv) to compare the model co-ordinates of each test case with their 
error free theoretical values (the deviations of the model co-
ordinates of a point from their true values represent the def or-
mation of the model space in this point); 
v) to obtain real photography of the test field in order to test and 
confirm the result of the deformation analysis based on simulated 
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photography. 
In the same simulations, error free control distances can be employed 
to test the various deformation correction models (7.11.i) to 
7o11.iv) . 
. 8.2 MODEL DEFORMATIONS IN NORMAL ORIENTED ONE-CAMERA PHOTOGRAMMETRY 
Before describing the simulated test cases in detail, the mathematic-
ally trivial deformations as they occur in the special case of one-
camera photography in -nermal orientation will be derived. 
It will later.be show that, in normal orientated one-camera photo-
graphy, errors in interior orientation do not, as in all other cases, 
distort the orientation angles in the related orientation. If one 
accepts this submission, then one can derive the deformation for this 
case as fallows: 
In the one-camera case, principal point and principal distance are the 
same for both images and errors in the calibration values of these 
parameters will affect both images in the same way. 
One can argue here that this is not strictly true for the principal 
point position, as the co-ordinates of the principal point are deter-
mined separately for each image plate of a stereo pair from fiducial 
mark observations. It was shown in a series of test observations, 
in which the same image plate was observed repeatedly, that the 
principal point co-ordinates have a standard deviation of less than 
10 µm. 
The estimate for the accuracy of the principal point position was ob-
tained by observing a set of 15 points eight times and by then trans-
forming seven of the point sets into the eighths set. A comparison 
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of the principal point positions after transformation yielded standard 
deviations of 6.8 µm for y and 7.1 µ~ for x. 
As the accuracy for the -image- points is less than 10 µm we can neglect 
the differences in the principal point positions of two images ob-
tained with the same camera. We can subsequently assume that the 
:principal point positions of a stereo pair are practically identical 
for one-camera photography. 
Assuming that principal point and principal distance are identical for 
both images we have for the principal point co-ordinates: 
x' 0 = x" 0 = Xa 
Y6 yg 
-= = Yo 
and for the f' f" f principal distance = = 
and· similarly for errors in these parameters 
dx' 0 = dx" 0 
dy6 = dyg 
df' = df" 
if we set 
we obtain with 8.2o1 and 8.2.2 
px. = x! 
l l 




















and Y. l = 
l px. 
l 
Model deformations in the three axis directions caused by errors in 
interior orientation elements can be determined by differentiating 
equations for axis oriented distances with respect to the principal 
point co-ordinates and the principal distance. 
Axis oriented distances between model points P. and P. have the 
l J 
equations with B.2.4 
for a distance in X-direction 
-d = x. 
x J 
. for a distance in Y-direction 
d = y. - y. = b [~ - y i l 
y J i pxj pxi 
and for a distance in Z-direction 





Differentiation of 8.2.5 with respect to df results in equations which 
reflect the error in distances in the three axis directions and 
hence 
of an 
the model deformations 
error in the principal 

















Equations 8.2.6 show that only distances in the Z-direction and 
diagonal distances are affected by an error in the principal distance. 
Inspection of 8.2.6o3 reveals the deformation in the Z-direction takes 
the form of a scale error (see also test case 3 in Table 8-1): 
~here a is the·distorted distance. z 
(802.7) 
Similarly an error dx in the principal point co-ordinates x results 
Q 0 
in: 
dd = 0. y 






and finally an error dy in the principal point leads to 
0 
dd = y 
dd = 0 x 
[
y. y il _J_ - -_, _, 
y. y. 
J l 







From 8.2.8 it follows that axis oriented distances in Y- and Z-
directions are not affected by an error dx whereas the X-direction 
0 
is distorted. The X-direction deformation does not have the character 
of a scale factor as in the case of 8.2.7. 
Similarly from 8.2.9 an error dy does not cause deformations in X-
o 
and Z-directions, whilst the Y-direction is affected. 
It can easily be seen that an error db in the base length causes an 
homogeneous scale factor for the entire model. 
Table 8.2-1 lists.deformations of the model in the three axis direc-
tions as a result of errors in interior orientation and in the base 
length for normal oriented one-camera photography. 
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Error Model deformation 
in x y z 
b (1 + ~bh (1+ db) d (1 + db) d Homogeneous b y b z scale 
\ 
f 0 0 (1 + d: h Affine scale in Z 
- ( x. xi\ dx0 0 Xo _J_ - -1 0 , · x. x. 
J 1 
( y y ) - _J_ - -2:. dy 0 0 Yo -, -, y. y. 
J 1 
' 
Tab.8.2-1 Model deformation in normal oriented one-camera photography. 
8.3 DESIGN OF TEST CASES FOR THE ANALYSIS OF MODEL DEFORMATIONS AND MODEL 
CONTROL METHODS 
The basis for the deformation analysis is a synthetic test field 
modelled on the laboratory test field discussed in 5. The co-
ordinates of the 80test field·points are used to create-synthebic 
photographs, assuming a principa~ distance of f' = f" = f = 100 mm 
and a base of 3,310 m. The perspective centre positions are chosen 
- · as-·(O; O; 0) for the left and (3,310; O; 0) for the right camera. 
Synthetic photographs are generated for normal oriented photography 
( x' = cp' = >1. 11 = cp" = w" = 0° ) and for convergent photography 
The odd values 
for the convergent case are chosen to approximate real photography of 
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the test field which was taken in roughly this orientation. 
Errors are introduced into the parameters of interior orientation and 
also-in the orientation angles to ·investigate the model deformation· 
resulting from inaccuracies in these parameterso Only 10 of the 80 
network points are employed in each case to evaluate the relative 
orientation and the model co-ordinates of all 80 points are sub-
sequently evaluated by the "shortest-distance-between-project-rays"-
method (see 7.8.2). 
Test results are listed in Tables 8-1, 8-2, 8-3 and 8-40 These 
tables contain the analysis of model deformations and also the results 
of various attempts to reduce deformation by means of control dis-
tances. 
Table 8-1 combines the results of the computer simulations, Table 8-2 
repeats some of the values of Table 8-1 with more significant digits, 
while Table 8-3 lists the results of real photography tests. The 
deformations caused by errors in orientation angles are presented in 
Table 8-4. 
An attempt. is made to systematically identify and characterise each 
case. by its number (column 1), case name (column 2) and by information 
c.antained in columns 3 to 10 -in Tables 8-1. and 8-2 and in columns 3 t.a 
7 in Tables 8-3 and 8-4. (A more detailed description of these 
tables is presented in Chapter 8.4.) The remaining columns give in-
-formation about the model deformations. The investigation extends to 
nearly 100 cases and it is necessary to describe which parameters are 
changed, how the different test cases are created and how the nature 
. of the test cases is reflected in :the file name. At this stage only 
basic principles of the test cases are described, a full casc-tc-case 
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description and analysis is presented later. 
The following aspects are relevant to the categorisation of the test 
cases. 
I Relative position and orientation of cameras 
II Errors in interior orientation parameters 
III Number of cameras used to create a stereo pair 
IV Accuracy of plate co-ordinates 
V Errors in orientation angles 
VI Mathematical concept of model control 
Test cases are created by different combinations of the various 
alternatives of the above listed categories. 
I Relative.position and orientation of cameras 
I.1 Normal Case 
"·The optical axes of the cameras are parallel to each other, 
in the same horizontaf 1 ~lane as the base line and at right 
angles to the base line. The horizontal fiducial mark 
connections are in the same horizontal plane as the base 
line. Orientation angles are M' = cp' = 'K" = cp" = w" = oo. 
All normal cases are indicated by letter "N" in the file 
name. 
I.2 General Convergent Case 
All orientation angles differ from zero. In the simula-
tion the orientation angles are chosen to be approximately 
equal to a real photography test case as previously dis-
cussed. The absence of letter "N" in the file name 
( 1) "horizontal;, in ter·ms of model co-ordinates. 
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indicates convergent photography. 
II Errors in the interior orientation parameters 
The following parameter.s are-·introduced into- the relative orientation -
with incorrect values in order to simulate errors. 
II.1 Principal Point 
The controlled introduction of errors into the principal 
point is achieved by simply shifting all plate co-
ordinates x and/or y of one or both images by the same 
quantity. Columns 5 to 8 of Table 8-1 show which of the 
principal point co-ordinates (x~, v~, x~, Y~) are shifted 
and by how much they are changedo File names contain the 
letter combination PP if the principal point position is 
shiftedo 
II.2 Principal Distance 
An error in the principal distance is simulated by changing 
the theoretical value of f by small negative or positive 
quantities o Columns 3 and 4 of Table 8-1 show by how much 
the principal distance has been changed. Letters PD in the 
file name indicate an incorrect principal distance for the 
relative orientation. 
III Number of cameras used to create a stereo pair 
IIIo1 One-camera Case 
One camera only is used to produce the two images of a 
stereo pair. This simulation is accomplished by changing 
both p+incipal distances and/or principal points by the same 
amounts. 
f' = f" x' = x" 0 0
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Test cases O, 3, 8, 11, 12, 23 and 28 are one-camera 
photography. As mentioned before (8.2), one-camera photo-
graphy in its practical application does not necessarily 
guarantee that principal point errors are identical, owing 
to different observation errors in the fiducial marks of the 
two images. One can, however, assume that differences in 
the fiducial mark readings are small compared to calibration 
errors in the principal point position and errors in the 
mechanical placing of fiducial marks. 
Cases 1, 2, 4, 5, 6, 7, 9, 10, 21, 22, 24, 25, 26, 27 and 
29 are two-camera caseso 
IV Accuracy of plate co-ordingtes 
IV.1 Error-free Co-ordinates 
Plate co-ordinates are assumed to be error-free so as not 
to obscure deformation characteristics caused by in-
accuracies in parameters under investigation. 
IV.2 Plate Co-ordinates with Observation Errors 
Here plate co-ordinates are introduced as observed quan-
tities with ncirmal distributed random errors. Such errors 
with a standard deviation of .cr0 = 10 µm are generated as 
described in 3.3 and added to the error-free co-ordinates 
of the synthetic photographo 
Only test cases SYNRANDOMN and SYNRANDOM for normal and 
convergent photography respectively assume "observed" plate 
co-ordinates. . All other parameters in these two cases are 
error-free. 
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V Errors in orientation angles 
The introduction of errors into the interior orientation parameters 
results in the majority of the tested cases in secondary errors in the 
parameters of the relative orientation, namely the orientation angles 
(columns 11-15 of Table 8-1)o Model deformations in these cases, 
however, are caused by orientation errors combined with interior 
orientation errors. Additional simulations are therefore necessary 
to isolate deformations caused merely by errors in the individual 
orientation angles. 
Deformations caused by the following errors in orientation are in-
vestigated for normal and convergent photography. 
The results of the simulations are listed in Table 8-4. 
v .1 0,1° 
V.2 
V.3 dcp I = o, 1° 
V.4 dcp": = o, 1° 
left camera rotated anticlockwise 
through 0,1° about Z axiso 
and 30. 
Cases 13 
as in V.1 but for right camera. 
14 and 31. 
Cases 
left camera rotated towards the left in 
the horizontal plane. Cases 15 and 32. 
·right camera rotated towards the left 
in the horizontal plane~ 
33. 
Cases 16 and 
V.5 dcp' = dcp"= 0,1° equal and like cp, both cameras are 
V.6 dcp' = - dcp" = 0,1° 
rotated towards the left. Cases 17 
and 34. 
equal and unlike cp (the cameras are 
rotated away from each other. Cases 
V.7 dw" = 0' 1° 
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18 and 35). 
the right camera is tilted upwards by 
D,1°. Cases 19 and 360 
VI Mathematical concept of model control 
To explore the possibility of replacing the conventional absolute 
orientation technique by simple control parameters, the following 
concepts of model control are investigated. 
VI.1 Homogeneous Scale Factor 
A common scale factor is applied to all model points in X, 
Y and z. The scale factor is found by comparing a known 
(measured) distance with its value obtained from model co-
ordinates by relative orientation. The common scale is 
easily applied by either repeating the calculation of model 
co-ordinates with a new scaled base length or by multiplying 
all X, Y and Z values by the scale factor. This control 
method shall in the following be referred to as "homogeneous 
scaling from X" when the control distance extends in X 
axis direction and similarly "from Y" or "from Z" for scaling 
based on distances in the other two axis directions. 
In the simulated cases, the true distance between points is 
known, whilst in the real photography cases control dis-
tances can be derived from measured test field co-ordinateso 
In a field situation a distance measured between any two 
well-defined points can serve to supply the control. 
In the tests only two of the distances are used for homo-
geneous scaling; distance 4-68 (Fig.5-3) provides control 
for scaling from ~and distance 35-47 scales the Z-direction. 
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Case numbers with letter "A" and file names containing 
letter "S" refer to homogeneous scaling from X, letter "D" 
in file name and case number to scaling from Zo 
VI.2 Affine Sca~ing (7o11) 
In the course of deformation analysis of the test cases 
·there emerged a distinct deformation pattern typical 
specially of those cases simulating normal photography. 
The deformation along any one axis was frequently found to 
be ma.re or -less uni form, whereas this deformation generally 
differed significantly in magnitude from the deformations 
along either of the other two axeso This yielded a route 
·to an" approximate method of reduc,ing model de formations: 
the applications of a distinct scale factor to each axiso 
This method shall be referred to as "affine sea.ling". 
Not all three scale factors need necessarily differ and a 
common value for X and Y scaling derived from a control 
distance in X or Y direction is often satisfactory. In the 
test ~ases scale factors are derived from distances (Fig.5-3) 
16-80 
1-4 
for scaling in X-direction 
for scaling in Y-direction 
35-47 for scaling· in -Z-direction o 
Letter E in the case number and letters AF or F in the file 
name identify affine scaling. 
VI.3 Convergency Correction 
Convergency correction as a means of model control is des-
cribed in detail in Chapter 7.1Do For the test sequence 
known distance 35-47 in the Z-direction is used in a number 
of cases as control distance in an attempt to reduce model 
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deformations caused by possible convergency errors. Control 
distance 35-47, positioned in the centre of the test field, 
is used in all cases of convergency control with the excep-
tion of case 4088, where the control distance at the side of 
the field was employed to test Adams' (1978) statement that 
the position of a convergency control distance within the 
field is arbitrary, privided it extends in the Z-direction. 
Convergency correction is applied to unscaled co-ordinates 
as well as to model co-ordinates, which have first been 
homogeneously scaled. Scaling cum convergency correction 
cases are identified by letter "8" in their file name, 
while an unscaled convergency correction is indicated by 
letter "P". To compare the deformation reduction by con-
vergency correction as opposed to homogeneous scaling the 
same Z distance was used for both control techniques in 
some of the test cases (3D versus 38 and 3P and similarly 
110 versus 118 and 11P). 
In the following sections of this chapter the presentation of the 
deformation analysis on the basis of simulated photography is ex-
plained and the design of the individual test cases is described. 
A detailed analysis of the more important test cases is given. The 
results of the analysis are summarised in Chapter 9. 
8.4 PRESENTATION OF TEST RESULTS 
The results of the deformation test sequence are presented in a number 
of different ways to allow a comprehensive interpretation and analysis. 
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In general it is not important to know the position of the cameras 
with respect to the test field and only the relative positions of the 
object points are of interest. Model co-ordinates as obtained from 
the relative orientation are therefore not directly compared with 
true point positions. The 80 test field points are first submitted 
to a block shift into a best fit with the undistorted reference 
system, before deformations are determined. Scales of both systems, 
the reference network and the deformed field, as well as rectangular-
ity of both co-ordinate systems are maintained in the transformation 
in order to guarentee a true representation of the deformation pattern 
of each case. 
Thus displacement or deformation vectors quoted.in this analysis are 
either individual point displacements (IP ~ables) of the form 
-




or average displacement vectors for the 80 points of the test field 
(Tables 8-1 to 8-4). These are evaluated as: 
n with n = 80 (8.4.4.1) dx = 
n [ - -.r1 X. --X 0 - X1.] l= l 




l l l 
-X.,Y.,Z. 
l l l 
= 
= 
model co-ordinates as evaluated in relative 
orientation and, where applicable, corrected by 
model control. 
true values of co-ordinates. In cases of real 
photography the geodetic determinations of the 
test field co-ordinates have to serve as 
"true" values. 




n = 80 (8.4.2) 
and similarly for Y0 and Z0 • 
The block shifts ( X0 , Y 0 , Z0 ) ap.plied in each case to guarantee a 
best fit with the reference network are listed in Table 8-5. 
In accordance with the least squares principle and in order to detect 
the presence of outliers and extreme values, in addition to the aver-
age absolute deformation vectors, the root mean square errors are 
found from 
(X. - XO 
l 
n 
and similarly 0 0 and a • 
y z 
n = 80 
Average point displacement vectors are evaluated. from 
~ 
dv = (dx 2 + dy 2 + dz 2 ) 2 
and average point root mean square errors from 
l 




Individual deformation vectors for dx, dy and dz permit a detailed 
analysis of the deformations, whereas the average values (8.4.1.1 and 
8.4.3 to 8.4.5) serve to indicate general trends and relative overall 
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accuracy improvements or deteriorations after application of different 
model control techniques. 
The numerical results of the analysed deformation test cases are listed 
in the following tables: 
1 • TABLE 8-1 
2. TABLE 8-2 
3. TABLE 8-3 
4. TABLE 8-4 
5. IP TABLES 
Summarised results of cases simulating model 
deformations caused by errors in elements 6f 
interior orientation. 
Repetition of some of the results listed in 
Table 8-1 with more significant figures. 
Summarised results of real photography test 
cases. 
Effects of errors in orientation angles on model 
co-ordinates. 
Individual point tables. 
6. Deformation diagrams 
6.1 Vector Plot V 
6.2 Vector Plots X, ~ and Z 
7. Deformation stereograms. 
Tables 8-1 to 8-4 as well as the table of the block shifts (Tab.8-5) 
are given as fold-outs at the end of Chapter 9. 
Jndividual Point Tables (IP Tables) 
The most comprehensive information about the deformation in. the test 
cases is contained in the individual point tables (IP Tables) of 
which two are provided for each of the simulations. (The example of 
the IP Tables for case SYNPDPPNO is shown in Tab.8-6, the complete 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The first of the two tables of each set (IP Table 1) lists the 
displacement vectors dx, dy, and dz for each of the 80 test field 
points below the point number arranged in four vertical planes. 
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The planes are parallel to the base line at distances of approximately 
3,6 m; 4,5 m; 5,4 m and 6,2 m from the base line. Vectors are 
quoted in mm units. Points 1 to 4, which are D,3 m off the 6,2 m 
plane are for practical reasons included into the 6, 2 m plane. 
In the second table (IP Table 2) true distances are compared against 
distances ~ram medel-co-ordinates. A set of-27 sample distances is 
chosen with examples of distances in X-,Y-and Z-directions. ·Only 
distances 1-65 and 4-68 are not axis parallel. 
Deformation diagrams 
The deformation vectors of the more important of the test cases are 
presented in diagrammetric form. In each of these cases the 
deformation vectors dx, dy and dz are shown individually on separate 
plots as well as combined in one ploto In all four plots the test 
field frame is shown in a quasi perspective view to avoid obscuring 
the deformation vectors. The deformation vectors are plotted in an 
isometric perspective for the combined plot (vector plot V), whereas 
they are shown in a central perspective view for the individual vector 
plots X, Y and z. 
Vector plot V 
In vector plot V deformation vectors dx, dy and dz are plotted for 
each point at a constant scale throughout the network, exaggerating 
the vector length considerably against the field dimensions. Defor-




Fig.8.4-1 Isometric presentation of deformation vector in vector-
plot V 
Vector plots X, Y and Z 
A better visual display of the deformation characteristics can be 
achieved by connecting the end points of the deformation vectors dx, 
dy and dz in individual plots. It would be confusing to draw the 
entire network in this matter and only selected planes are displayed 
in each case. For dx the five vertical planes at right angles to 
the base are chosen for the presentation. 
---------- -------- ------------ --------
----------- -------- ----------------------
Fig.8.4-2 Planes for vector plot X 
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for dy the four horizontal planes 
I I I I 
I I I I 
I I I I 
~ ~ 
Fig.8.4-3 Planes for vector plot Y 
and for dz the four vertical planes parallel to the base 
' / ' 'n------------------:>l/ 
'',~-------------~'/ ' , 
' .-------------~/ 
\ 
Fig.8.4-4 Planes for vector plot Z 
Example of the vector plots are given in Fig.8.4-5 to 8.4-8 for the 




Table 8.4-5 Example for Vector plot V (case SYNPDPPNO) 
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Table 8.4-8 Example for Vector plot Z (case SYNPDPPNO) 
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Table 8.4-7 Example for Vector plot Y (case SYNPDPPNO) 
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Deformation stereograms 
Finally, stereograms were created of some typical deformations to 
allow easier inspection. 
All plots must be seen as qualitative conveying the character and 
shape of the deformation rather than its quantity. 
8.5 POINT CONFIGURATIONS FOR DEFORMATION TESTS 
Only 10 well distributed of the 80 test field points are taken into 
consideration for the relative orientation adjustment of each of the 




















Fig.8.5-1 10-point test field 
-------------------" 
---- ---------~ 
For the real photography, the point number was varied. While cases 
40 and 43 to ~8 are based on the 10 original points, case 41 incor-
porates 30 points (Fig.8.5-2). 
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----------~------~~----------6L _______ n 
-
16---------
Fig.8.5-2 30-point test field 
The first case of test sequences 42 (Table D) combines 12 points in 
one vertical plane only. A thirteenth point (P 35) off the vertical 
p'lane is added in the rema1ning cases of 42 to provide a control 
distance in the Z-direction for convergency correction and scaling 
(Fig.8.5-3) 
29 4o 61 77 
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' / ... ____________ --------------- __ / 
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1 46 I 1 
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I 47 I I 
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32 48 64 
Fig.8.5-3 12-point test field with control distance 
I 
197 
8.6 ANALYSIS OF INDIVIDUAL CASES 
Case 0 (SYNRANDOMN) 
None of the interior orientation parameters are changed but computer 
generated random errors with a standard deviation of a 0 = 10 µm are 
added to the plate or-ordinates to simulate observed values. This 
case serves to verify the computer program for the relative orientation 
and the mathematical model of the least squares adjustment. Further-
more, it. checks the validity -of the random. error. generation (Chapter 
3.4) and it shows how random errors influence the model co-ordinateso 
As expected the result indicates that random errors of the order en-
countered in plate co-ordinate observations on a stereo comparator 
cause small changes in the orientation angles. The angles are in-
correct by 0,5 to 2 minutes of arc without showing any significant 
difference between the different orientation angle errors. The model 
co-ordinates suffer average displacement of about 1 mm ranging from 
0,5 to 2 mm with a maximum value of 4,4 mm in z. It becomes obvious 
that Z co-ordinates, i.e. horizontal distances at right angles from 
the camera base line, suffer the largest distortions in a relative 
orientation. This phenomenon is characteristic for close-range 
photogrammetry and occurs in most test cases. 
A value of 14 µm for a 0 confirms the random error modelling. The 
deviation of 4 micron from the theoretical value of 10 µm, which was 
stipulated in the random error model, is explained by the relatively 
small number of observations involved in the relative orientation. 
Out of the total number of 320 generated random errors, only 40 values 
are used in the relative orientation, which is less than the minimum 
of 60 values r~quired, according to Heister, Welsch (1972), for a 
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representative sample at a 99% probability level. 
Errors in model co-ordinates that is the difference between the 
model co-ordinates.obtained·in the·relative orientation adjustment 
and the true values of the synthetic test field are small random 
values, thus confirming the mathematical model of the adjustment. 
Cases 1 and 2 (SYNPD1N and SYNPD2N) 
The principal distance of the left camera is changed by +0,5 mm (case 
1) and +1 mm (case 2). Geometrically seen this means that the bundle 
. of projection rays defined by the plate co-ordinates and the principal 
distance of the left image is narrowed. 
Fig.8.6-1 Effect of error in principal distance on the projection ray 
bundle 
Coplanarity with the unmodified right bundle can no longer be achieved. 
The least square adjustment can only interpret this lack of coplanarity 
as inaccuracies in· observed plate co-ordinates of both images, as 
clearly indicated by values of 220 µm (case 1) and 440 µm (case 2) for 
o
0 
a posteriori in spite of error-free introduced plate co-ordinates. 
The value for ·o 0 is without doubt not representative in this case. An 
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the defo'rmation occurs if the error 'in the -principal distance is 
increased by small amounts. 
,. 
Case 3 (SYNDP,3N) 
Bot_h rPr~n'2lPf,l; dtstanc:_es :-ar:e 5~aflged cb~: th_~,.~ame ~moyn~. fr.q~ )00 mm to 
1oq~s 1 ,m.r:n,, t~uli';:.~imu~~~ing "one1camer~~~ :Rh.~~ogr:-a.ml'!l~~~Y· :.-.It can. easily 
"' 
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be verified for normal photography (Tab.Bn2-1 and Table 8-1) that an 
equal and like error in both principal distances causes a scale error 
in Z-axis direction, while X and Y values remain unaffected. Homo-
geneous scaling (cases 3A and 30) can, therefore, not serve to remove 
or reduce deformations if this error occurs. Homogeneous scaling 
from Z removes errors in this direction and introduces errors into the 
originally error-free X and Y co-ordinates. Scaling from X or Y, on 
the other hand, can have no effect as distances in these directions 
are error-free. Convergency correction, although it does not correctly 
model the deformation, has some improving influence as it is based on a 
Z distance. Errors in Z are distributed over all three axis directions 
reducing errors in Z considerably while introducing small errors in X 
and Y. 
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Fig.8.6-3 Model deformation resulting from an equal error in both 
principal distances 
It must be noted here that the equal distortion of both projection 
ray bundles guarantees perfect coplanarity for corresponding rays. 
-
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The standard deviation is, therefore, a true reflection of the 
accuracy of the observed plate co-ordinates. Inaccuracies in the 
principal distances are not, and shouldnot be, reflected in the 
value for a 0 a posteriori. 
Case 4 (SYNPD4N) 
Here the principal distances of the two cameras are changed by equal 
amounts of opposite sign. The effect is similar to that of case 2. 
The only conclusion which can be drawn here is that the difference in 
the errors in principal distances is more relevant than the quantity 
of the individual errors. 
Case 5 (SYNPP1N) 
The x~ value of the left camera's principal point is changed by 1 mm, 




Fig.8.6-4 Effects of error in principal point on the projection 
ray bundle 
Coplanarity is not affected in normal oriented photography as each 
ray is moved in its original coplanarity plane and, therefore, this 
error is neither reflected in a change of the orientation angles nor 
in the cr 0 value (Table 8-1). It has nevertheless a considerable 
. -
-· 
-·· : -· -·· ·- - - . .,,_ 
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Deformation caused by error in x0 value of one principal 
point 
It becomes obvious here that in "normal" photography errors in x-values 
of image co-ordinates do not contradict the coplanarity condition and , 
no corrections V- are allocated to x image co-ordinates in an adjust-
x 
ment if the only error present is an error in the x co-ordinate of 
the principal point. This is reflected in the fact that generally 
corrections to x image co-ordinates are considerably smaller than 
those for the corresponding y co-ordinate values. 
The IP Table for this case shows that the major part of the deformation 
can be removed by affine scaling. 
The error of 1 mm in a principal point co-ordinate, assumed here, is 
excessive and better accuracies can be expected for the principal 
point position even for non-metric cameras. The exaggerated error 
was, as in all other test cases, introduced to enhance the deformatioR 
for analysis purposes. 
1 · 
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Case 6 (SYNPP2N) 
_, 
The Yo value of the left principal point is changed by 1 mm. Although 
this error changes orientation angle.w" considerabiy with smaller equal 
and like changes in ~and K, model co-ordinates are much less affected 
than by an error in 
_, 
Xo• Especially the distance accuracy is superior 
to the previous case. Larger errors occur in Y model co-ordinates. 
Homogeneous scaling does not improve the model deformations, con-
vergency correction (see IP Table) provides some improvement, while 
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Deformation due to an error in the Yo value of the 
principal point 
Case 7 (SYNPP3N) 
Both principal point co-ordinates of the left image are modified by 
1 mm. Large distortions occur in both point position and distances, 
with the asymmetrical distortion being mainly due to the error in x~! 
The relatively small spread in the scale factors in each axis 
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direction indicates that once again affine scaling will improve dis-
tance accuracy. 
SYNPP3N 
-I~ / /' ~' I~ / 
"" 
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Fig.8.6-7 Deformations due to errors in both principal point co-
ordinates of one camera 
Case 8 (SYNPP4N) 
A one-camera situation is simulated by the controlled introduction of 
equal errors Df-1 mm in both principal point co-ordinates of both 
images. 
As in all other one-camera cases in normal camera orientation in-
correct values of~interior orientation parameters do not-cause dis-
tortions in orientation angles and cr 0 reflects true observation 
accuracy. 
Errors of equal sign and quantity in the principal point positions of 
both images result in distortions of the X and Y co-ordinates of the 
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Fig.8.6-8 Deformations caused by equal and like errors in both 
principal point positions 
Distances in the Z-direction are error-free, whereas X and Y distances 
show only small distortions, owing to a "shearing" effect in the 
deformation, in which points are shifted by similar quantities within 
axis parallel planes. In the test case nearly all distances have 
accuracies better than 1:5000 in spite of large shifts in point 
positions, with the only exception in distances 1-65 and 4-68 which 
are not parallel to the co-ordinate system axes. 
As distance errors are small scaling cannot be expected to have a sig-
nificant effect. 
Case 9 (SYNPP5N) 
Case 9 is in principle similar to case 4 where.errors of equal quantity 
but with opposite signs are applied to the principal distance, case 9 
assumes equal and unlike errors for the principal points of both 
simulated images. The result leads to the same conclusion, namely 
that differences between the errors in the left and right camera 
calibration are more relevant than the actual amount of the errors. 
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Case 10 (SYNPDPPN) 
By applying errors of opposite sign to principal distances and prin-
cipal point positions of the two images of a stereo pair, a realistic 
two-camera case is simulated, except for the lack of random errors in 
plate co-ordinates. (The fact that the errors are of equal quantity 
is coincidental.) This simulation results in an equal and like error 
in cp, a large error in w" and a non-zero value for a 0 in spite of 
error-free observations. 
Lar_ge. distortions occur in. model en-ordinates X and. Y and especially 
in Z co-ordinates with even larger errors in distances, indicating 
that the two-camera photogrammetry is an inferior method of photogram-
metric data acquisition. 
An interesting variation of this simulation is created by interchanging 
the errors in the left and right principal point and principal distance 
(SYNPDPPNR). In practice this situation would occur if the left and 
right camera are interchanged after a first stereo pair is taken and 
a second set of photographs is obtained with the now interchanged 
cameras. Inspection of the results of this test case shows that a 
configuration not identical but similar to one-camera photography is 
achieved by repeated photography with interchanged camerasc 
Very good accuracies of axis oriented distances are obtained from the 
co~ordinate means of the two relative orientation results as shown in 
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Fig.8.6-9 General two-camera case with different errors in principal 
point and distance of both cameras. Top: original camera 
set-up. Bottom: interchanged cameras.· 
~·· ------- -----------------
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Original Cameras Set-up Interchanged Cameras Mean Value 
SYNPDPPN SYNPDPPNR 
Sample distance in X-direction 
- 66,9 mm 64 '7 mm - 1,.1 mm 
- 62,3 60,7 - O,B 
- 56,5 55,3 - 0,6 
- 54, 1 53,2 - 0,4 
- 36,7 36,7 0 
- 33,2 33,2 0 
Sample distance in Y-direction 
- 37,4 mm 36,9 mm - 0,2 mm 
- 42,6 41,7 - 0,4 
- 46,5 45' 1 - 0,7 
- 34,6 34,3 - 0,2 
- 37,6 37,0 - 0,3 
- 40,7 39,B . - 0,4 
- 25,4 25,4 0 
- 24,4 24,5 0 
- 23,5 23,6 0 
Sample distance in Z-direction 
- 56,9 mm 55,7 mm - 0,6 mm 
- 78,5 75,8 - 1,4 
- 91,5 87,3 - 2,1 
- 56,9 55,6 - 0,6 
- 79,0 76,3 - 1,4 
- 92,2 87,9 - 2, 1 
- 57,3 55,8 - 0,7 
- 78,6 76,0 - 1,3 
- 91,5 87,6 - 2,0 
Tab.8.6-1 Differences between true distances and distances evaluated 
from model co-ordinates (see separate Appendix IP Tables 2) 
The concept of interchanging cameras to create a near one-camera case 
can only be applied to photography of moving objects inf the object 
·maintains a similar position in object space (and thus on the image 
planes) for two consecutive stereo pairso For the photography of 
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fixed objects, however, camera interchange is of no advantage, as here 
the more favourable one-camera photography can be achieved by simply 
moving one camera from one camera station to the other one. 
Case 11 (SYNPDPPN0) 
Case 11 represents a one-camera situation with equal and like errors 
in principal distance and principal point of both images. 
The principal distance is changed by 0,5 mm and the principal point 
is shifted by 1 mm in both axis directions. Here the point positions 
are more accurate in Z-than in X-and Y-directions, due to the 
relatively large error in the principal point which, as shown pre-
.viously, distorts X and Y co-ordinates. 
SYNPDPPNO 
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Fig 8.6-10 Stereogram showing deformations caused by equal and like 
errors in both principal distances and principal points 
Deformation diagrams and IP Tables show in X and Y direction the 
typical shearing effect encountered before, in which distances remain 
relatively undistorted in spite of large errors in point positions, 
Z dist~hces are less accurate. Once again it is confirmed that good 
accuracies can be achieved for distances in axis directions in the 
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presence of large deformations of model co-ordinates. 
As in previous cases, some improvement is achieved by convergency 
correction while considerably higher distance accuracies are gained 
from affine scaling, with distance errors smaller and 1 mm. 
Case 12 (SYNPDPPN1) 
While errors in case 11 are exaggerated to enhance deformations and 
simplify analysis, case 12 assumes more realistic values in an other-
wise identical simulation. The deviations from the true parameters 
of interior orientation are 0,2 mm for the principal distance and 
0,5 mm for the principal point, values which can be achieved for non-
metric cameras while they are still somewhat pessimistic for metric 
cameras. .Comparison of case 11 and case 12 shows a virtually linear 
behaviour of individual deformations within the small range of errors 
which can be expected to occur in interior orientation parameters. 
As a general estimate, allowing for the fact that no ramdom errors in 
the plate co-ordinates are assumed in the test cases, one can state 
·that position accuracies of 1:500 to 1:1000 and distance accuracies 
of approximately 1:1000 to 1:2000 in axis direction can be expected 
from "one-camera" close-range photogrammetry with non-metric cameras 
and relative orientation adjustment followed by affine scaling. For· 
metric cameras the corresponding accuracy estimates are 1:1000 to 
1:2000 for position and 1:2000 to 1:4000 for distances is axis direc-
tion. 
Similar accuracies can be expected from homogeneous scaling from X 
with subsequent convergency correction. 
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GENERAL CONVERGENT PHOTOGRAPHY 
General convergent photography for test cases 21 to 29 was simulated 
in.clo.se approximation to some real.photography carried out in the 
laboratory test field. 
The synthetic stereo pair was based on the parameters: 
It I = 10 f' = f" = 100 mm 
Cj> I = 20° (positive to the left) b = 3.310 m 
It II = oo 
cp" = 14° 
w' = oo 
Results .of convergent photography tests listed in Table 8-1 reveal 
clearly that errors in the elements of interior orientation cause 
much larger deformations in convergent photography than in normal 
photography. The accuracy, especially in distances, deteriorates 
by a factor 5 to 20 in the simulated cases. 
In normal oriented photography deformation patterns tend to be com-
paratively regular within planes parallel to the axes. Such 
regular or near regular deformations can be effectively reduced by 
affine scaling or similar measures. 
In general convergent photography co-ordinate system and camera axis 
are no longer parallel and deformations lose their regular pattern, 
thus making deformation correction more difficult. 
While in cases of normal photography none of the errors introduced 
into the simulations results in an equal and unlike error in cp 
such an.error, although comparatively small~ can be isolated in most 
convergent photography simulations as the following table shows (see 
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8.3 and Tab.8.1 for the meanings of the file names). 
Case Cfl I qi" Equal and Equal and like parts unlike parts 
SYNPD 1 -23 -18 -20,5+ -20,5 -2,5 +2,5 
SYNPD 2 -47 -35 -41 -41 -6 +6 
SYNPD 3 - 4 5 0,5 D,5 -4,5 +4,5 
SYNPD 4 -42 -41 -41,5 -41,5 -0,5 +0,5 
SYN PP 1 -17 -13 -15 -15 -2 +2 
SYNPP 2 6 6 6 6 0 0 
SYNPP 3 -11 - 7 - 9 - 9 -2 +2 
SYNPP 4 -26 -24 -25 -25 -1 +1 
SYNPP 5 6 11 8,5 8,5 -2,5 +2,5 
Tab.8.6-2 Errors in orientation angles cp for the general 
convergent case (All units are minutes of arc) 
Because of the presence of equal and unlike errors in cp , that is 
convergency errors, in cases of general convergent photography, it can 
be expected that the convergency correction control method is more 
successful here than in the normal photography cases. The results 
listed in Table 8-1 show that the convergency method does indeed re-
duce model deformations in all convergent photography cases without, 
however, removing totally the equal and unlike errors in qi. This can 
be explained by the fact that the error in the control distance is 
caused by a combination of errors in orientation angles, image co-
ordinates and errors in elements of interior orientation, whereas the 
convergency correction model assumes that the error is .caused ex-
elusively by errors in the orientation angles and image co-ordinates. 
One-camera photography (case 28) in general convergent camera orien-
tation does not maintain projection ray coplanarity as it does in the 
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"normal 11 case; subsequently standard deviations of plate co-ordinates 
0 0 will always be too large when convergent photography is used. 
In addition to the above observations, little can be learned from the 
convergent case study which has not already been discussed for the 
normal photography tests. 
A detailed point to point discussion does not therefore seem justified 
here. 
EFFECT OF ERRORS IN ORIENTATION ANGLES ON MODEL CO-ORDINATES 
In all previously discussed test cases, deformations are caused by 
the combined effects of errors in interior orientation elements and a 
change in the orientation angles resulting from such errorso It is, 
however, possible that observation errors in plate co-ordinates cause 
errors in orientation angles in the absence of any significant errors 
in the interior orientation elements (case 0). The controlled intro-
duction of errors in x' , cp', x 11 , cp" and w11 in cases 13 to 19 for normal 
photography and cases 30 to 36 for general convergent photography shows 
the effect of such changes in orientation angles. (The inspection of 
the deformation diagrams serves best to analyse error effects in these 
situ at ions.) 
Normal Photography 
Case 13 (SYNKAPPA1N) 
An error of 0,1° is introduced into the rotation x' about the optical 
axis of the left camera. Deformations resulting from this error 
reach their maximum in the Z co-ordinate direction. If we inspect 
the deformations in terms of the three axis parallel planes of the co-
ordinate system (Fig.8.6-11) it emerges that the model space is tilted 
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about two axes. Deformations in the third plane (X/Y) are less 
regular and a continuously varying scale factor in this plane becomes 
obvious. This results in a lower accuracy in distances in this 
plane as compared to the two other major directions despite the fact 
that the lowest accuracies occur in the Z-direction. 
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Fig.B.6-12 Stereogram showing model deformations caused by an error 
in the K rotation of the left camera (K' = + 0, 1°) 
Case 14 (SYNKAPPA2N) 
Rotation angles x of both cameras are changed by the same amount 
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(0,1°) in the same direction (equal and like error in x). 
Here the model is tilted about three orthogonal axes parallel to the 
co-ordinate system (shearing ef fe.ct) • Compprison with the previous 
case shows therefore a considerable reduction in distance errors in 
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Fig.8.6-13 Model deformations caused by equal and like errors in x 
Case 15 (SYNPHI1N) 
The left ~ value is changed by 0,1°. An error in~· results in 
shifts in all co-ordinates; these deformations are larger than 
those caused by an error of the same quantity in x' • Z co-
ordinates once again suffer the largest deformations. The general 
effect of an error in~· is that of affine scaling of the model. 




1"'- ~ / ...r ...... ' / -
-
' ·~ ' 
I/ '- -....... ./ I/ "- x 
- z -Z 
Fig.8.6-14 Stereogram showing model deformation caused by an error 
in the ·~ rotation of the left camera 
Case 16 (SYNPHI2N) 
Here the rotations of the left camera are assumed to be error-free 
while a ~" error is present in the right camera. The ~" error is 
introduced in the same direction and with the same quantity as the 
~· error in the previous case. In case 15 the two projection ray 
bundles, which form the model, are brought closer together by the 
assumed error whereas the bundles in case 16 are separated. The 
deformations in both simulations are therefore similar, resolting 
in a reduction of the model size in one case and in an enlargement 
in the other case. 
this error. 
Case 17 (SYNPHI3N) 
Affine scaling once again reduces the effect of 
In case 17 an equal and like error in ~ is introduced. The model 
suffers a rotation about two axes parallel to the co-ordinate system 
and a scale factor varying from left to right deforms the model in 
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the X/Y plane. 
SYNP13N 
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Fig.8.6-141 Model deformations caused by ~qual and like errors in~ 
As in the previous cases there are secondary distoritions present in 
addition to the above shown major deformations and close inspection 
of IP Table 2 for this case shows that affine scaling only improves 
the distance accuracy in the X-direction appreciably. 
Case 18 (SYNPHI4N) 
An equal and unlike error in ~ is simulated. 
Model deformations are considerable as both bundles of rays are 
either tilted inwards or they are separated, thus reducing or en-
larging the model space. Differential scale changes in all direc-
tions complicate the deformation. The major deformation can never-
theless be identified as affine scaling with the largest scale 







Fig.8.6-15 Stereogram showing model deformation caused by equal and 
unlike errors in ~ (convergency error) 
Case 19 (SYNOMEGAN) 
An error in rotation angle w of the right camera does not affect the 
X co-ordinates at all,_while X/Z and X/Y planes are tilted. 
y 
~ 
Fig.8.6...:16 Model deformations caused by an error in w" 
Distance errors are small in all directions with the largest error 
occurring in the Z-direction. Position errors are of similar 
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Fig.8.6-17 Stereogram showing model deformations caused by an error 
in w" 
GENERAL CONVERGENT PHOTOGRAPHY (cases 30-36) 
The corresponding test cases for general convergent photography showed 
no significant differences from the normal photography and no 
additional conclusions can be drawn. 
Results for general convergent photography are recorded in the same 
manner as the normal photography tests in IP Tables and deformation 
diagrams. 
8.7 AFFINE SCALES IN MODEL DEFORMATION 
Tab.8,7-1 shows the average scales of the deformations suffered in 
the X-, Y- and Z-direction for some cases of normal and convergent 




in scales in mm/m 
Case X scale Y scale Z scale X-Y X-Z Y-Z 
3 1 1 0,99502 0 5 5 
8 1 1 0,99990 0 0 0 
10 0,98641 0,98475 0,97029 1 '7 16' 1 14,6 
11 1 1 0,99493 0 5' 1 5,1 
23 1,00766 1,00895 1,01226 1 '3 4,6 3,3 
28 1,00050 1'00075 1,00173 0,3 1 '2 1 
Tab.8.7-1 Affine scales of the model deformation in X-, Y- and 
Z-directions 
It is obvious that X and"Y scales are similar whilst Z scales show a 
marked difference implying that a combined scale for X and Y can be 
accepted in circumstances where it is difficult to establish 
control distances. 
A horizontal distance in X-direction will generally be easier to 
measure than a vertical (Y) distance. 
Scales in axis direction, although similar, do show differences in 
different parts of the model space (IP Table 2) and it is advisable 
to select control close to.the object to be surveyed. 
8.8 REAL PHOTOGRAPHY TESTS 
The test sequence was concluded with a number of relative orientation 
calculations based on real photography of the test field. The photo-
graphy was executed with a metric UMK 10/1318 camera and with a non-
metric NIKONOS underwater camera (Tab.8-3). 
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The cameras were in general convergent orientation with 
The co-ordinates obtained from the relative orientations were trans-
formed into a best fit with the co-ordinates determined by space 
intersection. (The geodetic point fixes have an accuracy of 0,2 to 
0, 6 mm.) The differences between the two systems are, in an 
approximation, interpreted as deformations, although they are in fact 
a combination of deformations and errors in the geodetic position, 
fixes. 
An inspection of the deformation pattern confirmed the tendency 
noted in the simulations a~ characteristic for close-range photo-
grammetry that Z model co-ordinates are generally the least 
accurate of the co-ordinates (cases 40, 41, 42, 43, 45 and 46). 
Comparison of cases 40 and 41, where 10 and 30 points respectively 
were used for the relative orientation adjustment, confirmed that no 
significant accuracy improvement can be achieved by using more than 
say· 10 to 15 points for the adjustment (Chapter 7.6). 
In case 42 all points used for the relative orientation are positioned 
in one horizontal plane parallel to the base line. This coplanarity 
of all points has no ill-effect on the results. 
A consistent pattern eme~ged for the effect of the introduction of 
control distances in the relative orientation. 
Homogeneous scaling based on one distance in the X-direction (cases 
40A, 41A and 42A) reduced the model deformation in ,all tested cases. 
Convergency corrections based on a distance in the Z-direction 
similarly improved the model accuracy in all cases (compare 40-40C, 
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41-41C, 42 second case -42C, 43A-43B, 44A-44B, 45A-45B and 46A-46B). 
When the distance for the convergency correction was located at the 
side of -the-model space (case 40BB) as opposed to the centre of the 
field (case 408) the accuracy deteriorated. This does not agree 
with Adams' (1978) observation that the control distance position in 
-the field is irrelevant. A single test case can obviously not serve 
to refute Adams' submission; however, case 40BB can serve to confirm 
that some reduction of the model control is achieved by convergency 
correction wherever· i·n the object space the control distance is 
located. As a general rule one should try to place a control distance 
as close to the object as possible. In all cases when affine scaling 
.was appl·ied tc:i control the model , .• a common- scale factor for X/Y was .. ., 
derived from a distance in the X-direction, in addition to the scale 
factor derived from a Z distance. Affine scaling reduced deforma-
tions in all cases with Bspecially· good results for the non-metric 
cameras (cases 4DE, 53E, 44E and 46E). 
The elements of interior orientation for the non-metric NIKONOS camera 
used in cases 43 to 46 had been determined previously by means of 
projective transformation (Welham 1982). These values were accepted 
for this study. (Test cases which rely on the projective trans-
formation method of camera calibration are identified in Table 8-3 by 
the remarks "P.D. calibrated" and "P.P. calibrated".) As an alter-
native to this technique of calibration, the elements were also deter-
mined by a simple approximation. Here the principal point position 
was derived from the edges of the image as described in Chapter 3.6 
(equation 3.6.13);. the principal distance was evaluated by relating 
a vertical distance in the test field d to the corresponding distance 





Where D is the distance between the camera and distance ti in the 
field. (Where this approximation technique is used the remarks 
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"P.D. Approx." and "P.P. derived from frame" appear in Table 8-3.) 
When comparing the accuracies of model co-ordinates obtained from 
the relative orientation based on metric and non-metric photography, 
the non-metric photography proved considerably less accurate. Ac-
curacies obtained with metric cameras were between two to four times 
better than those of non-metric cameras. Whilst this had to be 
expected, it was surprising to find that the approximated values for 
interior orientation elements led to better results than the values 
determined by projective transformation. (It is not within the scope 
of this study to investigate the projective transformation technique, 
but the comparatively poor accuracy of case 46A, which reli~s on a 
projective transformation calibration, cannot pass unnoticed. It 
would appear that the interior orientation elements as obtained from 
projective transformation are "calculation values" rather than the 
physical elements of interior orientation as required for the relative 
orientation.) 
In all cases of non-metric photography the model was first scaled by 
applying an homogeneous scale factor derived from an X distance. 
This proved necessary as the cameras were not calibrated in the same 
way as the UMK10/1318 cameras, where the external pupil position was 
known owing to the calibration technique (Chapter 7.1). Without 
knowledge of the external pupil position no reliable measurement of 
the base length can be made and a model scale can only be obtained by 
scaling from a field distance. 
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When a second control distance in the Z-direction was introduced for 
convergency correction (cases 438, 448, 458 and 468) and affine scaling 
(43E, 44E and 46E) a significant improvement of the model accuracy 
could be recorded with an improvement factor of two to four. Affine 
scaling in all cases resulted in slightly higher accuracies than the 
convergency correction. 
Finally, the relative orientation with one or two control distances 
was compared with the projective transformatio~ 1 )bssed on 10 control 
points.·· Case 4 7-1 ·and· case 41-2 give the average displacement vectors 
and root mean square errors for the projective transformation evaluated 
with the same data as used for the relative orientation in cases 40 and 
43. ·• .. In both ·cases the discrepancies between geodetic and photogram-
metric point fixes show that the projective transformation fits the 
geodetic co-ordinates better (by a factor of two) than the relative 
orientation with limited control. 
If we treat· the average discrepancies between geodetic and photogram-
metric point position fixes as a measure of accuracy, we can establish 
average accuracies for the X, Y and Z co-ordinates over the range of 
the test field. We can also express these accuracies in terms of 
Schwidefsky's (1970) measure of accuracy by relating the errors to a 
mean point distance from the base (this is about 5 m for the test 
field). 
Accuracies are then: 
( 1 ~omputer programs for the projective transformation were provided by 
Professor L.P. Adams and·~. Welham. 
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METRIC CAMERA NON-METRIC CAMERA 
Relative X/Y z X/Y z orientations 
mm 1 : mm 1 : mm 1: mm 1: 
\'Ii thout control 2,2 2200 2,5 2000 - - - -distance 
With homogeneous 0,3 17000 0,6 8500 3 1700 5 1000 scaling from X 
With homogeneous 
scaling from X and 
subsequent conver- o, 2 . 25000 0,6 8500 2,5 2000 2 2500 
gency correction 
With convergency 0,8 6200 0,6 8500 - - - -correction -
With affine scaling 0,2 25000 0,6 8500 1,2 4200 1,8 2800 
These accuracy measures - especially those for the non-metric 
cameras are better than those predicted on the basis of the simu-
lations. This must be attributed to the quality of the targets and 
to the fact that the elements of interior orientation were probably 
determined with a higher accuracy than estimated in the simulations. 
Further tests with real photography in two other test fields resulted 
in slightly less accurate results. Some improvement is achieved 
with all of the above listed control methods. Affine scaling and 
homogeneous scaling with subsequent convergency correction result 
in higher accuracies than the other two methods. Convergency car-
rection shows the least improvement. 
Combining accuracies of all tests with the predictions derived from 
the simulations, the writer estimates that the following average 
accuracies can be achieved for distances of up to about 40 metres. 
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HIGH QUALITY 
METRIC CAMERA NON-METRIC 
CAMERA 
Relative orientations X/Y z X/Y z 
1 : 1 : 1 : 1 : 
Without control distances 2500 2000 
With homogeneous scaling from x 3000 3000 1000 500 
With homogeneous sclaing from x 
and subsequent convergency 3000 4000 1000 1000 
correction 
With convergency correction 3000 3000 1400 1500 
With affine scaling 4000 4000 2000 2000 
Accuracy estimates for model co-ordinates . .(the estimates are valid 
for convergent one-camera photography; small improvements of 
accuracies can be expected if normal one-camera photography is used 
whilst accuracy losses must be expected if two cameras are employed). 
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8.9 SUMMARY OF CONCLUSIONS DERIVED FROM THE ANALYSIS OF MODEL DEFORMA-
TIONS 
The following conclusions and recommendations for the application· of 
close-range photogrammetry can be derived from the analysis of model 
deformations: 
i) Errors in Z model co-ordinates 
In close-range photogrammetry model co-ordinate errors in the Z axis 
direction are generally larger than those in the X- and Y- direc-
tions. 
Adams (1978) and Granshaw (1979), among others, have come to the same 
conclusion for analogue and analytical close-range orientation res-
pectively. 
ii) Affine scale errors and shearing effect 
Model deformations in close-range photogrammetry, although irregular 
and complex in detail, have an overall tendency to occur in the form 
of affine model scales and "shearing" effects. 
The affine scale deformation maintains the orientation of planes 
parallel to the co-ordinate axes, whilst distances between·these 
planes are reduced or enlarged. The scales generally differ in the 
three axes directions with small, often negligible, differences be-
tween the X and Y scales and larger. differences between X/Y and Z 
scales. Affine deformations are caused mainly by errors in the 
elements of interior orientation. 
In the "shearing11 ·or "tilt" deformation planes parallel to the co-
ordinate system tilt without losing their parallelity. Subsequently 
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distances parallel to the co-ordinate system are undisturbed by this 
form of deformation while distances in other than axis parallel 
orientations suffer deformations. 
iii) Distances parallel to co-ordinate axes 
Because of the shearing effect, distances parallel to the co-ordinate 
system are generally more accurate than those in any other orienta-
tion. 
Cameras should be positioned in such a way that important object dis-
tances are parallel to the model co-ordinate system. 
iv) Convergency error 
The original hypothesis, which resulted in the introduction of an 
analytical convergency correction as a model control method in the 
relative orientation, postulated that in close-range photogrammetry 
the major contribution to the large Z errors originates in a sig-
nificant equal and unlike error in ' (Adams 1978; Granshaw 1979). 
This hypothesis cannot be upheld for the following reasons: 
1. Large errors in the Z co-ordinates do not result mainly from a 
convergency errpr but ~re to the same or to an even larg~r ex-
tent caused by errors in principal distance and principal point 
position. (This would appear to be contrary to Granshaw's 
(1979) conclusions.) 
2. Convergency errors caused by incorrect elements of interior 
orientation occur only in cases of two-camera photography and 
in cases of convergent photography. These cQnvergency errors 
are generally small and play a minor role in the overall 
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deformations caused by errors in interior orientation. If the 
photography is obtained in nonmal orientated one-camera photo-
graphy then incorrect interior orientation elements leave the 
orientation angles undisturbed and subsequently no convergency 
error caused by errors in elements of interior orientation 
occurs in this case. 
3. Convergency errors are also caused by errors in image co-
( 1) 
ordinates as all orientation angles, including qi' and qi", are 
affected by incorrect values of the image co-ordinates but 
again the equal and unlike part of the qi error is not dominant 
among the contributions towards model deformations. Image 
p6int errors affect orientation angles randomly and no system~ 
atic pattern emerges. 
One can therefore state that a convergency error, although always 
present (there will always be small differences between the 
errors in qi' and qi"), is not the major cause for model deforma-
tions in analytical close-range relative orientation. 
In spite of the above the conyergency correction introd9ced in 
this study is an effective means of reducing model deformation 
in the Z-direction. This must be attributed to the character 
of the Z deformation which is that of an affine scale error. 
A convergency correction has an effect similar to that of scaling 
the model in z( 1) and can therefore be expected to reduce affine 
The convergency error, although its effect is similar to that of 
a scale error in the Z~direction, is not identical to such a 
scale error as can easily be confirmed from:the expression for 
the effect of the convergency error on-the Z GO-ordinate in normal 
orientated one-camera photography. By combi~ing equations 1.18.~ 
- ' a'nd -1.18 .4 in Appendix I -and by the-n -r-eplacing im--age -co-ordinates 
by model co-ordinates we obtain: 
1 dz= b (2 z2 + 2 x2 - 2 x b + b2 ) d qi 
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provide an efficient model control method when only a few measured 
distances are available to reduce model deformations. This is con-
firmed by the test sequence in which improved model accuracies were 
obtained when either of these two methods were applied. No general 
prediction can be made as to the quantity of the factor by which 
the accuracy can be improved, as model deformations are a function 
I 
of errors in image co-ordinates, elements of interior orientation 
and base length and the quantities of these errors obviously cannot 
be predicted. (In the cases of real photography investigation 
average model accuracy was improved by factors varying from 2 to 5.) 
The choice of the best method for a specific situation is easy if 
normal orientated one-camera photography is used. Here convergency 
errors are only caused by errors in image co-ordinates and make only 
a marginal contribution towards model deformations, even if large 
errors in principal distance, principal point and base are present. 
Affine scaling is the method to be employed here. 
In all other cases, that is in all convergent and two-camera cases, 
the choice is more difficult. Here, convergency errors can occur 
and homogeneous scaling with subsequent convergency correction might 
be called for. However, such good results were obtained by means 
of affine scaling in all test cases and in numerous additional tests 
not reported in the study, that one can state that affine scaling 
will generally improve accuracies as efficiently as convergency car-
rections. Convergency correction is considerably more elaborate in 
its mathematical formulation and should only be~employed when large 
errors in the interior orientation elements are suspected in two-
camera and convergent cases. 
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vii) Relative and absolute point accuracies 
The model control methods described above only improve the model 
shape and not the relative position ·of the object· with respect to 
the camera stations. Large block shifts (Table 8-5) must therefore 
be expected. Model points accuracies quoted in Chapter 8.8 refer 
only to·relative and not to absolute point positions. 
viii) Deform9tion tables and diagrams 
The deformation tables and diagrams given in the separate Appendix 
can serve to determine the accuracies to which cameras must be 
calibrated to achieve specified model co-ordinate accuracies. 
They also locate areas of minimum model deformation within the model 
space. 
ix) Absolute orientation with affine scaling 
If a control point network can be established and an absolute orien-
tation ·can be executed, then this absolute orientation model should 
include affine scales rather than an homogeneous scale owing to the 
affine character of the deformation. 
Cbnventi6nal absolute orientation {translation, rotation, scale) 
mainly improves the overall position of the object in space; it 
allows for complex model deformation only in the form of average 
uniform or affine scales. In situations where only object dimen-
sions and shape are required the absolute orientation is only 
superior to the two recommended control methods when more distances 
are involved in the evaluation of the average scale factors for the 
absolute orientation than for the simple control methods. 
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The convergency correction method should be superior to absolute 
orientation if large convergency errors are present. 
x) Incorrect variance cr 2 
~~~~~~~~~~'~ 
Errors in the elements of interior orientation prevent corresponding 
projection rays of image points from intersecting in space in all 
cases other than normal orientated one-camera photography and con-
vergent one-camera photography where x' = x" = w" = o and cp' = -cp". 
ln all cases of general convergent photography and in all cases of 
two-camera photography projection rays cannot intersect in space 
even if the image co-ordinates were error-free because of the 
presence of errors in the elements of interior orientation. (It 
must be assumed that these errors are always present.) 
In a least squares adjustment, such discrepancies will be interpreted 
as additional errors in image co-ordinates and false corrections (v) 
must therefore be expected in the abovementioned cases, in which 
coplanarity cannot be achieved. Subsequently the numerical value 
for the estimator of the variance factor a~ will be incorrect, 
resulting in a scale error in the error analysis. Error estimates 
will generally be too large. The fact that cr~ is likely to be in-
correct must be borne in mind when applying a x2 test to the cr 0 a 
posteriori value. 
xi) One- versus two-camera photography 
Deformations caused by errors in elements of interior orientation 
are smaller __ in all cases of one-camera- photography as opposed to two.,. 
camera photography. Deformations are also more regular and 
symmetrical if only one camera is used and simple model control 
methods are subsequently more effective. One-camera photo~raphy 
should therefore be used wherever possible. (See also x). 
xii) Repeated photography with interchanged cameras 
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A situation approximating one-camera photography can be created in 
some cases where two cameras are required for the simultaneous 
photography of moving objects. If the photography is repeated 
with interchanged cameras then the deformation pattern is reversed 
and distances which are too long in the relative orientation based 
on the first stereo pair are, by a similar amount, too short in the 
second relative orientation, and vice versa. Average distances 
derived from two stereo pairs with interchanged cameras are of an 
accuracy similar to that achieved in one-camera photography. This 
method can only be employed if the object remains in approximately 
the same position for both pairs of photographs and if the camera 
orientations are not changed significantly. 
xiii) Normal versus convergent photography 
Normal orientated p~otography is preferable to convergent photography 
from the same base. Model co-ordinate errors resulting from errors 
in the elements of interior orientation are larger in the convergent 
case. If the photography is taken in general convergent orientation 
then model deformations are irregular and simple model control is 
inefficient. 
Cameras should therefore be placed in normal orientation unless the 
application of general convergent photography makes a considerable 
235 
enlargement of the base length possible. (The base length must be at 
least doubled to obtain accuracies similar to those of normal orien-
tated photography.) 
xiv) Normal .orientated one-camera photography 
From xii) and xiii) it follows that normal orientated one-camera 
photography should be employed whenever possible. 
xv) Economical point numbers for relative orientation adjustment 
The relative orientation parameters do not change significantly if 
. mor.e .than 10 to 15 points are used to establish relative orientation. _ 
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9. OVERALL SUMMARY AND CONCLUSIONS( 1) 
At the outset of this study it was assumed that a significant reduc-, 
tion in object point accuracies must be expected in.circumstances 
when no three-dimensional control network had been established and 
where, subsequently, no absolute orientation could be executed. In 
the course of the investigation it was established that the avail-
ability of only a limited number of control points does not neces-
sarily represent a critical limitation in the photogrammetric deter-
.mination of object dimensions. 
In most cases of close-range photogrammetry object dimensions and 
object shape rather than the absolute position of the object in a 
co-ordinate system are required. In these cases accuracies better 
than 1/1000th (standard deviation at point position/distance from 
the camera) can be obtained with simple model control methods for 
photography. with metric and high quality non-metric cameras. 
Schwiedefsky (1970) classifies photogrammetric results of this 
accuracy as precision photogrammetry. 
A large part of the model deformations which are caused by errors in 
the elements of interior orientation, in image co-ordinates and in 
the base length can be removed by affine scaling of the model in all 
cases of close-range photogrammetry. In situations where two 
cameras are positioned in a general convergent orientation, con-
vergency correction subsequent to homogeneous scaling of the model 
can be employed as an alternative to affine scaling. 
In both methods a number of distances between well defined natural 
(1) This summary must be read in conjunction with the summary of the 
deformation analysis in Chapter 8.9. 
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feature points or between especially marked control points, located 
close to the object to be surveyed, must be measured either before 
or after the execution of photography. The distances should be near 
parallel to the model co-ordinate axes. At least one distance in 
the X-direction and one distance in the Z-direction must be measured. 
When the photographic images are observed in a comparator to obtain 
plate co-ordinates for the relative orientation adjustment, those 
image points which represent the end points of the measured control 
dist·ances must ·be incorporated into the observations .• 
If affine scaling is used as a control method, a conventional rela-
tive orientation is carried out and model distances are evaluated 
for the control distances. Comparison of the control distances 
with the model distances yields two scale factors for X/Y and Z or 
three scale factors for X, Y and Z co-ordinates. If more than one 
distance is measured in a direction, an average scale factor is 
determined from the simple mean. 
If a convergency correction is applied, a relative orientation ad-
justment is carried out and an homogeneous scale factor is derived 
by comparing measured control distances with their corresponding 
model distances. This scale factor is applied to the base length 
and the relative orientation adjustment is repeated with an 
additional constraint equation for one or more distances in the Z-
direction (Chapter 7.10 and Appendix II). This constraint forces 
the relative orientation angles to assume quantities resulting in 
model co-ordinates which correspond to the measured length of the 
control distances. In this approach the sum of the squares of the 
corrections to observed plate co-ordinates is minimised as in the 
conventional relative orientation adjustment. 
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The convergency error does not represent a major source of model 
errors in all cases of close-range photogrammetry as was originally 
assumed. It is therefore recommended to apply a convergency 
correction only in situations where significant convergency errors 
are suspected; such a case occurs for example if non-metric cameras 
with unstable interior orientation elements are used in general con-
vergent two-camera photography. 
If the convergency correction adjustment is carried out in computers 
·wit~ limited memory space a memory S?Ving technique is required. 
Such a technique is derived in Appendix III. 
A further objective of this ~tudy was an investigation of model 
deformations in close-t~nge photogrammetry. The result~ of this 
analysis of model deformations is summarised in Chapter 8 and, as a 
consequence of the analysis, recommendations for the practical appli-
cation of close-range photogrammetry are made (8.9). 
A set of deformation tables and diagrams is provided in a separate 
Appendix to this thesis. There the effects of errors in interior 
orientation on the model co-ordinates as derived from a relative 
orientation adjustment are shown for cases of normal one- and two-
camera photography and for cases of general convergent one- and two-
camera photography. These tables and diagrams have mainly theore-
tical relevance. 
In the course of the study a precise method for the geodetic deter-
mination of fhree-dimensional point positions in a photogrammetric 
test field was employed (Chapters 3.5 and 5) and sub-millimetre 
accuracies were achieved. 
In Chapter 7.1 a method combining perspective projection with 
239 
theodolite observations of exterior and interior pupil of the lens 
system was employed to calibrate the cameras used for the test 
photography. The method resulted in values for interior orientation 
elements which differ by less than 50 µm from the calibration values 
supplied by the manufacturer. The technique of observing the exter-
nal pupil of a lens system (Hallert 1969) was combined with the 
three-dimensional space intersection and extended to other lens para-
meters (Chapter 7.1). 
--·It was shown that.:.th-e .position in. space of camera pa:Rameter&_such as 
exterior and interior pupil for different focal settings, lens sur-
faces, fiducial marks and the vertical instrument axis, can be deter-
u mined with accuracies of a few tenths of a millimetre. 
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DESCRIPTION OF TABLES 8-1 to 8-4 
Information about the nature of each tested case is contained in the 














simulated photography based on synthetic photography 
real photography with metric UMK cameras 
real photography with non-metric NIKONOS cameras 
photography with cameras in normal orientation as 
opposed to convergent photography 
controlled introduction of an error in the principal 
distance 
controlled introduction c:if an error in one or both 
principal point co-ordinates 
the model is controlled by homogeneous scaling from 
the model is controlled by homogeneous scaling from 
the model is controlled by affine scaling 
the model is controlled by convergency correction 
orientation angles x', cp I ' K II' cp" and w" are changed 
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10. THE PHOTOGRAMMETRIC MEASUREMENT OF SHOULDER HEIGHTS OF AFRICAN ELE-
PHANTS IN THEIR NATURAL HABITAT 
10.1 THE SIGNIFICANCE OF SHOULDER HEIGHT MEASUREMENTS IN RESEARCH ON AFRI-
CAN ELEPHANT (LOXODONTA AFRICANA) 
... ~-Elephant -_populations. are an important factor in the wildlife manage-
ment of many African national parks and game reserveso The age 
structure of populations of African elephants is a valuable parameter 
- -for environmental -impact stuGlies aml .for research activities necessary 
to guarantee the survival of this species in its natural habitat. 
Attempts were made to find correlations between various body dimensions 
of elephants anci their age (Han-ks 1972) • ", Among these the shoulder 
height proved to be strongly correlated to the age of the animal 
(Hanks 1972, Craze 1972, Laws et al 1970). Elephant shoulder height/ 
·· age curves were developed by Laws et al (1970) based on mathematical 
concepts derived by Bertalanffy in 1934 and 1938 (Fig. 10-9). 
Shoulder height measurements can also serve to compare growth rates of 
animals in different environments and for the estimation of body mass 
(Laws 1966, Hanks 1972, Krumrey and Buss 1968). Body measurements 
are normally obtained from recumbent dead or immobilised elephants. 
Low-accuracy aerial-photogrammetric techniques were employed by Craze 
(1972), Glover (1963) and Laws (1969) and close-range photogrammetry 
was used by Douglas-Hamilton (1972). Non-metric 35 mm cameras were 
~sed in all cases. Douglas-Hamilton attached a beam-splitter to the 
camera to obtain stereo photography whilst Craze and Laws based their 
measurements on single photographs. The beam-splitter photography 
was taken from the ground at close range and shoulder heights were 


















Fig.10-9 Comparison of theoretical van Bertalanffy computer-
calculated growth in height curves for female African 
and Asiatic elephant (Hanks 1972). The curves show 
that elephants grow relatively slowly "which means 
that distinctions in size can be made between differ-
ent-aged animals up to at least middle age (around 30 
years)" (Craze 1972) • 
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junction of the ears with the head and the anal flap was determined. 
Measurements from dead animals cannot provide representative samples 
and immobilising elephants is a difficult and expensive process, 
sometimes resulting in the death of the animal. The pragmatic 
photogrammetric techniques on the other hand are of low accuracy 
and often unreliable. A more accurate photogrammatric method for 
the measurements of shoulder heights of live animals therefore needs 
to be developed. 
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Inspired by Dr Douglas-Hamilton (Kenya), a study was initiated with 
the co-operation of Dr Hall-Martin (Addo Elephant National Park 
R.S.A.) in which an attempt was made to develop such a technique and 
to apply more rigorous photogrammetric methods to measurements of 
live elephants. 
The objectives of the study were to develop photogrammetric techniques 
in order to obtain more accurate measurements of body dimensions of 
elephants (and wildlife in general) and to overcome some of the in-
-·- # - - herent- sources of difficulty -in Douglas-Hamilton's method, such as 
possible errors due to displacements of the mirrors of the beam-
spl it ter attachment, the need for time-consuming calibrations and 
the small size of the image on 35 mm film. 
The elephant population of the Addo Elephant National Park provided 
an ideal study object, as the ages of some 2fl of the approximately 
one hundred elephants at the reserve were known and animals could be 
immobilised to verify the results obtained by photogrammetric means. 
10.2 EQUIPMENT 
In preparation of the field photography a pair of metric UMK 10/1318 
cameras was· mounted on the back of a four-wheel-drive truck by means 
of a metal frame structure (Fig. 10-1). This consisted of a base 
frame bolted to the truck with struts, and attached to this a camera 
carriage frame fixed to the base frame. The carriage frame had two 
wooden boxes bolted ,to either end by means of metal plates riding on 
springs against which the butterfly nuts holding the camera boxes 
were tensioned to absorb shock (Fig. 10-2). The inside of the 
camera box had two vertical grooves into which the camera side trun-
nions fitted snugly. A hole in the floor of the box accommodated 
Fig. 10-1 A pair of UMK 10/1318 cameras set up for simultaneous 
operation on a base frame secured to the back of a light 
truck 
Fig. 10-2 UMK camera mounted in wooden frame 
the lower trunnion and the lid of the box was screwed down against 
the upper trunnion. The floor of the box was padded with high-
density rubber. The metal construction was of 16 gauge 40 mm square 
piping so as to provide a rigid base for the cameras. An electrical 
shutter trigger mechanism for simultaneous operation of the cameras 
was fixed to the camera carriage frame. As the sensitivjty of the 
camera mechanism prohibited a permanent mounting of the cameras on 
the frame, they were removed from their holders when travelling and 
kept in their well-cushioned cases. 
Once the vehicle was in position near an elephant the equipment was 
set up in less than a minute (Fig. 10-6). This procedure is ob-
viously disadvantageous, especially as it necessitates a relative 
orientation calculation for each new pair of photographs owing to the 
f act thRt an exact reretition of the camer a ~ attitude in the frame 
cannot be gu ar anteed for each new position. 
In spite of these drawbacks the procedure had to be maintained in 
order to protect the metric cameras against the poor conditions of 
the tracks in the National Park. If non-metric cameras are used one 
can consider leaving the cameras permanently mounted. 
The camera frame was later modified to incorporate a revolving hub 
(Fig. 10-3) whose axis was fixed to the base frame in order to allow 
all-round photography. The original fixed mounting proved restric-
tive in many of the field situations. 
10.3 FIELD WORK 
At the outset of the elephant project, attempts were made to apply 
conventional photogrammetric techniques. A control network was 
... . 
fig. 10-3 Camera frame with camera mounted in working position 
after revolving hub was added to the frame to permit 
all-round photography 
fig. 10-4 African elephant and points used for shoulder height 
measurement 
for relative orientation and shoulder height measurement as well as control 
Figs. 10-5 and 10-6 Stereo cameras in operation at 
close range to elephants in the 
Addo Elephant National Park 
established near a waterhole with the camera set up on the vehicle 
placed in an optimum position. The previously well frequented 
area was avoided by elephants after the vehicle was in working 
position close to the waterhole. It became apparent that it is 
difficult, if not impossible, and certainly time-consuming to obtain 
stereographic wildlife photography against a background of premarked 
control points. Driving slowly through the area in search of ele-
phants was then resorted to and 28 animals were eventually recorded 
on a total of 80 stereo pairs. In some cases individuals were 
photographed in different attitudes and locations as many as five 
times. The elephants displayed little aggression towards the field 
team and only a few mock charges by young bulls and protective 
females with calves disrupted the photography. Eventually the 
majority of the elephants allowed the vehicle viith the cameras to 
appronch to 1·4itllin D r ~n;( ' of live to 15 metres 1·1ithoul pi-l ying much 
attention to the intruders (Figs. 10-5 and 10-6). 
Difficulties were presented by the need to photographically capture 
the highest point on the elephant's shoulder simultaneously with a 
ground point immediately next to the animal's front foot (Fig. 10-4). 
Often the animal's ear or grass obscured these points between which 
the shoulder height was measured. Examples of ideal stereo pairs 
are given in Figs. 10-7 and 10-8 where either both shoulder and foot 
are clearly visible or where an entire group of animals can be cap-
tured in a single photographic pair. 
Once the elephants had moved off, well-defined points such as small 
stones or a kink in a branch were selected within the overlap area 
of the stereo pairs and two or three axis parallel control distances 
were measured with a tape for affine scaling or convergency correction 
figs. 10-7 and 10-8 Stereograms of elephants showing points used 
distances 
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subsequent to homogeneous scaling. 
10.4 EVALUATION OF PHOTOGRAPHIC IMAGES 
A problem arose in the subsequent evaluation of the images in a stereo 
comparator because it proved difficult to identify exactly the same 
point on the shoulder of the elephant on both images. Stereoscopic 
viewing of shoulder height points, as well as points for relative 
orientation and model control, was often impeded because of consider-
--able differences in the appearance of objects as seen from the two 
cameras. Repeated photography of the same individual helped to over-
come this difficulty. 
Experiments with pug marking did not result in an improvement of image 
co-ordinate accuracies, as the problem in obtaining high quality image 
co-ordinates was not so much presented by the difficulty encountered 
in measuring specific points accurately but rather by the above-
mentioned lack of an unambiguous stereo image of the object points. 
The image co-ordinates of shoulder and foot points as well as points 
used for the relative orientation and control-distance-end-points 
were processed in the relative orientation adjustment program described 
in Appendix IV. Model deformations were removed by affine scaling 
and in some cases also by convergency corrections. Model co-ordinates 
were then used to determine shoulder height measurements. 
10.5 RESULTS 
The accuracy of the results was gauged in two ways: by comparing 
-~esults of repeated photography of the same individual and by-comparing 
photogrammetric results with manual measurements obtained with a tape 
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on immobilised elephants. The animals in the Addo population are 
individually known and it was possible to select for immobilisation 
six animals that had been repeatedly photographed. To minimise 
disturbance to the population, only adult and young bulls were 
immobilised. Shoulder heights of the recumbent animals were 
measured four to six times with a steel tape. The results of the 




Subject cm .a n cm a n 
cJ 2 306 0,5 5 307 3,8 4 
cJ 3 285 1'9 5 284 2,0 2 
d' 4 299 1'3 5 290 1 '7 3 
d9 286 1'3 5 285 1'8 2 
d 12 246 1'6 6 240 1 '2 3 
d' 13 303 0,8 4 293 2' 1 5 
Tab. 10-1 Comparison of field measurements of im-
mobilised African elephants with photo-
grammetric measurements of the same 
animals when in a standing posture 
(RUther, Hall-Martin 1979). 
The differences in corresponding shoulder height values and standard 
deviations do not do justice to the photogrammetric technique. In 
the photogrammetric approach the elephant was measured at different 
. times in different positions, whilst the- manual measurements were 
taken as one set with the animal in a specific unchanging (recumbent) 
position. 
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The shoulder blade of the elephant is not attached to the skeleton 
and "floats" supported by shoulder muscles. It therefore can adopt 
different attitudes depending on the posture of the elephant and 
subsequently the same animal can have a variation of a few centimetres 
in its shoulder height. A limitation in the repeatability of results 
is therefore inherent in all shoulder height measurement techniques 
executed on elephants in a standing position. It must also be 
assumed that an immobilised animal would not necessarily adopt the 
same recumbent position when immobilised repeatedly. Thus the high 
accuracy of the manual measurements recorded in Table 10-1 reflects 
repeatability for one specific posture rather than real accuracy. 
Because of the.natural margin in the shoulder height owing to the 
floating shoulder blades of the elephants, the results of the photo-
grammetric survey with standard deviations of one to four centimetres 
can be ~ated as fully satisfactory. Comparison of affine scaling 
with homogeneous scaling followed by convergency correction resulted 
in marginal differences of one to two centimetres for individual 
stereo pairs, whereas the mean values obtained from each of the two 
methods differed by less than one centimetre. 
A noticeable improvement was achieved by both methods in comparison 
with the relative orientation without control. Standard deviations 
improved by 2,5 cm for elephant number 13 and by 2 cm for elephant 
number 2 (Table 10-1). The approach described above could be made 
even more acceptable for the biologist if lightweight non-metric 
cameras can be adapted for the.measurements. Test field experiments 
carried out with such cameras promise accuracies of .3 to 6 cm. for 
the shoulder height measurements. 
In conclusion it can be said that the photogrammetric technique of 
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relative orientation with a few measured control distances provides 
satisfactory results for measurements of wildlife or objects the 
measurement of which poses similar difficultieso 
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STANDARD DEVIATION OF MODEL CO-ORDINATES 
Model co-ordinates are a function of the observed plate co-ordinates 
and of the unknown orientation angles. The standard deviation of 
model co-ordinates fall thus into the category of "standard deviations 
of a function of observations and unknowns" ( 3. 2. 23). 
with QFF from (3.2.24) and (3.2.25) 
Q = f T (p-:.p-l 8 T p*s P';':: 1) f+(f T _f T P- 18 T p * A}(A T p* A)- 1 (f-A T p*s P- 1 f) (I .'1) 
FF - - - - - - - - - - - - - - - - - - - - - - -
In this form equation I.1 is unsuitable for use in mini computers be-
cause of its considerable memory requirement. A more suitable formula-
tion of the equation for QFF can be developed by rearranging I.1 
and by replacing matrix algebra with conventional notations. 
We set 
* P and P are principal diagonal matrices, hence 
( I.2) 
(I. 3) 
The adjustment is of the quasi-parametric type and we have from (3.2.27) 
the variance-co-variance matrix 
(I .4) 
Substituting I.2, I.3 and I.4 into I.1 one obtains because of: 
and 
for equation (I.1) 
For further derivation we set 







When evaluating standard deviations for the model co~ordinates a 
QFF value (I.6) must be determined for each of the three model co-
ordinates of each model point. 
In equation a.6) matrices Q (I.4 and 7.4.8), ~ (7.4.10) and 
P (7.4.11) are identical for all QFF values of the adjustment, where-
as the vector f and r~cliffer .from point to point and also for the 
X, Y and Z co-ordinates. 
















0 0 0 0 ... ] 
where F is the function for an X model co-ordinate,(7.8.1.4). 
x a 
Equation (I.7) can be written as 
fl = -x a 





and similarly for the Y co-ordinate 
fT = 
[ f y al 
f f f 0 Q 0 0 •• ·] -y Ya Ya Ya a 2 3 4 
(I.7.2) 
and for the Z co-ordinate 
fT = [f f f f 0 0 0 0 •• J -z za1 z z z a a2 a3 a4 (I.7.3) 
Each i vector has four non-zero elements, their position within the 
vecto~ corresponds to the position of the coefficients pertaining to 
the point in question in matrix~ (7.4.10). 
Vector f for the X0co~ordinate of point p has the form a 
raF aF aF aF aF ] f T ax ~a . 
x x x 
aw:a 
a a a 
(I. 8) = -x 0 cp I OK II 0 cp II a 
or 
-T [\ f f f \] (I.8.1) .f = -x x x x a a a a 2 3 " 
and similarly for f T -T and f 
-Ya -z a 
In order .to derive a general form for a memory-saving expression 
for (I. 6) we introduce 
f. = f or = f or = f for i = 1 to 4 (I. 9) l x Ya. z a. a. 
l l l 
and 
f. = f or = 1 or = 1 for j = 1 to 5 (I.10) J x Ya. z a. a. 
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:1 ' . 
I 
Fot e~~ation (I.~.1) we· have then fat the individual terms: 
Term (I) .. :, ' 
/. 
f 2 ·f 2 f2 f 2 4 1 2 3 ~ 
-+-+-+-=' 
P1 P2 Ps p~ l 
. i=1 
Term (II) · .· 
P. 
l 
Matrix multi~libatioh'r~~~lts in''. ;.· ,: 
= p*~apl.;l)~.+ c8.2f )2 + ·(~f.)2 + .. <pa:f .. )2] 
. ~ 1 p 2 2· p 3 s' , , 
= 











Term (III) can remain in matrix form as the memory space required is 
small or it c~n be writteh a~ 
T 5 
.!. or, = 1 I· 
. i=1 
Term · (IV) ' · 
5 
..' ·.· J. f. .Q .. l . .i ' J l l.J' 
j=1 
Matrix multiplication leads here to 
. ' 
T ·. . * - -2f Q .s If ··=1·2P (.f Q +. f_•.Q +if ''Q + ffl •+ f· Q ) 
- - - - 1 1 2 ,-2 .. ·3 3' -~·"'~· ... '5 5 .. 
with 




- 4 .:i 
f.Q. \ p f. 
l l l . J 
j=1 J 
Q. = AQ. + BQ. 2 + CQ. + DQ. + EQ. 5 l i1 1 is l~ l 
f . 
for i = 1 to 5 
(I.13) 










/\flcr some re,irrzmging we c,m v1rite for tern: (V), 
4 4 a. a. 
n 'i' 'i' ff~ 
GI L L . . f' f' i J . . 
(I .15) 
i=1 j=1 i J 
combining the five terms ( 1. 11) to (I. 1 :, ; yields an equation 







- l f' 2 + f j G - , r: L I'. J J J J J 
j = 1 l i=1 J i=1 J =- 1 
f 
) 4 (l. !.:. L, l i • '--~ . 
~ -
( __l 
.. : - -2.._J_ -2 ~] I ( f r, I f . ) + r C· \ ) f.f '• . : 1:·. L F " 
i = 1 
J l J=1 J i=1 j=1 
l J . . I . 
J J J 




In e1uation .J.16] ~uanlitics r , :-1 .• r'J, [J. ,irtd ·'°'·, f-i, C, D arid l 
l . l 
(in~ and Q \ pertain to the model point Jn question, whereas elemcnls 
l 
f. and¥. differ for the X, Y and Z co-ordinate of each point. 
i 1 
Elements f. and¥. are partial differentials of the equations for 
i i 
the model co-ordinates, expressions for f. and¥. are listed below. 
i i 
Equation (I.16), although mathematically less elegant than the 
original equation for QFF (I.1), can easily be programmed and 
requires minimum memory space. 
Elements of vectors f and f 
Partial differentials of the equation for the Z model co-ordinate 
(7.8.1.3): 
z b b (I.17) = [_c -~1 = v f' f" 
where v x' x" = f' f" 
and x', f', x" and f" are rectified model co-ordinates (7.4.2 and 
7.4.3). 
The general form of the derivative of (I.17) is 
az 
a a = 
b 
VT [
ax.' f" - x .~ 
aa aa 
f 1 2 
ax"f" _ x" af" l 
- aa aa 
f'' 2 
( I..18) 
With 0. = K 1 , <p 1 , H 11 , <p 11 , W11 , X1 , y', X11 , y", (f 1 and f") 
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(although f' and f" are treated as error free in the adjustment, their 
differentials are also listed here). 
f' 2 
-a,,Y'l] (I.18.1) - a y-') f' - x'(a x' l l 3 2 
sin <p'x'+sin 
f 1 2 
it' sin <i>'y'-cos •'l')f'-x'' ](I.18.2) 
t az b ['b x·• - b 2 2 Y") f" - x"(b32x" - b,,y") l (I.18.3) = a,tH = ~- J 2 Z3 2 2 v f" 
[(-cos•" 
2 




a z b xi'y" (I.18.5) - = VT Zs aw11 f" 2 
az b anf'-a 31 x' (I.18.6) f = -=-.- = - VT Z1 ax f I 2 
az b a12f'-a32X' (I.18.7) f = a y I = - VT Z2 ft 2 
az b b11f"-b31 x" 
f - -- = VT (I.18.8) Z3 - ax" f" 2 
az b bl 2 fll -b 3 2 XII (I.18.9) .f = a y" = VT Z4 f" 2 
az b a13f'-a33X' (I.18.10) = - VT 
(l f I f I 2 
az b bl 3 fll -b 3 3 XII (I.18.11) = VT a f" f" 2 
The equivalent equations for the X model co-ordinate are from 
(7.8.1.4): 
x' x = z -
f' 




f I 2 [
( ~ XI + Z ~) f I - Z XI ~ '] aa aa aa 




= 1 {raz x'+Z(a x'-a y')l f'-Z x'(a x'-a y')) 
f I 2 lihi' 1 2 1 1 J 3 2 3 1 J (I. 20 .1) 
x' sin cp'x' + sin x' sin cp1 YI - COS cp1 f I ) Z J f I -




ax x' =-,-, =-
a cp f I 








f = aa~' = -1- [(~~. x' + Z a11)f' -Z x' a 31] 
\ x f' 2 
a X 1 [(~ :x ' + z a ) f' · ~z x ' a l 
f \ = a Y , = -;.-2 a Y, 1 2 3 2J 
f 
.x .. 
·a X x' 





(I. 20. 3) 
(I. 20. 4) 







-1 r(~ X 1 + Z a ) f 1 -Z X 1 a ] 
f'2Laf' 13 33 
(I.20.10) 
a f I 
ax XI a z (I. 20 .11) 
a f" f' a f" 
And finally for the V model co-ordinate we have with (7.8.1.5) 
v = z L 
f' 
The general form of the partial derivatives of (I .20) is 
aa f I 2 
[( az , z ~) f'-Z y' af'] an- Y + aa · aa av 1 
v~i th a as above 
(I. 21) 
(I. 22) 
f = ~ = -1 {[~ y'+Z(a x'-a y')] 
yl aKr f12 aKr 22 21 f'-Zy'(a x'-a y')} (I.22.1) 3 2 3 1 
av y' az 
f = aKrr = -f I aK11 y3 
- av y' az 
f = -a-n = - -a-n Y., cp f' cp 
(I.22.2) 
(I. 22. 3) 
(I. 22. 4) 
(I.22.5) 
av 






1 [< ~~1 y' + Z 821 ) f' -Z y' 831] 
f I 2 
1 
f I 2 
_ L az 
f' ax" 





[ ( ~ Y 1 + l 82 3) f 1 -Z y 1 af' 








(I. 22 .11) 
APPENDIX II 
DEijIVATION_OF A CONDITION EQUATION FOR A MEASURED CONTROL 
DISTANCE IN OBJECT SPACE 
To introduce an analytical equivalent to the "height pole" 
(Adams, 1978) that is a known distance in the Z-direction of the 
281 
object space as a restraining condition into the relative orienta-
tion adjustment, a condition equation for such a distance must be 
formulated. This condition equation must influence the orienta-
tion angles in such a way that in the adjustment the finally 
evaluated model co-ordinates agree with the measured control distance. 
The condition equation for a control distance between any two object 
points is derived as follows: 
A distance in space between points P. and P. 
l J 
has the form 
d2 = (X.-X.) 2 + (Y .-Y.) 2 + (Z.-Z.) 2 
J l J l J l 
(II.1) 
The X, Y and Z values in (II.1) are model co-ordinates and thus 
functions of the rectified plate co-ordinates. 
(7.8.1.5) we have 













From (7.8.1.] to 
~ , 
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The rectified plate co-ordinates x!, y!, f!, x~, y~ and f~ are 
l l l l l l 
in turn functions of the observed image co-ordinates, the principal 
distances and the orientation angles (7.4.2 and 7.4.3): 
substituting the equations for x, 
[ x ~ x! y'. ( z . f. - z. f ~ ) 2 + ( z . J - z. 
J . l . J f ! l 
J l J 
or 
x! y! 
l )2 + ( . l 
f! f! 
l l 
)' + 11 + 
- 2 z. z. 
l J [
x.x. y.y . 
.2__J_ .:...!..:...J. 
f!f! + f!f'. + 
l J l J 
Y and z in (I I. 1 ) we obtain 
y! !<: 
l 
) ' + (Z. - Z. ) 'r -d f! = J l 
l 
[
- XI y I ~ 
z j ( ~ ) 2 + ( ~ ) 2 + 1j 
and further substituting Z we have 
0 (II.2) 
(II.3) 




~ = b [cv.;!)2 + (V.f~)2 - 2 V.V.~!f!l d = 0 
11 JJ lJlJ 
(II.5) 
with the auxiliary variables 
R = x ! 2 + y ! 2 + f! 2 l l 1 
s = x ! 2 + y ! 2 + f ! 2 J J J 
(II.5.1) 
T = x!x! + y!y~ + f!f! l J l J l J 
and d = measured control distance 
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The condition equation ~ is not linear and must be differentiated 
with respect to the unknowns it', cp', K11 , cp 11 and w11 and the 
observations i!, y!, i 11 y11 i~, y~, i~ and y11 • 
1 1 i' i' J J J 
The final linearised condition equation introduced into the least 
squares adjustment is then 
a~ d ' a~ d ' a~ d·u11 a~ d cpll + H aKl K + -a;pr- cp + aK 11 n. + acp 11 awrr d wll + 
a~ a~ a~ a~ H 
+-- v- ·+-- v- +-- v-11 +-- v-11 .+ v- + 
ai! x! ay! y! ai'.' 
x. ay'.' y. ai~ x'. 1 1 1 1 J 
1 1 1 1 J 
a~ a~ a~ +·.do d 0 (II.6) + -- v- +-- v-11 +-- v-11 - = 
ay ~ y I ax'! x ay'! y 
J J J 
in which symbol "d" for the differential is used for the corrections 
to the unknowns and symbol "v" for the corrections to the observations. 
The measured distance d is assumed to be without error. A provisional 
value for the distance is evaluated with: 
[ l 
~ 
do= b (V.f~) 2 + (V .f~) 2 - Z V.V.~!f~ 
11 JJ lJlJ 0 
(II. 7) 
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The thirteen partial derivatives in (II.6) can be derived from 
the general equation 
l. l. l. aV./aa f! + V. af!/aa l. l. l. l. 
[
aR/aa (V.f!) 2 - 2 RV. ( 
~~~~~~~~~~~~~~~~~~~~~~ + 
(V. f ! ) " l. l. 
aS/aa (V.f~) 2 - 2 SV. ( aV./aa f~ + V. af~/aa) 
(V.f~)" 
J J 
aT/aa (V.V.f!f!)-T l.Jl.J 
av./aa V.f!f!+V.aV./3a f!f!+V.V.af!/aa l. Jl.J l. J l.J l.J l. f ! +V. V. f ! a f. laa j J l.Jl. J 
or 




(av. 1v af! /f') -.,-l. . + -... -i 
oCL l. oCL 
(V.f!) 2 l. l. 
(r!_J. /V .+ i.fJ! /f'.) 
aa J aa J + ~~~~~~---"'-~~~--'"-
( V. f ! ) 2 
J J 
~ - T C~i·;v. af!/f' + ~-;v .+ ~1./f'. )] aa aa i + -a-al. i aaJ J aaJ J . - 2 __;_....:;_~~--'-'"--~~~~~~~~~......_~~--'..._ 
v. v. f! f'. 
l.Jl.J 
~ 
with p = [cv.f~)2 + (V.f~)2 - 2 V.V.;!f! 
l.l. JJ l.Jl.J 









Equations for the rectified co-ordinates x', y', f', for the 
rotation matrix R and for the partial derivatives of B_ are given 
by (7.4.2 and 7.4.3), (7.4.2.2 and 7.4.3.2) and (3.1.15 and 
3.1.16) respectively. 
The individual partial derivatives of the auxiliary variables R, S, 
T, V. and V. as well as the rectified principal distances f! and f~ 
l J l J 
as they occur in equations UI.ro and UI.9) are listed in Table II-1. 
The complete linearised form of the condition equation for a control 
distance (7.10.3) can now be formulated by substituting the partial 
derivatives listed in Table II-1 into the thirteen partial derivatives 
of type (II.9). These in turn are substituted into (II.6) to form 
the final equation. 
Equation (II.6) with all substitutions is very elaborate and there-
fore not quoted in full.· (The full formula contains close to 800 
symbols for variables, observations and constants; in spite of this 
large number of values the equation is relatively easy to program. 







































































































































































































































































































































































































































































































































































































































































































































APPENDIX II I 
DERIVATION OF AN A(GORITHM FOR THE INCORPORATION OF A CONTROL 
DISTANCE CONDITION EQUATION INTO THE RELATIVE ORIENTATION ADJUSTMENT 
The introduction of additional condition equations for control 
distances (Chapter 7.10) modifies the equation system (3.2.4) 
Bv + Ax + w = 0 
in such a way that it is no longer possible to make use of the memory-
saving quasi-parametric adjustment for the relative orientation. 
Throughout this thesis algorithms are designed to permit the applica-
tion of mini computers with limited memory space to all necessary 
numerical solutions. 
With this objective in view, an abbreviated matrix algorithm for 
the addition of condition equations is developed. 
The inclusion of a control distance condition equation changes 
the normal equation system of the relative orientation adjustment 
and the matrix of observation coefficients B becomes: 
) 4 6 7 B 4k-) 4k-2 4k-1 4k •. 4£-J 4£-2 4£-1 4l •• 4n-J 4n-2 4n-1 4n 
n u ll 0 
B B 0 B 2 
ii: B B B B 
k (111.1) 
B B B B l 
B B B B n 
B B B B B B B B n+1 
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Values shown against the margin of the matrix indicate column and 
row numbers (= point numbers) and symbol B indicates a non-zero 
element in the matrix. All other elements of B are zero elements. 
The control distance is measured between points £ and k. Row n+1 
contains the distance equation. This row prohibits the use of the 
- -1 -T quasi-parametric case, which becomes obvious when forming B P B • 

















________________ ] ____ [ --------~------
[Bk8n+1 8£8n+1J I [B~+1J 
I 
To simplify the derivation, weights are included into the 8 terms 




Matrix N is no longer a principal diagonal matrix thus excluding the 
quasi-parametric case as a solution method. 
( 1) The symbol [ ] indicates summation. 
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If we introduce submatrices and vectors as indicated in (III.2) 
one can write for N: 
(III.3) 
,The inverse of E_ can be found by means of the "Bordering method" 
as described by Faddeev, Faddeeva, 1963. 


















with a = r - u R- 1 uT 
and substituting the elements of (II1.2) into (III.4) the 





1 1 (8k13n+ 1 J2 wt; (B~j 
. .9. = 
1 [8k8n+ 1 J (B .e8n+ 1 l 
a [B~l (B£1 
1 [8k13n+"11 [ 8~.e8n+11 -
; (B~j [B£j 





1 [8k8n+ 1 l 
- ; (B~j 
1 [ 8.e8n+11 






We can split matrix Q into matrices~ and~' where Q contains 
-1 T -1 
the elements of the original matrix (~ f ~ ) of the relative 
orientation adjustment without the condition equation for a control 
distance with an added border of zero elements. Q contains those 





Q = (~ f- 1 ~T)- 1 +"zero border" 
1 
1BTI . 1 
A 1 ~ 



























0 o o o o I o 
0 0 
0 0 
f[BkBn+ 1 J 
[ (Bkj 2 
2 
(BkBn+ 1 J (B £Bn+ 1 J 










[B £Bn+ 1 J (III.10) 




The solution vector is then 
( T A 1 ~ -1 T (A 1 ~) x = - A (Q + - Q)A) A Q + - ~ w 
- - a-- - - a--
(III.11) 
x =-(AT QA+_! AT Q A)- 1 (AT Q w +_!AT Q w) (III.11.1) 
- -- a- -- - -- a- --
T A T A 
In (III.11.1) matrices~ Q ~and~ Q w can be formulated as in the 
quasi-parametric case. They are in fact the matrices as found in 
the relative orientation adjustment without restraints: 
T A A T * 
A Q A = A P A (III.12) 
and 
T A A T * 
A Q w = A P w (III.13) 
Matrices ..! (AT QA) and..! (AT Q w) contain the contribution of the 
a - -- a - --
distance condition and if a memory-saving technique can be found 
to formulate these two matrices directly the combined case can be 
avoided and one can revert to the convenient quasi-paramatric case. 
Inspection of the C matrix shows that it only contains non-zero elements 
in rows and columns k, £and n+1. 
~T Q.~ therefore becomes simply 
Ak 1 A ,e' 1 A n+l, 1 0k,k 
' 
Ak,2 A£,2 A n+1,2 u.e,k 
Ok,£ 0k,n+1 
O,e ',e 0.e,n+1 
AT QA = Ak,3 A£,3 A n+1,3 Qn+1,k Qn+1,£Qn+1,n+1 
Ak,4 A£,4 A n+1,4 
Ak,5 A£,5 A n+1,5 




A n+ 1 , 1 • · A n+1,5 (III.14 
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- -[[8k8n+1l '] (III.14.1) c.ik k - (B~ r ' 
- - [8k8n+1] [B.eBn+1] (III.14.2) 
Qk,.e = Q.e,k = (B~] [B~J 
- [B £Bn+1] 2 (III.14.3) 
Q.e,.e = [Bl)2 
- - [8k8n+1] Q = 0n+1,.e = [Bk] (III.14.4) k ,n+1 
- - (B .eBn+ 1] (III.14.5) Q - Q 
n+1 ,.e = [B£] .e,n+1-
(III.14.6) 
and with a as in (III.7). 
T-T he matrix A Qw can be determined in a similar way: 
- - -
Ak, 1 A .e' 1 A n+1 , 1 Qk,k Qk,l Q k ,n+1 wk 
- - -
Ak 2 A.e 2 A n+1,2 Q.e,k Q.e,.e 
Q . w.e 
' ' .e,n+1 
AT Qw 
- - - (III.15) 
= Ak 3 A.e,3 A n+1,3 Qn+1,k Qn+1,.e Qn+1,n+1 w n+1 - - ' 
Ak 4 A.£ 4 A n+1,4 ' ' 
Ak,5 A.e,5 A n+1,k 
The terms Bk and B£ in the U elements of (III.14) and (III.15) are 
the coefficients of v-,, v-,, v- 11 , 
xk Yk xk 
v- 11 and yk 
293 
in (7.4.10) in the original relative orientation adjustment without 
restraints, while the B 1 terms are the coefficients of the same n+ 
corrections v in the additional condition equation. 
The solution vector ~ can now be determined by adding the matrices 
~ (~TQ ~) and~ (~TQ~) to the original matrices.~T f.* ~and ~T f.* ~ 
as in (III.12). In this method it is not necessary to formulate 
T 
the full B and B matrices at any stage of the calculation procedure 
and the quasi-parametric approach can be maintained in principle. 
r 
It remains to determine the correction vector ::!._ in a similarly 
abbreviated technique. The equation for the corrections is given by 
(3.2:9) and (3.2.12). 
as in (III.2.1) f. is incorporated into BT and we have 
T-
v = - ~ Q (~ ~ + w) (III.16) 
and with (III.8) 
(III.17) 
Again corrections ::!._ can be evaluated as in the adjustment and the 
contribution of the distance condition can be determined separately 
T-
from ~ .9. (~ ~ + w) • 
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Once more the zero rows and columns can be eliminated and !?_TQ can be 
written in full as: 
8k,4k-3 0 8 n+1,4k-3 Qk k Qk ,.e 0k,n+1 
' 
8k,4k-2 0 8 n+1,4k-2 0£,k cr.e,.e 0.e,n+1 
0n+1,k 
- 0n+1,n+1 8k,4k-1 0 8 n+1,4k-1 0n+1,£ 
8k,4k 0 8 n+1,4k 
8TQ = CIII.18) 
0 8.e,4£-3 8 n+1,4£-3 
0 8.e,4£-2 8 n+1,4£-2 
0 8.e,4£-1 8 n+1,4£-1 
0 8£,4£ 8 n+1,4£ 
When multiplying 8TQ by CA l5_ + ~) only the three elements of 
CA l5_ + ~) in rows k,£ and n+1 are involved and we replace CA::5.. + ~) 
by 
CA ::5.. + ~\ 
CA~ + ~)- CA ~ + w) .e 
CA l5.. + ~)n+1 
The final corrections can now easily be fo~nd by multiplying BT~ 
by the three elements of C~~ +~)and the correction v for the 
CIII.19) 
eight plate co-ordinates associated with the two end points of the 
control distance can be determined directly from: 
-







- { rs Q + 
aPx,k l k,4k-3 k,k B . Q l n+1,4k-3 k,n+1 (~ :5.. + !!_) + 
+rk,4k-3 Ok,£+ 8n+1,4k-3 °£,n+1] (fl}!_+."'_) + 
+rk,4k-3 Ok,n+1 - Bn+1,4k-3] (Ax+ w)n+1} (111.20.1) 
Weights are reintroduced in the above equation. 
The equations fo·r the remaining three corrections for co-ordinates of 
point Pk are found by replacing 
-for II by P- 11 ; II by 8k,4k-1; II by 8n+1 4k-1 (IIL20.3) v-11: xk xk ' 
for v-11: " by P- 11 ; II by 8k,4k II by 8n+1,4k (I I I. 20. 4) .. yk yk 
For the equivalent corrections for point PR, all 11 k" indices in (III.20.1) 
to (III.20.4) are replaced by 11 £ 11 • 
Although the derivation of the formulae may seem somewhat elaborate, 
programming of the derived.formulae is easy and the considerable memory-
saving achieved merits the. complete derivation. 
We can now summarise the calculation procedure required for the 
addition of one (or more) additional distance condition to the 
relative orientation adjustment: 
1 ) T * T * Matrices f2. f !2_ and !2_ f ~ are formed as for the adjustment 
without restraints. 
2) The linearised condition equation for a distance between 
The five points Pk and P£ is formulated as in Appendix II. 
coefficients of the unknowns in this equation are arranged 




3) Applying the coefficients of the corrections in the condition 
-equation to equations (III.14.1) ~o (III.14.6) the Q matrix is 
formed and o: is determined from (I II . 7) • 
4) T-T he reduced A matrix is formulated as in (III.14) and !2_ Q !2_ 
T +:-
is evaluated and added to A P A: 
5) -The aobreviated w is formulated as in (I II.15) and !2_TQ :!:!.. is 
T * evaluated and added to A P w 
6) The solution vector is then found from 
T * , -1 - T- - i T * 1 T-
~- = - (!2_ f !2. + a !2. Q !2_) (!2_ f ~ + a !2. Q :!:!..) 
7) Corrections v are evaluated as in the original adjustment and 
-additions (III.20) are applied to find corrections v. 
8) Checks and error analysis are executed as usual. 
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(1) Because of the zero border of Q (III.8.1) !2_Tf*A is equal to J2.TQ f2.. 
297 
This technique can also be applied to more than one control distance 
provided none of the end points of the control distances are common 
to any two distances. In that case steps 2 to 5 are repeated for 
each new control distance and the resulting ~TQ~ and ~TQ~ matrices 
are added to the original matrices. 
If the combined case of adjustment is applied instead of the method 
here described, matrix system (3.2.4) can contain any reasonable 













INSTALLATION: Tektronix 4051 
with 32K memory 
LANGUAGE: Tektronix BASIC 
Main program with subroutines. (The program is stored 
in four separate files owing to memory limitations. 
Program sections are called up by the main program.) 
Auxiliary Equipment: Line printer, file manager for flexible disks 
Objective: To determine orientation angles and model co~ordinates 




The relative orientation of a stereo pair of photographic images is 
·established by means of the coplanarity conditions in the. form 
f' 
y I - ftt y" = 0 
The quasi-parametric case of the least squares theory is employed. 
Details of the functional model of the relative orientations are 
given in Chapter 7. 
Provision is made for the introduction of a control distance for the 
correction of possible convergency errors (Chapter 7.10 and Appen-
dices II and· III). 
INPUT: DATA is input in two forms: 
i) Separate DATA files (BASIC) 
The DATA statements on files must be in the form: 
100 DATA "Project name", number of points, base length 
-I -I -II 
110 DATA (plate co-ordinates) left xi' left yi' right xi' 




x. 1 ' y i+1' x. 1' y i+1 l+ l+ 
say 200 DATA left P.D., right P.D., O,O 
Points are automatically numbered from 1 to n. 
ii) Keyboard entry 
The following questions will appear on the screen once the program 
run is initiated: 
1. "DAT A from disk file?" Enter: file name of file on which the 
data are stored. 
300 
2. "Do you require a matrix assessment?" Enter: yes/no 
If affirmative, condition numbers will be evaluated after inver-
sion of the normal equation matrix. 
3. "Are the right place co-ordinates parallax readings?" 
Enter: yes/no 
If the stereo pair is observed on a stereo comparator, the plate 
co-ordinates of the right image are x- and y- parallax readings 
and must be added to the corresponding left image co-ordinates. 
. This addition is executed if "yes" is entered. 
4. "Is a distance in model space known?" Enter: yes/no 
If affirmative, a convergency error correction will be applied. 
The point numbers of the end points of the control distances and 
the measured length is to be entered later. 
5. "Do you require distances from model co-ordinates?" 
Enter: yes/no 
If affirmative, distances and directions between model points 
will be printed out at the end of the run. An affirmative answer 
requires additional DATA lines at the end of the DATA file in 
which the numbers of points are listed between which distances are 
required, for example 
DATA 1,5,0,3,6,0, ••••• 5,8,1 
a "1" after the two point numbers indicates termination of this 
routine. 
6. "Are fiducial marks observed?" Enter: yes/no 
If affirmative, intersections of the fiducial mark connection 
lines are e\laluated for both plates. In this case two DATA · 
lines must be added to the DATA file after the first DATA line 
(containing project name, point number and base length). These 
301 
two DATA lines must contain the left and right plates fiducial 
mark co-ordinates measured in the same system as the plate co-
ordinates in the sequence: top, right, bottom, left, as seen on 
the positive image. 
101 (left image) 
102 (right image) 
If the answer is negative the principal point position in the 
comparator co-ordinate system is assumed to be x = zero and 
0 
-y = zero for both images. 
0 
Should the principal point co-
ordinates differ from zero and their values are known, then 
these can be introduced directly into the program section I 
changing lines 470 to 500 to the known co-ordinate values. 
470 E(1) 
_, 




left principal point = Ya 
490 E(3) 
_, 




right principal point = Ya 
Also, the GO TO statement in line 510 must be eliminated in 
case. 




If affirmative, program execution will be interrupted after the 
printout of the observed image co-ordinates and the provisional 
values for the five orientation angles can ~e entered via the 
keyboard. 
8. "How many points to be excluded?" 
This option can be employed if image co~ordinates of points of 
suspected poor quality are to be excluded from the adjustment. 
These points then play no role in the determination of the 
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orientation angles, although their model co-ordinates will be 
evaluated. If all points are to be used in the adjustment 
values, "zero" is entered. 
At the end of the run the option is offered to evaluate the model 
co-ordinates of further points which can be entered in the form of 
image co-ordinates from disk files.as in i), or as individual points 
directly via the keyboard. 
Note: Input and output units of all quantities are "mm" with the 
exception of base length and plate co-ordinates which are in 
units of "m". 
OUTPUT: 
i) Project name, base length, principal distances, observed image 
co-ordinates and parallax readings where applicable. 
ii) Intermediate results for the unknown orientation angles at each 
iteration step. 
(If a control distance was introduced, then the coefficients of the 
distance condition equation and the discrepancy term v are printed 
out as well as the intermediate results of further iterations necessi-
tated by the added condition.) 
iii) Corrections v to observed plate co-ordinates and adjusted plate 
co-ordinates, ~TE~ and variance factors, check for ~TE~· Note that 
the ~TE~ check compares the sum of all quasi-corrections-and weights 
V*TP*V* with vTPv. ·These quantit!es are not expected to agree if a 
control distance condition is added owing to the way in which the 
bordering method is employed (Appendixes II and Ill). 
iv) Rectified image co-ordinates and global check. (In the global 
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check the rectified image co-ordinates are evaluated from the most 
probable values for the orientation angles and the adjusted image co-
1 
ordinates. The rectified co-ordinates are introduced into the 
coplanarity condition 
f' 
y' --y" = 0 
f" 
which should be satisfied within the numerical accuracy of the com-
puter.system employed. 
v) Model co-ordinates and their standard deviations. 
vi) If required, distances between model points. 
LIMITATIONS: 
,i) To obtain the co-ordinate of the principal point, fiducial 
marks or fi_ducial mark equivalents must be measured in the same system 
as the plate co~ordinates, or the principal point position must be 
determined by some other means. 
ii) Not more than 30 points can be adjusted in a Tektronix 4051 
with a Tektronix core memory of 32K. 
iii) There is some limitation .of -the size of the orientation angles. 
It is impossible to stipulate numerical threshholq values up to which 
convergence can be guaranteed; there are too many possible permuta- . 
tions' of the five angles. The program has been successfully tested 
for situations in which the values for K' , cp', K", cp" and w" varied 
between 0° and 15°. Convergence was also achieved with one of the 
five angles -being close to. 40° .while.~the _ remaining four were less than .. 
Note: Some of the subroutine addresses in the following program-
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listing seemingly direct program executions to non-existing 
program lines. It must be borne in mind here that the pro-
gram had to be broken up into two main sections and two sub-
sections which are stored on different files and appended to 
form the complete program line numbers change when a pro-
gram is appended and this must be taken into consideration 
when directing the program to subroutines or other addresses. 
Table V-1 shows a flowchart of the relative orientation 
adjustment, which is followed by a program listing. 
BASIC PROGRAM FOR RELATIVE ORIENTATION ADJUSTMENT 
Intersection of 







Append DATA block rom 
Disk file to main program 









Reduce plate co-ordinates 
to principal point 
Solution vector .a, 




















Prov. orJcnt~ljon a:,ql~s 















Solution vector 1i. 





























of node! co-ordinates 
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Printout of 
Tektronix BASIC Program 
for 
Relative Orientation Adjustment with 
Distance Condition Equation and 
Matrix Assessment by means of 
Condition Numbers 
308 
4 ~UN 100 
8 PRINT "DASE LENGTH • 
9 INPUT BO 
·10 RUN 770 
100 REM 
110 INIT 
Least Squares Adjustment 
of Relative Orientation 
Part I 
120 REM ............... RELATIVE ORIENTATION--ITERATION-CONDITION NO 
309 
130 REN .......•.............................•. DATA X,Y LEFT-PX,PY RIGHT 
140 PRINT "DATA FROM DISK-FILE G_G_G_"; 
150 INPUT Z$ 
160 APPEND 2$;9000 
110 Ia~1 
180 PAGE 
190 REM *******************************DATA HEADING - NO OF PNTS - BASE 
200 READ C$,N,BO 
210 DIM ZCN+1,4>,K<7>,N1C5,5),L(N+l),XCN,2>,Y<N,2>.U<5>,W<5>,S<J>,Q<2,l> 
220 DIM C<3>,0<N>,B<4>,A<5>,P<N>,Vl<4>,z8<N+1,2),N2<5,1) 
230 DIM P1CN,4>,D<S>,D2<5>.D3(5,5),f(4),A$CJ5),Bt<7>,Df<3> 
240 PRINT "00 YOU REQUIRE A MAT~IX ASSESSMENT " 
250 INPUT D$ 
260 Q9=LENC0$J-2 
270 PRINT "IS A DISTANCE IN MODEL SPACE KNOWN " 
280 INPUT 0$ 
290 T7=LENC0$)-2 
JOO PRINT «ARE THE RIGHT PLATE CO-ORD. PARRALAX READING " 
310 INPUT 0$ 
J20 V9=LENCD$)-2 
J30 PRINT "DO YOU REQUIRE DISTANCES FROM MODEL CO-ORD. " 
340 INPUT 0$ 
350 WO=LENCDS>-2 
360 PRINT " ARE FIDUCIAL MARKS OBSERVED 
370 INPUT D$ 
380 V8=LENCD$)-2 
390 PRINT "DO YOU WANT TO ENTER PROVISIONAL ORIENTATION ANGLES " 
400 INPUT D$ 
410 V7=LENC0$)-2 
420 REM FIDUCIALS IN DATA STATEMENT IN TOP-RIGHT-BOTTEM-LEFT SEQUENCE 
430 IF V8=0 THEN 470 
440 GOSUB 1440 
450 GO TO SlO 





CONSTANTS TO BE SUBTRACTED FROM X' Y' X'' Y'' 
510 PRINT @J: USING 520:"RELATIVE ORIENTATION AND MODEL CO-ORDINATES" 
520 IMAGEP 35XFA/J5X43<"-")/ L 
530 K=O 
540 REM **************************************.READ PLATE CO-ORDINATES 
5~0 GOSUB 1310 




600 REM.*******************************?***** EXCLUSION OF UNWANTED PNTS 
610 PRINT "HOW MANY POINTS TO BE EXCLUDED" 
620 INPUT Hl 
630 IF Hl=O THEN 680 
640 FOR I=l TO Hl 
650 PRINT "WHICH POINT TO BE EXCLUDED" 
'~ . 
lbO INPUT L< I) 
670 NEXT I 
bBO GO~;UB 1230 
690 IF Hl=O THEN 910 




740 Ll3=Y < U6 r1 > 
750 U4=Y<U6,2> 
760 U5=0CU6> 
770 FOR I=L<Il>+l-Il 












900 NEXT I! 
TO N-Il 
910 AS="KAPPA' PHI' KAPPA' 'PHI'' OMEGA''" 
920 U=O 
930 PRINT @3: USING 940:I8,C$ 
940 IMAGE5XJD r4X,FA/L 
310 
950 PRINT @3: USING 960:"BASE:",BO,"P.D. LEFT:",K<6>,"P.D. RIGHT:",K<7> 
960 IMAGE27XFA4D.30,2<6X,FA4D.20)/L/L 
970 PRINT QJ: USING 1000:"0BSERVED PLATE CO-ORDINATES" 
980 Pr;: r NT 1l J: us r NG 990: "PT" , ">~ • " , "v • " , ·• z • " , "P x ·• , "PY" , "x' • " , "y • ' " , "z' • • 
990"IMAGE 9XFA6XFABXFA8XFA13XFABXFA1~XFA7XFA7XFA/L 
1000 Il1AGE44){, F A/L · 
1010 REM ************************************* PRINTOUT OF PLATE CO-ORD. 
1020 FOR I=l TO N-Hl 
1030 PRI t~~3: LJ~;I lO'tO:I,Q{l),}((I,1),X<I,2).l='.(6),Z8<0<I),1),Z8<0<I>.2> 
10~0 IMAGE70 40 3(60.30) 5X 2(60.JOl 5X S 
1 050 f'f-:1 tH @3: USING 1060: y <I I 1) 'y <I , ::: ) , I( ( 7) 
1060 IMAGEJ<6D.JD> 
1070 NEXT I 
1080 IF I=N+l THEN 1170 
1090 PRINT @J: USING llOO:"POINTS EXCLUDED FROM RELATIVE ORIENTATION" 
1100 IMAGE/L,JXFA/L 
1110 FOR I=N TO N-Hl+l STEP -1 
1120 I0=2*N-H1+1-I 
1130 PF~INT @J: USING 1040-:Iff,O<I>,X<I,ll.>((J,2>.K<6l,'Z8(I;U,-Z8<I,2> 
ll'tO PIHNT @J: USING 1060:Y<I,1l,Y(I,2>,K<7> 




1200 GO TO 1590 
1220 REM ****************~•***************************f* SUB Z INTO X&Y 





1280 NE>:T I 
1290 RETURN 
311 
1300 REM *****~*** SUB RFAD PLATE CO-ORD AND PD'S**CORRECTION FOR SHIFT 
1310 FOR I=l TO N+l 
1320 READ Z<l,l),Z(I,2),ZB<I,1),ZB<I,2) 
1330 Z<I,J>=Z(l,l)•V9-Z8(1,1)•SGN<V9-0.5)-E(Jl 
1340 Z<I,4)=Z(I,2l*V9-ZBII,2l*SGN<V9-0.5l-E<4l 





1400 IF I>N THEN 1420 
1410 O<I>=I 
1420 NEXT I 
1430 RETURN 
1440 REM •***************************** SUB FIDUCIAL MARK INTERSECTION 
1450 FOR I=l TO 4 
-1460 READ Z<I,ll,Z<I,2),2(I;3),2lI,4) 
l't70 NEXT I 
1480 FOR I=l TO 2 
.1490 FOR J=l TO 4 
1500 Z<5,J)=Z<2*I,Jl-Z<2*I-1,J) 






1570 NEXT I 
1580 RETUF.:N 
1590 DELETE 110,1580 
· -·1595 OO=MEMORY 
1600 APPEND "REURELATil/E2"; 100 
1630 F:UN 100 
9000 REN 
Least Squares Adjustment 
of Relative Orientation 
Part II 
100 PRINT e~: USING 120:IB,C$ 
·110 1<9=0 





170 FOR I=l TO S 
180 f( <I) =O 
190 IF V7=0 THEN 240 
200 B$=SEG<A$,7*I-6,7) 
Z10 PRINT" PROV. ";8$," IN DEG,w 
220 INPUT K<I> 
230 KCI>=K<I>l180*PI 
240 NEXT I 
250 Zl=-1 
260 Zl=Zl+l 
270 PRINT @3: USING 280:" ITERATION",Zl 
312 
280 Il1AGE/LF~60/L23X!'KIWPA' .- PHI' KAPPA'' PHI'' OMEGA''• 
290 PRINT @3: USING JOO:"PROV. UNKNOWNS ",KC1>,KC2l,KC3),K<4l,K<5> 
300 IMAGE3XFA5<5D.4D> 
310 GO~:UB 3520 
320 GOSUB 3760 
330 Nl=INV<Nll 
340 U=Nl MPY N2 
350 K4=DET 
360 GOSUB 3920 
370 IF 20=1 THEN 440 
380 REM ****************************************~ ITERATION CRITERION 
390 FOR I=l TO 5 
400 IF ABS<UIIJ))5.0E-5 THEN 430 
'dO NE)<T I 
'i20 ZO=l 
't30 GO TO 260 
440 IF T7=1 lHEN 470 
't50 GOSUB ,141.~o 
1, 60 GO HI 500 
470 PRI @J: USI 3~60:"INTERM. R01Af)ON ANGLFS IN RADIANS","IN DEGREES" 
480 PRINT Q3: U3I~G 3~90: 
~ s· 0 F' F.: l I~ 3 : us I :J 5 0 0 : K ( 1 ) r f: <:~ ) I K ( 3 ) ,i(( 4 ) I f( ( ~j ) ' H ( 1 ) ' ~I ( ? ) , ll( 3 ) ' ~Ii 4 ) ' H ( 5 ) 
5DO SO=O 
510 IF T7=0 THEN 690 
520 APPEND "REL/SUB/DISTCON";~oao 
53[1 25'=0 
540 GO TO 580 
550 c;osue. 3520 
560 P~INT @3: USING 300:"PROV. UNKNOWNS ",K(1),K(2),K(J)~K(4),K(5) 
570 GOSUB 3760 
580 GOSUB 4000 
5'70 Nl=INV<Nl> 
600 K4=DET 
610 U=Nl MPV N2 
620 GOSUB 3920 
630 IF Z9=1 THcN 690 
640 FOR I=l TO 5 
650 IF ABS<U(I)))5,0E-5 THEN 550 
660 NEXT I 
670 Z9=1 
680 GO TO 550 
690 IF Q9=0 THEN 780 
700 DELETE 4001,5660 
710 00=11EMORY 
720 APPEND "REL/SUB/MA1ASS"l4000 
730 GOSUB 3490 
740 DELETE 4001,5660 
750 OO=MEMORY 
760 APPEND "REL/SUB/DISTCON1";4000 
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770 REM ***************************************** ADJUSTED OBSERVATIONS 
780 PRINT @3: USING 790:I8.C$,"ADJUSTED OBSERVATIONS" 
790 IMAGEP2<L>5X3D ,4XFA (/L)JJXFAtL 
800 PRINT @3: USING 810:".XO","VX","X","YO","VY","Y·11 , 11 PX","PY" 
810 IMAGE15XFA8XFA8XFA14XFA8XFA8XFA15XFA9XFA/L 
820 R6=0 








910 NE>:T J 
920 IF T7=0 THEN 950 
930 IF I<>M5<1> AND I<>M5<2> THEN 950 
940 COSUB 5't60 
950 Ml=X<I,1> 









1050 PRI @J: USI 1060:0<I>,M1,V1<1>,X<I,1),M2,V1<2>,X<I,2>,P1<I,1>,R5 
1060 IMAGERD.,60.305D.4060.3D5X60.3050.406D.JD" L"X2(80.20) 
1070 PRI @3: USI 1080:M3,V1(J),YCI,ll,M4,V114) .Y<I,2>,P1(I,J>,P1(l,4) 
1080 Ii1AGF9Xh0. 3050. 't!i60. ;·rn5X60. JO:~r). 4060. JO" F.'." }:2 ( BD. 20) 
1090 NE>:T I 
1100 REM ********~*********************************~** RECTIFIED CO-ORD. 
1110 PRINT @3: USING 1120: "RECTIFIED CO-ORDINATES" 
1120 IMAGELL J2XFA/L 
11 3 0 f-• F~ I N T @ 3 : us I N (; 11 4 0 : II x ' II 1 " y ' ;i ' " z 1 II , !! i: • 1 II , " y ' I " , II z ' • " , II c HE c K II 
1140 IMAGE15XFA8XFA8XFA1JXFA7XFA7XFA7XFA/L 
1150 IMAGE8D. J<6D.JD>5X3<6D.3Dl8D.3D 
1160 FOR 1~1 TO N 
i170 GOSUB 2210 
1180 XO=X2•YJ-X3•Y2 
1190 PRINT @3,32: VSING 1150:0{I),X11X2,XJ,Y1,Y2,Y3,XO 
1200 IF I<>N-H1 THEN 1220 
1210 PRINT ~3: 
1220 NE:ff I 
1230 NO=SQR(SOl<N-H1+T7-5)) 
1240 PRINT ~3: USING 12so:s1.Mo.so 
1250 IMAGE2 ( /L) 3x•pvv: "5D. 608){ fl MO:" 5D. 40 lOX" CHECI( P.iJv: "50. 60 
1260 FOR I=l TO 5 
1270 D<I>=M0~180/PI*SQRCN1(I,!)) 
1280 NEXT I 
1290 GOSUB 3440 
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1300 PF: INT ~3: USING 1310: 11 M. S. E, OF UNl~NOl-IN':; IN DEG REH; 11 r"l(APPA 1 II 
1310 IMAGE2(/LJ67XFA/L67XFA"PHI' KAPPA'' PHI'' OMEGA''"/62XS 
1320 PRINT @3: USING 1330:D 
1330 IMAGEX5<5D.40J2(/LJ 
1340 REM ********f*********************************** MODEL CO-ORDINATES 
1350 DELETE 1,1090 
1360 FOR I7=1 TO N 
1370 0 ( 17) =!7 
1381) NEXT 17 
1390 R5=0 
1400 I9=999 
1410 "PRINT @J: USING 1420:I81Cf,"MODEL CO-ORDINATES","BASE",BO 
1420 IMAGE 2C/ll5X3D ,4XFA2(/L)26XFA10XFA80.40/L 
1430 PRINT @3: USING 1450:" X "•" Y "•" Z "," MX "•" MY "•" MZ " 
1440 PRINT @J: USING 1450:"<MJ","<MJ","<MJ","<MMJ","(MHl","(MMJ• 
1450 IMAGE24X3<FA7XJ4X3<FA4XJ 
1460 DELETE Z 
1470 DIM Z<N+1,4l 
1480 FOR I=l TO N-Hl 
1490 GOSUB 2210 
1500 GOSUB 2460 
1510 PRINT @3: USING 152Q:O<Jl,X6,Y6,Z6,G5(2)*1000,G5(3J*1000,G5C1J*1000 
1 5 2 0 IM A G.E 10 X 8 0 . 3 < 5 D • 4 0 l 5 X 3 < 6 D • 10 l --
1530 Z(I,1l=X6 
1540 Z<I,2J=Y6 · 
1550 Z<I,3J=Z6 
1560 Z <I, 4 l =O (I l 
1570 NEXT I 
1580 DELETE Z8,A$,N1 
1590 PRINT "ENTER 0 IF YOU DO NOT WANT TO CALCULATE ADDITIONAL POINTS " 
1600 PR! "ENTER 1 IF YOU WANT TO CALCULATE INOIVID. ADQITIONAL POINTS " 
1610 PRI "ENlER 2 IF YOU WANT TO CALC. ADDITIONAL POINTS FROM FILE DATA" 
1620 INPUT 09 
1630 DELETE G,G1,G4,G6,N1 
1640 IF 09=0 THEN 1910 
1650 PRINT "WHICH FILE" 
1660 INPUT IH 
1670 PRINT @J: USING 1680:At,"X","Y","Z" 
1680 IMAGEP2(/Ll16XFA C/Ll24XJ<FA9 Xl 
1690 lF 09<2 THEN 1710 
1700 OPEN "A$";4, 0 R",F$ 
1710 FOR I=l TO 200 
1720 IF 09(2 THEN 1760 
1730 F~EAD Ul1:}((1,1),}((1,2l,Y(1,1),Y(1,2l 
1"740 GO TO 1770 
1750 PRINT "ENTER LEFT AND RIGHT PLATE CO-ORDINATS OF NEW POINT" 






1820 GOSUB 221.0 




1870 PRINT @3: USING 1960:I,G~(1),G5(2l,G5(3) 
1880 IF XC1,1l=999 THEN 1900 































































IF WO=O THEN 2190 
PRINT ~3: USING 19JO:"DISTANCES AND DIRECTIONS FROM MODEL CO-ORD.• 
IMAGE4(/L),21XFA/21X43("-")2(/l) 
PRI @3: USI 1950:"FROM-TO","DX","DY","DZ","HOR12.","SPACE","HORIZ.• 
IMAGE8XFA4XFA6XFA6XFA6XFA4XFA3Xf AS 
PRINT e3: USING 1970:"VERT.","DISTANCE","ANGLE" 
IMAGE3XFA/47XFA11XFA 
READ 01,(12,16 
FOR 1=1 TO N 
IF Z<I,4>=01 THEN 2020 
NEXT I 
03=I 
FOR !=1 ro H 










TS=l-l i N \ 06/0':'J > 
SET RADIANS--
PRINT @3: USING 2170:01.02.os.06.07.08.09,T4.T5 
IMAGE11D,"-",JO,JC4D.JD>. X,2(50.30), X,2(40.30) 
IF T6=0 THEH 1980 
END 
REM ********* SUB RECTIFIED AND COEFFICIENTS 
X1=A1•X<I,1>+A2*X<I,21+A3•Kl61 
























REM ************************~******************** SUB MODEL CO-ORD. 
Z6=BO/CX1/X3-Y1/Y3> 




















2670 FOR I9=1 TO 3 
·2680 G2(1,19+1>=G2<1,I9+1)*G5(1) 
2690 G3Cl,I9+1>=G3(1,I9+1)*G5C2l+BO*<I9=1> 
2700 NE>n I9 
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2710 RETURN 
2720 REM ************************************SUB M.S.E. OF MODEL CO-ORD. 
2730 SET RADIANS . 
2740 G9=1 
2750 DELETE L1 
2760 DH1 GC5,1),G2(1,~),G3(1,5>,G4C1,1lrG5<3>~Gt.(5,1>,L1<5,1),L2<1,5> 












2890 LOC1 ,2l=-<A2*X3-A8*X1l/X3+2*G1 
2900 LOC1,Jl=CB1•YJ-B8*Yll/YJ+2*Gl 
2910 LOC1,4l=CB2•Y3-BB•Y1l/YJ+2*G1 
2920 FOR I5=1 TO 4 
2930 L4(1,I5l=LOC1,I5l 
29't0 NEXT 15 
2950 G6=G 
2960 GOSUB 3200 










3070 GOSUB 3200 










3~80 GOSUB 3200 
3190 F~ETURN 
317 
3200 REM ******************************************************* SUB QFF 
3210 FOR I5=1 TO 5 
3220 L1CI5,1l=A<I5l 
3230 NEXT IS 
3240 G2=TF~N <G l 
3250 L2=TRN<L1 l 
3260 L4=L2 MPV Nl 
3270 L7=L4 MPV Ll 
3280 L5=0 




3330 FOR J=l TO 4 
3340 L5C4J=L5(4l+L0<1,I5l*L0(1,Jl*B<I5l*B<Jl 
3350 NE)<T J 
3360 NE>:T 15 
3370 L6=L4 MPV G 
-3380 G3=G2 MPV N1 





3440 REM *********************§****************************** SUB PRINT 
3~50 PRI @J: usr 3460:"FINAL ROTATION ANGLES IN RADIANS","IN DEGREES" 
IMAGE2C/Ll3XFA32XFA/3X32("-"l32X10("-n)/ 





























3620 FOR L1=1 TO J 
3630 SCL1J=SIN<K<2+L1l> 
3640 CCL!>=COSCK(2+L1)) 














.3760 REM *********************************** NORMAL EQUATION & FREE TERM 
3770 Nl=O 
37e::J N2=0 
3790 FOR 1=1 TO N-Hl 
3800 GOSUB 2210 
3810 FOR KO=l TO 5 
3820 FOR J=KO TO 5 
3830 Nl<KO,J>=Nl<KO,~)+A<KO)*A(J)•P<I> 
3840 Nl(J,KO>=Nl<KO,J) 
3850 NEXT J 
3860 NEXT KO 
3870 FOR J=l TO S 
·3880· N2{ J, 1>=N2<J,1 )-L <I> *A< J > *F' < n 
3890 NEXT J 
3900 NE>:T I 
3910 RETURN 
3920 REM **~************************ UPDATING OF X FOR ITERATION 
3930 FOR I=1 TO S 
3940 k<I>=K<I>+U<I> 
3950 W<I>=K<I>*180/PI 
3960 NE>:T 1· 





Distance Condition Equation 
319 
100 REH ........•...•. CONOJlION EQUATION FOR A DISTANCE lN MODELSPACE 
11D DIM GC5,5),ff5(6) 1R1C4,J>,RJ(7),R4C6,2> rR7C4,5),R8(J,5>,R9(5,J) 
120 DELETE Z 
130 DIM N8C5,3>,ZC13,71 
140 R7=0 
150 IF Z4)0 THEN 180 
160 PRINT "FROM POINT tt ,TO POINT tt , DISTANCE "l 
170 INPUT M5(11,N5C2>,M5<3> 
180 FOR J=l TO Z 
170 I=M5CJ> 








280 NEXT J 
290 FOR J=l TO 2 
300 I=M5CJ> 













440 FOR I=l TO 4 
450 R7CJ,I>=BCI) 
. 460 R8CJ,I)=A<I> 
470 NEXT I 
480 R8CJ,5>=AC5) 
490 R7CJ,5)=1/PCN5CJ> > 
500 NEXT J 
510 R3<J>=R1C1,1>•R1(J,1)+R1C1,2l•Rl(J,2>+R1C1,3>•R1CJ,J) 
520 Z=O 




0 570 ZC1,J+JJ=CR41I-2,1)*R1CfO,Ji-R~~I.·11•Rl(I0,1))/R1(IO,~>•~ . . 
580 ZC1,J+5>=R4CI,1l 
















7 50 NE>:T J 
760 .FOR J=l TO 6 
770 2C1,J)=2C1,3l+R1Cl+CJ>3>*2,J-3*CJ>J>>*R4CJ+3-6*(J)J),1) 
780 NEXT J 
790 FOR J=l TO 2 
800 ZC5+J,J)=2C9+J,2)/2 
810 2C9+J,J>=ZC5+J,1)/2 
820 NEXT J 
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830 REM .••....•..••....... -.... COEFFICIENTS OF X INTO RB AND V INTO R7 
840 U9=RJC2)/CR3C5>•R3C7))+2+RJC1)/CR3C4>•R3C6))+2 
850 U9=SQRCU9-2•R3CJ)/R3C4l/R3C5)/R3C6l/R3C7>> 







930 IF I>S THEN 960 
940 R8CJ,I>=J1 
950 GO TO 1000 
960 IF I>9 THEN 990 
970 R7CJ,1-5)=J1 
980 GO TO 1000 
990 R7<4,I-9>=Jl 
1000 NE!<T I 
1010 LCN-H1+1l=CBO•U9-M5CJ)l•1000 
1020 IF Z4>0 THEN 1050 
1030 PRINT @3: USING 1040:M5Cll,M5C2l,"MEASURED LENGTH :",M5C3l 
1040 IMAGEPLL"CONOITION EQUATION FOR DISTANCE"30"-"JD10XFA60.3D/38"-''LL 
1050 PRI @3: US! 1060:"X1' ","Yl' ","X2' ","Y2' ","Xl' '"i"Yl''","X2' '" 
1060 INAGEC/Ll4X7CFA4X>"Y2''"S 
1 0 7 0 F' ~:I I} 3 I LJ :; I 1 0 f'. 0 : " I<(.\ Pf' A ' 11 r 11 f' HJ ' " r " j( {\ f' PA ' ' " r " f' H I ' 1 " 1 " (l MEG{\ ' ' " r " (.J " 
1080 IMAGE6XFA4XFA~XFA2XFASXFA4XFAC/L) 
1090 REM 
1100 FOR I=l TO 8 
1110 PRINT @J: USING 1120:R7C3+CI>4>,I-4•<I>4>> 
1120 IMAGE4D.3DS 
11:30 NEXT I 
1140 PF.:l @3: IJSI 1150:RP..C3r1 l.RBCJ,2) .F~BC3.3>.RE.(3,4) ,R8C3,5) ,L(N-Hl+l) 
1150 IHAGEJX5C60.20l60.3D2C/L) 
. 11 60 z 1 = 21+1 
1170 PRINT eJ: USING 1180:" ITERATION",Zl 
1180 IMAGE/LFA6D/L23X"KAPPA', PHI' . KAPPA'' PHI'' OMEGA''n 
1190 F~EM .••••.•. · ................ ,. ADDITION TO Of<!GINAL. NORM(.\l H!UATION 
1200 DIM Rl(J,J) 
1210 R5=0 
1220 R6=0 
1230 FOR I=l TO 4 
1240 R7CJ,5>=R7C3,5l~R7CJ,I>+2/F'1CM5Cl),J)+R7C4,Il+2/P1CM5{2),J) 
1250 R5=R5+R7C1,I>*R7CJ,I)/P1CN5Cl),I) . 
1260 F~6=R6+F:7C2,I>*F.:7C4,Jl/P1 CM5C2l ,J) 












1390 R9=N8 MPV Rl 
1400 G=R9 MPV R8 
1410 FOR I=! TO 5 
1420 FOR J=1 TO 5 _ 
1430 Nlf!,J)=Nl(!,J)+G(I,Jl/AO 
1440 NEXT J 
1450 NEXT I 




1500 NB=R9 MPV G 
1510 FOR I=l TO 5 
1520 N2<I,1>=N2<J,1)-N8<Il/AO 
1530 NEXT I 
1540 Z4=Z4+1 
· 1550 RE TURN 
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1560 REM ••••••• ;,,,, .•.••.•....••••••.•..•.....• SUB CORRECTIONS TO V'S 
1570 G=O 
1 580 G=RB MPV U 




1630 FOR J=l TO 4 
1640 SO=SO-Vl(J)~2•P1CJ,J) 
1650 V=O 
1660 FOR 11=1 TO 3 
1670 V=V+CR7<J4,Jl•R1CJ4,Il>+R7(2+J4,J)•R1(3,Il>l*G<I1> 
1680 Nl.:)<T I 1 
1690 VllJl=Vl(Jl-V/AO/Pl(J,Jl 
1700 SO=SO+V11J)~2*P1CI,J) 
1710 NE>:T J 
1720 RETURN 
Subroutine 
Evaluation of Various Condition Numbers 
for Matrix of Normal Equation Coefficients 
JOO DIM D:5C5,5),D4<eJ,fJ2(5),2'"1(5,5> 
110 K5=0 
120 PRINT @3: USING J80:I8,C$,"ASSESSMENT OF MATRIX-CONDITIONa 
130 PRINT ~3: USING 140:"NORMAL EQUATIONS• 
140 IMAGE2C/Ll3XFA/JX16("=")(/Ll 
150 K6=0ET 
160 PRINT @3: USING 170:Q 
170 INAGE5(5(10D.40l/l 
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180 IMAGEP,JC/Ll,5X3D ,4X,FA,2C/Ll3XFA/ 3X30C"="l 
190 PRINT @3: USING 200:"0ETERNINANT",K4,"VARIANCE CO-VARIANCE MATRIX• 
200 IMAGE3C/Ll3XFA2E3C/Ll3XFA/L3X27C"="l/L 
.2-10--PRINT (~J: USING 220:"KAPPA'","PHI'","KAPPA''","PHI''","OMEGA''• 
220 IMAGE14XFA7XFA7XFA6XFA6XFA 
230 FOR I~l TO 5 
240 Bl=SEGCA$,7*<I-ll+l,7l 
250 PRINT @3: USING 260:B$,N1CI,ll,Nl(I,2l,Nl<I,3l,Nl<I,4l,N1<I,5l 
260 IMAGE3XFAX5<2E2Xl 
270 NE>:T I 
280 PR[ ~3: USl~290i"<INVERSE• NORMAL> DEVIATION-FROM IDENTITY"MATRIX" 
290 IMAGE3C/llFA/L 
300 D3=N1 MPV Q. 
310 GOSUB 1340 
320 PRI @3: USI 290:"<NORMAL* INVERSE> DEVIATION FROM IDEN1IJY MATRIX" 
330 DJ=Q MPV Nl 
340 GO~;UB 1340 
350 GOSUB 370 
360 GO TO 650 
370 REM ****************************************~****SUB CONDITION NO 380 DJ=Q 
390 GOSUB 940 
400 28=K8 
410 PRINT @J: USING 1510:K4,K4/D416l,K8,K4/CK8/SQRl5ll~5 
.·42~ PRINT QJ: USING 1520:K4/D4(8),06 
4 JD D.7=D6 
440 GOSUB 1390 
450 /(1=03(5.~) 
460 D3=N1 
tt 70 GOSUB 91, 0 
480 PRINT @J: USING 4?0: 
490 IMAGF2(/Ll"lNVERS"2(/Ll 
500 ZO=K8 
510 PRINT @J: USING 1510:1/K~,J/K4/04(6),K8,1/K4/(KB/SQR(5))45 
520 PRINT QJ: USING 1520:1/K4/D4(8),06 
530 08==06 
540 GOSUB 1390 
550 K2=03(5,5l 
·s6D. KJ=K 1 ·:t-K2 
570 PRI QJ: USI SBO:"HIGHEST VALUE IN N-MATRIX",~1.K2," CONOITION",KJ 
sao IMAGELL.J>:FA1 JD. :rn 111 x" IN 1:i-11Arn rx 11 130. :-lo nF rii< 11 NUMBER 11 ?0. 40 
590 09=07•08 
600 PRINT OJ: _USING 610:"MAXIMUM EIGENVALUE OF N-MATRIX",07,D8,09,1/D9 
610 IMAGE2C/Ll3XFA8D.J0/25X"Q-MATRIX"8D.J09X"CONDITICN NUNBER~2(90.40l 
620 PRINT @3: USING 630:Z8•Z0/5 
63Q INAGE2C/LlJBX"TURING'S FIRST CONDITION NUMBER"9 O.JO 
640 RETUf;:N 
650 PRINT QJ: USING 660:"NORMALI2ED VARIANCE CO-VARIANCE MATRIX" 
660 IMAGEP2</Ll~XFA2C/Ll 
6 i'O GO TO 6S'O 
680 PRINT @3: USING 660:"NORMALIZED NORMAL EQUATION MAlRIX" 
690 PRINT OJ: USING 700:"KAPPA'~,"PHI'","KAPPA''","PHI''","OMEGA''" 
700 IMAGE15XFA5XFA5XFA4XFA4XFA 
710 FOR I=l TO 5 
720 FOR KO=l TO 5 
730 IF K5=2 THEN 760 
740 29CI,KOl=N1<I,KOl/(SQR<N1<I,Ill*SQR(N1<KO,KDlll 
750 GO TO 770 
760 l9<I,KOl=F(I,KOl/(SQR<F<I,Ill*SQRCF<KO,KOlll 
770 NEXT KO 
780 NEXT I 
790 FOR I=l TO 5 
800 Bl=SEG<At,7~<I-1l~1,7l 
810 PRINT @J: USING 820:Bf,Z~<I,1t,Z9CI,2l,29<I,Jl,29(I,4l,29(I,5l 
820 IMAGEJXFA 5(60.30) 
830 NEXT I 
840 Q=INV<Z9l 
850 K4=DET 
860 GOSUB 380 
870 IF K5=2 THEN 910 
. -.880 K5=2 
890 GO TO 680 
900 PRINT Q 
910 Q=Ql 
920 DELETE Q1,04,D2,0J,K5,K8~K6,D,06,D7,01,K1,K2,K3 
930 ENO 
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940 REM ***************~******************************** MAX EIGENVALUE 950 DIM 0(5) . 
960 FOR 1=1 TO 5 
970 D<Il=I 
980 NEXT I 
990 Dl=O 
1000 02=03 MPV 0 
1010 04(1)=0 
1020 05=0 
1030 FOR I=l TO 5 
1040 04(1l=D4<1l+D<Il•D<Il 
1050 05=05+0{!)402!!) 
1060 NEXT I 
1070 06=05/04(1) 
1080 0=02 
1090 IF A3S<D4Clll~1.0E+50 AND AeSCD4<1ll>1.0E-50 THEN 1140 
1100 K8=SQR(0(1J~2+0(2)+2+0CJ)+2+0<4>+2+0(5)+2) 
1110 FOR I=1 TO 5 
1120 D<Il=O<Il/Ka 
1130 NEXT I 
1140 IF ABS<06-D1l<=ABSC01*1.0E-4l THEN 1180 
1150 01=06 
1160 GO TO 1000 
1170 GOSUB 1540 
1180 04=0. 
1190 04(8)=1 
1200 FOR !=1 TO 5 
1210 FOR J=l TO 5 
1220 D4<Il=D4<Il+D3(!,Jl42 
1230 NEXT J 
1240 04C8l=D4<8l~OJ(I,Il 
1250 NEXT I 
1260 04(6)~1 




1300 NEXT I 
1310 K8=SQR(04(7) > 
1320 RETURN 
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1330 REM ******************************************* MAX DIFF. IN INVERS 
1340 FOR !=1 TO 5 
1350 D3(I,I>=D3(1,I)-1 
1360 "NE:n I 
1370 PRINT ~J: USING 1380:03 
1J80 INAGE5(5C2E2X)/) 
1390 D3=ABS<D3) 
1400 FOR J=l TO 5 
1~10 FOR 1=1 TO 4 
1420 D3CJ,I+l>=OJCJ,I> MAX OJCJ,!+1) 
1430 NEXT I 
1440 NEXT J 
1450 FOR J=1 TO 4 
1460 03CJ+1,I>=03(J,5) MAX D3CJ+l,S> 
1'170 NEXT J 
1480 .PF~INT <?3: U~;ING 1490:o.3c:=.;,5) 
1490 IMAGE/l"MAX VALUE IN 11ATIUX : "4){2E2C/L > 
1500 RETURN 
1510 IMAGE 2C/l)"DET",12X4E/"HAOAM."9X4E/"EUC.NORM"7X4E/"EUC.COND."6X4E 




1560 FOR I=! TO 5 
1570 D3CI,I>=DJCI,I>+D6 
1580 NE:<T I 
1590 D3=INV<D3>. 
1600 K.S=DET 
1610 PRINT KB 
1620 RETURN 
1 3 JUtJ 1983 
