A conjunctive query problem is a problem to determine whether or not a tuple belongs to the answer of a conjunctive query over a database. Here, a tuple, a conjunctive query and a database in relational database theory are regarded as a ground atom, a nonrecursive function-free definite clause and a finite set of ground atoms, respectively, in inductive logic programming terminology. An acyclic conjunctive query problem is a conjunctive query problem with acyclicity. Concerned with the acyclic conjunctive query problem, in this paper, we present the hardness results of predicting acyclic conjunctive queries from an instance with a j-database of which predicate symbol is at most j-ary. Also we deal with two kinds of instances, a simple instance as a set of ground atoms and an extended instance as a set of pairs of a ground atom and a description. We mainly show that, from both a simple and an extended instances, acyclic conjunctive queries are not polynomialtime predictable with j-databases (j ≥ 3) under the cryptographic assumptions, and if acyclic conjunctive queries are polynomial-time predictable with 2-databases, then so are DNF formulas. Hence, the acyclic conjunctive queries become a natural example that collapses the equivalence between subsumption-efficiency and efficient pac-learnability from both a simple and an extended instances.
Introduction
From the viewpoints of both learning theory and inductive logic programming, Džeroski et al. [11] have first shown the learnability of (first-order) definite programs called ijdeterminate. Furthermore, the series of their researches by Cohen [5, 6, 7, 9] , Džeroski [10, 12, 23] , Kietz [22, 23, 24] and Page [9, 27] have placed the theoretical researches for the learnability of logic programs in one of the main research topics in inductive logic programming. Recently, it has deeply developed by many researchers [1, 20, 25, 26, 30, 31] .
On the other hand, a conjunctive query problem in relational database theory [2, 4, 14, 17, 35] is a problem to determine whether or not a tuple belongs to the answer of a conjunctive query over a database. Here, a tuple, a conjunctive query, and a database in then so are DNF formulas.
Our hardness results imply that acyclic conjunctive queries become a natural example that collapses the equivalence between subsumption-efficiency and efficient paclearnability from both a simple and an extended instances. In general, the subsumption problem for conjunctive queries is NP-complete [3, 15] . It is also known that, for both famous determinate [11] and k-local [7, 9] conjunctive queries, the subsumption problems are solvable in polynomial time [24] . As the learnability results, k-local conjunctive queries are polynomial-time pac-learnable from a simple instance, while determinate conjunctive queries are not polynomial-time predictable from a simple instance under the cryptographic assumptions [7] . Note that the determinate conjunctive queries are defined over ordered conjunctive queries, so it is slightly artificial. On the other hand, for acyclic conjunctive queries, while the subsumption problem is LOGCFL-complete [17] , it is not polynomial-time predictable from both a simple and an extended instances under the cryptographic assumptions.
Preliminaries
In this paper, a term is either a constant symbol or a variable. An atom is of the form p(t 1 , . . . , t n ), where p is an n-ary predicate symbol and each t i is a term. A literal is an atom or the negation of an atom. A positive literal is an atom and a negative literal is the negation of an atom. A clause is a disjunction of literals. A definite clause is a clause containing one positive literal. A unit clause is a clause consisting of just one positive literal. By the definition of a term, a clause is always function-free.
A definite clause C is represented as
where A and A i (1 ≤ i ≤ m) are atoms. Here, an atom A is called the head of C and denoted by hd (C), and a set {A 1 , . . . , A m } is called the body of C and denoted by bd (C).
A definite clause C is ground if C contains no variables. A definite clause C is nonrecursive if each predicate symbol in bd (C) is different from one of hd (C), and recursive otherwise 2 . Furthermore, a finite set of ground unit clauses is called a database. A database is called a j-database if each predicate symbol in it is at most j-ary. According to the convention of relational database theory [2, 14, 17, 35] , in this paper, we call a nonrecursive definite clause containing no constant symbols a conjunctive query.
A substitution is a partial function mapping variables to constant symbols or variables. We will represent substitutions with the Greek letters θ and σ and (when necessary) write them as sets θ = {t 1 /x 1 , . . . , t n /x n } where x i is a variable and t i is a term (1 ≤ i ≤ n). For a literal A, Aθ denotes the result of replacing each variable x i in A with t i . If θ and σ are substitutions, we will use Aθσ to denote (Aθ)σ.
Next, we formulate the concept of acyclicity. A hypergraph H = (V, E) consists of a set V of vertices and a set E ⊆ 2 V of hyperedges. For a hypergraph H = (V, E), the GYO-reduct GYO(H) [2, 13, 14, 17] of H is the hypergraph obtained from H by repeatedly applying the following rules as long as possible:
1. Remove hyperedges that are empty or contained in other hyperedges. 2 A recursive clause in this paper is sometimes called an ambivalent clause [16] . 
Figure 1: The associated hypergraphs H(C 1 ) and H(C 2 ) to C 1 and C 2 .
2. Remove vertices that appear in ≤ 1 hyperedges.
is an empty hypergraph, i.e., GYO(H) = (∅, ∅), and cyclic otherwise.
The associated hypergraph H(C) to a conjunctive query C is a hypergraph
where var (S) denotes the set of all variables occurring in S 3 .
Definition 2 (Gottlob et al. [17] ) A conjunctive query C is called acyclic (resp., cyclic) if the associated hypergraph H(C) to C is acyclic (resp., cyclic).
Example 1 Let C 1 , C 2 and C 3 be the following conjunctive queries:
Then, the associated hypergraphs H(C 1 ) and H(C 2 ) to C 1 and C 2 are described as Figure 1 . By the GYO-reduction, we can show that
Gottlob et al. [17] have shown that the problem of determining whether or not a conjunctive query or a hypergraph is acyclic is in symmetric logspace SL.
In this paper, the relation ⊢ denotes a usual provability relation. For a conjunctive query C = A ← A 1 , . . . , A m , a database B and a ground atom e, {C} ∪ B ⊢ e holds iff 1. e ∈ B, or 2. there exists a substitution θ such that e = Aθ and {A 1 θ, . . . , A m θ} ⊆ B.
Then, consider the following decision problem 4 :
ACQ (Acyclic Conjunctive Query) [17] Instance: An acyclic conjunctive query C = p(x 1 , . . . , x n ) ← A 1 , . . . , A m , a database B, and a ground atom e = p(t 1 , . . . , t n ).
Question: Does {C} ∪ B ⊢ e hold?
Theorem 1 (Gottlob et al. [17] ) The problem ACQ is LOGCFL-complete.
The relationship between LOGCFL and other relevant complexity classes is summarized in the following chain of inclusions:
In the remainder of this section, we introduce some classes of conjunctive queries. Let C be a conjunctive query. The free variables of C are variables in bd (C) but not in hd (C). A conjunctive query C is k-free [7] if C has at most k free variables.
Let x and y be free variables of C. x is adjacent to y if they appear in the same literal of C. x is connected to y if either x is adjacent to y or there exists a variable z such that x is adjacent to z and z is connected to y. The locale of a variable x is the set of literals that contain either x or some variable adjacent to x. The locality of C is the cardinality of the largest locale of any free variable in C. A conjunctive query C is k-local [7, 9] if the locality of C is at most k.
A conjunctive query C = A ← A 1 , · · · , A m is called ordered if the order from 1 to m in C is fixed. Let C be an ordered conjunctive query A ← A 1 , . . . , A m and B be a database. Then, C is determinate w.r.t. B [11] if for each i (1 ≤ i ≤ n) and substitution θ such that
there exists at most one substitution σ such that A i θσ is ground and B |= A i θσ.
The depth of a variable x in a conjunctive query C = A ← A 1 , . . . , A m is defined as follows: If x occurs in A, then the depth of x in C is 0. Suppose that x first occurs in A i . If none of the other variables in A i already occurred in A ← A 1 , . . . , A i−1 , then the depth of x in C is ∞. Otherwise, the depth of x in C is 1 plus the depth of the variable in A i with greatest depth occurring in A ← A 1 , . . . , A i−1 . The depth of C is the largest depth of the variable in C. A conjunctive query C is k-depth [11] if the depth of C is at most k.
Models of Learnability
In this section, we introduce the models of learnability. The definitions and notations in this section are due to Cohen [5, 6, 7] .
Let C be a conjunctive query and B be a database. A ground atom e is a fact of C if the predicate symbol of e is same as one of hd (C). In this paper, assume that there exists no element of B of which predicate symbol is same as hd (C).
For a conjunctive query C and a database B, the following set is called a simple instance of (C, B):
{e | {C} ∪ B ⊢ e, e is a fact of C}.
For an element e of a simple instance of (C, B), we say that e is covered by (C, B) .
Furthermore, we introduce a description D, which is a finite set of ground unit clauses. Then, the following set of pairs is called an extended instance of (C, B):
For an element (e, D) of an extended instance of (C, B), we say that (e, D) is covered by (C, B).
In his learnability results, Cohen has adopted both the simple instance [7] and the extended instance [5, 6] . If the extended instance is allowed, then many programs that are usually written with function symbols can be rewritten as function-free programs. There is also a close relationship between extended instances and "flattening" [10, 18, 26, 32] . Some experimental learning systems such as Foil [29] also impose a similar restriction. See the papers [5, 6] for more detail.
In the following, we introduce some definitions and notions of learning theory. Let X be a set, called a domain. Define a concept c over X to be a representation of some subset of X, and a language L to be a set of concepts. Associated with X and L are two size complexity measures. We will write the size complexity of some concept c ∈ L or instance e ∈ X as |c| or |e|, and we will assume that this complexity measure is polynomially related to the number of bits needed to represent c or e. We use the notation X n (resp., L n ) to stand for the set of all elements of X (resp., L) of size complexity no greater than n.
An example of c is a pair (e, b), where b = 1 if e ∈ c and b = 0 otherwise. If d is a probability distribution function, a sample of c from X drawn according to d is a pair of multisets S + , S − drawn from the domain X according to d, S + containing only positive examples of c, and S − containing only negative examples of c.
Definition 3 A language L is polynomial-time predictable if there exists an algorithm
PacPredict and a polynomial function m(1/ε, 1/δ, n e , n t ) so that for every n t > 0, every n e > 0, every c ∈ L nt , every ε (0 ≤ ε ≤ 1), every δ (0 ≤ δ ≤ 1), and every probability distribution function d, PacPredict has the following behavior:
1. Given a sample S + , S − of c from X ne drawn according to d and containing at least m(1/ε, 1/δ, n e , n t ) examples, PacPredict outputs a hypothesis h such that
where the probability is taken over the possible samples S + and S − .
2. PacPredict runs in time polynomial in 1/ε, 1/δ, n e , n t , and the number of examples.
3. h can be evaluated in polynomial time.
The algorithm PacPredict is called a prediction algorithm for L.
Definition 4 A language L is polynomial-time pac-learnable if there exists an algorithm PacLearn so that:
1. PacLearn satisfies all the requirements in Definition 3, and 2. on inputs S + and S − , PacLearn always outputs a hypothesis h ∈ L.
We will abbreviate "polynomial-time predictable" and "polynomial-time pac-learnable" as "predictable" and "pac-learnable," respectively. For a language L, it is known that, if L is pac-learnable, then L is predictable, but the converse does not hold in general. Hence, if L is not predictable, then L is not pac-learnable.
In this paper, a language L is regarded as some set of conjunctive queries. Furthermore, for a database B, L[B] denotes the set of pairs of the form (C, B) such that C ∈ L. Semantically, such a pair denotes either a simple or an extended instance covered by it. Furthermore, we will deal with the following languages:
1. ACQ denotes the set of all acyclic conjunctive queries.
2. k-FreeCQ denotes the set of all k-free conjunctive queries. . The pac-learnability of a language family is defined similarly.
Schapire [33] has shown that, if the evaluation problem is NP-hard, then the prediction problem is not predictable unless NP⊆P/Poly. Since the problem ACQ is corresponding to an evaluation problem for the prediction problem of ACQ [B] and it is LOGCFLcomplete, we cannot apply Schapire's result to our prediction problem.
Pitt and Warmuth [28] have introduced a notion of reducibility between prediction problems. Prediction-preserving reducibility is essentially a method of showing that one language is no harder to predict than another.
Definition 6 (Pitt & Warmuth [28] ) Let L i be a language over domain X i (i = 1, 2). We say that predicting L 1 reduces to predicting L 2 , denoted by L 1 ¢ L 2 , if there exists a function f : X 1 → X 2 (called an instance mapping ) and a function g : L 1 → L 2 (called a concept mapping ) satisfying the following conditions:
2. The size complexity of g is polynomial in the size complexity of c.
3. f (x) can be computed in polynomial time.
For some polynomial p, let µBF p(n) n be the class of read-once Boolean formulas, that is, Boolean formulas in which each variable occurs at most once, over n Boolean variables of size at most p(n). Let µBF p(n) = n≥1 µBF p(n) n . Then:
is not predictable under the cryptographic assumptions that inverting the RSA encryption function, recognizing quadratic residues and factoring Blum integers are solvable in polynomial time.
Let DN F n be the class of DNF formulas over n Boolean variables, and let DN F = n≥1 DN F n . It remains open whether or not DN F is predictable.
Finally, we summarize the previous results for the learnability of restricted conjunctive queries from a simple instance. 
Prediction-Hardness of Acyclic Conjunctive Queries from a Simple Instance
In this section, we discuss the prediction-hardness of acyclic conjunctive queries from a simple instance.
As the related previous results, if we can receive a fact as a ground clause, Kietz [22, 23] implicitly has shown that acyclic conjunctive queries consisting of literals with at most j-ary predicate symbols (j ≥ 2) are not pac-learnable unless RP = PSPACE, without databases as background knowledge. Under the same setting, Cohen [8] has strengthened this result not to be predictable under the cryptographic assumptions.
First, we obtain the following theorem. Note that the following proof is motivated by Cohen (Theorem 5 in [6] and Theorem 9 in [7] ).
Theorem 5 For each j ≥ 3, ACQ[j-B]
is not predictable from a simple instance under the cryptographic assumptions.
Proof. By Theorem 2 and 3, it is sufficient to show that, for each n ≥ 0, there exists a database B ∈ 3-B such that µBF Also construct the following instance mapping f :
f (e) = q(e 1 , . . . , e n , 1).
Note that F is represented as a tree of size polynomial p(n) such that each internal node is labeled by ∧, ∨ or ¬, and each leaf is labeled by a Boolean variable in {x 1 , . . . , x n }. Each internal node n i of F (1 ≤ i ≤ p(n)) has one (n i is labeled by ¬) or two (n i is labeled by ∧ or ∨) input variables and one output variable y i . Let L i be the following literals:
if n i is labeled by ¬.
Here, z i1 and z i2 denote input variables of n i . Then, construct the following concept mapping g:
where y is a variable in ( 1≤i≤p(n) L i ) corresponding to an output of F . Since F is represented as a tree, the associated hypergraph H(g(F )) of g(F ) is acyclic, so g(F ) is acyclic. Furthermore, it holds that e satisfies F iff f (e) is covered by (g (F ), B) , that is,
Hence, it holds that µBF p(n) n ¢ ACQ[B] from a simple instance. P For ACQ [2-B] , we obtain the following weaker hardness result than Theorem 5.
Theorem 6 (Cohen [7] , Cohen & Page [9] ) If ACQ[2-B] is predictable from a simple instance, then so is DN F. Theorem 6 follows from the proof of only-if direction of the statement 1 in Theorem 4, that is, for each n ≥ 1, there exists a 2-database B ∈ 2-B such that DN F n ¢ 1-FreeCQ[B] (Lemma 12 in [7] or Theorem 4 in [9] ), because the 1-free conjunctive query in this reduction is acyclic. An extension of this proof will be presented as the proof of Theorem 9.
Note that the conjunctive query in this reduction is also 1-depth. Then, as the prediction-hardness of depth-bounded acyclic conjunctive queries from a simple instance, the following corollary holds.
Corollary 1
For ACQ [1-B] , we also obtain the following theorem. Proof. We can assume that a target acyclic conjunctive query has no variables that occur in the body but not in the head. Let n be an arity of a target predicate q, and m be the number of distinct predicate symbols in B ∈ 1-B, where m predicate symbols are denoted by q 1 , . . . , q m . We set an initial hypothesis C as:
Then, by applying Valiant's technique of learning monomials [34] to C, the statement holds. P
Prediction-Hardness of Acyclic Conjunctive Queries from an Extended Instance
In this section, we discuss the prediction-hardness of acyclic conjunctive queries from an extended instance. By using Cohen's result (Theorem 3 in [6] ), we can claim that, for each j ≥ 3, the recursive version of ACQ[j-B] is not predictable from an extended instance under the cryptographic assumptions. In contrast, the following theorem claims that this statement also holds for the nonrecursive version of ACQ[j-B] (j ≥ 3).
is not predictable from an extended instance under the cryptographic assumptions.
Proof. By Theorem 2 and 3, it is sufficient to show that, for each n ≥ 0, there exists a database B ∈ 3-B such that µBF p(n) n ¢ ACQ[B] from an extended instance. First, we give e, F and B as same as the proof of Theorem 5. By the definition of an extended instance, an instance mapping f must map e to a pair of a fact and a description. Then, construct the following instance mapping f :
f (e) = (q(1), {bit 1 (e 1 ), . . . , bit n (e n )}).
By using the same literals L i (1 ≤ i ≤ p(n)) as Theorem 5, construct the following concept mapping g:
Here, y is a variable in ( 1≤i≤p(n) L i ) corresponding to an output of F .
Since F is represented as a tree, the associated hypergraph H(g(F )) of g(F ) is acyclic, so g(F ) is acyclic. Furthermore, it holds that e satisfies F iff f (e) is covered by (g(F ), B) , that is, {g(F )} ∪ {bit 1 (e 1 ), . . . , bit n (e n )} ∪ B ⊢ q(1).
Hence, it holds that µBF p(n) n ¢ ACQ[B] from an extended instance. P For ACQ [2-B] , as similar as Theorem 6, we also obtain the following weaker hardness result than Theorem 8.
is predictable from an extended instance, then so is DN F.
Proof. It is sufficient to show that, for each n ≥ 1, there exists a 2-database B ∈ 2-B such that DN F n ¢ ACQ[B] from an extended instance. This proof is an extension of the proof of Lemma 12 in [7] or Theorem 4 in [9] .
Let e = e 1 . . . e n ∈ {0, 1} n be a truth assignment and F ∈ DN F n be a DNF formula (l First, construct the following database B ∈ 2-B. Here, k denotes the set {1, . . . , k}.
Note that the size of B is polynomially bounded by the size of F . Construct the same instance mapping f as the proof of Theorem 8, that is,
Furthermore, construct the following concept mapping g:
is defined as follows:
It is obvious that g(F ) is acyclic and the size of g(F ) is polynomially bounded by the size of F . Note that, for each l ∈ k, the l-th term of F is satisfied by the truth assignment e 1 . . . e n iff the variable z can be substituted to l when x h is substituted to e h (1 ≤ h ≤ n). Then, it holds that e satisfies F iff f (e) is covered by (g (F ), B) , that is, {g(F )} ∪ {bit 1 (e 1 ), . . . , bit n (e n )} ∪ B ⊢ q(1).
Hence, it holds that DN F n ¢ ACQ[B] from an extended instance. P Note that we can array the atoms in bd (g(F )) as the 2-depth acyclic conjunctive query. Then, as the prediction-hardness of depth-bounded acyclic conjunctive queries from an extended instance, the following corollary holds.
Corollary 2 For each k ≥ 2 and j ≥ 2, if k-DepthACQ[j-B] is predictable from an extended instance, then so is DN F.
Subsumption-Efficiency and Efficient Learnability
We say that a clause C 1 subsumes another clause C 2 if there exists a substitution θ such that C 1 θ ⊆ C 2 . The subsumption problem for a language L is the problem of whether or not
In general, the subsumption problem for conjunctive queries is NP-complete [3, 15] . As the tractable cases for the subsumption problem, it is known the following theorem.
Theorem 10
The following statements hold: [24] ) The subsumption problems for DetCQ and k-LocalCQ (k ≥ 0) are solvable in polynomial time.
(Gottlob et al. [17])
The subsumption problem for ACQ is LOGCFL-complete.
By incorporating Theorem 10 with the statement 4 in Theorem 4, the language DetCQ is an example that collapses the equivalence between subsumption-efficiency and efficient pac-learnability from a simple instance. Note that DetCQ is defined over ordered conjunctive queries, which is slightly artificial; Consider the following database [23] . Hence, there exist two same clauses without their order such that one is determinate but another is not.
On the other hand, by incorporating Theorem 10 with Theorem 5 and 8, the language ACQ is an example that collapses the equivalence between subsumption-efficiency and efficient pac-learnability from both a simple instance and an extended instance. Since conjunctive queries are assumed not to be ordered for the ACQ, it is more natural than the DetCQ.
Note that we cannot directly extend the statement 4 in Theorem 4 to the predictionhardness from an extended instance under the determinacy with respect to databases, although we can extend Theorem 5 and 6 to Theorem 8 and 9, respectively. If we adopt the determinacy with respect to databases and descriptions, that is, if we can regard descriptions as background knowledge, then determinate conjunctive queries are not predictable from an extended instance (cf. the proof of Theorem 9 in [7] ).
Conclusion
In this paper, we have mainly discussed the hardness results of predicting acyclic conjunctive queries from both a simple and an extended instances.
As the prediction-hardness from a simple instance, we have shown that, for each j ≥ 3, ACQ[j-B] is not polynomial-time predictable under the cryptographic assumptions. Also, as same as Cohen's proof (Lemma 11 in [7] or Theorem 4 in [9] ), we have pointed out that, if ACQ [2-B] and also k-DepthACQ[j-B] (k ≥ 1, j ≥ 2) are polynomial-time predictable, then so is DN F. Furthermore, we have shown that ACQ[1-B] is polynomial-time paclearnable from a simple instance.
As the prediction-hardness from an extended instance, we have shown that, for each j ≥ 3, ACQ[j-B] is not polynomial-time predictable under the cryptographic assumptions, and if ACQ [2-B] and also k-DepthACQ[j-B] (k ≥ 2, j ≥ 2) are polynomial-time predictable, then so is DN F.
The above prediction-hardness implies that the language ACQ becomes a natural example that collapses the equivalence between subsumption-efficiency and efficient paclearnability from both a simple and an extended instances.
Various researches have investigated the efficient learnability by using equivalence and membership queries such as [1, 25, 26, 31, 30] . Our result in this paper implies that ACQ[j-B] (j ≥ 3) is not polynomial-time learnable using equivalence queries alone. It is a future work to analyze the learnability of ACQ[j-B] (j ≥ 3) by using membership and equivalence queries, and by extending to one containing function symbols or recursion. It is also a future work to analyze the relationship between our acyclicity and the acyclicity introduced by [1, 30] .
Fagin [14] has given the degree of acyclicity; α-acyclic, β-acyclic, γ-acyclic and Bergeacyclic. In particular, he has shown the following chain of implication for any hypergraph H: H is Berge-acyclic ⇒ H is γ-acyclic ⇒ H is β-acyclic ⇒ H is α-acyclic (none of the reverse implication holds in general). Acyclicity in the literature such as [2, 4, 13, 17, 35] and also in this paper is corresponding to Fagin's α-acyclicity [14] . Note that none of the results in this paper implies the predictability of the other degrees of acyclicity, while all of the corresponding evaluation problems are LOGCFL-complete [17] . It is a future work to investigate the relationship between the degree of acyclicity and the learnability.
