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Preface
On behalf of the Civil Engineering Research Association of Ireland (CERAI), I am delighted to welcome
you to the Civil Engineering Research in Ireland 2020 (CERI2020) conference run in conjunction with
the Irish Transportation Research Network (ITRN) 2020 conference.
The Civil Engineering Research Association of Ireland (CERAI) was formed in 2012 for promoting civil
engineering research and practice in Ireland, and its communication to academics and practitioners.
The principal activity is the sponsoring and overseeing of the organisation of a conference series
dedicated to this goal. The Civil Engineering Research in Ireland (CERI) conference series has grown
initially from Concrete Research Ireland (CRI) and Bridge Research Ireland (BRI) symposiums, which
subsequently held joint symposiums that became Bridge and Concrete Research Ireland (BCRI). Over
the years, the themes of the conference broadened significantly, attracting submissions from the titular
areas, as well as from other areas in civil engineering. As the research needs broaden, and the range
of submission widened correspondingly, the Organising Committee of BCRI 2012 recommended renaming the conference series to Civil Engineering Research in Ireland (CERI). The first CERI conference
was held in Queens University Belfast in 2014 with subsequent CERI conferences being held in NUI
Galway in 2016 and University College Dublin in 2018.
It is my honour to Chair the CERI2020 conference at Cork Institute of Technology. 2020 has proven to
be a very difficult year across the world. The arrival of the COVID-19 virus has turned our lives upside
down and we have faced challenges unprecedented in our lifetime. Our friends and family members
in the medical professions have worked tirelessly at enormous personal risk to limit the human cost of
the virus. In the space of a short number of weeks in March we saw a mass move to remote working
which was simply unimaginable before this time. This move to remote working was mirrored in our
preparations for CERI2020. I am very grateful to the CERAI Board Members, CERI2020 Stream Leaders,
Past-Conference Chairs and my colleagues in the Department of Civil, Structural and Environmental
Engineering at Cork Institute of Technology who have helped transform the conference to a Virtual
Conference. I acknowledge the superb work down by our long-term conference service providers, Ex
Ordo, to change tack at short notice and to build us a bespoke virtual conferencing platform. This has
allowed us to deliver our conference in a similar format to past conferences albeit in the virtual world.
I am hugely impressed by the civil engineering research community on the island of Ireland. The
standard of papers produced for this conference is excellent and covers the many disciplines of civil
engineering. You will see this as you read these Proceedings. Bear in mind that many of the papers
were written by the authors while they were working at home when the country was in lockdown – an
amazing achievement.
I would like to thank our Keynote Speakers for this year’s conference: Professor Eugene O’Brien, Chair
of Civil Engineering UCD – Joe O’Donovan Memorial Lecture and Keynote Speaker for Bridge
Engineering; Professor Jerry Murphy, Chair of Civil Engineering UCC – Keynote Speaker in Energy and
Environmental Engineering; Professor Desmond O’Neill, Consultant Physician in Geriatric and Stroke
Medicine at Tallaght Hospital Dublin and Trinity College Dublin and Director for the National Office for
Traffic Medicine RCPI/RSA – Keynote Speaker for ITRN / Transportation; Professor Don McQuillan,
President of the Institution of Structural Engineers – Keynote Speaker in Structural Engineering; Dr.
Sarah Prichard, MD Buro Happold UK – Keynote Speaker in Concrete and Concrete Technology; Mr.
Peter Flynn, Director, Arup – Keynote Speaker in New Frontiers; Dr. Zili Li, Lecturer, University
College Cork – Keynote Speaker in Geotechnical Engineering. We are honoured to have such a
prestigious panel of Keynote Speakers this year.
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Sincere thanks are due to our conference sponsors in 2020: Failte Ireland, Cork County Council, Cement
Manufacturers Ireland, Ecocem Ireland, Roughan & O’Donovan Consulting Engineers, RPS Group, the
Irish Concrete Society, the Institution of Structural Engineers and Civil & Structural Engineering
Advisors Ltd. We are also indebted to our Scientific Committee for expertly reviewing the abstracts
and papers for the Conference – thank you all.
I hope you enjoy the virtual conference this year and that these Proceedings will inspire you to
continue posing interesting research questions and to push the boundaries of civil engineering
knowledge. I look forward to meeting you in Cork in the near future.
Kieran Ruane
Chairperson, CERI2020 Conference
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ABSTRACT: The railway track is an important element in transportation networks. In recent years, drive-by monitoring of
railways has become more popular. Using data measured from in-service trains, the railway profile can be found. In previous
research, a complex optimiziton method is used to calculate the railway profile. This paper introduces a new two-stage direct
integration approach to find the same track profile much more efficiently. The calculated track profile is similar to a ‘true’ profile
and can be used to monitor the condition of the track.
KEY WORDS: Direct Integration, Railway Track, Monitoring, Drive-by.
1

INTRODUCTION

Railway track stiffness and permanent settlement are important
track properties which influence vehicle-ride comfort, groundborne vibrations, and track geometry [1]. A railway track can
be considered in two parts, the superstructure (rails, rail pads,
sleepers) and the substructure (ballast, sub-ballast, sub-grade,
drainage systems) [2]. The performance of the substructure is
heavily dependent on the subgrade performance, and regular
track maintenance such as ballast cleaning or tamping cannot
correct for poor subgrade [3]. Track geometry defects
associated with a poor subgrade tend to reappear relatively
quickly, meaning these regular track maintenance techniques
are both costly and largely ineffective. Therefore it is important
to have measurements of track stiffness in order to assess the
subgrade performance so that more suitable maintenance
measures (e.g. mini-piles, subgrade replacement) can be chosen
as appropriate [1].
Railway track stiffness can currently be measured using
stationary equipment or specialised low-speed vehicles.
Bowness et al. use geophones and digital image correlation
(DIC) of video to determine track movements [4]. Also, Murray
et al. use track side mounted cameras and digital image
correlation (DIC) to measure track deflection. The results show
that foundation parameters can vary significantly over a short
length of track [5]. Traditionally, a track recording vehicle
(TRV) is used by railway infrastructure managers to assess the
condition of their network. European Standard EN13848
defines the method of measurement for railway tracks using
TRVs in Europe [6]. The standard also defines the approach for
evaluating track condition by means of various safety-related
limits associated with each of the parameters measured so that
maintenance interventions can be planned. TRVs are the
current preferred method of measurement for these parameters.
However, these vehicles are expensive to run and may disrupt
regular services during their operation. Using in-service
vehicles to determine these parameters represents a potential
saving for railway infrastructure managers [7] and can provide
information in real time.
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The concept of using trains in regular service to measure track
stiffness has the potential to provide inexpensive daily ‘driveby’ track monitoring to complement data collected by the less
frequent (but more accurate) monitoring of TRVs. In this
method, sensors mounted on in-service vehicles are used to
collect acceleration and other dynamic properties for
monitoring the condition of railway tracks. Improvements in
the band-width of wireless communications, sensor robustness
and electronics have allowed the development of unattended
track geometry inspection systems that are compact and robust
enough to be mounted on in-service vehicles [8].
Using bogie acceleration readings, Le Pen et al. detect
changes in track stiffness after track renewal. These results are
corroborated by measurements of individual sleeper deflections
using geophones and DIC [9]. Odashima et al. use inverse
dynamics to estimate track irregularity from car-body
accelerations with a Kalman filter. This research estimates the
track irregularity in the longitudinal plane (track geometry and
10m-chord versine) [10]. Bocciolone et al. use vertical and
lateral sensing accelerometers on a metro train in Milan to
detect corrugation and side wear in curved sections [11]. Using
data from accelerometers mounted on both the bogie and the
axle box of an in-service train, Lee et al. calculate the vertical
and lateral track profile through a mixed filtering approach
[12]. Paixão et al. use sensing capabilities of smartphones or
other current low-cost inertial systems to get acceleration
measurements to complement the assessment of the structural
performance and geometrical degradation of the tracks [13].
Railway track longitudinal profile is an important indicator of
serviceability condition. A longitudinal profile of rail is
comprised of a combination of macro changes in track
elevation in the longitudinal direction and local rail
irregularities. A perfect level track profile can increase
passenger comfort, reduce wear on vehicle components and
reduce power consumption [7]. A reduction in vehicle
dynamics also reduces the vehicle load on the track. Therefore,
keeping a good vertical longitudinal profile helps maintain
overall track condition through a reduction in vehicle dynamic
effects [14].
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There are two dimensions to calculating the track profile,
forward problem, and the inverse problem. For the forward
problem, the responses of the vehicle are calculated using a
given track profile. In the inverse problem, the response of
vehicle is used to back-calculate the track profile. The inverse
problem is solved by Obrien et al. using a Cross Entropy
optimisation technique. They determine the railway track
profile elevations that generate a vehicle response which best
fits the measured dynamic response of a railway carriage bogie
[7].
This paper will introduce a new two-stage direct integration
approach to calculate the railway track longitudinal profile
which is more efficient than previous work in this area.
2

VEHICLE AND TRACK MODEL

For the forward problem, a train-track model is used to generate
vehicle accelerations. This model is developed from the traintrack-bridge model described by Cantero et al [15]. For the
vehicle, a two-dimensional vehicle model which has ten
degrees of freedoms (DOF) is used. As shown in Figure 1, it
includes four wheelsets (allowing vertical translation only),
two bogies (allowing vertical translation and rotation about
each centre of gravity) and the main body (allowing for vertical
translation and rotation). For the track, a three-layer track
model is used. The track is modelled using beam elements and
is supported by masses and springs. The masses represent
sleepers and ballast and the springs represent the pad, ballast
and sub-ballast.

Figure 1. Ten DOF train model.

Figure 3. Half-car vehicle model.
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TWO-STAGE DIRECT INTEGRATION APPROACH

In this section, a new two-stage direct integration approach is
introduced to solve the inverse problem. For the forward
problem, the train-track model is used to generate vehicle
accelerations and rotation accelerations of the main body and
one bogie which are regarded as the ‘measured’ data. The
properties of the train are given in Table 1. Using this
‘measured’ data, the half-car model is used twice (in two stages
as described below) to calculate the track profile under the
vehicle. The properties of the half-car model are given in Table
2.
Stage 1: Firstly, the whole train model is represented by the
half-car model. Then, the direct integration method introduced
by Keenahan et al. [16] is used to solve this half-car model.
Here, ‘measured’ accelerations and rotation accelerations of
main body are used as inputs. The force between the sprung
mass and the unsprung mass for the half-car model (between
the main mass and the bogie in train model) can be calculated,
using the equation of force for the 1st axle as follows:
𝐹 = 𝐾𝑠,1 × (𝑢𝑢1 − 𝑢𝑠,1 ) + 𝐶𝑠,1 × (𝑢̇ 𝑢1 − 𝑢̇ 𝑠,1 )
(1)
Stage 2: Then, the half-car model represents the bogie of the
train model and the track profiles under the first bogie are
calculated using the direct integration method. Here, the
‘measured’ accelerations and rotations of the bogie are used.
Also, the force calculated from Stage 1 is transferred and added
to the bogie mass.
Table 1. Train properties in the forward problem.

Figure 2. Three-layer track model.
For the inverse problem, a half-car model is used, which is
shown in Figure 3. There are four independent degrees of
freedom in this model. These degrees of freedom correspond to
sprung mass bounce displacement, 𝑢𝑠 , sprung mass pitch
rotation, 𝜃𝑠 , and axle hop displacements of the unsprung
masses at axle 1 and axle 2, 𝑢𝑢1 and 𝑢𝑢2 , respectively.

Property
Wheelset mass

Unit
kg

Value
1 813

kg
kg
kg.m2

Symbol
𝑚𝑤1, 𝑚𝑤2,
𝑚𝑤3, 𝑚𝑤4
𝑚𝑏1, 𝑚𝑏2
𝑚𝑣
𝐽𝑏1, 𝐽𝑏2

Bogie mass
Car body mass
Moment of inertia of
bogie
Moment of inertia of
main body
Primary
suspension
stiffness
Secondary suspension
stiffness
Primary
suspension
damping
Secondary suspension
damping

kg.m2

𝐽𝑣

1.97×106

N/m

K𝑝1, K𝑝2,
K𝑝3, K𝑝4
K𝑠1, K𝑠2

2.4×106

C𝑝1,
C𝑝2,
C𝑝3, C𝑝4
C𝑠1, C𝑠2

7×103

N/m
Ns/m
Ns/m

2 615
28 979
1 476

8.6×105

1.6×103
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Distance between car
body centre of mass
and bogie pivot
Distance
between
bogie centre of mass
axles

m

𝐿𝑣1, 𝐿𝑣2

9.5

m

𝐿𝑏11, 𝐿𝑏12,
𝐿𝑏21, 𝐿𝑏22

1.28

Figure 4. The calculated track of Stage 1 and ‘true’ profile.

Table 2. Half-car properties in Stage 1 and Stage 2.
Symbol
Value and
Unit
Pitch Moment Is (kg m2)
Property

Stage 2

1.97×106

1 476

Body mass

ms (kg)

28 979

2 615

Axle mass

mu,1, mu,2
(kg)

6 241

1 813

Suspension
Stiffness

Ks,1, Ks,2
(N/m)

8.6×105

2.4×106

Tyre Stiffness

Kt,1, Kt,2
(N/m)

4.8×106

1×109

Suspension
Damping

Cs,1, Cs,2 (N
s/m)

1.6×103

7×103

9.5

1.28

Distance of axle
to centre of
D1, D2 (m)
gravity
4

Stage 1

RESULTS

In this two-stage method, the track profiles are calculated
using the Newmark-Beta integration method on a step by step
basis. The calculated results are introduced in this section.
Figure 4 shows the calculated track from Stage 1 and the track
profile used in the forward problem to generate accelerations
(i.e. the ‘true’ profile). The calculated profile have the same
shape as the ‘true’ profile but it is not accurate. However, the
calculated track from Stage 2, which shown in Figure 5, is close
to the ‘true’ profile. The demonstrates the merit of the twostage approach to finding the track profile, and represents a
significant improvement in efficiency compared with previous
work in this area.

Figure 4. The calculated track of Stage 2 and ‘true’ profile.
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Previous research has shown that railway track profile is a good
indicator for monitoring the conditions of railways and can be
determined using a complex optimization method. This
involves finding the profile that gives a best fit to the measured
data which is computationally expensive and time consuming.
In this paper, the railway track is calculated using a two-stage
direct integration approach. The railway car model is
represented using the half-car model twice. The calculated
profile is calculated in a fraction of the computing time and the
results are very close to the ‘true’ ones.
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Acceleration based bridge weigh-in-motion using moving force identification
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ABSTRACT: Measuring vehicle axle weights is an important part of the monitoring of traffic. Traditional methods of measuring
the static weights of vehicles at a weigh station is disruptive to drivers and time consuming for the authorities. It is more cost
effective and efficient to directly measure moving vehicle weights either through pavement or bridge weigh-in-motion (WIM).
The Bridge WIM concept, first proposed by Moses (1979), is an algorithm that uses measured bridge structural response to passing
vehicles, to infer the weight of the passing vehicle and its axles. Moving Force identification (MFI) is, in effect, a dynamic Bridge
WIM algorithm that gives a force time history, as a vehicle passes over the bridge. Previous MFI methods assumed the availability
of measured deflection. However, deflection measurement requires a reference point, typically located at the underside of the
bridge, something that is often not available. This creates difficulties and possible safety issues, particularly when a bridge is
crossing a river or other infrastructure. In contrast, bridge accelerations can be measured using accelerometers placed on, for
example, the handrail of the bridge, which is safer and easier to install. In this paper, a new MFI algorithm is proposed that uses,
for the first time, measured bridge acceleration data as the input to compute vehicle axle weight. In our approach, first order
regularization is used in the algorithm to improve the accuracy of the result. Numerical simulations demonstrate the MFI method’s
accuracy in estimating vehicle and axle weights.
KEY WORDS: Weigh-in-motion, WIM, moving force identification, MFI, acceleration, bridge, dynamics.
1.

INTRODUCTION

As overweight vehicles can cause many problems such as
pavement fatigue damage and increased risk of bridge overload.
It follows that vehicle weight information is important for
infrastructure management. The most accurate way to measure
vehicle weights is at a static weigh station. However, this
method requires vehicles to divert to a static measurement
facility where they stop on the weigh scale or drive slowly over
it. Drivers of overloaded vehicles will attempt to avoid these
weigh stations, which results in a bias in the measured data.
These issues are addressed in dynamic vehicle weighing
methods known as weigh in motion (WIM). Moses[1] proposes
a method that using bridge strain measurements to calculate
gross vehicle weight, named bridge weigh in motion (BWIM).
This algorithm has been extended to use other bridge
measurements such as rotation and deflection. There are many
BWIM systems in use today with good accuracy [2-4]. BWIM
seeks to find the static axle weights of passing vehicles using
the equations that relate applied loads to strains. An advance on
this, known as moving force identification (MFI), uses a system
of dynamic equations to find the applied axle force histories
during the crossing event. The first research on MFI was carried
by O’Connor and Chan in 1990 [5]. A popular MFI algorithm
derives forces from the dynamic equations of motion, in state
space form. This form is proposed by Trujillo [6] and is applied
to the bridge case by Law and Fang in 2001 [7]. González et al
[8] further develops this by regularizing the first derivatives of
forces by Tikhonov regularization, making the solution more
stable and smoother.
Most common BWIM and MFI algorithms use strain or
deflection as inputs. Bridge accelerations are easier to measure
than strain or deflection. For example, it can be measured using
an accelerometer just placed on the bridge surface, but strain
sensors need be attached to the bridge soffit. To date,
acceleration is not generally used in BWIM or MFI algorithms.
Some researchers do use accelerations but only to integrate and
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estimate deflection [9-12]. The issue with this approach is the
initial condition problem introduced by Park[13]. If a wrong
assumption is made in bridge initial deflection, it will cause
significant error in the inferred deflection. In a recent work,
O’Brien et al.[14] introduce a new static acceleration influence
line concept and use it in a BWIM system. The results show
great differences between real GVW and inferred GVW. Law’s
MFI algorithm[7] can use accelerations directly but bending
moment is required as well. This paper proposes a new
acceleration-based MFI algorithm that can use acceleration
measured at one position to calculate a vehicle’s dynamic
forces during its passage over a bridge. Numerical simulation
results show that good accuracy can be achieved in the
calculation of vehicle forces.
2.

MOVING FORCE IDENTIFICATION ALGORITHM USING
ACCELERATION

As introduced in the last section, the MFI algorithm is
derived from the equations of motion for the bridge:
(1)
𝑀 𝑎 + 𝐶 𝑣 + 𝐾 𝑢 = [𝐿]𝑔(𝑡)
where Mg, Cg, Kg are the bridge mass, damping, and stiffness
matrices of size [ndof × ndof]. ndof is the number of degrees of
freedom in the bridge model. [L] is the location matrix that
refers to the position of the vehicle axles. The size of the
location matrix is [ndof × naxles] where naxles denotes the number
of vehicle axles. The vectors, a, v and u denote bridge element
nodal accelerations, velocities and displacements. The function,
g(t) is the force matrix of size [ndof × 1].
The state space form of Eq. 1 is written as,
𝑑𝑋
= [𝐴]{𝑋} + [𝐵]𝑔(𝑡)
𝑑𝑡

(2)

where X is the vector containing nodal displacement and
velocity:
{𝑋} =

𝑢
𝑣

(3)
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Matrices A and B are,

𝑀

0

[𝐴] =

−𝑀

[𝐵] =

𝐼
𝐾

−𝑀

𝐶

0
𝑀

(4)
(5)

[𝐿]

Trujillo [6] gives the solution as:
{𝑋}

3.

= 𝑀{𝑋} + 𝑃{𝑔}

(6)

𝑀 = 𝑒[

(7)

where:

𝑒[

𝑃=

]

− 𝐼 [𝐴]

]

0
𝑀

[𝐿]

(8)

Gonzalez et al.[8] regularize the first derivative of the force,
giving,
𝑋
𝑀 𝑃 𝑋
0
{𝑟}
=
+
(9)
𝑔
𝐼
0 𝐼 𝑔
where rj is the first derivative of force. The error function is
defined as the minimum of the squared differences between
inferred measurement, X and actual, measurement dj. Tikhonov
regularization is used in this error function with parameter B.
The error function at any time step, j is written as:
𝐸 𝑋 , 𝑟 = min 𝑋 − 𝑑 , 𝑊 𝑋 − 𝑑
(10)
+ 𝑟 , 𝐵𝑟 = 𝑓 𝑋
The matrix, W is the identity matrix. r can be obtained by
setting the first-order partial derivatives of this function to zero.
By regularizing the first derivative of force, the stability of
the force solution has been greatly improved, especially at the
beginning and end of the calculation process. This method can
use displacement and velocity as input as the vector, X contains
that information. However, acceleration is not contained in
vector X, so it cannot be used directly. Now, we will give a way
to incorporate acceleration into this algorithm. When the scan
rate, ∆𝑡 is small enough, the derivative of the vector, X can be
written as:
𝑋̇

1
{𝑋}
=
∆𝑡

− {𝑋}

(11)

Substituting Eq. 11 into Eq. 6 gives:
[P]
([M]-I)
{X}j +
{g}j
∆t
∆t
Consider a new vector,
𝑋
{𝑋}
= 𝑋̇
𝑔
Combining these equations gives:
𝑋̇

=

{𝑋}

= 𝑀{𝑋} + 𝑇{𝑟}

(12)

(13)

0

𝑃

𝑀 = ([M]-I) 0
∆t
0
0
0
𝑇= 0
𝐼

𝑃
∆t
𝐼

(15)

(16)

NUMERICAL MODEL

A Finite Element bridge model and a half car model are used
in this paper. A 16 m simply supported beam-and-slab bridge
is simulated. The bridge cross section is assumed to be made
up of Y3 beams topped by a 200 mm deep slab. A total of 16
bridge finite elements are proposed with 17 nodes in a simple
beam model – Figure 1. Each node has two degrees of freedom,
vertical displacement and rotation. Acceleration is sampled
from the centre node in the vertical direction. Rayleigh
damping is assumed to form damping matrix[15]. Table 1
shows the properties of the bridge model.
Table 1. Properties of bridge model
Span
16m
Number of finite elements
16
Total degrees of freedom
34
Young’s Modulus
3.5×109 N/m2
Cross sectional area
2.41 m2
Second moment of area
0.289 m4
Damping
3%

Figure 1. Coupled system developed form.
The half car model is illustrated in Figure 1. This kind of
vehicle model contains 4 degrees of freedom: main body mass
displacement (ys) and rotation (θs) and axle mass displacements
(yu,1 and yu,2). The body mass connects with each axle mass by
a spring and a viscoelastic damper. The linear stiffnesses of the
springs are, Ks,1 and Kt,2 and the damping coefficients are, Cs,1
and Ct,2. Two springs under the axle masses represent the tyres,
with linear stiffnesses, Kt,1 and Kt,2. The distance between axles
and the centre of gravity are D1 and D2 respectively. Table 2
shows the values for each parameter used in the simulation.

(14)

where
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Table 2. Half car model properties.
Property
Symbol/Units
Value
Body mass
ms (kg)
11200
Axle mass
Mu,1 (kg)
1100
Mu,2 (kg)
700
Suspension
Ks,1 (N/m)
0.4x106
stiffness
Ks,2 (N/m)
1x106
Suspension
Cs,1 (N/m)
10x103
damping
Cs,2 (N/m)
20x103
Tyre
Kt,1 (N/m)
1.75x106
stiffness
Kt,2 (N/m)
3x106
Axle spacing
D1 & D2 (m)
2.5
4.

NUMERICAL SIMULATION RESULT

This section shows a typical MFI algorithm result using midspan acceleration. The mid-span bridge acceleration is gathered
for the case of a 12-t half car passing over the bridge at 25m/s.
A Class A road profile is generated in accordance with the ISO
standard [16]. Acceleration is sampled at a 5000 Hz scan rate.
Firstly, the maximum curvature in the L curve is obtained to get
the optimal regularization parameter, B = 10-10.

Hence, the first axle force history starts at x = 0 and the second
at x = 5. The figure shows that, while there are significant
differences, the calculated axle force histories are reasonable
estimates of the actual real functions. From the result, it is
concluded that using an accelerometer in one position is enough
to estimate axle dynamic forces. When the second axle come
onto the bridge, the difference between calculated and actual
forces trends to increase. In this case, the second calculated axle
force is greater than the real force most of the time. The average
dynamic force is used to calculate vehicle gross vehicle weight
(GVW) and gives an average of 12,098 kg. The real GVW is
12,000 kg. In this case, the difference between inferred and real
GVW is 0.82%.
5.

CONCLUSION

This paper proposes a new MFI algorithm that can use
measured bridge acceleration as an input to calculate vehicle
dynamic axle force. Compared with other MFI algorithms
which use strain or deflection, acceleration can be directly used
and only one accelerometer is enough to calculate vehicle
dynamic axle forces. The simulation in MATLAB shows an
acceptable level of accuracy in the calculation of GVW.
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ABSTRACT: Bridges are critical elements in any road or rail transport network and ensuring their safety is paramount. Recent
years have seen significant research efforts to develop cost-effective techniques for bridge monitoring on a large scale. Drive-by
bridge inspection techniques, whereby sensors inside a vehicle are used to monitor bridge condition, are at the focus of much of
this work. This paper develops a relationship between the measured response in a vehicle and the contact-point response between
the wheel and the surface of a bridge using a quarter-car representation of the vehicle. Numerical simulations are carried out to
examine the feasibility of using the contact-point response as an indicator of damage. A number of passages of the quarter-car
vehicle model traversing a Finite Element representation of a bridge are simulated and the contact-point response is evaluated for
each passage. Varying levels of damage are simulated in the bridge to assess whether the presence of damage can be detected by
the contact-point response. Results show that the method is very effective at identifying the bridge frequencies and can also detect
changes in bridge frequency with increasing damage levels. A major advantage of using the contact-point response as a damage
indicator lies in its ability to detect bridge frequencies without being influenced by the vibrational frequencies of the vehicle itself.
The contact-point response shows promise for implementation into drive-by bridge inspection regimes, however further work is
required to investigate the feasibility of the approach at higher vehicle speeds.
KEY WORDS: Drive-By; Bridge; Structural Health Monitoring; SHM; Damage Detection; Contact-Point Response.
1

INTRODUCTION

The efficient functioning of any country’s economy relies
heavily on a good quality transport infrastructure. With road
and rail being prominent modes of transport for both goods and
people, it is imperative that the physical condition road and rail
infrastructure can be monitored. Ongoing monitoring allows
repairs and maintenance to be proactively carried out in order
to avoid disruptions on the network.
Bridge failures can have catastrophic effects, not only in
relation to fatalities or damage associated directly with the
collapse, but also to the functioning of the transport network in
the aftermath. Concerns regarding the safety of bridges are
becoming more and more prominent following a number of
high-profile bridge collapses in recent years. In April 2020, the
260m long Caprigliola Bridge, a 5-span concrete structure in
Italy, suffered a complete collapse. The consequences were
luckily limited due to travel restrictions which were in place at
the time during the COVID-19 pandemic, meaning that the
bridge collapse resulted in only minor injuries to two truck
drivers. Other bridge collapses in recent years have had more
significant consequences. In 2018, the collapse of the Ponte
Morandi viaduct in Genoa, Italy, resulted in 43 deaths and a
state of emergency in the Liguria region.
Limited maintenance budgets, coupled with an ageing
bridge-stock, mean that there is much appetite for efficient and
inexpensive techniques for monitoring and detection of damage
in bridges. With the world’s bridge-stock ageing and
deteriorating over time, it is essential that measures can be put
in place to monitor these structures and identify damage or
deterioration to provide advance warning to infrastructure

10

owners so that repairs or preventative maintenance can be
targeted towards structures which may be at risk of failure.
Structural Health Monitoring of bridges is becoming more
commonplace, particularly for larger structures on major
transport routes, whose closure would result in significant
disruption to transport and cause major financial losses to the
economy [1]. These SHM strategies often require customised
designs for sensor installations which are bespoke to the
individual structure being monitored. The installation of
sensors on individual bridges is expensive and time consuming
and is not feasible for large-scale monitoring of all bridges on
the transport network. In response to this problem, research
efforts have focused on various approaches to facilitate largescale monitoring of the condition of bridges on the transport
network. The concept of using sensors located within vehicles,
using a drive-by approach to monitor the condition of bridges,
has become the focus of much attention in recent years.
The drive-by concept was initially proposed by Yang et al.
[2] in 2004 and since then, there have been significant
developments in the area of drive-by bridge inspections. The
majority of drive-by approaches make use of the fact that the
vibration characteristics of a bridge are likely to change when
the structure becomes damaged or has deteriorated over time
[3]. Different damage mechanisms can affect bridge vibrations
in different ways so there have been various efforts to examine
how drive-by techniques can be used to identify these changes,
e.g. for scour [4], cracking in the deck [5, 6] or changes in
boundary conditions [7, 8] amongst others. Drive-by
techniques have also been used for different applications,
including calculation of bridge damping [9], estimation of
vehicle properties and investigation of pavement characteristics
[10, 11].
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The drive-by approach has demonstrated the ability to extract
the fundamental frequency of vibration of the bridge, based
solely on measurements taken within a vehicle [12, 13]. As
such, most drive-by approaches aim to monitor the natural
frequency of the bridge over time to identify any changes which
may be indicative of damage to the bridge. One of the primary
difficulties faced when using this approach relates to the
separation of bridge-related frequencies from the vehicle
frequencies in the measured response. The vehicle frequencies
are often shown dominate the overall response [14] and can
mask the contribution of bridge vibrations to the vibrations
measured within the vehicle.
Yang et al. [15] developed a formulation which allowed the
response of the point of contact between the vehicle and the
bridge to be derived from the measured response within the
vehicle. The formulation was developed for a single degree of
freedom, sprung mass, model. This model was used to
represent a specific trailer which was designed to be towed
across a bridge. The contact-point response calculated from the
measurements within the vehicle was then used to detect the
bridge frequencies. Results from field testing of the approach
were promising and demonstrated the ability to extract the
bridge frequencies with little interference from the vehicle
frequencies.
In order to extend the approach to more commonly used
vehicles, the vehicle suspension and vibration of the vehicle
body need to be considered. This paper develops a relationship
between the measured accelerations within a quarter-car
representation of a vehicle and the response at the contact-point
with the bridge. The contact-point response derived in this
paper is shown to be capable of accurately identifying the
bridge frequencies, and also the change in these frequencies as
increasing levels of bridge damage are simulated.
2

NUMERICAL MODELLING APPROACH
Vehicle-Bridge Interaction Modelling

Numerical simulations are used in this paper to examine the
potential for using the contact-point response to identify the
natural frequencies of a bridge and to investigate whether
changes to the natural frequency, due to damage, could be
identified.
The simulations were carried out using a Finite Element (FE)
beam model representing a 15m long simply supported
concrete slab bridge as presented by Malekjafarian et al. [16].
The properties of the bridge are listed in Table 1. The FE model
consisted of 20 no. beam elements, 0.75m long, with 2-degrees
of freedom per node, representing rotational and vertical
displacements.
Table 1. Properties of FE Beam Model
Property
Length (L)
Young’s Modulus (E)
Cross Sectional Area (A)
Second Moment of Area (I)
Material Density (ρ)

Value
15 m
35 GPa
7.5 m2
0.352 m4
2,500 kg/m3

of the vehicle. The quarter car model, as shown in Figure 1 &
Figure 5, consists of two degrees of freedom, with two lumped
masses, representing the vertical motion of the (i) vehicle body
and (ii) the axle (including the wheel). The two masses are
connected using a spring and dashpot representing the stiffness
and damping properties of the vehicle suspension and the axle
degree of freedom is connected to the bridge using a spring to
represent the tyre stiffness. While the quarter-car is a simplified
representation of the actual behaviour of a vehicle, it has been
widely adopted to represent the two primary modes of vibration
of a vehicle, i.e. ‘bounce’ of the vehicle body and axle ‘hop’
[17]. The properties used in the quarter-car model and the
natural frequencies of the model are included in Table 2.

Figure 1. Vehicle-Bridge Interaction Model
Figure 1 shows the Vehicle-Bridge Interaction (VBI) model
which accounts for the influence of both the vehicle and bridge
vibrations as a coupled system, which can be solved
numerically by solving the equation of motion for the overall
combined vehicle-bridge system. The model was coded and
simulations carried out using MATLAB software, with the
dynamic equations of motion being solved using the numerical
Wilson-θ approach [18].
Table 2. Properties of Vehicle Model
Property
Body Mass (Mv)
Axle Mass (Mw)
Suspension Stiffness (kv)
Suspension Damping (cv)
Tyre Stiffness (kT)
First Frequency (body bounce)
Second Frequency (axle-hop)

Value
9,300 kg
700 kg
4x105 N/m
10,000 Ns/m
17.5 x105 N/m
0.9 Hz
8.8 Hz

The analysis involved simulating the passage of the quarter-car
over the bridge at a constant speed and finding the dynamic
response of the vehicle and the bridge. Bridge damping was not
considered within the model and a sampling frequency of
2000 Hz was used in the simulations.
The acceleration response of the quarter-car model was then
used to represent measured response from the vehicle axle or
within the vehicle itself. These measurements could be used as
inputs to the drive-by algorithm to try and identify the natural
frequencies of the bridge.

In order to consider the interaction between the vehicle and the
bridge, a quarter-car model was used to represent the vibration
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Figure 4. Damage Modelling Procedure
Figure 2. Vehicle Response During Passage Over Bridge
Figure 2 shows the simulated acceleration response from the
quarter car when it passes over the bridge at a speed of 5 m/s.
The bridge is considered to have a perfectly smooth surface (i.e.
with no pavement roughness included in the simulation).
Figure 3 shows the Fast Fourier Transform (FFT) of the axle
response, which is used to evaluate the frequency content of the
signal. It can be seen that the first two bridge frequencies can
clearly be identified from the vehicle response.

Figure 3. FFT of Axle Response

3

CONTACT-POINT RESPONSE FORMULATION

In order to extend the approach proposed by Yang et al. [15] to
more commonly used vehicles, the vehicle suspension and
vibration of the vehicle body need to be considered. In this
paper a quarter-car model is used to consider these effects.
Figure 5 shows the quarter-car model used in the analysis,
where 𝑦 and 𝑦 represent the displacement of the vehicle
body and the wheel/axle respectively and 𝑢 represents the
deflection at the contact point between the wheel and the
surface of the bridge. The remainder of the vehicle properties
are as described in Table 2.

Figure 5. Quarter-Car Vehicle Representation

Simulation of Damage
Damage due to cracking was numerically simulated in the beam
model. Damage was considered as a loss of stiffness in the
region of the crack. The loss off stiffness was also considered
to propagate outwards from the location of the crack to a
distance of 1.5 times the depth of the crack, either side of the
crack location. In order to include this damage representation
within the FE model, the elements within the zone of influence
of the crack were reduced in stiffness. The adjusted ‘I’ values
for each element within the zone of influence were calculated
assuming a linear change in stiffness from the location of the
crack to the edge of the zone of influence, as summarised in
Figure 4. Figure 4 shows a crack of depth ‘δ’ at the mid-span
of the beam of depth ‘h’ and width ‘b’. The image shows the
finite element mesh and highlights the elements of reduced
stiffness in the region of the crack.
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Equation 1 shows the formulation of the equations of motion
for the quarter-car model shown in Figure 5, with dot notation
used to indicate the time derivatives of variables (i.e. velocity
and acceleration). The symbols are as defined in the previous
paragraph and in Table 2.

𝑀
0

0
𝑀
𝑘
−𝑘

𝑦̈
𝑦̈
−𝑘
𝑘 +𝑘

𝑐
+ −𝑐
𝑦
𝑦

−𝑐
𝑐
0
= 𝑘 𝑢

𝑦̇
𝑦̇

+
(1)

Utilising the axle/wheel equation from Equation 1 and
rearranging in terms of the contact-point acceleration, 𝑢̈ , the
contact-point response can be represented by the formulation
shown in Equation 2:
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𝑢̈

=

1 𝑑 𝑦̈
𝑐
+
𝜔 𝑑𝑡
𝑘
+

Where 𝜔 =

(𝑦̈

𝑑𝑦̈
𝑑𝑦̈
−
𝑑𝑡
𝑑𝑡

− 𝑦̈ ) + 𝑦̈

(2)

is the axle-hop frequency of the vehicle
̈

model and the
notation is used to represent the nth time
derivative of the measured acceleration signals from the
vehicle. All other parameters are as defined above and in Table
2.
This relationship between the measured accelerations in the
vehicle, and the acceleration at the contact point, can be used
to infer the contact-point response directly from measurements
within the vehicle, once the properties of the vehicle are known.
Figure 6 shows the contact-point response and the axle
response from the vehicle model generated during a 5m/s
passage of the vehicle across the bridge, with a perfectly
smooth surface. It can be seen that the contact-point response
largely captures the same frequency components as the axle
response, however there are also higher frequencies present in
the signal.

Figure 6. Contact-Point Response vs. Axle Response

Due to the sensitivity of the contact-point response to the
pavement roughness, a more realistic approach for modelling
the path of the wheel over the pavement was adopted. The
wheel was modelled as a rigid disk, with an outer diameter of
800mm, which only makes contact with the higher peaks in the
pavement profile, using a similar approach to that adopted by
Chang et al. [20]. The introduction of the pavement roughness
into the simulations resulted in higher frequencies being
present in the contact-point response and some signal
processing was required to eliminate these frequencies from the
response.
Figure 8 shows the frequency content of the axle response
and the contact-point response for a 3m/s passage of the vehicle
over the bridge. The scale of the FFTs have been normalised
for comparison. It can be seen that the introduction of the
pavement roughness into the simulation introduces additional
frequencies. In particular, it can be seen that for the axle
response, the axle-hop frequency of the vehicle is excited by
the pavement roughness, and this masks the contribution of the
bridge vibration to the overall response. For the contact-point
response, it can be seen that the vehicle frequencies are not
present in the signal, but the first three bridge frequencies can
clearly be distinguished, demonstrating an improved ability to
identify bridge frequencies over the axle response.

RESULTS
Results from Simulations

In order to test the effectiveness of the of the contact-point
response in identifying bridge frequencies, ten passages of the
vehicle across the bridge were simulated, with speeds ranging
from 1m/s to 10m/s. The axle response has previously been
used by other researchers for the identification of bridge
frequencies using the drive-by approach [8, 16], so results
obtained from the contact-point response were compared to
those obtained using the axle-response.
For these simulations, the pavement roughness was
simulated by including a roughness profile for a ‘Class A’
pavement in accordance with ISO8608 [19]. The profile used
in the simulations is shown in Figure 7.
It is noted that while many VBI models use a single point of
contact between the vehicle model and the pavement surface,
this may not be a true representation of the actual passage of
the wheel over the pavement, whereby the wheel will not
always touch the lowest points, or valleys, in the profile.

Normalised Intensity

4

Figure 7. Surface Profile of Pavement used in Simulations

Figure 8. FFT of Axle Response vs. CP Response with
Pavement Included in VBI Model
In order to assess the damage detection capabilities, varying
levels of damage were simulated, using the approach outlined
in Section 2.2, whereby a crack was induced at midspan.
Damage levels were represented in terms of the crack depth as
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a percentage of the overall section depth, with damage ranging
from 5% to 40%. Table 3 lists the first three frequencies of the
bridge, as calculated from the FE model, in the undamaged
state and for each level of damage which was simulated. It can
be seen that the second natural frequency remains almost
unchanged, even for significant (40%) damage, whereas the
first, and to a greater extent, the third, natural frequencies
reduce more significantly with increased damage.
Table 3. Natural Frequencies of Bridge (Hz)
Mode
1
2
3

0%
5.66
22.62
50.90

5%
5.59
22.61
50.39

Damage Level
10%
20%
5.52
5.38
22.60 22.57
49.87 48.83

30%
5.24
22.54
47.84

40%
5.10
22.51
46.95

The results of the simulations showed that the identification of
changes in the natural frequencies with damage were more
accurate for lower speeds. In addition, it was shown that the
vehicle frequency tended to dominate the axle response, very
often masking the contribution of the bridge frequency to the
response. Figure 9 shows the first natural frequency of the
bridge as detected from the contact-point response and the axle
response, comparing speeds of 1m/s and 7m/s. The solid black
line represents the first natural frequency of the bridge
calculated from the FE model (which is changing with
increased damage) and the dashed black line represents the
axle-hop frequency of the vehicle. The blue and red lines show
the frequencies identified using the axle response and contactpoint response respectively (solid = 1m/s, dashed = 7m/s). It
can be seen that at the lower speed, the contact-point response
is able to almost exactly capture the reduction in frequency
which occurs with increasing damage, while the axle response,
is often dominated by the axle-hop frequency of the vehicle
(e.g. at 10% and 40% damage), which makes the bridge
frequency indistinguishable in the response.

bridge quite well; however it is not able to capture the reduction
in frequency which happens as the damage level is increased.
It should also be noted that as vehicle speeds increased, the
contact-point response became dominated by the effects of the
roughness of the pavement and no clear frequency could be
distinguished. At speeds of 8-10m/s the contact-point response
was unable to quantify any of the bridge frequencies, whereas
the axle response showed a clear peak (similar to Figure 8) at
the axle-hop frequency of the vehicle.
In order to give a better idea of the damage detection
capabilities of the algorithm, the detected values for the first
frequency of the bridge were averaged across all of the speeds
that were tested (1-10m/s) to give an overall indication of the
frequency predictions. Figure 10 shows a comparison of the
frequency obtained from the axle response compared to that of
the contact-point response. It can be seen that the contact-point
response is capable of capturing the changing bridge frequency
with damage, whereas the axle response predictions are biased
towards the vehicle frequency and cannot capture the reduction
in bridge frequency which occurs with damage.

Figure 10. CP Response vs. Axle Response Frequency
Identification for First Natural Frequency
It should be noted that the contact-point response results are
biased towards the lower speeds (which give better results)
because of the fact that it was unable to identify any dominant
frequency at higher speeds, and these results are discarded from
the predictions. The contact-point results would not perform as
well if only higher vehicle speeds were used.

Figure 9. CP Response vs. Axle Response Frequency
Identification for 1m/s and 7m/s Vehicle Passage
Examining the predictions made at 7m/s it can be seen than
both the axle response and the contact-point response perform
less accurately. At 7m/s the axle response is completely
dominated by the vehicle vibration with the identified
frequency always very close to the axle-hop frequency. No
change in the detected frequency from the axle response can be
observed with increasing damage. The contact-point response
demonstrates the ability to capture the first frequency of the
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Figure 11. CP Response Frequency Identification for Second
and Third Natural Frequencies
It was seen that the contact-point response could also identify
higher bridge frequencies, whereas the axle response could not.
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Figure 11 shows the detected values of the second and third
frequencies by the contact-point response for increasing levels
of damage. As before, values detected from all vehicle speeds
(where a peak could be identified) were averaged to give the
overall prediction at a given damage level.
It can be seen that the algorithm is capable of identifying the
bridge frequency and can clearly identify the reduction in the
third frequency which occurs with increasing levels of damage.
As discussed previously, the second frequency is not
significantly affected by damage at the mid-span and therefore
the results using the second mode of vibration cannot be used
as an indicator of damage.
Discussion of Results
The results of the simulations clearly show the merit in
adopting the contact-point response to capture the bridge
frequencies using a drive-by bridge monitoring approach. The
results of this preliminary investigation do however highlight
some limitations. The algorithm, as with many drive-by
monitoring approaches, performs better at lower speeds and
due to the effect of the pavement in the simulations cannot
isolate bridge frequencies at higher speeds. The speeds of 1m/s10m/s (3.6-36km/h) tested in this study would not allow
damage detection at full highway speeds, which would be
required in order for large-scale monitoring to be considered
feasible using this approach. The contact-point response shows
great promise in relation to the detection of higher bending
frequencies of the bridge, which could be beneficial in cases
where the type/location of damage does not have a significant
impact on the first or primary vibrational mode of the bridge.
One of the advantages of the approach lies in the ability of
the contact-point response to detect bridge frequencies without
the influence of the vehicle frequency on the response, which
is very often a major difficulty when implementing drive-by
approaches.
As seen from the results, the changes in the natural frequency
of the bridge may not be very large with increasing damage.
Environmental factors such as temperature may also affect the
frequency of the bridge without any damage or deterioration
being present and these changes may cover up any changes in
the dynamic behaviour which occur due to damage or
deterioration. As such, additional testing, both numerical and
experimental should be carried out to examine whether the
approach could feasibly be extended to higher vehicle speeds
and actual detection of changes in the bridge condition.
5

CONCLUSION

This paper develops a relationship between the measured
response in a vehicle and the contact-point response between
the wheel and the surface of a bridge in order to examine the
feasibility of using the contact-point response as an indicator of
damage. Results of numerical simulations show that the method
is very effective at identifying the bridge frequencies and can
also detect changes in bridge frequency when damage is
simulated in a bridge.
The results show improved performance over using the
measured response on the axle of the vehicle and show an
ability to detect bridge frequencies without detecting the
vibration of the vehicle in the response. The contact-point
response is shown to perform poorly with increased vehicle

speed and further work is required to investigate the feasibility
of using the approach at full highway speeds.
The methodology presented in this paper shows promise as
an indicator of bridge damage and should be explored further
to test whether it could be practically implemented within
drive-by bridge inspection regimes.
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ABSTRACT: At the heart of addressing bridge condition challenges are bridge inspections. The main activity during a bridge
inspection is close, arm’s length visual inspection of the entire bridge structure. During this process, all defects such as cracks,
spalls and material degradation are manually recorded on the bridge itself and on inspection forms. Where access is difficult such
as where a safe working platform cannot be mounted under bridge decks, or on high bridges, expensive underbridge equipment is
required which when used results in expensive lane closures. Furthermore, visual inspections have been shown to lack consistency
from inspector to inspector and can be unreliable. Technological solutions such as using drones with digital cameras combined
with post-processing of images using digital image processing and photogrammetry techniques can potentially assist bridge
inspectors in the provision of reliable information on structure geometry, inventory and structure condition, supplementing
traditional methods. This information can also be packaged in easy to understand 2D or 3D formats making it more straightforward
for bridge owners to make timely decisions about allocating bridge maintenance funds. This paper investigates the use of digital
image processing and photogrammetry techniques to detect and annotate 3D models of cracked concrete specimen obtained using
drones and presents the results of laboratory tests.
KEY WORDS: Bridge inspection, Crack detection, Image processing, Photogrammetry.
1

INTRODUCTION

From about the year 1990, bridge maintenance costs have
exceeded construction costs of new bridges in highly
industrialised countries [1] and as of the year 2017 in America
for example, the backlog in bridge rehabilitation costs was
estimated at $123 billion [2]. To address these high
maintenance costs and reduce bridge rehabilitation backlogs, it
is important that bridge inspections that form the basis of
maintenance programs and inform key decision makers and
motivate them to quick action are efficient and effective. Key
aspects for a successful inspection include defect detection,
defect documentation and effective communication of defects
information to decision makers [3]. In traditional bridge
inspections, bridge inspectors visually inspect at arm’s length
the entire bridge structure. Where access is difficult such as
where a safe working platform cannot be mounted under bridge
decks, or on high bridges, underbridge equipment worth
hundreds of thousands of dollars [4] is required and usually
results in accompanying expensive lane closures. During this
process, a thorough record of all defects such as cracks, spalls,
material degradation are manually recorded either on the bridge
itself and/or on inspection forms. The quality and quantity of
the defects recorded during a visual inspection is dependent on
the ability of the inspector. However, visual inspections have
been shown to lack consistency from inspector to inspector and
lack repeatability [5]. To address these challenges to traditional
approaches, bridge inspections incorporating unmanned aerial
vehicles (UAVs) or drones in the inspection process have been
advanced as a promising alternative [6].
According to the Federal Aviation Administration (FAA) in
the United States, in the recent past, hobbyist purchases of
drones has increased exponentially with purchases of drones
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expected to grow from $1.9 million in 2016 to $4.3 million by
2020, while the sale of drones for commercial purposes is
expected to grow from $600,000 in 2016 to a potential of $2.7
million by 2020 [7]. By 2025, the drone industry is expected to
be worth $93 billion [8]. As of January 2018, there were one
million drones registered with the FAA. Hammad et al. [9] have
undertaken a recent review of visual monitoring of civil
infrastructure systems via camera-equipped UAVs. They note
that there has been an exponential growth in the use of UAVs
equipped with cameras for visual monitoring of construction
and operation of civil infrastructure. This rapid rise in the
architecture and civil engineering community has been
attributed to the equally rapid improvement to UAV technology
that has led to UAVs being cheaper, more reliable, and easier
to operate.
Collins et al. [3] evaluated the use of drones for bridge
inspections in a four year study and demonstrated that a
qualified bridge inspector, utilising a drone can improve the
ability to detect deficiencies and provide high quality highresolution digital and infrared images. Further, the use of these
types of drones may also reduce the need for expensive access
methods and traffic control. Zink & Lovelace [6] also
demonstrated that drones that can be used to inspect under
bridges and in tight and congested areas where flying a drone
would be difficult using collision resistant drones. They show
that with these specialised drones, nearly 100 percent
inspection coverage of a bridge can be achieved equipping
inspectors with high resolution imagery for continued offsite
defect inspection. These high resolution images can be further
processed into photogrammetry models where defects are
recorded either from the annotations marked on the bridges and
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photographed or the inspector can zoom into a region of
interests on the model and annotate the defects.
While the state of the art in bridge inspections described
above is promising, it still requires a bridge inspector to
manually annotate defects. The amount of images produced
during a bridge inspection using drones can range from 5 to 50
Gigabytes of data [4] which remains a daunting task to manage
and sift through to find the required images to annotate
accordingly. In fact, this extra time to sift through and process
data obtained from a drone assisted inspection is responsible
for increasing costs of UAV assisted inspections compared to
traditional approaches [4]. Further the challenge of visual
inspection is simply shifted from the bridge site to the computer
screen when 3D bridge models are generated. Automated
approaches that automatically detect defects are thus desirable
to reduce the time duration, and hence the associated cost, of
this post inspection processing. This paper thus investigates the
automatic annotation of 3D photogrammetric models with a
focus on crack detection and measurement.
2

itself as cracking. Cracks can be an indication of distress or the
manifestation of material failure which make a bridge
vulnerable to further deterioration and early failure. Several
studies have been conducted to identify cracks in 2D images.
The current state of the art uses image intensity thresholding or
machine learning classifiers [10]. None of these approaches are
universally effective and remain active areas of research. This
study uses thresholds or edge detection techniques as they are
easy to implement using a computer and will suffice for the
requirements of this study and further, edge detection
techniques are still the core of current techniques. In particular
the Canny edge detection algorithm is used here as it is superior
in terms of having a single edge response as compared to other
edge detectors as discussed below.
Table 1. Drone specifications (https://www.dji.com/uk)

PROPOSED METHODOLOGY
Methodology

As 3D photogrammetric models are generated from high
quality images, the generated models are large files in the form
of point clouds which makes analysis of these models for
defects a challenging task for any automated computer
algorithm. In this paper, crack defect annotation in 2D images
prior to generation of 3D models is explored. The proposed
pipeline is shown in Figure 1 below.

Capture Images

Crack Detection
and Mark-up

Photogrammetric
3D Modelling

Calibration and
Annotation

Figure 1. Annotated 3D model generation pipeline.
Image capture
The DJI Spark and Mavic Pro 2 drones are used in this study to
capture images of a concrete cube and concrete beam
representative sample in the lab. The drones are held by hand
and images are captured. As this paper is a preliminary
laboratory study focusing on validating the proposed algorithm
for crack detection and markup of 3D photogrammetry models
from 2D images, the challenges of taking images with a drone
in flight were not the primary objectives of this study.
Therefore challenges such as lighting conditions and motion
blur are not reported. The relevant drone specifications are
summarized in Table 1.
Crack detection
Crack detection or looking for cracks is one of the major
activities in bridge inspection as deterioration usually manifests

Drone
Cost (12/2019)
Release Date
Dimensions (W
x H x D)
Weight
Camera
Sensor/resolutio
n
Video
Resolution
Field of View

DJI Spark
£450.00
April 2017

DJI Mavic Pro 2
£1,349
21 August 2018

143×143×55 mm

322x242x84 mm

0.3 kg
1/2.3" CMOS
Effective pixels:
12 MP
FHD:
1920×1080 30fps
81.9°

0.9 kg
1-inch CMOS "
Effective Pixels: 20
MP
1080p video up to
30fps
77°

To extract crack features from images, cracks are taken as
‘edges’ where an edge is defined as pixels at which there is an
abrupt change in pixel intensity value. Mathematically abrupt
changes in intensity values can be detected using derivatives.
In image processing this is approximated by the digital
difference in the horizontal, vertical, and diagonal directions of
an image. The digital difference in the horizontal direction (and
similarly in the vertical directions) is given mathematically as:

∂y/∂x=f ' (x)=f(x+1)-f(x)

(1)

Replacing x, with y gives the digital difference in the vertical
y-direction; further details can be found in [11].
More advanced edge detection methods consider the edge
characteristics and noise content of an image. One such method
is the Canny edge detector. The Canny edge detector was
formulated with three key performance criteria in mind, that is,
good detection, good localisation and only one response to a
single edge [12].
The steps in the Canny edge detector can be summarised as
follows:
• Smooth the input image with a Gaussian filter to
reduce noise and accentuate edges;
• Compute the gradient magnitude and angle images;
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•

Apply non-maxima suppression to the gradient
magnitude image to retain only the strongest edge
response; and
• Use double thresholding and connectivity analysis
to detect and link edges.
This results in an edge image with edges only one pixel wide.
The canny edge detector is used in this study due to its
superiority in localising and detecting edges. As can be seen in
Figure 2, the process of extracting edges results in noisy images
in which features which are not of interest are detected.
Figure 3. Capturing overlapping images
Given calibrated point projections of p = 1…N points in
f=1… F camera frames, it is required to find the 3D rigid
rotation and translation transformations, Rf, Tf and the 3D
object points, Xp, Yp, Zp that closely fulfil the projection
equations:
(a)

(b)

(c)

Figure 2 (a) Original Image (b) Initial edge detection (c) after
classification of crack or non-crack
One addition pre-processing method is added to the Canny
algorithm in this study to reduce the noise. A threshold which
limits the greyscale image pixel intensity to a maximum value
of two standard deviations below the mean grayscale pixel
intensity is employed. A further refinement is employed after
edges have been detected by filtering out of non-crack like
features by defining non- crack features as those that:
1.
2.
3.

Are smaller than a predetermined pixel length;
Have a ratio of major axis to minor axis that
approaches to that of a circle;
are completely straight as cracks by nature display a
property called tortuosity, that is, they twist and
turn.

=

(2)

=

(3)

The solution to these equations is a nonlinear least squares
optimisation of a cost function known as the total reprojection
error; see [16] for further details. Note that the scale ambiguity
remains and as such the reconstructed scene needs to be scaled
to the correct scale after the reconstruction process. When all
the camera poses and 3D points and camera poses have been
determined, a mesh of the scene is created and textured to create
the full 3D model as represented in the 2D images. The full SfM
pipeline is summarised in Figure 4 below.

Figure 2 (c) shows the improved crack detection after
application of the above methods.

Input Images

Feature
extraction

Image
matching

Bundle
adjustment

Triangulate 3D
points

Estimate
camera poses

Scene
reconstruction

Texturing

Photogrammetry
The word “photogrammetry" is derived from the three Greek
words phos or phot, meaning light; gramma, which means letter
or something drawn, and metrein, the noun of measure [13]. It
is defined by the American Society for Photogrammetry and
Remote Sensing (ASPRS) as “the art, science and technology
of obtaining reliable information about physical objects and the
environment, through processes of recording, measuring and
interpreting images and patterns of electromagnetic radiant
energy and other phenomena.” [14]
One of the main algorithms and approaches used to
reconstruct the 3D geometry of an object or a scene from 2D
images in photogrammetry is structure from motion (SfM). The
SfM algorithm aims to derive the 3D scene points and all the
camera relative poses from correspondence feature points in
multiple overlapping 2D images [15], see Figure 3.

18

Figure 4. Structure from motion pipeline
In this study, Autodesk Recap Photo was used to create the
3D models.
3

EXPERIMENTAL SETUP

A 100x100x100 mm crushed concrete cube and a 65x100x1800
mm long cracked concrete beam were used as representative
specimens in this study. The concrete cube was used to generate
a complete 3D model using images captured by the Mavic 2
Pro while only the beam face was studied using images
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obtained from the DJI Spark drone. The concrete cube and
beam are shown in Figure 5 below. A total of 62 overlapping
photos were used for the concrete cube and 39 for the concrete
beam.
The edge detection was carried out in MATLAB and the 3D
modelling using Autodesk Recap. An HP Envy laptop with an
Intel Core i7-5500U (Intel Core i7) processor and NVIDIA
GeForce GTX 850M - 4096 MB graphics card was used in this
study. To speed up processing time in MATLAB, the image
size was reduced by half from about 5.2MB to 2.6MB for the
Mavic and from about 2.8MB to 1.4MB for the Spark.

Figure 5. Specimen used in this study (a) concrete cube (b)
concrete beam
4

cube having a very noisy texture. The minimum crack width on
the concrete beam was measured with a crack gauge to be 0.3
mm.

(a)

(b)

(c)

(d)

(e)

(f)

RESULTS AND DISCUSSION
3D Modelling and crack detection

Figure 6 below shows the results of the approach employed in
this study for crack detection and annotation on the concrete
beam cube. Figures 7 and 8 show the comparison between the
approach employed in this study to enhance the output of the
Canny edge detector and the Canny edge detection without any
enhancement. Note that both cases use the same thresholds
during hysteresis thresholding [11].

Figure 7 (a)- (f), Comparison of results of the algorithm
employed in this study (left) and ordinary edge detection
(right)

(a)

Figure 6. Concrete cube 3D model with crack locations marked
on the model
As can be seen from the figures the geometry of the concrete
specimens is faithfully reproduced. Further the crack detection
algorithm can correctly locate all the cracks in the concrete
beam and many of the cracks in the concrete cube despite the

(b)
Figure 8 (a), (b) Comparison of results of the algorithm
employed in this study (left) and ordinary edge detection
(right)
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Geometric accuracy of 3D models and crack
measurements
Before taking measurements of cracks on the concrete cube,
the model was first calibrated. As noted in section 3.1, during
modelling there is a scale ambiguity that is not recovered. To
correctly scale the model, a scale object such as a ruler is
usually fixed on the object to assist with scaling. In this case
the known size of the cube was used to scale and calibrate the
3D model in Autodesk ReCap Photo. Figure 9 (a) shows
concrete cube with red and blue lines marked in ReCap. After
calibration, the dimensions of the lines were measured as
98.231 mm.

photogrammetric models generated from 2D images obtained
using drones.
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ABSTRACT: Taking long-term measurements on in-service bridges is challenging due to the lack of easy access to power and
communications. Whilst all-in-one, portable sensor data loggers act to address these challenges, they still lack the flexibility to
meet evolving measurement needs. This paper presents the design and implementation of a highly flexible, modular sensor system
for bridge structural health monitoring research, which has an emphasis on customisability and extensibility to allow it to meet
evolving challenges. The architecture incorporates interchangeable sensor modules that allows data acquisition to an on-board
Secure Digital card, with timing and synchronisation provided by global positioning system and a real-time clock chip and remote
system monitoring and control utilising LoRaWAN. A prototype system has been developed and tested in both laboratory and
field trials.
KEY WORDS: Sensor Systems; Data Acquisition; Time-Synchronisation; Embedded System Architecture.
1

INTRODUCTION

Field measurements are a key component of various structural
health monitoring approaches [1]; however, collecting longterm data on bridge structures is challenging. Typically,
traditional measurement setups require sensors, a data
acquisition system or logger, and a computer. For long-term
installation on bridges, this presents a number of problems: (i)
power and/or communications are rarely available, (ii) the
equipment is not typically designed for outdoor conditions, and
(iii) it is quite expensive.
Hence, the recent availability of some relatively low-cost,
portable, all-in-one sensor data logging systems on the market
has been welcome. In effect, the manufacturers have integrated
the sensors, data-acquisition hardware, a microcontroller, and
storage (memory card) onto a single printed circuit board
(PCB) which is packaged within a robust, waterproof casing.
Whilst the resultant, commercial products are relatively easy
to use, this comes at the cost of one or more limitations in: (a)
the performance of both the sensors themselves, e.g. resolution,
or overall system, e.g. battery life; (b) adaptability, i.e. it cannot
readily change sensors due to deterioration, damage or
changing requirements, or alter logging software; and (c)
features such as time synchronisation may be absent, or fail to
interoperate with other manufacturer’s hardware.
This study looks at the design, implementation, and
evaluation of an innovative sensor system that emphasises
customisability and extensibility to ensure the system has the
adaptability to meet the challenges of changing research needs
in the future. Section 2 covers specific aspects of the system
design. Section 3 provides details of laboratory and field testing
conducting on the system, with Section 4 presenting the results
from these. Finally, conclusions are given in Section 5.
2

SENSOR SYSTEM

The key focus of this work has been to develop a system design
with future iterative extension and customisation in mind.

Therefore, by adopting an embedded system engineering
approach, a modular architecture (Figure 1) was developed to
cover the main sensor system functionality. Features include:
(i) sensing, (ii) time synchronised data acquisition and storage,
and (iii) remote device status monitoring and control; with each
of the aspects covered in Sections 2.1 to 2.4.

Figure 1: High-level system architecture overview.
Interchangeable Sensor Modules
Integrating a variety of sensors to meet changing system
requirements can present a significant barrier, particularly if
each new integration necessitates the redesign and verification
of large parts of the system hardware, i.e. circuits and PCB
layouts. Hence, the sensor front-end has been modularised, and
placed on a separate expansion card. This means that only the
sensor card needs to be redesigned for each new sensor
integration with the system, and also allows the main board to
be reused with each iteration.
When considering the design of the expansion cards, the
choice of an appropriate interfacing mechanism to both
mechanically and electrically interconnect the main board and
expansion card is important. For this, a range of board-to-board
connectors were considered such as card-edge connectors;
however, in the end many of these were found unsuitable for
the interface due to their relatively high cost, and poor
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mechanical stability that these provided. A custom solution was
therefore developed based on cheap, and ubiquitous, “pin
header” connectors. By arranging these as shown in Figure 2, a
sensor expansion card can be secured stably in a mezzanine
arrangement (i.e. parallel and vertically offset from the main
board) via soldering.
To determine what electrical connections to provide onto the
expansion card, a range of commercially available sensor
modules were evaluated, and the connections described in
Table 1 represent the common set needed to allow operation of
these.

time stamp for this; and (2) logging the samples (of sensor
values and timestamps) to the storage medium, in this case, a
micro-Secure Digital (SD) card.
However, writing to log files on the SD card is a blocking
operation, and can halt all other functionality of the
microprocessor. Therefore, this can lead to missed samples and
jitter in the sampling frequency. To get around this, the
operations of sensing and logging are implemented using two
separate threads resulting in a producer-consumer model. Data
is “produced” by the sensing thread retrieving data from the
relevant sensor via SPI or I2C, and placed in a shared first-infirst-out (FIFO) buffer; the data in the FIFO is then “consumed”
by the logging thread writing the data to the SD card. Due to
these operations being performed within separate threads, this
allows the sensing operations (as well as other system
functionality) to carry on regardless of the blocking status of
the logging thread and any related SD card write calls.
A summary of the process carried out by these 2 threads is
shown below in the UML sequence diagram in Figure 3 (Note
that operations within loop frame occur repeatedly).

(a)

(b)
Figure 2: Detail of (a) PCB layout for sensor card interface,
and (b) cross sectional diagram showing the mezzanine
configuration of the sensor card when installed.
Table 1: Outline of the various electrical interfaces provided
to the sensor expansion card.
Electrical Interface
Connection to Card
Power (3v3)
+ Ground
Analog Ground
Inter-Integrated
Circuit (I2C)
Serial Peripheral
Interface (SPI)
General Purpose
Input-Output (GPIO)

Purpose
Supply power to components on
expansion card
Enable use of microcontroller
(μC) on-board analog-digital
converters for measurements.
Communication with common
digitally interfaced components.
Communication with common
digitally interfaced components.
Analog input and programmatic
digital input and output from μC

Data Acquisition and Logging
The process of data acquisition is largely separated into two
aspects, (1) sensing, i.e. getting a measurement value from the
sensor at a desired sampling frequency along with an accurate
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Figure 3: Sequence diagram showing overview of sensing
thread and logging thread interactions.
The data passed to the “consumer” thread via the FIFO consists
of that sampling instants sensor data, and a timestamp (obtained
from the current timestamp maintained by the timing thread
discussed in the next section). This data is then formatted as
Comma Separated Values (CSV) at the point of being logged
to the SD card. The sensor data is stored as the raw binary
values retrieved from the sensors to minimise the processing
time required to handle each sample; therefore, enabling faster
sampling operation and reducing processor power consumption
as this can increase processor idling time.
Data Acquisition Timestamping and Synchronisation
For this aspect of the system design, two different technologies
have been utilised to tackle the 2 main parts of this challenge.
Firstly, a Real-Time Clock (RTC) chip is incorporated to
provide a low power, yet highly stable and accurate timing
source local to each sensor node. Secondly, Global Positioning
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System (GPS) is used as a global clock source for all sensor
nodes to synchronise their internal clocks/timestamps against.
The choice of the RTC and GPS combination is partly due to
the ease of configuration this allows. It means that each sensor
node can be configured independently with no network or
device configuration required to deploy and synchronise
multiple sensor nodes, due to the almost “plug and play” nature
of GPS time synchronisation (provided good sky coverage can
be obtained).
Remote Monitoring and Control
One of the challenges of long-term field monitoring is needing
to periodically visit the monitoring location to check the
continued system operation. Whilst this may be acceptable for
small deployments, it becomes less manageable at larger scales,
potentially covering multiple localities.
Therefore, a core aspect of the sensor platform functionality
was to enable remote monitoring and control (Figure 4). This is
achieved using the capabilities provided by the Things
Connected network [2], which is partnered with the global The
Things Network (TTN) [3]. The wireless communication is
carried out over LoRaWAN [4], a media access control
protocol for wide area networks such as sensor deployments. It
is designed to allow low-powered devices to communicate with
Internet-connected applications over long-range wireless
connections
Each sensor node at user-defined intervals will send status
messages and these are routed to an endpoint on TTN. At the
TTN endpoint messages are converted into raw data, which can
be accessed directly via a web portal, or integrated into other
systems via the TTN application programming interface (API).
Each of these status messages contain, (i) battery voltage, (ii)
data storage capacity remaining, (iii) any error codes
encountered in the last recording period.
Additionally, downlink messages (sent to the sensor nodes)
are utilised to provide remote management and control
functionality. For example, this allows the sensor system to be
scheduled remotely to turn on and off at specific times to
optimise recording windows (e.g. possibly turning off at night
when less ambient vibration occurs). Thus, enhancing the
devices’ power consumption as the system could be optimised
to enter a low power state during the non-recording windows;
therefore, enabling longer operation between battery
replacements.

Figure 4: Overview of the data flow to and from sensor nodes
and end users interacting through a web portal, via The Things
Network and LoRa network.

3

EXPERIMENT SETUP

To test the system’s performance a variety of experiments were
carried out both in laboratory conditions and in-field. An initial
prototype based on the system design presented in Section 2
was developed (Figure 5). For comparison this prototype was
tested alongside a commercially available acceleration data
logger, a Multifunction Extended Life (MEL) Data Logger [5].
These tests have focused on the sensing aspect, as the MEL
logger does not offer the additional functionalities such as time
synchronisation.

Figure 5: Initial system prototype with lid of enclosure
removed showing main board, sensor module (ADXL355),
GPS and LoRa transceiver; power supply circuit board and
RTC are located under battery holder.
Laboratory Testing
Two different tests were performed with both systems spatially
co-located, Firstly, static tests were carried out with the systems
sitting on a solid concrete slab floor, with care taken to
minimise any sources of external vibration. The resultant
measurements are then analysed both for acceleration noise
spectra and low-frequency noise (velocity random walk) which
is determined by integration. Low-frequency noise was
evaluated as this is a key aspect of operation [6], and can be
mitigated by good sensor system design.
Secondly, dynamic tests were carried out with the systems
mounted at the quarter-span point of a simply supported
wooden beam as shown in Figure 6.

Figure 6: Simply-supported beam used for dynamic tests with
data logger at the quarter-span point.
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(a)

(a)

(b)
Figure 7: View of (a) A6 Toome Bridge from eastern aspect
(photo: Kenneth Allen CC BY-SA 2.0), and (b) placement of
the prototype system (left) and existing MEL logger (right) on
the parapet of the bridge with enclosure lids removed.
Field Trial
As well as the laboratory testing described in the previous
subsection, a field trial of a prototype system was carried out
on the A6 Toome bridge between Belfast and Derry (pictured
in Figure 7 (a)). Unfortunately, due to a component failure on
one of the prototypes at the time of the field trial, these results
are obtained using a prototype fitted with an InvenSense MPU6050 accelerometer [7]; this having a lower resolution and
higher noise than the ADXL355 used for the laboratory testing.
4

RESULTS AND DISCUSSION

The resultant acceleration graphs for both the system prototype
and MEL for the static noise test (Section 4.1), dynamic
testcase (Section 4.2) and finally results from the field trial on
the A6 Toome bridge (Section 0) are presented and discussed.
Static Noise Test
The acceleration time histories obtained during the static test
for both the prototype and MEL logger are shown in Figure 8
(a); with the corresponding noise spectra obtained using
Welch’s method presented in Figure 8 (b). From the noise
spectra, the MEL shows a relative flat profile at lower
frequencies followed by a roll-off indicative of some internal
filtering; while the prototype exhibits a more typical 1/f noise
profile, with low frequency noise dominating.
One of the challenges when designing sensor systems is the
difference often observed between sensor metrics quoted in
datasheets and the actual sensor performance when integrated
into a final product. This difference is due to the values found
in datasheets being measured in idealised conditions in
laboratories. However, once these devices are placed in nonideal circuits, alongside other components which inherently
produce their own intrinsic noise and effects, the performance
gap emerges.
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(b)
Figure 8: Results of static lab test showing (a) vertical
acceleration recorded using MEL logger and system prototype;
(b) power spectral density estimate of signals obtained using
Welch’s method.
Figure 9 shows the velocity random walk obtained for the
recorded acceleration signals during the static test, wherein
both systems performed similarly. Table 2 presents a summary
of the datasheet noise spectral densities of the accelerometer
used in the MEL (Kionix KXRB5-2050), and the ADXL355
used in our system prototype, versus the measured values from
this testing. From these results, it can be seen that the measured
values are worse than the quoted sensor noise performance, and
that our system prototype performed comparatively worse.
However, unlike the MEL, which as a commercial product
offers effectively no scope to improve the noise performance,
our system offers the opportunity to improve of this aspect in
future system design iterations. Potential avenues to address
this short-coming are decreasing overall system power supply
noise, and increasing grounding and isolation of the sensor
expansion card.
Table 2: Summary of accelerometer noise spectral densities
from datasheet versus measured values.
Datasheet Noise
Spectral Density
(𝝁𝒈/√𝑯𝒛)

Measured Noise
Spectral Density
(𝝁𝒈/√𝑯𝒛)

MEL [8]

45

621

ADXL355 [9]

20

1300

Accelerometer

Civil Engineering Research in Ireland 2020

Table 3: Summary of 1st Mode Frequencies extracted from
dynamic test for MEL and Prototype System.
System
MEL
Prototype with ADXL355

1st Mode Frequency (Hz)
2.08
2.11

Field Trial

Figure 9: Random velocity walk of acceleration signals
recorded during static lab test for MEL and prototype.

The acceleration time histories recorded during the field trial
using the prototype system (MPU-6050) and MEL logger are
shown in Figure 11 (a); with a zoomed in view presented in
Figure 11 (b), and in broad terms the prototype system captures
the acceleration reasonably, albeit with noticeably more
noise.These acceleration signals were then examined in the
frequency domain (Figure 12).

Dynamic Test
Acceleration time histories recorded during the dynamic test
for both the prototype (ADXL355) and MEL logger are shown
in Figure 10 (a) and (b), with detail shown of a free decay for
the corresponding sensors in Figure 10 (c) and (d).

(a)

Figure 10: Graphs of acceleration data captured during
dynamic lab test by (a) the system prototype, and (b) the
MEL; and an enlarged view of the 4th free decay for the
prototype system (c), and the MEL logger (d).

(b)
Figure 11: Graphs of (a) acceleration data captured during the
field trial; (b) enlarged view of acceleration time history.

Based on the recorded acceleration profiles, natural frequencies
where extracted using a Welch’s power spectral density
estimate and the results of this can be seen in Table 3.

25

Civil Engineering Research in Ireland 2020

for example, focusing on improving sensor card performance
by increasing isolation and grounding on the expansion card or
decreasing system power supply noise.
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ABSTRACT: Masonry arch bridges are a significant part of the transport network system in Ireland. Sustainability, economics
and heritage point towards preservation. The increased demands placed on masonry bridges require a greater understanding of
enhancing their structural features. Structural backing has been included in the construction of arches in the past to enhance the
quality of arch construction. However, little is known of the contributions of structural backing to arch strength. The objective of
this research is to determine what capacity enhancement can be gained by the presence of structural backing. Finite element
analysis using ANSYS is used to generate 3D models of one segmental and one elliptical arch bridge in order to evaluate the
effects of structural backing. The effects on arch capacity, stress distribution, deformation and failure mechanisms are
investigated. Increased volumes of structural backing are found to have a significant influence on arch capacity. The model
results indicate that a capacity increase of up to 25% for an elliptical arch and 27% for a segmental arch could be attained with
concrete structural backing.
KEY WORDS: Masonry arch, structural backing, spandrel walls, finite element method
1

INTRODUCTION

The design of masonry arch bridges changed over time as
better knowledge of perceived weaknesses in functional
bridges led to improved design and construction practices. For
example, higher quality material began to replace weaker fills
in order to increase arch stability [1]. Bridges began to
incorporate more enhanced features including internal
spandrel walls in order to reduce weight and increase capacity
by supporting arch thrust [2],[3]. Increased modern loading
demands placed on our stone masonry arch bridges drive the
exploration of how some of these higher quality features
enable additional strength reserves. Such knowledge can also
be used retrospectively in masonry arch strengthening
programmes.
A number of approaches have been historically used in finite
element (FE) modelling of arches. One-dimensional FE
models were initially trialled [4], with a number of
simplifying assumptions on fill and arch properties. Twodimensional models can provide a better overall response and
incorporate the use of more advanced constitutive masonry
and soil models [5],[6],[7] but as the model is twodimensional its response is based on simplifying planar
assumptions. Three-dimensional (3D) modelling of masonry
arches enables account to be taken of the full transverse
behaviour of the bridge in response to loading and the effect
of the outer spandrel walls. Macro-models, using continuum
homogenous arch geometry and applying reduced material
properties to account for the mortar interface in combination
with a smeared crack formulation applied to the arch, have
been used [8],[9]. Micro-models have also been used in a
similar way but with interfaces between adjacent masonry
units modelled [10].
1.1

modelled and separated by contact frictional interfaces to
model the joints. Two existing masonry arch bridges were
used to validate the accuracy of the 3D model and ultimately
to test the effects, using a parametric study, that a hypothetical
structural backing material has on the response of an arch
when subject to loading.
2
2.1

METHODOLOGY
Existing Bridges

Two different bridges were used in this numerical study, as
shown in Figures 1 and 2. The bridges modelled included a
single span elliptical arch, denoted Bridge No.1, and a single
span segmental circular arch, denoted Bridge No.2.

Figure 1: Elliptical arch Bridge No. 1 [9]

Research Significance

The focus of this study was to use 3D FE models to evaluate
how varying the extents of structural backing material could
affect arch capacity. The research presented here adopts a
micro-modelling approach with individual voussoir units
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Figure 2: Segmental circular arch Bridge No. 2
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Bridge No.1 has a span length of 9.49m, a rise at crown of
2.67m, an arch thickness of 0.45m and has an out-to-out width
of 7.85m. The arch voussoir facing stones are of ashlar granite
construction, while the internal arch barrel is of a limestone
ashlar construction with joint widths of approximately 5mm.
Bridge No.1 has been the subject of previous FE studies
[8],[9] and valuable experimental load deflection data exists
which was used in this study to validate the 3D FE model.
Bridge No. 2 has a span length of 6.17m, a rise at crown of
1.81m, an arch thickness of 0.45m and has an out-to-out width
of 8.10m. The arch facing voussoir is of a higher quality
limestone square cut construction compared with that of the
internal arch barrel, which is constructed using a more random
rubble limestone with joint widths of between 10mm and
25mm.
2.2

stiffness value of the contact for increasing contact force. A
stiffness factor of 1 was applied, given that the problem is
broadly associated with bulk volume of stiffer forms of
material. High contact stiffness values are applied where low
levels of penetration are expected to occur, such as in
masonry. The stiffness was set to update at each iteration
meaning that any stiffness reduction, as a result of applied
loading, is accounted for in subsequent iterations. The contact
surfaces were set to adjust to touch; removing any gaps or
inter surface penetration and associated potential error in the
contact formulation. The CONTA174 8-node and associated
TARGE170 8-node element are used to model contacts,
enabling frictional effects and separation between adjacent
surfaces. The reader is referred to the ANSYS software for
further details of the elements [13].

Constitutive model for the backfill

The constitutive Mohr-Coulomb failure criterion is used to
model the backfill is based on the Coulomb failure criterion,
and is defined in terms of cohesion and angle of friction at a
given level of stress, as shown in equation (1).
𝜏 = 𝑐 − 𝜎𝑛 𝑇𝑎𝑛 𝜙

(1)

Stress invariants enable elemental orientation that is
independent of the co-ordinate system. Equation (1),
expressed in terms of these stress invariants, enables a plot of
the function in principal stress space (Adpated from [11]):
𝐹𝑠 =

𝐼1
3

𝑆𝑖𝑛 𝜙 + �𝐽2 �𝐶𝑜𝑠 𝜃 −

1

√3

𝑆𝑖𝑛 𝜃 𝑆𝑖𝑛 𝜙� − 𝑐𝐶𝑜𝑠 𝜙

(2)

Where, 𝜃 is the Lode angle, I1 is the first invariant and J2 is
the second invariant of the deviatoric part arising from the
decomposition of the Cauchy stress tensor.
The material, at failure, is assumed as isotropic. The failure
surface is an irregular tapering hexagon, as shown in Figure 3.
This shape arises from neglecting the effects of the
intermediate principal stress. The tapering effect indicates that
the material is pressure sensitive and enhanced shear strengths
result from increasing principal stresses, represented by the
increasing deviatoric plane along the hydrostatic axis, and of
which a limiting value exists. A limiting tensile capacity can
be established and is known as the tension cut-off. Cohesion,
angle of friction and angle of dilation represent the plastic
performance of the soil, and the Young’s Modulus and the
Poisson’s ratio controls elastic responses.
2.3

Figure 3: Mohr-Coulomb yield surface in principal stress
space [12].
Figure 4 shows the hex-dominant mesh applied to the voussoir
units, the spandrel walls, and structural backing. A tetrahedral
mesh was applied to the backfill. A refined denser mesh was
applied at the arch-fill interface and at points under loading,
areas where stress concentrations were considered to be
higher. Three elements were applied across the thickness of
the arch and a mesh growth rate of 1.25 was applied.

Finite elements and meshing

The SOLID186 higher order 20-node element in ANSYS,
with three degrees of freedom per node, was used to model
both the masonry and fill. The reader is referred to the
ANSYS software for further details of the element [13].
Frictional contact interfaces were used between adjacent
masonry units. The coefficient of friction between adjacent
masonry units was set at 0.7, with a value of 0.5 used between
masonry and backfill, which is consistent with the literature
[14]. The frictional formulation is based on the Augmented
Lagrange, a penalty-based formulation where the contact
stiffness influences the degree of penetration of both bodies
[13]. The Augmented Lagrange formulation updates the

Figure 4: Example of a meshed model
2.4

Boundary conditions and loading

A displacement boundary condition was set at the base of the
fill with no permissible movement in the X, Y and Z
directions. The boundary conditions at the spandrel walls and
abutments were defined by compression only supports. These
boundary conditions were noted to permit small and not
excessive horizontal deflections of the abutment into the fill.
The ends of the model, including spandrel walls and the fill,
were modelled as frictionless supports. The spandrel walls
included in the model continued beyond their actual
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dimensions where the fill spreads out into approach
embankments. This assumption was valid as similar boundary
conditions would be applied at these approach locations in
order to retain the fill and the fill was not affected by arch
loading at these remote locations. As loading and geometry
were replicated either side of the centreline of the model, a
symmetry plane was introduced to reduce the number of
governing equations to be solved and hence computational
expense.
2.5

Material Properties

Linear elastic material parameters were used to define the
masonry and non-linear representation of the fill using the
Mohr-Coulomb failure criterion, as summarised in Tables 1
and 2, respectively. For the fill material, the internal angle of
friction and angle of dilation were taken as 44.43º, indicating
that the Mohr-Coulomb model, at the plastic response, follows
the associated flow rule.

findings, as can be seen in Figure 5. Deflection of the model
was within 0.1mm of field measurements. It is noted that the
FE model deflection curve is phased to the left of the
experimental load test model, which could be attributable to,
inter alia, the stiffer response generated by the FE model. As
the model reflected the load-deflection behaviour of Bridge
No.1, a parametric study to evaluate the effect of structural
backing was undertaken. Validation of Bridge No.2 was not
completed in the same manner as no experimental data was
available. However, models for both bridges were developed
using the same principles and similarly accurate behaviour
would be expected for the model of Bridge No. 2.

Table 1: Masonry material properties for numerical models of
Bridge No.1 and Bridge No.2
Poission’s
Ratio

0.3

Young’s
Modulus
(Pa)

2.25x1010
(Bridge No.1)
1.25x1010
(Bridge No.2)

Compressive Tensile
Ultimate
Ultimate
Strength
Strength
3
(kg/m )
(Pa)
(Pa)

Density

2200

10 x106

0.5 x106

Table 2: Backfill material properties used for constitutive
models of Bridge No.1 and Bridge No. 2
Poission’s Young’s Density Cohesion
Ratio
Modulus
(Pa)
(kg/m3)
(Pa)

0.23
2.6

0.5x109

1700

3500

Internal Angle of
angle of dilation
friction
(o )
(Pa)

44.43

44.43

Analysis Settings

Large deflections were included to account for the nonlinearity of the problem. Weak springs were added to
overcome convergence issues and to tie contacting surfaces
together, during initial loading substeps before stabilising
compressive forces were generated. The solver used the
Newton-Raphson force convergence to obtain solutions for
each load step applied. Multi-step loading is applied at quarter
points in each model case. The multi-step load is defined by a
displacement boundary condition, as opposed to the direct
application of force or pressure. The displacement boundary
condition facilitates better convergence of the next
displacement step even when the model cannot support
additional force, such as during the formation of a hinge.
3

VALIDATION OF 3D MODEL

To ensure the 3D models were providing accurate
approximations of masonry arch behaviour the results for the
Bridge No.1 model were compared with experimental results
[8]. The results obtained from the model provided good
correlation with those obtained from the experimental
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Figure 5: Comparison of experimental [8] and FE model
deflections under moving vehicle load.
4

NUMERICAL PARAMETRIC STUDY

The primary objective of the research was to ascertain what
effect structural backing has on arch capacity. Therefore, the
parametric study focused on the relative behaviour of the two
different arches with and without structural backing present
over varying extents. The material properties of the concrete
structural backing used in the models are given in Table 3. For
the parametric studies, the concrete structural backing extents
used in the models were brought to a quarter rise, half rise and
three quarter rise and extended out by 500mm and 1000mm
for each rise case. Figure 6 and Table 4 show details and
dimensions of the structural backing for Bridge No.1 and
No.2.
Table 3: Material properties for concrete structural backing
Poission’s
Ratio

0.18
5
5.1

Young’s
Modulus
(Pa)

Density

3x1010

2300

(kg/m3)

Compressive
Ultimate
Strength
(Pa)

Tensile
Ultimate
Strength
(Pa)

4.1x107

0.5x106

RESULTS AND DISCUSSION
Arch load-deflection behavior

The effects on load-deflection response caused by the addition
of structural backing are shown in Figures 7 and 8. Generally,
an increase in arch stiffness and capacity is observed with
increasing volumes of structural backing material. The
percentage increases in capacity with structural backing,
compared with the model without backing, are highlighted in
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Figures 9 and 10. With maximum structural backing extents,
an increase in arch capacity of 25% and 27% occurs in Bridge
No.1 and Bridge No.2, respectively.

Figure 6: Location of concrete structural backing

Figure 9: Percentage increase incapacity for Bridge No. 1.

Table 4: Dimensions of concrete structural backing
Bridge No. 1
Dim A

(mm)
500
1000
500
1000
500
1000

Dim B
(mm)

790
790
1580
1580
2370
2370

Bridge No. 2
Dim A

(mm)
500
1000
500
1000
500
1000

Dim B
(mm)

565
565
1130
1130
1695
1695

Figure 10: Percentage increase incapacity for Bridge No. 2.
The deformation behaviour of the arch before failure was
similar for both bridges without and with backing, and is
shown in Figures 11 and 12. The ultimate failure mechanism
followed that of traditional arch failure theory, by the
formation of a four-hinge mechanism [15]. In addition,
transverse deflection is noted to be at a maximum directly
under the loaded area and decreases towards the edges of the
arch because of the stiffening effect of the external spandrel
walls.

Figure 7: Load-deflection response for Bridge No. 1.

Figure 11: Deformation behaviour of Bridge No.1 without
backing (only arch is shown for clarity).

Figure 8: Load-deflection response for Bridge No. 2.

Figure 12: Deformation behaviour of Bridge No.2 without
backing (only arch is shown for clarity).
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In Bridge No. 1 diagonal cracking emanates from the areas of
maximum deflection towards the edges, resulting in an ‘X’
type cracking formation, and indicating the three-dimensional
response of the arch. In Bridge No. 2 transverse cracking
occurs on the top side of the arch coinciding with the location
of the third hinge. Circumferential cracking is noted towards
the edges, where the deflecting arch is restrained by the
spandrel wall. To understand this behaviour it is necessary to
consider the process of hinge formation in the arches.
5.2

Hinge formation

All load-deflection curves presented in Figures 7 and 8 show
intermittent changes in slope, transitioning from slope
reduction to slope increase as load increased. This behaviour
appeared to be coincident with hinge formation and
subsequent stress redistribution within both arches, as shown
for Bridge No. 1 in Figure 13

(a)

opening of a crack is observed on the non-tensile resistant
intrados. The first hinge develops directly under the point of
loading at a corresponding load of approximately 825kN. As
the first hinge continues to form, the application of further
loading causes the arch to stiffen as stress is redistributed.
Compressive stress increases on the intrados to the left of the
first hinge. In Figure 13(b) this is noted as a corresponding
increase in the slope of the curve. The first hinge continues to
open with increasing load. The formation of the second to
fourth hinges follows the same process until failure of the arch
at the formation of the fourth hinge, as show in Figure 13(c).
The presence of structural backing in the elliptical arch of
Bridge No.1 alters the location and the sequencing of the
fourth hinge formation. It moves from the base of the arch,
Figure13(c), upwards to the point where the top of the
structural backing meets the arch, as shown in Figure 14(a).
The fourth hinge forms as the arch thrusts forward and is
pushed into the structural backing on the unloaded side of the
arch. This creates a localized compressive stress on the
extrados. The exact location of the fourth hinge varied as the
volume of structural backing material varied, but was
observed to form at the joint in closest proximity to the top of
where the structural backing met the arch. However, for the
segmental arch of Bridge No. 2 a change in location of the
fourth hinge did not occur, Figure 14(b), and the fourth hinge
remained at the base of the arch. This behaviour is associated
with the difference in thrust types between the two differing
arch geometries of Bridge No.1 and No.2.

(a)

(b)

(c)
Figure 13: Model of Bridge No.1 without structural backing
indicating (a) formation of first hinge, (b) load-deflection
curve indicating hinge formation, and (c) location of all
hinges.
Figure 13(a) shows the first hinge development at
approximately 2mm deflection. The compressive stress on the
arch extrados is approximately 4MPa, creating tension at the
intrados and consequential hinge formation. This development
corresponds with a reduction in the slope of the loaddeflection curve in Figure13(b). The hinge forms about the
arch extrados where the compressive stress is greatest and
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(b)
Figure 14: Location of fourth hinge in models with structural
backing for (a) Bridge No.1, and (b) Bridge No.2
5.3

Stress distribution in arch

From Figures 7 and 8, it is clear that as the volume of
structural backing increases, there is a corresponding increase
in capacity for both bridges, and as a result, there is an
associated increase in von-Mises stress (SEQ) within the
backing material. The greater level of deflection in these
models appears attributable to the degree of restraint provided
by the backing material, with the lower volumes of backing
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permitting greater arch deflection. The SEQ distribution in
models for both bridges indicates that compressive stresses
are generated within the backing material, as shown in Figure
15. This stress was found to increase with increasing load on
the arch. During the formation of the first two hinges, the
backing material to the left-hand-side supports the majority of
this stress. As the third and fourth hinges form, and as the arch
thrusts forward, the backing to the right-hand-side of the arch
supports greater levels of stress.
A decrease in the compressive stress is experienced in the
arch above abutment level where structural backing is present.
A proportion of the stress is noted to disperse within the body
of the backing material. With increasing backing material
extents there is a corresponding decrease in the level of stress
in the arch, as shown in Figure 16, for the indicated backing
extents in Bridge No.1, by way of example.

(a)

material, when present. It is clear that a greater proportion of
stress is dispersed into the backing material in models where a
greater volume of backing material is present. Therefore,
greater volumes of backing material have a greater influence
on increasing arch capacity.
6

CONCLUSIONS

This paper presents findings from 3D FE models developed to
evaluate the effects of structural backing material on masonry
arch behaviour and capacity. The following conclusions are
drawn from the results:
• It is possible to model the effects of structural
backing using 3D discrete FE models for masonry
arch bridges
• The models indicate that increasing volumes of
backing, results in increasing capacity for elliptical
and segmental circular arch models.
• The level of stress within the backing increases with
increasing volumes of backing material.
• The results indicate that a capacity increase of 25%
for the elliptical arch and 27% for the segmental arch
is attained when concrete structural backing is
brought to 1m beyond the arch and to 75% of the
height of the rise of the arch.
• The presence of backing results in the alteration of
the location and sequencing of hinge formation in an
elliptical arch
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(b)
Figure 15: Distribution of SEQ in models with structural
backing for (a) 790mm by 1000mm backing in Bridge No.1,
and (b) 1130mm by 1000mm backing in Bridge No.2
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ABSTRACT: Recovering displacement from accelerations has been demonstrated on bridges previously, with the main challenges
being the presence of low frequency noise and the need for user-calibrated filters to overcome this. Therefor this paper presents a
case study of a low-cost load test procedure, using bridge acceleration to calculate displacement. Typical approaches look use
filtering or signal correcting methods to mitigate noise, however this study uses an aviation grade accelerometer to minimise noise
in the acceleration signals and employs a quality control procedure to alert the user to the quality/reliability of the results. A
live/open bridge is tested using a loaded and unloaded truck, and direct displacements are also recorded by linear variable
displacement transducer (LDVT) and Imetrum camera displacement system to verify results. The calculated displacements from
the integration procedure with varied loads are presented, with the quality indicators first being assessed before comparing to the
directly measured displacements. This procedure may not be applicable to longer span bridges, or bridges where it is difficult to
isolate quiet periods of traffic, however for this study the procedure worked well. Overall, the quality indicators provided good
insight into the accuracy of the calculated displacements and there was good agreement between the 3 measurement methods, with
the magnitudes of errors experienced being around ±0.3mm
KEY WORDS: Bridge SHM, Displacement, Acceleration, Integration, Load Testing
1

INTRODUCTION

Choices in displacement tracking methods for bridges are often
made depending on the site/bridge to be monitored. In a small
number of instances, it is practicable to use traditional
approaches such as linear variable displacement transducers
(LVDTs), provided a fixed reference is accessible enough to
measure from For scenarios where this is not the case, imagebased approaches have become increasingly popular [1, 2],
though these methods can be expensive, are sensitive to
weather and often require high levels of user expertise to
successfully implement.
Other novel approaches have been developed that look to
capture displacements by twice integrating acceleration
signals. The main difficulty with recovering displacements
from acceleration signals is due to the presence of low
frequency noise in the acceleration signal [3, 4], which are
amplified during the integration process.
There has been extensive research looking to remove the
effects of noise in the acceleration signal, such as Faulkner et
al. [5], who used a baseline correction method (BCM) and high
pass filter to estimate noise in the displacements of a bridge
subject to a moving load. With the appropriate filter, the
method proved successful, however the repeatability of the
method was limited owing to a lack of guidance on selecting
the appropriate passband frequencies for different bridges.
Similarly, Park et al. [6] displayed a velocity estimation
method that required acceleration signals to be cut into short
segments and have a high pass filter applied for accurate
estimates of displacement to be achieved. Gindy et al. [7] used
a state space correction method for correcting the noise effects
in acceleration signals. Although both procedures showed
promising results, those results were dependent on user selected
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input parameters and relied on expertise/experience of the user
for successful application to further bridges without guidance.
Sekiya et al. [8] proposed cutting acceleration signals to short
windows before using high and low pass filters to reduce the
presence of noise. Filter inputs were estimated based on factors
such as vehicle speed limits and bridge spans (and hence
loading durations). Multiple MEMS accelerometers were
tested, and varying quality of results were obtained which
showed to be dependent on the quality of sensors used. The
filtering technique’s success was reliant on the quality of sensor
as well as the filter inputs and signal truncating.
The quality of chosen hardware and duration of loading are
key influences on the accuracy of displacement estimates from
acceleration signals. Therefore, here we display a procedure
proposed in [9] that does not rely on filtering methods and
instead uses high quality accelerometers (to minimise noise)
and also implements a quality control check to assess the
quality and hence reliability of the calculated displacements.
This paper presents a case study of the procedure being applied
to a live bridge, comparing results obtained from a load test
using a (i) loaded and (ii) unloaded truck.
2

BACKGROUND THEORY

Figure 1(a) shows midspan displacement results from a
Matlab model of a beam and moving point load, intended to
represent a bridge and moving truck for demonstration
purposes. The load enters the beam at 2.5 seconds and leaves at
7.5 seconds, moving at a constant rate. The displacement in (a)
is annotated with the preload and post load portions of the
displacement (blue), where the signal remains close to 0 for the
unloaded portions, and with the forced displacement (red)
where the displacement peaks at 2.8mm at 5 seconds. When
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differentiated, the effect of the forced displacements can be
seen on (b) velocity and (c) acceleration, where at each stage
the static effects of the moving load are less apparent.

3

TEST BRIDGE AND TRUCK

The truck used in the test was a 4-axle Scania P410. Figure
2(a) shows a photo of the truck, Figure 2(b) shows the layout
and axle weights for the loaded truck, and Figure 2(c) shows
the axle weights for the unloaded truck. The bridge used in this
study is a 3-span beam/slab bridge with each span simply
supported. Figure 3(a) is an elevation showing the 3-span
bridge. The span to the right was used in this study, as the
exposed sand bank allowed for an LVDT system to be installed
to verify the calculated displacements. Figure 3(b) is a cross
section of the bridge deck with encased steel I beams at 1.54m
centres and showing corresponding lane layout. Figure 3(c) is
a plan view of the bridge deck showing lane layout and
highlighting the monitoring location. Owing to the road layout,
the truck used lane 4 on the bridge which allowed for the most
passes in the shortest time period.
(a)

(b)

Figure 1. Results from a model of a beam subject to a moving
load, (a) displacement (with pre-load and post load annotated
in blue, and forced displacement annotated in red),
(b) velocity, and (c) acceleration.
Whilst the acceleration is typically easier to measure than
displacement, the fundamental issue when looking to integrate
acceleration to recover displacements is the low frequency
noise that will exist in the acceleration signal. The low
frequency noise in the acceleration signal causes amplified
errors in the displacement results when integrated, and this can
cause exponential drifts in the results, masking any true
displacements. Overcoming the effects of the accelerometer
noise can lead to accurate recording of displacements without
the logistical challenges present with more traditional methods.

(c)

Figure 2. Truck used in test (a) photo of the Scania P410 used
and (b) axle loads of loaded truck, (c) axle loads of unloaded
truck.
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Figure 3. Bridge used in load test (a) East elevation showing 3-spans of the bridge, (b) typical section of the
bridge deck, (c) Annotated plan view of bridge deck highlighting monitoring location.
4

SENSORS INSTALLED

The accelerometer used in this test was a Honeywell QA 750
accelerometer, an aviation grade force balance accelerometer.
The reason for using this sensor is that it has low noise levels
(<0.000069 m/s²/√Hz (0-10 Hz) and <0.00069 m/s²/√Hz (10 500 Hz)) which should help minimise errors in the calculated
displacement due to noise. The sensor was mounted in Perspex
housing and fixed via a steel angle to the soffit of the third beam
from the east side of the bridge (Figure 5).
To provide check measurements for the displacement
calculated from the acceleration signal, two independent
measurement systems were co located with the accelerometer,
namely an LVDT and an Imetrum camera system. Figure 4
shows an overview of the bridge site as the test truck passes
over the bridge and Figure 5 shows a close up of the
instrumentation attached to the underside of the bridge beam.
The circular ‘targets’ on the side of the accelerometer in Figure
5 are to provide enough texture/contrast in the image to allow
the Imetrum camera system to track the displacement. The
LVDT was fixed to a telescopic aluminium pole, with a small
dimple in the steel angle housing the LVDT tip.
In Figure 4 the Imetrum camera tracking displacement is in
the bottom right of the frame and the telescopic pole supporting
the LVDT just visible to the left of the ladder under the midspan
of the bridge.
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Figure 4. Monitoring installation on bridge as truck passes
over midspan during Loaded Swipe 1

Figure 5. Instrumentation on the underside of the bridge beam.
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5

RESULTS

(c)

The test for this study comprised of a number of passes of the
loaded and unloaded truck. Figure 6 shows a sample of the
integration procedure applied to the first pass of the loaded
truck. Figure 6(a) shows the detrended acceleration signal cut
to a short window duration, including preload and post load
accelerations in the signal marked 229.3 seconds for the truck
entering and 234 seconds for the truck leaving. Figure 6(b)
shows the velocity calculated by integrating the acceleration
from (a), and (c) shows the displacement calculated by
integrating the velocity from (b). Figure 6(d) shows the same
calculated displacement from Figure 6(c), plotted with the
displacements measured with the Imetrum (magenta) and
LVDT (cyan) systems.
The preload portion of the calculated displacement (Figure
6(c)) remains close to 0mm as the truck approaches the bridge
and returns to close to 0mm after the truck has left the bridge.
Using this as a quality check on the results would indicate a
reasonably accurate displacement estimate for the trucks
passage. Figure 6(d) reproduces the calculated displacement
from Figure 6(c) (blue) and also plots the measured
displacements from the LVDT (cyan) and Imetrum system
(magenta), where the quality check is then verified by the good
agreement between the 3 displacements for the duration of the
window, with only small differences in the return shoulder.

Figure 6. Displacement from first pass of loaded truck
(a) detrended acceleration, (b) velocity from
acceleration, (c) displacement from velocity and (d) QA
displacement (blue) plotted against LVDT (cyan) and
Imetrum (magenta) displacements.

(a)

PreLoad

(b)

(d)

PostLoad

Figure 7 shows the displacements from the second pass of the
loaded truck test. Broadly speaking, there was good agreement
with all 3 measurement methods again. The errors from the
loaded truck passes were small, in the order of 0.2mm for pass
1 and 0.25mm for pass 2. The shoulders of the displacement
were relatively close to 0mm, suggesting good accuracy in the
results, which was verified by the Imetrum system in both cases
and the LVDT in the first. There was a slip of the LVDT (the
tip jumped out of the recess) during the second pass of the truck
at around 338s, but the QA showed good agreement with the
LVDT to this point and with the Imetrum beyond here.

Figure 7. Displacements from second Loaded Truck pass with
QA (calculated) displacement (blue), LVDT displacement
(cyan) and Imetrum displacement (magenta).
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The results of the two unloaded truck passes are shown in
Figure 8. For the unloaded truck passes, the results also
provided reasonably good estimates for displacement from the
truck passing. There was a slip of the LVDT in the first
unloaded pass, but the Imetrum measurement prevented this
being of consequence. For the first pass, the first “shoulder” of
the data started close to 0mm but did drift up slightly, which
would alert to small inaccuracy in the loaded portion of the
results, as verified with the Imetrum measurement however, the
error was small, in the order of 0.2mm.
The calculated displacement from the second pass also showed
a small drift upward in the first “shoulder”, and the return
shoulder did not return to 0mm, but this is believed to be
because there was other traffic on the bridge which forced
displacements. This was verified by the fact that the Imetrum
and LVDT results also did not return to 0mm. The results from
all 3 measurement methods again showed good agreement for
the most part, with small amounts of drift present in the
calculated displacement.
(a)

(b)

or after the load passes, there are logistical challenges with
implementing this test on a live bridge.
6

CONCLUSIONS

This paper provides a case study of a procedure that uses raw
acceleration data, and twice integrates to calculate
displacement induced from a moving load. The method cuts the
acceleration signal to include a short portion before and after
the load passes and uses the pre-load and post-load portions of
the displacement results to assess the likely reliability of the
displacements.
The integrations procedure worked well using both a loaded
and unloaded truck for the test, and there was little variation in
the accuracy of the displacements estimated. The use of highquality accelerometers and short duration loading helped to
minimise the effects of noise in the acceleration signals, with
the largest errors being around 0.3mm. The quality control
check for the pre-load and post-load portions of the calculated
displacements indicated relatively accurate results for each test
with small signs of drift in the shoulders of the displacements.
This was verified against displacements measured using an
LVDT and Imetrum camera system, showing good potential for
using the preload and post load displacements to assess the
likely accuracy of the loaded displacement.
The procedure worked well in these circumstances, where for
the most part (i) the signals being analysed were relatively short
duration and (ii) the traffic flow was such that typically there
were periods of known zero displacement either side of the
loading/truck passing which could be used for quality control
checks of the signal.
This may not be the case for other bridges of longer spans
where longer durations of loading and hence acceleration
signals will see larger effects of noise when integrated. For
shorter span bridges, however, where periods of low traffic
levels can be isolated and utilised, this procedure provides a
viable solution to low cost displacement measurements for
bridges where more traditional approaches are less practicable.
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ABSTRACT: A recent survey of Europe’s highway infrastructure has concluded that almost half of Europe’s bridges are nearing
the end of their design live. Work in the wider Structural Health Monitoring sector is aiming to develop reliable and cost-effective
methods for verifying condition, remaining service life and safety of ageing structures. Most bridge condition assessment methods
are based on deflection, acceleration or strain measurements. This paper looks at the possibility of using rotation measurements
as a main parameter to identify damage. This study looks at numerical analyses of a moving point load on a one-dimensional
bridge model to provide the theoretical basis of the proposed damage detection method. It is shown that when local damage occurs,
even when it is remote from a sensor location, it results in an increase in the magnitude of rotation measurements. This study looks
at how best to exploit this fact for damage detection. In the study a number of damage scenarios and sensor locations are
investigated, and their influence on the ability of the algorithm to detect damage are reported.
KEY WORDS: Structural Health Monitoring (SHM); Bridges; Rotation; Accelerometers; Damage Detection; Influence Line.
1

INTRODUCTION

This paper proposes the use of bridge rotation response to a
moving load to identify damage in a bridge and its location.
Like vertical translation due to a moving force, rotation
responds to local damage anywhere in the bridge. However,
rotation is typically easier to measure than translation.
1.1

Background

Bridges are a critical component of a nation’s infrastructure,
connecting communities and aiding economic activity. Bridges
are costly, and over time are exposed to many degradation
processes as a result of environmental factors and changing
loading conditions. A recent survey of Europe’s highway
infrastructure revealed that almost half of Europe's bridges
were built before the 1960s [1] and so are nearing the end of
their design lives. Thus, bridge owners are particularly vested
in methods for verifying safety, condition, and remaining
service life of such ageing structures.
In most developed countries, visual inspections are the
predominate assessment method used for the maintenance and
preservation of bridges. While such techniques currently
remain the most reliable practice in industry, they are time
consuming and subjective. They may also be expensive and can
require road or lane closures which can be disruptive to traffic.
As a result, the interest in electronic Structural Health
Monitoring systems has arisen.
Structural Health Monitoring refers to the process of
implementing a damage detection strategy for engineering
structures by monitoring the system over a period of time using
measurements from a sparse array of sensors. In the past decade
the Structural Health Monitoring field has seen significant
achievements with improvements in sensors, data acquisition
electronics and computing technology.
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1.2

Objectives and outline

Section 2 gives a brief background on existing Structural
Health Monitoring systems.
Section 3 details the rotation sensors used throughout the
study. Within this section the sensors are placed on a real bridge
to determine realistic rotational properties for the study.
Section 4 covers a numerical analysis on a 1-D numerical
beam model loaded with single point force.
Section 5 details an experimental study on a 3m long simply
supported beam to validate the results of the numerical
simulations. It also covers the ability of the aforementioned
sensors to pick up the change in rotation.
This paper hopes to address the following questions:
• Is rotation a sensitive parameter to damage?
• What is the effect of change in stiffness and its
location on rotation measurements?
• What is the optimum sensor location for recording
rotations on a simply supported structure?
2

BACKGROUND

Broadly speaking, existing Structural Health Monitoring
systems in the literature use strain, deflection and acceleration
responses of a bridge to evaluate its condition. Although these
approaches have been shown to provide useful information
about the bridge structural behaviour, each of the
aforementioned parameters have certain shortcomings. A
review of vibration based monitoring techniques [2] concludes
that, despite their popularity, they are insensitive to damage
except for the most severe damage scenarios. The
methodologies utilising strains as a main parameter for damage
identification measure a local response of a structure. Hence,
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they can only sense the presence of damage in the immediate
vicinity of sensor locations. Previous studies have shown the
potential for detecting damage in a bridge by analysing its
deflection response. Deflection is a global property, and hence
a parameter that is sensitive to damage at any location along the
length of a bridge. However, by the nature of this parameter it
requires a reference point for measurement. This can often lead
to difficulties recording deflections, especially over
inaccessible areas such as roads, railways or deep water.
Using rotation as a damage indicator includes the advantage
that it will prompt a global response in the bridge, and negates
the need for a reference point removed from the structure. Like
displacement, rotation also captures static response
information, but it is typically easier to measure.
A study into identifying simulated cable stiffness loss in a
cable stayed bridge using rotation measurements concluded
that only two measurement points were adequate to monitor the
integrity of the bridge structure using rotation based
measurement [3].
This paper proposes a damage detection method using
rotation measurement for a single span beam and slab bridge
and explores it numerically and experimentally.
3

MAGNITUDE OF ROTATION THAT CAN BE FEASBILY
MEASURED ONSITE

Inclinometers, or tiltmeters, are designed to measure angular
rotation of a test specimen with respect to an ‘artificial
horizon’. The main operating principle of most inclinometers is
that it performs measurements of different responses generated
by pendulum behaviour caused by gravity.
The performance and accuracy of inclinometers have been
significantly improved in the last decade, and it is now possible
to measure inclinations to microradian (10 -6 rad) accuracy
using the state-of-the-art sensors [4],[5],[6],[7].
A performance test was conducted on a 17.8 m span bascule
bridge, loaded with a 4-axle 32 tonne truck. When the bridge is
down it behaves as a simply supported bridge. The test structure
is shown in Figure 1a.
Rotations were calculated using the acceleration data
obtained from two uniaxial Honeywell QA-750 accelerometers
placed at the ends of the beam and orientated in the longitudinal
direction (i.e. at points A and B in Figure 1a). These
accelerometers can sense frequencies as low as 0 Hz, so they
are able to sense gravity and are suitable to be used as
inclinometers. Figure 1b shows peak rotation at approximately
0.1 deg.
This test indicates typical rotation values and demonstrates
the performance of the sensors. The same sensors will be
ultilised again in laboratory experiments (as described in
Section 5) to establish the ability of commercially available
sensors to detect damage.

Figure 1. Recording rotations on a real bridge, (a) Elevation of
the test structure (b) Rotation time history calculated at
support locations.
4

NUMERICAL ANALYSIS

This section illustrates the concept of using rotation
measurements for damage detection. Specifically, Section 4.1
shows the rotation response along the length of the beam due
to a static load. The rotational response was obtained for a
healthy beam and a damaged beam. As it is not practical to
measure rotation at many points along length of a bridge,
Section 4.2 shows how the rotation of a single point changes
due to the passage of a moving load. This also is illustrated for
a healthy beam and a damaged beam. The rotation results
obtained from the models are in-line with those obtained from
the field measurements as seen in Figure 1.
4.1

Rotation profile along length of beam due to single
point load

The structure modelled is a 3m long 1-D simply supported
beam structure, as illustrated in Figure 2a. The flexural
properties adopted for the beam are similar to those of a
127×76×13 universal beam loaded in the weak direction [8].
The Young’s modulus is defined as 210 GPa and loaded with a
31kg load at 3L/8.
Figure 2b illustrates the rotation of the beam to the stationery
point load. The continuous curve represents the rotation of the
healthy beam while the dashed curve shows the corresponding
results for the beam with localised reduced stiffness, or
‘damage’, at quarter-span. As expected, when damage is
modelled the rotation of the beam increases.
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The difference in rotation of the healthy beam and the
damaged beam is presented in Figure 2c. The difference in
rotation varies from constant negative to constant positive, with
a sharp change at the damage location. For the loading and
damage scenario illustrated, it can be noted that at the
amplitude of the rotation difference is greater on the left-hand
side of the damage than on the right. At the mid-span and righthand support, the same rotation difference is shown. The is
explored later in Section 4.2 to identify favourable locations on
the beam as to extract data.

Figure 2. Displacement responses of healthy and damaged
beam models loaded with a single point load at 3L/8, (a)
Sketch of the 1D model (b) Rotation (c) Difference in rotation
between healthy and damaged cases.
4.2

Rotation signal at a single point due to moving load

The previous model was recreated with a 31kg moving point
load, as depicted in Figure 3a, with the rotational response
obtained from simulated sensors at locations A-C.
Figure 3b presents the rotation response obtained from the
simulated sensors for the healthy beam (solid plot) and a
damaged beam (dashed plot) where damage is located at L/4.
In this case, rotation is plotted against the location of the
moving point force. Sensors A and C, placed at the support
locations, experience negative and positive rotation,
respectively, as the point load crosses the beam. Sensor B at
mid-span initially experiences positive rotation but this
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becomes negative when the load passes this point. For sensor
A, the increase in rotation due to damage is small but clearly
evident. For sensors B and C the increase in rotation due to
damage is smaller. Overall the figure shows that when damage
occurs, even if it is remote from the sensor location, it results
in an increase in rotation at all three sensor locations and
confirms that, as expected, rotation increases when stiffness is
reduced.
The differences between the rotation responses for the
healthy and damaged beam cases, are plotted in Figure 3c. The
rotation difference for each sensor is triangular with maximum
amplitude when the load is over the damage location (at L/4 in
this case). The magnitude of the rotation difference, which
reflects the sensitivity of a particular sensor to damage, is
approximately 4.8 mdeg for Sensor A, located at the left-hand
support and 1.5 mdeg for Sensors B and C, located at mid-span
and the right-hand support.
These results are similar to the findings presented in Figure
2. Since Sensor A is closer to the damage location, it is more
sensitive to damage than Sensors B and C. It is also of note that
Sensors B and C are both on the same side of the damage
location (to the right in this case) and hence have the same
sensitivity to damage. The reason that sensors B and C are
showing the same sensitivity to damage can be understood by
re-examining Figure 2c.
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Figure 3. Effect of quarter-point damage on beam rotation
measurements, (a) Sketch of the 1-D beam model (b) Rotation
time history recorded for healthy and damaged beam cases (c)
Differences between the healthy and damaged rotation signals
shown in part (b).
Figure 4 shows the rotation difference when damage is
simulated at midspan. For sensors A and C placed at the
supports the differences are triangular with a peak value of 4.25
mdeg and the peak corresponding to the damage location.
However, for sensor B at midspan the amplitude of the
difference in rotation is much smaller and it is not triangular in
shape. This is because, sensor B is located at the damage
location, where the change in rotation due to damage is close to
zero which is consistent with the behaviour previously
observed in Figure 2c.

Figure 5. Difference in rotation measurements between
healthy and damaged beam cases where damage is modelled
at L/4 and 3L/4.
In conclusion, when damage occurs in a bridge type structure,
it is evident in rotation measurements. Furthermore,
information on the damage locations can be found when the
differences between rotations for healthy and damaged beam
cases are examined. Sensitivity is improved for sensors placed
between the damage location and the nearest support to the
damage. However, there is a reduced magnitude of rotations for
sensors close to the centre of the damage. Support locations are
chosen here as a good compromise for short span bridges with
the further advantage that access on site is likely to be easier.
The validity of using support locations can be seen again in
Section 5.
5

EXPERIMENTAL VALIDATION

An experimental study was carried out on a 3m long simply
supported beam to validate the results of the simulations
presented in Figure 4, where damage was modelled at midspan.
Section 5.1 describes the laboratory setup and instrumentation
used, while Section 5.2 discussed the test and the results.
5.1

Figure 4. Difference in rotation measurements for healthy and
damaged beams where damage is at midspan.
Figure 5 shows the rotation difference plot for a multiple
damage scenario, where damage is modelled similarly at the
quarter and three-quarter span locations. The damage severity
for both locations is a 30% reduction in stiffness over 180 mm.
It is clearly visible in Figure 5 that there are two slope
discontinuities can be seen in each plot, corresponding to the
passing of the load over the damage locations. The rotation
difference amplitudes are approximately 5.5 mdeg and 3.25
mdeg at the damage locations for Sensors A and C. The
corresponding results for Sensor B, located at midspan, are
approximately 1 mdeg and vary in sign.

Test setup

The material and geometric properties of the beam structure
were designed to be similar to the flexural properties defined
for the 1-D beam model used in the numerical studies presented
above. The beam was a 127x76x13 steel universal beam loaded
in the weak direction. The supports of the beam were fabricated
as pin and roller.
A 31 kg dumb-bell mass was used to load the structure at
discrete points. The load was applied in a series of static load
cases at 100 mm intervals along the length of the beam.
The sensors used on the beam to calculate rotations are the
same ones as those used in the bridge test described previously
in Section 3. The levels of rotation of the beam are similar to
those experienced by the aforementioned bridge in Section 3.
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Figure 6. 3m long simply supported beam structure set up in
the laboratory with load at 0.4m and rotation sensors at
supports.
5.2

Damage detection using rotation measurements of a
test beam

The simply supported beam structure in the laboratory was
initially loaded using the 31 kg point load in a series of static
load cases at 100 mm intervals along the length of the beam.
This is modelled as the healthy beam case. Subsequently, the
beam was stiffened at the midspan location using steel angle
sections to simulate ‘negative damage’. This negative damage
concept allows for a non-destructive test and permits the beam
to be used for other purposes after the test. To test repeatability,
the healthy and stiffened beams were both loaded four times.
The steel angle sections were 180 mm long and increased the
second moment of area of the cross section by 33%.

Figure 8. Effect of damage on beam rotation measurements,
rotation versus load location
The average of the four rotation measurements calculated for
the original healthy beam is subtracted from the corresponding
average rotation for the stiffened beam and the results for
sensor locations A and B are presented in Figures 9a and b
respectively. Each point in the plots represents the rotation
difference for a given loading position. The solid line plots in
Figures 9a and b show the numerically predicted difference in
rotation calculated using the numerical model discussed in
Section 4. It can be seen that the experimentally measured
points agree well with the theoretical predictions and the plots
approximate a triangular shape with the peak corresponding to
the stiffening location. It can be concluded that stiffening at this
level can be successfully detected by sensors in a laboratory
setting.

Figure 7. Beam stiffening detail, (a) Elevation view of the
stiffening angles (b) Cross section of beam and stiffeners
Figure 8a shows the rotations measured at the left end (sensor
A) and right end (sensor B) for all load positions. In total there
are four plots for the healthy beam and four for the stiffened, or
‘negatively damaged’, beam for each sensor (illustrated in the
insert in the figure). It can be seen in the figure that the
measured rotations are consistent, showing the measurements
to be accurate. It can also be seen in the figure that the rotations
for the stiffened beam are less than for the healthy beam.
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Figure 9. Effect of damage on beam rotation measurements,
(a) Difference in rotation measurements for healthy and
stiffened beam cases for sensor at the left-hand support (Point
A) (b) Difference in rotation measurements for healthy and
stiffened beam for sensor at the right-hand support (Point B).
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6

CONCLUSION

This paper discusses a bridge condition assessment
methodology using rotation measurements. Initially numerical
and experimental analysis are carried out on a 1-D beam model
to investigate the sensitivity of rotation as a parameter to
identify damage on bridge type structures.
The conclusions are as follows:
• Rotation is shown to be a sensitive parameter for
identifying damage. In essence, if damage occurs,
either locally or globally, it results in an increase in
the magnitude of rotation measurements.
• For simply supported bridge structures the most
effective sensor locations to identify damage are
supports, where the maximum amplitude of rotations
occurs.
• A sensor placed at a support location closer to a
damage location is more sensitive to damage than a
sensor placed at a remote location.
Further work on this concept aims to explore this concept using
more complex models, scaled laboratory testing and field
experiments.
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ABSTRACT: The issue of maintenance of ageing bridges with insufficient budget allocations is well documented throughout
Europe and beyond. To combat the issue of out of date assessment standards, insufficient structural information and deteriorating
bridges, probabilistic assessment bridge techniques have evolved significantly over the past number of years. Previously,
probabilistic analysis methods have been applied at the element level, where the highest element failure probability is assumed to
govern for the structure. This fails to account for inherent redundancy which is often present in bridge structures. For this reason,
system analysis approaches have been proposed which consider the actual probability of various collapse mechanisms. However,
most of these studies have been based on purely theoretical models which fail to consider the complex 3D structural response of
bridge structures, and are not applicable to structures subject to moving loads. This paper demonstrates a probabilistic system
analysis approach for two case study railway bridges, one being based on codified live loading and another based on measured
Weigh-In-Motion (WIM) data. FORM analysis and simulation techniques are used in combination with detailed 3D bridge models
to evaluate failure probabilities. For the first case study bridge, the analysis showed that the calculated failure probability varied
by a factor of 2.0 when applying a system approach. For the second case study bridge, the reliability index increased from 3.06 to
4.83 when applying a system analysis method.
KEY WORDS: Probabilistic analysis, reliability, system analysis, bridge modelling
1

INTRODUCTION

Probabilistic assessment techniques have gained significant
traction in recent years to address the issues of ageing
infrastructure and conservative codes [1][2]. Much of the
previous research focuses on element level assessment.
Previous authors have suggested that this can lead to
conservative assumptions regarding the assessment itself.
A key simplification often made in traditional probabilistic
bridge assessments is that they are performed on an element
basis and fail to consider structural systems. As bridge
structures are currently assessed by managing the occurrence
of yield, there may be some reluctance for bridge managers to
adopt these system-based approaches. However, it is essential
that the move to assessing our bridges in this way is made to
avoid unnecessary repairs, draining available resources which
could otherwise be used for more safety-critical structures,
particularly where extreme events are assessed.
Melchers [1] provided fixed-form solutions to theoretical
problems in system analysis but the work did not provide
solutions for realistic bridge configurations. Frangopol [3][4]
provided a number of solutions for typical bridge
configurations, describing structural systems in terms of series
and parallel failure systems which account for structural
redundancy and deterioration. McCarthy [5] provided in depth
research of moving load positions and three dimensional bridge
problems, which outlined the complications associated with the
probabilistic plastic analysis when combined with moving
loads. However, the plastic method of redistributing loads was
not explored in the probabilistic analysis, and the combination
of different load positions causing different collapse
mechanisms was not considered.
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This paper describes two case studies which attempt to
demonstrate the system analysis approach for real bridges.
2

CASE STUDY 1: THE BOYNE VIADUCT
Description of the Structure

The Boyne Viaduct (Figure 1) was selected as the preliminary
case-study bridge for this study. The structure has been
extensively assessed from a reliability perspective in the past at
the element level, making it an ideal starting point for a
probabilistic system analysis. The bridge was constructed in the
1930s, and consists of a steel truss superstructure with a single
rail track. The ballasted track is supported on a steel deck plate
which spans between the longitudinal rail bearers. The
longitudinal rail bearers span between cross girders which
connect to the node points of the truss.

Figure 1. Aerial view of the Boyne Viaduct steel
superstructure
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As part of extensive previous research by the authors [6], the
bridge has undergone extensive Finite Element (FE) modelling,
Structural Health Monitoring (SHM) and subsequent
assessment. The FE model for the structure is illustrated in
Figure 2.

Figure 2. FE model of the Boyne Viaduct steel superstructure

Single element probabilistic analysis
Previous research [6] has investigated the reliability index and
failure probability of various elements of the structure,
including both members and joints. This research considered
the effect of SHM data by reporting figures before and after
SHM installation, for various members. Table 1 below
illustrates the deterministic utilisation ratios, failure
probabilities and each associated reliability index (β) for the
most critical elements and joints of the assessment. The
locations of the joints are illustrated in Figure 3.

not be strictly necessary from a safety perspective. However, to
form an initial consideration of the problem, the next section
explores the influence of the structural system on the results.
Multi-element probabilistic analysis
In an ideal scenario, the analysis of the failure probability for a
system should include all possible load positions and all
elements that have an impact on the system failure probability.
Additionally, it should incorporate consideration of structural
redundancy in the form of probabilistically plastic analysis.
However, bridge owners at present tend to conservatively
consider the critical (linear elastic) limit state and assume that
this constitutes bridge failure.
The live load for this work consisted of a probabilistic model
representative of RU loading from BD 37/01 (see Figure 4).
This was run across the influence lines for each of the elements
and the worst load position (LP) for each element was
determined. Figure 5 illustrates the critical load position for
each element 1-6 in Table 1. It should be noted that the
relieving parts of the uniformly distributed load (UDL) were
neglected. Stress influence lines (ILs) for the members (i.e.
truss diagonal, rail bearer and cross girder) were acquired from
Midas Civil, while for the connections, ILs were defined by
combining influence lines for load effects in each connection.

Figure 4. Type RU loading from BD 37/01
B1

C1

D1

E1

The performance function is defined as:
𝐺 , (𝑥) = 𝑅 (𝑥) − 𝐿 , (𝑥);
1 > 𝑖 > 𝑛;
1 > 𝑗 > 𝑛;

F1

A1

A

B

C

D

E

F

With the failure criteria defined as:
𝐺 , (𝑥) < 0;

Figure 3. Boyne Viaduct Truss elements
Table 1. Element-based assessment of the Boyne Viaduct
No.
1
2
3
4
5
6

Element
A1 – B (joint A1)
B – B1 (joint B)
C – B1 (joint C)
Cross beam
Rail bearer
Truss diagonal

Utilisation
Factor
0.93
0.89
0.93
0.69
0.72
0.92

Failure
Probability
6.26E-09
9.20E-12
2.56E-08
1.89E-11
4.15E-11
3.77E-08

(1)

β
5.69
6.72
5.45
6.61
6.50
5.38

JCSS [7] suggests target minimum reliability indices for
existing structures for various consequence classes and costs of
remediation measures. The most common scenario adopted is
a “normal” cost and a “moderate” consequence of failure,
corresponding to a minimum β-value of 4.2. The minimum
value obtained for the Boyne viaduct is significantly above this
level and as such, further analysis of structural systems would

(2)

Where:
𝐺 , (𝑥) – performance function;
𝑅 (𝑥) – stochastic resistance distribution for element 𝑖;
𝐿 , (𝑥) – stochastic load distribution for element 𝑖 due to
load position 𝑗;
𝑛 – number of elements in the analysis.
It should be noted that for all elements the resistance
distribution is the yield stress of the steel; for all connections
the load distribution is the Navier stress combination in the web
due to normal service loading; for the members (i.e. truss
diagonal, rail bearer, cross girder) the load distribution is the
Navier stress combination due to normal service loading at the
most critical location of that member.
In this work, a Probability Matrix is defined, which gives
failure probabilities for all elements considered due to each LP.
In this matrix, the term Pfij gives a probability of failure for
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Figure 5. Load Position for failure of each element in Table 1
element 𝑗 due to load position 𝑖, where load position 𝑖 is the
most critical load position for element 𝑖.
Table 2. Sample Probability Matrix
Element 1 Element 2
…
Element n
Pf11
Pf12
…
Pf1n
Pf21
Pf22
…
Pf2n
…
…
…
…
Pfn1
Pfn2
…
Pfnn

LP 1
LP 2
…
LP n

Once the probability matrix is calculated, the failure
probability due to each load position is defined considering all
elements according to Equation 3, which includes all possible
combinations of failure due to a certain load position, i.e. it
takes into account the possibility that multiple elements can
potentially fail due to a certain load position.
𝑛
(3)
𝑃 =1−
(1 − 𝑃𝑓𝑖𝑗 )
𝑗=1

The failure probability due to each load position, by order of
occurrence, is illustrated in Table 3.
Table 3. Failure probability for each load position
Order of
Occurrence
1st
2nd
3rd
4th
5th
6th

Load Position

Failure
Probability

LP 4
LP 1
LP 5
LP 2
LP 3
LP 6

7.45E-08
6.70E-08
2.79E-10
4.55E-08
1.40E-08
5.44E-12

In order to perform a complete structural system analysis,
system redundancy should be considered. A probabilistic nonlinear analysis should be performed, considering each potential
location of plastic hinge occurrence, and performing additional
probabilistic assessment of the redundant structure [8][9]. For
the current work, the multi-component failure probability is
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defined in terms of yielding at any specific location, as bridge
owners currently manage their infrastructure on these terms.
Adopting this conservative failure criterion yields a failure
probability for the structure equal to the maximum value of
Table 3 (7.45×10-8). Consideration of structural redundancy
may indicate a lower failure probability than this value, which
only considers the system in terms of multiple potential failure
scenarios and failure load positions. Additionally, this analysis
may be considered a preliminary investigation due to the
unrealistic application of a probabilistic representation of a
codified load model. Indeed, the situation is substantially
complicated when redundancy is considered in combination
with site specific live loading which can have any unknown
number of axle loading configurations.
3

CASE STUDY 2: EBBW RIVER BRIDGE
Description of the Structure

The Ebbw river railway bridge in southern Wales, UK, is
illustrated in Figure 6. The bridge consists of two identical
single span steel girder bridges. Each bridge carries a single
ballasted track over the Ebbw river. The bridges share an
abutment, but do not impact on each other’s response.

Figure 6. Ebbw River railway bridge at track level
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The bridge superstructure consists of 2 no. 24.4m
longitudinal steel box section girders. The ballasted track sits
on a steel deck welded to 39 no. cross girders. All cross girders
are inverted T-sections, with the exception of the central girder,
which is an I-section.
To assess the structural response of the bridge to applied
traffic loading, a FE model of the structure was developed. The
model is illustrated in Figure 7. All members were modelled as
linear elastic beam elements, with the exception of the deck
plate, which was modelled using plate elements. The deck plate
has shared nodes with the cross girders in order to model the
welded connection on site and allow composite action to occur.
Figure 8. Construction drawings of cross girder – longitudinal
girder connection detail

Frequency

For the current case study, Weigh-In-Motion (WIM) data
was available for all traffic passing over the bridge for a period
of 46 days from November 2017 to March 2018. The
distribution of axle load data for the track which crosses the
bridge is illustrated in Figure 9. The maximum axle load of
250kN from Type RU loading (BD 37/01) is illustrated by the
red vertical line. Although the data appeared to have an upper
limit around this value, there were a total of 482 axles in excess
of this load for the track which crosses the bridge. The heaviest
axle in the data is 288kN. The partial factors used in
deterministic assessment traditionally take account of these
potential heavy axles, among other factors.

Figure 7. Ebbw bridge FE model
The cross girders are connected to the longitudinal girders by
the bolted connection illustrated in Figure 8. The cross girders
are welded to end plates as shown in section C-C (Figure 8).
The end plate is then welded to a 10’’ × 4.5’’ shear plate. This
shear plate sits on a second shear plate that is welded to the
main beam. There is no welded connection between these two
shear plates. It was assumed that the full vertical shear reaction
from the cross girder is transferred through the compression
face between these two shear plates. There is also a double
bolted connection at this point that was assumed to transfer the
full longitudinal shear and tension forces.

Figure 9. Train axle load distribution for Ebbw bridge
Single element probabilistic analysis
An element-based probabilistic assessment was carried out on
the structure as part of previous research [1]. Input variables to
the assessment were modelled stochastically including dead
load, Superimposed Dead Load (SDL), yield strength, live load
and model uncertainty. In order to perform the probabilistic
assessment, the maximum yearly distribution of live load effect
is required. As there were only 46 days of data available, the
maximum stress distribution per train was extrapolated to a
maximum yearly distribution. The tail of a Generalised
Extreme Value (GEV) distribution was fitted to the tail of the
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engineer, as the effect of modelling the occurrence of a plastic
hinge will significantly impact the resulting stress distribution
through the structure.

-log(-log(P))

data, as illustrated in Figure 10. This was then extrapolated for
maximum yearly load effects.

Figure 10. Fits to maximum daily stress on probability paper
The three most critical limit states to be addressed were Navier
stress failure of the cross girder, Navier stress failure of the
longitudinal girder and combined shear/tension failure of the
bolted connection between the cross girder and longitudinal
girder (Figure 8). The resulting reliability indices are illustrated
in Table 4.
Table 4. β-values for element-based assessment
Assessment
Navier stress failure of T-section cross girder
Navier stress failure of longitudinal girder
Shear + tension bolt failure at CG connection

β-value
3.06
6.73
6.15

The β-value of 3.06 (failure probability of 1.09×10-3)
obtained for stress failure of the cross girder was found to be
below the target reliability index of 4.2.
Probabilistic assessment of structural system
The results of the element-based assessment for the cross girder
indicated that the structure in question does not have sufficient
reliability at ULS, if load distribution through the sleepers is
ignored. However, this value of reliability index does not
consider plastic load redistribution in the structure, which
allows consideration of failure criterion beyond simple yielding
of an element. For this work, the system-based reliability
analysis methodology illustrated in 4 was adopted.
The methodology begins with a reliability analysis of the
critical element, as per the previous section. Should the
reliability be shown to be sufficient at the individual element
level, it is not recommended that further analysis be carried out.
However, if the reliability level calculated does not exceed βt
(as per the case of the T-section cross girder of the Ebbw
bridge), redundancy should be considered either by removal of
the element from the FE model, or removal of its impact on the
structure by replacement with a plastic hinge. Depending on the
nature of the FE model, this may result in the occurrence of a
mechanism, indicating structural collapse (ULS failure).
However, if the structure has sufficient redundancy at ULS,
removal of the critical elements may not cause failure. It is
important that this step is carried out by an experienced
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Figure 11. System reliability analysis methodology
The system failure probability for the structure (𝑃 , ) can
then be calculated according to Equation 4 where 𝑃 , denotes
the failure probability for the original structure (before removal
of the critical element) and 𝑃 , | 𝑓 : denotes the failure
probability for element 𝑖, given that failure has occurred in
elements 1 to 𝑖.
(4)
𝑃, =𝑃, ×
𝑃, |𝑓:
For the case of the Ebbw bridge, there is some redundancy to
yielding of the T-section cross girder by way of load
distribution through the steel deck plate. An investigation of
the redundant model (i.e. with a hinge put at the point of failure
of the cross girder) indicated that the steel deck plate is the next
most highly stressed element, due to a point load at the same
location at which failure would occur for the T-section cross
girder. Figure 12 illustrates the effective stress in the steel deck
plate, after insertion of a plastic hinge, due to a 1kN axle (0.5kN
per rail) placed at the location of failure of the cross girder.
There is a high stress concentration of 2MPa directly over the
hinge (the red point in Figure 12). This is the most highly
stressed part of the bridge after insertion of the plastic hinge.
For the system analysis, the train axle loads were modelled
probabilistically, as opposed to the stresses induced by live
loading (Figure 10). This was possible for the cross-girder
elements because of the local nature of the load effect [2] where
only single axle loads have an impact on the stress. More global
effects may require the modelling of wagon loads, weight
distribution across the axles, and train configuration (axle
spacings).
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The failure probability was quantified using a Monte Carlo
simulation approach whereby each of the variables in the
analysis were sampled from their underlying distributions. The
failure space may then be defined according to Equation 5
where 𝑃(𝐴) denotes yield failure of the cross girder and 𝑃(𝐵)
denotes yield failure of the deck plate.

This analysis clearly shows that considering structural
redundancy in a system analysis can show a structure to have
higher levels of reliability than previously calculated from
element-based assessment.
4

CONCLUSIONS

The two case study assessments described in this paper indicate
that consideration of structural systems can lead to increases or
decreases in structural reliability, depending on consideration
of alternate live load failure positions, failure members and
structural redundancy. The task of carrying out a full
probabilistic system analysis of a real bridge while considering
alternative load positions, each potential failure member and
structural redundancy is still an open research problem.
However, from an industry perspective, the authors suggest an
approach similar to that developed in the second case study,
where the boundary and complexity of the analysis is driven by
the requirements from a safety perspective.
ACKNOWLEDGMENTS
Figure 12. Stresses in deck plate due to 1kN axle over cross
girder with hinge in place
In the Monte Carlo approach [𝑃(𝐴) × 𝑃(𝐵|𝐴)] was
calculated by counting the number of times the cross girder
failed in the original model, followed by failure of the deck
plate in the new model (plastic hinge at the cross girder). It is
important to note that the dead load and SDL was taken by the
original model, for both locations. The additional live load (i.e.
the positive difference between the stress induced by the axle
load and the yield stress, for each simulation) at each location
was taken by the new model.
𝑃,

= [𝑃(𝐴) × 𝑃(𝐵|𝐴)] + [𝑃(𝐵) × 𝑃(𝐴|𝐵)]

(5)

Table 5 shows the results of the Monte Carlo (MC)
simulation. Reliability and probabilities of failure are provided
for the cross girder (𝑃(𝐴)), deck plate (𝑃(𝐵)) and the system
𝑃 , . It is clear that a similar reliability index was obtained for
the cross girder for the original model, using both approaches.
The Monte Carlo approach was used for the system analysis as
it provides a more convenient platform to consider individual
failures and combinations of failures. The Monte Carlo
Simulation was run with 1×109 iterations, which provides
accurate results for failure probabilities greater than 1×10-8 (i.e.
10/𝑃 ).
Table 5. β-values for element-based assessment
Result Method
β
𝑃
β
𝑃

FORM
FORM
MC
MC

Cross
Girder
3.06
1.09×10-3
3.07
1.05×10-3

Deck Plate

System

Not assessed
Not assessed
Inf
0.00

Not assessed
Not assessed
4.83
6.97×10-7
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1

ABSTRACT: Use of finite element modelling (FEM) to predict structural behaviour under static and dynamic loading conditions
is a well-established aspect of the bridge design process. A finite element model for the design of the new Grand Parade Bridge
in Cherrywood, South County Dublin, was developed by Arup, to understand how the bridge extension would change the
behaviour of the existing light rail bridge and how Luas operations would affect the structural dynamic behaviour of the proposed
pedestrianised area. As with any FEM, a number of assumptions are made in creating the bridge model. In order to validate the
FEM precise dynamic measurements of the existing structure under live load were undertaken. Murphy Surveys used a microwave
interferometer to measure the dynamic deflection of the bridge at a number of locations on the viaduct spans of interest. The main
advantages of this passive monitoring method include that no installation of sensors on the bridge is necessary (meaning no need
to get access or power to the bridge), it outputs displacement directly and in real-time, and has a stated accuracy of 0.01 mm at an
acquisition frequency of up to 100 Hz, making it suitable for dynamic measurement. This paper describes the finite element model
of the bridge, the assumptions made in the FEM, the measurement method and test results, demonstrating the good agreement
between predicted and observed behaviour.
KEY WORDS: Validation; Finite Element Model; Dynamic Monitoring, Interferometry, Structural Dynamics.
1

INTRODUCTION

The creation of a finite element model for any structure
involves making multiple assumptions. An experienced
engineer uses established guidance, design codes and standards
to set modelling parameters, element size, degrees of freedom,
material properties, load conditions, and safety factors. The
model serves to predict the behaviour of a structure, however,
owing to the number of predictions made there will generally
be differences between the predicted and actual behaviour [1].
Arup was appointed to undertake the design of the Grand
Parade Bridge. This bridge forms part of the Cherrywood Town
Centre Development and will carry Grand Parade with vehicle,
pedestrian and cycle access, which runs adjacent to the existing
Luas track, over the R118 Wyattville Link Road. The existing
bridge is a steel-concrete composite structure.
This new structure will be constructed by means of widening
the existing Luas Bridge at this location. To achieve this an
integral connection between the existing and new bridge is
provided. Understanding of the condition and structural
behaviour of the existing bridge is essential prior to detailed
design and incorporation into the proposed new bridge [2]. The
importance of this practice has been described in different
studies [3]–[6].
The monitoring application presented in this paper and its
subsequent outcomes are a result of the structural assessment
of the existing structure, shown in Figure 1, carried out as part
of the planning approval process before progressing with the
detailed design and building works of the Grand Parade Bridge.
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Figure 1. Existing Grand Parade Luas Bridge
Murphy Surveys Ltd proposed a dynamic monitoring
solution to assist Arup with the validation of their developed
finite element model of the existing structure. A microwave
interferometer was used to measure vertical deflections of the
bridge deck in real time during tram crossing events. The
instrument emits a high-frequency wave and measures the
phase difference in reflected backscatter from the structure,
allowing the determination of deflection and frequency of
vibration of the subject.
The results of the dynamic monitoring measurement were
processed and compared to outputs from the bridge model. This
assessment allows for the validation of Arup’s developed finite
element model of the existing structure and its associated
assumptions, which are described later in this paper.
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2

METHOD OF MEASUREMENT

An IDS GeoRadar IBIS-FS interferometric radar, shown in
Figure 2, was used for the dynamic measurement. This allows
the engineer to gain an understanding of the static and dynamic
performance of the structure under ambient and live loading
conditions respectively.

independent of distance and related to bandwidth, called a
‘range bin’ (see Figure 3).

Figure 3. IBIS-FS Method of Measurement - Range Resolution
Each sample at every range bin has associated amplitude and
phase information. The differential interferometric calculation
provides the resulting object displacement along the line of
sight, dp, by comparing the detected phase difference (φ2 – φ1)
of reflected waves (at wavelength, λ) from the object, Equation
(1).
𝑑𝑝 = −

Figure 2. IDS GeoRadar IBIS-FS Interferometric Radar
The instrument measures and infers:
Vertical and Horizontal Displacement (sub-millimeter
accuracy from up to 500 m range)
Resonant frequencies (Sample frequency of up to 100
Hz, meaning most bridge frequencies of interest (<50
Hz) can be characterised)
Vertical and Horizontal Modes of Oscillation
Benefits of this solution include:
Remote, non-intrusive installation – no need to access
the bridge or affect Luas operations;
No requirement for fixed point reflectors
Quick to set up
Real-time feedback and analysis of results
(displacements, frequencies);
Multiple observation points from single set-up;
No restriction on operational hours (works in all light
conditions)
The instrument uses Radar (RAdio Detection And Ranging)
to measure the phase difference between emitted and backscattered electromagnetic waves. The displacement of an object
is inferred from the measured phase difference. The device
scans at up to 100 Hz enabling it to be used to measure the
dynamic behaviour of objects. In this way, it is ideally suited to
measure the dynamic behaviour of large civil engineering
structures such as dams, cuttings, embankments, bridges, wind
turbines, tall buildings, open pit mines, etc.
The IBIS-FS uses a Modulated Frequency Continuous Wave
(MFCW) operating at 17.1 GHz. Exploiting the MFCW
technique, the IBIS-FS builds a one-dimensional image, called
a range profile where the targets in the detection area of the
device are resolved within a range resolution of 0.75 m,

𝜆
4𝜋

(𝜑2 − 𝜑1 )

(1)

Since the displacement, dp, is measured along the line of sight
of the device, the geometry of the device set up relative to the
bridge is measured to enable the calculation of the actual
vertical displacement of the object. The vertical height, h, from
the instrument radar head to the height of the object being
measured and the line of sight distance or range, R, from the
radar head to the object are used to calculate the vertical
displacement, d. Equation (2).
𝑑 = 𝑑𝑝 ×

𝑅
ℎ

(2)

To interpret the results it is necessary to identify the
measurement areas through an analysis of the Signal Noise
Ratio (SNR) of the recorded signal. Where the SNR is high
there is good reflection from a prominent object in the detection
area of the device. Once the ranges of interest are identified the
IBIS DataViewer post-processing software enables the export
of the displacement data for the relevant ranges. With an
understanding of the dimensions of the structre, the ranges of
interest can be associated with structural elements.
3

DYNAMIC MONITORING MEASUREMENT CAMPAIGN
Bridge Deflection Measurement

The dynamic monitoring measurement campaign was carried
out by Murphy Surveys on Wednesday 25th September
between 9:30 – 15:30. Weather conditions were favourable. It
was clear, sunny, with light winds and an average temperature
of 16°C. Traffic management was in place for the duration of
the monitoring.Seven individual set-ups were used to capture
the dynamic response of both bridge spans from multiple
angles. The dynamic bridge response to 42 tram crossing events
was captured during the testing campaign. The data from setup 3 is presented in this paper and compared with output from
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the FEM. Six tram crossing events were caputred at this
instrument set-up, three inbound and three outbound trams.
The purpose of set up 3 was to capture the mid-span
deflection of Span 1 on the loaded (western) side of the bridge.
The radar was positioned in the central median to the west side
of Span 1, as shown in the schematic in Figure 11 and the
photograph in Figure 5. The radar head was pointed towards
beam B1_3 and beam B1_4. This position corresponds to the
alignment of the tram tracks on the deck above this location.

Figure 5. Range vs. Signal Noise Ratio at set up 3

Figure 4. Instrument set up 3
Table 1 lists the tram crossing events recorded at set up 3.
The inbound trams crossed the bridge on the wetstern side of
the bridge while the outbound trams crossed the bridge in the
centre of the span as shown in Figure 11.
Table 1. Tram crossing events at set up 3
Number
Tram Direction
1
Outbound Tram
2
Inbound Tram
3
Outbound Tram
4
Inbound Tram
5
Outbound Tram
6
Inbound Tram

Time
11:22:51
11:31:50
11:33:10
11:44:45
11:47:31
11:57:51

As discussed in Section 2, the emitted electromagnetic waves
are back-scattered off prominient features on the strucutre. A
signal to noise ratio plot is shown in Figure 5. SNR peaks are
noted at ranges of 9 m, 11 m and 15 m. These ranges are shown
in Figure 4 and correspond to the intersection of beam B1_2
and S1-T2, beam B1.3 and mid-span of beam B1_4
respectively.
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The displacement vs time graphs for two selected tram
crossing events are shown in Figure 6 and Figure 7. A
maximum displacement of approximately -0.88 mm was
observed at this set up, occuring during the inbound crossing
event. This was detected in the 15 m line of sight range
corresponding to the mid-span of beam B1_4.
The tram loading for the inbound crossing event is closest to
the monitored areas. There were smaller observed bridge
deflections for the outbound crossing event. An uplift of
approximately 0.2 mm is observed after the tram has crossed
the span (for the inbound tram) and before the tram has entered
the span (for the outbound tram). This is due to the continuous
nature of the bridge beams - the tram load on the adjacent span
causes uplift in the monitored span.

Figure 6. Maximum measured deflection at set up 3 for
inbound crossing event No. 6.
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4

FINITE ELEMENT MODEL

As part of the design of the new Grand Parade Bridge
structure, Arup developed a finite element model (FEM) in
SOFiSTiK software composed of both the existing Luas bridge
structure and the proposed extension. In Figure 9, the former is
displayed.

Figure 7. Maximum measured deflection at set up 3 for
outbound crossing event No. 5
Bridge Frequency Observations
The monitored structure did not exhibit any observable
ambient vibration due to its relatively short span and high
stiffness. A basic frequency analysis of the excited bridge was
carried out on the displacement measurement obtained during
the measurement campaign. The results are presented in Figure
8.
It can be observed that the frequency decreases as the tram
crossing time increases. Therefore, it is likely that the
frequencies observed in the signals are a function of the tram
crossing speed and therefore cannot be used to determine the
natural or excited frequency of the bridge. The dominant
frequencies occur in the range between 0.75 – 1.2 Hz.

Figure 9. Existing Luas Bridge Finite Element Model
The structure is modelled using shell and beam elements and
loaded accordingly extended into three dimensions by the
addition of elements to represent the support columns and pile
caps.
As this assessed structure is located within the last two stops
of the Luas green line, Cherrywood and Brides Glen, the
corresponding load of the passage of the carriage is adjusted in
order to correctly reproduce the scenario of the relatively
emptier vehicle. This is even more relevant taking in account
the time of the day at which this monitoring application was
conducted, corresponding to off-peak operation of this type of
transportation.
As mentioned before, for comparison purposes between the
model and the measurement the maximum measured bridge
deflection was chosen which was measured at set up 3 as
described in Section 3.1.
The maximum observed deflection was of -0.88 mm at
mid-span on the loaded span of the structure for the inbound
passage of the Luas tram. Similar displacements were picked
up when loading the other span at its midspan (maximum
observed deflection of 0.84 mm).

Figure 8. Frequency analysis of all measurements
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Figure 10. Bridge structural member naming convention, instrument set up location, radar line of sight and range bins for set up
(above) and superimposed in the FEM model (below)

Figure 11. FEM obtained displacements with adjusted axle load

The adjustment of the axle load for the considered Luas tram
is made in order to replicate the conditions verified on site
during the dynamic monitoring as mentioned before. The
monitored deflections have been compared with displacements
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derived from unfactored load movement along 2 No tracks
defined in the FEM structural model and depicted in Figure 10.
In this way, it is observed how the values measured on site
through the interferometric radar are well in agreement with
those obtained from the developed finite element model for the
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existing structure as seen in Figure 11. Here the point locations
measured by the radar sensor are highlighted for an easier
comparison.
From comparing the nodal deflections in the model (range
0.82-1.01 mm) to the onsite observed deflections (range 0.70.88 mm), the difference is within the range of 0.13 mm.
Considering the submillimetre nature of the observed
displacement, the sensor accuracy (0.01-0.1 mm), its spatial
resolution (0.75 m) and finally the resolution of the axle load
location iterations in the FEM model, these results are
considered to be well within agreement.
Hence, through the conduction of this monitoring application
with the use of the interferometric radar, the designers had the
confidence going forward that these results showed that the
developed finite element model was a fair representation of
what had been constructed and was a strong basis for the design
of the extension of this structure and its interaction with the to
be built Grand Parade Bridge.
5

updating in highway bridge static loading test using spatially-distributed
optical fiber sensors,” Sensors, vol. 17, no. 7, p. 1657, 2017.

CONCLUSION

The use of accurate geospatial measurement to validate
structural design models is a worthwhile step in the design
process, especially where extensions or integrations into
existing structures are planned. In the case of the Grand Parade
Bridge extension, the strucutre being extended is a critical piece
of transport infrancture with unique loading condtions.
The application of dyanmic structural monitoring at this
bridge gave the designers confidence in their finite element
model of the existing structure and its behavior under the load
of the Luas tram. This was due to the good agreement between
the derived deflections of the model when compared with the
obtained measurements by the interferometric radar. The
adjustment of the tram load in order to better characterisation
of the idle traffic situation and specific location of this structure
within the green Luas line route also provided further assurance
on the correct representation achieved by the FEM and its
accuracy for the future design of its integration into the to be
built Grand Parade Bridge extension.
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ABSTRACT: Queens University of Belfast and the Department for Infrastructure (DfI), who are the local road authority in
Northern Ireland, have undertaken a joint project to develop a new bridge management system to cover the inspection and
maintenance of DfI bridges and associated structures. An initial review of the asset data held by DfI, including bridge properties
and current and legacy inspection data has been undertaken for the entire network. This paper primarily focuses on 3,437 masonry
arch bridges which make up nearly 53% of the total bridge stock in NI. It presents data which has been classified into groups in
order to explore trends in condition rating of various structural component types. A discussion on the most prevalent defects and
the overall condition of the bridge stock are also presented. This forms the basis for identifying the critical defects and structural
components in order to target maintenance spend in a timely and effective manner in the future. The fundamental aspect of this
research is the input and use of Structural Health Monitoring (SHM) data to inform a decision-making framework. The greatest
limitation of SHM data is the lack of historical data. In order to make bridge inspections more efficient, economical and effective
at a local and global level there is a need to establish baseline data sets. The analysis of historical data has led to the identification
of key performance indicators for monitoring through SHM to allow for live automatic updates on bridge condition.
KEY WORDS: Bridge Management System; Masonry Arch; Inspection Data; Structural Health Monitoring.
1

INTRODUCTION
Background

The Department for Infrastructure (DfI) is a Northern Ireland
(NI) government department which encompasses a range of
strategic functions including acting as the local roads authority.
It has undergone organisational and operational changes
resulting in various variants of its name and branding. For the
purposes of this paper references to the Department of Regional
Development (DRD), Roads Service (RS) and Transport NI
(TNI) all refer to previous incarnations of DfI.
Increasing traffic and climate change has compromised
resilience of the network. Events such as the 2017 floods,
which resulted in the loss of three bridges in a single night have
confirmed the current reactive method of bridge management
is no longer fit for purpose.
DfI owns and maintains over 6,978 bridges varying in
construction type, age, span and function. These bridges are
subject to regular inspections as per the requirements set out in
BD63/17, Volume 3 Highway Structures: Inspection and
maintenance document with the Design Manual for Roads and
Bridges (DMRB). BD63/17 sets out the requirements for
various types of inspection including Safety, General (GI), and
Principal (PI), Special Inspections and Inspections for
assessment as well as the frequency of those inspections.
Inspection records storage development
DfI have recorded bridge inspections since the early 1970’s,
originally in paper format. These records are sparse and
incomplete and held in filing cabinets located at numerous
buildings across NI. These have not been digitised and are often
limited in the detail they provide with little information on

specific defects and few associated photographs. This provided
little opportunity for direct comparisons of various inspections.
In 1999, RS developed a Microsoft Access Database titled
the Road Service Bridge Management System (RSBMS) to log
all the data relating to bridge inspections. This included the
bridge number, positional coordinates, construction type and
span as well as the inspection data. Crucially this database
allowed for photographs to be attached to a record and was
reasonably user friendly and simple to update. Separate
databases where held for the four geographic sub areas and
access was controlled by permissions and log in details.
Inspections where still undertaken in paper format and then
manually uploaded onto the database on return to the office.
In 2017, DfI undertook a project to replace RSBMS with a
more advanced online based system. This project initially
mirrored the functionality and data storing capabilities of the
RSBMS but moved to include the ability to remotely input
inspections in the field as well as some other features.
Ruggedized laptops with an offline version of the database
were introduced which allowed for inspection details to be
logged on site as the inspection is being undertaken. On return
to the office the inspector would connect the laptop to the
network and upload the inspections to the online database. This
allowed for the phasing out of paper inspections and streamline
the data logging process. This database was called the TNI
Structures Management System (SMSR). Multiple defect
photos can now be uploaded and linked to specific inspections.
Although an improvement, this is a laborious task which has
resulted in low uptake by many inspectors.
Another fundamental change was the rating systems adopted
for the bridge inspections. In the paper format and later the
RSBMS system, bridge elements were given condition ratings
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from 1 to 4. Then the bridge inspector would make a judgment
call as to the overall bridge rating again between 1 and 4. 1
indicated a structure with no significant defects, 2 displayed
minor defects of a non-urgent nature, 3 had defects of a
moderate nature and 4 which indicated that a structure had
severe defects which required immediate corrective action to
be taken.
These overall condition ratings where then used to allocate
budget and spend based on priority lists. This served its purpose
for several years, but it was clear that this broad-brush approach
would not readily identify which structures on the same overall
condition rating needed allocated funds over others. To try and
address this it was decided to move towards using a Bridge
Condition Indicators (BCI) scoring mechanism [1]. BCI gives
a measure of the condition of a bridge and its elements. This
can be used to look at the change in these conditions over time
in subsequent inspections. By using BCI scores, all bridges
would be assigned an overall BCI score out of 100. Once the
inspections were completed a report could be run to list all the
bridges based on this score and then rank them in order. The
lowest scores indicating the worst assets and therefore where
the budgets should be spent.
Although this provided a greater level of detail and
functionality there was several issues that affected its overall
functionality. The paper details the initial analysis undertaken
to inform on the development of a replacement SMSR which
would address these issues as well as provide enhanced
functionality.
Research Test Sites
The findings are based on the analysis of historic datasets
held by DFI in relation to bridge inspections. At the outset an
extensive data-cleansing exercise was undertaken to identify
any anomalies in the data. As detailed by Stevens et al [2] the
historic inspections dating back to 2000 were converted into
legacy BCI scores so that approximately 20 years of records
can be considered and longer-term trends in bridge stock could
be inferred.
A new database is being developed which will utilise these
converted inspections alongside current inspections in order to
build up a better picture of the state of the bridge stock. As
structures age and deteriorate the demands on finite budgets
becomes greater [3]. It is necessary when prioritising budgetary
spend on a deteriorating bridge stock to find an optimal longterm maintenance strategy [4]. Limited annual budgets for
maintenance and capital spends within DfI necessitates that
bridge managers need to select maintenance tasks based on a
range of factors, but these factors are not necessarily always
aligned with an optimal maintenance strategy. Originally
bridges where assigned a state between 1 and 4, with 4 being
prioritised for work. However, each year the budget available
would typically not cover the repair or replacement work for all
these structures so within this list professional judgement came
into play on deciding which bridge to consider first. Other
factors affecting the choice of schemes included emergency
reactive works. An example being when a bridge has been
damaged unexpectedly/suddenly by a car crashing into a
parapet and it needs repaired immediately. This could not have
be foreseen in the regular inspection cycles or deterioration
models. Other factors affecting schemes progressing can be
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related to the complexity of the work involved, level of design
required or the need for various permits or landowner
agreements to be in place before work can commence.
A goal of this research is to identify trends in the existing
bridge condition data which can act as key performance
indicators (KPIs) for predicting the future condition across the
network and enable strategic decision making for future
investment. Ultimately this will inform of the identification of
properties suitable for Structural Health Monitoring (SHM)
systems which incorporate real time monitoring into the new
database and provide early warning notifications that
intervention work needs undertaken.
Datasets
DfI have collected a wide range of data on over 6,978 bridges,
over 20 years. Of these bridges, 3,501 are classified as Masonry
Arch structures which represents 53% of the total bridge stock,
see Table 1.
Table 1. Distribution of DfI Bridge types in NI
Span Construction
Masonry Arch
Reinforced Concrete Pipe
Reinforced Concrete Slab
Concrete Box Culvert
Concrete Beam (various)
Arch Other (Brick, Concrete, Jack)
Steel (Various)
Corrugated Steel Pipe
Composite Concrete & Steel
Miscellaneous

Percentage
53.0
12.4
10.8
6.8
5.7
3.4
2.8
2.7
1.2
1.4

The current database, SMSR, stores all the current bridge
inspection data following the BCI rating system [1], from 2016
to current, as well as storing the legacy condition rating data of
inspections prior to 2016.
This paper presents an analysis of this data, focussing on the
data held for 3,437 of the 3,501 Masonry Arch (MA) bridges.
Due to missing records for the other 64 MA bridges, these
bridges have been excluded from the analysis in this paper.
Of the 3,437 MA bridges, over 94% carry ‘roads over rivers’
an additional 2% are bridges over watercourses (Rivers,
Culverts and Canals), over 95% are of single span and 99% are
over 100 years old.
Looking at the overall spread of cumulative spans for the
bridges nearly half of the bridges span between 1 and 3 meters,
Figure 1.

Figure 1. Distribution of Cumulative Spans for all 3,501 MA
bridges in NI.
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METHODOLOGY
Dataset Cleansing

The datasets for these bridge records have been amalgamated
from various historic databases and paper records covering a
20-year period. This inevitably led to a proportion of the data
being erroneously transferred across or logged incorrectly
initially. An exercise was undertaken to clarify and correct
these errors prior to the analysis. Examples of such errors
include; the geographical coordinates of certain bridges placing
them in the wrong location entirely, number of spans, lengths
of spans being a factor of 10 out, and missing data.
A significant amount of time was spent on identifying missing
data in the inspections. This included null returns for the
component, defect, and extent and severity classification within
individual inspections. In order to identify these missing pieces,
all the data held on that specific bridge number was
interrogated and where patterns in adjacent inspections to the
missing data was evident, a judgement call could be made as to
the value.
Trends in occurrence of Component Types
An analysis of the 17 years of legacy data relating to MA
bridges between 2000 and 2017 was undertaken to understand
factors which influence condition.
In this dataset a bridge component was a distinct part of the
structure as listed in Table 2. Each time a defect is logged it is
associated with a particular component.
Looking initially at the frequency with which a component was
being logged it was shown that the bridge parapets were the
most prevalent component, see Table 2.

span over rivers and over 70% are located on C or U-Class
roads on the rural network. All non-motorway roads in NI are
designated one of 4 categories, A, B, C and U in order of
significance to the network. C and U class roads are typically
minor roads within towns and most of the rural roads in the
countryside. These roads often have sub-standard widths which
increases the effects of spray from passing traffic as well as the
potential for collision/ impact damage from agricultural and
other traffic movements. Grass verges and hedges encourage
damaging vegetation growth.
When defects begin to appear more frequently on the
abutments and in turn the deck soffit, this is when the overall
priority of the bridge increases and work is required.
Abutments support the deck soffit, so it follows that an increase
in defects in one is likely to lead to increased defects in the
other.
Trends in occurrence of Defect Types
Analysis of the composition of defects logged for all the MA
bridges demonstrates vegetation is the most prevalent in the
inspection records, Figure 2. This is perhaps not surprising, due
to the favourable conditions these bridges over rivers provide
to plant growth and the support and shelter the structures
themselves provide. The next most prevalent are pointing
missing and then cracks. Again, this is not surprising as these
defects generally are related during inspections as they follow
on from the effects of vegetation damage by invasive root
systems.

Table 2. Distribution of defects for all MA bridges and
Overall Priority 4 (OP4) MA bridges (2 decimal places)
Component
Parapet
Deck Soffit
Wingwall
Spandrel/ Headwall
Abutment
Invert
Cutwater
Arch Ring
Pier Face/ Column
Apron
Surface
Parapet Upstand
Abutment Slope
Movement Joint

All MA Defects
(%)
24.71
19.39
19.3
14.22
9.4
3.81
3.15
2.6
2.03
0.87
0.39
0.08
0.03
0

OP4 MA
Defects (%)
22.52
21.47
16.32
13.53
13.42
4.32
2.76
2.03
2.45
0.5
0.59
0.07
0.03
0

Focussing on the component frequency for bridges given an
overall priority of 4 (OP4), it is shown that the trend remained
predominantly the same with Parapets remaining the most
prevalent. The relative percentages have changed with
marginal increases in the deck soffit relative to the wingwalls
and abutments percentage increasing, see Table 2.
Parapets are one of the most visible parts of the structure and
tend to be more exposed to the elements and the associated
deteriorative effects. These bridges are predominantly single

Figure 2. Comparison between defect prevalence for all MA
bridges and OP4 MA bridges.

Figure 3. Comparison between defect prevalence for all MA
bridges and OP4 MA bridges, with adjusted Y-axis for clarity.
The data for the OP4 bridges follows the distribution of
defects in a similar way, however with a few notable
exceptions. As bridges reach a poorer condition the proportion
of missing masonry has doubled, see Figure 2. The proportion
of undermining and scouring has more than doubled, see Figure
3. This demonstrates that the effect of these defects has a
greater influence on the overall priority than the vegetation and
pointing missing defects alone.
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Linking Component and Defect types
When the defects are considered for each component it is
shown that vegetation is present in most components followed
by pointing missing and cracks, see Figure 4 and Figure 5.

the bridge condition, for example from condition state 3 to
condition state 1, are removed as this improvement could not
have been possible without intervention taking place. In order
to conduct this test, each state is taken in turn and the condition
state reached next was determined. The ANOVA would test the
null hypothesis that for bridges in a certain condition state, the
mean values of the next condition state are equal among the
categories of the factor being investigated. The alternative
hypothesis states that the mean values are not equal. If the test
is significant (i.e. p-value less than 0.05) then there is sufficient
evidence to reject the null hypothesis in favour of the
alternative. This means that the factor has a significant impact
on the deterioration at that stage. (Only the results of the
ANOVA are presented in this paper).
Firstly, the influence of the number of spans was considered.
This analysis indicates whether a bridge that is single or multi
span, has an impact on the initial stages of deterioration when
moving from State 1 to State 2, but this declined as the
structures condition worsened, see Table 3.
Table 3. ANOVA analysis summary
Feature
Single Span Versus
Multi-Span

Figure 4. Comparison of Component defect breakdown for all
MA bridges and OP4 MA bridges.

Figure 5. Comparison of Component defect breakdown for all
MA bridges and OP4 MA bridges continued (Legend as per
Figure 4).
It is interesting to note that for the worst conditioned bridges
(OP4) that the increase in abutment and deck soffit defects
coincides with a greater proportion of masonry missing and
cracking defects respectively in each. Abutment, undermining
defects proportion, has increased significantly along with scour
to the Invert. This provides validation to the notion of critical
elements and defects, for these structures. As such it would be
important to understand the hydraulic properties of these sites
in order to determine the impact they have on the structural
behaviour.
3

ANOVA ANALYSIS

Analysis of Variance (ANOVA) was introduced as a way of
examining the impact of both bridge and non-bridge factors on
the deterioration of bridges by Huang [5]. In order to conduct
this analysis, bridges that have no history of maintenance and
have a biennial inspection were used. No history of
maintenance describes the situation where an improvement in
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Road Over River
Versus Not Over
River
Road Over Water
Versus Not Over
Water
Deck Widths

State
1
2
3
1
2
3
1
2
3
1
2
3

P Value
0.0114
0.0623
0.1060
0.97700
0.00317
0.66700
0.05490
0.00139
0.51200
0.6830
0.0121
0.0379

Secondly the effect of the bridges function and whether it was
a ‘road over river’ or ‘road not over a river’, was tested. No
significant impact on the early stages of deterioration was
demonstrated, although when changing from state 2 it did
indicate a significant effect, see Table 3.
Whether it was ‘road over water’ or ‘road not over water’
also indicated a marginal impact on earlier stages of
deterioration. The test was close to significant for state 1 and is
significant for state 2, see Table 3. The p-value is not possible
to determine at state 4 as there is no record of a bridge that is
not over water remaining in this state, so therefore no
comparison can be made.
Looking at deck width and its effect, the analysis indicates
that the deck width does have a significant impact on the later
stages of deterioration on state 2 and 3. It is insignificant in the
early stage of deterioration in state 1, see Table 3.
In summary, these results show what factors have an impact on
the deterioration of MA bridges. Using the results of this
analysis will lead to a more informed decision when choosing
bridges to monitor. In order to narrow the selection further it is
important to understand the general condition of bridges across
the network as detailed in the following section
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OVERALL BRIDGE STOCK CONDITION

Understanding the general condition of the NI bridge stock is
critical when establishing future monitoring and assessment
programs. Currently (as of 29th May 2020) BCI Average scores
predominantly lies between 80 to 90 followed closely by those
between 65 and 80, see Figure 6. There are several inspections
showing BCI average values less than 40 and some at 0 which
will need explored further to determine if these are erroneous
values as it is unlikely a bridge that is still functioning after an
inspection would score this low. Some of these ‘0’s are bridges
on the Strategic Road Network (SRN) which are inspected
separately under a management contract which presently does
not record BCI values and so are logged as 0. However, if you
discount these outliers the broader picture of the bridge stock is
evident.

factors need to come into play in order to maximise the
effectiveness of the maintenance programme. However, a
clearer understanding of the overall condition of the bridge
stock combined with the KPIs derived from sections 2 and 3
will inform the development of predictive maintenance models
and identification of suitable sites for SHM.

Figure 7. BCI Average scores for all current bridge
inspections in NI

Figure 6. Grouped BCI Average scores for all current bridge
inspections in NI
The current BCI Average inspection score for all bridge types
in NI in Figure 7 highlights distinct bands in the data. The total
bridge stock is separated into four different geographical areas,
Eastern (ED), Northern (ND), Southern (SD) and Western
(WD) see Figure 8.
Analysis of BCI scores for the 4 divisional areas provides a
snapshot into the overall bridge stock condition in those
geographical areas. It is beyond the scope of this paper to
identify potential correlation between bridge condition data and
environmental geographic condition such as ground condition
or rainfall level, but this will be considered in future research.
However, given the clear divisional divide the potential of
engineering bias is considered an impacting factor. Although
bridge inspectors are trained in the typical defects, judging
extent and severity, ultimately what one person sees could be
subtlety different to another. Perhaps one division is more risk
averse and rates a defect higher than in another, due to local
knowledge or experience. Currently within DfI line
management undertakes a 5% check on the inspections carried
out by the bridge inspectors annually which should help with
consistency, but this is still within a divisional area. Figure 7
indicates bridges in WD are in a poorer overall state than in the
other areas. ND and SD appear to be broadly similar with ED
fairing a little worse overall but still better than WD.
Given this observation, allocating funding based solely on
the BCI output would perhaps not be fully appropriate. Other

Figure 8. Geographical boundaries in NI
Structural Health Monitoring
SHM provides an invaluable contribution to ensuring the
safety of transport infrastructure assets but the deployment of
such systems can often be cost prohibitive when using the
current (short term) funding models. To maximise the potential
of such systems there is a need to understand the network wide
performance of bridges and identify suitable clustering
techniques to monitor behaviour which is representative of a
group of structures. The cost of repairing damage in large
structures increases rapidly as the damage approaches
criticality. However, without monitoring, the prediction of
deterioration and hence early intervention is extremely
difficult. Further analysis of the full BCI history will be
undertaken to establish the optimum intervention time and
identify the most cost effective means of integrating SHM. As
transport networks begin to operate closer to capacity the
increased volume of live loading poses a higher risk to human
life during visual inspections (VI). VI’s are essential for the
ongoing collection of data across all transport networks, but as
resources become limited and risks increase, the quality of data
becomes compromised. The analysis undertaking in this paper
aims to ensure targeted SHM systems collect not just Big Data
but useful data which can be easily sifted to provide meaningful
insights.
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CONCLUSIONS

Analysis of the general bridge type and overall condition
across the network was undertaken to establish which
structures represent the biggest weakness in the road network.
MA bridges were selected as the bridge type to be assessed
based on the proportion of MA, uncertainty around material
and construction properties, and their average age. This paper
has shown the initial data analysis for MA bridges, the
prevalent defective components and defect types and how they
interact and change with deteriorating overall priority. It has
shown that the most prevalent structures are MA bridges
spanning between 1-3m over water with a single span. The
current data establishes vegetation as the most prevalent defect
noted and parapets the most reported component over all the
bridge conditions. When considering only the OP4 MA
bridges, scouring and undermining proved to be significant
factors. These bridges tend to be older structures with typically
unknown foundation depths or conditions, this poses a
significant management problem for DfI. The ANOVA
identified function and construction type as significant factors
in deterioration at various stages in a bridges lifecycle.
When abutment/foundations are undermined this induces
stresses on the structure, encouraging cracks and masonry to
loosen and fall out, hence why an increase in masonry missing
is seen, this in turn allows for the roots of vegetation to take
hold. An example of this is when a sapling or ivy initially starts
to grow in some loose or missing pointing, after a few years
this turns into a tree or large root stocks with thick roots which
exacerbate the problems and increase the severity.
An early warning of scouring would be beneficial to
intervene before these subsequent defects present themselves at
a significant level that can cause severe damage. The most
cost-efficient intervention point needs to be determined for
these bridges and the decision made whether it is worthwhile
proactively monitoring and repairing susceptible structures
before they reach a point needing more extensive repairs or a
more reactive approach.
The paper has also looked at the current overall bridge stock
condition for NI and identified trends in regional differences.
It has also postulated whether these are geographical features
or human factors before highlighting areas for future research
and consideration.
6

FUTURE RESEARCH

Another aspect of this research is the installation of SHM on
several representative test sites for the network. A MA bridge,
a reinforced concrete bridge and a half joint bridge are
proposed.
Based on the criteria set out in this paper a MA bridge with a
history of scouring/ undermining was selected. The site chosen
is downstream from several other bridges with a history of
scour/ undermining and a DfI Rivers gauging station which will
provide up to date river data. Scour monitoring equipment will
be utilised along with river data in order to develop a better
understanding of scour patterns on these structures.
Additional analysis of the maintenance spend has highlighted
half joint bridges as a potential bridge type for SHM. Although
these represent a small proportion of the total bridge stock, they
represent a significant maintenance and inspection problem for
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DfI. Half-Joint bridges are susceptible to deterioration around
the joint which can be hard to inspect and can require special
attention [6]. In Northern Ireland they are typically located in
areas over railways and motorways and as such are difficult and
expensive to inspect on a regular basis. Often these bridges
require specialised access arrangements including temporary
traffic management while obscured elements are difficult to
inspect.
The final site will monitor a listed reinforced concrete bridge
in Belfast. This bridge has a range of structural defects which
can be monitored and reviewed which are applicable to many
other concrete structures in the network.
7
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ABSTRACT: This paper provides an overview of the recent short-term repair works by means of rock removal methods, and nondestructive testing (NDT) of Caha tunnel and thus providing an indication of suitable solutions in ensuring long-term structural
validity of the tunnel.
The short-term repair works initially provides details of a hammer tap-survey, a geological mapping survey, a visual inspection
as well as known historical rock fall locations which all give an indication of where immediate rock removal works were required.
Following on from this, details of the rock removal operation works as well as associated site constraints are described.
The non-destructive testing describes the various methods such as ground penetrating radar (GPR), electrical resistivity
tomography (ERT) and seismic refraction which were all undertaken at the tunnel to determine any weak underlying layers/zones.
An interpretation of these results as well as suitable long-term strengthening measures required within the tunnel are also
described.

KEY WORDS: Tunnel engineering, Geology, Non-destructive testing
1

INTRODUCTION
Background and History
Caha Tunnel is a rock tunnel located approximately 9km north
of Glengarriff, Co. Cork and 18km south of Kenmare, Co.
Kerry along the N71 through the Caha Pass on the Cork/Kerry
border (Figure 1). The route is the primary link between the
towns of Glengarriff and Kenmare and serves as a popular route
amongst tourists, especially in the summer months.

Figure 1. Location of Caha Tunnel

As a result of reported rock falls within the tunnel, calls for
improved safety within the structure were required. RPS were
therefore commissioned in 2018 to undertake consultancy
services relating to the rock repairs and removal works to the
internal surface of the tunnel as well as non-destructive testing
to determine any faults behind the intrados of the tunnel.
Description of Structure
Caha Tunnel is a 180m long rock tunnel of siltstone and
sandstone formation. The tunnel was formed in the mid-19th
century through blasting methods, thus giving it its
inhomogeneous cross-sectional shape throughout and exposing
the natural face of the rock. The tunnel varies in height and
width throughout due to the rock profile however, it is
approximately 4.0m high and typically 5.0m wide. A
photograph of the elevation of the structure is provided in
Figure 2.

Figure 2. Elevation view of Caha Tunnel
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INSPECTION AND SURVEYS
Reported Rock Falls
There have been reports of rock falls occurring within the
tunnel intermittently in the past. The rock falls are generally
noted to be occurring in the areas adjacent to the roof shaft,
located 140m from the southern end.
As a result, TII required a visual inspection of the tunnel along
with a hammer tap survey be undertaken in order to determine
if the extent of any loose or friable rock which may exist along
the internal surface of the tunnel.
Visual Inspection and Hammer Tap Survey
In February 2018 RPS undertook a visual inspection and
hammer tap survey of Caha Tunnel. The visual inspection was
undertaken during daylight hours thus availing of the best
opportunity to visually determine any defected zones along the
length of the tunnel. A localised chainage system was marked
out in advance of the inspection. Chainage 0 corresponding to
the southern (Cork) end of the tunnel. The chainage system was
used to identify defect locations and is presented in Figure 3.

Figure 4. Hammer-tap survey set-up
The findings of the inspection and survey were as follows:
 A large proportion of the tunnel walls & roof comprise
sound rock;
 Due to the near vertical stratification of the rock localised
sections of rock were loose & friable, particularly at
sections of changes in height for example. Large stone
sections had fallen from the tunnel roof in the past, and
these were visible during the inspection.
 Where safe to do so, loose and friable sections of stone
were removed, particularly where these appeared
precarious or near falling.
Based on these findings RPS recommended that a works
Contractor be appointed to remove the remaining loose sections
of rock with suitable mechanical plant under a temporary road
closure in order to reduce the hazards to road users on the N71.

Figure 3. Chainage layout of Caha Tunnel
The hammer tap survey was carried out by four inspection
engineers, including two Lead TII Principal Inspectors. The
survey was conducted at night during a full temporary road
closure. Temporary traffic management, diversion routes and
the road closure application were finalised in advance of the
inspection in conjunction with all affected stakeholders and
statutory bodies.
Two scissor lifts, fitted with lighting, progressed in tandem
through the tunnel with two inspectors per scissor lift. A full
touch and hammer tap survey of the tunnel roof and side walls
was undertaken. Existing sections of loose and friable rock,
where safe to do so, were removed. Larger sections of loose
rock were measured and recorded. An image of the hammertap survey set-up is provided in Figure 4.

3

ROCK REPAIRS AND IMPROVEMENTS
Geological and Rock Mass Inspection
Prior to undertaking rock repairs and improvement works, RPS
carried out a geological & rock mass inspection of the tunnel in
July 2018, with the assistance of a Professional Geologist, in
order to determine the following:
 Assess the rock mass condition with regard to the stability
of material on the side wall faces and within the roof;
 Confirm locations where scaling work of loose material
should be undertaken.
 Assess of how long it would take to undertake the rock
removal and improvements works.
The tunnel was visually examined in this inspection while
recording joint types, dip angles, dip direction and surface
roughness to gain an added understanding of the natural
behaviour of the rock masses throughout the structure.
Geological profiles within the region, as obtained from the GSI
website, were used to assist the desktop study. [1] [2]
Due to the tectonic history of the location, the rock mass can be
highly and variably fractured due to blasting methods used for
the initial tunnel excavation. It was noted that the possibility of
longer-term relaxation of the rock mass around the tunnel such
as falls of rock would be ongoing unless prevented.
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A hammer-tap survey of the tunnel identified positions along
its length where it is considered that there is a greater
probability of material falling in the shorter term and therefore
work should be undertaken to remove the loosest material and
thus lower the probability of rock falls. [3]
Rock Repairs and Improvement Works
P&D Lydon Ltd. were appointed as the Contractor to undertake
the rock repair and improvement works for Caha Tunnel. The
works were conducted at night during a full temporary road
closure. Temporary traffic management, diversion routes and
the road closure application were arranged in advance of the
Works in conjunction with all affected stakeholders and
statutory bodies. This operation was undertaken under 2 nighttime road closures in October 2018.
The tunnel was marked out in advance using the conclusions of
both the hammer-tap survey and the geological & rock mass
inspection. Any sections of loose or friable rock which could
not be previously removed by hand methods were done so
using mechanical rock breakers. Adequate safety measures
were in place for the site operatives and protection to the
existing N71 was maintained with rubber matting. Upon
completing rock removal works at each section, a hammer-tap
inspection was carried out by the Engineer to ensure each
section presented a stable surface without evidence of loose
rock.
In addition, weep holes were installed in the walls of the tunnel
in order to channel any water away where damp sections were
noticed and could potentially lead to further softening of the
rock mass within the tunnel. A steel grill was also installed
above the roof of the tunnel over the shaft to prevent rock or
debris from the areas above the tunnel falling through to the
road surface.
Images of the rock repairs and improvement works are
presented in Figures 5 and 6.

Figure 6. Loose rock removed from an identified section
Conclusion after Rock Removal Works
The rock repair and improvement works ensures the risk of
rock falls within the next two years, from the date of the works
is low and reduces the urgency for immediate works. Ongoing
weathering and deterioration of the exposed surface will
increase the probability of rock falls and therefore long-term
remedial works should be undertaken within 2-5 years from the
October 2018 rock repair and improvement works.
4
NON-DESTRUCTIVE TESTING
In advance of long-term remedial works being undertaken at
Caha Tunnel, a further understanding of the condition of the
rock mass behind the intrados was required. RPS’ Geologist
recommended that a geophysical contractor should engaged to
undertake non-intrusive methods of investigation, which would
identify fractures and faults behind the internal layer of the
tunnel.
Apex Geophysics Ltd. were appointed as the Geophysical
Contractor to undertake the non-destructive testing at Caha
Tunnel in January 2019. The works were conducted over a
period of 3 days, during daylight hours, and using a contraflow
traffic management system when testing was undertaken within
the tunnel. Traffic management was not required where testing
was carried out on top of the tunnel.
The following tests were carried out in order to best determine
if any defects were present:
1. Ground Penetrating Radar (GPR)
2. Electrical Resistivity Tomography (ERT)
3. Seismic Refraction

Figure 5. Mechanical breaker removing loose rock

Ground Penetrating Radar (GPR)
GPR works by sending radio waves into the ground and
measuring the time of the reflected wave. Reflections occur
where different material types exist. GPR was used here to
determine where voids may exist along the tunnel and thus
determine the condition of the tunnel at various sections.
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A time recording window of 60 – 300ns was used
corresponding to a depth range of approximately 3 – 10m
beyond surface level. The maximum usable depth of
penetration before signal attenuation (the limit to where useful
information was determined) for the site is approximately 5m.

4.1.2
Top of Tunnel
Three surface profiles were undertaken, and these show a layer
of peat underlain by bedrock of good quality. The profiles also
show the contact between the surface peat and the underlying
bedrock. The peat has a thickness of up to 1.0m and is thicker
towards the northern portal. Below this, the results show a
relatively unweathered rock mass which are in good condition.
The maximum depth of investigation achieved was 5.0m given
the precision required to obtain concentrated defect zones
within the rock mass.

4.1.1
Tunnel Walls
A single profile was recorded on both the east and west tunnel
walls with data collected at 0.05m intervals at a height of 1.4m
above the road surface. With a frequency of 400MHz these tests
gave readings to a depth of 5.0m behind the face of the tunnel
walls. The information obtained showed a zone of more
‘fractured’ rock immediately around the tunnel profile at a
depth of about 2m at the southern portal increasing to a depth
of around 3m at the northern portal.

Electrical Resistivity Tomography
ERT images the resistivity of the materials in the subsurface
along a profile to produce a cross-section showing the variation
of resistivity with depth, depending on the length of the profile.
Each cross-section was interpreted to determine the material
type along the profile at increasing depth, based on typical
resistivities for Irish ground materials. The testing was
undertaken at ground surface above the alignment of the east
and west wall of the tunnel.

Following on from the above results, three additional profiles
were then recorded along the walls at heights of 0.80m, 1.20m
and 1.60m above the road surface. These tests were undertaken
at a frequency of 800MHz giving a depth of penetration of 3.2m
behind the tunnel walls. Combining this information, the
results are presented as a series of plots of depth intervals in
0.25m stages behind the tunnel walls showing anomalous
features detected. An image displaying the GPR plots are
shown in Figure 7.

Profiles were recorded using a Tigre resistivity meter, imaging
software, two 32 takeout multicore cables and up to 64 stainless
steel electrodes. Saline solution was used at the
electrode/ground interface in order to gain a good electrical
contact required for the technique to work effectively. The
recorded data were processed and viewed immediately after
surveying.

Data collection was controlled by an EDM wheel attached to a
frequency antenna, enabling a highly accurate, independent
measuring system to ensure data was collected at specified
intervals.

Based on the ERT values determined Apex made the following
interpretation of the rock types along the tunnel line [4]:
 Sandstone/Siltstone between approximate chainages
0–40m and 60m–110m,
 Siltstone with minor sandstone as narrow bands
between approximate chainages 40m -60m and 160m
– 180m, and
 Shale band between approximate chainages 115m –
130m.
This interpretation concurs with the general assessment of rock
types present made during the previous visual inspection of the
tunnel side walls by RPS. [3]

Figure 7. GPR plot of western wall of the tunnel [4]
The plots produced indicate that the features typically penetrate
to a depth of 0.75m behind the walls of the tunnel but extend to
greater depths within the vicinity of the north portal. These are
interpreted as indicating fracture planes which could act as
release surfaces. In combination with other rock mass
fracturing, this may result in future localised weakening of the
rock with these features typically extending to a depth of 0.75m
before the rock mass becomes tight. Towards the northern
portal these fracture surfaces extend to greater depth on the east
wall and there are fractured features to a depth of 1.25m.
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Seismic Refraction
Seismic Refraction profiling measures the velocity of the
refracted seismic waves through the overburden and rock
material and allows an assessment of the thickness and quality
of the materials present to be made. Stiffer and stronger
materials usually higher seismic velocities while soft, loose or
fractured materials have lower velocities. Readings are taken
using geophones connected via multi-core cable to the
seismograph. This method should allow profiling of the depth
to the top of the bedrock, along profiles across the site.
A Geode high resolution 24 channel digital seismograph, 24
10Hz vertical geophones and a 10kg hammer were used to
provide first break information, with a 24 take-out cable (1.5 –
2.0m spacing).
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Reading are taken using geophones connected via multi-core
cable to a seismograph. The depth of resolution of soil/bedrock
boundaries is determined by the length of seismic spread,
typically the depth of resolution is about one third the length of
the profile. Shots from seven different positions were taken (2
x off-end, 2 x end, 3 x middle) to ensure optimum coverage of
all refractors.
Two seismic profiles were investigated; one at ground surface
above the west wall between approximate chainages 65m to
105m and one above the east wall between approximate
chainages 135m and 170m. These tests identified four ground
profiles as detailed in Table 1 below.
Table 1: Seismic Refraction Results [4]
Layer
1

Thickness
(m)
Absent to
1.2

Interpretation
Soil and completely
to highly weathered
Bedrock

Stiffness/Rock
Quality
Loose - Medium
Dense or Very
Poor

2

0.4 – 1.7

Highly to Moderately
weathered Bedrock

Poor - Fair

3

0.4 – 3.0

Moderately to
Slightly weathered
Bedrock

Fair - Good

4

3.0 – 5.0+

Slightly weathered Fresh Bedrock

Good

These results indicate that the majority of the tunnel has been
excavated within slightly weathered to fresh good quality rock.
Towards the portals it has been excavated within moderately to
slightly weathered fair to good rock.
Conclusion after Non-Destructive Testing
Upon establishing the rock types present at various locations as
well as the anomalies present behind the internal layer of the
tunnel, a more accurate indication of the long-term
strengthening measures, at the required locations, were
evaluated for the Caha Tunnel.
5
OPTIONS EVALUATION
Following on from the non-destructive testing, an evaluation of
a suitable options for ensuring long-term suitable strengthening
measures was required.
The following options were considered for future proofing the
tunnel:
1. Fibre Reinforced Sprayed Concrete
2. Rock Fall Mesh and Bolting
3. Concrete Lining
Fibre Reinforced Sprayed Concrete
This would provide a sealed surface to the tunnel, prevent rock
falls and would be applied along the full tunnel length to the
walls and roof. Whilst a minimum thickness of 5cm is
indicated, it is considered that due to the irregular profile of the
tunnel walls and roof an increased thickness should be applied
at locations where the roof profile is particularly irregular to
smooth out the profile. This may require thicknesses of up to
10cm in places. At some locations this would be insufficient to

infill all the irregularity and at these positions the sprayed
concrete should be thinned on to the protuberance and the rock
left exposed within the sprayed concrete.
Mesh may be incorporated between the initial and subsequent
applications of sprayed concrete to provide additional strength
to the concrete. However, due to the irregular profile of the
roof and side walls at some locations within the tunnel it would
be difficult to form the mesh to the irregular profile to ensure
that the subsequent sprayed layers incorporate the mesh.
Therefore, to strengthen the concrete, steel fibres may be
incorporated into the sprayed concrete mix.
Rock Fall Mesh Bolting
To hold surface material and blocks that could fall with time,
rock fall mesh could be placed over the rock surface and held
in place by attaching short dowels/bolts. The hole spacing
within the mesh would have to be selected to ensure that it holds
the majority of material that potentially could become loose.
This option could result in some smaller sized fragments
becoming loose and passing through the mesh.
In that case a fine mesh could be placed to underlie a coarser
mesh to trap smaller sized material with the coarser mesh
providing primary support to the tunnel. To optimise the
support of the mesh it will be necessary for this to be fixed close
to the surface and follow the profile of the tunnel. Due to the
irregular profile of parts of the tunnel, it is critical that sufficient
fixing points for the mesh are used. This will be greater than
for a tunnel of uniform and consistent profile along its length.
The selected mesh size should be diamond chain link type mesh
with openings no greater than 80mm x 80mm, such that rocks
sizes of the order 0.2m³ can be contained at a minimum. Rocks
of this volumes represents the minimum size of that which has
been reported to have fallen or removed during both the
hammer-tap survey and rock repair works.
Concrete Lining
The placement of a structural reinforced concrete lining within
the tunnel would provide a permanent solution to the problem
of rock falls and provide a smooth wall and low maintenance
option. The side walls are unlikely to require a significant
thickness of lining as they would not take any large loading
from the rock mass. The most significant problem would be
associated with the construction of the roof as this would
require a flat arch due to the limited height of the tunnel. There
are some significant areas of over break so it would require a
relatively fluid concrete mix to ensure that it flows in and fills
such voids.
The concrete would be placed behind shuttering which
preferably should be pre-formed so that it can be moved along
the tunnel to cast each segment of the roof lining. The roof
should be cast after the wall lining has been placed. Where
there is significant over break in the roof profile grouting holes
should be incorporated within the concrete lining so that
subsequent contact grouting can be undertaken to ensure that
there are no voids between the roof and concrete lining.
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Currently the road is a two-way single carriageway, however
due to the existing size of the tunnel placement of a concrete
lining is likely to require its reduction to a one-way single
carriageway to meet Highway requirements for road tunnels.
The reduction to a one-way single carriageway would require
the installation of a stop/go traffic management system for
vehicles passing through the tunnel. If it was required to
maintain a two-way carriageway in the tunnel, it would be
necessary to undertake further excavation along the full length
of the tunnel to facilitate the installation of a concrete lining.
Likewise, there are headroom restrictions within the tunnel,
therefore the inclusion of a concrete lining may not be a viable
option.
6
CONCLUSION
The geophysical investigations undertaken have confirmed the
presence of a more fractured zone of rock immediately around
the tunnel and to a shallow depth of about 0.5m with more
deeply developed features toward the North Portal in particular.
It is considered that that no further non-destructive testing is
required for the assessment of the rock mass around the tunnel
however, periodic monitoring of the tunnel, via visual
inspections, is recommended in order to gauge the frequency of
rock falls.
With regard to the existing shape and to deal with the ongoing
problem of rock falls within the tunnel a number of remedial
options were presented. It is considered that due to the
headroom issues in the tunnel, the application of sprayed
concrete may not be viable at all the required locations.
Therefore, with regard to ease of construction and providing
long term stability, the application of mesh placement with rock
bolting will provide the optimum solution for the long-term
stability of the tunnel. This option will also minimise the
requirement for long term maintenance.
To assist with the design of rock bolting it is advised that a
further detailed visual inspection and mapping of the tunnel
roof and shoulders is undertaken to take fracture orientation
measurements along its full length. Detailed visual inspections
will be required at the portals and around chainage 50m within
the tunnel. This work should be done from a platform so that
the orientations and continuity of the fracture surfaces can be
accurately measured.
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ABSTRACT:
Bridge Management Systems (BMS) have been introduced across the world with the goal of aiding the decisions regarding
maintenance, rehabilitation and replacement (MR&R) of bridges. Deterioration modelling is the most important part of the BMS
because the ability to predict the future condition is vital as it will determine the quality of the decisions made. Markovian-based
models are the most common predictive maintenance tool utilised in existing BMS, by obtaining probabilities of transition of
bridge condition from one state to another based on historic bridge inspection data. Prior to the introduction of the Bridge
Condition Index (BCI) the use of the numerical, 1-4 or similar, condition scoring led to inaccuracy in deterioration models because
the condition ratings are only subdivided into 4 categories with wide range and uncertainty on the exact boundary of each category.
The BCI has been introduced to facilitate a uniform national assessment method which is less subjective. Ultimately BCI will
facilitate significant improvement in the predictions of future bridge deterioration. However, in the short term the lack of
consistency between the methods means condition deterioration is no longer directly comparable over long periods of time leading
to uncertainty in the true condition of many bridges across strategic road networks. This paper details the conversion of
approximately 17 years of “Legacy” inspection records to BCI values for 6978 bridges across the Northern Ireland (NI) road
network.

The most common method of bridge inspection is a visual
inspection, generally recorded every two years that provides an
overall rating score on the condition of the bridge. Originally
visual inspections were paper-based forms which contained
information on the inspector's opinion of the physical condition
of each of the bridge elements [1]. The bridge was then
assigned a condition score, commonly a numerical value
ranging between 1 and 4 where 1 indicates the structure has
minimal defects and 4 indicating that action is required within
one year. Best practice was for each bridge to have its own
paper-based file which was held in a repository and formed the
basis of planning the maintenance, repair and rehabilitation
(MR&R) routines for budgetary periods. As bridges across all
road networks became the subject of increased traffic, rapidly
changing environment conditions and liberal de-icing
programs, the complexity of managing aging and deteriorating
structures surpassed the capabilities of this paper-based
approach. In the UK, the need for a constant and rational
approach to future investment in bridge maintenance led to the
advent of bridge management systems (BMS) in the late 90’s
[2]. Throughout the following years BMS evolved to contain 4
modular elements as shown in Figure 1. The inventory is
considered the fundamental baseline BMS which should be
implemented across all road networks. Many systems are
limited to only this module [3].

inspection
history

predict
fucture
condition

monitoring
of short and
long term
intervention

Optimisation

BRIDGE INSPECTION AND ASSESSMENT METHODS

General
bridge data

MR & R

INTRODUCTION

deterioration model

1

Inventory

KEY WORDS: Bridge Managements Systems (BMS), Deterioration Modelling, Bridge Condition Index.
Intregration
of other
modeuls for
future
planning

Figure 1: Traditional modular BMS structure.
The data from the inventory module informs the deterioration
model that predicts the future condition. The method currently
used in popular bridge management systems such as PONTIS
and BRIDGIT is a Markovian-based method [4]. This method
is used by defining states from condition rating data and
obtaining probabilities of transition from one state to another.
These probabilities are used in a transition matrix from which
predictions of the future condition of the bridge are made [5].
The use of the numerical, 1-4 or similar, condition scoring leads
to inaccuracy in deterioration models because the condition
ratings are only subdivided into 4 categories with wide range
and uncertainty on the exact boundary of each category.
Likewise, each inspection was somewhat subjective and within
each condition rating there was no clear way of ranking the
bridges in terms of priority for the allocation of funds
preventing long term strategic MR&R planning.
The introduction of the Bridge Condition Index (BCI) is aimed
at addressing this issue facilitating a uniform national
assessment rating for all bridges. This scale from 0 to 100 will
allow for the use of models requiring a continuous scale or can
be broken up to into discrete categories with clearer boundaries
compared to the previous system [4]. During the last decade
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advanced BMS began to gradually migrate inspections from the
previous format to the BCI method. Ultimately the BCI will
facilitate significant improvement in the predictions of future
bridge deterioration. However, in the short term the lack of
consistency between the methods means condition
deterioration is no longer directly comparable over long periods
of time and leads to uncertainty in the true condition of many
bridges across strategic road networks. This paper details the
conversion of approximately 17 years of “Legacy” inspection
records to BCI values for 6978 bridges across the Northern
Ireland (NI) road network. Section 2 details the adoption of the
BCI into bridge inspections within the Department for
Infrastructure (DfI) for Northern Ireland. This leads onto a
discussion of the data processing required to enable the
conversion to BCI in Section 3. The method detailed in Section
4 was adopted to convert extent/severity condition ratings for
individual elements into a BCI rating with Section 5 showing
the results for this procedure and Section 6, the conclusions.
2

4

Severe defect/damage, significant loss of
functionality and/or element is close to
failure/collapse
5
The element is non- functional/failed
Table 3 shows the permissible combinations of extent and
severity. It is worth noting that if the extent is given code A
then it cannot be given a severity rating of 2-5. This is because
an element with no significant damage (extent code A) cannot
be set a severity value which represents damage.
Table 3: Permissible combinations of Severity and Extent
SEVERITY

APODTION BCI IN NORTHERN IRELAND ROAD NETWORK

The first BCI inspection to be carried out in NI was in 2015
however it took several years for the majority of bridges to be
inspected this way. Initially this was time consuming on the
part of the inspector as every element present in the structure
needed to be logged before any defects could be entered or
scores assigned. However, this process does not need to be
repeated for subsequent inspections as only the defects would
need to be amended if necessary. This leads to a much more
efficient inspection process.
Under a BCI inspection the condition of the bridge elements are
recorded in terms of the extent and severity. The extent
describes the area, length or number (as appropriate) of the
bridge element affected by the defect/damage. See Table 1.
Table 1: Extent Codes with description [6]
Extent Code
A
B
C
D
E

Description
No significant defect
Slight, not more than 5% of surface area/
length/number
Moderate, 5%-20% of surface area/ length/
number
Wide, 20%-50% of surface area/length/
number
Extensive, more than 50% of surface area/
length/number

The severity shows the degree to which the defect/damage
affects the function of the element or other elements on the
bridge. See Table 2.
Table 2: Severity Codes with description [7]
Severity Code
1

2

3
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Description
As new condition or defect has no
significant effect on the element (visually or
functionally)
Early signs of deterioration, minor defect/
damage, no reduction in functionality of
element.
Moderate defect/damage, some loss of
functionality could be expected

3

EXTENT

1

2

3

4

5

A

1A

B

1B

2B

3B

4B

5B

C

1C

2C

3C

4C

5C

D

1D

2D

3D

4D

5D

E

1E

2E

3E

4E

5E

DATA PREPARATION AND PROCESSING

Before performing any calculations or analysis it is crucial to
inspect the data. This section will detail the extensive data
preparation process that was followed including identifying
nulls and missing values and how anomalies were handled.
Identifying NULLs or Missing Values
Firstly, it is important to identify any nulls or missing value in
the important variables such as component, defect, extent and
severity values. Table 4 shows the number of missing or null
values that were found.
Table 4: Number of missing and null values for the most
important variables
Variable
Component
Defect
Extent
Severity

Number of missing/null values
111
0
523
1261

The numbers shown in Table 4 represent a small proportion of
the data but removing them would lead to inaccurate final
results. For each of the variables shown here a process was
carried out to determine the best method of replacing the
null/missing value with the most appropriate value. In order to
carry out this task, the help of an engineer familiar with the
inspection procedure was crucial. In this case the data was
manually cleansed and updated in collaboration with the
structures management team within DfI. For each component
the appropriate inspection records needed to be exported so the
nulls could be analysed. From the component missing values,
the process involved looking at the previous inspection records
including any inspector’s notes and the defect for that particular
observation. Then a suitable value was assigned to the
component.
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A similar process was carried to obtain the missing extent and
severity values. Each missing value involved finding any
records for that particular component and defect, sorting into
date order and in most cases the inspection either side of the
missing value revealed the value that should have been entered.
For example, in Figure 2, here is a missing severity value. From
the data it is clear to see that from the inspection before and
after the missing value, the missing severity value can be
replaced with a 2.

4

BCI CALCULATION

This sections will show the two BCI values are calculated, these
two values are BCI Average (𝐵𝐶𝐼𝐴𝑣 )and BCI Critical
(𝐵𝐶𝐼𝐶𝑟𝑖𝑡 ). The method for calculating these values is provided
in [6], [7] and this section will outline the key points of how the
extent and severity ratings for each of the components can be
used to calculate both 𝐵𝐶𝐼𝐴𝑣 and 𝐵𝐶𝐼𝐶𝑟𝑖𝑡 . BCI Average takes
into account the condition of all structural elements of the
bridge, on the other hand BCI Critical only takes the condition
of those elements deemed to be of very high importance to the
bridge.
Equation 1 and 2 show how 𝐵𝐶𝐼𝐴𝑣 and 𝐵𝐶𝐼𝐶𝑟𝑖𝑡 are calculated
respectively.

Figure 2: A snapshot of the inspection data showing how a
missing severity value is determined.
Identifying anomalies
From Table 1, we can see that the expected range of values for
the extent variable is between 0 and 100, however there are a
number of occurrences in the data where negative numbers or
numbers larger than 100 have appeared. These are assumed to
be mistakes and needed to be rectified. For example, in Figure
3 we can see the extent value is set to 1110. However, this value
is incorrect as the defect is given in a percentage therefore
further investigation is needed to assign the correct value.

Figure 3: A snapshot of the dataset showing an example of an
anomaly in the extent value.
In order the correct this error we need to look at the available
inspection data for this bridge. Figure 4 shows the relevant
data and it becomes clear that the value of 1110 should be 10.

𝐵𝐶𝐼𝐴𝑣 = 100 − 2[(𝐵𝐶𝑆𝐴𝑣 )2 + (6.5 × 𝐵𝐶𝑆𝐴𝑣 )
− 7.5]

(1)

𝐵𝐶𝐼𝐶𝑟𝑖𝑡 = 100 − 2[(𝐵𝐶𝑆𝐶𝑟𝑖𝑡 )2 + (6.5 × 𝐵𝐶𝑆𝐶𝑟𝑖𝑡 )
− 7.5]

(2)

Calculating 𝐵𝐶𝐼𝐴𝑣
In equation 1, 𝐵𝐶𝑆𝐴𝑣 represents the average Bridge Condition
Score for a bridge taking into account the condition of all
structural elements of the bridge. This value is calculated using
equation 3 below.
∑𝑁
𝑖=1(𝐸𝐶𝐼𝑖 × 𝐸𝐼𝐹𝑖 )
(3)
𝐵𝐶𝑆𝐴𝑣 =
∑𝑁
𝑖=1 𝐸𝐼𝐹𝑖
where 𝐸𝐶𝐼𝑖 is the Element Condition Index, 𝐸𝐼𝐹𝑖 is the Element
Importance Factor and 𝑁 is the total number of bridge elements
used in the 𝐵𝐶𝑆 calculations.
The 𝐸𝐶𝐼𝑖 from equation 3 indicates the contribution the
condition of an element makes to the condition of the bridge as
a whole. This value is determined by using equation 4 below.
𝐸𝐶𝐼 = 𝐸𝐶𝑆 − 𝐸𝐶𝐹

but is always ≥ 1

(4)

In equation 4, the 𝐸𝐶𝑆 is the Element Condition Score and its
is determined by using the extent and severity rating from the
inspection data for each element and comparing them to Table
5 to obtain a score. This score is on a scale from 1 to 5 which
represent the best condition and worst condition respectively.
Table 5: ECS values based on extent and severity[6]

Figure 4: A snapshot of the dataset showing how an incorrect
input in the extent value can be rectified.
This process was carried out for each of the missing variables
across all bridges with an audited standardised approach and
documented justification for each of the values inputted. The
values and justifications were established by a senior bridge
engineer with extensive experience in both the undertaking
and documentation of legacy inspections across the network.

EXTENT

A
B
C
D
E

1
1
1
1.1
1.3
1.7

SEVERITY
2
3
4
x
x
x
2
3
4
2.1
3.1
4.1
2.3
3.3
4.3
2.7
3.7
4.7

5
x
5
5
5
5

In order to obtain the 𝐸𝐶𝐹 value in equation 4, the element
importance is required. This takes account of the importance
of an element to the overall bridge in terms of load carrying
capacity, durability and public safety. The importance of each
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element can be determined from the element importance
classification shown in Table 6. Each element is designated as
Low, Medium, High or Very High. Once the importance is
determined, the 𝐸𝐶𝐹 value can be obtained from Table 7.

Once the 𝐸𝐶𝐼 and 𝐸𝐼𝐹 values have been obtained, they are used
in equation 3 in order to calculate the 𝐵𝐶𝑆𝐴𝑣 . The final step in
calculating the 𝐵𝐶𝐼𝐴𝑣 is using the 𝐵𝐶𝑆𝐴𝑣 value in equation 1.

Table 6: The importance classification for each element[7]

Now the 𝐵𝐶𝐼𝐶𝑟𝑖𝑡 can be calculated. In equation 2, 𝐵𝐶𝑆𝐶𝑟𝑖𝑡
represents the critical Bridge Condition Score which takes into
account the condition of those elements deemed to be of very
high importance and it is calculated using the equation 5 below.

Element
Abutment
Abutment Slope
Apron Left
Apron Right
Arch Ring Left
Arch Ring Right
Bearings
Cutwater Left
Cutwater Right
Deck Soffit
Invert
Movement Joint
Parapet Left
Parapet Right
Parapet Upstand Left
Parapet Upstand Right
Pier Face/Column
Spand/Headwall Left
Spand/Headwall Right
Surface
Wingwall Left
Wingwall Right

Importance
High
Low
Medium
Medium
Very High
Very High
High
Medium
Medium
Very High
Medium
High
High
High
Very High
Very High
Very High
High
High
Low
High
High

Table 7: A table showing how element importance and the
𝐸𝐶𝑆 can be used to calculate the 𝐸𝐶𝐹 value.
𝑬𝑪𝑭
0

Element Importance
Very High
High
Medium
Low

0.3
]
4
0.6
0.6 − [(𝐸𝐶𝑆 − 1) ×
]
4
1.2
1.2 − [(𝐸𝐶𝑆 − 1) ×
]
4
0.3 − [(𝐸𝐶𝑆 − 1) ×

The remaining part of equation 3 is the 𝐸𝐼𝐹. This value is also
calculated based on the element importance. Table 8 below
shows how this importance classification is used to obtain the
𝐸𝐼𝐹 score. This value is used to weight individual 𝐸𝐶𝐼 scores
when evaluating the 𝐵𝐶𝑆𝐴𝑣 .
Table 8: 𝐸𝐼𝐹 values based on element importance.[7]
Element Importance
Very High
High
Medium
Low
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𝑬𝑰𝑭
2
1.5
1.2
1

Calculating 𝐵𝐶𝐼𝐶𝑟𝑖𝑡

𝐵𝐶𝑆𝐶𝑟𝑖𝑡

𝐸𝐶𝐼 𝑓𝑜𝑟 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑑𝑒𝑐𝑘 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠
𝐸𝐶𝐼 𝑓𝑜𝑟 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑑𝑒𝑐𝑘 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠
𝐸𝐶𝐼 𝑓𝑜𝑟 ℎ𝑎𝑙𝑓 𝑗𝑜𝑖𝑛𝑡𝑠
𝐸𝐶𝐼
𝑓𝑜𝑟 𝑡𝑖𝑒 𝑏𝑒𝑎𝑚/𝑟𝑜𝑑
= max
ECI for parapet beam or cantilever
ECI for pier/column
{ECI for cross − head/capping beam

(5)

Once the 𝐵𝐶𝑆𝐶𝑟𝑖𝑡 has been obtained it can be used in equation
2 to get the 𝐵𝐶𝐼𝐶𝑟𝑖𝑡 for that inspection.
5

RESULTS

This section will show the results of applying this procedure to
the legacy inspection dataset. The results obtained are
compared to data from the inspections that have already
adopted the BCI method. The trends are analysed and discussed
in this section. In addition to this, one of the main objectives
for the conversion of the legacy inspections was to define clear
limits for the condition ratings. Section 5.1 details how these
have previously been defined in the available literature for a 5state condition rating system and details how they can be used
to aid this process of determining these boundaries for the 4state condition rating system used by DfI.
In total there are approximately 44000 inspection records
across the entire bridge stock from 2000-2017. However as
described in Section 4.2, in order to calculate BCI Critical the
inspection must contain at least one element of very high
importance (see Table 6). Among the legacy inspection records
there are over 14000 inspections that do not have a record for
an element with very high importance. This means that a BCI
Critical cannot be calculated. Therefore, the remainder of this
study will focus on the 30000 inspections which contain the
relevant information to calculate both the BCI Average and the
BCI Critical.
Figure 5 shows the elements that have been recorded with a
defect over the inspection period broken down by the ECS
score. From section 4.1, the Element Condition Score
represents the combined effect of the extent and severity of
each element. From Figure 5, it is evident that those elements
with either high or very high importance (see Table 6) such as
the abutment are those that have the majority of the higher ECS
values i.e. greater than 4. This justifies these components
having higher importance as their values will impact the BCI
score the most.
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Defining boundaries for condition ratings
As previously mentioned, one of the main motivations for
converting to BCI was to have clearly defined boundaries for
condition ratings. This can be achieved by using suggested
groupings from the literature. Guidelines for the condition
rating boundaries where provided by Bennetts et al. [8]; in
addition, Fang and Sun [9] provided boundaries that were
used in the Shanghai BMS see Table 9.
Table 9: Guidelines for condition rating boundaries
Figure 5: Elements inspected which are subdivided by Element
Condition Score (ECS).
The BCI Average and Critical were obtained after the data
processing (described in Section 3) and the calculations (shown
in Section 4) were completed. The BCI Average ratings
obtained show similar trends to the newer inspections which
have already adopted this method. Figure 6 shows the BCI
Average for the inspections carried out from 2017 to early
2020. This shows a left-skewed graph with a peak between 85
and 95.

Bennetts et al. [8]

Feng and Sun [9]

Rating

𝑩𝑪𝑰𝑨𝒗 𝑺𝒄𝒐𝒓𝒆

Rating

𝑩𝑪𝑰𝑨𝒗 𝑺𝒄𝒐𝒓𝒆

Very Good

[90,100]

A

[90,100]

Good

[80,90)

B

[80,90)

Fair

[65,80)

C

[66,80)

Poor

[40,65)

D

[50,66)

Very Poor

[0,40)

E

[0,50)

Table 9 presents two cases of a 5-state rating system therefore
they can be used as a guideline when determining the
boundaries for the 4-state rating system desired here. Before the
conversion to BCI was undertaken in this research program,
each of these inspections were assigned an overall
priority/overall condition rating, the distribution of these
condition ratings is shown in Figure 8. This can also be used as
a guide when calculating the boundaries.

Figure 6: Graph showing distribution of BCI Average for the
new inspections which use the BCI inspection process.
From Figure 7, it is evident that the calculated BCI average
score from the legacy inspection data follows the same trend
with a slightly lower peak at around 80.

Figure 8: Graph showing the distribution of overall
priority/condition ratings
In order to obtain the BCI categories to fit the distribution
shown in Figure 8, the spilt outlined in Table 10 needs to be
adopted. This table also shows the percentage of the total
number of inspections that are in each condition rating. These
numbers can be directly compared to those in Figure 8.
Figure 7: A graph showing the distribution of the BCI Average
for the legacy inspections.
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Table 10: Using BCI divisions required to obtain a 4-state
condition rating.
Percentage of
Rating
𝑩𝑪𝑰𝑨𝒗 𝑺𝒄𝒐𝒓𝒆
Inspections
1
[83,100]
12.26%
63.46%
2
[73,83)
3
[53,73)
21.54%
2.74%
4
[0,53)
The conversion to BCI for the legacy inspections can now be
combined with the inspections that have already adopted the
BCI assessment procedure. Figure 9 shows the distribution of
the BCI average over the 20 year period.

Figure 9: Graph showing distribution of BCI Average for all
inspections.
Furthermore, Table 10 can be used to convert these BCI
average ratings into a 4-state condition ratings system. The
results of this conversion are shown in Figure 10.

Figure 10: Graph showing BCI categories for all inspections.
6

CONCLUSIONS AND FURTHER WORK

The bridge inspection data used within this study required indepth visual inspections which require disruption to the
network and significant resource costs. Therefore, to maximize
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the value of this data is it important to establish clear and
unambiguous methods to collect, store and manage this
information. The richness of data obtained from visual bridge
inspections has evolved during the past number of decades and
will enable better decision making in the future management of
bridges. Given that the value of this data increases significantly
with the length of historic data available any changes in the data
collection methods can have detrimental consequences on short
and medium-term management of bridges within road
networks. In many cases this has been a delaying factor for the
implementation of BCI inspection methods by bridge-owning
organizations. This paper describes an audited standardised
approach to the conversion of legacy inspection records to BCI
ratings and detailed a range of issues identified in structuring
the historic data. This will ensure that the data collected from
almost 20 years visual inspections of bridges in the Northern
Ireland road network is now compatible with current inspection
data to enable the development of a predictive maintenance
model. Future work using this data will be to determine factors
that affect the deterioration of the bridges. The factors that will
be investigated will include the construction type and function
of the bridge. It has been noted in the literature the more reliable
data that is available when building a predictive model, the
more accurate results [4] therefore this investigation was
crucial to allow for the model building which will follow.
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ABSTRACT: Transport infrastructure is directly impacted by climate change as extreme weather conditions account for 10-35%
of delays/service interruptions to road and rail infrastructure. The current reactive method of maintaining bridges within these
infrastructure systems results in a lack of contingency capacity and ultimately a reduced ability to adapt to uncertain future needs.
To allow infrastructure providers to prepare for future events, there is a need to develop asset management systems (AMS) with
embedded decision-making support which considers factors such as climate change and population growth. A National approach
would enable strategic risk assessment to mitigate the consequences of climate change and enhance resilience across aging
infrastructure. This paper aims to establish a common framework for the collection and management of highway bridge data
incorporating interoperability across other AMS systems to enable better strategic decision making and fact-based investment
optimisation. Common features are identified to enable data linkages across multiple systems which will ultimately facilitate the
development of an architecture for a GIS based bridge management system with integrated micro-services systems. The research
is based on the current and historic data held by the Northern Ireland Department for Infrastructure, who are currently responsible
for the management of all roads and rivers in the region.
KEY WORDS:; Bridge Management; Infrastructure Lifecycle.

1

NORTHERN IRELAND ROAD NETWORK

Currently the Department for Infrastructure (DfI) Northern
Ireland (NI), is in a unique position within the UK, in that, it is
responsible for the strategic unified management and delivery
of key infrastructure systems including transport, flood
defences and rivers in NI. This provides the opportunity to, for
the first time, establish a true link for interoperable
infrastructure systems to make better, more informed decisions.
This paper focuses on the development of a common
framework for national bridge management systems (BMS)
which would enable a strategic assessment of vulnerability of
ageing structures across transport networks. The framework
has been developed using the NI road network as a
demonstrator, the proposed system will replace the existing
BMS in NI which is no longer fit for purpose. The current BMS
holds 20 years of inspections in an independent Sequential
Query Language (SQL) database which does not easily link
with other data sources across the department such as rivers or
the bridge maintenance and repair work. The current BMS
holds bridge location data using the Irish Ordnance Survey
National Grid coordinates. Therefore, bridge locations from
across the region can be mapped although the current system
does not connect any detailed bridge properties or inspection
details to the map.
Inspections are carried out on the standard schedule of every
2 years for a general inspection and 6 years for a principle
inspection. Defects are recorded against each element and are
scored according to Bridge Condition Index (BCI) and a

maintenance plan is created if necessary. This maintenance and
repair work is held in a separate system (Works Orders) and
there is no link between the 2 systems. The repair work is
carried out either as a group, for small repairs, or singly, for
large repairs. This repair work is then recorded against the
awarded contract, and the contractor rated on efficiency and
quality (in a separate system).
The ability to link the BMS and Works Orders systems
together would allow for a greater understanding of how
defects being repaired relates to the full lifecycle for each
bridge[1]. The joining of the two systems would also give
added benefits such as costings for the maintenance of each
bridge as well as allowing the analysis of historical data to
determine which bridges are expensive to maintain and which
may be worth replacing. There are also potentially hidden
benefits and risks to linking these systems that may not be
discovered until they are actually linked.
2

FUTURE PROOFING

Transport infrastructure is directly impacted by climate change
as extreme weather conditions account for 10-35% of
delays/service interruptions to road and rail infrastructure.
During 2009-2014 severe flooding resulted in a large number
of road bridge collapses in the UK, most notability events in
Cumbria in 2009 which resulted in loss of life and an estimated
£279million economic cost [2]. Currently 10% of major road
assets in the UK are located in areas with significant chance of
flooding but this has been predicted to increase to 50% by
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2050[3], [4]. The current reactive method of maintaining
bridges within these infrastructure systems results in a lack of
contingency capacity and ultimately a reduced ability to adapt
to uncertain future needs. To allow infrastructure providers to
prepare for future events, there is a need to develop asset
management systems (AMS) with embedded decision making
support which considers factors such as climate change and
population growth. A national approach would enable strategic
risk assessment to mitigate the consequences of climate change
and enhance resilience across aging infrastructure. Increased
urbanisation and limited river improvements has led to rivers
receiving more water runoff, at a quicker rate than in the past.
This results in high fluctuations in river flow ultimately leading
to more regular and severe flooding. The climatic changes from
global warming also adds to this problem as we have high
intensity short duration storms that cause flash floods. The
current method, developed for NI, of predicting flows is based
on a statistical approach utilising limited pooling stations data
which is often inaccurate and invalidated. The interaction of
urbanised drainage infrastructure with transportation
infrastructure can result in vulnerabilities at bridge locations.
The above issues can cause increased flow and depths at many
bridge sites that can result in pressurized flow that enhances
scour and causes failure of the bridge. Therefore, understanding
the interaction of hydraulic and structural behaviours will be
critical in ensuring the safety of bridges across all road
networks. The broad umbrella of responsibility of DfI provides
a unique opportunity to connect existing datasets from rivers
with BMS data. DfI was formed in 2016 through the
amalgamation of Transport NI, The Rivers Agency and
Department of the Environment as a result the separate existing
AMS remain separate within the organisation. The paper details
the system architecture for a GIS based BMS which will enable
connectivity across the systems to facilitate a greater
understanding of the maintenance requirements of the network.
One example would include the identification of structures
which are vulnerable to flood events or tidal surges and allow
the department to take appropriate, proactive action to mitigate
the risks.
3

PROPOSED SYSTEM ARCHITECTURE

Along with predictive maintenance and life cycle analysis the
proposed BMS must be capable of spatial analysis to measure
the impact of changing climate and urbanisation. This will
enable strategic management of transport networks which will
ensure future resilience and secure connectivity.
The proposed elements of a unified BMS are presented in this
section. Fig. 1 shows the proposed lifecycle of a bridge and how
this could be linked to associated systems, such as sensors and
rivers, to produce a full picture of how environmental
conditions could have an effect on a bridge and its maintenance
cycle.
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Figure 1 Lifecycle of a Bridge (and associated systems)
Bridge inventory and condition
Information held within the Bridge system will include:
• General bridge information including geometric and
material properties as well as geographic positional data.
• Inspections and Maintenance information including
historical inspections, defect photos and completed
maintenance records.
• Reports and spatial mapping including statistics on
inspections, bridge condition and mapping facilities to
enable visualisation of bridge groupings based on various
user selected parameters.
Currently all bridges require a visual inspection. This involves
a physical visit to the bridge and visually inspecting all the
various components of that bridge to assess condition. Visual
inspections are subjective in nature. However, immediate
remote access the bridge history during each inspection would
enable better judgment of deterioration in condition by the
assessor. This will be enabled though a mobile element of the
system architecture.
This element will have embedded GIS capability to allow
inspectors to spatially plan multiple inspections. Enabling a
more efficient clustered inspection programme which will
inform on grouped maintenance planning.
The proposed system must allow for the incorporation of
future technological advances such as computer vision and
machine learning. Challenges relating to surface damage of
structures can now be accurately measured by vision based
methods[5]–[7]. Computer vison involves analysing images to
determine changing properties of their content. Digital image
correlation (DIC) was first proposed by Chu [8] and is now
increasing in popularity across science and engineering
disciplines. With dramatic improvements in commercially
available digital cameras it is becoming a versatile and costeffective analysis method. The ability to record defects while
inspecting will facilitate digital analysis of the defect images to
provide accurate quantification of the deterioration.
Whilst having the requirements above would enhance any
bridge management system, finding a way to incorporate them
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into a mobile device could prove costly and, therefore,
prohibitive. A solution would be to use GI tools, such as
ESRI’s survey123 [9] to record the inspection. This software
can be installed on a smartphone or tablet via a mobile
commerce application and solves many of the issues above.
There may be difficulties to overcome using a 3rd party tool,
such as linking with a bespoke system and network
connectivity issues, but should these be addressed, the ability
to inspect without cumbersome laptops or paper files, would
prove beneficial.
Maintenance history and effect of maintenance
Currently, there are no connections between the existing
bridge management system and the maintenance and works
system within DfI. These are both treated as standalone
systems with no straightforward means of linking them
together. Initial work has been undertaken to develop a
common link across the systems, which involves a manual
process of searching the notes and comments for bridge
references and using those to search the BMS. Work history is
manually inputted into the current BMS but has often not been
undertaken which means an accurate work history on that
structure is missing. This is very time consuming and requires
an in-depth knowledge of both systems. It is also inaccurate
and dependant on the notes field containing a bridge reference,
which many do not possess. The current maintenance system
covers all maintenance and works carried out on infrastructure
such as roads, bridges and other structures. Including work
such as patching of potholes, surface dressing or repair work to
a bridge structure.
This work is either grouped into
packages/schemes which encompass several roads/bridges or
alternatively individual work packages for a single road/bridge
whichever make better fiscal sense. Recorded work packages
include details such as vegetation clearance or minor works,
with individual works including activities such as severe or
major structural work which requires a longer program of work
and on site supervisory staff.
The works order is issued to either an external Term
Contractor or assigned to an internal department Operational
and Maintenance direct labour workforce depending on the
nature and complexity of the job in hand and geographical
location. On completion, this work is inspected and approved
or remedial works instructed prior to payment. Following the
completion of the scheme, the contractor’s performance is
assessed on Key Performance Indicators, which could have an
impact on future contract competitions.
Quality management system
Quality Management System (QMS) is a set of engineering
standards and processes used to improve the performance and
consistency of any approach. These processes are currently
held separately and used by certain applicable sections of DfI.
They are often not considered when developing a bridge
maintenance system as they are only guidelines. Including a
QMS in any bridge maintenance system will improve the
quality of that system as well as ensuring that standard
approaches by all users of the system are adhered to. In order
to comply with BS EN ISO 9001:2015, DfI Roads implemented
a compliant QMS procedure which needs to be followed.
Schemes and sections are regularly audited both by internal
auditors and external auditors to ensure compliance. The QMS

covers a wide range of activities and processes such as shared
procedures for record control, equipment registers and
correspondence. Project delivery such as resurfacing, minor
works and term works, structural inspections, laboratory tests.
Site operations including pre-site, supervision, completion and
payments. Including, at the very least, some of the above
functions will lead to an improved service and a streamlined
approach to the entire process of maintaining infrastructure.
Flood predictions and damage functions
DfI Rivers have developed extensive flood prediction data
which planning authorities use for flood damage prediction to
buildings in future events. Several models have been created
using both historical records, photographs, drawings and
statistics to create the historical flooding map and broad scale
flood mapping of NI. This can then be used to target, at risk,
rivers and coastlines. Using this information in the context of
bridge damage will help demonstrate a societal and economic
impact of the loss of specific bridges. All flood data is provided
as open data by rivers and is easily accessible via their website
[10] This data is updated annually with a new flood model
provided based on year. This allows for historical searches as
well as an opportunity to keep the citizen well informed.

Figure 2 Example of flood prediction (Dromore, NI)
Rivers throughout NI have been mapped using Geographical
Information Systems (GIS) modelling software to produce 2D
maps. These maps include river channels as well as culverts,
weirs and flood defences. Models such as the Digital Terrain
Model (DTM) have been created using Light Detection and
Ranging Radar (LIDAR) to provide ground height data, while
the hydrology model is based on the Floods estimation
Handbook[11] (FEH). The FEH also has a web service to
complement its handbook methods. Models are run for
probability (high, medium, low). The maps produced take into
account flood defences and the extent shown is the maximum
extent possible over the duration of the model. All the Rivers
models are sensitivity tested and validated against historical
data (where available). Figure 2 shows the varying severity of
a flooding scenario, from light blue (low) to dark blue (high).
Hydrometric stations are located at strategic locations across
the whole of NI on each river (Fig. 3). Historical data has been
collected by Rivers Agency since 1971. This comes in the form
of Ariel photography and archived field data. This data only
covers areas that have been previously flooded.
Using data from the Rivers models would enable a fuller
environmental picture to be created and facilitate the
identification of network fragilities at bridge locations, should
they fall into one of the flood zones created in the models.
These models, combined with historical data on bridge
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inspections, can then inform an early warning system that alerts
the bridge owners of potential issues, such as scour, earlier than
the prescribed inspection period thus allowing for key
responsive decisions to be made in advance.

Figure 3 Map showing Hydrometric stations and their location
Environmental conditions

interoperable technology platform to allow for network wide
performance analysis.

Figure 5 Amalgamation of 3 current systems into 1

In recent years, scour has been identified as the underlying
cause for the majority of bridge failures in the UK and Ireland,
including the Malahide rail bridge collapse and those witnessed
in Cumbria in 2009 [2], [12], [13]. Rapidly changing river
properties including, flow depth and turbidity has been shown
to have an impact on bridge deterioration.
DfI Rivers agency have information relating to river properties
held via gauging stations positioned throughout NI (Fig. 4).
These stations provide upstream and downstream flow data.
This research will detail the requirements for this information
to inform the BMS and increase the accuracy of predicted
bridge deterioration.

The connection of these systems requires a common
attribute. This attribute should be unique to each piece of
infrastructure in the system. This unique property will allow the
structures data to be connected to the maintenance system
(Works Orders) data and allow the collection and collation of
data via the QMS aspect to ensure all audit requirements are
covered.
A key objective of this research is to establish a system which
is fully interoperable with existing and future rivers data to
highlight areas at risk as well as potential bridges that could be
damaged and require inspection.

Figure 4 Gauging station map of NI

Figure 6 Map showing masonry arch bridges & gauging
stations.

Design
A system that pulls together the elements explored within this
paper will allow for a more detailed picture of the bridge and
its complete lifecycle from construction to decommissioning
and replacement. The amalgamation of the current bridge
system (SMS-r) and the maintenance system (Works Orders)
will allow for better decision making (Fig. 5). This involves
establishing a framework which would facilitate a fully
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The map in Fig 7 shows the potential use of this data, by
showing users which bridges are near gauging stations to
identify locations whereby the river flow data and bridge
condition data can be analysed to determine a correlation
between hydraulic and structural properties.
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Green triangle shows bridges susceptible to scour, red stars
are bridges, with blue circle donating a selected bridge near
gauging station (green circle). Red circle shows further bridges
upstream susceptible to scour, while blue arrow donates river
flow. This information will enable an inspector to target a set
of bridges all with related defects.

•
•
•
•

These risks are not currently considered when assessing a
bridge and with an increased possibility of flooding and
extreme weather due to global warming this increases
uncertainly about the future sustainability of ageing critical
infrastructure. A recent study by Stanford University in the
USA has highlighted this lack of consideration as a large risk
[16] and any system that considers this impact must be a more
sustainable approach.
4

Figure 7 Proposed design of system
Fig. 8 above illustrates a system design with agile
communication through micro system non-monolithic
methodology. This approach allows components to be reused
from other systems, where applicable. This streamlines the
design and development of the system by utilising existing
validated design code across multiple functions. Fig 8
illustrates a selection of micro services, the actual system can
consist of many micro services, depending on the functions
required. Proposed micro services would include staff
information, bridge management, maintenance, road network,
finance and QMS. The system design will allow for the
integration of future technologies and structural health
monitoring (SHM) systems as they become integrated into the
standard assessment of bridges across the network.
Societal needs
The cascading effects of inadequate infrastructure has
rippling consequences on societal wellbeing with measured
increases in unemployment rates in areas with a lack of
connectivity and long term underinvestment[14]. The absence
of fact-based assessment across critical infrastructure
compromises economic vitality, future resilience to climate
change and enables the continuation of social divisions and
investment which is often based on a political legacy. A shift to
a data-driven decision-making model would enable fact-based
investment and unlock value and social equality and ensure
national mobility. Assessing the impact that a loss of a bridge
has on society can be difficult. Finding a way to highlight this
loss, would benefit the system and allow better decision to be
made. Measured social impacts include[15]

Community isolation
Loss of business
Lack of public transport
Economic impact

CONCLUSIONS AND FUTURE WORK

The result of having all of the above data linked together, will
be an enhanced decision making and maintenance assessment
tool. Having early warnings when bridges are at risk as well as
considering factors such as societal impact will benefit
infrastructure managers. Setting bespoke maintenance plans
for each bridge automatically, will achieve the aim of
maintaining more bridges with less resources, while targeting
specific, at risk, bridges with embedded sensors will minimise
the potential for preventable severe damage/ destruction of a
bridge thorough early intervention.
Currently, not all bridges in NI and the UK are assessed under
comparable criteria. DfI use BCI while 3rd party organisations
like Amey and Intertoll use the older legacy inspection criteria
of an overall priority. The 3rd party inspection data is reported
to DfI on an annual basis and manually input to the central
SMSR. The proposed system will facilitate audited access for
3rd party organisation to directly input inspection data as it is
collected on site. The inspection cycle is standardised, and no
special circumstances are considered unless identified by an
inspector. An added benefit to have all the data linked together
via 1 system is that detailed analyses can be carried out on each
bridge. This allows each bridge to be assessed individually
based on its own unique set of circumstances.
Having this data collected together in one dataset allows the
production of GIS layers. These layers can graphically show
bridges and other assets on a map. The map can then be
filtered, based on pre-determined criteria to allow analysis. An
added benefit of having map-based data would be the
introduction of mobile inspections, where all the data is
available to the inspector on site. Having the ability to link
several systems together with one unique identifier allows
existing systems to be targeted. Additional functionality
developed via new systems, not yet developed need to be
considered also.
With this in mind, the system should be designed to be
flexible enough to incorporate new additions and new ways of
monitoring. The micro service approach to the system design
should allow for the addition of future services, such as SHM,
LIDAR scans and further infrastructure such as Vehicle
Restraint Systems (VRS) and masts. These and other features
should be added easily, if judged beneficial to the current
system.
Work is now underway to develop a consistent system that
incorporates full lifecycle management and ensures that the
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system is not being built in isolation, a survey of current bridge
management system owners will be completed.
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ABSTRACT: Floods and scour are major causes of failure of bridges and with the increase in short-duration and high intensity
rainfall events the occurrence of such failures is increasing. While standard free flow scour at bridge piers is an extensively
researched area, the increased scour that occurs when the upstream water level is at or above the crown of an arch bridge (pressureflow scour) is comparatively less well studied. As the frequency and magnitudes of floods increase, more bridges may be at a
higher risk of being subject to pressure-flow scour.
A modern masonry arch bridge system called the ‘FlexiArch’, that does not involve any mortar or steel reinforcement and can
be rapidly constructed on site, has been developed by Queen’s University Belfast. The behaviour of the FlexiArch bridge system
under developing scour has not been studied previously. This paper will present a series of experiments aimed at modelling
pressure-flow on a scaled model of the FlexiArch bridge with a view to developing and understanding of the scour – bridge
interactions.
KEY WORDS: pressure-flow scour; FlexiArch; scaled model; particle image velocimetry; ultimate scour.
1

INTRODUCTION

Serious consequences are associated with bridge failures,
especially with collapse. For example, 59 fatalities occurred
when the Hintze Ribeiro bridge at Entre-os-Rios, Portugal
collapsed in 2001 [1]. 158 casualties were caused by the
collapse of I-35W bridge in Minneapolis, USA in 2007 [2]. In
the same year, the Tuojiang Bridge in Hunan, China collapsed
resulting in 89 casualties [3]. These failures highlight the
absolute importance given to safety in the design and
maintenance of bridges. Better understanding of the action of
the phenomena that can cause damage to bridges, such as
bridge scour, can help inform the design process and the
monitoring and maintenance of bridges.
Scouring, in the fluvial and estuarine environment, is the
process of removing channel bed or bank material by channel
flow. It deepens the channel in the vicinity of bridges and has
the potential to compromise their stability via the removal of
foundation support material. Scour can occur gradually over a
long time or in a short duration during a flood event [4]. The
failure of Hintze Ribeiro bridge and the collapse of part of
Malahide viaduct in County Dublin in 2009 have been
attributed to scour at bridge piers [1, 5]. In fact, floods and
associated scour are the major causes of failure of bridges [6,
7]. 58% of 1502 reported bridge collapses in USA in the period
1966 – 2005 has been due to scour [8]. In the UK rail network
there have been 138 recorded scour related bridge failures with
15 casualties in the period 1843 – 2013 [9]. The level of threat
posed by scour on bridge safety has attracted much research
towards understanding, estimating, monitoring and combating
scour (Ref. [10-15] and therein). This has led to the
development of scour manuals that provide guidance on those
aspects [4, 16, 17]. Much of the work carried out on bridge
scour has been on scour due to free flow conditions.

Pressure-flow scour
Greater depths of scour will occur in extreme flow cases
where the upstream water surface is above the low chord of a
bridge deck or the crown of a masonry arch bridge i.e.
“pressure-flow” [18]. In this condition the flow is vertically
contracted as it passes underneath the bridge, and the velocity
and scour potential are increased. Two cases of pressure-flow
are possible where the arch barrel may flow full (drowned
orifice flow) or only partially full (sluice gate flow). Less work
has been carried out on this type of scour [19] compared to free
flow scour. Most studies that report on pressure-flow scour at
bridges were scaled flume experiments with rectangular bridge
openings spanning the flume width (flat-deck) and with [18,
20] or without piers [19, 21-23].
The severe floods that the UK experienced in recent years
caused collapse of or damage to many bridges – including bank
erosion and other forms of damages [24-26]. Some of the
extreme precipitation events and the resulting extreme river
flows were among the highest recorded, especially the events
in December 2015 which caused peak flows in many rivers and
daily maxima in several regions to exceed their previous
highest [27]. As the peak magnitude as well as the duration of
a flood directly influences the severity of scour at bridges, the
risk of scour could be exacerbated in the future as changes in
climate are expected to result in increased frequency of intense
precipitation in many areas of the world [28, 29] and higher
discharge in rivers in some areas [30]. With a probable increase
in the peak river flows of some rivers in the UK [29] expected
as a consequence of climate change, the UK Climate Change
Risk Assessment Evidence Report states that more research is
needed to assess the impact of scour on bridges and pipelines
due to altered peak discharge of future riverine floods [31].
Therefore, the risk of some bridges (such as short span arch
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bridges which constrict the flow more than flat-deck bridges)
being subjected to pressure-flow scour could be increasing and
warrants further investigation in to the effect of such flows on
bridge structures.
FlexiArch Bridge system
The most common type of bridge in continental Europe, the
UK and Ireland is the masonry arch bridge [32, 33]. About 40%
of the bridges in UK’s road and rail network are masonry arch
bridges and most were built between the latter half of the 19th
century and the start of the 20th century [34, 35]. The majority
(80%) of the European railway arch bridge stock is short span
(below 5m) [36]. These unreinforced structures are reported to
be highly durable and require less maintenance compared to
other types of bridges [37, 38]. But steel and reinforced
concrete bridge construction led to a gradual decline of the
masonry arch construction as the traditional construction of
masonry arches consumed much more time.
The appealing attributes, such as durability and aesthetics of
the unreinforced masonry arches led to the development of a
modern masonry arch bridge system - ‘FlexiArch’ which has
been implemented in the UK, Ireland [39, 40] and globally [41].
The system is similar in geometry to traditional masonry arch
bridges but does not involve any mortar or steel reinforcement
as employed in other modern arch bridge systems. The system
consists of arch rings that arrive at the site as flat packs of
precast concrete voussoirs connected by a flexible polymeric
reinforcement. The rings naturally assume the designed arch
shape (based upon the dimension of the voussoirs) once lifted
and placed on skewbacks (or seating unit). Therefore, centering
is not required in the construction of this system. Hence it
requires much less labour and can be rapidly constructed on a
site. The behaviour of this new type of bridge under scour has
not been studied previously. The absence of mortar would
mean that scour of mortar, which has been reported as a reason
for some cases of masonry arch bridge failures [24], would not
occur which means that the FlexiArch system is already more
inherently safe from pressure-flow scour than standard
masonry arch structures.
Pressure-flow scour at arch bridges
As there is a reduction in the width of the arch opening with
rising stage, these bridges present larger obstructions to flow
than flat-deck bridges that cause larger afflux and are hence
susceptible to pressure-flow [42]. To the best of authors
knowledge, no model to predict maximum scour from pressure
flow conditions in arch bridges is to be found in literature.
Highlighting the lack of advice on pressure-flow scour in UK
highway bridge design standards, Ryan et al. [43] carried out
flume experiments on single span arch bridge models to
understand the effects of pressure flow. They studied the
velocity profile of the flow, the extent of scour and variation of
maximum scour and afflux with time. The maximum scour was
found to be in the upstream face of the abutments. This
contrasts with scour under single span flat-deck bridges where
maximum scour occurs downstream of the bridge opening [19].
Theoretical scour depth predicted by flat-deck bridge pressureflow scour models were found to be unsatisfactory in
estimating pressure-flow scour at arch bridges. It should be
noted that contraction and local abutment scour appear not to
be considered in the comparison. Even though the velocities
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were measured, no explanation for the causes of the scour nor
reasons for the difference between measured and theoretical
scour were conjectured as conclusions of the study.
To study the evolution of scour and evaluate the effectiveness
of traditional hydraulics-based scour countermeasures against
scour at short-span masonry arch bridges, Solan et al. [44]
carried out clear water scour experiments on single and dualspan arch bridge models under pressure-flow conditions. The
maximum scour for single arch was at the upstream arch
corners while for dual span arch this was at the central pier. The
upstream foundations were found to be undermined and that the
maximum scour depth would increase with footing depth and
flowrate. They also observed that introducing scour counter
measures shifted the location of maximum scour.
Ebrahimi et al. [45], conducted clear-water pressure flow
experiments on arch bridge models and measured the final
scour and variation of hydrodynamic pressure on the faces of
the abutments. While the location of maximum scour is in line
with those of Ryan et al. [43], comparing the measured
maximum scour with the sum of theoretical pressure-flow
scour with contraction and local scour at abutments (which
were not included in Ryan et al. [43]), they suggest that the total
scour at an arch bridge may be higher than at a flat-deck bridge.
Aims and Objectives
Better understanding of the hydraulics behind pressure-flow
scour phenomena and the structural response of bridges to
developing scour would be critical input in the assessment or
design of masonry arch or FlexiArch bridges. In real bridges,
the developing scour and the structural response would interact,
and the consequent nature of this interaction is what would
instigate failure. To date, all previous experimental work has
separated the scour phenomena from the structural behaviour
of the bridge [43-46]. Therefore, research is underway at
Queen’s University Belfast with the overall aim to conduct a
holistic study of pressure-flow scour and bridge response of
FlexiArch bridges to address this gap in knowledge. This will
be achieved by developing the outcomes from the following
objectives:
 The extent and causes of bed scour at a FlexiArch bridge
will be investigated using experimental modelling.
 The influence of pressurised flow on the FlexiArch bridge
systems, and the additional scour resulting from that flow
will be determined.
 The structural response to scour will be investigated using
both numerical modelling and laboratory investigations.
 Measurements of scour and structural response will be
achieved using laser and digital image analysis systems.
2

METHODOLOGY

This research is using enhanced monitoring of the development
of pressure-flow scour under single span FlexiArch bridges.
The experiments are carried out in the 18.8 m long, 0.75m
wide and 0.75 deep flume in Hydraulics lab in Queen’s
University Belfast. The horizontal stainless-steel flume has a
test section with a clear side in the middle. The test section as
seen in Figure 1 shows the test set-up with a uniform sediment
bed spanning the whole width of the flume and is truncated by
uPVC false beds on either side along the flow direction. The
sediment bed supports the FlexiArch bridge model at the centre
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of the flume and can extend sufficiently to either side of the
model as be representative of a typical bridge.
The flume is equipped with a pump that can pump up to 45
l/s. The flowrate is controlled manually and is measured using
an electromagnetic flow meter with a resolution of 0.01 l/s. The
flow depth is controlled by a tailgate. The pump is not capable
of recirculating sediments and a sediment trap downstream of
the false bed would capture the sediments that would not settle
within the test section.

between scour and flow conditions and the dominant factors
that cause the pressure-flow scour to occur will be investigated.
The maximum scour occurring over different free flow and
pressure-flow conditions will be monitored through a laser
distance measurement sensor and ultimate scour profile
measured through digital image analysis systems to study the
relationship between free flow and pressure-flow scour.
Ultimately, the effect of the developing scour on the
structural behaviour of the bridge will be investigated through
monitoring the displacements of the arch through vision based
displacement measurement [48] under both flow and varying
load conditions to simulate vehicle loading capacity.

Figure 1. Schematic of the flume and test setup (not to scale)
and instrumentation not shown
Bridge model
The experiments are based on a 1:10 scaled model of a typical
FlexiArch bridge (as seen in schematic in Figure 2 and in
Figure 3) with a span of 5 m and a rise of 2 m. Unlike earlier
pressure-flow scour research the arch rings and the skewbacks
are made of a 1:10 scaled concrete while the backfill will also
be a 1:10 scaled version of Type 3 (open graded) Unbound
Mixture [47]. The spandrels are represented as Perspex so that
the movements of the backfill can be observed. This research
aims to assess the fundamental fluid/structure interaction of
this bridge in its most vulnerable scenario. This will occur
when the foundations are either shallow or are undermined so
that no vertical reactions or thrust is carried by them. Therefore,
the initial testing is with the FlexiArch supported only on the
skewback foundation. The authors acknowledge that
foundations will both influence the scour at the bridge as well
as its structural behaviour. Therefore, to compare the behaviour
under this critical scenario with a real implementation,
foundations will be studied at a later stage in the research. In all
of the tests conducted the bridge model will be placed
perpendicular to the flow.
Two sizes of uniformly graded (coefficient of uniformity, Cu
< 3) silica sand will be used in the study. The particle size
distribution analysis of the sediments is being carried out.
The dominant factors that cause the pressurised scour to
occur will be investigated by observing velocity profile in the
vicinity of the arch inlet using laser particle image velocimetry.
A laser rangefinder with a manufacturer stated accuracy of ±1
mm will be assessed for the purpose of monitor the maximum
scour under developing scour.
Planned experiments
Through a series of tests in which flow rate, flow depth
through the arch and sediment sizes are controlled and the
resulting velocity distributions at the arch inlet measured using
laser particle image velocimetry (PIV), the relationship

Figure 2. Cross-sectional schematic of the single span
FlexiArch bridge model (dimensions in millimetres)

Figure 3. Arch ring of the 1:10 scale model (Photo by Evdokia
Gyftaki)
3

CONCLUSIONS

Pressure-flow scour at a FlexiArch bridge, and the bridge
response to the developing scour, will be investigated in this
study. The relationship between scour and flow conditions and
the dominant factors that cause the pressurised scour to occur,
and their impact, will be investigated. Also, relationships will
be developed to predict the increased scour due to pressurized
flow compared to normal river flow. In the long run, the
structural response of FlexiArch bridge to scour will be
investigated using both numerical modelling and laboratory
investigations. It is expected that the outcomes of this study
would provide basic understanding of the hydraulics of scour
at FlexiArch bridge and the structures response to the
developing scour. Such an understanding would allow to
identify when critical levels of scour has occurred as well as to
identify suitable countermeasures to scour.
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ABSTRACT: Wind actions can have a great impact on both bridges and traffic on bridges. However, structures designed to shelter
the traffic from wind can influence the aerodynamic performance of the bridge deck, especially for long-span bridges. This study
compares the effect of non-perforated walls and perforated walls used as wind barriers for traffic by conducting Computational
Fluid Dynamics (CFD) simulations on three-dimensional geometries of a four-lane bridge deck. Steady-state simulations employ
the Reynolds-Averaged Navier Stokes (RANS) method with the k-epsilon turbulence model and all simulations use parallel
computing. An open-sourced software OpenFOAM is used.
KEY WORDS: Wind; Bridges; CFD Modelling.
1

INTRODUCTION

Traditionally, wind-tunnel tests are used to simulate a wind
environment where scaled models with sensors are installed
within the wind tunnel and data collected from these sensors is
analyzed to draw conclusions. However, the use of wind
tunnels is costly and often has scaling issues. In recent times,
an increase in the use of CFD models and simulations has
occurred, particularly in the field of wind engineering.
Computers have gained sufficient computational power to
conduct sophisticated CFD simulations and with lower cost and
higher efficiency, CFD has a promising future.
The crosswind effect on vehicles can bring critical safety
issues to drivers. Therefore, bridges in areas of complex wind
environments usually have wind-shield structures to shelter
vehicles from the wind. Researchers have conducted many
wind-tunnel tests to determine the cross-wind effect. Dorigatti
et al., 2012 [1] focused on using wind tunnels to investigate the
risk of high-sided vehicles overturning on long-span bridges
under gust-winds with different yaw angles. Xin et al., 2012 [2]
performed an experiment to study how dynamic winds affected
the bridge deck section.
While some researchers have focused on wind tunnel studies,
others have used CFD modelling to analyse the wind
environment. Fintelman et al., 2015 [3] have studied the
aerodynamic issues of motorbikes subject to crosswind effects
on freeways by applying the CFD method. Golovanevskiy et
al., 2012 [4] used the CFD approach and wind tunnel tests to
determine the optimal model for open cargo railway trains.
Khalighi et al., 2012 [5] investigated the aerodynamic
performance of a sports utility using the CFD method and
validated their results against models in a wind tunnel. AlonsoEstébanez et al., 2017 [6] simulated bus models subject to
winds with different yaw angles on bridge decks, which is of
high value in the future of bridge road design. Kozmar et al.,
2012 [7] investigated the sheltering efficiency of wind barriers
on bridges under wind with different yaw angles. They
emphasized that it is of high importance to study wind
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characteristics since wind-induced instability is one of the most
common problems witnessed in large bridges. This study is
especially beneficial to bridge constructions in areas that have
severe wind issues, such as Italy and Croatia in which strong
bora wind seasonally occurs [7]. Giannoulis et al., 2012 [8]
discussed the permeability of wind barriers on bridges and
suggest that further studies on such barriers are necessary
The purpose of this research is to study the efficiency of
traffic sheltering structures by comparing different wind-shield
walls using CFD simulations. 3D models of these structures are
sketched in AutoCAD and OpenFOAM is applied to mesh the
geometry and calculate the wind velocity and wind pressure
using the Reynolds-Averaged Navier-Stokes (RANS) method.
Final results were visualized in ParaView. Comparisons will be
drawn on the performance of the different wind-shield walls. A
simulation of perforated wind-shield walls against extreme
weather conditions in Ireland is also conducted to demonstrate
the necessity of wind-shield structures. Conclusions from this
research will help improve the design of wind-shield structures.
2

MODELLING METHODOLOGY
Bridge Model

The geometry of the bridge model is shown in Figure 1. It is a
simplified model with a width of 31 meters, a length of 50
meters and a height of 15 meters. Considering the simulation
focuses on how wind affects the behaviour of vehicles, this
model will satisfy the requirement of the research. As shown in
Figure 1, the model is a segment of a continuous bridge.
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Figure 1. Overview of the bridge model
Modelling the Vehicle
An overview of the vehicle model is shown in Figure 2. This
model has a height of 1.82 meters, a width of 1.8 meters and a
length of 4.4 meters. The wheel of the model has a radius of
0.16 meters and a width of 0.205 meters. It represents an
ordinary van on the road, which has an average size of larger
vehicles and small-scale family cars.

Figure 3. Overview of assembled geometries
Wind velocity
The wind speed is determined from a statistical analysis of Irish
historical weather data. Figure 4 [9] shows the mean annual
wind speed on the island of Ireland. The wind speed varies from
4 m/s to 7 m/s depending on locations. In coastline areas, the
wind speed is approximately 6 m/s on the east and 7m/s on the
west. These values are average ones, which will underestimate
the wind velocity. Met.ie, 2018 [9] highlights the presence of
gale gusts, which is a gust wind of over 17 m/s, in its report.
This wind speed can be used as a threshold value to tell if the
condition is critical. Therefore, this 17 m/s wind velocity will
be applied in most simulations of this study. Met.ie, 2018 [9]
also reports an extreme velocity of 45m/s for the gust wind.
This velocity is used in the simulation of extreme weather
condition.

Figure 2. Overview of the vehicle model
Modelling of the wind-shield wall
The wind-shield wall is an essential part of the model in the
simulation. It is a commonly used structure on bridges,
especially in areas that have complex wind environments. To
make a comparison among different wind-shield walls, a series
of walls that have different dimensions are sketched for this
research. Details of these walls are listed in Table 1.
Number
1
2
3
4

Table 1. Dimensions of wind shields.
Type
Height Length
(m)
(m)
Non-perforated
1.5
50
Non-perforated
2
50
Non-perforated
4
50
Perforated
4
50

Width
(m)
0.25
0.25
0.25
0.25

Bridge models with different wind-shield walls and vehicle
models are assembled and shown in Figure 3. These models
were tested in the virtual domain of OpenFOAM. The purpose
of building these models with slight variations is to compare
whether the shape of wind-shield wall will have a significant
influence on wind behaviour around vehicles on bridges.
Comparisons will be drawn using the control variate method.

Figure 4. Mean annual wind speed of Ireland [9]
Boundary Conditions
The domain is chosen to be a similar size to the average wind
tunnel used in wind tunnel tests. Since it is a virtual testing
space, there is more flexibility for modification. The domain
selected for this research is a cuboid one, which has a length of
70 meters, a width of 65 meters, and a depth of 50 meters. The
domain has four surfaces of wall-type patches, which will stop
air flowing through. These wall-type patches are painted blue
in Figure 5. The red surface in Figure 5 is the inlet patch, where
airflow initiates. The surface opposite to the inlet patch is the
outlet patch, which only permits the air inside the domain to
discharge.
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Table 2: Locations of sampling lines
Number

Start point
(x y z)

End point
(x y z)

1
2

(13 -20 17.5)
(13 -20 18.5)

(13 50 17.5)
(13 50 18.5)

Distance to
the road surface
(m)
1
2

Figure 5. Overview of the testing domain
Figure 7. The cross-section with sampling lines

Meshing and Solver
The meshing procedure begins with generating background
mesh using utility blockMesh in OpenFOAM. The background
mesh scheme is shown in Figure 6. There are 65 cells in the xdirection, 70 cells in the y-directions, and 50 cells in the zdirection so that each cell is a cubic block with a width of 1m.
The internal volume meshes are refined by the utility
SnappyHexMesh in OpenFOAM. The total cell counts for most
simulations are around eight million which makes it timeconsuming to perform these simulations locally. Therefore, all
simulations are run in parallel on the UCD cluster server with
64 cores.

3

RESULTS
Comparison of Simulations between non-shielded
model and models with wind shields

In this comparison, the dimensions of the domain, the wind
velocity (17 m/s), the geometry of bridge and vehicle models
are fixed. The only variable is the wind-shield walls. Figures 8
to 13 show the wind velocity at the selected cross section of
five models with different wind-shield walls.

Figure 6. Background mesh scheme
OpenFOAM provides various solvers for different tasks. In
this research, the RANS solver named simpleFoam was used.
It can conduct steady-state simulations of incompressible
flows. In this case, it can meet the requirement of simulating air
behaviour. SimpleFoam can also calculate the turbulent model
with acceptable accuracy for vehicle-and-bridge models.

Figure 8. Cross section of the non-shielded model

Post-processing
Simulation results are visualized in ParaView as OpenFOAM
does not have a graphic user interface. Figure 7 shows the cross
section with one vehicle model, which is selected to study the
crosswind effect on the vehicle model. Two sampling lines are
generated by the utility named plotOverLine in Paraview to
extract the wind velocity and wind pressure at different heights
above the road surface. Locations of these lines are listed in
Table 2. The wind velocity and wind pressure extracted are
later plotted against the y-axis to get a clear view of the wind
profile along the selected cross section.
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Figure 9. Cross section of the model with the 1.5m wall
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Figure 10. Cross section of the model with the 2m wall

Figure 11. Cross section of the model with the 4m wall

Figure 14. Wind velocity at 2m over the road surface

Figure 15. Wind pressure at 1m over the road surface

Figure 16. Wind pressure at 2m over the road surface
Figure 12. Cross section of the model with the perforated wall
Figures 9 to 12 show the wind velocity and wind pressure at
the two sampling lines of five simulations with different the
wind-shields. The positions of the vehicle models are indicated
in these figures.

It is clear in Figure 13 and Figure 14 that the wind velocity of
models with a wind-shield wall is much lower than the wind
velocity of the model without wall. As the non-perforated wall
gets higher, the wind velocity at the location around the vehicle
tends to get lower and then forms a negative wind velocity.
When the height of the non-perforated wall continues to
increase, the absolute value of the negative wind velocity
becomes higher. However, the 4m perforated wall has a lower
absolute value of the wind velocity than that of the 4m nonperforated wall. According to Figure 15 and 16, the model with
4m perforated wall generally has a lower absolute value of the
wind pressure than 4m non-perforated wall. All these results
indicate that wind-shield walls can effectively reduce the wind
velocity around the vehicle. However, higher walls might
increase the intensity of eddies around the bridge deck.
Simulation of the perforated barrier against extreme
weather conditions in Ireland

Figure 13. Wind velocity at 1m over the road surface

In this simulation, the wind velocity is set as 45m/s. The model
with a perforated wind-shield wall is compared with the basic
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model without a wall. The wind velocity at the selected cross
section of the two models are shown in Figures 17 and 18. The
wind velocity at two sampling location is presented in Figure
19 and Figure 20. Figure 19 shows that the wind at the height
of 1m over the road surface has a velocity of around 10m/s
before reaching the vehicle model when there is no wind-shield
wall. When the bridge is shielded with a 4m perforated wall,
the wind velocity at the left side of the vehicle is almost zero.
Figure 20 shows that the wind velocity of the shielded model at
the location above the top of the vehicle is over 20 m/s lower
than that in the non-shielded model. This proves that the 4m
perforated wind-shield wall can effectively protect the vehicle
from wind-induced problems.

Figure 20. Wind velocity at 2m over the road surface
4

Figure 17. Cross section of the non-shielded model

CONCLUSIONS

It can be concluded from the results that the non-perforated
wind-shield walls can significantly reduce the wind velocity
around the vehicle. The non-perforated wind-shield wall will
also simulate eddies, which might cause vortex-related
problems. As the wall gets higher, this effect will become more
significant. The perforated wall can also effectively reduce the
wind velocity. It also causes relatively smaller eddy-related
issues than non-perforated walls with the same height. This
study has shown the convenience of extracting data from CFD
simulations. More relevant parameters will be compared in
future research. As parallel computing techniques continue to
develop, simulations based on complex geometries will be
more affordable. Also, it is important to verify the new
techniques used in CFD simulations. Therefore, there will be
more comparisons between simulations and wind tunnel tests
in this area.
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Figure 18. Cross section of the model with the perforated wall
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ABSTRACT: The critical traffic loading condition for long-span bridges is congestion when vehicles may be closely spaced
together. Data on very high traffic flows is limited however, as induction loops which are typically used to collect traffic data, are
ineffective when traffic flow breaks down. A number of long span bridges are located in areas of high traffic with periods of
recurring congestion occurring daily. While the inter-vehicle gap distances are greater than those occurring during non-recurring
full stop accident type events, the high frequency of the recurring congestion events can increase the probability of a critical load
case occurring. A location on the N7/M7 national primary route in Ireland is identified where regular congestion occurred due to
a lane drop. Traffic monitoring using an Unmanned Aerial Vehicle (UAV) is carried out, generating a significant amount of high
quality footage of congested traffic from a bird’s eye view. A method of processing the data is developed to transform the trajectory
data into a traffic stream that can be used to simulate load effects on long span structures. The process is applied to 2 notional long
span structures. Insights into the load patterns that give rise to critical loading events are identified for both structures.
KEY WORDS: Unmanned Aerial Vehicle; UAV; Traffic; Congestion; Bridge; Loading; Long-span.
1

INTRODUCTION

Unlike short to medium span bridges where individual heavy
concentrations in free flowing traffic produce the maximum
load effect, the critical loading events for long span structures
are caused by congested traffic [1-4]. During congestion
events, the gaps between vehicles reduce and the cumulative
effect of closely spaced vehicles produces the critical load
events. The accurate evaluation of traffic loading patterns on
long span bridges is however problematic. Traffic data,
traditionally collected with inductive loop detectors, does not
provide accurate information about congested traffic as the
loops are generally ineffective in stop-and-go conditions [5].
Existing load models account for the variability of truck
weights using Weigh-in-Motion (WIM) data; however data on
the car/truck mix and inter-vehicle gaps during congested
conditions is limited [4, 6-8]. Excessive conservatism in such
assumptions can lead to expensive and unnecessary
interventions in existing bridges.
Recent studies have used micro-simulation as a means to
better represent traffic modelling on long-span bridges.
Cellular automation, where the bridge is divided into cells and
lane changing is considered but not the variability of vehicle
lengths and gaps [9]. Other approaches combined car following
and lane changing models [8, 10-14], and have shown that the
critical condition for long span loading is not always the
widely-used full-stop condition, but can be slow moving traffic
[8, 15]. This occurs because full-stop queues consider only one
realisation of vehicles on the bridge, which reduces the
probability of having an extreme loading scenario. A drawback
of micro-simulation models however is that there is limited data
available to calibrate the vehicle behaviour models [16, 17].
Image processing and computer vision approaches are being
used increasingly for traffic data surveys [18-20]. The methods
are suitable for detecting and classifying vehicles in different
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traffic conditions, allowing the evaluation of traffic densities
and vehicle velocities [21, 22].
Previous bridge loading studies have made use of video data
of traffic, albeit in limited quantities [4, 23]. Data on the lane
changing behaviour of cars and Heavy Goods Vehicles (HGV),
both in free-flowing and congested traffic, was analysed using
video data recorded at several sites in the United Kingdom [24].
More extensive recent studies have used 5 months of video
images, collected from a fixed camera attached to the tower of
a suspension bridge, to determine maximum load effects using
statistical correlations between vehicle lengths and their
weights [25, 26]. Data on heavily congested events was limited
however.
The range of applications for Unmanned Aerial Vehicles
(UAVs) has increased significantly in recent years [27]. UAVs
offer a number of significant advantages for traffic monitoring
applications in that: they are portable and easily transferable to
areas of interest; they can collect data from an extended road
section from a bird’s eye view without affecting drivers’
behaviour; and they are cost effective when compared to fixed
or manned solutions [28-31]. Recent studies have shown that
low cost UAV can provide reliable traffic data parameters with
appropriate stabilising and geo-referencing of the video data
[30, 32].
This study investigates the novel use of a UAV to monitor
congested traffic conditions and develop insights into critical
loading patterns on long span bridges. Video footage is
collected at a location on a national primary route in Ireland
with regular recurring congestion caused by a lane drop. The
video data is analysed using an automated image processing
algorithm and transformed to real world coordinates using a
geo-referencing process. A method of processing the data is
developed to transform the trajectory data into a traffic stream
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that can be used to simulate load effects on long span structures.
The process is applied to two notional long span structures.
2

TRAFFIC MONITORING
Site Description

The N7/M7 is a national primary route connecting Dublin and
the south of Ireland, serving the cities of Limerick (M7), Cork
(M8) and Waterford (M9). It forms part of the E20 European
route. The N7 commences at Junction 9 of the M50 to the
southwest of Dublin. It is a three lane carriageway in each
direction for 20 km until Junction 9 Naas North, with an Annual
Average Daily Traffic (AADT) flow of approximately 105,000
vehicles. From Junction 9 onwards the route becomes full
motorway standard. Prior to 2019 the number of lanes reduced
to 2 at this location, causing a significant recurring congestion
to occur during evening rush hour periods.
A contour plot of the mean traffic velocities on the N7/M7
for vehicles travelling towards the southwest (away from
Dublin) on a sample evening is illustrated in Figure 1. The plot
is constructed using data from 7 traffic counter sites operated
by Transport Infrastructure Ireland, with linear interpolation of
velocities in between. While some congestion is evident at the
start of the route as vehicles join from the M50, it is clear that
the lane drop at Junction 9 results in significant congestion
from approximately 16.30-18.00 (Figure 2).
Traffic Counter
Locations

Figure 2. View of lane drop from UAV: Lane 1 (R445) exits
to Naas (centre background), Lanes 2&3 (N7/M7) continue to
southwest
Construction work to widen the M7 from Junction 9 to
Junction 11 to 3 lanes started in January 2018, with the extra
lane coming into operation in August 2019. Traffic monitoring
at the Johnstown site for this project took place between August
and October 2018. Carriage realignment to facilitate the
downstream widening works provided lane widths of
approximately 3.25, 3.50 and 3.25m at the UAV site location.

M7-J11 M9

M7 towards
southwest

SW
M7-J10 Naas S’th

Direction of Travel

N7-J9 Naas N’th

J8 Johnstown

J9 Naas
North

N7-J8 Johnstown

x

Naas

N7-J7 Kill

N7 towards
Dublin

N7-J4 Rathcoole

Johnstown

N7-J1 Newlands
M50-J9 Red Cow

UAV Flight
Position

Figure 3. Aerial view of UAV flight position between
Junctions 8 and 9, Johnstown, Naas, Ireland [34]

Figure 1. Space-time-velocity contour plot for N7/M7
(15.05.2017)
A survey of the area around Junction 9 was undertaken to
identify potential sites to operate a UAV and monitor the
recurring congestion. An area of agricultural ground was
identified adjacent to the lane drop location, close to the village
of Johnstown on the outskirts of Naas (Figure 3). The site
allowed for the flying of the UAV within the operational limits
of the Irish Aviation Authority (IAA) without requiring specific
operating permission [33]. Notwithstanding this, a detailed
operations manual was prepared with risk assessments and
operating procedures developed to ensure safe operation at all
times. The landowner and leaseholder were also notified.

Data Collection
Traffic footage was collected using a DJI Phantom 4 Advanced
quadrotor which has a 20-megapixel camera (Figure 4). Videos
were recorded in 4K (4096×2160) resolution at 25 frames-persecond. Allowing for take-off, landing and a safe reserve of
battery power, an average of 20 minutes traffic footage was
collected for each flight. The turnaround time to fly back to the
landing site, change battery and return to the hovering location
was approximately 5 minutes. A maximum recording time of
100 minutes was possible using 4 batteries, one of which could
also be re-charged on site using a car charger. The car charging
time for a single battery was 70 minutes. Video footage was
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collected on micro SD memory cards, which were changed
between flights to allow regular download and backup of the
data. A limitation of the UAV equipment is that data collection
is restricted to periods of no rain and wind speeds less than 35
km/h.

Figure 4. DJI Phantom 4 Advanced used for the traffic
monitoring

A deep learning convolution neural network algorithm is
used by DFS to detect the objects of interest (vehicles). To
improve performance and robustness, potential vehicles are
pre-filtered by the expected area of road surface and the results
of a moving object detection algorithm. Vehicles are then
matched and tracked through the video sequence. Using vehicle
kinematic models, the vehicle trajectories are filtered to reduce
localisation noise to ensure that small tracking errors will not
result in sudden changes in positioning [35].
For the geo-referencing process, a minimum of four points of
known position are identified by the operator and then used to
estimate a transformation to map the data from an image space
to a coordinate space, assuming that the road surface is planar.
A distortion correction is also applied to the video sequence
[36].
The DFS platform has been used in a number of recent
studies and has been shown to provide accurate data,
particularly when the geo-referencing process in undertaken
correctly [28, 32].
The following tasks were undertaken to process the N7 data
using DFS:


The coordinates of the hovering location were preprogrammed to ensure consistent positioning for each flight.
The UAV was hovered at a height of 120 m and a distance of
30 m from the edge of the carriageway (Figure 5). This
maximised the length of road captured, while remaining within
the operational limits specifying by the IAA [33]. At this height
the road length captured was approximately 165 m, with a
ground sampling distance of approximately 4.3 cm. The camera
was pointed directly downwards during filming to maximise
the accuracy when locating ground targets [35].






Join videos to create single video file per flight. (The
UAV software automatically segments videos to limit
file sizes to less than 4 GB. A single flight averaged 16
GB);
Upload video to the DFS website and submit for
analysis;
Download processed tracking file and view using DFS
Viewer software;
Geo-reference tracking file using DFS Viewer;
Export raw telemetry data for further analysis.

A typical view of the geo-referenced data in the DFS Viewer
is illustrated in Figure 6. The software offers a number of post
processing functions; however only the raw vehicle trajectory
data was used in this work.

Figure 5. View from UAV at 120 m hovering height
Figure 6. DFS Viewer interface with vehicle identification,
velocities and accelerations displayed

Data was collected on 20 different days. A total of 71 flights
were flown, resulting in 862 GB of video data and 22 hours of
congested traffic footage.
3

4

IMAGE PROCESSING

The video footage was analysed using DataFromSky (DFS), a
cloud-based platform that specialises in automated traffic
analysis. The system processes traffic data in two stages: 1)
detection, localisation and tracking of objects of interest; 2)
mapping between the video frames and a real-world coordinate
system, a process termed ‘georegistration’.
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DATA PROCESSING
Trajectory Data

The vehicle trajectory data for Lane 2 (slow) of a sample flight
is illustrated in Figure 7. This space-time plot is feature rich,
detailing the location data of all vehicles in the captured road
length during the 20 minute flight. Each (blue) line represents
the trajectory of a vehicle, with vehicles travelling from lower
left to upper right. A horizontal trajectory indicates a vehicle at
rest, with no change in space (Y-axis) for increasing time (X-
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used for this study. These values allow an Equivalent
Uniformly Distributed Load (EUDL) to be determined for each
frame. Figure 8d illustrates the resultant EUDL-time plots for
each lane.
160

a)

Density (veh/km)

axis). The slope of the trajectory increases with increasing
vehicle velocity.
A vertical line through the data details the position of each
vehicle at that point in time. The solid (red) line shown at
approximately 5 minutes illustrates a period of high density
with 17 vehicles at rest, equivalent to 103 veh/km.
A horizontal line through the data details the time that each
vehicle passes a point in space. The dashed (red) line shown at
80 m illustrates the three primary stop-go-waves that occurred
at approximately 5, 12 and 18 minutes.
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120
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Density (veh/km)
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b)

Figure 7. Vehicle space-time trajectories for Lane 2 of sample
video (23.10.2018-V1)

15

Time (minutes)

120

Equivalent Load vs Space
The next stage in the data processing is to account for the
weight of vehicles in the traffic stream. Inferring vehicle weight
from their length has been shown to be suitable for long span
bridge load effects [26]. While a WIM site is located 5.4 km
upstream of the test location on the N7, constant weights of 20
kN for cars and 300 kN for Heavy Goods Vehicles (HGVs) are
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where
is the space transform for frame i,
is the mean
velocity for all vehicles in frame i (m/s) and is the sampling
period (s). The mean velocity can be calculated directly from
the DFS data. Figure 8b illustrates the density-time and mean
velocity-time plots for the sample video. It is clear that mean
velocity is inversely proportional to density.
The transformed data is plotted in Figure 8c. The effect of the
transform is to scale the X-axis, i.e. the axis is stretched when
the mean velocity is high (flowing traffic) and squashed when
the mean velocity is low (congested traffic). The resultant data
is equivalent to a traffic stream approximately 8.5 km in length.

60

L2 Density
L2 Velocity

160

The density of the captured roadway length is determined from
the trajectory data at a frame rate of 1 second and scaled to 1
km. The resultant density-time plots are illustrated in Figure 8a
for Lane 2 (slow) and Lane 3 (fast) of the N7. The features of
the stop-go-waves evident in the trajectory data are clearly
present. It is notable that the traffic patterns are not identical in
both lanes, with a greater frequency of congested traffic in Lane
3.
To facilitate the determination of bridge load effects it is
important to transform the data, recorded in a time reference, to
a space reference. The proposed transform is given in Equation
1:
(1)

20
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Figure 8. a) Density vs time; b) Density & velocity vs time; c)
Density vs space; d) Equivalent Uniformly Distributed Load
(EUDL) vs space for sample video (23-10-2018-V1)
It is evident from the comparison of Figure 8c and d that high
density does not directly correlate to high loading. While Lane
3 has a higher frequency of high-density events, the EUDL is
generally lower due to the small percentage of HGVs present
in this lane. In Lane 2 a number of high individual EUDL peaks
are present from 0-5 km, with a series of closely spaced peaks
present from 6.5-8 km.
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It is to be noted that the general magnitude of the EUDLs are
low, due in the main to the low percentage of HGVs present –
approximately 8% for this traffic video.
One reason that areas of high EUDL do not correlate to high
density relates to the method of density calculation. Figure 9
illustrates a screenshot taken from the traffic stream at the
equivalent road length of 0.5 km (Figure 8d). The Lane 2
density is a low-moderate 48 veh/km based on 8 vehicles in the
165 m length. However the spatial density, a measure of the
percentage of road length occupied, is a moderate-high 60%
due to the number of HGVs present.

A location on the N7/M7 national primary route in Ireland
was identified where regular recurring congestion occurred due
to a lane drop. Traffic monitoring using a UAV was
successfully carried out, generating a significant amount of
high quality footage of congested traffic from a bird’s eye view.
A method of processing the data was developed to transform
the trajectory data into a traffic stream that could be used to
simulate load effects on long span structures. The process was
applied to 2 notional long span structures. Insights into the load
patterns that give rise to critical loading events were identified
for both structures.
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Figure 9. Screenshot from traffic stream
The adoption of a spatial density measure is therefore
preferable as it can provide greater insights into critical traffic
patterns. However, this is not currently possible with DFS as
vehicle lengths are not outputted.
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ABSTRACT: This paper describes the methodologies undertaken in the simulation of long-run traffic load models for two multilane road bridges in the Netherlands. These were developed for use in predictive models for limit state failure at either the Ultimate
Limit State (ULS) or the Fatigue Limit State (FLS). In both cases, WIM data from alternative sites were obtained and adapted
within the simulation to represent the traffic at the bridge location. Vehicles from the source WIM data were classified based on
axle configuration, and statistical distributions were fitted for the Gross Vehicle Weight (GVW), axle weights, and spacings for
each classification. Vehicles could thus be sampled from these distributions to form a simulated “train” of vehicles. Distributions
were also fitted to the inter-vehicle gaps for same-lane and adjacent-lane vehicles. These distributions allowed for vehicle spacings
and overtaking scenarios to be sampled and applied to the load model. Overtaking scenarios were sampled using a Monte Carlo
simulation approach. Additionally, annual traffic growth was considered by altering the number of sampled vehicles and by
adjusting the sampled weight distribution. It was found that the required simulation approach varied for each of these bridges. The
methodology is a function of the limit state being assessed, the shape of the influence lines, and the nature of the WIM data used.
Additionally, it was found that for a single year of data the results obtained using either simulated data or statistical extrapolation
were comparable. However, given the ability of long-run simulations to account for traffic growth and to generate new loading
events in multi-lane scenarios, this was considered to be a more representative solution.
KEY WORDS: Long-Run Simulations; Weigh-in-Motion; Bridge Assessment; Multi-Lane Road Bridges; Monte Carlo
Simulation.
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INTRODUCTION

The maintenance and repair of ageing bridges is a significant
concern for road infrastructure managers. This issue is
amplified by the increasing weights and frequency of travel of
freight vehicles over time. In order to assess the true risk of
damage for road bridges, it is essential to have accurate
representations of the bridge loading. When available, sitespecific Weigh-in-Motion (WIM) data has been shown to be
effective in creating representative load models for structural
assessments. However, for cases where this data is not available
or where future damage must be predicted, it is necessary to
simulate the required data using statistical techniques.
The purpose of this study was to develop a multi-lane Monte
Carlo long-run simulation technique which can be used to
evaluate the impact of future traffic growth on bridges.
Previous studies have been presented that have used the Monte
Carlo (MC) approach to simulate traffic loading [1-4]. In each
of these cases a period of traffic was generated and the
characteristic load effects were then extrapolated over longer
periods using extreme value statistical techniques. However,
this technique fails to consider load evolution and does not
allow for inspection of the characteristic loading events. In the
case where extrapolation is applied directly to WIM data [5],
this also fails to consider new traffic meeting events that were
not measured during the WIM period. An alternative approach
is long-run MC simulation, where a simulated “train” of
vehicles is generated spanning a time period of many years
based on distribution fits to vehicle and traffic parameters. The
characteristic load effects on a bridge may then be obtained
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directly as a result of the generated load model. An example of
this may be seen in [6], where load models over a period in
excess of 1000 years were simulated. This study aims to
progress this approach through the consideration of changes in
traffic volumes and weights over time. In addition, this study
extends to the simulation of single-direction traffic with the
consideration of weight correlation in overtaking events. This
study also looks at the application of the MC approach to the
Fatigue Limit State (FLS) as well as the Ultimate Limit State
(ULS). FLS assessment using Extreme Value extrapolation to
determine maxima from a small set of simulated data was
addressed in [1]. This will be progressed in herein to perform a
full FLS assessment using an MC approach.
The case studies presented in this paper both concern multilane road bridges with steel orthotropic decks. Both bridges are
located in the same region in The Netherlands and are regularly
exposed to high volumes of freight traffic. The purpose of
performing an analysis on each of these bridges was to
investigate the robustness of the long-run simulation
methodology and to compare the approach required to carry out
each individual assessment. The determination of the safety of
these particular bridges was not within the scope of this
exercise. Details of the case study bridges may be found in the
following sections.
Case Study 1: 6-lane Steel Arch Bridge
The bridge analysed in the first case study consists of two
identical adjacent tied-arch structures, each with a span of
300m. Each of these bridges carries six lanes of road traffic
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travelling in the same direction. Two of these six lanes do not
carry Heavy Goods Vehicle (HGV) traffic. This study was
carried out on a single span only. This newer part of the bridge
was constructed in 1990 and consists of a steel deck plate
supported by longitudinal box girders and I-section crossgirders. The deck is stiffened longitudinally with trough
stiffeners. The longitudinal girders are supported by prestressed
cables, connected to the arch structure.
The Case Study 1 bridge is a long-span road bridge, and
hence is likely to be more sensitive to the effects of traffic
growth. Thus, the aim of this study was to determine the
likelihood of bridge failure at ULS with consideration of the
frequency, loading and patterns of predicted future traffic.

Figure 2.1 Stress influence line for the critical longitudinal
girder for loading in each lane of the Case Study 1 bridge

Case Study 2: 4-lane Bascule Bridge
The second Case Study concerns a 4-span bascule bridge
with a steel orthotropic deck that was constructed in 1972. The
fixed spans of the bridge are 56m, 95m and 41m from the south
end to the north end of the bridge. The bascule section is located
between the 95m and 41m spans. The road bridge in question
carries a total of four traffic lanes, two for each direction of
travel. The bridge superstructure consists of a steel deck plate
supported by 2 no. longitudinal girders spaced 13.95m apart,
with cantilevering sections outside these girders. Steel Tsection cross-girders are located at approximately 4.5m centres
over the length of the bridge. The deck plate is stiffened
longitudinally by trough stiffeners.
The bridge in question undergoes frequent inspections to
identify and monitor damage locations throughout the
structure. The inspection reports produced for the bridge have
identified fatigue cracking as the key structural issue faced by
the bridge. Hence for this case study, the long-run traffic load
model was created for the purpose of determining the reliability
of the structure at the FLS. This required the development of a
model that represents all traffic that has crossed the bridge from
its opening until the present day. Additionally, future traffic
loading was simulated so that future fatigue damage may be
predicted.
2

CASE STUDY 1: 6-LANE STEEL ARCH BRIDGE
FE Model

For the purpose of this case study, a global FE model of the
Case Study 1 (CS1) bridge was built in Midas Civil software.
In this model, all bridge members were modelled as linearelastic beam elements, with the deck plate modelled as plate
elements. The deck plate was assigned a fine mesh and had
shared nodes with the I-section cross-girders such that the
composite action of the members could be accounted for.
A deterministic assessment of the bridge, detailed in [7],
ascertained that the critical elements in the bridge at ULS were
in the longitudinal girders and the arch section.
Deterministically, it was found that both elements failed in
yielding. Thus, the stress influence lines at the critical point in
each member were extracted from the FE model. These may be
seen in Figure 2.1 and Figure 2.2 below for the longitudinal
girder and the arch section, respectively.

Figure 2.2 Stress influence line for the critical arch section for
loading in each lane of the Case Study 1 bridge
WIM Data
No WIM data is available for the CS1 bridge, and it is unlikely
to be installed in the future. For the purpose of demonstrating
the methodology, however, WIM data recorded in Ireland over
a period of one year was used. The available data was recorded
for a four-lane motorway and any erroneous data was cleaned
using the method outlined in [8]. All permit trucks within the
data were removed as the passage of permit trucks over the
bridge should form part of an alternative modelling exercise. In
addition, all trucks with 7 axles or more were removed due to
their low frequency within the data.
The vehicle positions could be obtained from the WIM data
based on the time stamps, lengths and speed of travel for each
vehicle. These positions are plotted in Figure 2.3 for each of the
traffic lanes. Discrepancies in the termination point for each
lane are apparent in this figure due to the varying relative speed
between vehicles. Thus, in order to perform this analysis, this
data was converted to the time domain (see Figure 2.4). The
influence lines were also converted to the time domain with a
0.1s increment.

Figure 2.3 Vehicle position in units of distance for each lane
from the WIM data
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Gap Simulation and Overtaking Events

Figure 2.4 Vehicle position in units of time for each lane of
the WIM data
Vehicle Simulation
In order to simulate new vehicles in the load model that
would be representative of the vehicles from the WIM data, it
was necessary to define the number and type of truck classes to
be included. As Irish WIM database was used in this study, the
truck classes considered were as defined in [9]. A total of 10
vehicle classes were considered, which represented 99% of the
vehicles in the WIM data. Although additional classes of
vehicles existed in the data, the number of occurrences of these
was too low to fit an accurate statistical model.
Vehicle simulation was performed by fitting statistical
distributions to vehicle parameters such as axle spacings,
vehicle speed, GVW and axle weight distribution for each class
and then randomly sampling from these distributions. Axle
spacings, speed, and axle weight distributions were fitted using
empirical distributions. For GVW, previous work in [10]
suggested fitting the tail of a normal distribution to the tail of
the data to ensure that heavy loading events are accurately
modelled. The approach taken in this study, however, involves
fitting a multimodal distribution to the GVW for each vehicle
class. This allows for accurate modelling and consideration of
all GVWs in the data, including the heavy vehicles at the tail of
the distribution. Figure 2.5 shows an example of a multimodal
normal distribution fit to measured GVW data for a single
vehicle class.

Figure 2.5 GVW data and fitted multimodal normal
distribution for a single vehicle class
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The influence lines shown previously in Figure 2.1 and
Figure 2.2 show that the global distribution of load over the
bridge has a significant impact on the critical elements to be
assessed. Therefore, the gaps between vehicles in the same lane
(inter-vehicle gaps) and the gaps between vehicles in adjacent
lanes (inter-lane gaps) must be modelled to be representative of
real truck meeting events.
One of the limitations of using statistical extrapolation
methods is that the resulting model may only include intervehicle or inter-lane combinations that occurred during the
collection period of the source WIM data. The approach taken
in this case study addresses this by fitting empirical
distributions to the inter-vehicle gaps from which simulated
spacing may be sampled. Therefore, the time gaps between
vehicles are representative of the types of spacing seen in the
source data without being restricted to only include the exact
time gaps recorded. In this particular data set, it was found that
inter-vehicle gaps varied significantly for different hours of the
day, thus an individual empirical distribution was fitted for
each hour.
The location of the peak in the influence lines for each lane
shown in Figure 2.1 indicates that events where multiple
vehicles are adjacent to each other at a point in time (i.e.
overtaking events) will be the most critical in the assessment of
this element. Using statistical extrapolation for load modelling
only allows for overtaking events as recorded in the WIM data
to be included. To address this issue, inter-lane gaps during
overtaking events were randomly sampled from representative
statistical distributions. Previous work in [11] highlighted the
importance of considering the weight correlation between
vehicles during an overtaking event. An investigation into the
relationship between vehicle GVW in the slow and fast lanes
during an overtaking event was carried out using this WIM data
and returned similar results. Figure 2.6 shows the significant
peak in the GVW of fast-lane trucks when they are within 2s of
a slow lane truck.

Figure 2.6 Inter-lane GVW correlation between slow lane
vehicles (upper line) and fast lane vehicles (lower line) from
the WIM data
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This correlation was accounted for in this study by fitting a
multi-dimensional normal distribution to the inter-lane gap data
and the corresponding GVW in each lane. Thus, when sampling
inter-lane gaps from this distribution, the correlated weights are
assigned to certain vehicles in the fast lane that are part of
overtaking events. In addition, the new GVWs are only
assigned to truck classes where they do not severely impact the
GVW CDF of the simulated data.
Dynamic Amplification
For this case study, the Dynamic Amplification Factor (DAF)
was not applied directly to the simulated trucks within the load
model. Instead, a stress-varying DAF model was developed
that considers the fact that higher stresses tend to have lower
associated dynamics [12]. This model consisted of a 2dimensional probability distribution that was fitted to the
dynamic increment (ε) and associated stress (σ) for each of the
structural elements analysed. Dynamic increments were then
randomly sampled from these distributions for each calculated
stress value and applied directly to these stresses. More detail
on this approach may be found in [7].

plate. The geometry of this model was based on construction
stage drawings of the bridge. The stress influence lines
extracted from the model indicated that any loading placed
more than 11.8m from the support location had negligible
effect on the critical crack, thus it was concluded that only an
11.8m length of bridge was required in a local bridge model.
In order to reduce the computational intensiveness of the
local model, a multi-scale approach was taken. In this
approach, all structural elements were built using plate
elements and a fine mesh across the whole width of the deck up
to a 2.25m longitudinal distance from the critical crack
location. The remainder of the bridge deck was modelled with
a coarse mesh, using beam elements for all girders and
stiffeners and plate elements for the deck plate.
The axial stress influence lines at the critical crack location
were extracted from the FE model for each traffic lane and may
be seen in Figure 3.1 below. Note that lanes 1-2 and lanes 3-4
each contain same-direction traffic.

Traffic Growth
It is estimated that European road freight transport could
grow by as much as 1.8% annually until 2030 [13]. This will
result in an increase in both the weight and the frequency of
passage of freight trucks. There is also an expectation that
allowable GVW limits may be raised by NRAs in coming
years. For the purpose of this study, it is conservatively
assumed that there will be an annual weight increase of freight
vehicles of 1%, and an increase in frequency of freight trucks
of 1% per annum. These increases were considered both as
individual scenarios (i.e. either 1% weight increase or 1%
frequency increase per annum) and as a combined scenario (i.e.
both parameters increase by 1% per annum simultaneously).
The long-run simulation methodology developed in this
study is well suited to consideration of traffic growth. GVW
increases are accounted for by increasing the mean value of the
multimodal GVW distribution by 1% for each year of
simulation. This approach works under the assumption that the
weights of empty or lightly loaded vehicles are not affected by
the weight increase and that the standard deviation of the
distribution remains constant.
The increase in frequency of freight trucks was carried out by
reducing the vehicle gap data by 1% with each year of
simulation. This ensures that the CDF of the inter-vehicle
spacings is modified such that more vehicles may be included
in a given time frame.
3

Figure 3.1 Influence lines for axial stress at the critical crack
location for all lanes of the Case Study 2 bridge
WIM Data
As for the previous case study, no WIM data was available at
the bridge location. However, traffic count data was available
for the bridge in the year 2018. This data consisted of the
average daily vehicles that passed over the bridge in a given
direction. These vehicles were classed into 3 categories based
on the front-to-rear axle length. These classes are summarised
in Table 3.1.
Table 3.1 Vehicle categories from traffic count data with
front-to-rear axle length (Laxle)
Class
L1
L2
L3

Laxle
< 3.7m
3.7m – 7.0m
> 7.0m

Examples
cars, light vans
small trucks, buses
larger trucks, 3+ axles

CASE STUDY 2: 4-LANE BASCULE BRIDGE
FE Model

The most recent inspection report of the Case Study 2 (CS2)
bridge superstructure identified the location of the most critical
fatigue crack at the northmost support of the 41m span. There
is a discontinuity in the deck at this location between the 41m
span and the back leaf of the bascule span, meaning that for the
purposes of this assessment the span of interest may be
considered as an independent structure. Initially, a global
model of the bridge was created in Midas Civil software using
beam elements for the girders and plate elements for the deck

As no axle weights or spacings were measured at the site, it
was necessary to utilise WIM data from alternative locations.
The available WIM data was measured at two sites in the
vicinity of the bridge location and consisted of approximately
4 months of data, collected between November 2018 and
March 2019.
Erroneous records were removed from the data using the
WIM data cleaning rules identified in [8]. Additionally, any
vehicles with a Gross Vehicle Weight (GVW) of less than 3.5
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tonnes were removed, as these would have a negligible effect
on fatigue damage for the analysed detail.
As in CS1, the WIM data and influence lines were converted
to the time domain in order to remove any errors due to varying
relative speed between vehicles.
Vehicle Simulation
Due to the lack of WIM data available at the bridge site,
representative data was required to be simulated using a
combination of vehicle load data from alternative sites and
traffic count data from the bridge in question. Unlike in ULS
failure, where damage is assessed as the result of a single load
configuration, assessment of fatigue damage is a function of
cumulative stress cycles over time. Therefore, it is important to
ensure that the load model used is representative of the
historical and future loading of the structure.
The traffic simulation began with the classification of the
vehicles in the WIM data into 17 no. typical vehicle classes,
accounting for vehicles up to 6 axles. The data also contained
axle weights for vehicles for 7-9 axles, however these were
removed due to low frequency of occurrence. Additionally, any
class of vehicle that made up less than 0.5% of the total number
of vehicles for each of the 4 lanes was excluded as the amount
of data for these vehicles was considered to be insufficient for
sampling. Hence, a total of 13 vehicle classes were included in
this simulation, which represented at least 95% of the total
number of vehicles provided in the cleaned WIM data. Details
of these classes may be found in [14].
The traffic count information from the bridge site was used
in order to correctly proportion the WIM data to reflect the
number and types of vehicles traversing the bridge. The traffic
counts for L1 vehicles were disregarded as vehicles such as cars
and light vans (i.e. those under 3.5 tonnes) had been removed
from the WIM data. With the exclusion of L1 vehicles, the
traffic counts showed that 17% of vehicles travelling
northbound and 26% of vehicles travelling southbound were of
the L2 category. The remainder of vehicles were in the L3
category. Given that the traffic counts were collected per
direction only, with no individual counts given per lane, the
proportion of vehicles in the fast and slow lanes were
determined by the WIM data.
As described for CS1, traffic simulation for CS2 began by
fitting a multimodal normal distribution to the GVW of the
WIM vehicles for each class. Empirical distributions were then
fitted to each axle spacing. Finally, empirical distributions were
fitted to the weight distribution of each axle for a given vehicle
class. These distributions were then used to sample a given
number of vehicles based on the correct proportions of each
class as defined by the WIM data and the traffic counts. Unlike
in CS1, a distribution was not fitted for vehicle speed in this
study. This is due to the difference in the method for gap
simulation as described in the following Section 3.4.
Gap Simulation and Overtaking Events
Given the length of the influence line considered and the
highly localised nature of the axial stress effects at the critical
damage location, it was determined that no two vehicles in the
same lane would induce significant stress load effects at this
point simultaneously. Hence the inter-vehicle gap did not need
to be modelled in this analysis and a constant spacing was
maintained between all vehicles on a given day. This inter-
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vehicle gap was defined for the slow lane in seconds, based on
the number of vehicles passing over the bridge per day, see
Eq.2.
𝐺𝑎𝑝 [𝑠] =

86400
𝑛𝑣𝑒ℎ−1

(1)

Where 86400 is the number of seconds in a day and 𝑛𝑣𝑒ℎ is
the number of vehicles passing through that lane per day, based
on traffic count data.
Fast lane vehicles were positioned within the population by
randomly selecting slow lane vehicles and inserting fast-lane
vehicles mid-way between the first axles of consecutive
vehicles in the slow lane. An exception to this approach was in
overtaking events. Given the length of the influence lines
(11.8m), the bridge speed limit (80 km/h), and an approximate
vehicle length of 8m, a significant overtaking event in the WIM
data was defined as a time gap of 1.2s or less between the front
axles of vehicles in adjacent lanes. By this definition, the
number of overtaking events that occurred per day in the WIM
data was extracted, and an empirical distribution was fitted to
the inter-lane time gaps during these events. Slow lane vehicles
were then selected at random, and the closest fast-lane vehicle
was positioned relative to that vehicle based on an inter-lane
gap sampled from the empirical distribution.
Dynamic Amplification
Due to the inherent complexity of the analysis of bridge
stresses for FLS, the approach taken in CS1 for consideration
of dynamic amplification could not be applied in this study.
Instead, the DAF was calculated using the method
recommended in [15] for each vehicle. The DAF value was
applied directly to all axle loads for a single vehicle.
Traffic Growth
As mentioned in previous sections, it was important for the
analysis of fatigue damage to ensure that the frequency of
vehicle passage was representative of historical and future
traffic counts. Historical traffic count data for the bridge in
question from its day of opening was obtained from the relevant
infrastructure managers. Future traffic growth was predicted
using detailed network models and considering four traffic
growth scenarios. Details of these may be found in [7].
Traffic growth was modelled by changing the number of
vehicles to be sampled for each year. As the inter-vehicle gaps
are directly dependent on the number of vehicles passing over
the bridge per day, this meant that these gaps were
automatically modified when the traffic count was altered.
4

COMPARISON TO STATISTICAL EXTRAPOLATION

The long-run simulation methodology outlined in this paper
was designed to be a more robust alternative to the use of
statistical extrapolation methods for determining characteristic
loading and carrying out probabilistic assessment. In order to
verify this method with respect to statistical extrapolation, the
stress results obtained using the long-run model developed for
the longitudinal girder in CS1 were compared to the results
found using statistical extrapolation of the WIM data using
Extreme Value Theory.
This process began by simulating 100 years of traffic as
“trains” of trucks. These “trains” were then run over the
influence lines for stress at the longitudinal girder. From this,
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100 maximum yearly stresses were calculated. The CDF of
these simulated maximum stresses are shown in Figure 4.1.
These are compared to a fit obtained from maximum daily
stress values from the WIM data using statistical extrapolation.

overtaking events and allows calculation of the complete
fatigue loading history of a structure. Crucially, future traffic
growth can be quantified from the perspective of characteristic
loading events and calculation of potential fatigue damage.
Finally, a verification of the long-run simulation
methodology was carried out with respect to statistical
extrapolation, a more common approach to load modelling.
This comparison of results for one of the critical elements in
the CS1 bridge showed that the two methods return similar
results. However, it is important to consider the added
flexibility in the proposed simulation approach, where
parameters such as traffic growth, potential increases in weight
limits of freight vehicles, and new truck meeting events may be
accounted for. Thus, the methodology presented herein may be
considered to be more representative of actual loading.
ACKNOWLEDGMENTS
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Figure 4.1 Stress CDFs (measured, simulated and fitted) on
probability paper for the longitudinal girder.
It can clearly be seen from the above Figure 4.1, that the fits
to the simulated data (purple) and extrapolated data (green) are
very similar. This indicates that for one year of data, both
methods yield similar results. However, it should be noted that
the 100-year stress value from the extrapolation of maximum
daily stress is 69MPa, while the maximum stress value obtained
using simulation is 76MPa, an increase of over 10%. This
illustrates the impetus for these simulations, as potentially more
accurate loading events that may be critical for assessment may
be identified.
5
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ABSTRACT: This paper describes the rehabilitation of (Shakey) Bridge, an existing single-span suspension bridge crossing the
northern channel of the River Lee in Cork City. The bridge was opened in 1927 to replace an earlier ferry crossing at the same
location. Daly’s bridge is included on the Record of Protected Structures and the National Inventory of Architectural Heritage. It
remains the only suspension bridge in Cork City and is the only surviving bridge of its kind in Ireland. It is considered to be a
significant contributor to the architectural heritage of the city. This case study describes the project development including special
inspection and structural assessment, site investigations and material testing, detailed design of repair works, and particular aspects
of construction and monitoring. The bridge is a well-known local landmark and its colloquial name ‘Shakey bridge’ derives from
the lively movement of the deck under pedestrian loading. A key aspect of the project included modelling and measurement of
the dynamic response of the structure prior to and following repair works to confirm the signature shake was retained. The project
also incorporates approach upgrades and ancillary works including new approach parapets, repair of existing cast-iron railings,
lighting, landscaping, surfacing and invasive species removal.

KEY WORDS: Bridge inspection; Bridge assessment; Bridge rehabilitation; Conservation; Heritage; Material testing; Dynamics.
1

INTRODUCTION
Background and History

Daly’s bridge (Figure 1&2) provides a pedestrian route over the
northern channel of the River Lee between Sunday’s Well and
Fitzgerald Park in the Mardyke area of Cork City. The
suspension bridge is a well-known local landmark and its
colloquial name ‘Shakey bridge’ derives from the lively
movement of the deck under pedestrian loading. It remains the
only suspension bridge in Cork City and is the only surviving
bridge of its kind in Ireland.

with steelwork provided by David Rowell & Co of
Westminster. Rowell’s steel suspension bridges comprised a
kit-of-parts, with up to thirty built across the British Empire at
locations including Burma, Falkland Islands, India, New
Zealand and Chile.
Daly’s bridge is included on the Record of Protected
Structures and is recorded on the National Inventory of
Architectural Heritage (NIAH), where it has artistic, historical,
social and technical categories of special interest. The cast-iron
southern railings, quay walls and ferry steps are also recorded
on the NIAH. The bridge is considered to be a significant
contributor to the architectural heritage of the city.

Figure 1. Daly’s bridge in 2018.
The bridge opened in 1927 to replace an earlier ferry crossing
at the same location (Dooley’s ferry). The bridge was partfunded by local butter merchant and margarine manufacturer
James Daly, whose company exported Irish butter all over the
world. It was designed by Cork City Engineer S.W. Farrington,
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Figure 2. Daly’s bridge, circa 1930s (Cork City Library).
Description of Structure
The bridge consists of a single 50.9m cable-supported span
with parallel steel latticed trusses supporting timber decking.
The superstructure is suspended from solid steel hangers
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connected to twin wire-rope cables, in turn suspended from
saddles on each of the steel latticed towers. The steel wire-rope
suspension cables are anchored in buried foundations behind
each tower. A reveal sketch showing the configuration of the
structure is given in Figure 3.

3D Terrestrial Laser Scanning
Due to difficulty accessing all parts of the structure, the
intricate nature of the latticework and the need to acquire
detailed and accurate survey information to inform a structural
assessment, a full three-dimensional terrestrial laser scan was
undertaken. The 3D scan (Figure 5) was capable of picking up
geometric imperfections in members (crookedness, member
bow etc.). On-site measurements undertaken during the
inspection confirmed the accuracy of the scan. A 3D Revit
model was also generated as an output of the scan (Figure 6).
The use of 3D terrestrial laser scanning for the generation of an
as ‘as-is’ Bridge Information Model (BrIM) has distinct added
value for heritage bridges like Daly’s bridge, as reported by the
authors previously for the nearby Chetwynd Viaduct2.

Figure 3. Reveal sketch.
2

INSPECTION, TESTING & STRUCTURAL ASSESSMENT
Inspection

RPS were appointed by Cork City Council in 2017 to undertake
an inspection and structural assessment on Daly’s bridge. The
inspection was undertaken in line with the requirements of TII
Eirspan Bridge Management System Manual1. The inspection
highlighted numerous serious defects summarised as follows:
• Advanced corrosion and damage throughout the latticed
trusses, particularly at node points (Figure 4 (a)-(b));
• Inadequate hanger to transverse deck beam connections
(Figure 4 (c));
• Wire breakages to suspension cables caused by fraying/
fatigue damage (Figure 4 (d)).

Figure 5. Sample of 3D scan output.

Figure 6. Sample of Revit model output.
Site Investigation & Material Testing

Figure 4. Typical corrosion and damage to latticed trusses (ab), damaged hanger to transverse beam connection (c) and
wire breakages to suspension cables (d).

The following site investigation works and material testing was
undertaken to further inform the inspection and structural
assessment:
• Localised excavations and Ground Penetrating Radar
(GPR) survey to define the extents of the buried cable
anchorage foundations;
• Slit trenching;
• Cover meter survey to BS 1881-204;
• Reinforcement scanning;
• Pull-off tests to BS 1881-207;
• Concrete core removal for concrete strength test to BS EN
13791;
• Material identification, hardness and chemical composition
testing (steelwork);
• Tensile testing of structural steel platework (Figure 7);
• Weldability testing;
• Paint sampling and testing for lead content;
• Facilitating access for tower saddle inspection (Figure 8).
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The steelwork at Daly’s bridge demonstrated good quality,
strength and ductility. Yield strengths in excess of 300 N/mm 2
were observed across all four tensile test specimens. Indeed,
material properties were consistent with that of modern S275
steels.

Figure 9. View of structural analysis model.

Figure 7. Sample steelwork tensile test result.

Given the level of advanced corrosion observed during
inspection, the assessment calculations were performed with
due allowance for further progression of corrosion at interim
points of its remaining service life. This was undertaken by
assigning reduced cross-sectional areas and stiffnesses to the
various elements in the analysis model and the member
resistance calculations. On this basis, it was determined that
several components of the bridge had insufficient capacity at
Ultimate Limit State to sustain the full 5 kN/m2 live load
beyond 3-4 years from the date of inspection.
Summary
The overall structure was assigned a condition rating of 3 i.e.
significant damage with repair needed very soon (within next
financial year). Given the inspection findings, and results of the
structural assessment, urgent intervention was required to
prevent a considerable load restriction or eventual bridge
closure. In the interim period until repair works were
undertaken, large crowds (due to events, marathons etc) were
precluded on the bridge.
3

Figure 8. Removal of tower finial for saddle inspection.
Structural Assessment
A structural assessment was undertaken to the requirements of
BD21 and BD56. Other specialist literature was also referred to
during the assessment including CIRIA C664 3, SCI P1384 and
BCSA5. Material properties adopted for the assessment are
given in Table 1.
Structural analysis was performed through a 3D analysis
model using LUSAS finite element software (Figure 9), with
approximate methods and standard catenary formulae for
suspension bridges used for verification of model outputs. The
laser scan model geometry was imported directly to the
structural analysis program which realised significant
efficiency and accuracy in analysis model geometry definition.
Table 1. Steelwork material properties adopted for
assessment.
Material property
Unit weight
Modulus of elasticity
Coefficient of thermal expansion
Characteristic yield stress
Material partial resistance factor
*

Value
7850 kg/m3
205000 N/mm2
12 x 10-6 C-1
230 N/mm2
1.05*

Generally 1.05, except as otherwise required in BD56 for the particular
component
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REHABILITATION WORKS

RPS were appointed in 2018 as lead consultant for the design,
tender process, contract administration and site supervision of
repair works to Daly’s bridge. The aims for the project are as
follows:
1. To repair and address structural defects and damage present
at the bridge.
2. To maximise the remaining service life of the bridge.
3. To improve access for future inspections and maintenance.
4. To upgrade approaches to create a more open, attractive and
inviting experience for users.
5. To apply the principles of conservation to preserve the
architectural heritage of the bridge.
Approach to Conservation
The following outlines the specific approach to conservation
for the repair works at bridge:
• Research the full history and significance of the bridge.
• Collation of archive information on David Rowell & Co
suspension bridges to inform on the original bridge
construction and work methods. The information acquired
from the Institution of Civil Engineers archives included
brochures, specifications, drawings and material price lists.
• Appointment of a Grade 1 accredited Conservation
Architect to the Project Team.
• Knowledge sharing established with Aberdeenshire
Council and study visit to Pollhollic footbridge in advance
of detailed design (Figure 10).
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• Undertake the minimum level of intervention, retaining as
much of the original material as possible.
• Where repair or replacement of damaged elements is
required, like-for-like replacement was undertaken in terms
of replacement material, detailing and work methods.
• Restore original details and features at the bridge and
approaches, particularly where alterations to the character
of these elements have been made since 1927.

Where the specific repair required the removal of an existing
rivet, the repair detail incorporated dome headed bolts with a
surface profile matching the profile of the existing rivets
(Figure 12).
3D modelling techniques were used effectively throughout
the design phase, including:
• The intricate reinforcement and cable anchorage connection
to the existing buried foundations (Figure 13);
• Specifying the dismantling and re-erection sequences for
the deck graphically (4D sequencing in BIM terms);
• Geometry definition for the replacement cables and final
deck profile.
This approach realises efficiencies during the design phase,
improved communication of design intent, and avoided clashes
and related issues from arising on-site.

Figure 10. Pollhollick footbridge during study visit.
Design & Contract Documents
A significant element of the Works was the extensive local
steelwork repairs required to the latticed trusses, particularly at
node points where corrosion had commenced at the platework
mating faces following failure of the paintwork system. To
prepare the Works Requirements drawings, RPS conducted an
extensive defect inspection of every element of the bridge and
scheduled repairs in graphical and tabular form on the drawings
with bespoke specifications linking to the corresponding repair
detail and bill of quantity items. This was necessary to ensure
the Works were described as completely as possible prior to
tender in keeping with the requirements of the Public Works
Contracts which are generally lump-sum in nature.
The form of contract was the Public Works Contract for
Minor Building and Civil Engineering Works Designed by the
Employer and the parent specification and Method of
Measurement were from the TII Manual of Contract
Documents for Road Works.
The widespread and varied nature of the steelwork defects,
and the desire to undertake the minimum of intervention, led to
a wide array of bespoke platework repair details. Sample
repairs are given in Figure 11.

Figure 12. Replacement dome headed bolt installed during a
typical top chord node repair.

Figure 13. Use of 3D modelling for reinforcement and cable
anchorage connection to the existing buried foundations.
Description of Works

Figure 11. Sample repair details for top chord node (top) and
lattice web node (bottom).

The Works at Daly’s bridge included, inter alia, the following:
• Phased dismantling of the latticed deck for off-site blasting,
steelwork repairs, re-painting and phased re-erection on-site
(Figure 15);
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• Full encapsulation of the towers for blasting, repair and
repainting in-situ (Figure 14);
• Removal and disposal of invasive species subject to the
requirements of an approved license granted under the Birds
and Natural Habitats Regulations 2011.
• Reinforced concrete works to cable anchorage foundations;
• Replacement of suspension cables;
• Removal and replacement of timber decking;
• Replacement of southern approach ramp, incorporating
renewed and exposed archways to facilitate access through
the ramp;
• New approach parapets;
• Take-up and re-lay existing distorted flag stones to southern
bank;
• Removal, repair and repainting of cast-iron southern
railings;
• Upgrade to approaches including surfacing and
landscaping;
• Installation of new public lighting to approaches, ramp opes
and bridge structure.
• Other ancillary works associated with bridge repairs.

4

DYNAMICS

Daly’s bridge is well known for its signature shake. It is
common for pedestrians to intentionally excite and induce a
dynamic response from the structure when crossing. Indeed,
during the consultation phase of the project (through Part 8
Planning), the public expressed a strong desire for the shake to
be retained as part of any rehabilitation works.
Vibration measurements and calculation of natural frequency
have been undertaken at Daly’s bridge in 2014 by O’Donnell
et al6 using proprietary accelerometers and visual image
methods.
The vibration response of Daly’s bridge was measured by
RPS pre and post repair works using a vibration application
which utilises a smartphone’s internal accelerometer. A sample
time-history response and frequency plot are given in Figure 16
and Figure 17 respectively.

Figure 16. Sample time-history acceleration response at
Daly’s bridge (pre-works).
Figure 14. Blasting of latticed tower section to SA2.5 within
full encapsulation.

Figure 15. Phased re-erection of repaired deck sections from
floating pontoons on site.
Following a public procurement process, the Contract was
awarded to Keating Construction who commenced the Works
in August 2019. In terms of the phased re-erection of the deck
segments on site, Keating adopted remarkably similar works
proposals to those described in Rowell’s original erection
specifications, particularly regarding splicing/bolting of the
latticed web on site, and in methodologies to achieve the
required cable sag and final deck profile.
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Figure 17. Sample frequency plot (1st vertical mode) at Daly’s
bridge (pre and post-works).
The structural analysis model was used to undertake a
dynamic analysis of Daly’s bridge for the pre-works and postworks conditions. Pre-works models incorporated allowances
for corrosion as outlined in Section 2.4. Post-works models
incorporated the fully repaired cross-sectional properties.
Figure 18 gives the first three post-works primary mode shapes.
The dynamic response obtained from physical measurements
and finite element model for the first primary vertical mode for
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the deck compared well to previous reported pre-works
measurements using other approaches as given in Table 2.

Figure 19. Intercepts on adapted graph of sensitivity of
pedestrians to vibration at bridge pre- and post-works 7.
5

Figure 18. First three primary deck mode shapes from analysis
model (post-works).
Table 2. Comparison of natural frequency at Daly’s bridge to
other reported methods/measurements.
Method
Pre-Works
Smartphone application (Fig 17)
Finite element analysis
Proprietary accelerometers5
Visual image method5
Post-Works
Smartphone application (Fig 17)
Finite element analysis (Fig 18)

First vertical mode
natural frequency (Hz)
2.214
2.198
2.265
2.110
2.343
2.315

In order to gain an appreciation of how perceptible the
vibration response of the bridge is to pedestrians, and whether
or not it is perceived to be uncomfortable, it is possible to plot
the measured natural frequency and acceleration on a graph
provided by the US Department of Defence 7 relating to noise
and vibration control (Figure 19). Pre-works measurements
indicate a ‘strongly perceptible’ response and post-works
measurements indicate a ‘distinctly perceptible’ response. A
marginally increased post-works natural frequency as given in
Table 2, and reduced post-works vibration acceleration as given
in Figure 19 are to be expected given that the nature of the
repair works involve increasing member stiffnesses through
damage repair and cable replacement. Accordingly, the postworks response is reasonably close to the pre-works response.

CONCLUSIONS

The delivery of a complex and unique bridge rehabilitation
scheme in a short frame of time was made possible by a strong
commitment to conservation principles, the use of modern
digital modelling techniques and through a collaborative
relationship between the Project Team and Contractor. The
project has been warmly received by the people of Cork, who
have long held an emotive connection to the bridge. Dynamic
measurements and modelling were undertaken before and
following the repair works to confirm that the signature shake
was retained, which was borne from strong public feedback
during the consultation phase. The project is near completion
of the construction phase at the time of writing this paper. The
successful delivery of the project will ensure the continued safe
use of the bridge, maximise its remaining service life, and
protect a significant contributor of the built heritage of the city
for future generations to enjoy.
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ABSTRACT: Existing long span load models have typically been developed using a number of conservative assumptions, and as
such are more applicable to the design of new bridges rather than the assessment of existing structures. Excessive conservatism in
such assumptions can lead to expensive and unnecessary interventions in existing bridges. Furthermore, existing load models do
not always allow for correlations in traffic weights and vehicle positions on the bridge. This paper introduces a method of
simulating the load effect on long-span bridges, termed 'Long Span Scenario Modelling' (LSSM). The scenarios are blocks of
vehicles extracted from a congested traffic stream that contain the inherent correlations between vehicle weights and positions.
For long-span bridges, the combination of vehicles, such as platoons of Heavy Goods Vehicles (HGVs), has a greater influence
on bridge loading than individual heavy vehicles. The scenario modelling approach allows for these critical vehicle combinations.
Weigh-in-Motion (WIM) data from a site in the USA is used to demonstrate the process. The LSSM is shown to better represent
the long span load effect when compared to measured traffic, particularly when the correlation between successive scenarios is
accounted for.
KEY WORDS: Bridge; Loading; Long-span; WIM.
1

INTRODUCTION
Motivation

Traffic loading for long-span bridges is generally not addressed
in codes of practice and extending load models from shorter
spans can lead to simplified and conservative assumptions.
Unlike short to medium span bridges where individual heavy
vehicles in free flowing traffic produce the maximum load
effect, congested traffic events give rise to the critical loading
events for long span structures [1-3].
Driving behaviour in free flowing traffic can generally be
replicated using models such as the Poisson arrival process,
normalised headway model or the headway distribution
statistics model [4-6]. As driving behaviour significantly
influences congested traffic, its modelling is more complex.
Recent studies have used micro-simulation to represent
traffic behaviour in congested conditions on long-span bridges.
Cellular automata, where the bridge is divided into cells
considers lane changing behaviour, but not the variability of
vehicle lengths and gaps [7]. Car following models combined
with lane changing models have been used to determine long
span loading effects under a variety of congestion types [8-13].
Importantly these models have highlighted that the critical
conditions for long span loading is not always the widely-used
full-stop condition, but can be slow moving traffic [11, 14].
This can occur because full-stop queues consider only one
realisation of vehicles on the bridge compared to recurring
congestion where the frequency of occurrence is much higher.
A drawback of mico-simulation however is that there is
limited data available to calibrate the vehicle models [15, 16],
and despite recent advances [12] it can be computationally
intense. Combining a gap model with a suitable arrival process
with has advantages in that it is computationally efficient and
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can more readily used for assessment of long span bridges by
practitioners [17].
Early developments of codes of practice in the USA and the
UK based their traffic load models on alternating heavy and
light vehicles at spacings of 9.1 and 16.8 m respectively to
represent slow moving jams [18, 19]. For fully stopped traffic,
based on limited measurements, FNP [3] proposed a truncated
normal distribution of vehicle gaps for loaded lengths between
100 and 1000 m, with constant values of 1.35 and 2.7 m for
shorter and longer lengths respectively. The development of a
recent long span load model in Korea combines a WIM
database with a number of deterministic traffic congestion
‘scenarios’, where the axle to axle gaps are reduced to constant
value of 4.5 m. The underlying traffic model for the Eurocode
was developed based on simulations of congested traffic
moving at slow speeds (5-10 km/h) and fully stopped traffic
with constant axle to axle gaps of 5 m [20]. The update of the
AASHTO load model to account for long span bridges
simulated a series traffic jams with a constant axle to axle gaps
of 7.6m [21]. In terms of slow moving traffic, Buckland et al.
[22] took account of speed-space relationships based on
observed videos, while Vrouwenvelder and Waarts [23]
proposed random axle to axle gaps of 4-10 m depending on
vehicle speed. Bailey [4] develops notable models that
represent gaps as statistical distributions for both full stop [24]
and congested traffic conditions [25]. The latter model accounts
for a range of vehicles speeds from 18-72 km/h.
A variety of vehicle arrival processes have also been used by
researchers: vehicle patterns from free flowing traffic have
been maintained but inter vehicle gaps reduced in a number of
studies [1, 17, 26], while they have been randomly generated in
others [23, 27]. Crespo-Minguillon and Casas [6] used a
Markovian vehicle arrival process based on a transition matrix
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computed from real traffic. A number of studies have also
excluded cars from the traffic stream [1, 20, 28].
Enright et al. [29] propose a model for long span bridge
loading to replicate the platooning behaviour of cars and trucks.
Cars are allowed to change lanes, with the probability of lane
changing increasing as the number of trucks it follows
increases. Increases in total load of up to 25 % are shown to be
possible because of the platoons that form due to lane changing.
A novel scenario modelling approach was developed by
OBrien and Enright [30] for short and medium span bridges
where patterns of HGVs were sampled from free flowing traffic
and used to simulate longer periods of bridge loading. The
method was found to capture the correlations present in the
measured traffic and was validated using mico-simulation [31].
This paper proposes a method of simulating load effects on
long span bridges termed ‘Long Span Scenario Modelling’
(LSSM). The ‘scenarios’ are blocks of vehicles extracted from
a stream which contain the inherent correlations between
vehicle weights and positions. The correlation in load intensity
between successive scenarios is explicitly modelled. The
scenarios can be used to simulate congested conditions for the
required number of congestion events. A large WIM dataset
from a site in the USA is used to demonstrate the process. Freeflowing WIM data is converted into a congested traffic stream
using lane changing and gap distribution models. Recurring
rush hour type congestion is simulated. The total load effect for
a 1000 m loaded length is determined for 75- and 1000-year
return periods.
2

simulate congested conditions for the required number of
congestion events. The maximum load effect is calculated for
each event and the results extrapolated for the required return
period.
Free-flow to Congested Conditions
WIM data is typically collected under free flowing traffic
conditions, with many WIM technologies unable to collect
reliable data during congestion due to the acceleration and
deceleration of passing vehicles [33]. To simulate congested
conditions it is important to allow for the increase in lane
density and for the tendency of vehicles to change lane.
As vehicles approach the congestion location, lane density
increases as the gaps between vehicles decrease. Rather than
adopting a single value, beta-distributed bumper to bumper
gaps are considered which allow for varying gap distributions
for different traffic speeds (Figure 2) [4].

LONG SPAN SCENARIO MODELLING
Methodology

A significant number of parameters are required to fully
describe a congested traffic stream. The number increases with
the length of the stream as they include Gross Vehicle Weight
(GVW), in-lane and adjacent lane positioning of each vehicle.
A significant advantage of extracting scenarios from measured
traffic data is that the scenarios automatically contain the
vehicle parameters and their correlations [32].
Site Specific WIM
data (free-flowing)

Apply congestion
gap and lane
changing models

Extract scenarios
& determine CDFs
of following
loading intensities

Extrapolate load
effects to required
return period

Determine load
effects from
congestion events

Simulate congested
events from
scenarios

Figure 2 Beta distributions of bumper to bumper vehicles gaps
for slow moving [34] and fully-stopped traffic [24]

Figure 3 Lane changing model
Figure 1 Long Span Scenario Modelling (LSSM) process
The proposed ‘Long Span Scenario Modelling’ (LSSM)
process is illustrated in Figure 1. The process takes site specific
WIM data and determines load effects for long span bridges for
a given return period. The WIM data, generally collected under
free-flow conditions, is first modified to simulate a congested
traffic stream from which ‘scenarios’, typically of length 150
m, are then extracted. Correlations between parameters within
the sampled length are implicitly included in each scenario,
however correlation between successive scenarios needs to be
explicitly modelled. The extracted scenarios are used to

The vehicle arrival sequence is taken directly from the freeflowing WIM dataset. As vehicles may change lane as traffic
becomes congested, a set of the lane changing criteria is used
to redistribute lane assignments from the free-flowing to
congested conditions [26]. The model assigns a probability of
lane changing based on the ‘inter-lane gap ratio’, defined as the
difference in length between the queue in the lane of travel and
the adjacent lane divided by the length of the approaching
vehicle (Figure 3). A lower probability of lane changing is
assigned to trucks based on previous studies [35]. The lane
changing process results in a greater number of truck platoons
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forming, which is significant for long-span bridge traffic load
effects [29]. Load effects have been shown to be insensitive to
the exact values of the lane changing parameters chosen, but
sensitive to the adoption of a lane changing model.
Scenario Extraction
The next step of the LSSM process is to extract the traffic
scenarios by segmenting the congested traffic stream. A
scenario length of 150 m has been chosen as it allows key traffic
patterns to be captured, i.e. typically up to 6 HGVs in a convoy,
while allowing for a significant number of scenarios to be
captured. This can be important during night-time periods when
low traffic flows limit the length of the congested traffic stream.
Figure 5 Correlation of load intensities of successive scenarios

Car inserted if g j > 10m

gj

Scenario Rk+1

c)

Scenario Rk

b)

Car removed

Cut line moved

Scenario i Scenario i+1

a)

d)

The section of a measured congested traffic stream which
generated the critical load effect for a loaded length of 1000 m
on a sample day is illustrated in Figure 6. The GVW of each
vehicle is plotted against its length. The segmented scenarios
are marked by differing colours. This critical load combination,
particular in Lane 1 (slow lane) is a platoon of moderately
loaded HGVs with cars interspersed. The correlation between
load intensities of successive scenarios is apparent and it is
therefore important that any proposed simulation method
allows for such critical vehicle combinations to be present.

e)

Figure 4 a-c) Extraction of scenarios from congested traffic
streams; d-e) Assembly of scenarios
A sample segmentation is illustrated in Figure 4a for a two
lane carriageway. This is the simplest case where the scenario
cut line falls within the inter-vehicle gaps in each lane. If the
cut line coincides with a HGV in either lane, the scenario length
is extended to the front of the following vehicle (Figure 4b). In
cases where the cut line coincides with a car, the scenario is
created but the car is removed (Figure 4c). This facilitates ease
of joining scenarios when congestion events are simulated.
Extracted scenarios are sorted into bins relating to the hour of
the day in which they occurred.
Correlation between Scenarios
While the extracted scenarios automatically contain the vehicle
parameters and their correlations, correlation between the load
intensities of successive scenarios needs to be explicitly studied
and modelled, particularly when the ratio of loaded length to
scenario length is high. The load intensity is defined as the sum
of vehicle GVWs in the scenario divided by the scenario length.
Figure 5 illustrates the Pearson coefficient of linear
correlation for the load intensities of successive 150 m
scenarios for a sample size of 16,549 scenarios. The coefficient
is a measure of the linear correlation between two variables
where 0 indicates no correlation and 1 indicates a positive
correlation [36]. It is evident that there is a positive correlation
in the load intensities of successive scenarios, particularly for
heavier scenarios which are critical for long span load effects.
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Figure 6 Details of traffic stream generating critical load
effect for a 1000 m loaded length
Correlation Modelling
To allow for the correlation between successive scenarios,
scenarios are subsorted into bins corresponding to their load
intensity. The chosen bin width is generally 2 kN/m. A bin
width of 4 kN/m is adopted for the 14-18 kN/m range due to
the small number of scenarios with a load intensity greater than
16 kN/m. For each leading scenario, i, the load intensity of the
following scenario, i+1, is recorded. In this example the load
intensity value represents the sum of loading from Lane 1 and
Lane 2.
The histogram of following load intensities for the bin of 1418 kN/m scenarios is illustrated in Figure 7. A number of
functions were fitted to the data, including normal, general
extreme value, Weibull and gamma distributions. In order to
quantify the goodness of fit for each distribution, a least square
measure was applied [37]. The gamma distribution produced
the best fit to the measured data and was therefore adopted.
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3

APPLICATION OF PROPOSED PROCESS
Traffic Data

To illustrate the application of the LSSM process WIM data
from both lanes of the westbound I-40 in Tennessee, USA is
used. The data, from 2nd January to 31st December 2008, was
collected as part of the Federal Highway Administration’s
(FHWA) Long-Term Pavement Performance (LTPP) program
[38]. Data from weekends and public holidays was removed
and the data processed to remove any erroneous records in line
with established guidance [39, 40]. Approximately 2.6% of the
records were removed, resulting in a dataset of approximately
4 million vehicles.
Figure 7 Histogram of following scenario load intensities for
scenario bin of 14-18 kN/m
Cumulative Distribution Functions (CDFs) for the load
intensities of the following scenarios for each bin are illustrated
in Figure 8. The correlation between the load intensities of
successive scenarios is again evident, particularly for the
heavier intensities. For example, the cumulative probability
that the following load intensity is less than 10 kN/m is 0.87 for
the 2-4 kN/m bin, but is only 0.54 for the 12-14 kN/m bin.

Figure 9 Boxplot of I-40 westbound hourly traffic flows

Figure 8 CDFs of following scenario load intensities
Congestion Simulation
To simulate a congestion event using the LSSM process, the
hour of occurrence and duration of the congestion event must
be selected. These are site specific values which relate to the
traffic conditions at that location.
The first scenario is randomly selected from the relevant hour
bin. A random number between 0-1 is selected and a value for
the load intensity of the following scenario is determined from
the relevant CDF (Figure 8). A scenario corresponding to
closest value of this load intensity is then selected from the hour
bin. The above process is repeated until the required length of
congested traffic stream is generated.
In cases where the gap between vehicles in successive
scenarios, gj, is greater than 10 m for slow moving congestion
events, a car is inserted into the space (Figure 4e). While the
weight of a car is small compared to that of a HGV for the
purpose of long span load effects, the insertion offsets the
removal of cars in the extraction process and ensures a
consistent traffic stream.

Figure 10 Percentage of HGVs in I-40 traffic flows
The site had a moderate Annual Average Daily Traffic
(AADT) flow of 34,862 vehicles in 2008, with an average of
5,251 HGVs per weekday in the westbound direction. Figure 9
and Figure 10 illustrate the variation in traffic flow and
percentage of HGVs throughout the day (for both lanes). While
the percentage of HGVs is very high during night-time periods,
this corresponds to periods of low traffic flow.
Congestion Parameters
At this site, the period of highest flow is between 16-17.00 with
a median flow of approximately 1300 vehicles per hour per two
lanes and a median percentage of HGVs of 28%. The site is
representative of a rural location with moderate traffic flow.
For the purposes of this example the WIM data will be used
to simulate daily recurring ‘daily rush hour’ type congestion to
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determine the 75- and 1000-year load intensities for a notional
long span structure. The congestion is assumed to have a
constant speed of 18 km/h with the relevant gap curve selected
from Figure 2. The mode of this distribution is approximately
5.4 m, compared to a mode of approximately 1.2 m for fully
stopped conditions [24]. The duration of the congestion is
assumed to be 1 hour, with congestion occurring each workday.
In total 250 working days are simulated which corresponds to
one year.
It is to be noted that the percentage of HGVs in the traffic
flow is known to decrease with increasing traffic flow as
professional drivers plan their driving patterns to avoid regular
delays [41]. The percentage HGVs in the traffic flow at this site
would be expected to drop to below 15% for congested
conditions [10], however for the purpose of this example no
changes have been made to the WIM dataset.

not providing a good fit to lighter load events, significantly
improves the fit to the heavier load effects which influence the
extrapolation and provides for an excellent match to the
extreme value from the measured data (negligible difference).

Bridge Type
A 1000 m loaded length is assumed for this work. The studied
load effect is ‘total load’ which is representative of long span
structures where critical loading events are typically caused by
the cumulative effect of closely spaced vehicles with a high
average load over the full loaded length. A high level of lateral
load distribution is assumed with lane factors of 1.0 used for
both lanes.
Baseline Simulation Method
Due to the large WIM dataset available, the baseline simulation
uses a bootstrapping approach where random vehicles are
repeatedly drawn from the observed data [42], as an alternative
to Monte Carlo type simulations where samples are generated
from statistical distributions of vehicle characteristics [43]. The
vehicles are drawn from the time period of the congested event,
and are assigned a lane of travel in proportion to the observed
data. Vehicle gap and lane changing models are then applied as
per the methodology used in the LSSM to transform free-flow
WIM to congested conditions.
4

RESULTS

The daily maximum values for each simulation type are plotted
in Figure 11 on a Gumbel probability paper plot [44]. Extreme
values are extrapolated by means of a linear fit to the top 2√𝑛
data points [37, 45]. To allow potential comparison to Eurocode
and AASHTO codes, lines corresponding to the 1000-year and
75-year return periods are added. For the assumed 250
congested workdays per year the probability, p, that an event
may occur once in the return period is 1 – 1/(4×1000) =
0.999996 (Eurocode) or 1 – 1/(4×75) = 0.999947 (AASHTO).
The values of Standard Extremal Variate for these probabilities,
-ln(-ln(p)), are approximately 12.43 and 9.84 respectively.
The 1000-year load intensities for the different simulations
methods are summarised in Table 1. The baseline random
sampling method underestimates the measured load effect by
19.8%. The method does not allow for the inherent correlations
present in the traffic data, which are clearly significant for long
span load effects. The base LSSM applies no correlation
between successive scenarios. While it provides for a better
representation of the traffic patterns, it underestimates the
measured load effect by 13.0%. Modelling the correlation
between successive scenarios (LSSM incl correlation), while
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Figure 11 Extrapolation of daily maxim load effects to 75and 1000-year return periods for each simulation method
Table 1 Comparison of 1000-year load intensities for different
simulations methods
Load Intensity
Simulation Method
Measured
Random Sampling
LSSM
LSSM incl Correlation
5

(Lane 1 + Lane 2)

(kN/m)
17.7
14.2
15.4
17.7

%
Difference
-19.8%
-13.0%
-0.0%

CONCLUSIONS

This paper details a method of simulating load effects on long
span bridges termed ‘Long Span Scenario Modelling’ (LSSM).
Free-flowing Weigh-in-Motion (WIM) data is converted into a
congested traffic stream using lane changing and gap
distribution models. The ‘scenarios’ are blocks of vehicles
extracted from this stream which contain the inherent
correlations between vehicle weights and positions. The
correlation in load intensity between successive scenarios is
explicitly modelled. The scenarios are used to simulate
congested conditions for the required number of congestion
events. The maximum load effect is calculated for each event
and the results extrapolated for the required return period.
A large WIM dataset from a site in the USA is used to
demonstrate the process. Recurring rush hour type congestion
is simulated for 1 hour per day for 250 workdays. The total load
effect for a 1000 m loaded length is determined for 75- and
1000-year return periods.
The LSSM is shown to better represent the long span load
effect when compared to the measured traffic, particularly
when the correlation between successive scenarios is accounted
for. By modelling the correlations inherent in the measured
traffic, the method ensures that combinations of heavy vehicles
are simulated which have a greater influence on long span
bridges than individual heavy vehicles.
The method can be extended to generate unobserved
scenarios by introducing variations in the parameters. This

Civil Engineering Research in Ireland 2020

would allow its use in cases where the WIM dataset is small or
to undertake long run simulations. The method could also be
combined with images of congested traffic, thereby removing
uncertainties in converting WIM data from free-flowing to
congested streams.
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ABSTRACT: Window sills are common to most buildings. In Ireland, concrete is the most popular material used for external sills.
A standard one-metre concrete window sill weighs about 70kg. While external window sills are required to have sufficient capacity
to resist damage during transportation and loading, they are non-structural elements. Therefore, there is no need for their high selfweight. This project looks to redesign concrete window sills to make them lighter. Decreasing the amount of concrete used in each
sill would significantly reduce their self-weight. This would make concrete window sills more manageable in terms of
transportation and installation.
Two design concepts were developed and tested. One concept sees the removal of concrete through the central plane of the sill.
This effectively makes the sill hollow, reducing the self-weight by up to 30%. The other concept sees the removal of concrete
from the under-side of the sill. This reduces the self-weight of the sill by up to 45%. Fibre reinforcement was introduced to both
concepts to improve the flexural strength of the concrete elements. The concept sills were tested against solid reinforced concrete
sills to compare their resistance to failure due to cracking.
KEY WORDS: Concrete; Fibre reinforcement; Fibre reinforced concrete; FRC; Precast concrete; Window sills; Weight reduction.
1

INTRODUCTION

Window sills are a common component in a building. They
are installed beneath most windows. The main purpose of the
sill is to draw water away from the brickwork during wet
weather. To achieve this, they are designed and manufactured
with a sloped top surface and a small indent on the base. During
construction, window sills help to hold the window in place.
They ensure the window is lined up properly with the cavity of
the building. Window sills are a non-structural element. They
do not support load from the window or the walls above.
The most common material used for sill manufacture in
Ireland and the UK is precast concrete. In Ireland, the width of
sills can range from 220-460mm. The front face of the sills are
typically 100mm, though 50mm front faces are also common.
Window sill lengths typically range from 600mm to 2700mm.
Longer lengths can be manufactured on request.
Concrete is a dense material with high self-weight. This
causes difficulty during installation as it must be carried and
positioned manually. The maximum recommended lifting
weight is 25kg for a male and 16kg for a female [1]. Therefore,
the excessive weight of the sills could negatively impact the
welfare of workers. Difficulties arise when lifting sills or
carrying them over uneven surfaces. A 2009 report by Hunter
and Leah found that manual handling triggered 34.1% of nonfatal accidents in the Irish Construction industry [2]. In 2017, a
report by the Health and Safety Authority (HSA) concluded
that manual handling triggered 32% of non-fatal accidents [3].
The objective of this project is to design relatively lighter
concrete sills that could be manufactured without incurring
excessive expense or significantly weakening the element. This
report focuses on standard 100mm face sills. Testing was

conducted to compare the new designs with existing precast
concrete sills.
The authors approached several precast concrete
manufacturers while researching this project. One supplier,
Moylough Concrete Products, offered to supply the authors
with concrete sills for testing purposes. The company also
supplied concrete cubes and cylinders to determine the
characteristic compressive strength and flexural strength of
their precast concrete mix.
2

DESIGN CONCEPTS

Two different design concepts were developed for the
purposes of this project. They were referred to as ‘Void Sill’
and ‘Hollow Sill’. Each of the concepts were cast using fibre
reinforced concrete (FRC) in the NUIG Concrete Laboratory.

Figure 1. Void sill concept.
Void Sill
For this concept, the cross section of the sill has been
adjusted, with a 75mm x 185mm portion of concrete being
removed from the underside of the sill, Figure 1. For
manufacturing purposes, a fill material, such as timber or
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insulation, would be used to create the void. This achieves a
weight reduction of approximately 45%.
During installation of the sill, it could either sit directly on the
blockwork or a spacer could be placed in between the sill and
the blockwork. In storage, a sill is left on a pallet until it is ready
for delivery. It will not be under any external loadings or
vibrations, bar gravity. A piece of 3-inch timber, or a similar
shape altered to suit, could replace the concrete of the ‘void’
section. This would be sufficient to support the visible concrete
section.
During transportation, a re-usable element would be clamped
to the visible section. The sill could also be wrapped in
packaging to keep it safe during transport. Existing moulds
would need small alterations to create the ‘Void’ sill. No extra
machinery would be required in the construction of this sill.
A drawback of this concept is that the potential reduction of
its capacity to resist failure could make the sill impractical in
the real world. It may not be able to arrive on site undamaged
and would have a greater vulnerability to impact at long
lengths. To remove the amount of concrete intended, the depth
of the sill would have to be reduced from 100mm to just over
30mm at its narrowest point. It would require FRC, as the
inclusion of rebar may not be possible due to a lack of cover at
the narrowest point in the reduced cross-section.
Hollow Sill
The idea for this concept is that the sill would be hollowed
out through the middle plane, Figure 2. The cross-sectional
dimensions of the sill would remain unchanged, but the internal
concrete would be removed.

The main concern with this concept, however, is simply if it
can be mass produced in practice. The fact that the removal of
the concrete does not occur at an exposed surface adds to the
difficulty of producing this ‘Hollow’ sill. A precast
manufacturer would require new moulds to manufacture this
concept sill.
3

MATERIALS AND METHOD

Moylough Concrete Products provided three 1050mm length,
100mm face window sills for testing. These window sills were
tested using a basic three-point test, where a load was applied
at mid-span until failure. The displacement experienced was
also recorded. Moylough Concrete also provided three 150mm
concrete cubes and three 100 x 100 x 500mm mini beams. All
concrete elements were formed from the same batch of
concrete. The cubes were crushed to determine the compressive
strength of Moylough’s mix. The beams were tested to
determine the flexural strength.
A batch of FRC was mixed in the NUIG Concrete Laboratory.
Fibres were introduced to increase the flexural strength of the
concrete, as thin concrete elements were being formed.
Plywood moulds were assembled to allow for the formation of
two Hollow sills and two Void sills. Insulative material was
used to create the hollow in the Hollow Sill and the void in the
Void Sill, see Section 3.1.4. Three 150mm cubes and three 100
x 100 x 500mm beams were also formed from this FRC batch.
All FRC elements were tested in the same manner as the
concrete elements provided by Moylough Concrete, for
comparative purposes. These tests helped to highlight the
discrepancies in flexural and compressive strengths between
the two concrete batches.
This project aimed to replicate the design mix provided by
Moylough Concrete. It was hoped that direct comparisons
could be made between the Moylough and FRC sills. However,
the FRC mix had to be adjusted to achieve the desired
workability. This resulted in a lower strength concrete being
formed.
Materials
3.1.1

Figure 2. Hollow sill concept.
There are two main options regarding the hollowed space. It
could either be left empty or filled with an alternative material.
The material cost of making this concept would be less if it
were left empty. It may be beneficial to fill the hollow with
insulation as it would reduce the effect of cold-bridging and
would provide extra support to the thin concrete element.
The Hollow Sill concept would achieve a 30% weight
reduction. Bricklayers would be familiar with the installation
of this sill as the outer perimeter would not change. The
installation process would be similar and easier due to its
relative lightness. It also has an advantage over the Void
Concept as it does not require an attachable element to aid its
strength.
It is expected to have a decrease in strength. It shouldn’t be
as significant as the ‘Void’ sill. A reduction in strength is
expected with a reduction in cross-section. The ‘Hollow’ sill
would have more mass and a more rigid section. It should have
better resistance to cracking than the ‘Void’ sill.
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Moulds

Shuttering plywood, 19mm thick, was used as formwork for
the window sills. Mould oil was applied to the formwork to
create a barrier between the concrete and the formwork,
allowing for easy removal of plywood once the sills have set.
The cross sections of the moulds were matched to stop-ends
received from Moylough Concrete. Four moulds were formed,
two for each of the Hollow sills and Void sills.
3.1.2

Concrete Mix

Moylough Concrete use a C40/50 design mix for their sills.
Table 1 shows the material weights used in Moylough’s mix.
This mix achieves a W/C ratio of 0.35. The volume of water
used in Moylough’s mix is weather dependent, as their coarse
aggregates are stored outdoors. Therefore, they will have a
higher water content after wet weather conditions. The water
used in the mix must be adjusted accordingly. Moylough use
Quinn CEM II/A-L 42.5N Premium Grade Cement.
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Table 1. Moylough Concrete design mix.
Component

Description

Coarse aggregate
Fine aggregate
Cement
Water

4/10mm washed chips
3mm washed sand
Quinn CEM II/A-L 42.5N
-

Mass
(kg/m3)
1180
800
450
160

Table 2 shows the material weights used for the FRC mix.
The W:C ratio for this mix is 0.42. This higher W:C ratio is
indicative of a lower strength concrete.
Table 2. FRC design mix.
Component
Coarse aggregate
Fine aggregate
Cement
Water
Fibre reinforcement
3.1.3

Description
4/10mm washed
chips
3mm washed sand
Quinn CEM II/A-L
42.5N
GCP STRUX® 90/40

Mass
(kg/m3)
1225
835
515
215
0.49

Fibre Reinforcement

The FRC mix was designed by the authors based on
Moylough’s mix. Adjustments had to be made to allow for the
addition of fibre reinforcement. Moylough Concrete supplied
the authors with reinforcing fibres. The macro-fibres were
STRUX® 90/40 produced by Grace Construction Products
(GCP). The dosing rate for these fibres was determined from
technical information received from GCP Applied Technology.
3.1.4

Insulation Material

The material used for the hollow and void regions of the sills
was DOW XENERGYTMLBH 300kPa XPS High-density
polyethylene (HDPE) Insulation. This material is relatively
dense and has a much lower self-weight than concrete. It is
typically found in structural insulation panels. The material was
sourced from SIP Energy Structural Insulated Panels through
NUIG.
Method
3.2.1

Preparation of Concrete Moulds

The section of insulation used to replace concrete in the void
sill had to be held in place. Otherwise, the material would rise
as concrete was poured into the mould. Timber laths were
attached to the insulation for the Void sills. During the pour,
the laths could be screwed to the moulds to hold the insulation
in place, Figure 3.
A 30mm section of timber was attached to the underside of
the laths used for the Hollow sills. These laths were to be
secured at mid-point in the mould after the insulation was
placed, Figure 3. The 30mm piece of timber would reduce the
possibility of the hollow insulation rising during the pour.
An initial pour line (IPM) was drawn on the moulds. The IPM
indicates the level at which the concrete was to be poured
before placing the HDPE insulation. The insulation was
secured at numerous points along the side of the mould using
screws.

LATH

Figure 3. Void sill mould with timber laths and Hollow sill
mould being stripped.
3.2.2

Fibre Reinforced Concrete Batching

One batch of FRC was produced using a Crete Angle model
‘M’ mixer. This batch was used to create two 1050mm Hollow
sills, two 1050mm Void sills, three 100 x 100 x 500mm beams
and three 150mm cubes.
The aggregates were dry mixed for one minute before a bag
of cement and 10kg of water were added to the mix. The mixer
was powered on for another minute. The remaining cement was
then added to the mixer with 10kg of water. The mixer was
switched on again and handfuls of fibres added. The fibres were
separated to ensure minimal fibre balling. Fibre balling occurs
if adequate mixing is not provided. Balls of fibres form within
the concrete, producing weak points or voids in the element [4].
Water was added in 1kg increments to ensure sufficient
workability.
3.2.3

Pouring of Sills

Each mould was place individually on the vibrating table.
Concrete was trowelled into the mould and the table’s vibrating
mechanism started. The vibrations remove air from the
concrete, compacting it. All corners of the mould were tamped
using steel rods. This guarantees complete filling. Once the
concrete was filled to the IPM, the insulation was put in place
and secured. The remainder of the mould was then filled while
being vibrated and tamped. The vibrating mechanism was
stopped and the concrete at the top of the mould smoothed-off
using a trowel. The mould was then removed from the table and
placed in storage to set. A similar method was used to produce
the cube and beams.
The sills were left in storage for 24 hours before being
stripped. The side panels were un-screwed and removed
carefully using a hammer and chisel. The cubes and beams
were also removed from the moulds. All concrete elements
were placed in a 2m x 1m curing tank until testing. The water
in the curing tank was kept at 20℃ [5].
3.2.4

Moylough Concrete Window Sill Testing

The three sills obtained from Moylough Concrete weighed
≃70kg each. The sills were cast with three 6mm steel
reinforcement bars. All Moylough sills were tested at an age of
49 days using a Zwick 250kN actuator. From a design
perspective, concrete is at full strength after 28 days [6]. The
sills were placed on two steel I-beams supports. A timber
wedge was cut in an inverted manner to the top face of the
window sills and placed at midspan of the sill. This ensured the
load was being applied across the entire top surface, Figure 4.
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The first sill was tested at a loading rate of 40mm/sec due to
human error. The remaining sills were tested under a loading
rate of 0.025mm/sec. Load and displacement was recorded by
the machine.

supports with the timber wedges underneath, Figure 5. The
hollow sills were tested using the same procedure as the
Moylough Concrete sill tests, Section 3.2.4.

Figure 5. Void sill pre-testing.
Figure 4. Sill testing.
3.2.5

Moylough Concrete and FRC Cube Testing –
Compressive Strength Tests

The Moylough cubes were tested at 7 and 28 days. The spare
cube was tested the same day as the sills, Day 49. This gives an
indication of the compressive strength of the concrete on testing
day. The cubes were removed from the curing tank, dried and
weighed. Each was then placed in the Matest Cyber-Plus
Evolution model C109N crushing machine A load was applied
at a loading rate of 0.6MPa/sec until failure occurred. The
results of the test were recorded.
The three cubes made from FRC were tested in the same
manner. The compressive strength of FRC could be calculated
and compared to the strength of the Moylough Concrete cubes.
3.2.6

Moylough Concrete and FRC Mini-Beam Testing –
Flexural Strength Tests

Moylough Concrete Ltd. provided three 100 x 100 x 500mm
mini beams to allow the flexural strength of their concrete mix
to be determined. Each beam was tested in the 30kN Denison
test frame in the NUIG Concrete Laboratory. This is a 4-point
test where a transducer applies a load through two points at the
top of the mini beam. The beam is simply supported underneath
at two points. The load is applied at a rate of 0.04MPa/sec,
increasing until failure. Flexural strength, a measure of bending
resistance, is determined by:
6𝑀
𝐹𝑙𝑒𝑥𝑢𝑟𝑎𝑙 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ, 𝑓 = 2
(1)
𝑏ℎ
The maximum applied load was recorded, and the flexural
strength of the concrete calculated.
3.2.7

4

RESULTS AND DISCUSSION

The results from testing the FRC mini beams were compared
against the sills supplied by Moylough Concrete. This indicated
the increase in flexural strength due to the addition of fibre
reinforcement. The cube tests from both batches were analysed
to note any discrepancies between the compressive strength of
each batch. These discrepancies may impact the mini-beam
results. There is likely to be a discrepancy as the FRC batch had
to be altered to account for the addition of fibres. The two sets
of FRC sills were compared against Moylough Concrete sills
to indicate their relative ability to resist failure due to cracking.
Results from Cube Testing
The Moylough Concrete cubes achieved a maximum
compressive strength of 61.2MPa after 49 days. The maximum
compressive strength achieved by the FRC cubes is 48MPa.
The compressive strength of Moylough’s concrete is 27.5%
greater than the FRC. This difference in compressive strength
affects the interpretation of the mini-beam tests. It would be
ideal to compare the change in flexural strength between the
two samples solely due to an addition of fibre reinforcement.
This cannot be achieved in this project because of the additional
variable of compressive strength. Figure 6 shows the results of
the cube tests. It clearly shows the disparity of compressive
strength between the two sets of cubes.

Hollow and Void Window Sill Testing

All sills were removed from the curing tank and weighed.
The Hollow sills were tested using the same procedure as the
Moylough Concrete sill tests, Section 3.2.4. Due to their flat
underside they could be placed directly to the steel supports. At
the first point of failure, there were no visible signs of failure.
Further loading was applied until a crack was clearly visible in
the sill.
The HDPE at each end of the Void sills were removed using
a handsaw, hammer and chisel, Figure 5. It was likely that the
HDPE would compress under loading causing the sill to rotate.
Two timber wedges, 75mm in height, were cut to put in place
of the removed HDPE. The sills were then placed on the steel
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Figure 6. Moylough Concrete and FRC cube test results.
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Results from Mini-Beam Testing
Due to malfunction of the 30kN Denison test frame, the
Moylough Concrete mini-beams, labelled MCB1 to MCB3,
were unable to be tested until 88 days after being batched. The
FRC mini-beams, labelled FRCB1 to FRCB3, were tested after
29 days. The average flexural strength of the FRC mini beams
was 6.7MPa. The results of the mini-beam tests are shown in
Table 3. Whilst there was a gap of almost two months between
testing of the two sets of mini beams, the difference in strength
was not expected to be substantial.
The flexural strength of the FRC mini-beams was less than
that of the Moylough Concrete mini-beams, despite the
addition of fibres. However, the FRC mix was weaker than the
Moylough Concrete mix. The relationship between a change in
flexural strength resulting from a change of compressive
strength is unknown. It would be improper to assume that there
is a direct, linear relationship.

The maximum load of 8.53kN for V2 is not an appropriate
value to use when comparing the two sets of sills. For every
other sill, cracking appeared on the surface after the sill was
applied with its maximum load. Load continued to be applied
to these sills after cracks appeared, though it never became
greater than the maximum load. This was not the case for V2.
Cracks started to appear on the surface just after a load of
4.24kN was applied, with a maximum load of 8.53kN resisted.
One reason for this unusual behaviour is that the insulation
for the void had chipboard attached. This may have contributed
to its ability to resist greater load. After testing, it was also
discovered that the chipboard was resting on the support,
Figure 7.

Table 3. Moylough Concrete and FRC mini-beam flexural
tests.
Mini-beam
No.
MCB1
MCB2
MCB3
FRCB1
FRCB2
FRCB3

Maximum Load
(kN)
15.714
16.745
16.024
15.002
14.732
14.979

Maximum Strength
(MPa)
7.071
7.535
7.211
6.751
6.629
6.740

There is an 8% difference between the flexural strength of
the two batches. A rough indication of the relationship of the
change in flexural strength of a sill due to altering the crosssection can be ascertained due to the similarity of the flexural
strengths. A more accurate relationship could be deduced with
a greater sample size and less variation in concrete strength.

Figure 7. V2 sill after testing.
Sill M1 is not considered in the comparison between the
Moylough Concrete sills and the FRC sills. The inclusion of
M1 would make the results of the developed concept ideas
seem incorrectly more flattering. Furthermore, the maximum
load of V2 before cracking occurred, 4.24kN, is used in the
comparison. Figure 8 shows the maximum load experienced by
each sill.

Results from Window Sill Testing
Three Moylough Concrete window sills, labelled M1 to M3,
were tested 57 days after being batched. Each had a weight of
≃70kg. Table 4 shows that M1 did not carry as much load as
M2 or M3. This is because M1 was subjected to a much faster
loading rate of 40mm/sec in error. The other sills were
subjected to a loading rate of 0.025mm/sec.
Table 4. Moylough Concrete window sill tests.
Window Sill
Maximum Load (kN)
Maximum Displacement (mm)

M1
10.28
40.80

M2
14.83
38.34

M3
15.77
38.45

The FRC widow sills were tested 36 days after being batched.
The Hollow sills are identified as H1 and H2 while the Void
sills are identified as V1 and V2. Table 5 shows the load
resisted and displacement of each sill. Figure 9 shows the
weights of the sills.
Table 5. FRC window sill tests.
Window Sill
Maximum Load (kN)
Max. Displacement (mm)

H1
10.36
2.22

H2
9.76
16.04

V1
5.18
10.44

V2
8.53
7.03

Figure 8. Window sill maximum load.
On average, the Moylough Concrete sills withstood a load of
15.3kN, the Hollow sills withstood 10.1kN and the Void sills
withstood 4.7kN. The Hollow sills achieved 66% of the
performance of the Moylough Concrete sills and the Void sills
achieved 30%. This indicates that the concept sills have a
greater susceptibility to failure. A greater sample size is
required to yield more conclusive results.
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Weight Reduction
Figure 9 displays the weight of all the sills tested. The Void
sills, including insulation, achieved a 43% weight reduction,
which is near to the 45% reduction expected. This expected
reduction does not account for the weight of the insulation. The
Hollow sills achieved a weight reduction of 24%, which is short
of the expected 30% reduction.

•

•

Further development of the Void concept idea. Though
the dimensions of this sill are constrained by the size of
bricks and the way sills are currently installed, testing
indicates that this sill is particularly susceptible to
damage. Though not exclusive to this concept idea,
supporting concrete window sills in transport is a
beneficial avenue of research.
Further investigation into the potential use of lightweight
aggregates. One could distinguish the weight reduction
brought about simply by swapping the coarse aggregates
in concrete with lightweight aggregates. More broadly, a
clearer relationship between the change in flexural
strength brought about by using lightweight aggregates
for concrete elements with the same compressive
performance could be deduced. Great difficulty is
expected with any attempts to deduce this relationship
because of the heterogeneous nature of concrete.
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Figure 9. Window sill weights.
5

CONCLUSIONS AND RECOMMENDATIONS
Conclusions

•
•
•

•

Standard concrete window sills with a 100mm face weigh
about 70kg per metre length. This weight exceeds the
recommended lifting weight.
Test results indicated that “light-weight” sills can be
produced. The Hollow sill and Void sill achieved a weight
reduction of 24% and 43% respectively.
However, these concept sills were more susceptible to
failure. The Hollow sill had a flexural strength equivalent
to 66% of a standard sill, while the Void sill only had 30%
of the flexural strength of a standard sill.
The test results were non-conclusive due to a sample size
of two for each set of sills. The mix designs for the
standard sills and the concept sills differed. Therefore, no
direct comparison could be made.
Recommendations

Further testing is required if “light-weight” concrete sills are
to be mass produced. There are several avenues of research that
could be further explored regarding the feasibility of reducing
the weight of precast concrete window sills, including:
• The addition of fibre reinforcement to increase the
flexural strength of the concrete. Micro-fibres added to a
concrete mix reduce shrinkage cracking and increase the
ductility of hardened concrete. They could aid concrete
window sills in resisting damage [7]. Macro-fibres added
to a concrete mix improve concrete’s flexural and tensile
strength and its toughness [8]. Macro-fibres can be used
instead of steel reinforcement.
• Further development of the Hollow concept idea. Finite
element models and more extensive experimental testing
would aid in determining the optimum amount of concrete
for a Hollow sill. A process of manufacturing this sill
needs to be considered before exploring any attempts to
perfect this concept idea.
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ABSTRACT: To partly address the future sustainability of energy use in buildings, there is a programme in Europe to retrofit
domestic and commercial buildings with non-load bearing insulated re-cladding and over-cladding pre-cast concrete sandwich
panels. Recent research work has shown that limited composite action is possible between the inner and outer wythes depending
on the type of non-conductive shear connector used and the stiffness of the insulation. This paper reports on the development of a
sustainable mix design incorporating recycled aggregates to produce high strength 20mm thick fibre-reinforced concrete wythes.
These were incorporated into the manufacture of wide sandwich panels with five silicone-bonded layers of XPS insulation, making
up a panel which was 220mm thick. These model panels were then tested in flexure using displacement control tests to establish
the effectiveness of the composite action and the extent of post-cracking toughness of the panels in resisting flexural loads. During
the observation of good composite action in the elastic range for the shear-connected panel, it was noted that the lower wythe
cracked first due to its stiff support on the end bearings while the upper wythe flexed less due to effectively sitting on the insulation
acting as an elastic foundation. This panel exhibited considerable post-cracking toughness, with observable interleaf shear
movement in the insulation. On the other hand, in the absence of shear connectors, the top and bottom wythes both cracked under
low load while a small residual strength was offered by the fibres pulling out and the shear sliding of the insulation, albeit with
considerable flexibility.
KEY WORDS: Sandwich cladding panels; Shear connectors; High performance concrete
1

INTRODUCTION

Precast concrete sandwich panels can be used as over-cladding
or re-cladding of building facades in the drive to secure a more
sustainable carbon cost of building energy provision. A
considerable body of research has been undertaken in the last
decade into the structural behaviour of thick and thin sandwich
panels with different types of shear connectors [1-3]. The desire
to increase the panel width to accommodate higher levels of
insulation is tempered by the need to use shear connectors to
ensure composite action between the two leaves (or wythes) of
the panel, while preventing thermal bridging [2]. Due to their
additional weight on existing buildings when used in retrofit
applications, there is also a drive to use thinner high strength
concrete wythes [3]. Research has been done on the effect of
using non-conductive connectors (compared to none) to show
the advantages of developing the greatest composite action
possible, despite the thinness of the wythes [4, 5]. Generally,
XPS insulation is affordable and, when thick enough, offers
reasonable thermal properties [6], which when combined with
ultra-high performance concrete (UHPC) wythes, yield an
efficient panel both thermally and structurally [7]. The ultrahigh strength of a more sustainable concrete mix is achieved
through several newer technologies, including the use of very
low water cement ratios, with a superplasticiser, ground
granulated blast furnace (GGBS) and Silica Fume (SF) as
Portland cement substitutes, supplemented by the inclusion of
hybrid fibres and recycled concrete aggregates. The fibres
minimise plastic and long term drying shrinkage cracking [5,
8, 9] while the use of GGBS [10] and SF [11, 12] reduce the
carbon footprint and improve the long term strength if properly

cured. It is also more sustainable to utilise recycled concrete as
the aggregate in the mix [13, 14], though this is usually
associated with strength loss due to the porosity and weakness
of adhered cement paste. This can be overcome by pre-soaking
the aggregate in a SF/water slurry to block up the pores in the
adhered paste [15].
The aim of this work, which was part of an MSc research
project of one of the co-authors, was to investigate the
composite behaviour of a sandwich panel in which the amount
of insulation was increased by increasing the overall thickness
of the panel together with decreasing the thickness of the
wythes. The wythes were formed using a sustainable concrete
mix that achieved high strength despite the use of recycled
aggregates. The presence or absence of shear connectors will,
when tested in flexure, establish whether or not composite
action is actually being achieved despite the wide separation of
the wythes. From previous work [2, 3, 5], the use of fibre
reinforced plastic (FRP - TMThermomass) shear connectors
(Figure 1) will deliver the optimum chance of making these thin
wythe - wide panels work structurally.
2

METHODOLOGY

The new concrete mix for the wythes in the concrete panels had
first to be adapted from previously successful ultra-high
performance mixes with normal aggregates [2 – 4] (with
compressive strengths of over 125MPa), where principally the
novelty here is in the replacement of quarried limestone
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Table 1. Mix constituents for thin concrete wythes

Figure 1. 200mm long FRP shear connector
aggregate with a recycled concrete aggregate. Furthermore, the
inclusion of a 180 mm width of insulation sheets imposed a
greater challenge in obtaining good composite action between
the two wythes in flexure. In order to understand the extent of
the composite action achieved, the insulation and a single
wythe with and without ribs were tested first, then two
composite panels were tested, one with and one without FRP
shear connectors.
The optimum mix constituents, found after five iterations of
trial mixes [16], are listed in Table 1, where the quantity of SF
used was based on what was strictly required just to coat the
recycled aggregates, as determined from a recycled aggregate
water-absorption test. The water binder ratio was 0.30 and a
Betocarb filler was included to improve the particle packing
and, hence, strength. A dosage of 39 kg/m3 of 30 mm hooked
steel fibres were also added to the mix and, while normally
some polyproplyene fibres would also be added to prevent
plastic shrinkage cracking, on this occasion none was required
due to the test specimen size.
The sandwich panels had overall dimensions of 900 mm
span by 600 mm width by 220 mm deep, where the wythes were
each 20 mm thick with a 35x35 mm deep rib in the span
direction only in the case of the shear connected panel to
accommodate better anchorage of the 200 mm FRP connectors.
The XPS insulation came in five sheets, bonded together with
silicone in the laboratory, making up a 180 mm thick slab of
insulation. For the unconnected panel, the wythes were poured
individually on the same day and the panel was assembled
subsequently, with no physical connection between the wythes
or insulation. The shear connected panel had to have the
connectors embedded in both wythes and so were poured on
two consecutive days, one on top of the other, separated by the
insulation with the concrete and connectors cast insitu.
The flexural test arrangement for the plain and sandwich
slabs are shown in Figure 2 (a) and (b) respectively. The
arrangement was composed of a simply supported slab at either
end of the 900 mm span with a central line load across the full
600 mm width, applied through an actuator with displacement
control application at a rate of 1 mm per minute. The
significance of the fact that displacement control was used was
that the actuator imposed this displacement to the load spreader
and measured, with an internal load cell, the subsequent load
resistance offered by the beam under that displacement
increment. In this way, a load was not imposed on the beam,
but its load resistance was recorded as displacement imposition
proceeded.
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Constituent
10mm Recycled
Aggregate
Sand
Betocarb Filler
Silica Fume
CEM I
GGBS
Water
Glenium 51
Superplasticiser
Steel Fibres (30mm)
TOTAL

Mass (kg)
per m3

Mass (kg)
per Wythe

760
715
400
109
254
254
154

17.5
16.5
9.2
2.5
5.9
5.9
3.6

18
39
2703

0.4
0.9
62.4

(a)

(b)
Figure 2(a) Flexural test arrangement for a single wythe and
(b) typical sandwich panel with clear span 850mm
The readings from up to 10 strain gauges (depending on the
case) and 4 linear variable displacement transformer (LVDT)
transducers were logged twice a second to identify the key
deformation changes and the top to bottom strain distributions
at the concrete/insulation interfaces at mid span. The sensitivity
of strain gauges is usually defined by a gauge factor, which in
this case is 2.08%. The gauges used were 120 Ohm with a
60mm gauge length.
It is recognised that a limitation of this work is that only one
of each panel type was tested, due to the complexity of each of
several test types and the research restrictions on MSc projects
in the laboratory. Hence, no comments on variability can be
made here, but would be essential to explore in future projects.
Concrete compressive cube and beam flexural strengths of
specimens were tested at 7, 28 and 56 days, as well as Young’s
modulus, through cylinder testing, at 28 days for all wythe
pours.
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3

RESULTS AND DISCUSSION
High strength concrete properties

The 28 day average compressive strengths (of two cubes) of
natural aggregate, recycled aggregate (RA) and recycled
aggregate with SF concretes were 97 MPa, 80 MPa and 90 MPa
respectively while the equivalent flexural strengths were 15.3
MPa, 11.0 MPa and 13.5 MPa. The presence of the RA reduced
the strength somewhat as expected due to the adhered mortar
while the addition of the SF ameliorated this effect, but not
wholly, again as expected. The elastic modulus of the wythe
concrete at 28 days was 44.5 GPa, a high value for 90MPa
concrete. It may be deemed that the concrete for the wythes was
a high performance concrete.
Insulation and individual wythe testing
3.2.1

Insulation testing

A typical plot of load resistance provided by the insulation
when tested in flexure over time is given in Figure 3. As the
test machine had a 400 kN test capacity and it was being used
at the very low end of its range, a considerable amount of noise
is evident in this plot. With a peak resistive load of 0.50 kN
under a maximum imposed deflection of 24 mm, the loading
was halted upon reaching the maximum travel of the actuator
in that configuration. The response was still linear at this large
displacement and the insulation was observed to be very
flexible (with a modulus, E of approximately 0.75MPa) with
almost 100% deflection recovery on unloading.
Its
contribution to the load carrying capacity of sandwich panels
will be observed to be not insignificant post-cracking in the
panel tests which follow.
Note that in Figure 3, and some subsequent plots (such as
Figures 5 and 7), there is a short initial period from time equals
zero when zero load exists. This is because the actuator head
is not actually touching the load spreader when the data logging
occurs and so resistive load is only experienced (and thus
recorded) when the actuator actually engages with the beam
through the load spreader after some initial displacement of the
actuator head. Furthermore, the x-axis in Figure 3 represents
the recorded time as the displacement proceeds. This can be
converted into a displacement knowing the displacement rate
(1mm/min), but for the purposes of demonstrating a linear load
response with applied displacement, Figure 3 suffices, as do
other plots with a time axis in this paper.

Figure 3. Load capacity of XPS insulation under a flexural
load up to a maximum deflection of 33.3 mm at 2000 seconds

3.2.2

Individual wythe testing without ribs

To understand panel composite behaviour it is necessary to
understand the flexural response of a single wythe, both ribbed
and unribbed. Considering the unribbed wythe first, from
Figure 4 it may be observed that the peak load was 2.6 kN and
the wythe sustained a residual load of at least 1.5kN up to a
maximum deflection 33.5 mm. The peak load corresponds to
about 14.0 MPa elastic tensile stress on the bottom face. In the
plot, A is when the first crack occurs, while B-C represents
crack propagation on the underside of the wythe, demonstrating
the residual load capacity offered by the pull-out resistance of
the fibres. Evidence of sudden fibre pull-out can be seen at
point C. The rise at the end of the test is when the wythe touches
the bottom of test rig due to large deflections and is irrelevant.
It is evident that, in displacement control mode, there is
considerable post-cracking toughness of the wythes, as offered
by the fibres and the typical brittle failure of high strength
concrete has thus been avoided.
It should be noted that if a load control test had been used
instead (where an increasing load is imposed on the beam by
the actuator head moving a distance as necessary to apply the
next increment in resistive load by the beam), the linear part of
the curve in Figure 4 would be very similar. However, at the
peak load the head would accelerate in the vain attempt of
applying the next load increment, which the beam does not
have the capacity to provide post-cracking. In this case, failure
would be sudden and brittle. This is a common feature for most
types of fibre reinforced concrete, but is not examined here.

Figure 4. Load –mid span displacement plot for single
unribbed wythe in flexure
Figure 5 presents the equivalent G2 (see Figure 2(a)) tensile
strain against time plot, where strain points A to C correspond
to the load deflection plot. The strain is virtually constant post
peak because the gauge is not where the crack appears and so,
as the crack visibly opens, restrained by the fibres, the wythe
holds its load capacity (as seen in Figure 4) and so the strain
does not change appreciably at that point in the wythe.
The corresponding stress-strain plot in Figure 6
demonstrates almost ideal linearly elastic and perfectly plastic
behaviour. However, some of the detail of the plots in Figures
4 and 5 would be lost if only Figure 6 were shown, showing the
benefit of their inclusion.
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Figure 5. Strain (gauge G2 in Figure 2(a)) over time for a
single unribbed wythe in flexure

Figure 8. Fully developed crack under peak load for ribbed
single wythe
Composite panel testing
3.3.1

Strain ()

Figure 6. Stress versus microstrain (G2) for single unribbed
wythe in flexure
3.2.3

Individual wythe testing with ribs

Similar to the previous plots, an examination of load resistance
capacity of a ribbed wythe over time (Figure 7) reveals points
A-D, which represent the initial crack formation, propagation
and opening up (Figure 8). However, with the addition of the
35 mm deep rib, the peak load is 3.7 kN corresponding to peak
elastic stress of 30 MPa, approximately 30% higher than the
wythe without the rib. In this case, all main cracks occurred in
the rib within 7 minutes (that is, 7mm imposed displacement)
of a 45 minute test, whereupon the fibres maintained the load
resistance up to 30 mm deflection, some 20 times the
serviceability deflection.

Figure 7. Load resistance capacity over time for single ribbed
wythe in flexure
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Without shear connectors

In the case of the unconnected panel, the wythes were not
connected together nor to the insulation in any way but the
insulation sheets were “glued” together with silicone, primarily
for handling purposes. Under a flexural load, the bottom face
of the lower wythe was the first to crack because it took much
of initial load as indicated by different readings in the strain
gauges in the two wythes. This was due to the lower wythe
having a rigid (against vertical movement) simple support at
the edge although experiencing a more uniform load (as
transmitted through the insulation depth). The top wythe was
effectively experiencing a concentrated line load in the middle
of the span, but sitting on a less rigid elastic foundation (the
highly flexible insulation) and so experienced less flexural
stress initially. Thus the wythes initially jointly take a load up
to approximately 2.5 kN, whereupon the bottom one cracks and
the top wythe now takes the main proportion of the load. The
insulation also takes a small amount, about 0.5kN according to
the insulation tests (Figure 3). From previous research [2],
thicker inner wythes (120mm thick) ensure that the outer leaf
cracks first and thus cracks are seen readily on the outside of
such structures. The thinner, hidden, inner wythe here changes
that because it cracks first and damage can remain undetected
in the inner leaf after loading. Despite this, there is a significant
sustainability gain from having two high performance thin
wythes because panels are lighter and have a lower carbon
footprint.
In Figure 9, the top ribbed wythe takes about 3.5kN before
it cracks (at point D), similar to the single wythe response. This
indicates, not surprisingly, that there exists practically no
composite action, just a sequenced failure of individual wythes.
The insulation slides horizontally due to shear (as may be
observed from the staggered black marker vertical lines in
Figure 10) but does not fail (nor did it in Figure 3 under a
similar deflection) and so the fibres and insulation continue to
contribute to load resistance capacity. It may also be observed
that the lower wythe now makes no contribution and the top
wythe, though cracked, continues to offer some load resistance
to point E in Figure 9, where the crack in the upper wythe is
fully developed and the fibres hold the panel together, with a
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Figure 9. Load –mid span displacement plot for the
unconnected sandwich panel

the top wythe cracked and the fibres further slipped in pull-out
(as observed by the step changes in Figure 11). Before the load
was removed, the fibres in the top wythe, together with the
residual capacity of the insulation and fibres in the lower wythe,
through the shear connectors, still had load resistance of over
4kN, representing more than an individual wythe’s resistance.
The load-displacement response in Figure 11 represents a
high degree of post-cracking toughness, quite different in
behaviour and capacity compared to the unconnected panel,
with peak load capacity 3.2 times higher. Clearly, the
connected panel has a considerable degree of composite
behaviour despite the large width of separation between the two
layers and the reduced concrete strength due to the presence of
recycled aggregate. In this sense, though not optimised, this
investigation into a more sustainable wide sandwich panel with
very thin wythes has been shown to be successful in evidencing
the potential for this technology in future research.

Figure 11. Load – mid span displacement plot for the shear
connected sandwich panel

Figure 10. Image of the unconnected sandwich panel close to
failure
sudden drop in load carrying capacity (at E) with continued
forced displacement by the actuator.
3.3.2

With shear connectors

After the elastic stage of loading to almost 6kN (see Figure 11),
micro cracks propagate across the bottom face of the bottom
wythe. At this stage good evidence of composite action exists
because both of the strain gauges in the bottom wythe (gauges
G3 and G4 in Figure 2(b)) are in tension up to the peak load of
11.2kN, some three times the individual ribbed wythe’s
capacity and 30% larger than the sum of the three individual
component’s capacities. Referring to Figure 2 (b), gauges G1
to G3 at 13 mm into the test are approximately -500 
(compression), +8000  and +16,000  (both in tension)
respectively, where the latter two strain gauges had just broken,
while bottom gauge G4 had broken, also at +16,000  at 10
mm into the test at location C in Figure 11. The bottom wythe
was now fully cracked and a sudden drop in load occurred due
to a large crack through the full depth of the bottom wythe.
However, it continued to have a contribution as the shear
connectors keep the top and bottom parts connected and the
fibres bridged the cracks in both wythes. With further imposed
deflection, the insulation tore in tension, initially on the bottom
and latterly closer to the top (see Figure 12). The insulation
sheets also delaminated and moved laterally (see Figure 12) as

Figure 12. Image of the shear connected sandwich panel close
to failure
4

CONCLUSIONS

This paper has provided evidence of how to manufacture a high
strength GGBS concrete mix with high strength and flexibility
despite the presence of recycled concrete aggregate, pre-treated
with silica fume and utilising fibres to avoid sudden brittle
failure when tested using displacement control. The 28 day
compressive and flexural strengths were approximately 90 MPa
and 13 MPa respectively, with an elastic modulus of about
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45MPa. The fibres contributed about 10% and 16% to the
compressive and flexural strengths respectively and the SF
treatment of the recycled aggregate about a further 10% to both.
When this concrete was used to manufacture very thin
(20mm) wythe sandwich panels with shear connectors,
significant composite action was achieved between the two
wythes despite the large width (180mm) of the insulating layer.
The panel’s elastic moment capacity was about 2.25 kN.m
(which equates to a wind load of over 3kN/m2 on a 3m span),
3.5 times the flexural load capacity of an individual wythe. The
peak load of about 11.3 kN was maintained under an imposed
displacement of 33.3 mm. Considerable post-cracking
toughness was thus attained, where the peak load was well
maintained over many times the deflection serviceability limit,
through a combination of actions of the insulation’s flexibility
(without tearing), the effectiveness of the Thermomass shear
connectors in keeping the two wythes connected and the fibres
in both wythes providing pull-out residual load capacity even
under high deformations ina cracked state. It was noted that the
inner wythe failed first which may not be desirable in retrofit
applications because the associated cracking would not be
visible from the external surface. Therefore, a modest increase
in the inner wythe thickness may be necessary to avoid this
hidden damage when overloaded by wind or impact.
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ABSTRACT: The research reported here presents the evaluation of two types of UHPC mixes , one using a coarse sand and one
using a fine sand, that have been developed for the Irish Construction Industry and to determine if they could be easily replicated
using Canadian constituent materials and to illustrate the versatility of the mixes. Canada was selected because of the existing
collaboration between the Institute of Technology, Sligo and Fanshawe College, London, Ontario. The mixes were optimised to
reduce binder content by using a particle packing model. Optimum particle packing indicated binder contents of 822kg/m 3 and
1022kg/m3 for the coarse 0/3mm sand and fine 0/0.5mm sand mixes, respectively. In addition to investigating these mixes using
equivalent Canadian materials, an additional coarser sand mix using a 0/5mm sand and with a binder content of 667kg/m3 was
investigated. The research illustrates that the mixes developed in Ireland can be readily adapted using Canadian constituents to
obtain similar strengths. However, the results also indicate the importance of using particle packing tools to optimise mix designs
as the three mixes obtained comparable compressive strengths although the binder content was reduced by 35% from the 0/0.5mm
sand mix to the 0/5mm very coarse sand mix. This illustrates how UHPC’s can be designed with very low binder contents for
some applications to increase their sustainability.
KEY WORDS: Sustainable Concrete, Ultra High Performance Concrete, Concrete Mixture Design, Fibre Reinforced Concrete.
1

INTRODUCTION

As the compressive strength of High Performance Concrete
(HPC) mix exceeds the compressive strength of traditional
coarse aggregate, the coarse aggregate becomes the weakest
constituent in HPC. To further increase the compressive
strength of the concrete the coarse aggregate must be removed
from the mix. This philosophy has been employed in the
development of Ultra High Performance Concrete (UHPC) [1].
In UHPC the coarse aggregate is replaced by stronger ultra-fine
particles. These ultra-fine particles also facilitate superior
packing of the constituents, which in turn reduces the number
of voids within the concrete. UHPC is an encouraging
development in concrete technology as it exhibits much higher
strength than conventional concrete. As a result thinner
structures can be constructed leading to reductions in the
structure’s self-weight and the volume of concrete and natural
raw aggregates used in their construction.
However, a drawback of UHPC is that it results in a
significant rise in initial costs over normal and even high
performance concretes due to its very high binder contents,
which in some cases are greater than 1100kg/m3, and the use of
expensive filler materials such as quartz powder [2]–[4].
Therefore, the cost-efficiency and sustainability of this material
must be improved. Currently, in Ireland UHPC is not being
used to its full potential. This is mainly because the high cost
of producing UHPC is viewed as an inhibitor instead of
considering the whole life cycle benefits associated with UHPC
[5]. By clearly establishing and demonstrating the advantages
of this material, sustainability in the Irish construction industry
can be greatly enhanced as demonstrated in studies in other
countries [6], [7].

Research Significance
The focus of this study was to evaluate two UHPC mixes, one
using a coarse sand and one using a fine sand, which were
originally developed for the Irish construction industry and
investigate how they might be readily adapted in another
country. In the research reported here the Irish derived mixes
were modified to use Canadian materials to illustrate the
versatility of the mixes and their potential application across
different domains. Canada was selected because of the existing
collaboration between the Institute of Technology, Sligo and
Fanshawe College, London, Ontario. Therefore, it was
necessary to use aggregates that are easily accessible in Ireland
or Canada for the localised mixes. Constituents that were
calculated to be expensive or required a large volume of
materials to be imported into the country, and as a result
increased the costs and environmental footprint of the UHPC
mix, were not considered in the mix design. The mixes were
optimised to reduce binder content by using a particle packing
model.
2

CONCRETE MIX DESIGN MODELS

There are several tools and methods available for the design of
concrete mixes. Methods such as the Linear Packing Density
Model (LDPM), Solid Suspension Model (SSM) and
Compressive Packing Model (CPM) [8], [9] are unreliable for
concretes that have a large portion of fines, making them
unsuitable for UHPC mixes due to the high binder contents
[10]. An alternative approach is to use integral particle size
distribution of continuously graded mixes; thereby allowing
very fine particles to be integrated [11]. By using integral
particle size distribution a minimal porosity can theoretically
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(1)

Where P(D) is a fraction of the total solids smaller than size
D, D is the particle size (μm), Dmax is the maximum particle
size(μm), Dmin is the minimum particle size (μm) and q is the
distribution modulus. This model has already been successfully
applied to the development of several conventional, lightweight
and self-compacting concretes [14]. The value of the
distribution modulus q determines the proportion between
coarse and fines in the mix. By changing this value different
types of concrete can be obtained. High values (q > 0.5) will
lead to a coarse mix and low values (q < 0.25) shall result in a
mainly fine concrete mix [15]. It has been demonstrated that a
q value of 0.0 to 0.28 results in optimal packing of all particles
[16] and for self-compacting concretes, such as UHPC, this
value should be refined to between 0.22 and 0.25.
3

MIX DESIGN METHODOLOGY

There are currently no national or international standards
available that specify the mix design process to achieve a
specific UHPFRC strength. Therefore, trial and error tests, and
published literature are typically used to develop a new UHPC
mix to achieve a specified strength. In addition, in the research
reported here the particle size distribution of the individual
constituents were also used in conjunction with the modified
Andreasen and Andersen model to design the mixes.
Therefore, to develop a sustainable UHPC for a particular
country, it is necessary to use constituents that are readily
accessible in that particular country. Two types of UHPC’s are
presented in this research suitable for the Irish or Canadian
construction industry, one using a 0/3mm coarse sand and one
using a 0/0.5mm fine sand. These mixes highlight how mixes
might be adapted between countries and the effect of maximum
particle size on the compressive strength of UHPC. An
additional coarser mix was also cast in Canada using a 0/5mm
coarse sand to further evaluate the effect of using a packing
model to develop an ultra-low binder content UHPC.
In addition to the plain UHPC mixes, Ultra High
Performance Fibre Reinforced Concrete (UHPFRC) mixes
with 2% fibre volume were also investigated to assess the effect
of fibres on the strength characteristics of UHPC. Comparable
constituent materials were used in both countries to ensure a
comparison between compressive strengths achieved by the
Irish and Canadian mixes was feasible.
Constituent Mix Materials
Figure 1 illustrates the particle size distribution of the
individual constituents used in each mix in both Canada (CA)
and Ireland (IRL).
For the Irish mixes, Rapid hardening Portland cement
(RHPC) CEM I Class 42.5R was used as it achieves a higher
rate of strength development in comparison to normal cement.
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In the Canadian mixes, Type HE Cement, which is similar to
RHPC CEM I Class 42.5R, was used as it can also achieve a
high early age strength. Microsilica was used as the ultra-fine
material in both countries as it improves the early age and final
strengths, density and durability of the concrete.
In Ireland a fine sand (0/0.5mm) with a PSD in the range of
10μm - 550μm was used for the fine sand mix and a coarse sand
(0/3mm) with a PSD in the range of 50μm - 3000μm was used
for the coarse sand mix. In Canada, sands with comparable
particle size distributions to those used in Ireland were utlised
to ensure comparisons could be made. For the fine 0/0.5mm
sand the particle size distribution of the material used was
10µm – 600µm instead of 10µm - 550µm used in previous
research. For the 0/3mm coarse sand the particle size
distribution was 50µm - 3350µm in place of 50µm - 3000µm.
For the additional coarser mix designed in Canada, a 0/5mm
sand was utilised.
In both Ireland and Canada a polycarboxylate polyer (PCE)
superplasticiser with accelerating properties was used as the
high range water reducing/superplasticiser admixture. This
admixture is specifically used in concrete with high early
strength development, high water reductions and excellent
flowability. The steel fibres used in all mixes were Dramix OL
13/.20 with a length of 13mm, a diameter of 0.20mm, and a
tensile strength of 2600MPa.
Cement
0/0.5mm Fine Sand (CA)
0/3mm Coarse Sand (CA)
0/5mm Coarse Sand (CA)

0.1

1

MicroSilica
0/0.5mm Fine Sand (IRL)
0/3mm Coarse Sand (IRL)
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be obtained using the optimal particle size distribution (PSD)
of all the individually particle materials used in the mix. This
approach is known as the Andreasen and Andersen equation
[12]. As the Andreasen and Andersen equation does not include
a parameter for minimum particle size a modified model was
developed to take account of this and is known as the modified
Andreasen and Andersen model [13], as shown in equation (1).

10
100
1000
Particle Diameter (µm)
Figure 1. Particle size distributions of the mix constituents.
UHPC Mix Design

A value of 0.23 and 0.22 was utlised for the distribution
modulus q in the modified Andreasen and Andersen model,
equation (1), for the coarse sand and fine sand mixes,
respectively. A value of 0.23 was selected for the coarse sand
mixes as determined from previous literature [10]. This value
was reduced to 0.22 for the fine sand mix as the aggregate size
is smaller and to maintain q within the recommended limits of
0.22 – 0.25 for self-compacting concrete. The quantities of each
mix constituent were optimised to result in the lowest possible
least square values when compared to the modified Andreasen
and Andersen model target curve.
The final mix design for each plain and fibrous mix is
presented in Tables 1 and 2. Each concrete mix was denoted in
two parts, the first part was UHPC or UHPFRC to illustrate a
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UHPC Mixes
Cement
Microsilica
0/5mm Sand
0/3mm Sand
0/0.5mm Sand

PCE
Water
Steel Fibres
Total Binder
water/binder

UHPC-0/5
(kg/m3)
565
102
1495
38
140
0 (0%)
667
0.21

UHPC-0/3
(kg/m3)
685
203
1317
40
162
0 (0%)
822
0.20

UHPC-0/0.5
(kg/m3)
810
203
1022
42
178
0 (0%)
1013
0.18

Cement
0/0.5mm Fine Sand (CA)
Mix Curve (CA)
Target Curve

MicroSilica
0/0.5mm Fine Sand (IRL)
Mix Curve (IRL)

Table 2. Material quantities of each fibrous mix
UHPFRC
Mixes
Cement
Microsilica
0/5mm Sand
0/3mm Sand
0/0.5mm Sand

PCE
Water
Steel Fibres
Total Binder
water/binder

UHPFRC-0/5 UHPFRC-0/3 UHPFRC-0/0.5
(kg/m3)
(kg/m3)
(kg/m3)
565
685
810
102
203
203
1495
1317
1022
38
40
42
140
162
178
155 (2%)
155 (2%)
0 (0%)
667
822
1013
0.21
0.20
0.18

0.1

The mixing process and time can vary depending on the type
and speed of mixer used with typical values ranging from 10 –
25 minutes. Firstly, the sand and silica fume was dry mixed for
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Figure 2. Mix target curve (q=0.22) and the resulting integral
grading curve of the composed UHPC-0/0.5 fine sand mixes.
Cement
0/3mm Coarse Sand (CA)
Mix Curve (CA)
Target Curve

As expected Figure 2 demonstrates that as a result of the fine
sand used in Canada being slightly coarser than the equivalent
sand used in Ireland, there is some deviation of the UHPC-0/0.5
Canadian mix from the target curve in the range of 50µm to
400µm. However, the overall mix curve still exhibits good
agreement with the target curve. The similarity between the
0/3mm coarse sands used in both Canada and Ireland are clear
from Figure 3, with both UHPC-0/3 mixes exhibiting good
agreement with each other and the target curve. The minor
discrepancies noted in the range of 10µm to 100µm is
associated with the particle space a filler material would
typically occupy. As demonstrated in Figure 4 the UHPC-0/5
coarser sand mix developed in Canada exhibited good
agreement with the target curve.
UHPC Mixing and Curing Procedure
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Table 1. Material quantities of each plain mix

3 minutes. The cement was then added and the dry particles
were mixed for a further 5 minutes until a uniform dry powder
mix was achieved. Over a period of 2 minutes the water and
superplasticiser, which were previously mixed together, were
added to the dry mix. After a further 4-5 minutes a significant
change from a dry to wet consistency of the mix occurred,
known as “the turn”. After a further 3 minutes a wet paste
concrete was achieved. At this point the plain UHPC mixes
were ready and specimens were then cast and placed on a
vibrating table for compaction. For the UHPFRC mixes, the
steel fibres were gradually added to the mix over a period of 1
minute and mixing then continued for a further 3 minutes until
a uniform fibre distribution was obtained. Total mixing time
was approximately 18 and 22 minutes for the UHPC and
UHPFRC mixes, respectively. All specimens were covered
with a damp hessian cloth and polythene sheets and kept at a
constant temperature of 20°C for 24 hours at which time
demoulding occurred. All specimens were then placed in a
curing tank at 20°C ± 2°C until testing at 28 days.
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1
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plain or 2% fibre mix, respectively. This was followed by a
number to illustrate the particle size of the sand utlised in the
mix. For example, UHPC-0/3 signifies a 0/3mm coarse sand
mix with 0% fibres and UHPFRC-0/0.5 signifies a 0/0.5mm
fine sand mix with 2% fibres.
Figures 2 to 4 present the modified Andreasen and Andersen
model target curves and the actual mix curves for the UHPC0/0.5 fine sand, UHPC-0/3 coarse sand and UHPC-0/5 coarser
sand mixes, respectively. As the steel fibres are not considered
in the particle packing curve the UHPFRC mixes have the same
integral grading curve as their UHPC mix counterparts.

Figure 3. Mix target curve (q=0.23) and the resulting integral
grading curve of the composed UHPC-0/3 coarse sand mixes.
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Table 3. Cylinder compression strengths
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0/5mm Coarse Sand (CA)
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Figure 4. Mix target curve (q=0.23) and the resulting integral
grading curve of the composed UHPC-0/5 coarser sand
Canadian mix.
4

COMPRESSIVE STRENGTH TESTS

For comparison purposes, compression tests were carried out
on 100mm by 200mm high cylinder specimens cast from both
the Irish and Canadian mixes. At least three specimens for each
mix were tested at 28 days after casting. Careful consideration
was taking during casting, striking, curing and testing to
eliminate variations in results. In particular, the same
procedures for casting and testing were used at all times where
possible.
For the Canadian compressive strength cylinder tests load
application was controlled using force control at a rate of
0.5MPa/s for the entirety of the test. As the stress-strain
behaviour associated with the specimens was also recorded for
the Irish compressive strength tests, not reported here, force
control loading was not used for the entire duration of the test.
Instead loading was switched to displacement-controlled
loading at 85% of the expected peak load using three linear
variable displacement transducers (LVDT’s) equally spaced
around the cylinder and attached to the machine and loading
continued at a rate of 1μm/s. However, this difference between
test procedures would not be a cause for any noteworthy
discrepancies between results.
Compression Test Results
Table 3 presents the average 28-day cylindrical compressive
strength results for each UHPC mix developed in Ireland and
Canada. It is evident that the UHPC-0/3 and UHPC-0/0.5 mixes
developed in Ireland obtained slightly higher strengths than
their Canadian counterparts. The UHPC-0/0.5 Irish mix
achieved 7MPa higher compressive strength than the Canadian
UHPC-0/0.5 mix, which is a result of the Irish mix being more
closely aligned with the target curve than its Canadian
counterpart, Figure 2. This highlights the importance of using
a packing model and obtaining optimum particle packing when
designing UHPC and UHPFRC mixes.
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Mix
Type
UHPC-0/5
UHPC-0/3
UHPC-0/0.5
UHPFRC-0/5
UHPFRC-0/3
UHPRRC-0/0.5

Irish Mix Canadian Mix
(MPa)
(MPa)
117
126
131
147

117
115
121
133
126
122*

*value indicates testing equipment issue error. Result discarded
from discussion but presented here for completeness.

The Irish UHPC and UHPFRC mixes portrayed similar
trends to the Canadian mixes with respect to aggregate size. As
the total binder content in the UHPC-0/0.5 fine sand mix was
191kg/m3 higher than the UHPC-0/3 coarse sand mix it was
expected that the UHPC-0/0.5mm and UHPFRC-0/0.5mm
mixes would obtain higher strengths than the UHPC-0/3 and
UHPFRC-0/3 mixes, respectively. However, this strength
increase was only 8% for the UHPC mixes and 12% for the
UHPFRC mixes. All mixes have very low water/binder ratios,
which varied from 0.21 for the 0/5mm coarse sand mix to 0.18
for the 0/0.5mm fine sand mix. This indicates that in all mixes
the degree of hydration was relatively small, which is a
common attribute of UHPC Physical inspection of the UHPC
0/0.5 fine sand specimens indicated that a large portion of the
cementitious material was not hydrated and instead acted as a
filler material. This suggests that UHPCs and UHPFRCs can be
designed with a lower binder content when good particle
packing is achieved, rather than increasing water content to
hydrate the excess binder content. Therefore, increasing the
strength to cost ratio and reducing the embodied energy to
develop UHPFRCs that are more sustainable.
By adding 2% fibres to the Irish UHPC mixes the peak
strength of the specimens increased from 117MPa to 131MPa
for the 0/3mm coarse sand mix and from 126MPa to 147MPa
for the 0/0.5mm fine sand mix. It should be noted that there was
an issue with the compression testing rig for the Canadian
UHPFRC-0/0.5 fine sand mix and the compression capacity
appears to be underestimated. Therefore, this mix is not
discussed further here.
The Canadian UHPFRC-0/3 coarse sand and UHPFRC-0/5
coarser sand mixes exhibited increases in strength of 10% and
14%, respectively, over their plain mix counterparts. These
values are comparable to the Irish fibrous UHPFRC-0/0.5 fine
sand and UHPFRC-0/3 coarse sand mixes that exhibited
increases in strength of 17% and 12%, respectively, over their
plain mix counterparts. Therefore, it appears that in
compression the expected increase in compressive strength
from a UHPC mix to a 2% micro-steel fibre mix will typically
range from 10% to 17%, which is a moderately low increase in
strength in comparison to the significant increase in cost and
environmental impact due to the addition of fibres.
5

TENSILE STRENGTH RESULTS

Due to equipment constraints in the Canadian laboratory, only
the Irish specimens were tested under in-direct tension using
the standard prism flexure test with four-point loading.
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Tensile Test Results
Table 4 presents the average 28-day beam flexural strength for
each mix. Similar to the compression results for the plain
mixes, in flexure the UHPC-0/0.5 fine sand mix only exhibited
a minor increase of strength of 7%, from 14.1MPa to 15.1MPa,
over the UHPC-0/3 coarse sand mix. The first crack stress of
the UHPFRC mixes were slightly higher than the UHPC mixes
in both cases, this demonstrates that fibres have an insignificant
effect on the pre-first crack of UHPFRC. If the peak strengths
of the UHPFRC mixes are considered, the UHPFRC-0/3 coarse
sand mix demonstrated a strength increase of 33%, from
14.1MPa to 18.7MPa and the UHPFRC-0/0.5 fine sand mix
demonstrated a significantly higher strength increase of 75%,
from 15.1MPa to 26.5MPa over their plain mix counterparts.
This illustrates that the inclusion of steel fibres in UHPC has a
substantially higher impact on the flexural strength than on
compressive strength. Due to the self-compacting and
flowability nature of UHPC, as the mix is placed in the moulds
it flows so that the steel fibres align themselves with the
direction of the flow which is parallel to the flexural stresses in
the beams. As the fibres bridge micro and macro cracks, both
the pre-cracking and post-cracking strength and behaviour of
the concrete is enhanced. It was noted in the UHPFRC prism
specimens that the fine sand mix had a higher percentage of
fibres aligned with the direction of the flow in comparison to
the coarse sand mix. This illustrates why the fine sand fibre
reinforced mix exhibited a higher percentage increase in
strength. It can be concluded that the smaller particle size in the
fine sand mix encouraged better alignment of the fibres with
the direction of flow when casting the specimens. This suggests
that by giving careful consideration to how UHPFRC is placed
in structural members, such as beams and slabs, the fibres can
be aligned to give maximum performance and strength.
Table 4. Irish mix beam flexural strengths
Fibre
Content
(%)
0
2
6

Mix Type
UHPC-0/3
UHPC-0/0.5
UHPFRC-0/3
UHPFRC-0/0.5

First
Crack
(MPa)
14.1
15.1
16.4
15.7

Peak
Strength
(MPa)
14.1
15.1
18.7
26.5

SUSTAINABILITY ANALYSIS

To assess the sustainability performance of the UHPC and
UHPFRC mixes, an analysis was conducted to determine the
binder efficiency of the mixes. Binder efficiency is a measure

of the total amount of binder to strength ratio and is used to
determine the amount of binder required to produce 1MPa of
strength. Therefore, the lower the binder efficiency the more
efficient the mix is considered to be, as it requires a lower
binder content to obtain the required strength. The binder in
UHPC typically has both the highest cost and embodied energy
of the constituent materials and can therefore be used as a
simplified method to measure the sustainability of a particular
concrete mix design.
Figure 5 presents the binder efficiency of the mixes in terms
of cylindrical compressive strength. The results indicate that for
both the 0% and 2% fibre contents as the sand size increased
the binder efficiency also increased. This is a result of the
binder content reducing as aggregate size increased, see Table
3, to ensure optimal particle packing was achieved. With the
inclusion of 2% fibres there was only a minor increase in the
binder efficiency of all mixes. This is a result of steel fibres
only having a moderately small effect on the pre-cracking and
peak compressive strengths of UHPFRC. An analysis of typical
UHPFRC 2% steel fibre mixes in the literature indicated that
the binder efficiency range in UHPFRC is typically between
6.2kg/MPa to 9.3kg/MPa with an average value of 8.1kg/MPa
[4], [10], [17]–[19]. Therefore, this research illustrates how
sustainable UHPFRC mixes can be developed without the need
to use mix designs with constituents comparable to those of
UHPFRCs currently available in other countries.
UHPC-IRL

UHPFRC-IRL

UHPC-CA

UHPFRC-CA

9
8

Binder Efficiency (kg/MPa)

However, due to the similarity of both the mix designs and the
compression test results, the in-direct tension results for the
Irish mixes should correlate well with the Canadian mixes. At
least three specimens for each mix were tested at 28 days after
casting. Specimens had a span of 300mm and a breath and
height of 100mm. The purpose of this test was not just to
determine peak tension stress but to also evaluate the residual
strength given by the fibres after first cracking occurred. The
test was initially conducted at a speed of 2µm/s with servo
feedback from the average of two deflection LVDT’s placed on
either side of the specimen at midspan. The test speed was
increased to 8µm/s when peak strength was reached.

7
6
5
4
3
2
1
0
Fine 0/0.5mm
Sand

Coarse 0/3mm
Sand

Coarser 0/5mm
Sand

Figure 5. Binder efficiency of the mixes in compression.
Figure 6 presents the binder efficiency of the Irish mixes with
respect to tensile performance. As a result of the majority of the
fibres aligning with the direction of flow in the UHPFRC-0/0.5
fine sand mix the binder efficiency is almost twice that of its
plain mix counterpart. As the fibres in the UHPFRC-0/3 coarse
sand mix did not align with the direction of flow to the same
extent as the fine sand mix the binder efficiency improvement
in the fibrous coarse sand mix in comparison to its plain mix
counterpart was not as significant.
When both the compression and flexural strengths are
considered it appears that the most sustainably advantageous
mix developed is the fine sand UHPFRC mix with 2% fibres
due to its enhanced flexural performance.
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strengths were achieved, illustrating the versatility of
the proposed mixes and the potential for localisation
of UHPC mix designs using comparable materials.
• It is possible to produce a UHPC with a cylindrical
compressive strength of greater than 110MPa with a
total binder content of less than 700kg/m3.
• The flexural strength of the UHPFRC 0/3mm coarse
sand and 0/0.5mm fine sand mixes increased by 33%
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fibre volume. This illustrates the potential advantages
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high binder content and fibres. However, due to its
superior physical and mechanical characteristics, in
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ABSTRACT: The global consumption of Portland cement has risen to over 4 billion tonnes per annum. Its manufacture is energy
and carbon intensive and approximately 900 kg of CO2 is emitted into the atmosphere for each tonne of Portland cement produced.
The International Energy Agency (IEA) roadmap sets out a goal to reduce emissions due to cement production to 18 % below
2006 levels by 2050.
Concrete has the potential to re-absorb CO2 by the process of carbonation, where it reacts with CaO in the concrete to form calcium
carbonate. Accelerated carbonation curing (ACC) is a technique for curing fresh concrete that can sequester CO2. ACC of concrete
masonry units (CMU’s) can reduce the embodied carbon footprint and play a major role in sustainability by reducing global CO2.
ACC also offers potential improvements in the mechanical and durability properties of concrete.
Experimental work was carried out which involved the ACC of CMU’s at a CO2 concentration of 50% over various time intervals
and exposure conditions. It was calculated that the maximum possible CO2 uptake potential of the cement was approximately
49.5%. A CO2 uptake of 23% per mass of cement was achieved after 7 days of ACC along with compressive strength increases
of 15.4% and 28% for ACC samples at 7 and 28 days respectively. The study found that the greatest compressive strength increase
occurred between 4 and 24 hours. After 24 hours the ACC process showed a similar proportional rate of strength gain over time
when compared to the control.
The study shows that ACC is different from weathering carbonation as it accelerates the hydration reaction of the unhydrated
cement phases C3S and C2S producing rapid strength gains. Weathering carbonation occurs in concrete after the hydration process
has been predominately completed and results in the decalcification of C-S-H and the formation of silica gel which is detrimental
to the cement paste.
KEY WORDS: CO2, sequestration, uptake, cement, accelerated carbonation curing, ACC, concrete masonry units, CMU’s, carbon
capture and storage, CCS.
1

INTRODUCTION

Due to production of over 4 billion tonnes of Portland cement
per year, the global cement industry is responsible for c. 5% of
anthropogenic CO2 emissions [1,2]. Global CO2 emissions
have been increasing significantly over the past two hundred
years, reaching 32.5Gt of CO2 in 2017 with atmospheric
concentrations surpassing 400ppm [3,4]. Approximately 900kg
of CO2 is emitted into the atmosphere for each tonne of
Portland cement produced [5]. The calcination process and the
combustion of fossil fuels account for approximately 60% and
40% of these emissions respectively [6]. The International
Energy Agency (IEA) roadmap sets out a goal to reduce
emissions due to cement production to 18% below 2006 levels
by 2050 [7]. The main areas of focus for achieving the
necessary emissions reductions in the cement industry are by
clinker substitution, alternative fuels, thermal and electric
efficiencies, and carbon capture and storage (CCS) [7]. CCS
could provide 50% of the needed reduction in global CO2
emissions by 2050 [7–9]. When captured, suitable storage of
the CO2 is critical to the CCS chain and one potential storage
method is to upcycle carbon dioxide into concrete products by
curing them with CO2.

Accelerated Carbonation Curing (ACC) is the term used to
describe the exposure of young concrete to high concentrations
of CO2 for a limited time [10]. Early carbonation curing of
concrete differs from weathering carbonation in that early
carbonation curing promotes the formation of more hydration
products which surround carbonation products, resulting in
enhanced properties such as compressive strength, durability
and dimensional stability [11–14]. CO2 captured from CCS and
utilised in an ACC process has the potential to reduce CO2
emissions from major point sources while simultaneously
developing a value-added product. ACC has the potential to
offer a carbon sequestration process that combines technical,
economic and financial benefits.
Concrete Masonry Units (CMU’s) were selected for this
study as a potential suitable candidate product for CO2
sequestration using accelerated methods as they do not contain
steel reinforcement. There is currently a high demand for
CMU’s in the construction industry and therefore ACC CMU’s
may provide a viable option for future construction and offer a
more environmentally sustainable construction product. The
study aims to assess the potential to recycle CO2 back into
concrete products whilst simultaneously promoting strength
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gain. If achievable, this would provide an opportunity for the
adoption of ACC as technology in the manufacturing process.
2

EXPERIMENTAL INVESTIGATIONS
Constituent Materials

Standard 7.5MPa concrete masonry units, of nominal
dimensions 440x215x100mm were chosen for this study. These
units were chosen since they are currently in production in a
manufacturing plant. Cement conforming to IS EN 197-1 [15]
with the designation CEM II/A-L 42,5 N was used to
manufacture the CMU’s. The chemical oxide composition of
the cement is given in Table 1. A crushed rock fines (CRF) was
the predominant aggregate used and this was manufactured
from crushed limestone. The second aggregate constituent was
a siliceous washed natural sand. The proportions of the
materials used in the concrete mix are given in Table 2.
Table 1 Chemical composition of the CEM II/A-L cement
used in this study
SiO2
17.96

Al2O3
5.06

F.CaO
2.1

Fe2O3
2.84
K2O
0.42

CaO
63.6
Na2O
0.23

SO3
2.57

Na2O Eq
0.51

MgO
0.218

LOI
4.7

Table 2 Mix Proportions for the 7.5MPa CMU’s
Constituent Material
Aggregate
Sand
Water
Cement
Total

kg/m3
1,925
240
128
120
2,413

Remarks
Crushed Rock Fines
Washed Sand
CEM II/A-L

Sample Preparation
The preferred option for the experiment was to remove
CMU’s directly from the production line and to use these as test
specimens in the study. However, this was not a practical
option as the CMU’s were too fragile immediately after
manufacture and had not developed adequate strength to allow
them to be removed from the production belt without
disintegrating when handled. Therefore, CMU’s were removed
from the manufacturing line and the material was used to
produce 100mm cube specimens using a vibrating hammer to a
target wet density of 100%. The CMU’s manufactured in the
production plant have a target density of 2,000 kg/m3. Since
this was too low to yield units that could be handled in their
fresh state, the laboratory compaction process facilitated the
manufacture of test specimens which could be handled at early
ages. The average density of the test specimens was
2,515kg/m3, approximately 25% greater than the standard
CMU’s in the production plant. The CMU’s recovered from the
production line in both phases were then transported to a
mixing area where they were combined and remixed prior to
the manufacture of the test specimens. The time taken to
manufacture and transport the samples to the test laboratory
was approximately 3.5 hours.
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Curing Process
A carbonation chamber was developed and commissioned to
facilitate the accelerated carbonation curing of the CMU’s
(Figure 1). The carbonation chamber provided a storage facility
for the test specimens where they could be subjected to a
controlled concentration of CO2 with a 99.9% purity, verified
by a bespoke data logging setup, and connected to the regulator.
To control the level of CO2 in the chamber, a sensor was
connected to a data logger and voltmeter which controlled the
regulator. This in turn controlled the level of CO2 being
released into the chamber to maintain the required
concentration. To control the relative humidity (RH) in the
chamber, a glass beaker containing a saturated aqueous sodium
nitrite (NaNO2) solution was placed in the bottom of the
chamber. The saturated salt solution maintained the RH in the
chamber by absorbing water without altering the equilibrium
vapour pressure. This arrangement provided a steady 65% RH
at 200C, which is considered as optimal for carbonation [16,17].
Two fans powered by a 12V power supply were placed within
the carbonation chamber to facilitate a uniform circulation of
CO2 in the chamber. A software program was written to
monitor the CO2 level within the chamber every 60 seconds by
means of the analogue probe sensor. The program controlled
the release of a 30 second burst of CO2 into the chamber by
opening the solenoid when it fell below the target
concentration. This 60 second process loop maintained the
required CO2 concentration in the chamber.
CO2 Exposure Timeframe
The timeframes of the initial exposure were divided into five
categories as outlined in Table 3. Most of the analysis was
performed over the first 7 days and this was chosen to correlate
to CMU’s in production, where the general minimum storage
period is 7 days in the manufacturing plant before being sold
for use in construction projects. A further extended period trial
for 28 days was conducted to evaluate the impact of extended
periods of CO2 curing. The aim of the experiment was to
identify if there is an optimal timeframe for ACC for the
CMU’s, with focus on early ages, as a shorter CO2 curing
regime would be considered preferable. A control set of
samples that were not subjected to CO2 curing were used as a
reference and these samples provided a baseline for each
scenario to allow a comparison of each of the curing regimes.
The second exposure tests were divided into six categories
(Table 3), ranging from 4 hours to 7 days. The Phase II study
concentrated on assessing the compressive strength of the ACC
CMU’s specimens against control air cured samples at early
ages up to 7 days. An assessment of the CO2 uptake of the ACC
CMU’s based on percentage increase compared to the control
samples was also conducted in this phase of analysis.
Carbon Uptake Estimation
In order to concurrently analyse the CO2 uptake of multiple
samples under varying exposure conditions and to facilitate the
introduction and removal of specimens from the closed system,
a method called the “mass loss difference method” was devised.
This method involved comparing the masses of ACC and
control non-ACC cured samples to their dry mass. The drying
process involved vacuum drying for 30mins followed by oven
drying at 500C for 48 hours to constant mass.
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Figure 1. Accelerated carbonation curing chamber
Table 3 CO2 exposure timeframe Phase I and Phase II
Time
Interval
4 hrs
24 hrs
48 hrs

Phase I

Phase II

4 hrs 50% CO2
4 hrs air cured
24 hrs 50% CO2
24 hrs air cured
48 hrs 50% CO2
48 hrs air cured
24 hrs air cured & 24
hrs 50% CO2

4 hrs 50% CO2
4 hrs air cured
24 hrs 50% CO2
24 hrs air cured
48 hrs 50% CO2
48 hrs air cured

72 hrs
96 hrs
7 days
28 days

7 days 50% CO2
7 days air cured
28 days 50% CO2
28 days air cured
27 days air cured & 24
hrs 50% CO2

72 hrs 50% CO2
72 hrs air cured
96 hrs 50% CO2
96 hrs air cured
7 days 50% CO2
7 days air cured

By comparing the difference in the dry mass between the
curing regimes, the CO2 uptake is calculated. As the samples
are dried to a constant mass, the effects of bound moisture on
the mass calculation are eliminated.
3

EXPERIMENTAL RESULTS AND DISCUSSION
Carbon Uptake Estimation

According to Steinour’s formula [18], the cement described
in Table 1 has a theoretical capacity to sequester CO2 up to
approximately 49.5% of the cement mass. Using the above
procedure, the increase in mass of ACC specimens compared
to the control at each time interval is in Table 4. As shown, the
percentage gain in mass increased with exposure time with a
1.15% increase achieved after 7 days of ACC.
Based on the mix proportions in Table 2, the calculated cement
content of the concrete was 5% by mass. This infers that the

Table 4 CO2 uptake by mass of cement
Time
Interval
4 hrs

Increase in mass of
CO2 cured specimens
compared to control
0.56%

CO2 Uptake per mass of
cement assuming 5%
cement content
11.2%

24 hrs

1.04%

20.8%

48 hrs

0.84%

16.8%

72 hrs

0.95%

19.0%

96 hrs

1.14%

22.8%

7 days

1.15%

23.0%

concrete had sequestered 23% CO2 by mass of cement after 7
days of ACC. After 24 hours of ACC, a 1.04% increase in mass
was observed. This suggests that each standard 7.5MPa CMU’s
with a mass of 20kg can sequester up to 0.21kg of CO2 under
similar curing conditions. It should be noted that the CMU’s in
production have a lower density than the specimens tested with
full compaction. Also, CMU’s produced in the production plant
will have a more open texture. These factors are likely to be
favourable in assisting greater ingress of CO2 and uptake in
CMU’s, so these findings could be conservative.
4

EFFECT OF CO2 UPTAKE ON COMPRESSIVE STRENGTH
Early age compressive strength

Samples cured at 50% CO2 were compared to air cured
control samples over time, as indicated in Table 5. A set of three
cubes were made for each time interval and the average values
determined.
Carbonation curing significantly accelerated early strength gain
at each time interval compared to air cured samples. A
minimum recorded comparative strength increase of 7.1% was
recorded after 4 hours. A maximum comparative compressive
strength increase of 15.5% was recorded after 24 hours. The
CO2 cured CMU’s achieved an average strength of 27.8MPa
after 72 hours curing which exceeded the 26.9MPa strength
achieved by the reference air cured specimens after 7 days.
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Table 5 Compressive strength of CMU specimens
Age
(hrs)
4

Air Cured
Compressive
strength (MPa)
10.5

50% CO2 Cured
Compressive
Strength (MPa)
11.3

Increase in
Compressive
Strength (%)
7.1

24

18.6

22.0

15.5

48

22.8

25.2

9.5

72

25.3

27.8

9.0

96

26.6

30.0

11.3

168

26.9

31.8

15.4

The increase in compressive strength of the ACC samples
was 11.3% on average compared to the control samples. As can
be seen in Figure 2, the proportional strength gains in the ACC
concrete compared to the control indicate that more reaction
products were produced during early carbonation, and as can
be seen after 24 hours ACC, there is a reduction in the rate of
strength gain over time. This reduced rate of compressive
strength increase is due to the different curing processes. In the
ACC process, the addition of CO2 accelerates the hydration
reaction of C3S and C2S and results in the rapid strength gain
[19]. This carbonation process results in the production of
CaCO3 which fills the narrow pores thereby limiting the further
mass transport of CO2 to reactivate cement materials. This
leads to delayed reactions which reduce carbonation efficiency
over time [20]. As the concrete matures the microstructure
becomes denser limiting the CO2 penetration by slowing down
the diffusion rate of the CO2. This densification delays the
reactions of CO2 with C3S and C2S and with the early hydration
products Ca(OH)2 and C-S-H [19].
The carbonation process is also dependent on the water
content. Water will dissolve calcium ions in the anhydrous
cement phases, which react to form CaCO3. The ACC process
accelerates the hydration reactions of the un-hydrated cement
compounds and, in turn, lowers the water content. This lower
water content can inhibit the formation of carbonic acid which
limits the dissolution of Ca(OH)2. This contributes to the
reduction in the ACC samples rate of strength increase after the
initial 24 hour curing period as the available water was
consumed. A similar reduction in the rate of strength gain after
24 hours was noted for the control air-cured samples. As the
rate of strength gain after this point was comparable to the ACC
samples, this suggests that CO2 curing has the greatest effect in
terms of strength gain for early age compressive strength.
Exposures after 24 hours showed less of an effect on increasing
the rate of compressive strength gain.
7-day compressive strength
Five curing conditions were selected for analysis of
compressive strength at 7 days. The time intervals were such to
represent those that could be replicated in the production
process during normal working hours with minimum
disruption. The time intervals, curing conditions and
compressive strength results are summarised in Table 6.
As shown, ACC has led to increased compressive strengths.
Samples exposed to CO2 for 4, 24 and 48 hours and left to air
cure up to 7 days, had compressive strengths of 27.7, 29.1 and
30.2MPa respectively, compared to the air-cured control
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Figure 2 - Compressive strength comparison
Table 6 7-day compressive strength of CMU specimens
Curing
Conditions

4 hrs CO2 cured
& 164 hrs air
cured
24 hrs CO2
cured & 144 hrs
Air Cured
48 hrs CO2
cured & 120 hrs
Air Cured
24 hrs Air cured
& 24 hrs CO2
Cured & 120
hrs Air Cured

50% CO2
Cured
Compressive
strength
(MPa)
27.7

7 Days Air
Cured
Compressive
Strength
(MPa)

Increase in
Compressive
Strength (%)
2.2

27.1
29.1

7.4

30.2

11.4

27.5

1.5

samples, which achieved a 7-day compressive strength of
27.1MPa. Longer exposure to CO2 led to greater strengths, with
samples initially exposed for 48 hours showing an increase of
11.4% compared to the control. Since the samples only differed
in their CO2 duration, the differences must be due to this, with
longer exposures promoting the early age hydration of the
cement plus the conversion of portlandite to calcite and C-S-H
produced through hydration.
Since conventional carbonation is dependent on the transport
of CO2 through the cement pore structure, there is a well-known
dependence of carbonation rate [21] on the RH, with the
maximum rate occurring at approximately 60%. At this RH,
there is a sufficiently open pore structure to allow the ingress
of CO2, with enough water present to allow the dissolution of
CO2 to form carbonic acid. Consequently, many standards for
accelerated carbonation studies stipulate a period of
preconditioning between curing and exposure to CO2 to reduce
the free water in the concrete and allow partial evaporation of
from the pores [21]. With the rate of CO2 transport through
water being ~105 times less than through air, previous studies
have found that excessive free water prevents CO2 diffusing
into the concrete by blocking capillary pores [14]. For this
reason, an additional set of samples were prepared and air cured
for 24 hours before ACC, with a final air-curing step to 7 days.
These samples achieved an average compressive strength of
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27.5MPa. This was slightly higher than the control sample
(~1.5%). Despite the same duration of exposure to CO2, these
samples developed strengths 5.5% lower than those initially
exposed to CO2 for 24 hours.
The 24-hour preconditioning period did not enhance the
compressive strength. This suggests that at the commencement
of ACC, the water content in the samples was close to optimal.
The preconditioning step led to loss of water from the samples
which was available to dissolve the calcium ions in the
anhydrous C3S and C2S. Although the water content of the
concrete will have an effect on the CO2 uptake, the study shows
that it is the early exposure to CO2 curing that is most critical
when it comes to strength development. At this early stage, C3S
and C2S have not been fully hydrated by the water and the CO2
in early carbonation curing accelerates the hydration reaction.

Table 7 28-day compressive strength of CMU specimens
Curing
Conditions

4 hrs CO2 cured
& 27 days 20 hrs
Air Cured
24 hrs CO2 cured
& 27 days Air
Cured
48 hrs CO2 cured
& 26 days Air
Cured
7 days CO2 cured
& 21 days Air
Cured
28 days CO2
Cured
24 hrs Air, 24 hrs
CO2 & 26 days
Air Cured
27 days Air
Cured & 24 hrs
CO2 Cured

28-day compressive strength
The longer-term effects of CO2 curing were assessed by
subjecting concrete samples to curing at various time intervals
and testing for compressive strength at 28 days. The results are
summarised in Table 7. The minor difference between the
results (0.5MPa) is most likely due to the repeatability and
reproducibility of the samples and their testing.
Eight curing conditions were chosen for the CMU mix for
analysis of compressive strength at 28 days. As with the 7 day
strengths, carbonation curing led to increased compressive
strengths, with longer exposure to CO2 leading to higher
strengths. Indeed, it was the sample cured for the entire 28 days
in a CO2-rich environment which showed the greatest strength,
28% greater than the reference sample. Again, the point at
which samples were exposed to CO2 was found to be critical.
Three different samples were exposed to CO2 for 24 hours out
of the 28-day curing period; at the onset, after conditioning for
24 hours, and during the last 24 hours of the 28 days. But these
three samples all showed very different behaviour. Exposure to
CO2 for the first 24 hours led to an 18.9% increase in strength.
Conditioning for 24 hours prior to CO2 exposure led, as with
the 7-day old sample, to a slight strength increase (2.1%),
similar to that observed after 7 days. However, when the
sample was exposed to CO2 for the last 24 hours of the 28-day
curing period, there was a slight decrease in strength. As for the
samples tested at 7 days, it was early carbonation curing which
had the greatest impact on compressive strength, as the CO2
accelerates the hydration reaction of the unhydrated C3S and
C2S resulting in rapid strength gain.
The 28 day compressive strengths demonstrated that strength
gains observed in the ACC samples increased with longer
exposure to CO2 compared to the control. Although the actual
increases in compressive strengths compared to the control
were greater than for those achieved at 7 days, a similar rate of
strength gain was noted for the comparable samples at 7 days
and 28 days. The continued strength development for the ACC
samples exposed to CO2 for longer concentrations showed a
continued increase in compressive strength over the reference.
This may be partly due to the continued secondary reactions
between the C-S-H and Ca(OH)2 which form as the hydration
continues. While calcium carbonate is the predominant product
resulting from the ACC process, portlandite is produced in the
later stages as the concrete matures.

50% CO2
Cured
Compressive
strength
(MPa)
33.9

28 Days Air
Cured
Compressive
Strength
(MPa)

Increase in
Compressive
Strength (%)
3.3

39.0

18.9

40.1

22.2

41.6

32.8

26.7

42.0

28.0

33.5

2.1

32.3

-1.5

The increase in compressive strength with CO2 curing time
has been demonstrated in previous studies [11,13]. These
studies also found that the highest carbonation efficiencies
were achieved at early ages, with the greatest uptake recorded
within the first hour of ACC. It was similarly found that the
compressive strength increases over time but at reducing rates.
5

CONCLUSIONS

Accelerated carbonation cured samples demonstrated
significant increases in mass compared to the control air cured
samples. A maximum CO2 uptake per mass of cement of 23%
was achieved after 7 days of ACC at 50% CO2.
Accelerated carbonation curing resulted in an increase in
early age compressive strength with an 11.3% increase
achieved over 7 days compared to the control. The study found
that the greatest increase in compressive strength occurred
between 4 and 24 hours and after this point, ACC showed a
similar proportional rate of strength gain over time as normal
hydration of the control sample.
Substantial 28-day compressive strength increases were also
achieved for samples that were accelerated carbonation cured.
Samples cured under CO2 for 28 days recorded the greatest
strength increase, of 28%, compared to the control. The rate of
strength gain for samples exposed to CO2 reduced over time
and the results prove that it is the early carbonation curing
which has the greatest impact on compressive strength.
Concrete samples preconditioned by air curing for periods of
24 hours or greater before CO2 curing achieved lower
compressive strengths at 7 and 28 days when compared to early
carbonation cured samples. Samples preconditioned for 24
hours subjected to CO2 curing for 24 hours followed by air
curing, achieved a 2.1% compressive strength increase.
Samples initially cured with CO2 for 24 hours achieved a
strength increase of 18.9% at 28 days.

141

Civil Engineering Research in Ireland 2020

CMU’s were studied as a potential suitable candidate for
ACC as they do not contain reinforcement so the potential of
detrimental effects due of carbonation are minimised. The
study found no evidence of significant carbonation for the early
CO2 cured concrete which suggests that ACC may also be
suitable for reinforced samples provided the exposure to CO2 is
kept to shorter timeframes.
It has been demonstrated that the 95 million CMU’s
produced in Ireland in 2016 have the potential to sequester
approximately 20,000 tonnes of CO2 had they been subjected
to ACC at a 50% concentration for 24 hours.
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ABSTRACT: To enable governments to comply with the European Directive 2010/31/EU on the energy performance of buildings,
strategies are required to improve the energy efficiency of buildings. Using the mass of a building to store or dissipate heat can
reduce the demand on the auxiliary heating and/or cooling systems and hence reduce the overall energy demand of the building.
Previous research by the authors has shown that the incorporation of phase change materials (PCMs) into concrete enhances its
thermal storage capacity by up to 50%. Precast cladding panels formed with PCM enhanced concrete have been developed and
manufactured. Three full-scale demonstration huts were constructed using the panels and instrumented to record thermal data over
an 18 month period. Analysis of this data showed that in particular environments the PCM-concrete composite is effective at
reducing the air temperature in the huts and mitigating against overheating. Different building types will require bespoke optimal
solutions for the application of a PCM composite material as a thermal energy storage system. For this reason the development of
numerical simulation tools is necessary to achieve a practical and economic application of this technology. One of the main
challenges of developing models for PCM composite materials is defining the dynamic thermal properties of the material during
the phase change transition. This paper describes the development of a 2D finite element model using COMSOL Multiphysics in
which the model is validated by comparing the simulated temperatures in the model with the actual temperatures recorded at the
corresponding locations in the demonstration huts. The aim of the model is to validate the definition of the thermal properties of
the PCM-concrete composite so that they can be used to model the thermal behaviour of the composite in any real situation.

KEY WORDS: Thermal Energy Storage; Phase Change materials (PCM); COMSOL Multiphysics; PCM-concrete composite
1

INTRODUCTION

According to the World Business Council for Sustainable
Development [1] there is currently a stock of more than 80
million buildings in Europe built between 1950 and 1975, a
period during which energy performance was not considered in
building design. Often these buildings are fit for purpose
structurally however their energy performance is very poor.
In order to achieve an improved energy performance while
minimizing associated material consumption, a proposed
solution is to retain the loadbearing structure but replace the
non-loadbearing façade of the building with a modern, energy
efficient building envelope. Improving the energy performance
of building envelopes can reduce the sector’s total energy
consumption by 20% [2].
One of the most commonly proposed methods of enhancing
the energy performance of a building is to use the mass of the
building envelope to store thermal energy temporarily. This
absorption and storage of heat during the day can reduce
overheating of the internal environment in a building and hence
reduce the energy demand of the air conditioning system. The
stored heat is then dissipated into the internal environment at
night when the temperature of the building naturally reduces.
This use of thermal energy storage improves the thermal
comfort of the occupants by moderating internal temperature
fluctuations while also shifting electricity consumption to offpeak periods.
Previous research carried out by the authors [3 - 5] has shown
that the thermal mass behaviour of concrete can be enhanced
by incorporating phase change materials (PCMs) into the
concrete which provide an additional latent heat capacity and
hence increase its overall thermal storage capacity. PCMs are

materials that absorb and release high quantities of heat energy
at specific temperatures as they reversibly change phase, that
is, from solid to liquid or from liquid to gas.
The previous research studies [3 - 5] found that PCMs can
add significant thermal storage capability to concrete - up to
50% - augmenting its inherent thermal mass potential. This
research also highlighted the fact that the effectiveness of the
PCM in increasing the overall thermal storage of the concrete
panels reduces with depth into the panel. This is due to the fact
that the PCM absorbs the heat as it changes phase and hinders
the penetration of heat deeper into the panel. The overall
thermal storage of a panel will increase as the amount of heat
energy transferred to the panel increases. In a real application
where a PCM-concrete composite material is used in a building
to store thermal energy, the effective depth of the PCM will
depend on the temperature profile of the internal environment.
The analysis of heat transfer within PCM composite
materials is very challenging due to their complex thermal
behaviour which is influenced by several varying parameters.
When selecting the PCM material for a building application the
literature on this topic concludes that the melting/freezing
temperature of the PCM should coincide with the desired
internal room temperature. However for the PCM to have a
positive effect on reducing the energy use in a building, it is
critical that the air temperature in the location where the PCM
is located fluctuates sufficiently within a 24 hour period to
ensure that the PCM material changes phase. Many factors
influence this requirement including the thermo-physical
properties of the PCM and the material it is embedded in, along
with the local climate, building geometry and use of the
building. As all buildings differ, each building will require a
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unique optimal solution for the application of a PCM composite
material as a thermal energy storage system. For this reason the
development of numerical simulation tools is necessary to
achieve a practical and economic application of this
technology. Coinciding experimental data is required to
validate a PCM numerical model.
For this reason, further research was carried out by the
authors [6] in which cladding panels were designed and
manufactured using PCM enhanced concrete. Three full- scale
demonstration huts were constructed using the panels and
instrumented to record internal thermal behaviour. Thermal
data has been recorded at the huts over an 18-month period in
order to observe the thermal behaviour of the PCM-concrete
composite during all seasons. The data collected in the huts will
enable a calibrated model to be developed that can accurately
predict the response of the PCM composite in a full scale
scenario. This model can then be used to predict the impact of
the PCM-concrete composite material in any scenario. This
paper describes the initial stages in developing a model to
replicate the thermal behaviour of a PCM-concrete composite
material using COMSOL Multiphysics software.
2

Design of the panels and demonstration huts
Three different types of panels were designed and
manufactured for use in three separate test huts. Each panel
comprised of a 70mm thick concrete outer leaf, 120mm
insulation and a 125mm thick inner leaf which varies in
composition (Figure 1). This study is investigating the thermal
behaviour of the inner leaf of the cladding panel. As there is a
120mm layer of insulation between the inner and outer layer,
the form of the outer layer has an insignificant effect on the
thermal behaviour of the inner layer. Kingspan Kooltherm K15
Cladding Board was used for the insulation layer. This product
is a high-performance rigid insulation with a thermal
conductivity of 0.02W/mK

METHODOLOGY

Although there is a body of research that investigates the
properties and thermal behaviour of PCMs within concrete,
there has not been any significant research carried out into the
effectiveness of the PCM-concrete composites in a full scale
scenario and there has been no such studies carried out in
climate conditions similar to Ireland. Also, to date, the thermal
behaviour of a PCM-concrete composite has not been modelled
in a full-scale scenario. For authentication of such a model it is
important to have real data collected from a full-scale test in
order to calibrate the model. This section describes the design
of the full-scale test set up for collection of real thermal data
which is then used in the development of a finite element model
to predict the thermal behaviour of a PCM-concrete composite.
The design, manufacture and full scale monitoring of
thermal behaviour of the precast PCM enhanced concrete
cladding panel was part of a European funded Horizon 2020
project entitled IMPRESS (http://www.project-impress.eu).
Partners in this project included a leading concrete cladding
company, Techrete Ltd and Sirus International who provided
the monitoring equipment in the huts.
PCM-Concrete composite
The PCM-concrete material was formed by adding a microencapsulated paraffin PCM product, named Micronal, to a selfcompacting CEM I based concrete mix, with a dosage of 5%
by weight of concrete. This dosage of Micronal in concrete has
been shown to be the optimum quantity of Micronal to be used
in a concrete mix application [7 and 8]. Higher quantities of
Micronal yield impractically low concrete strengths and also
causes significant reduction in the thermal conductivity and
density, which tends to counteract the increase in thermal
storage capacity. The mechanical and thermal properties of this
PCM-concrete composite material were evaluated in previous
research by the authors [4].
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Figure 1. Summary of panel design for huts
For the Control hut, the inner leaf was constructed using a
CEM I concrete mix without any PCM. For the second hut, the
120mm inner leaf of the cladding panel was formed using the
PCM-concrete composite mix, as described in section 2.1. This
hut is referred to as the Full-PCM hut. In the third hut, the inner
leaf of the cladding panel was made up in two layers. The inner
60mm comprised of the PCM-concrete composite and the outer
65mm of the inner leaf, adjacent to the insulation layer,
comprised of normal concrete without any PCM content. This
hut is referred to as the Partial-PCM hut. The purpose of the
Partial-PCM hut is to enable the effective depth of the
expensive PCM to be assessed.
In order to ensure that the data from each of the huts is
comparable, all of the huts had identical design parameters
including dimensions, level of insulation, air tightness, glazing
and orientation. The huts were positioned in an open site to
mitigate any overshadowing. All the huts were orientated with
the glazed elevation facing south. As the huts were due to be
demolished at the end of the project, the internal headroom was
limited to 1.8m. The clear internal plan dimensions of the hut
were 1990mm x 1990mm. In order to capture solar radiation,
the southern façade of each hut was glazed with double glazed
sliding doors. As this research study aimed to investigate the
thermal mass behaviour of the walls of the huts, the roof slab
and floor slab were thermally isolated by placing 120mm of
rigid insulation on the inner surface. This ensured that the
concrete roof slab and floor slab did not provide any substantial
thermal storage capacity in the hut. The junctions between the
roof/floor and the cladding panel were designed to omit any
thermal bridging effects. The demonstration huts were
constructed and located in Techrete Ltd (Figure 2).

Civil Engineering Research in Ireland 2020

Figure 2. Demonstration huts located in Techrete Ltd
Instrumentation of the test huts
To observe thermal behaviour, a data recording and monitoring
system was designed. Each hut is instrumented for collection
of temperature data and internal and external environmental
data (Figure 3). Thermocouples were cast into the internal layer
of all the panels, located at depths of 30mm, 60mm and 90mm.
Thermocouples were also located on the internal and external
surfaces of the inner leaf and also on the outer face of the
insulation layer. Each set of 6 thermocouples were located at
the centre of each panel, north elevation, east elevation and
west elevation. There were two additional sets of 6
thermocouples located in the north elevation panel. In total
there are 30 thermocouples in each hut to record the
temperature throughout the depth of each wall. This number
allowed for redundancy in case any of the thermocouples were
damaged during the manufacture or installation of the panels.
These thermocouples enabled the varying temperature profile
throughout the depth of the wall to be determined at any point
in time.
A heat flux pad was located on the internal face of the north
wall in each hut to indicate the heat flow into and out of the
wall at the surface. A type K thermocouple recorded internal
air temperature and a HOIKI Z200 also recorded internal air
temperature and relative humidity (RH) in each hut. The
external temperature and RH were also recorded and an EKO
MS-802 pyranometer was used to record solar irradiance.
Interconnected programmable controls on the 2kW heaters
with the same on/off phases were installed in each hut. The
purpose of the heaters was to enable a heat load pattern to be
applied to the huts that replicates a particular scenario, such as
an overheating problem.
The rate of increase of air temperature in both PCM huts is
lower than in the Control hut [6]. The peak air temperature in
the Control hut is consistently higher than the peak
temperatures in the PCM huts, generally in the order of 1oC.
3

COMSOL MULTIPHYSICS MODELLING

The aim of this part of the research project is to develop a model
that can accurately predict the thermal behaviour of a PCMconcrete composite material when it is placed in environments
with various internal temperature profiles and also different
external climatic conditions.
One of the challenges in modelling a PCM-composite
material is characterising the thermo-physical properties of the
PCM composite correctly. Usually differential scanning
calorimetry (DSC) is used to characterise a pure PCM.
However, for DSC the sample size is very small, so it is not
an appropriate method for characterizing the thermos-physical
properties of such PCM composites [9].

Figure 3. Schematic layout of instrumentation of each hut
(Courtesy of Sirus)
General formulation of the phase change problem
The main feature of phase change problems is the moving
boundary where the Stefan condition must be met, expressing
the local velocity of a moving boundary as a function of
quantities evaluated at both sides of the phase boundary. In
problems of heat transfer with phase change, the physical
constraint is that of conservation of energy, and the local
velocity of the interface depends on the heat flux at the
interface. For pure materials there is a clear distinction between
the solid and liquid phases separated by a definite moving
boundary at which melting occurs at a constant temperature.
For conduction dominated heat transfer, as would be typical in
a building application, the governing equations can be written
for the solid and liquid phases respectively which have to be
satisfied by the Stefan condition, as set out by Voller [10]:
Heat transfer in the solid phase:
𝜕𝑇
𝜕
𝜕𝑇
ρ. Cs . 𝜕𝑡𝑠 = 𝜕𝑥 (𝑘𝑠 . 𝜕𝑥𝑠 )

(1)

Heat transfer in the liquid phase:
𝜕𝑇
𝜕
𝜕𝑇
ρ . Cl . 𝜕𝑡𝑙 = 𝜕𝑥 (𝑘𝑙 . 𝜕𝑥𝑙 )

(2)

The Stefan condition that enforces the heat balance at the solid–
liquid interface is:
𝜕
𝜕𝑇
𝜕
𝜕𝑇
(𝑘𝑠 . 𝜕𝑥𝑠 ) - 𝜕𝑥 (𝑘𝑙 . 𝜕𝑥𝑙 ) = ρ . L . v
(3)
𝜕𝑥
where:
ρ = density
Cs & Cl = specific heat capacity in the solid and liquid
state respectively
Ts & Tl = Temperature of solid & liquid respectively
t = time
x = distance
ks & kl = Thermal conductivity of solid & liquid
respectively
L = Latent heat of fusion
v = velocity of boundary
Modelling of PCMs
Numerical methods have been developed to model heat transfer
during the solid – liquid phase change. The two most
commonly used methods are the enthalpy method and the
apparent heat capacity method.
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The enthalpy method was proposed by Eyres et al. [11] to deal
with variations of thermal properties with respect to
temperature. The latent and specific heat are combined into a
single governing equation. For conduction dominated heat
transfer, equations (1), (2) and (3) are combined, where the
latent heat is absorbed into the enthalpy term as follows:
𝜌

𝜕𝐻(𝑇)
𝜕𝑡

=

𝜕
𝜕𝑥

𝜕𝑇

(𝑘 𝜕𝑥 )

(4)

where H(T) is the enthalpy function which represents the total
energy of the material including sensible and latent forms of
energy.
The apparent heat capacity method was introduced by
Hashemi and Sliepcevich [12] to solve one-dimensional heat
transfer with phase change in the region that is a mix of solid
and liquid phases. The apparent heat capacity method consists
of solving the transient heat conduction equation (4) expressed
in terms of temperature and specific heat Cp(T).
𝜌𝐶𝑝 (𝑇)

𝜕(𝑇)
𝜕𝑡

=

𝜕
𝜕𝑥

(𝑘

𝜕𝑇
𝜕𝑥

)

(5)

Phase change materials for building applications, such as
parafﬁn, melt or freeze over a temperature range compared to
pure materials where phase change occurs at ﬁxed temperature.
This property makes the heat capacity method an attractive
approach to simulating PCM in building applications [14 – 17].
The Heat Transfer Module in COMSOL Multiphysics uses
the Apparent Heat Capacity method to model phase change
materials. The latent heat is included as an additional term in
the heat capacity. This method is the most suitable for phase
transitions from liquid to solid, or solid to liquid.
As the melting and solidification of the PCM occurs across a
temperature range, it is assumed that the transformation occurs
in a temperature interval between (Tpc−ΔT⁄2) and (Tpc+ΔT⁄2)
where Tpc is peak phase change temperature (24.4 oC for the
Micronal PCM used in this project). The melt temperature
range for the Micronal is 5.2 oC. The peak melt temperature
range and latent heat (91 J/g) values for the Micronal were
ascertained using differential scanning calorimetry. In this
interval, the material phase is modelled by a smoothed function,
θ, representing the fraction of phase before transition:



θ = 1 @ T < ( Tpc − ΔT ⁄ 2)
θ = 0 @ T < ( Tpc + ΔT ⁄ 2)

The density, ρ, and the specific enthalpy, H (heat absorbed or
released), are expressed by:
ρ = θρsol + (1 – θ)ρliq
H = 1/ρ (θρsol.Hsol + (1 – θ)ρliqHliq )

(6)
(7)

The apparent specific heat capacity Cp at temperature T for the
PCM material is given by the equivalent heat capacity (ρH)+
latent heat, Kylili et al. [18]:
𝑑𝑎

Cp = 1/ρ[θρsolid.Cpsolid +(1- θ)ρliquid.Cpliquid] + (Hliq – Hsol) 𝑑𝑇𝑚 (8)
where:
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1 (1−𝜃)𝜌𝑙𝑖𝑞 − 𝜃𝜌𝑠𝑜𝑙

am = mass fraction = .
2

𝜌

So the material properties for the solid and liquid phases are
specified separately. These values are combined with the phase
transition function so that there is a smooth transition from
solid to liquid and vice versa, and the thermal behaviour during
phase change can be modelled.
Modelling of PCM-concrete composite
The PCM-concrete composite material was modelled using the
Heat Transfer in Porous Media module in COMSOL. The CEM
I control concrete mix was used as the main material in the
media. The density, thermal conductivity and specific heat
capacity of this concrete had been previously determined in the
laboratory. The volume fraction of Micronal that was added to
the concrete was determined and set as the volume fraction of
the porosity, that is, the volume fraction of pores filled with
PCM, set as (1 − 𝛳c), where 𝛳c is the volume fraction of
concrete. Therefore, the effective thermal conductivity of the
media was defined as:
k𝑒𝑓𝑓 = kc𝛳c + k𝑃𝐶𝑀 (1 – 𝛳c)

(9)

The subscript c refers to concrete.
Similarly:
(𝜌𝐶𝑝)𝑒𝑓𝑓 = 𝜌c𝐶𝑝,c 𝛳c + 𝜌𝑃𝐶𝑀𝐶𝑝,𝑃𝐶𝑀(1 – 𝛳c)

(10)

The PCM was modelled in accordance with equations (6), (7)
and (8) using the Heat Transfer with Phase Change module
within COMSOL.
4

RESULTS
Modelling of panel without PCM

Initially, a 2-dimensional model was created in COMSOL
comprising of a 70mm thick concrete outer leaf, a 120mm
insulation layer and a 125mm concrete inner leaf, reflecting
what was used in the Control demonstration hut. The purpose
of this initial simulation study was to investigate if the model
is accurately simulating the heat transfer behaviour of the
normal concrete.
Probes were located in the model corresponding to locations
of thermocouples throughout the depth of the panels in the hut.
The thermal properties for each layer were applied to the
model, that is, density, thermal conductivity and specific heat
capacity. The values of thermal conductivity, density and
specific heat capacity for the concrete layers were taken from
the results of the laboratory investigations (kconc = 1.86 W/mK;
ρconc=2335 kg/m3; Cp,conc=881 J/kgK). Material properties for
the insulation were taken from the Kingspan data sheet .
A simulation was run in which a 24 hour dynamic
temperature profile of the internal wall surface in the control
hut, from 8 am on 27th Dec to 9 am on 28th Dec 2017, was
imported into the model and applied to the internal surface of
the model panel. The initial temperature of the inner leaf was
set at 18.7 oC because this was the temperature throughout the
actual wall at the start of this time period. The heaters came on
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during this period and the temperature at the inside face of the
wall increased to a maximum of 27 oC. The corresponding
dynamic external air temperature data recorded during this
period was also extracted from the hut data, imported to the
model and applied to the external face of the model panel. The
simulation calculated the temperature at each probe at fiveminute intervals throughout the time period. The results of the
simulation were plotted against the real temperature data
recorded at each thermocouple in the control hut. It is beyond
the scope of this paper to report on the full analysis of the
simulation exercises, which included other time periods,
however, a typical example of one of these plots is provided in
Figure 4.

natural ventilation was provided at night to assist the discharge
of heat from the internal walls (Figure 5). All parts of the wall
increased in temperature above 20oC which is the temperature
at which the PCM will start to melt. It can be noted that there
was no difference in temperature between the back surface of
the inner leaf and the thermocouple at 90mm depth indicating
that the PCM was not engaged at 90mm.
Actual temperature data, Full PCM hut 23rd to 25th Oct
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Figure 5. Real temperature data recorded in the Full PCM hut
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Figure 4 . Comparison of simulated temperatures and real
temperatures at 30mm depth in Control hut wall.
An initial observations is that, generally, the thermal
behaviour of the probes in the simulation follows a similar
pattern as the actual thermocouples in the hut. There is a notable
difference at the start of the simulation when the heaters are
switching on and off about the set point – the simulation
temperature rises quicker and is circa 0.5 oC higher than the
actual temperature in the huts. When the heaters remain on
continuously, the real and simulated temperature are similar.
The slopes of the curves during the cooling period are very
similar, albeit the simulated temp remains circa 0.5 oC higher
than the real temp during the cooling period. Further sensitivity
simulations were carried out to explore the effects of varying
the input material properties. A parametric sweep was carried
out in which the thermal conductivity of the concrete varied
between 1.6 W/mK and 2.0 W/mK in increments of 0.1 W/mK,
and the specific heat capacity of the concrete was varied
between 750 J/kg and 1000 J/kg in increments of 50 J/kg.
Modelling of panel with PCM-concrete composite
The model as described in section 4.1 was adjusted to replace
the material of the inner leaf of the panel with the PCMconcrete composite. A number of different 24 hour periods of
real data collected at the Full PCM hut was selected for the
simulation studies. During each period the internal air
temperature increased sufficiently to ensure that some of the
PCM within the depth of the wall would change phase. One
particular period of interest was 23rd – 25th October during
which the heaters were on for 6 hours during the day and then

The actual temperature profile recorded at the internal surface
of the wall was applied to the internal surface of the 2-D model.
The external temperature recorded during this period was
applied to the external surface of the model panel. Figures 6
and 7 show comparisons between the simulated temperatures
and real temperatures recorded at depths of 30mm and 60mm,
and 90mm and 125mm respectively within the PCM-concrete
composite wall.
The simulated and real temperatures follow a similar pattern
with the maximum difference of circa 0.7 oC. It can be noted
that the simulation temperatures increase at a faster rate during
the heating period, while the rate of cooling is similar for both.
It can also be noted that there is no difference in temperature
between 90mm and 125mm depth in both the real data and the
simulated data indicating that the PCM is not engaged at this
depth for the heating load applied.
These observations may indicate that the thermal

Full PCM Sim Vs Real 23rd -25th Oct. Heating on, Ventilation at night. Vol PCM 30%
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Figure 6. Simulation Vs real temperatures at 30mm and 60mm
depths
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Full PCM Sim Vs Real 23rd -25th Oct. Heating on, Ventilation at night. Vol PCM 30%
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CONCLUSIONS

COMSOL Multiphysics software was used to develop a model
that can accurately simulate the thermal behaviour of a PCMconcrete composite material in a real life, full-scale scenario.
The thermal properties of the PCM-concrete composite
material were defined in the COMSOL model using a
combination of Heat transfer with Phase Change and Heat
Transfer in Porous Media. A 2-dimensional model replicating
the concrete sandwich cladding panel used in a full-scale
demonstration hut was created with the PCM-concrete
composite used in the inner layer. Real temperature data, as
recorded at the full-scale huts, was applied at the inner and
outer faces of the model. Temperatures throughout the depth of
the inner wall were extracted from the simulation and compared
favourably with the equivalent real data recorded in the
associated huts.
Initial results show that the model can simulate thermal
behaviour of the PCM-concrete composite with reasonable
accuracy, however, the rate of increase in temperature during a
heating period is consistently greater in the simulated results.
A number of sensitivity studies have been carried out in
which relevant parameters have been varied, however the
difference between the rate of increase in temperature in the
real data and simulated results is not significantly altered.
Further modelling work will be carried out to explore the
influence of the thermal absorptivity and emissivity of the
PCM-concrete composite on the accuracy of the simulated
thermal behaviour.
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ABSTRACT: Specification and design documents for pavement quality concrete (PQC) in airfields currently limit the use of
GGBS to a maximum level of 35%. Operational considerations demand durability characteristics of airfield pavements in respect
of preventing scaling. Preventing even small concrete fragments from impacting airframes or being ingested by engines (‘FOD’ Foreign Object Damage) especially demands mitigation of ASR risk and high freeze-thaw resistance in the presence of de-icing
agents. Irish Standard I.S. EN 206 requirements limit the use of GGBS to a maximum level of 50% in freeze-thaw exposure but
airfield PQC specification documents currently limit the use of GGBS to a maximum level of 35%. Increasing GGBS content
above this limit would enhance the sustainability credentials of the aviation industry, assuming that concrete strength and durability
requirements for pavements were satisfied. Direct emissions from the aviation industry accounts for 2% of global CO2 emissions,
while cement manufacture accounts for around 8%. Replacing Portland cement with 70% GGBS in concrete can reduce the
embodied carbon footprint by 65% and play a major role in reducing global CO 2. An experimental programme was developed to
produce PQC specimens with 35%, 50% and 70% GGBS cement replacement level for testing against EN standards and aviationindustry specified requirements. Compression and flexural strength requirements were met for all mixes. Specified 28-day flexural
strength was met at 7 days. The 70% GGBS mix registered 28-day flexural strength 48% higher than the requirement. Less scaling
took place during freeze-thaw testing with potassium acetate, typical of airfield practice, compared with sodium chloride, typical
of highway practice. The 70% GGBS mix showed less scaling after 28 cycles in potassium acetate compared to 50% GGBS mix
in sodium chloride. Calculations show that by using 70% GGBS there is a 67% reduction in the risk of ASR. The study has
demonstrated that 50% and 70% GGBS can be used PQC to meet strength and durability requirements. The reduction in embodied
CO2 by using GGBS at 50% or 70% in PQC offers an immediate contribution to enhance the sustainability credentials of the
aviation industry during its most challenging economic period ever, in the decade following the Covid-19 pandemic of 2020.
KEY WORDS: CERI 2020; Concrete durability; GGBS; PQC; sustainability.
1

INTRODUCTION

Direct emissions from the aviation industry accounts for 3%
of CO2 emissions in the EU and more than 2% of global
emissions [1]. Concrete is the second most consumed resource
in the world but its key ingredient – cement - has a significant
carbon footprint. The cement industry contributes about four
times the CO2 emissions of the aviation industry. In 2010 global
cement manufacture released 3270 million metric tonnes of
CO2 into the atmosphere. Currently that amount is estimated to
be 4370 million metric tonnes of CO2, and in 2030 it is
projected to be 4830 million metric tonnes as global usage of
cement continues to increase [2].
Guidance manuals for pavement quality concrete (PQC) in
airfields [3] consider both strength and serviceability.
Operational considerations demand onerous durability
characteristics of airfield pavements to minimise the risk of
scaled concrete fragments impacting the airframes of taxying
aircraft or being ingested by engines (‘FOD’ - Foreign Object
Damage). Typical specification documents for pavement
quality concrete (PQC) in airfields [4] requires a minimum
cement content of 350kg/m3 and maximum w/c ratio of 0.45.
Practice in Ireland, exemplified by the Dublin Airport
Authority, is 380 kg/m3 of cement with a maximum w/c ratio
of 0.43. Aviation industry pavement design in the UK and
Ireland targets a design life of concrete of 20 to 30 years, in
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comparison with concrete specified to I.S. EN 206 [5] which
provides durability guidance based on a minimum life cycle of
50 years. Nevertheless, PQC requirements are in line with the
longer-term EN 206 requirements for freeze-thaw resistance.
The worldwide use of GGBS to enhance the strength and
durability of concrete is well documented [6]. The use of GGBS
significantly enhances the sustainability of concrete through the
recovery of an industrial waste material that would otherwise
go to landfill. Although high replacement levels are not
uncommon, Irish Standard I.S. EN 206 requirements limit the
use of GGBS to a maximum level of 50% in freeze-thaw
exposure and airfield PQC specification documents currently
limit the use of GGBS to a maximum level of 35%.
There are three pillars to sustainability: social, economic and
environmental. They are also sometimes referred to as ‘people,
profit and planet’ [7]. Through concrete constituents there is an
obvious opportunity to affect environmental sustainability. The
aviation industry will need to demonstrate sustainability across
the social and environmental pillars in the post Covid-19
pandemic period to achieve economic survival. The working
hypothesis of the research reported in this paper was that the
aviation industry would benefit from using higher levels of
GGBS in PQC for greater long term strength and durability,
while enhancing the industry’s sustainability credentials
through the reduced embodied CO2 of its global infrastructure.
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2
2.1

FREEZE-THAW RESISTANCE OF AIRFIELD PAVEMENTS
Recommendations to mitigate freeze thaw

Air entrainment of concrete is commonly used in exposure
conditions subject to freeze-thaw but a primary concern is to
reduce the risk of water penetration into concrete. Therefore
concrete with a low w/c ratio - low in permeability – is
successful in mitigating scaling and cyclical damage due to
freezing and thawing [8]. Nevertheless, some researchers [9,
10] favour the inclusion of air entrainment as the single most
important factor in freeze thaw resistance. I.S.EN 206 provides
recommendations for concrete composition in the case of
exposure classes XF1- XF4. Air entrainment as an option
allows for a reduction in total cement content and w/c ratio
constraints. International specification and national design
manuals for PQC include air entrainment advice.
Regarding secondary cementitious materials, the Ministry of
Defence [4] specification for PQC permits the use of PFA to a
maximum of 25% total cement content and 35% for GGBS
total cement content. The Dublin Airport Authority allows for
a maximum PFA percentage of 30% total cement content but
does not currently include the use of GGBS in its specification.
The use of recycled aggregates is an option but currently only
crushed limestone aggregates are permitted under the UK and
Irish specifications.
2.2

De-icing agents

Sodium chloride (NaCl) is a commonly used de-icer on
highways in the UK and Ireland. Potassium acetate (KAc), a
mixture of acetate acid and potassium hydroxide, is mostly
used at airports because of its high performance and it is
deemed to be less aggressive.
Xie [11] found that KAc had a higher melting capacity than
NaCl and that NaCl induced more mass loss through scaling
than KAc. Ghajar-Khosravi [12] found little scaling had taken
place on mortar bars exposed to KAc. Tsang et al. [13], testing
with equal concentration by mass at 4% with CaCl 2, NaCl,
MgCl, KAc and Na acetate de-icers, found that KAc produced
the least mass loss.
3
3.1

EXPERIMENTAL PROGRAMME
Research Objectives

The primary aim of the study was to investigate the strength
and durability performance of GGBS concretes, up to 70%
replacement level, against the benchmark of performance
targets in international and national best practice for airfield
pavement quality concrete.
The study also investigated the use of CEM II A-L (42.5N)
cement and GGBS combinations in meeting PQC strength and
durability exposure class requirements.
The alkali loading of suitable concretes was monitored to
ensure compliance with measures to control the risk of alkalisilica reaction.
The benchmarks used were determined from the Ministry of
Defence Specification 033 [4] and the Dublin Airport Authority
specification, summarised in Table 1.

Table 1. Concrete performance requirements and composition
limitations
Requirements

28 day flexural strength
7 day mean compressive
strength
7 day individual
minimum compressive
strength
28 day compressive
strength
Permissible Cements
Combination limitation
Minimum Cement
Content
Maximum w/c ratio

Ministry of
Defence
Spec 033
4.5 MPa
45MPa

Dublin
Airport
Authority
5.0MPa
---

34MPa

---

---

40MPa

CEM I
PFA 25%
GGBS 35%
350 kg/m³

CEM I
CEM II
PFA 30%
GGBS 0%
380 kg/m³

0.45

0.43

Materials and Methods

3.2
3.2.1

Materials

Concrete specimens were prepared with 0% (control), 35%,
50% and 70% GGBS conforming to EN 15167-1 manufactured
by Ecocem Ireland Limited. The Blaine value of the GGBS was
440 m²/kg and a D50 value was 11.59 μm.
The cement was CEM II A-L 42.5N, a Portland limestone
cement, conforming to EN 197-1. Cement was supplied by Irish
Cement Limited in Platin. The CEM II A-L used has a Blaine
value of 374 m²/kg and a D50 value of 10.96 μm.
Fine aggregate was natural concrete sand. Coarse aggregate
was 10mm and 20mm crushed limestone. The aggregates,
supplied by Kilsaran International from their Millennium Park
plant, were representative of aggregates being used at the time
in concrete being supplied to Dublin Airport Authority works.
Admixtures were GCP applied technologies MIRA 53, a
mid-range water reducer and DAREX AEA, an air entraining
admixture. These were obtained from Kilsaran International
Millennium Park ready mixed concrete plant, which was
supplying concrete to works at Dublin Airport.
An approved mix design for PQC works in Dublin Airport
was used as the control in the research. Details of the mix
designs are presented in Table 2.
Table 2. Concrete trial mix detail - SSD weights (kg/m³)
Control
Cement
GGBS
20mm
10mm
Sand
Water
MRWRA
AEA

420
0
730
400
635
180
2.52
0.6

35%
GGBS
273
147
730
400
635
180
2.52
0.6

50%
GGBS
210
210
730
400
635
180
2.52
0.6

70%
GGBS
126
294
730
400
635
180
2.52
0.6
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The three replacement levels of GGBS were adopted from the
35% GGBS limited as per Specification 033; the 50% GGBS
limited by I.S. EN 206 for XF exposure classes and 70% GGBS
as the maximum practical level presumed for simultaneously
meeting strength, durability and sustainability requirements.
3.2.2

Methods

Six batches of each mix were required to produce 12 no.
100mm cubes; 4 no. beams and 2 no. 150mm cubes test
specimens required for compressive, flexural and freeze thaw
testing. The EN 480-1 mixing technique for reference concrete
was adopted to ensure repeatability of results and consistency
in batching method. All specimens were made to EN 12390-2,
with consistence measured to EN 12350-1 Part 2 and air
content measured to EN 12350-7.
Concrete specimens were tested to:
• EN 12390-3:2009, Testing Hardened Concrete – Part 3:
compressive strength of test specimens. Twelve 100mm
cubes were made for each mix allowing three cubes for
each of four test ages: 2, 7, 28 and 56 days;
• EN 12390-5:2009 Testing Hardened Concrete - Part 5:
Flexural strength
of
test
specimens.
Four
500*100*100mm beams were cast for each mix allowing
two beams to be tested at both 7 and 28 days;
• EN 12390-9 section 7.3, CDF test method using de-icing
salts. Pairs of freeze thaw specimens were constructed in
150mm
cube
moulds
with
a
PTFE
(polytetrafluoroethylene) plate in the centre. The plate
had a thickness less than 5mm. There were four equally
sized thin rectangular plates placed on two opposite faces
of these cubes. Two 150mm cubes were cast for each
mix, each then yielding two specimens;
• EN 12390-9 methodology but using potassium acetate as
a de-icer.
For the purpose of this work the CDF method was chosen for
testing of freeze thaw resistance. The first round was carried
out with the standard solution of 3% NaCl. The second round
of freeze-thaw testing was carried out using potassium acetate
to simulate airfield exposure conditions.
An evaluation of alkali loading was calculated using both the
UK method described in Specification 033 [4] and the Irish
method described in Irish Concrete Society/IEI guidance
document for control of alkali silica reaction [14].

Table 3. Plastic density, air content and slump
Control
Plastic
Density
(kg/m³)
Air Content
(%)
Measured
Sump (mm)

2380

35%
GGBS
2380

50%
GGBS
2370

70%
GGBS
2380

4.5

4.3

4.5

4.2

50

50

50

50

Figure 1. Flexural strength results up to 28 days.

Figure 2. Compressive strength results up to 56 days.
4
4.1

RESULTS AND DISCUSSION
Results

The plastic density, air content and slump of the four mixes are
presented in Table 3.
The flexural and compressive strength trends over 28 & 56
days are presented in Figure 1 and Figure 2 respectively.

.
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Figure 3 illustrates the amount of scaling for each test
specimen measured at 4, 6, 14 and 28 cycles in the tests with
NaCl. The cumulative amount of scaled material (Ms,n) is
calculated after 28 cycles have been completed. Cumulative
mass loss shows the progression of the four mix over the 28
cycles of testing. The difference in the amount of material lost
from the samples in comparison to the control ranges from 2 to
6 to 10 times that lost by the 35, 50 and 70% GGBS mixes,
respectively.
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Figure 5. Cumulative mass loss in freeze thaw tests (KAc)
Figure 3 Cumulative mass loss in freeze thaw tests (NaCl)

Figure 4 illustrates the mass of scaled material per unit area
in the tests with NaCl. As the percentage of GGBS increases
the level of scaling increased. 70% GGBS is five times that of
the control mix. However 70% GGBS is 60% of maximum
allowable level of mass loss per unit area.

Figure 6 illustrates the mass of scaled material per unit area
in the tests with KAc. A trend may be observed whereby the Sn
calculated with 70% GGBS is up to ten times more scaled
material per unit area than the control mix.

Figure 6. Sn - Mass of scaled material per unit area – FT KAc – after 28 cycles
Figure 4. Sn - Mass of scaled material per unit area – FT NaCl – after 28 cycles

However when exposed to FT cycles using KAc 70% GGBS
displays scaling at 30% of the allowable limit given in EN
12390-9.

Figure 5 illustrates the amount of scaling for each test
specimen measured at 4, 6, 14 and 28 cycles in the tests with
KAc. The difference in the amount of material lost from the
samples in comparison to the control sample ranging from 4 to
7 to 10 times more than the 35, 50 and 70% GGBS specimens
respectively.

Figure 7. Sn – comparison between NaCl and KAc after 28
cycles
Table 4 presents alkali loading calculation with Specification
033 / BS 8500 method giving a higher level of ASR risk
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reduction at all trialled levels of GGBS addition when
compared to the approved control mix.
The use of GGBS aids in producing a less permeable
concrete, reduced the alkali loading of a concrete mix and
reduces the risk of ASR occurring.

Table 4. Alkali loading calculation comparison
Control
IEI
Calculation
ASR Risk
Reduction
BS 8500
ASR Risk
Reduction

2.94

2.55

35%
GGBS
2.91

50%
GGBS
2.20

70%
GGBS
1.91

1%

25%

35%

2.10

1.33

0.84

18%

48%

67%

Standard / guidance document maximum limit for alkali load
Specification 033 - 3.25 Na2Oeq kg/m³.
IEI guidance document - 4.5 Na2Oeq kg/m³.
4.2

Discussion

4.2.1
Compressive and flexural strength
Compressive and flexural strength requirements of pavement
quality concrete at 28 days were met using CEM II A-L 42.5N
The Dublin Airport Authority 28 day requirement of 40MPa for
pavement quality concrete was exceeded by 35%, 50% and
70% GGBS mixes.
The Ministry of Defence Specification 033 – Pavement
Quality Concrete in Airfields [4] specifies a 7 day, rather than
a 28 day, mean compressive strength requirement of 45MPa.
This was achieved by 35% and 50% GGBS mixes. 70% GGBS
mix did not meet compressive mean strength requirement at 7
days, however it reached 56.3MPa at 28 days. This mix also
gives the lowest compressive strength at 28 days. Early age
performance could be enhanced with the use of a hardening
accelerating admixture. There is a well-established difference
in performance between 100% cement and GGBS concrete in
early age testing [15, 16]. The 7-day results indicate that the
control and 35% GGBS concrete mixes performed
satisfactorily, with the 50% GGBS concrete approximately
10% behind. The performance of 50% GGBS is as expected at
7 day testing when compared to others work that has been
carried out using GGBS as a replacement for OPC [17]. The 7
day strength performance is aided by the low w/c ratio. Control
35% and 50% have achieved the 45MPa mean compressive
strength requirement at 7 days. Arivalagan [17] shows a similar
trend to results achieved in flexural testing with samples at 30%
and 40% GGBS achieving similar results to a CEM I at 7 days,
while showing a slight increase in compressive strength at 28
days.
Testing out to 56 days showed continued increases for all
mixes in compressive strength.
Standard deviation for sets of cubes at 2 days returned a
maximum of 0.5, 7 days 1.0, 28 days 1.9 and 56 days 2.1. These
results were in line with testing expectations
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All combinations resulted in higher flexural strength than
required by DAA and the MOD. 35% GGBS mix achieved
greater flexural strength at 28 days than the control mix. 50%
GGBS and 70% GGBS mixes achieved a lower flexural
strength than control mix.
4.2.2
Freeze-thaw resistance
All mixes were under the required EN 12390-9 limit of
1.5kg/m² for scaling after freeze thaw testing at 28 cycles.
However, it was found that the level of scaling increased as the
percentage of GGBS increased. It was observed that less
scaling took place during freeze thaw with potassium acetate
(KAc) when compared to sodium chloride (NaCl). The 70%
GGBS mix showed less scaling after 28 cycles in KAc
compared to 50% GGBS mix in NaCl.
I.S EN 206 recommends limiting use of GGBS to 50% in
areas subjected to XF expose. In testing it was observed that
70% GGBS did not perform as well as control mix. However it
was within industry limits for allowable amount of scaling
when exposes to both NaCl and KAc.
The difference between the two different test runs with the
two different solution has shown there to be a larger amount of
scaling in total mass lost and mass lost per unit area when using
the 3% NaCl solution when compared to the KAc application.
This indicates that the use of KAc as a de-icing and anti-icing
agent has less impact on concrete. In turn when considering the
exposure to freeze-thaw and preventative measures used, KAc
will allow for a longer life cycle when compared to the
degradation caused by NaCl over the same period of time.
However a revision of freeze thaw testing to incorporate
different di-icing agents and curing conditions for GGBS
sample preparation is needed. EN 12390-9 does not facilitate
the use of alternative de-icing agents in its standard test method.
Currently there is no industry standard test method for the use
of KAc or alternative de-icing agents in freeze thaw testing of
PQC. Also the sample preparation for freeze thaw testing to EN
12390-9 calls for water curing up to 7 days and air curing to 28
days for CDF testing. This method of curing weighs in favour
of OPC over GGBS because OPC gains a higher proportion of
its overall strength up to 7 days.
4.2.2
Alkali-silica reaction
ASR more commonly known as "concrete cancer", is a swelling
reaction that occurs over time in concrete between the highly
alkaline cement paste and the reactive non-crystalline
(amorphous) silica found in many common aggregates, given
sufficient moisture. The risk of alkali-silica reaction is reduced
using GGBS. Alkali loading calculation with Specification 033
/ BS 8500 method gives 18%, 48%, 67% risk reduction for
35%, 50% and 70% GGBS respectively. Alkali loading
calculation with IS EN 206:2013 NA: 2015 NA.5.3 / IEI/ICS
report method gives 1%, 25%, 35% risk reduction for 35%,
50% and 70% GGBS respectively. Alkali loading calculation
with Specification 033 / BS 8500 method gives a higher level
of ASR risk reduction at all trialled levels of GGBS addition
when compared to the approved control mix. The use of GGBS
aids in producing a less permeable concrete, reduced the alkali
loading of a concrete mix and reduces the risk of ASR
occurring.

Civil Engineering Research in Ireland 2020

5

CONCLUSIONS

The performance of concretes with up to 70% GGBS were
found to meet strength and durability requirements for PQC.
It is recommended that consideration be given to amending
airfield pavement specifications in the context of further
reducing embodied CO2 by permitting the use of GGBS at
levels considerably greater than the current limit of 35%.
It is further recommended that standard EN 12390-9 be
revised to include testing with alternative de-icing agents to
permit an aviation industry standard test method for the use of
KAc or alternative de-icing agents in freeze thaw testing of
PQC.

[17] Arrivalagan, S. (2014), Sustainable Studies on Concrete with GGBS as a
Replacement Material in Cement, Jordan Journal of Civil Engineering,
Vol.8, No.3, pp. 263-270
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ABSTRACT: The production of cement is estimated to account for around 8% of carbon dioxide (CO 2) emissions worldwide, and
the Irish construction industry yields fifteen million tonnes of CO2 annually. Measures must be employed to reduce these emissions
by incorporating less CO2 intensive admixtures such as blast-furnace slag, however, the Irish construction industry can often be
resistant to change. Therefore, this study aims to investigate the potential implementation of ground granulated blast-furnace slag
(GGBS) into the use of cement in Ireland, on the basis of maximisation over optimisation. This research is based on the hypothesis
that if GGBS produces drastically less CO2 than Ordinary Portland Cement (OPC), then maximising its incorporation into cement
in Ireland will significantly reduce the Irish construction industry’s carbon footprint. Data for the research is accumulated using a
mixed-methods approach, combining both quantitative and qualitative techniques. Quantitative analysis considers compressive
strength testing of concrete, with various combinations of GGBS and OPC, and qualitative analysis investigates the key barriers
to implementation in Ireland, through a series of interviews conducted with five industry professionals. Results indicate that a
one-to-one replacement of up to 60% was found to be the maximum substitution proportion of GGBS for OPC, before a drop-off
in compressive strength begins to occur. Some of the barriers to its implementation identified that a lack of awareness exists,
weather conditions, overarching costs, as well as raising some major safety concerns with its current method of use. Overall, the
key contribution of this study reveals the levels and factors at which OPC can be replaced by GGBS in a cement mix, under equal
conditions, without a reduction in compressive strength, during cement production in Ireland.
KEYWORDS: Admixture; Concrete; Ground Granulated Blast Furnace Slag (GGBS); Ireland; Ordinary Portland Cement (OPC).
1

INTRODUCTION

In the Irish construction industry, the most commonly used
concrete is Ordinary Portland Cement (OPC). However, ground
granulated blast-furnace slag (GGBS) is a high-performance
alternative to traditional cement which can also minimise the
impact on the environment. Molten blast-furnace slag is rapidly
soaked with water to GGBS, and the by-product from the
manufacture of iron to the production of GGBS has been shown
to cause much lower carbon emissions during its production
lifecycle [1][2]. To take advantage of this, GGBS can be
combined with OPC with a replacement rate of up to 70%,
where GGBS is permitted by regulatory standard IS EN 206-1.
The higher the mixture percentage, the greater the
environmental benefit. When reviewing the literature, previous
research fails to acknowledge and highlight the potential
advantages of this combination, and most industry reports and
surveys appear vague in comparison, particularly within
Ireland. Therefore, this study will focus on combining multiple
mixtures of OPC with GGBS, from 10% up to 70% GGBS at
10% intervals, and test each mixture to find the most suitable
for construction work in Ireland. 70% will be the highest
percentage of GGBS used in any mixture to comply with
current Irish building regulations.
Concentrating on an important facet of interest, the objective is
to find a mixture with the highest percentage of GGBS in the
concrete that is found to be satisfactory and fit for purpose in
the Irish construction industry. This is achieved by undertaking
a sequential mixed method research approach combining both
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quantitative and qualitative techniques. From a quantitative
perspective, concrete tests are undertaken with a variety of
cement mix proportions under uniform curing conditions. This
is followed by qualitative analysis through a semi-structured
interview process, to determine the maximum potential of
GGBS and also to discover the limitations that could potentially
arise with furthering the utilisation of GGBS in the construction
industry in Ireland. Once a suitable mixture with the highest
proportion of GGBS is determined, the interviews are
conducted with industry professionals who have a range of
experience with procuring and manging OPC. The interviews
undertaken are used to gauge industry opinion for
implementing the mixture in Irish construction projects. Thus,
it is anticipated that the results from both the strength tests and
interviews will provide the basis for the justification of using
GGBS for its environmental benefits in Irish construction.
2

OPC AND GGBS

Estimates suggest that emissions produced from OPC cement
may be as much as 8% of global CO2 emissions [3]. There are
four key ways to reduce CO2 in the cement production process;
a change in fuel type to one with a lower carbon content; the
addition of a chemical absorption process to gather the CO2;
conversion to a dry manufacturing process using grinding; and
adding high volumes of supplementary cementitious materials
(SCMs) [4]. One such material is GGBS, which is the
supplementary material selected for use in this study. It is
argued [5] that using cement blended with SCMs is the most
practical and economical method, along with having the most
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environmental advantages [6]. Research undertaken in South
Korea [2] suggest a four phase approach when applying a
system boundary for CO2 reduction; (1) procurement of all
constituents in a materials inventory taken from cradle to gate,
(2) transportation of the constituents to a ready-mixed concrete
plant, (3) in-plant production of the concrete, and (4)
transportation of the concrete to a work site to satisfy ISO
14040 criteria. The manufacturing process in this study is
conducted under regular temperatures under 15-25 degrees
Celsius, which are similar conditions in Ireland, thus perfect for
this current research.
Another Korean study [7] uses a statistically produced
regression model to calculate CO2 emission values of different
concrete types. However, one of the main limitations of this
study is that the proposed regression model is based only on
simple linear regression analysis, and while the proposed model
showed considerably accurate results in the validation test with
regard to certain datasets, its prediction performance is not
verified with high-strength concrete like 50 MPa concrete.
Nonetheless, these studies confirm that GGBS is much less
CO2 intensive, providing a core basis for this study. From a
geographical, environmental and economic perspective, a UK
study of the strength development characteristics of concrete
containing GGBS [1] provides much of the appropriate
baseline for this research. It takes four sample mixes of OPC
and GGBS concrete; (70% OPC 30% GGBS), (60% OPC 40%
GGBS), (50% OPC 50% GGBS) and a control mix of (100%
OPC). This research concludes that after twenty-eight days the
compressive strength of the mixes is almost identical as the
control mix of 100% OPC, and furthermore, after fifty-six days
the compressive strength of all three mixes containing different
proportions of GGBS is higher than the 100% OPC mix under
regular curing conditions. Moreover, the research delves
further into extreme curing conditions, however the limitations
of concrete mixes to just 30, 40 and 50% GGBS mixtures fails
to highlight enough of the variations desired, such as higher
GGBS proportions, thus, OPC content has been clearly shown
to be the primary factor for generating CO2 emissions.
Therefore it is crucial to determine the concrete mix with the
minimum OPC content and maximum GGBS binder [2].
Results after 36 hours identify all of the mixes except for the
50% OPC 50% GGBS mix, as it satisfied the required
compressive strength of 18 to 43 MPa to be utilised in fast track
construction. It is determined that per tonne of both OPC and
GGBS, 970kg of CO2 is produced by the production of OPC as
opposed to just 55kg in the production of GGB [1]. GGBS
mixed concrete is often up to 50% GGBS but can contain up to
70% GGBS [8]. The higher the proportion of GGBS mixed, the
higher the durability of the concrete. Conversely, the higher the
proportion of GGBS mixed has a negative effect on the early
stage strength development of the resultant concrete. For
concrete with a high strength requirement at an early age, the
GGBS substitution percentage is typically between 20% and
30% to reduce the effect of the slower strength development of
the GGBS mixture. For concrete with a high durability
requirement or with a strict temperature rise requirement, the
GGBS substitution percentage would usually be between 50%
and 70% GGBS based [8]. Unlike these studies, this research

aims to test a wider variety of mixtures, ranging from 10%
GGBS in the mixture, up to 70% GGBS to cater for a large
variety of concrete requirements. According to recent studies
[9][10], for the first three days of curing, the compressive
strength of the GGBS mixes with 40 to 60% GGBS was found
to be lower than 100% OPC mixes. However, after the first
three days of curing the compressive strength was found to be
higher than that of equivalent 100% OPC mixes.
Pulverized fuel ash (PFA) and GGBS have much lower impact
regarding CO2 compared to regular OPC [11]. Whilst PFA
incorporated mixes have a water reducing effect which can be
used to increase strength by reducing the water content ratio of
the mixes, it is unfortunately much less effective as a
cementitious material than GGBS. Therefore, it cannot be used
in such high quantities and proportions as GGBS regarding the
replacement for OPC in concrete mix design. There has been
extensive testing on the optimisation of GGBS [12], displaying
the potential for cement quality and strength maximisation.
Whilst complimenting previous studies focusing on the effects
of curing environments on GGBS mixtures [1] and helping to
establish an expected pattern to correlate future results, this
study also uses a variety of different ratios and water content
percentages to help maximise the benefits of GGBS. This new
testing will be using a uniform cement mix, replacing only the
OPC on a one-to-one replacement with varying proportions of
GGBS to create an unbiased comparison of the strength of the
concrete produced containing different percentages of GGBS.
Prior research documenting the knowledge base and awareness
of industry professionals is scant, particularly within an Irish
context. Thus, this is a vital component to incorporating and
maximising the use of GGBS in Ireland. Aside from projects
with specific requirements to use certain admixtures to a
specific percentage, the vast majority of the GGBS used is
determined by how much (if any), and suppliers and contractors
decide to utilise and without the knowledge of how much
GGBS can be used for different tasks and what requirements it
can meet. Overall, the lack of past literature and research on the
topics of both the compressive strength development of GGBS
mixed concrete and the environmental benefits of the utilisation
of GGBS over proportions of OPC cement provides a basis for
further research. Test mix sample sizes and the economical and
geological differences provide grounds for further research
regarding the viability and benefits of the use of GGBS
admixtures in the Irish construction industry.
3

RESEARCH METHOD

This study is part of a primary investigation which aims to
contribute to both industry and academia. On completion of an
informative literature review, a sequential mixed method
research approach combining both quantitative and qualitative
techniques is undertaken. For the quantitative aspect, a broader
range of test mixes are used when testing the compressive
strength of the concrete cubes, as well as two different curing
times of seven days and twenty-eight days. This is to analyse
the early age strength of the mixes, assessing its viability of
early age construction, as well as the standard curing of twentyeight days for regular construction concrete. To get the
appropriate mix proportions, eight mixes with cubes curing for
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both seven days and twenty-eight days from each of the eight
cement mixes are developed, which will be made up of a 10%
GGBS and 90% OPC cement mix and increasing the
percentage proportion of GGBS and decreasing the percentage
proportion of OPC by 10% up to a maximum of 70% GGBS
and 30 % OPC, as well as an eighth control mix of 100% OPC
to compare results. Compressive strength tests are conducted
by crushing the concrete once the cubes have cured for the
allocated time. All of the mixes are composed of the listed
proportions of GGBS and OPC, whilst the quantity of stones,
sand and water content will remain uniform among all mixes to
avoid any unequal results based on extenuating factors such as
water retention ability. Figure 1 illustrates the concrete cubes
being crushed for compressive strength tests.

4

RESULTS AND ANALYSIS

Table 1 highlights the compressive strength test results. The
percentage of compressive strength lost in the concrete mixes
from the addition of the GGBS in place of OPC does not start
to occur until the ratio of GGBS is up to 70%. This
demonstrates that up 70% GGBS cement will not compromise
the concretes strength. The twenty-eight day compressive
strength is the highest in the 70% OPC 30% GGBS mixture,
representing the optimum mixture ratio of GGBS and OPC
under these curing conditions and with the stone, sand and
water content ratio as displayed in Figure 2. The drop-off in
early age strength occurs at a lower percentage of GGBS as
expected, due to ground granulated blast furnace slag naturally
curing and developing its compressive strength slower than
ordinary Portland cement [9]. However, the drop-off does not
occur as drastically as expected, as witnessed in previous
studies [1]. There is a clear outlier in the results for the 90%
OPC 10% GGBS mixture which has a much lower compressive
strength than anticipated. This result may be due to a range of
factors such as the curing environment or thermal cracking.
Thus, further testing is required to fully understand the cause of
the drastic drop-off, which is inconsistent with all other results
and previous studies discussed [1][12].
Table 1. Compressive strength test results

Figure 1. Crushing concrete cubes for compressive strength tests

The resultant data is then collected for analysis, and the results
will be used to formulate a set of questions for qualitative
implementation through the use of an interviewing with five
industry professionals including project and site managers
working within Irish construction companies. A semistructured interview format is chosen as this uses an open and
closed ended form of questioning, and moreover, questions are
asked in no specific order or schedule [13]. This method allows
questions to lead from one to another, enabling the interviewee
to provide as much information as possible [14]. The aim of the
interviews is to focus on the results of the compressive strength
test results showing the viability of GGBS mixed with regular
OPC, as well as gaining insight to the interviewees levels of
knowledge regarding GGBS, its potential benefits and its
deficiencies under certain conditions. The results of the
interviews are then analysed to determine what, if any, gaps in
knowledge regarding the use of GGBS cement among
professionals in the Irish construction sector.
Figure 2. Results after 28 days of curing

From an ethical perspective, the participants are informed of
the nature of the research, its purpose and what the resultant
data will be used for, prior to commencement of interviews.
Also, the identities of those involved remain anonymous and
confidential information is not disclosed. All five interviewees
are currently based in Ireland working across the Munster
region, with a wealth of industry experience in materials
procurement in different companies across both Ireland and the
UK. Three of the interviewees are site managers, one is a
project manager, and one is a quantity surveyor. The
interviewees are chosen for their experience and knowledge of
the supply chain and are involved with the procurement and
acquisition of concrete at different levels of management.
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Regarding the interviews, when asked if they had ever used
GGBS on previous projects, two of the interviewees had used
GGBS and three had not. When asked if they were aware that
up to 60% of OPC can be replaced by GGBS without a
significant decrease in compressive strength, two interviewees
were completely unaware that this was possible, whilst the
other three had knowledge that it was possible to have a
replacement rate of between 30 and 50% percent, and this is
occasionally utilised by cement suppliers. However, none were
aware that the replacement rate can be as high as 60% percent.
All five of the interviewees shared the same view regarding the
clients interest in products such as GGBS that can reduce the
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carbon footprint of their projects. They agreed that clients are
showing greater interest in ways to become more
environmentally friendly. While three of the interviewees were
unsure if cost is currently a barrier to implementation of GGBS,
one expressed that it was not a major factor whereas one
believed that cost was a major factor. Of the two participants
who had used GGBS on previous projects, when probed further
about issues experienced using GGBS, both stated that they had
experienced issues, as they had been unaware it was used in the
cement, and therefore, did not account for the longer curing
time. Two of the participants said that a lack of suppliers of
GGBS was a major barrier implementation of admixtures, and
finally, two participants were unsure and one disagreed that the
lack of suppliers was an issue. Figure 3 highlights the
compressive test results after seven days of curing, and Figure
4 illustrates the concrete cubes air curing in the laboratory.

Figure 3. Results after 7 days of curing

Figure 4. Concrete cubes air curing in laboratory

5

DISCUSSION

The test results for the compressive stress of the concrete cubes
show that up to 60% of OPC can be replaced by GGBS which
is much less CO2 intensive, and shares a strong correlation with
previous studies [1][12]. Also, whilst the results for the early
age seven day compressive strengths follow a similar pattern to
previous studies [1], there is a very clear disparity in the dropoff in early age strength of GGBS incorporated cubes. The
reduction in early age strength is much less than expected in the
mixtures containing proportions of GGBS. The reason for this
may be due to the curing environment [8] speeding up the
expected compressive strength development of the specimens,
as different curing environments have been shown to affect the
early age strength development in previous testing. To fully
understand the effect the curing environment had on the results
of the early age strength, the test must be conducted under the
same parameters with several more cubes cast for each mix to

test each day, as well as a variation of water contents in the
mixes to analyse the effect up to seven days to see how the
strength developed throughout this early stage [12].
The outlier (90% OPC mixture) is well below the expected
result in both the early stage and twenty-eight day results,
therefore, thermal cracking may have been the cause of this due
to the curing environment and combination for the mixture.
However, this is speculative and there may have been a number
of factors and thus, due to the unknown it cannot be considered
a valid test result [8]. Retesting with the same mixture subjected
to a different curing environment is required to investigate if
there is a correlation. The reduction involved in the setting and
hardening of concrete creates significant heat and can cause
large temperature rises, resulting in thermal cracking.
Replacing OPC with GGBS reduces the temperature rise and
helps to avoid early age thermal cracking. The more GGBS, the
smaller the maximum temperature rise which can counter the
potential thermal cracking [8]. When conducting the interviews
with the five participants, there was notably a wide variety of
opinions on the critical barriers to utilising significantly larger
proportions of GGBS in the Irish construction environment.
Reasons such as cost, awareness and unfavourable weather
conditions were all given as decisive factors that could cause
contractors to be wary of integrating GGBS, all factors towards
a resistance to change. Three of the five interviewees had never
used GGBS on their previous projects although one of the
interviewees stated that 'various mixes use admixtures to
reduce the amount of cement needed in their products'. This is
common practice for many cement suppliers and therefore all
of the interviewees may have used admixtures such as GGBS
on previous projects without being aware.
There are also differences between implementation in the UK
where GGBS is typically delivered to the site separately and
mixed on site [8], and how it is used in Ireland. This can
potentially be a serious health and safety risk, as there are
applications where GGBS incorporated concrete is not suitable
for. The second interviewee was one of only two that had
previously used GGBS on a project and had only been on one
project where the client had requirements for a minimum
percentage of GGBS. The interviewee also discussed in detail
about a previous scenario during the construction of an elevator
shaft, where GGBS had been added to the cement mix without
their knowledge, ‘the next day an excavator clipped the
elevator shaft and the whole structure of the lift shaft collapsed,
due to the GGBS needing more time to set that the contractor
was unaware of’. Two interviewees claimed that they had
similar issues with early setting when casting footpaths whilst
unaware that the cement they had been supplied contained an
unknown proportion of GGBS. This raises concerns with the
current method of implementation of GGBS and other
admixtures in Ireland, as GGBS under various curing
conditions can often have a much slower strength development
than standard OPC [1].
6

CONCLUSION AND RECOMMENDATIONS

In essence, this research has highlighted that a replacement rate
of up to 60% OPC can be substituted by GGBS with a random
mix design, without a reduction in compressive strength. This
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is due to the outlier of the 90% OPC concrete test cube
experiencing a significant and unexpected compressive
strength reduction, which did not coincide with previous
research. This may have been due to a multitude of factors such
as the different mix design or the curing conditions. Further
testing will be necessary to identify the root cause of this outlier
as it was the only test specimen that fell outside the pattern
previously established with past research. The implications of
this outlier are that until further testing of more specimens with
both the same and a variety of mix designs under multiple
curing conditions, all with the 90% OPC 10% GGBS split of
cementitious is conducted this result cannot be taken as valid,
as the reason for the variation is unknown. Aside from this
outlier, the other results all follow the anticipated pattern,
displaying that the replacement rate can be replicated with
random uniform mix designs. Thus, this identifies that it is
possible to achieve these results in multiple scenarios, without
having to change the water content ratio to optimise
performance. Combining the results from both the tests and
interviews, it is identified that there is an interest in procuring
more environmentally friendly products and undertaking
sustainable practice among industry professionals in Ireland.
The research also highlights that incorporating and maximising
the percentage of GGBS that they use would not only be
environmentally friendly but could also be beneficial when
attempting to procure future contracts. Furthermore, the
interview process identified some previously unknown and
unforeseen issues with the current use of GGBS, such as costs
when purchasing in small quantities, cold weather slowing the
potential strength development and a lack of awareness on the
existence of GGBS. More importantly the research indicates
the benefits of using a large percentage of GGBS instead of
OPC. If the use of GGBS is to grow in the Irish construction
industry, then there must be a framework put into place to raise
awareness of its benefits.
If demand for GGBS is significantly increased, then the supply
chain will have to be improved to allow for smaller quantity
purchases without significantly increasing costs. The
interviewees highlighted the issue of unknown quantities of
GGBS being used in concrete batches, and acknowledged that
currently, there is only one viable supplier of GGBS in Ireland.
Thus, this study provides a foundation for further research into
the viability of GGBS being incorporated into the Irish concrete
supply chain on a larger scale. The issue of weather affecting
the early age strength development is undeniably an issue for
some areas of construction in Ireland and must also be taken
into consideration. This is especially the case if contractors are
to begin implementing more mix designs incorporating large
levels of GGBS, to avoid issues where early strength
development is a high priority. Being unaware of GGBS in
cement is an issue, however, an increase in contractors
planning, incorporated design mix usage and requesting it from
the suppliers could reduce this barrier significantly, with
suppliers being less inclined to include GGBS unless
specifically requested. These findings confirm that large scale
implementation of GGBS can be easily achieved, and the
potential benefits can not only be environmentally friendly but
also be an important factor when appealing to new potential
clients for contracting firms.
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However, further research is also be necessary to fully
understand why the 90% OPC mix experienced such a large
drop in compressive strength. With these results displaying the
viability of up to 60% GGBS in mixes, further testing should
be conducted on a range of specimens between 60 and 70%
GGBS content to find the point at which the drop below the
control mix occurs, as well as the testing on the 90% OPC
mixtures that must be conducted for validation of results. This
could not be conducted in this study due to time constraints. For
future testing, it is recommended that each mixture should be
made into three testing cubes for each of the curing times.
Furthermore, a curing time of twenty-eight days for testing
compressive strength is utilised in this research, however, new
specifications in the USA suggests comparing strength at a
longer period of fifty-six days. Thus, this will require a rethink
in current approaches in the industry and provides
consideration for further study. Implications for practice are to
begin having GGBS requested in a greater quantity of mixes of
concrete determined by the procurer, as opposed to the supplier
as not only will this reduce the Irish construction industry's
contribution of CO2 emissions, but also will greatly reduce the
safety concerns of cement suppliers mixing in GGBS without
the user being aware. Nevertheless, the key contribution of this
study reveals the levels and factors at which OPC can be
replaced by GGBS in a cement mix, under equal conditions,
without a reduction in compressive strength, and have major
positive implications for cement production in Ireland.
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ABSTRACT: Coal-FA from power stations is an industrial waste abundantly produced in the world. FA can be used as a silicate
precursor, and activated with an alkali-metal source to produce alkali-activated materials (AAMs). AAMs are more sustainable
than other traditional products, as the use of waste for their production, reduces carbon emissions, and raw materials and energy
consumption. This paper studies the properties, composition and reactivity of an Irish FA to establish its potential for the
production of AAMs. The results clearly evidenced that the FA is reactive. It is ultrafine, it has a high specific surface area and is
partially glassy. Furthermore, a substantial part of the total silica and alumina comprising the FA is amorphous, hence reactive
and likely to form cements upon alkali activation. The main phases in the amorphous ash, determined during devitrification, are
mullite (2Al2O3. 2 SiO2) and hematite (Fe2O3). They progressively crystallize between 600 and 1000°C, as evidenced with the
exothermic curve obtained by differential scanning calorimetry. The FA is pozzolanic, and can be classified as class F in the
ASTM C 618 standard. Its reactivity with lime -Ca(OH)2- was experimentally proven by electrical conductivity. The FA also
complies with the chemical requirements in the European standards (EN450-1) for the use of FA in concretes, mortars and grouts.
The physical property results, as well as the chemistry, mineralogy and amorphousness of the FA evidence that the FA is suitable
for alkali activation. Furthermore, the FA meets the specific requirements for the production of AAM in the literature.

KEY WORDS: fly ash; devitrification; alkali activation; amorphousness; pozzolanic activity.
1

INRODUCTION

Fly ash is a by-product of power generation at coal-fired power
plants. It is collected by filters and/or electrostatic precipitators
which remove the solid particles from the smoke, making the
smoke less harmful to the environment [1]. Currently, FA is
regarded as one of the most abundantly produced industrial
wastes in the world, particularly in India, China and the USA,
and more than 300 million tons of FA are currently produced
worldwide [2-4]. In Ireland, FA waste is produced and,
although it is partially recycled into several applications, a
significant amount ends in landfills.
The composition of FA depends on the coal used and on the
various substances injected into the coal or gas stream to reduce
gaseous pollutants or to improve the efficiency of the
particulate collectors. [1, 5-7]. When limestone or dolomite are
used for desulphurization of the exit gases, CaO and MgO
contents increase in the FA. Conditioning agents such as
sulphur trioxide, sodium carbonate and bicarbonate, sodium
sulphate, phosphorus, magnesium oxide, water, ammonia and
tri-ethylamine are often used to improve the collection
efficiency and can alter the composition of the FA [1].
FA usually consists of small, spherical particles of high surface
area, but it can also contain irregular or angular mineral
particles and unburned coal remnants. FA is often highly
amorphous, and consists predominantly of silicon dioxide
(SiO2), aluminium oxide (Al2O3) and iron oxide (Fe2O3) [8-10].
Due to their physical properties and composition, FAs are
valuable raw materials for binder production, and they have
been used as supplementary cementitious materials in Portland
cement (PC) materials for several decades. FAs have been used
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as partial clinker replacement in PC production since the 1930s
[11-14]. The use of FA results in binders of lower carbon
emissions and lower energy and raw material consumption.
Currently, in the European standard, there are three types of
Portland-fly-ash cements in the CEM II group, with clinker
substitution by FA up to 35% (EN197-1) [14].
FAs have also been successfully allowed used for the
production of alkali-activated materials (AAMs), being the
most commonly used aluminosilicate precursors in alkali
activation due to their low cost and wide availability [2,15].
AAMs can be produced with waste, leading to low carbon
emissions and low raw material and fossil fuel consumption.
Therefore, they have been proposed as a more sustainable
alternative to PC. An alkali-activated-FA material was even
commercialised in 1997 as Siloxo, and used to produce readymix concrete and a range of pre-cast products [11].
Depending on their composition, FAs can be either
pozzolanic or cementitious. Low-CaO, fly ashes have very little
or no cementitious properties. They are pozzolanic and display
no significant hydraulic behaviour, hence they need either lime
or an alkali solution to activate and produce cementing
minerals. In contrast, in high-calcium ashes, the calcium forms
hydraulic silicates that produce hydraulic cements upon contact
with water. As well as calcium, other elements can also affect
the performance of the FA including alkalis (Na 2O and K2O),
carbon (usually measured as loss on ignition-LOI) and sulfates
(SO3) [13].
The factors affecting the pozzolanic reactivity of FAs are
the same as those that generally determine the activity of any
pozzolan, primarily specific surface area, grading, chemical
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and mineral composition and amorphousness [16]. The
reactivity of FA or any other material with cementitious or
pozzolanic properties is largely determined by the amount of
reactive silica and alumina in the material, as these form
cementing gels on reaction, hence defining the final properties
of the resultant product. The quantities of silica and alumina are
relatively easy to measure with a range of analytical techniques.
However, how much of the total silica and alumina content is
reactive is more difficult to quantify. It is generally accepted
that the silica and alumina need to be amorphous to be reactive,
as crystalline phases are essentially considered inert.
This paper studies the physical properties, chemical and
mineral composition and reactivity of an Irish FA to establish
its potential for the production of alkali activated binders. The
paper studies the particle size, specific surface area, chemical
and mineral composition and amorphousness of the FA. The
reactivity is investigated measuring the amount of glass
(amorphous material) in the FA, and the ability of the ash to
combine lime in solution. X-Ray diffraction analyses are used
in combination with thermal techniques to establish the
composition of the amorphous phases and hence the reactivity
of the ash. One of the thermal techniques applied is
devitrification. Hemmings and Berry [17] first used
devitrification to analyse the glassy phases in FA.
Devitrification transforms amorphous phases into crystals so
that they can be identified with XRD [11,17-18]. Based on the
results, suitable alkali activators are proposed that would
enhance the dissolution process of the ash and the production
of cements.
2

MATERIALS AND METHODS
FA

FA was gathered from the coal-burning power station at Money
point (Stáisiúin Chumhachta Ghob na Muine), on the River
Shannon, near Kilrush in County Clare, Ireland's largest
electricity generation station and only coal-fired power station.
In Stáisiúin Chumhachta Ghob na Muine, a sub–bituminous
coal of low sulphur content is burned at a temperature ranging
from 1000 – 1150°C. Hydrated lime is used for flue-gas
desulfurization and it is located after electrostatic precipitators
in the gas flow. The lime (Ca(OH)2) combines with the sulfur
dioxide (SO2) removing it from the exhaust flue gases and
avoiding emissions. The process uses no conditioning agents.
Particle Size Distribution
The particle size distribution was measured by laser diffraction
using a Mastersizer apparatus, composed of a Mastersizer 2000
unit; a hydro 2000MU pump for wet dispersion and an
autosampler unit.
This method measures the angular
distribution and intensity of the light diffraction by the particles
in suspension, and applies the Mie theory of diffraction for the
prediction of the sizes of the particles.
Specific surface area
Surface chemistry is essential in the alkali activation process as
the specific surface area of the particles determines their
reactivity. The specific surface area of the ash particles was
measured with a Quantachrome Nova 4200e and the BET
method which records the surface area based on the physical

adsorption of gas molecules. The Brunauer–Emmett–Teller
(BET) theory correlates the adsorption of gas molecules on the
surface with the specific surface area of the particles.
Chemical composition and loss on ignition (LOI)
The chemical composition was determined by X-ray
fluorescence (XRF) with a ThermoFisher Scientific and
Edwards Analytical apparatus using a Quant'X EDX
spectrometer and a UniQuant analysis package. The LOI was
measured by calcination at 450 and 1000 °C to calculate the
organic carbon and carbonate content of the FA according to
EN196-2 [19].
Thermal Gravimetric Analysis (TGA) and Differential
Scanning Calorimetry (DSC)
The TGA recorded weight loss with increasing temperature, at
temperatures ranging from 0 to 1000°C, and scanning rates
from 0.1°C to 200°C/min in air atmospheres. The DSC
recorded exothermic and endothermic events some of which
are representative of glass transition and the onset of
crystallization. Crystallization peak and melting point were
also determined with this technique.
Devitrification
Phase transformation in the FA was studied by calcination in a
kiln at 500°C, 800°C and 1000°C. The ashes were then cooled
in a desiccator and their mineralogical composition and glass
content studied with XRD as explained below.
Mineralogical composition
The mineral composition and amorphous character of the FA
was analysed with X-Ray Diffraction (XRD) using the powder
method, by means of a Phillips PW1720 XRD apparatus
equipped with a PW1050/80 goniometer and a PW3313/20 Cu
k-alpha anode tube, at 40kV and 20mA.
Assessment of reactivity with the chemical method
The reactivity of the FA was determined by measuring the
conductivity loss of a FA / lime (Ca (OH)2) solution over time.
The capacity of the ash to combine Ca (OH)2 and hence its
pozzolanic activity was assessed according to de Luxan et al.
[20,21]. The solutions were stored in sealed flasks to avoid
evaporation and carbonation. They were constantly stirred and
maintained at 20°C in a thermostatic bath. The conductivity
was measured with a WTW meter and the conductivity loss (%)
calculated according to the following equation:
𝐶𝑖 − 𝐶𝑡
𝐶(%) =
× 100
(1)
𝐶𝑖
Where, Ci is the electrical conductivity of the lime suspension;
and Ct is the electrical conductivity at the time intervals.
3

RESULTS AND DISCUSSION
Physical characterization and chemical composition

As it can be seen from table 1, the FA is ultrafine, significantly
finer than limestone cement (CEM II=1.88 m2/g). The mean
particle size is 15 microns, and 90% of the particles are smaller
than 100 microns. The high specific surface area of the
particles, at 6500m2/kg, lies above the typical values reported
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Table 1. Specific surface area and particle size of the FA.
Specific
surface area
m2/g
FA

6.50

Particle
density
mg/m3
2.28

size range & dominance
Mean D90
D50 D10
μm
μm
μm
μm
0.20 to 650
15 100.63 14.96 1.95

Table 2. Chemical composition as percentage by weight and
LOI. * same FA analysed by [16]

FA
FA*

SiO2
53.40
65.32

Al2O3
21.18
24.72

FA
FA*

P2O5
0.84
0.37

SO3
2.67
0.37

CaO
4.14
0.94
Cl0.04
-

Fe2O3
9.99
4.84
TiO2
1.35
0.91

Na2O
0.70
MnO
0.07
-

K2O
MgO
3.24
1.86
1.37
0.68
LOI %
450°C
1000°C
1.67
4.92

Table 3: FA compliance with the chemical requirements for
the use of FA in European standards EN 450-1 [23]. All results
as % by mass of ash.
∑SiO2
ClAl2O3 SO3 MgO
Fe2O3
EN 450 ≥ 70
≤3
≤ 4 ≤0.10
89
FA
1.4 1.0 0.04
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LOI

Total
alkali

<5
4.92

<5.5
2.4

Total
P2O5
<5.5
0.5

Mineral composition and amorphousness
As aforementioned, the reactivity of FA or any other material
with cementitious or pozzolanic properties is largely
determined by the amount of reactive silica and alumina in the
material. The chemical analysis demonstrated that total silica
and alumina in the FA are high (59% and 23% respectivelytable 2). However, it is necessary to measure how much of this
material is amorphous (or reactive), as crystalline phases are
essentially considered inert. To this aim, the mineral
composition and glass content of the FA were investigated with
XRD. Previous studies have reported 316 individual minerals
and 188 mineral groups as present in FA [24]. Previous authors
report that the most abundant phase in FAs is usually glass,
while crystalline compounds account for 5-50% and include
quartz, mullite, hematite, spinel, magnetite, melilite, gehlenite,
kalsilite, calcium sulphate, alkali sulphate (Hemmings and
Berry, 1988 in [1]).
The XRD analysis evidenced that there is significant glass in
the FA (figure 1). A broad diffraction halo, which is attributed
to the glassy phase, appears on the XRD traces. The glass
content of the FA was roughly calculated as 40-60% based on
the background area determined by the lifting of the
difractogram’s baseline between 15 and 35 degrees (2Ɵ)
(figure 1), which indicates the presence of amorphous
materials. Small amounts of quartz (SiO2) and mullite (2Al2O3.
2SiO2) were also determined with XRD, agreeing with Walker
and Pavia [16] which, in a previous study, note the same FA as
featuring intermediate amorphousness and quartz and mullite
peaks. The lack of sulphates and calcium silicates in the
Moneypoint FA is due to the composition of the subbituminuos coal used in the power station (low in sulphur) and
the low calcium content in the coal and the processing method.
The results (figure 1) also concur with former literature
reporting quartz and mullite (3–24 wt%) as the two major
crystalline phases in low-Ca (CaO< 8%) FA, and a content of
crystalline minerals is in the 11–48 wt% range [Velandia et al.
2016; Li 2011, in 24].

Counts

in the literature, agreeing with the grading range and suggesting
that some of the particles might be porous.
The density of the FA particles is high, at the high end of
the common FA densities reported by previous authors which
vary between 1900 to 2800 kg/m3 [1]. The FA composition,
especially the iron and carbon contents, cause differences in
density (Minnick et al.1971 in [1]). Therefore, the significant
iron content (Table 2) evidenced by XRF, coupled to the low
carbon content recorded by calcination (LOI=1.67%) are
partially responsible for the high density of the FA particles.
The nature of the cooling process may have also enhanced
density, as internal voids in the ash particles are mainly
produced during cooling.
As expected, the silica and alumina contents are high (Table
2). In contrast, the calcium content is low (c.3%) and ∑SiO 2 +
Al2O3 + Fe2O3 > 70% by mass (Table 3). According to this
chemical composition, the FA belongs throughout Class F in
the ASTM C618 standard [22]. Therefore, the FA is
pozzolanic, it has very little or no cementitious properties, and
its pozzolanic reactivity is mainly determined by the
characteristics of the aluminosilicate glass and the fineness of
the particles.
The FA investigated meets the European standard chemical
requirements for the use of FA in concrete, mortar and grout
(table 3). According to the LOI results, the residue of unburnt
carbon is 1.67% (table 2) which classifies the FA in the
category A ash of the European standard EN196-2 [19] with
unburnt carbon not greater than 5% by mass of ash (table 3).

Figure 1. XRD trace of the FA with significant amorphous
material and some crystalline phases including quartz (SiO2)
and a small amount of mullite (2Al2O3. 2SiO2).
Devitrification
To produce power at the Moneypoint station, the subbituminous coal is burned at 1000–1150°C. At this temperature
range, mullite is formed from the clay minerals in the coal: the
dehydroxylation of the clay minerals is followed by
reconstitution with nucleation and growth of mullite. Clay
minerals usually decompose at temperatures from 550-800°C
(although in non-carbonate materials they can stand higher

Table 4: Mineral composition and amorphousness of the FA.
%
%
Material
Mineral composition
Glass Crystalline
glass
FA 0°C 40-60
60-40
quartz (SiO2)
mullite (2Al2O3. 2 SiO2)
quartz (SiO2)
FA500°C 10-30
70-90
mullite (2Al2O3. 2 SiO2)
glass
quartz (SiO2)
FA
10-30
70-90
mullite (2Al2O3. 2 SiO2)
800°C
glass
quartz (SiO2)
mullite (2Al2O3. 2 SiO2)
FA
hematite (Fe2O3)
10-30
70-90
1000°C
possible Ca3Al2O6 and
alkali sulphate
glass

Counts

According to these results, at 500°C, most of the glass has
become crystalline however, some glass still remains even at
1000°C.

2Theta (Coupled TwoTheta/Theta) WL=1.54060

Counts

Figure 2. XRD trace of the FA at 500°C, there is still a
background halo that indicates the presence of some
amorphous material. The reflexions for the crystalline quartz
and mulllite are clearer and the amount of mullite has
increased.

2Theta (Coupled TwoTheta/Theta) WL=1.54060

Figure 4. XRD trace of the FA at 1000°C, is still slightly
amorphous, the amounts of mullite (2Al2O3. 2 SiO2) and
hematite (Fe2O3) are significant. It is likely that a small
quantity of tricalcium aluminate (Ca3Al2O6) and some alkali
sulphate (at d-spacing=3.20) have appeared.
The results were compared to a reference slag sample that was
also devitrified. According to the results, approximately half of
the mass of the FA is amorphous therefore, a significant
fraction of the total silica as well as most of the alumina are
reactive.
Thermal analyses
The FA was studied with differential scanning calorimetry
(DSC) and thermal gravimetric analysis (TGA) (figures 5-6).
The TGA analysis evidenced the weight loss over a temperature
ranging from 0 - 1000°C, while the DSC displayed thermal
events such as crystallization, dehydroxilation or combustion
either as exothermic or as endothermic peaks. As it can be seen
form figure 5, the FA progressively loses mass with increasing
temperature: the mass of the FA drops suddenly and
significantly between 1 and 90°C, and then remains more or
less stable until the temperature reaches approximately 500°C,
at which point there is a slight and gradual drop in mass
(between 500 and 750°C). The first sudden mass loss is likely
due to dehydration, while the second gradual loss at c.500°C is
due to the evolution of organic carbon, agreeing with the LOI
at 450°C which to amounts 1.67%. The slight steady mass loss
at high temperature might be partly caused by the evolution of
carbonates as CO2, agreeing with the 4.92% LOI result at
1000°C.
In the differential scanning calorimetry (DSC) curve (Figure
5), the mass loss coincides with a marked endothermic peak just
before 100°C, likely due to the ash absorbing heat in order to
fully dehydrate.

2Theta (Coupled TwoTheta/Theta) WL=1.54060

Figure 3. XRD trace of the FA at 800°C, no apparent
difference exists between the traces of the FA at 500 and 800
degrees.
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Heat Flow (mw)
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40
20
0
-20
-40
-60

Heat flow (mw)

temperature) and mullite begins to form at 1100°C [25]. The
coal firing temperature agrees with the presence of mullite.
In order to determine the mineral composition of the glass
comprising the FA, several specimens were devitrified at 500,
800 and 1000°C. The results appear in figures 2-4 and Table 4.

Counts
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Figure 5. Results of the TGA and DSC of the FA.
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There is also a broad exothermic area between roughly 100 and
600°C, after which the ash begins to absorb heat again and the
DSC curve becomes markedly endothermic indicating the
crystallization of the amorphous phase. According to the
devitrification experiment above, the steady heat released
between 600 and 1000°C is due to the progressive
crystallization of mullite (2Al2O3. 2SiO2) and some hematite
(Fe2O3).

Lodeiro et al. [27] for a FA to be suitable for the production of
AA cements (Table 5).
Table 5. Evaluation of the FA investigated against the
requirements for a FA to be deemed suitable for the production
of AA cements in Garcia-Lodeiro et al. [27].
Properties

FA

Reactivity by electrical conductivity

conductivity (mS/cm)

The conductivity tests demonstrated that the FA reacts with
lime, leading to a gradual decrease in electrical conductivity
over time, hence showing reactivity (figure 6). The initial
conductivity was 3.07 ms/cm and the conductivity loss 20.19%
over the time of the experiment. The steep slope at stage I (3 to
6 hours), where the conductivity increased, is likely due to a
lack of seal in the suspension flask, allowing evaporation and
carbonation to take place. Phase II shows a slight drop in
conductivity suggesting that, initially (up to approximately 20
hours), the FA combines lime at a slow rate, and hence there is
marginal reactivity. However, at stages III and IV, there is an
increase on the reaction rate, and the FA combines a greater
amount of lime producing steep curves. The results are in
agreement with previous authors who evidenced the typical low
speed of the pozzolanic reaction [26].

Time (hrs.)

Figure 6. Electrical conductivity of the lime/FA suspension
over time.
4

CONCLUSION

The results of the physical, chemical and mineralogical
analyses concur on that the FA is reactive. It is ultrafine, it has
a high specific surface area and is partially glassy. Furthermore,
a substantial part of the total silica and alumina comprising the
FA is amorphous, hence reactive and likely to form cements
upon alkali activation. In addition, the reactivity with lime Ca(OH)2-, a low alkalinity activator, is evident. Therefore, the
reactivity of the FA with any of the stronger alkalis generally
used for alkali activation it is likely to be faster and greater.
Also, the FA is clearly pozzolanic, as the silica and alumina
contents (> 70% by mass) complying with ASTM C 618
standard class F [22]. The FA also complies with the chemical
requirements in the European standards for the use of FA in
concretes, mortars and grouts. The physical properties and low
unburnt carbon content of the FA are likely to enhance
workability, even with the most viscous alkali activators.
Combining all the results in this research (physical properties,
chemistry and mineralogy/amorphousness), it can be
concluded that the FA is suitable for alkali activation.
Furthermore, the FA meets the requirements set by Garcia-
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Unburned C
Fe2O3
CaO
Vitreous phase
SiO2 reactive
Reactive
SiO2 /Al2O3
Particle size

1.7%
4.8%
1-4%
40-60%
65% total SiO2 includes glass-.
2.56
50% <15 μm;
90% <100 μm

Requirements in
Garcia-Lodeiro et
al. [27]
<5%
≤ 10%
≤ 10%
>50%
>40%
>1.5
80-90% <45 μm
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Predicting mortar compressive strength using HYDCEM
Ewoma Ogoro1, Niall Holmes1, Denis Kelliher2 & Mark Tyrer3
School of Civil & Structural Engineering, Technological University Dublin, Bolton Street, Dublin 1, Ireland
2
School of Civil, Structural and Environmental Engineering, University College Cork, Ireland
3
Centre for Research in the Built and Natural Environment, Coventry University, UK

1

email: c11427892@mytudublin.ie, niall.holmes@tudublin.ie, d.kelliher@ucc.ie; ac5015@coventry.ac.uk

ABSTRACT: The compressive strength of mortar is a significant property that will influence its performance in concrete or
masonry. Being able to accurately model and predict the mortar compressive strength would be of great benefit to suppliers and
end users alike that could possibly reduce the need for multiple physical testing. A section of the original HYDCEM cement
hydration model (amoungst others) has been partitioned to focus on predicting the compressive strength of Portland cement and
cement-limestone mortars, entitled HYDCEM_CompressiveStrength. The model uses the cement/binder oxide composition along
with other inputs to predict the compressive strength development over time.
This paper presents a study into how accurately the HYDCEM_CompressiveStrength model can predict the mortar’s
compressive strength over time for European cements. Experimental results of mortar cube’s and bar’s compressive strength in
accordance with ASTM C 109 for a CEM I + 10% limestone binder and EN196-1 for a CEM I and CEM II cement are presented
along with predictions from the model following a parametric study. Comparisons have shown reasonably good agreement
between measured and predicted values over time.
KEY WORDS: HYDCEM; Compressive strength; Cement; Limestone; Hydration.
1

INTRODUCTION

The compressive strength of mortar (cement and sand
mixture) has a significant effect on the concrete or masonry it
is added to. The ability to predict the mortar strength would
therefore be very advantageous to the manufacturer and end
user. This could provide useful insights into the end products
performance in use, saving both time and money.
Mortar compressive strength is typically assessed using
multiple cubes (50x50x50mm) or bars (160x40x40mm) cast
using a specific sand, mortar mixer and cured to a specific
temperature that are loaded to failure in accordance with ASTM
C 109 [1] or EN 196-1 [2] that are commonly used in the United
States and Europe respectively.
A number of researchers, summarised in [3], have developed
empirical mathematical models to predict the compressive
strength based on the cement particle size distribution or the
fineness. In the United States, the compressive strength of
50x50x50mm mortar cubes in accordance with ASTM C 109
[1] has been predicted [3] using the Powers and Brownyard [4]
approach. While these predictions yielded reasonable accuracy
with measured compressive strengths following some
calibration, it was focused on using US based cements. These
predictions were undertaken using the CEMHYD3D cement
hydration model [3] that used pixelated images of cement slices
that followed a cellular atomia approach to model ongoing
hydration. To date, there have been no attempts to use a similar
approach to predict mortar compressive strengths on European
cements, in accordance with EN197-1 [5].
The HYDCEM cement hydration model, previously written
in MATLAB [6], has been recently re-written in C# to improve
functionality for advanced analysis including thermodynamic
studies. A number of selected sub-models from the original,
including one for mortar compressive strength predictions,
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have been excluded from the latest version. These are now
available as individual MATLAB models to undertake specific
analysis. The HYDCEM_CompressiveStrength model predicts
the mortar’s compressive strength development over time
employing the Powers and Brownyard approach using the
cement’s chemical oxide compositions, w/c ratio and
temperature for Portland cement and limestone binders.
This paper presents comparisons between the measured and
predicted compressive strengths of EN197-1 [5] Portland
cement and limestone binders over time from ASTM C 109
cubes [1]. The results show that reasonable comparisons can be
made over 28-days following calibration.
2

POWERS GEL-SPACE MODEL

The original Powers and Brownyard model [4] to predict the
compressive strength of cement-sand mortars was developed in
1948 and modified by Powers in 1958 [7]. The model relates
the mortar compressive strength to the gel to space ratio, which
is described as the proportion of gel volume to the volume of
capillary porosity, as described in Figure 1 as predicted by [4].
This is described mathematically in Equation 1, where X is
the gel-space ratio and α is the degree of hydration. The authors
were the first to introduce the degree of hydration concept to
compressive strength by using Equation 2 where αc(t) is the
mortar compressive strength over time, σA is the intrinsic
cement strength and n is a dimensionless parameter (2.6 to 3.0).
The intrinsic strength is taken as the compressive strength
measurement at 3-days and used to predict the 7 and 28-day
strengths thereafter. The intrinsic strength is lower for cements
with higher (> 7%) C3A contents.
𝑋=

0.68α
0.32α + w/c

(1)
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3

HYDCEM
Model design

Figure 1 Change in volume with ongoing hydration [4,6].
σ (t) = 𝜎 𝑋(𝑡)

(2)

Previous Modelling Work
CEMHYD3D [3] is a three-dimensional cement hydration
model written in C to simulate Portland cement hydration and
microstructure development. CEMHYD3D employs the
discrete or pixel approach with digitised colour images to
represent the cement under investigation and the cellularautomata method where the microstructure is represented as a
grid of discrete three-dimensional cubic elements. Each
volume-pixels, or ‘voxels’ represents an anhydrous or hydrate
phase or pore. Bentz [3] used intrinsic strength values of 129
and 99MPa for NIST Cements 115 and 116 respectively
(Figure 2) with a w/c ratio of 0.485 along with CEMHYD3D
that provided good correlations between measured and
predicted, as shown in Figure 3.

The HYDCEM_CompressiveStrength model provides
predictions of mortar compressive strengths over a 28-day
period in 1hr timesteps. The model calls a number of bespoke
functions from the main script to undertake the analysis using
data input via an Excel spreadsheet (input.xlsx), divided into
multiple tabs, by the user. All data is described along with their
numerical information, to aid the user’s understanding. The
input data required by HYDCEM_CompressiveStrength model
include the w/c ratio, % Limestone, curing temperature,
element molar masses, intrinsic strength (MPa) and nondimensional n factor, cement and limestone (on separate tabs)
oxide compositions. The input file also includes the
information required to determine the individual cement phase
and overall degree of hydration (α), required for Equation 1.
The dissolution of the four cement clinker phases in
HYDCEM_CompressiveStrength is simulated using a function
following the approach developed by Parrot and Killoh [8]. The
degree of hydration over time of each phase is calculated using
a suite of empirical expressions. All Constants (K, N, H) and
properties (activation energies, Blaine surface area, etc.)
required are changeable by the user in the input file.
The dissolution of each clinker phase is determined using
Equations (3)-(5) which represent nucleation and growth,
diffusion and formation of a hydration shell respectively with
the lowest hydration rate Rt taken as the rate-controlling value.
The degree of hydration (α) is expressed in Equation 6. The K,
N and H values used for the three phases are those proposed by
Lothenbach et al. [9-11]. The influence of the surface area on
the initial hydration is included, as well as the influence of w/c
(Equation 7). The overall degree of hydration is calculated
based on the weighting of the four cement phases, namely C3S,
C2S, C3A and C4AF using a modified Bogue method. The input
used is summarised in Table 1 below.
𝑅 =

Figure 2 NIST cements 115 & 116

Figure 3 Predicted and measured compressive strengths for
NIST Cements 115 and 116 [3]

𝐾
(1 − 𝛼 ) −𝑙𝑛(1 − 𝛼 )
𝑁
𝐾(1 − 𝛼 )
𝑅 =
1 − (1 − 𝛼 )

(

(3)

)

(4)

𝑅 = 𝐾(1 − 𝛼 )

(5)

αt = αt−1 + Δt·Rt-1.

(6)

f(w/c) = (1 + 3.333 * (H * w/c – αt))4; for αt > H * w/c

(7)

Much has been written about the appropriateness of
nucleation and growth, diffusion or the formation of a
hydration shell to predict cement dissolution. Dissolution
theory is providing theoretical and experimental evidence to
suggest the most accurate way of describing the early
dissolution of cement. However, the Parrot and Killoh method
has also been shown to give good comparisons with
experimental results, despite being an empirical method. Until
the dissolution theory is developed to a point where numerical
predictions are possible, the Parrot and Killoh method will
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Table 1 Parameters used in the Parrot and Killoh degree of
hydration analysis
Parameter
C3S
C2S
C3A
C4AF
K1
1.5
0.5
1
0.37
N1
0.7
1
0.85
0.7
H1
1.8
1.35
1.6
1.45
K2
1.1
0.7
1
0.4
N2
3.3
5
3.2
3.7
K3
0.05
0.02
0.04
0.015
Apparent
41,570 20,785
54,040 34,087
activation
energy (J/mol)
1
Nucleation & growth; 2 Shell formation; 3 Diffusion
continue to be employed in HYDCEM_CompressiveStrength.
4

EXPERIMENTAL WORK AND RESULTS

Table 3 Oxide proportions for the cements and limestone
Oxide
(g/100g)
SiO2
Al2O3
Fe2O3
CaO
MgO
Na2O
K2O
CaO_free
CO2
SO3
Soluble Na2O
Soluble K2O
MgO periclase

CEM I
19.04
5.01
2.83
63.4
2.31
0.28
0.54
1.71
2.20
2.65
0.14
0.43
1.00

CEM II

Limestone

17.5
4.6
2.6
62
2.3
0.26
0.5
1.62
6.27
2.45

4.54
1.07
0.73
54.5
1.96
0.01

36.70
0.01
0.13

1.00

Testing
For this study, nine mortar cubes per cementitious mix (Table
2) were prepared for compressive strength testing at 3, 7 and
28-days in accordance with ASTM C 109 [1]. All samples
regardless of cement or limestone proportion are made with a
w/c or w/b ratio of 0.485 and a silica sand:cement ratio of 2.75
as per the standard. The mortar was mixed in a paddle mixer
and placed into nine 50x50x50mm cubes and compacted using
a virating table. The samples and moulds were placed inside
sealed plastic bags for 24hrs after which the mortar cubes were
carefully removed and cured in a water bath at 20 ± 2℃ until
testing. At the appropriate time, three cubes were removed from
the water bath, dried and placed into the compression
apparatus.
Table 2 Mix proportions
Mix ID
CEM I
CEM I + 5%
LS
CEM I + 10%
LS
CEM I + 15%
LS
CEM II
CEM I + 50%
GGBS

Mass of Ingredients (g)
Cement LS Sand Water
888
0
2442 431
843
45
2442 431

GGBS
0
0

799

89

2442

431

0

755

133

2442

431

0

888
444

0
0

2442
2442

431
431

0
444

Cement and limestone properties
The properties of the Portland cement and limestone used for
the mortars are described in Table 3 in terms of their oxide
contents using XRF analysis as required by the model. Figure
4 shows the location of this cement and possible solids that may
form on CaO-SiO2-Al2O3 and C3A-CaSO4-CaCO3 Ternary
diagrams determined using another HYDCEM MATLAB
model (HYDCEM_Ternary). Ternary diagrams can provide
graphical representation of more advanced thermodynamic
predictions. The CaO-SiO2-Al2O3 diagram provides the
relationships between the predicted phases in systems
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Figure 4 Ternary diagrams - CEM I + 10% Limestone binder
undersaturated in Ca(OH)2, AFm and Aft [12]. For over
undersaturated systems, framework silicates in the form of
stilbite will precipitate [12]. The C3A-CaSO4-CaCO3 diagram
shows the relationships for the carbonate- and sulfate-bearing
phases. A typical Portland cement with no limestone will
consist of monosulfate, ettringite and hemicarbonate, C-S-H
and Portlandite [12]. Using a modified Bogue function written
into the model, the C3S, C2S, C3A and C4AF cement phase
proportions were 50.59%, 11.19%, 7.67% and 7.84%
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respectively. While each of the mixes in Table 2 were cast, due
to COVID-19, only the CEM II mix with a 10% limestone
content was tested.
Results
The compressive strength results at 3, 7 and 28-days for Mix
CEM I + 10% limestone are presented in Table 4. As shown,
there is an expected increase in compression strength up to 7
days, which, albeit at a slower rate, increases to 28 days.
The addition of limestone stabilises ettringite that increases
the total volume of hydration products due to its low density.
The resulting decrease in porosity leads to higher compressive
strengths, especially for limestone replacement levels in the
range 5-10% [9]. Beyond 10%, a loss in compressive strength
has been reported in the literature [13-15]. The fineness of
limestone can also affect the compressive strength as shown by
calorimetry measurements [9] as it accelerates the rate of
hydration as it provides additional surface for the nucleation
and growth of hydration products [16,17].
5

PREDICTION OF ASTM C 109 COMPRESSIVE STRENGTH

In order to get a good fit between the measured and predicted
compressive strengths, a parametric study was undertaken by
varying the intrinsic strength and n parameter. The result of
varying these properties are shown in Figure 5 which varied the
value of n while keeping the intrinsic strength constant and vice
versa respectively. The oxide contents were those shown in
Table 3 with a w/c ratio of 0.5 and temperature of 20℃. As may
be shown that, varying the n value while maintaining the
intrinsic strength at 82MPa, leads to a nonlinear variation of the
compressive strength over time. In contrast, varying the
intrinsic strength while keeping the n value at 2.5 gives a linear
change in compressive strength over time (Figure 5).
As the 3-day compressive strength was found to be 19MPa
(Table 4), it was decided to run an analysis with an intrinsic
strength and n value of 100MPa and 2.4 respectively. This was
found to give a reasonable prediction of the measured strengths,
especially over time, as shown in Figure 6. At 3 days, there is a
slight difference between the two sets of results that reduces
over time. This is similar to the values used by Bentz [3] who
used an n value of 2.6 and 129 & 99MPa for the intrinsic
strength for the 115 and 116 cements respectively.
As the C3A phase proportion for the cement (7.67%) is
greater than 7%, the intrinsic strength here is lower than that
used (on average) than cements 115 and 116 (here 100MPa).
Table 4. Compressive strength results
Time (days)
Compressive strength (MPa)
6

3
19

7
37

28
49

PREDICTION OF EN196-1 COMPRESSIVE STRENGTH

As the original experimental work was cut short due to
COVID-19, it was decided to investigate the accuracy of the
Powers gel-space method to predict the compressive strength
of 160x40x40mm mortar samples made to EN196-1. Using a
set of results (Table 5) for a CEM I and CEM II cement (Blaine
fineness = 386m2/kg and 474 m2/kg respectively) provided by
a leading cement manufacturer, the procedure in Section 5 was
repeated. The Ternary diagram description of these cements is
shown in Figure 7 and Figure 8. The cement phase proportions

Figure 5 Parametric study results with varying n and σA

Figure 6 Predicted and measured compressive strength
Table 5 EN196-1 Compressive strength results
Time (days)
CEM I Compressive strength (MPa)
CEM II Compressive strength (MPa)

2
30.7
31

7
48.1
46.7

28
62.4
58.4

(C3S, C2S, C3A & C4AF) were calculated from the oxide
compositions in Table 3 to be 57.35%, 11.32%, 8.49% and
8.61% for the CEM I and 45.69, 15.70, 7.79 and 7.91 for the
CEM II cement using the modified Bogue function in the
model.
Using the previous parametric study, the measures and
predicted compressive strength comparisons for the CEM I and
CEM II cements are shown in Figure 9 and Figure 10. Again,
as shown previously, the 2-day comparisons are slightly
different and improve over time. Despite this, there is very
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good agreement between the predicted and measured
compression strengths using EN196-1.

Figure 9 Predicted and measured compressive strengths for
the CEM I cement testing to EN196-1

Figure 7 Ternary diagrams for CEM I cement

Figure 10 Predicted and measured compressive strengths for
the CEM II cement testing to EN196-1
7

CONCLUSION

The HYDCEM_CompressiveStrength MATLAB model has
be shown to give reasonably accurate predictions of the
compressive strength over time for CEM I and CEM I +
Limestone cements as measured using EN196-1 and ASTM C
109 respectively. By using appropriate intrinsic strength and n
values, reasonable predictions can be achieved, particularly
over time. The model employs the Powers ‘gel-space and
Parrot and Killoh methods to derive useful predictions using
appropriate data input.
The results here are somewhat limited (due to the COVID-19
pandemic) so more predictions need to be performed but initial
analysis looks promising as a means to predict mortar strength
over time using this model.
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1

ABSTRACT: Self-compacting concrete (SCC) flows under its own weight without requiring external vibration for compaction.
This is very useful in applications where normal vibrated concrete cannot be used such as narrow forms and reinforcement
congested members. To attain the self-compacting property, it is required that the concrete have adequate viscosity, high
deformability and high resistance to segregation. This can be achieved by adding mineral admixtures (fillers) and/or viscosity
modifying agents (VMAs). The former is the main practice in Europe and processed limestone powder is the most commonly
used filler in the production of SCC. However, the quarrying process of the production of mineral aggregate results in large amount
of fine materials (quarry dust) as a by-product. These significant amounts of environmental wastes pose a real concern to
manufacturers due to their impact on the environment, leading to economic consequences. Dolomite powder, locally available
from dolomitic quarry dust, can be utilised as an alternative material to produce SCC. This paper, therefore, investigates the fresh
properties of cement grout using dolomite powder as a cement replacement compared to limestone powder. Preliminary
characterisation of the dolomitic powder as well as the workability, flowability, cohesion and strength of the grout were examined
to understand the influence of using the dolomite powder on these properties. Mixes containing 0-20% of dolomite powder and
limestone powder were prepared. Mini slump, Marsh cone and Lombardi plate were used to observe the fresh properties of grout
containing these powders, while compressive strength will be measured for all hardened samples at 7 and 28 days.
KEY WORDS: Self-compacting concrete; Dolomite; Grout; Quarry.
1

INTRODUCTION

Quarry dust, or quarry by-product powder, is a waste material,
created as a by-product of aggregate production. Due to the
large number of aggregates which are manufactured, the
chemical compositions of quarry dust vary greatly [1].
However, this material offers the opportunity for aggregate
manufacturers to streamline their processes by utilising a waste
product, therefore reducing time spent disposing of this
material and possibly increasing revenue through using it to
replace proportions of cement. While increasing sustainability
of the cement, overall cost of production would decrease
making this an attractive idea for both cement and aggregate
manufacturers [2].
One of the potential applications to use quarry dust is in selfcompacting concrete (SCC) as it utilises large quantities of
finely ground materials to attain the required viscosity,
deformability and resistance to segregation [3]. Grout mixes are
often used to test the compatibility of a mix prior to embarking
on a full trial with concrete mixes [4]. Concrete trials are often
heavily resource, energy and time consuming, thus smaller
grout mixes are often a fruitful first approach to initially test the
compatibility of the mix components in a more time and costefficient way. Through these trials, non-efficient cement and
superplasticizer combinations are often discovered and this
prevents large amounts of resources being wasted during the
testing process [4].
The fresh and mechanical properties of grouts can be altered by
numerous factors including the water-binder ratio, the use of
chemical admixtures and the use of fillers/supplementary
cementitious materials within the grout.
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The use of fillers and supplementary cementitious materials
would largely influence rheological and mechanical properties
on grout and concrete, depending on both the chemical
composition of the material and the proportion of it used within
the mix [5]. Typical supplementary cementitious materials used
within the construction industry include fly ash, ground
granulated blast furnace slag (GGBS), silica fume and rice husk
ash. These are industrial by-products and so produce a more
sustainable building material. Limestone and finely ground
silica are examples of mineral filler materials which are often
used within cementitious suspensions. The use of mineral
fillers, such as limestone, to replace proportions of ordinary
Portland cement (OPC) typically produces a more workable,
less cohesive mixture with a decreased compressive strength
[6–8].
In their work Esquinas et al. [9,10] concluded that it is possible
to obtain good quality SCC concerning durability by replacing
commercial siliceous filler (SF) with dolomitic recovery filler,
sourced from hot-mix asphalt plants (RF), with good
performance in terms of aggressive agent attack, according to
the levels set by the Spanish Code for Structural Concrete.
Similarly, Dehwah [11] evaluated the mechanical properties of
self-compacting concrete (SCC) prepared using quarry dust
powder (QDP), silica fume (SF) plus QDP or only fly ash
(FA) and reported that incorporating QDP (8–10%) had
mechanical strengths equal to or better than those of SCC
prepared with either SF plus QDP or FA alone.
Ho et al. [1] compared the rheological properties of a quarry
dust from granite fines and processed limestone powder and
found that the quarry dust, as supplied, could be used
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successfully in the production of SCC. However, due to its
shape and particle size distribution, mixes with quarry dust
required a higher dosage of superplasticiser to achieve similar
flow properties. Some quarries contain large amount of
dolomitic rocks and the utilisation of their processing dust in
concrete is yet to be investigated.
Therefore, the aim of this study is to assess the effect of a quarry
dust (QD) from dolomitic source and a processed limestone
powder (LS) on the fresh and mechanical properties of cementbased grouts as a necessary step towards full utilisation in SCC
mixes. Different proportions of LSP and QD were used as
replacements for Portland cement. Various percentages of
replacement were carried out at two different superplasticizer
dosages. This will allow the extent of the impact of
superplasticizer on the fresh properties of the mixes, containing
each of the fillers, to be compared. While LSP is already a
commonly used filler for cement replacement, carrying out
mixes containing limestone allows for comparisons to be drawn
between a filler which is known to be effective for this purpose
and a filler which has different properties.
2

MATERIALS AND METHODS
Materials

CEM I 52.5 was used as the main binder in this study.
Processed limestone powder (>95% CaCO3 and Quarry dust
powder (mainly dolomitic) were the main fillers in this study.
Commercial SP, based on modified polycarboxylate polymers,
was used.
It should be noted that the quarry dust was collected from the
accumulated stack in a local quarry and dried in an oven at 105
℃ ±5℃. Once dried, the powder was ground in a pestle and
mortar.
Mix Design
To ensure that the effects of the quarry dust and limestone could
be thoroughly analysed and compared, a total of 12 mixes were
carried out (details of the mixes are presented in Table 1). One
of these mixes was a reference mix of only cement, to allow for
comparison of properties. Each filler replaced cement at
proportions of 5%, 10%, 15% and 20%.
Table 1. Mix design.
Filler
type
None

Cement
Filler
SP
W/B
%
%
dosage%*
1
100
0
0.4
0.3
2
100
0
0.4
0.4
LS
3
95
5
0.4
0.3
4
90
10
0.4
0.3
5
85
15
0.4
0.3
6
80
20
0.4
0.3
7
80
20
0.4
0.4
QD
8
95
5
0.4
0.3
9
90
10
0.4
0.3
10
85
15
0.4
0.3
11
80
20
0.4
0.3
12
80
20
0.4
0.4
* As a percentage of the dry mass of powders
A water-binder ratio of 0.4 was constant throughout all mixes.
A superplasticizer (SP) dosage of 0.3% was used for all
percentages of filler replacement. However, two additional
Mix

mixes were carried out at a filler replacement of 20% with an
SP dosage of 0.4% alongside an additional mix with 0% filler
replacement and an SP dosage of 0.4%. These additional mixes
gave an indication of the impacts of superplasticizer on the
workability of the mix.
As this is an initial investigation into the effects of quarry
dust and limestone on the grout mixes, the filler proportions
were the only factor varied within this investigation.
Additionally, three mixes at a higher superplasticizer dosage
were produced to study the effect of SP dosage.
Mixing and Testing
All grout mixes which were prepared had a volume of 1.2 litres.
In an effort to keep all factors, except for filler replacement,
constant, the mixing procedure for all mixes was standardised.
This ensured the validity of the investigation. The room
temperature was also kept as constant as possible throughout
the investigation.
All mix components, except for water, were first measured in
kilograms as per the mix design. This was carried out using the
same scale for all mixes. The water was then measured using a
measuring cylinder. The cement and filler were combined and
mixed by hand in a separate container until the binder appeared
evenly mixed.
The water was poured into the mixing bowl and the
superplasticizer was then added. The wet mix components were
then mixed for one minute at 140 rpm. Once this initial mixing
was complete, half of the binder was introduced to the mix and
these components were mixed for 30 seconds at 140rpm. The
next step was adding the final half of the binder and mixing this
for another 30 seconds at 140 rpm. Once this was completed,
another minute of mixing at 140 rpm was carried out. The
mixture
was
then
left
for
30
seconds
of
rest before 3 minutes of mixing at 200 rpm was completed.
Once this was completed, several tests were carried out to
determine the fresh properties of the mixes. The first test which
was carried out was the mini slump test, which was initially
carried out approximately 2-3 minutes after mixing had been
completed. The next test carried out was the Lombardi plate
cohesion test, 5-6 minutes after the mixing. Then, the Marsh
cone test was carried out approximately 9-10 minutes after
mixing. The grouts were hand mixed thoroughly throughout the
testing process to ensure fluidity of the mixes was kept as
constant as possible. The mud balance was then used to
calculate the specific gravity of the mix.
Upon completion of the workability tests, the grout was poured
into 50mm x 50mm cube moulds for the 7- and 28-day
compressive strength tests.
The mini slump test is carried out to test the workability of a
grout mix, through measuring the spread of grout from a mould.
A cone shaped mould and smooth plate were used to carry out
this test. The cone shaped mould has an upper inner diameter
of 19mm, a lower inner diameter of 38.1mm and a height of
57.1mm. The mould and plate were initially dampened with
water to reduce friction between the fluid and the mould. The
mould was placed on the centre of a smooth plate and
consequently filled with grout. The cone was lifted vertically
and the grout inside was allowed to flow freely. When the grout
stops moving, the spread diameter was measured at four right
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angles using a measuring tape. The average diameter is then
calculated from these values.
The Lombardi plate test was used to measure the cohesiveness
of the fluid mix. A thin steel plate and electronic scale were
necessary for this test. The steel plate is 100 x 100mm with a
thickness of 1mm. The steel plate was hung up and the set is
then placed on top of an electronic scale and once the weight
settles, the scale value set to zero. The clean, dry steel plate was
then removed and submerged into the grout mix. Once fully
covered, the plate was removed from the suspension and the
excess fluid was allowed to drip. When the dripping stopped,
the plate was hung back up on top of the scale. The final value
on the scale is the amount of grout which has stuck to either
side of the plate.
The density of the mix needs to be found, using the mud
balance, prior to calculating the cohesion value. To find the
relative cohesion of the mix, the weight of the grout remaining
on the plate should be divided by the area of both sides of the
plate and the density of the suspension.
For grouts, relative cohesion is calculated as a thickness and its
units are therefore millimetres. A highly cohesive grout may
have a relative cohesion between 0.2mm and 0.4mm, while low
cohesion grouts may have relative cohesion values around
0.06mm [12].
The Marsh cone was used to indicate the flow properties of the
grout mix. A flow cone and stand to hold the cone throughout
the test, alongside a measuring cylinder are necessary for this
test. The flow cone used is a metal cone with a capacity of
1500ml and an outlet orifice of 8mm diameter.
The inside of the flow cone was initially dampened with water
to reduce friction between the grout mix and the cone. A
measuring cylinder, which can hold at least one litre of fluid,
was placed directly under the outlet. The flow cone was then
filled with 1.2 litres of grout with the outlet covered. A timer
should be started at the same time the outlet was uncovered.
The time taken for 700ml of grout to flow through the flow cone
was measured.
Grouts which take longer than 75 seconds are not suitable for
use within grouting [12]. However, this is more relevant to
grouts being tested for purposes such as injection grouting.
The mud balance is used to determine the specific gravity of a
fresh cementitious suspension. Within this project the Fann 140
mud balance was used. The cup, within the mud balance, was
filled by pouring grout into it from a measuring cylinder. The
cup is full when a small amount of grout escapes from the top
of the lid. This excess grout was then removed so it did not
skew the results. The cup and beam were then placed on the
fulcrum and the weight was adjusted until the system was
balanced. The system is completely balanced when the bubble
in the spirit level is centred. The density was then read off a
scale at the bottom of the beam. In the case of this mud balance,
the specific gravity is given in units of g/cm3.
The grout was poured into 50mm x 50mm cube moulds for the
7- and 28-day compressive strength tests. Once the fresh grout
was poured into the moulds, it was covered in polythene
sheeting. After 24 hours, the cubes were removed from their
moulds and placed into a curing tank which was set at 20℃
until they were ready to be tested.
A Servo Plus compression testing machine was used to test
three grout cubes from each mix at both 7 days and 28 days.
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Three cubes were tested from each mix, to allow for average
values to be calculated.
The cubes were removed from the curing tank and dried before
testing. They were then placed into the machine and loaded at
a rate of 50kN/minute. The testing machine gave a value for
both maximum load (kN) and maximum strength (MPa) of each
cube.
3

RESULTS AND DISCUSSIONS

The results of mixes are summarised in Table 2. The additional
mixes carried out, with a higher dosage of superplasticizer,
were only tested for fresh properties and thus the mechanical
test results for these mixes are marked as NA (not applicable)
in the table. Several grout mixes (e.g. Mix10 and 11) were
highly viscous to allow for effective testing. They stopped
flowing through the Marsh cone before 350ml, therefore a flow
time for 700ml could not be recorded in these instances. The
results of these mixes were marked as NM (not measurable).
The results will be discussed in the next sections.
Table 2. Results Summary
Mini Cohesion Flow Specific
fc' 7
slump
meter
time
gravity
days
(mm)
(mm)
(s)
(g/cm3) (MPa)
1
117.5
0.25
141
2.10
81.4
2
131.5
0.14
106
2.00
NA*
3
131.8
0.21
121
2.00
68.2
4
144.2
0.18
114
1.97
65.4
5
147.5
0.17
79
1.96
63.5
6
140.3
0.15
75
1.93
58.4
7
159.5
0.13
69
1.92
NA
8
118.3
0.27
174
2.00
57.1
9
89.50
0.28
534
1.99
55.3
10
70.00
0.55
NM**
2.00
52.1
11
60.00
0.65
NM
2.10
48.8
12
91.60
0.52
148
1.98
NA
*NA= Not applicable, **NM= Not measurable

Mix

fc' 28
days
(MPa)
97.5
NA
90.5
86
79.5
68.6
NA
87.0
83.4
72.6
49.1
NA

Mini slump
The reference mix, containing only CEM I, showed a slump test
value of 117.5mm. In comparison, the slump test associated
with 5% replacement by LSP was 131.8mm, while the slump
test associated with 5% replacement by QD was 118.3mm. A
continued increase in filler replacement up to a percentage of
20% for limestone gave a slump test of 140.3mm and for quarry
dust of 60mm. The trend in workability occurring for both
fillers depending on percentage of replacement can be seen in
Figure 1.
The results confirmed the expected behaviour that an increased
proportion of LSP, as a cement replacement, increased the
workability of the mixes. The highest workability, within the
four limestone mixes, was observed at a percentage
replacement of 15%. However, it should be noted that the
decreased workability between a percentage of replacement of
15% and 20% was only 7mm and thus, could have been the
result of a slight experimental error.
An increase in slump of 25.5% can be seen between the
reference mix with no replacement and the most workable
limestone mix. This increased workability is caused by the
fineness of the limestone powder, in comparison with the
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particle size associated with the Portland Cement. The
improved particle size distribution is associated with the
increased workability. Previous studies carried out by
Svermova et al. [13] and Ramezanianpour et al. [14] showed a
similar trend in workability with increased addition of
limestone powder.
160

This result correlates with the findings for workability, as an
increased workability is related to a decrease in cohesion.
An increased proportion of quarry dust was found to be related
to a significant increase in cohesion. The largest relative
cohesion obtained was 0.65mm at a quarry dust replacement of
20%. This presents an increase of 160% in comparison with the
100% cement mix which agrees with the decreased workability
associated with the mini slump results for the QD mixes.
0.7

120
Limestone
100

0.6

Quarry dust

80
60
40
20
0
0

5

10

15

20

25

Percentage of filler replacement(%)

Figure 1 The effect of percentage replacement of
limestone and quarry dust on mini slump (mm)
An increased proportion of quarry dust, as a cement
replacement, significantly decreased the workability of the
mixes. The lowest workability, within the four quarry dust
mixes, was observed at a percentage replacement of 20%. A
decrease in workability of 49% was observed between the least
workable quarry dust mix and the reference cement mix.
However, this trend was not observed within the studies carried
out by Felekoglu [15] and Schankoski et al. [16]. In their
studies, an increased workability was associated with the
inclusion of QD. However, the QD used in this study had a
larger particle size than that included within these studies.
Therefore, the fineness of the filler may have been a
significantly contributing factor in the decrease of workability.
From Figure 1, it can be seen that the inclusion of quarry dust
within a grout mix has a more significant impact than limestone
on the workability, at the same percentage of replacement. The
decrease in workability, caused by the inclusion of quarry dust,
could be disadvantageous to a mix unless other parameters
were optimised.
Cohesion
The reference mix, containing only Portland cement, had a
relative cohesion of 0.25mm, which establishes it to be a highly
cohesive mix according to Warner [12]. In comparison, the
cohesion associated with the mix containing a 5% replacement
of limestone was 0.21mm while the cohesion associated with
the mix containing a 5% replacement of quarry dust had a
cohesion of 0.27mm. The trends associated with percentage of
filler replacement and relative cohesion for limestone and
quarry dust can be seen in Figure 2.
An increased proportion of limestone was associated with a
decreased cohesion in the mixes. The lowest cohesion
determined was at a limestone replacement proportion of 20%
with a relative cohesion of 0.15mm. This presents a decrease in
cohesion of 40% when compared to the reference cement mix.

Relative cohesion(mm)

Mini slump (mm)

140

0.5
0.4

Limestone

0.3

Quarry dust

0.2
0.1
0
0

5

10

15

20

25

Percentage of filler replacement(%)

Figure 2 The effect of percentage replacement of
limestone and quarry dust on relative cohesion (mm)
It can be seen from Figure 2 that the inclusion of quarry dust
has a significantly greater impact on the cohesion than LSP.
This agrees with studies carried out by Schankoski et al. [16]
which found that to achieve a similar consistency of grout, a
higher dosage of SP was needed for QD mixes in comparison
to LSP mixes. Therefore, the QD grouts were more cohesive.
Flowability
The flow time associated with the reference mix was found to
be 141s, while mixes containing 5% of limestone and quarry
dust had flow times of 121s and 174s, respectively.
As predicted, the replacement of proportions of cement by
limestone increased the flowability of the grout mixes tested
and thus, reduced the flow time of the suspension. The
limestone grout mix which provided the lowest flow time and
therefore, the greatest flowability was a replacement of 20%
with a flow time of 75s. In comparison with the reference mix,
only containing CEM I, there was a 48% decrease in flow time.
This increased flowability is often associated with the small
particle size of limestone powders in comparison to PC. This
trend can also be seen in studies carried out by Svermova et al.
[13].
Increased proportions of quarry dust, replacing cement, were
associated with significantly increased flow times and
therefore, decreased flowability. The highest flow time which
was recorded for the quarry dust mixes was 534s at 10% filler
replacement, which is an increase of 279% when compared to
the reference mix. These results disagree with those found in
studies carried out by Felekoglu [15] and Schankoski et al. [16]
as within both of these studies the mixes containing QD had
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similar fresh properties to those of containing only cement. As
previously mentioned, this may be as a result of the large
particle size associated with the QD used in this project which
requires the ongoing research on the particle size distribution
and microscopy of QD.
Within the laboratory testing, the flowability of the mixes, with
15% and 20% replacement increased significantly leading to
the stoppage of flow before 350ml of fluid had flowed through.
This demonstrates that while a trend was not established for the
flowability of the mixes at all replacement proportions, these
mixes largely would not have been appropriate for use without
altering other parameters, due to their significantly low
flowability. A preliminary test on a mix containing 20% of QD
after applying further grinding on the QD showed that it was
possible to collect the 700ml of mix 11 in 540s. This indicates
that the fineness of the QD plays a critical role in the flowability
of the mix. Therefore, it is intended to grind the QD to the same
level as LS for better comparison.
Effect of Superplasticiser (SP)
The increase dosage of superplasticizer increased the
workability and flowability of all mixes while decreasing their
cohesion. The increased SP dosage had the largest impact on
the workability of the mix containing 20% quarry dust. The
mini-slump values of the cement and limestone mixes were
increased by 14mm and 19.2mm, respectively, whereas the mix
containing quarry dust had a significant workability increase of
31.6mm. The impact of the increased SP dosage found the
greatest decrease in cohesion, also coming from the mix
containing 20% quarry dust, with a decrease of 0.13mm.
However, it should be noted that the quarry dust mix was still
the most cohesive mix, even with the addition of a higher SP
dosage. Limestone yielded the greatest results in terms of
flowability and workability with both levels of superplasticizer
included within the mix.
The difference in flowability of the mixes containing 20%
quarry dust cannot be compared, as the mix containing a
superplasticizer dosage of 0.3% was not flowable enough to
give a result which would allow for comparison. However, a
significant increase in flowability was observed between the
mix containing 10% quarry dust, with a lower SP dosage, and
the mix containing 20% quarry dust, at a higher SP dosage. This
significant increase demonstrates potential effectiveness in
mixes containing this proportion of replacement of quarry dust,
when a larger amount of SP is used within the mix.
Compressive strength
Compressive strength tests were carried out on each grout mix
at 7 and 28 days to give an indication of the mechanical
properties associated with the mix design.
The reference grout mix, with 100% cement, gave compressive
strengths of 81.4MPa at 7 days and 97.5MPa at 28 days. In
comparison, the compressive strengths for the mix replaced
with 5% LSP were 68.2MPa at 7 days and 90.5MPa at 28 days.
The compressive strengths for the mix replaced with 5% QD
were 57.1MPa at 7 days and 87.0MPa at 28 days.
As the proportions of both limestone and quarry dust were
increased, the compressive strengths at both 7 and 28 days were
decreased. However, the compressive strengths of the mixes
containing QD were lower than those of the LSP mixes at the
same proportion of replacement. The average difference
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between the compressive strengths of the mixes containing LSP
and QD at 7 days was 10.6 MPa while at 28 days the average
difference was reduced to 4.3 MPa. The average difference
between the compressive strengths of LSP and QD mixes
indicates that the mixes containing LSP exhibit higher early
strengths in comparison with the mixes containing QD.
However, all mixes containing filler had a decreased
compressive strength in comparison with the reference cement
mix.
While compressive strength results agreed with the predicted
trend for mixes containing LSP, studies previously reviewed by
Dehwah [11] and Felekoglu [15] showed an increase in
compressive strength when QD was included within the mix.
However, this increase in compressive strength was not seen
within this investigation.
4

CONCLUSION

This paper presents the findings of a preliminary investigation
on the effects of limestone (LS) powder and quarry dust (QD)
from dolomitic sources on the fresh and mechanical properties
of cement-based grouts. The following conclusions can be
drawn:
• Increased proportions of LS within cement-based
grout resulted in an increased workability and
flowability while causing a reasonable reduction in
cohesion.
• Increased proportions of QD led to a significant
decrease in mini-slump while causing an increase in
flow time and cohesion.
• Both fillers reduced the 7-day and 28-day strengths of
mixes with QD having greater effect than LS.
• The fineness of the QD is a key factor in determining
its contribution to the fresh properties of the grouts
and therefore an optimisation of this factor is required.
• Increasing the superplasticiser dosage has a positive
impact on the fresh properties of all mixes tested.
• There is potential for the use of QD within
construction materials, with the inclusion of larger
volumes of superplasticizer in the mix design and/or
optimising the particle size and fineness of the QD.
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ABSTRACT: Thermodynamics have been successfully applied to the field of cement hydration science to predict the formation
of phase assemblages and pore solution chemistry. For any cement hydration model to be accepted, it must provide accurate
forecasts of which solids may form and how the cement will dissolve over time. This is particularly important for the ongoing
development of new sustainable cements and understanding their hydration behaviour in service.
HYDCEM is a cement hydration model that simulates volumetric changes of cement and gypsum dissolution and product
growth that, up to now, assumed which solids would form. In order to improve its usefulness, the PHREEQC geochemical software
has been coupled with HYDCEM to provide more sophisticated and flexible predictions of which phases may form under
equilibrium conditions and generate their change in volume over time for curing temperatures between 5-45°C, variable w/c ratio
and cement oxide compositions. To incorporate the coupling of PHREEQC into the model, HYDCEM was re-written in the C#
programming language (previously coded in MATLAB) which also improved overall performance and functionality.
This paper presents analysis of a cement system with a w/c ratio of 0.5 at a curing temperature of 20°C and provides predictions
of the phase assemblage, phase and product changes in volume and heat evolution over a 1,000-day period in one hour time-steps.
KEY WORDS: Thermodynamics; cement hydration; C#.
1

INTRODUCTION

Thermodynamic modelling of hydration is a very powerful
technique to understand the formation of phase assemblages
and the influence of temperature and chemical compositions.
As the production of cements move towards more sustainable
methods and materials, accurate predictions of phase
assemblages will continue to be of importance. Much research
has been undertaken to predict such phase assemblages using
thermodynamic models derived from oxide proportions, w/c
ratio and curing temperatures. The most common
thermodynamic model used for cement hydration assemblage
generation is GEMS [1], which employs a Gibbs free energy
minimization approach using the CEMDATA thermodynamic
database for cementitious materials [2,3].
The prediction of precipitated phases during cement
hydration using the HYDCEM model [4-7] are based on
published phase assemblages. While these descriptions are
based on thermodynamic analysis (using GEMS), it does not
allow HYDCEM the flexibility to determine by itself, which
phases will form. It assumes, albeit based on extensive
literature, for plain cements, the precipitation of C-S-H,
portlandite, monosulphate, hemicarbonate, hydrotalcite &
ettringite for any oxide proportions. In short, its predicted
assemblage was originally prescriptive, only allowing
predicted phase assemblages quantitates to vary.
This paper presents how HYDCEM has been coupled with
the PHREEQC geochemical model [8] to thermodynamically
predict which phases will precipitate. These predictions will be
used to undertake volume calculations using stoichiometries
determined by the model. This will allow it to predict phase
assemblages of the cement under investigation from its oxide
proportions. As PHREEQC is C based, HYDCEM has been
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re-written in C# (previous versions were written in MATLAB)
so the user can still perform a full analysis with minimum effort
after the input file has been completed but calls MATLAB to
present the results graphically.
Thermodynamic cement databases
A thermodynamic cement database will include those
properties of solids that are present in cement. Over the years,
many cement-based thermodynamic databases have been
developed as described in [2, 3]. However, the most common
database now used for cement thermodynamic modelling is
CEMDATA [2] that can determine the type, composition,
amount and volume of hydrates that may form. The database
has been developed based on particular thermodynamic data in
the literature coupled with experimental analysis for
temperatures between 0-1000C. CEMDATA Version 18.1 is
the most recent version of the database and has been
successfully used to various cements including ordinary
Portland cement, calcium aluminate, calcium sulfoaluminate,
blended and alkali activated materials [2]. Importantly here,
CEMDATA has also been developed in the correct syntax (.dat
format) to be used by the PHREEQC allowing expansion
through addition of new data with relative ease.
2

HYDCEM CEMENT HYDRATION MODEL

HYDCEM is a cement hydration model, previously written
in MATLAB, that forecasts volumetric changes in phases and
hydrates over time [7]. It provides predictions of phase
assemblage, degree of hydration, heat release, compressive
strength and chemical shrinkage over time for any w/c ratio and
curing temperature between 5 to 45°C. The original aim of
HYDCEM was to complement more sophisticated
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thermodynamic models and provide users with a reasonable
prediction of hydration behaviour over time that was easy to set
up, analyse and post-process its results. The user input
included, amongst others, clinker chemistry (oxide fraction),
solid phase densities, species molar mass and heat of hydration,
as enthalpies of reaction. The previous version followed a wellstructured set of routines that reasonably predicted the cement
phase and gypsum proportions, volume stoichiometries and
growth of hydration products including C-S-H, calcium
hydroxide, hydrogarnet (if applicable), hydrotalcite, ettringite
and monosulphate over time.
As PHREEQC is a C-based computer language, it was
decided to re-write HYDCEM in C# so coupling and follow on
computations could be more computationally effective. C# is a
multi-purpose object-orientated programming (OOP) language
developed by Microsoft as part of the .NET Framework [10].
C# is a high-level language that is widely used for desktop and
web applications and is popular for game development. By
defining variables and pre-allocation, C# is computationally
efficient with automatic garbage collection. Using OOP
simplifies programming as it optimises the code allowing users
to continually develop it. C# uses methods or functions which
are part of a class and can be used in any instance of the object
of that class and can be re-used multiple times.
PHREEQC geochemical model
PHREEQC is a Geochemical model [8] for thermodynamic
calculations to predict which solids may precipitate in cementbased systems using an appropriate database. PHREEQC
undertakes thermodynamic equilibrium calculations by solving
the law of mass action (LMA). This approach is also used by
EQ3/6 [11] and CHESS [12] whereas GEMS [13,14]
undertakes its predictions by minimising the Gibbs free energy
of the system under analysis. Both approaches are acceptable
with very few differences in their prediction using the same
database.
The iphreeqc set of modules allows PHREEQC to be coupled
with programming languages without the need to read from or
write to files [15] through a library. The iphreeqc COM module
can be used by any software that supports the COM interface
whereas the C++ class, libraries and Dynamic Link Library
(DLL) can be compiled into C-based programmes. Input
information and results transfer occurs via the internal
computer memory. The iphreeqc module allows PHREEQC to
be run within models like HYDCEM simultaneously without
the user having to move between separate models and securing
data transfer including results. Coupling PHREEQC with other
programmes such as DuCOM [16], a speciation solver [17],
COMSOL [18] and EXCEL [19] to model cement hydration
has been reported in the literature and is a rapidly developing
field.
Equilibrium reaction equations
Equilibrium reactions are represented by mass-action
equations [20]. The pure phase equilibrium is given by
Equation 1, where Kp is the thermodynamic equilibrium
constant for phase p (Equation 2), γi is the activity coefficient
of ion i, ci is the concentration of ion i (mol/L) and ni,p is the
stoichiometric coefficient for ion i in phase p, T is the
temperature (K), R is the universal gas constant (8.31451 J/(mol
K))) and the term ∆rGT0 is the standard Gibbs energy of

reaction (Equation 3). The basic principles of thermodynamic
calculations and how it deals with chemical reactions can be
found in the literature [20, 21].
𝐾 =

(𝛾 𝑐 )
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THERMODYNAMIC ANALYSIS

Table 1 shows the oxide proportions of a plain PC from a
leading Irish cement manufacturer with a w/c ratio of 0.5,
curing temperature of 20°C and the elemental compositions
required by the thermodynamic model. The PHREEQC
desktop user interface is shown in Figure 1. The oxide
proportions are converted to the appropriate units (here g/L)
using their molar masses. The pH in the analysis was initially
given as 7 and charge balanced. The initial set of results present
information on the solution, not the solids, which in the first
calculation are oversaturated in the predicted solution.
PHREEQC calculates how saturated the solution is with respect
to each solid phase. When the Saturation Index (SI, log scale)
is positive, a phase may precipitate from the solution. When the
SI is negative, the solution has the capacity to dissolve a phase,
if it is predicted. Where the saturation index is zero the solution
phase is at equilibrium with the solid phase and will neither
dissolve nor precipitate.
To determine which phases may form, all possibilities are
equilibrated by setting their SI to zero and if a phase becomes
oversaturated, it will precipitate. This addition to the initial
solution input is entered under the EQUILIBRIUM PHASES
data block. HYDCEM undertakes these steps and following a
number of runs, the predicted solid phases are determined. At
this stage a degree of scientific judgement must be exercised by
the user, to prevent prediction of unrealistic phases in the
equilibrium assemblage. Many databases contain entries for
high temperature or high pressure phases, which will not
spontaneously form during hydration. In the example reported
here, only cement hydrate phases have been selected, yet the
model maintains the flexibility to consider much more complex
systems. HYDCEM sweeps through the output and using coded
decision making tools, outputs the solids that should be
included in the follow-on analysis that are described below.
Hydrogarnet
The output suggests that all of the hydrogarnet (C3AH6)
would dissolve and re-precipitate as siliceous hydrogarnet
(C3AS0.41H5.18). This would be expected behaviour in blended
cements but not necessarily in a pure Portland cement. Previous
researchers [9] found that C3AH6 hydrogarnet was the only
crystalline phase detected at temperatures ranging from 25105°C. To overcome this anomaly, a second analysis is
undertaken to allow the siliceous hydrogarnets to remain
oversaturated.
AFm phases
Monosulphate is a commonly occurring hydrate during cement
hydration that forms when gypsum has been consumed and
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Table 1 Cement chemical analysis and PHREEQC input
Cement oxide (g/100g)
SiO2
19.04
Al2O3
5.01
Fe2O3
2.83
CaO
63.4
MgO
2.31
Na2O
0.28
K2O
0.54
CaO free
1.71
CO2
2.2
SO3
2.65
Soluble Na2O
0.14
Soluble K2O
0.43
Phase proportions
C3S
57.35
C2S
11.32
C3A
8.49
C4AF
8.61

PHREEQC Input
Temp
20
pH
7 charge
Pe
4
Redox
Pe
Units
g/L
Density
1
Al
0.53
C
0.12
Ca
9.062
Fe
0.396
K
0.09
Mg
0.279
Na
0.042
S
0.212
Si
1.78
water
1 kg

contents from 5-400C and absent/unstable at higher
temperatures (>500C). As shown in the literature [3],
hemicarbonate is predicted to precipitate from Portland
cements. However, while thermodynamically it is not predicted
to form, it will be included in the list.
AFt Phases
Four ettringite types are included in the CEMDATA
database. Only one type is needed so the stoichiometric
ettringite is used here as the AFt phase. In AFt, the
functional/exchangeable anion (sulphate in ettringite) can be
exchanged for chloride, carbonate, borate, hydroxyl and others
to make a family of compounds. Similarly, the structural units
(aluminate) can be exchanged with ferrate and others, to
produce more complex salts. This is because most of ettringite
is open space with channels running the length of the lattice,
leaving plenty of space for substitutions, without changing the
essential character of the structure. Lastly, it’s reasonable to
assume all magnesium partitions into hydrotalcite.
C-S-H
C-S-H is a gel-like solid and the main phase in hydrating
cement with a typical calcium/silica (Ca:Si) ratio of ~1.8. Blast
furnace slags, PFA and silica fume blends have typical Ca:Si
ratios of 1.4, 1.0 and < 1 respectively. Using the cement
described in Table 1, the C-S-H predicted to form (SI = 0) is
CSH3T-T2C which is one of five alternatives in CEMDATA
and is described, along with supporting literature, in [2] and
[26]. CSH3T-T2C is more consistent with the tobermorite-like
structure of C-S-H [27] and has a Ca:Si ratio of 1.5 (C3S2H5)
[2]. The range of C-S-H models in CEMDATA is to account
for the variations in the Ca:Si ratio > 1 which affects its
solubility. Space precludes a full description of C-S-H
solubility models here.
Summary

Figure 1 PHREEQC interactive input screen
ettringite reacts with remaining C3A’s [22].
Monosulphate can be converted to ettringite in the presence
of sulphates, which contributes to the cracking found during
sulphate attack. The output from the PHREEQC analysis
suggests that monosulphate will dissolve and not precipitate.
Previous research suggests that monosulphate would be
expected to precipitate from the cement described in Table 1
[23]. Therefore, monosulphate is included in the list of solids
expected to equilibrate with the liquid despite its apparent
metastability with respect to hydrogarnet.
CEMDATA contains three types of hemicarbonate phase,
namely
hemicarbonate10.5,
hemicarbonate
and
hemicarbonate9. Despite not being a very well characterised
AFm phase, the literature ([9], [24, 25]) suggests
hemicarbonate will be present in PC with very low carbonate
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One cannot assume that because a phase is oversaturated, it
will automatically precipitate so an understanding of the
underlying chemistry is important. A model helps the user to
understand a system but it does not always predict what would
be expected. Therefore, the hydrate assemblage should be kept
as simple as possible, employing reasonable assumptions if a
phase expected form is not thermodynamically predicted.
While not oversaturated in the initial analysis, monosulphate
and hemicarbonate are included in the final assemblage for
Portland cements. If they are predicted to form, they will be
allowed to do so. If not, they will still be included but not
present in the predicted hydrate assemblage. These
assumptions are summarised below:
 C3AH6 should be used as the hydrogarnet phase in Portland
cement systems;
 The stoichiometric ettringite is the only AFt phase;
 Monosulphate and hemicarbonate should be included in the
phase assemblage of PC cements to accommodate
carbonate when present;
The following rules are also included in the model to mimic the
expected kinetics of a hydrating cement:
 Ettringite is precipitated when gypsum is present;
 Monosulphate is precipitated if gypsum is depleted but
ettringite is still present:
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 Hydrogarnet is precipitated if gypsum and ettringite are
both depleted.
The following section describes the re-written HYDCEM
model into the C# programming language.
4

HYDCEM IN C#

The input for the model is provided via a Windows form, as
shown in Figure 2(a). The analysis begins when all data
required is input. When complete, the analysis time is given and
the results are plotted on separate tabs.
C# programming language
C# (pronounced C-sharp) is a high-level, multi-paradigm
(e.g. object-oriented programming, structured programming,
etc.) language developed by Microsoft [28] and executed by the
Common Language Runtime (CLR) within its .NET platform.
It combines the power of C++ with the programming simplicity
of Visual Basic. Its extensive class library provides the user
with functionality, compilers, debuggers and other
development tools. The key advantage of C# is that the code is
“managed” meaning all memory requirements are fully
managed by the CLR, removing the need of the developer to
consider memory management issues. This is paralleled in the
development of PHREEQC which, once implemented in C,
made full use of dynamic array addressing. The consequence is
that even for complex chemistries, economic use of memory is
assured, which in turn allows shorter run times, even on
relatively modest architecture
HYDCEM was prototyped in MATLAB®, but began to
experience very long runtimes as the program grew in
complexity. A decision was made to move HYDCEM
development over to the C# platform, as the runtimes would
reduce substantially and the opportunity to utilize OOP. The
easy addition of more classes and methods/functions make
future editing and development tasks easy to undertake. C# is a
modern, powerful, yet easy to learn programming language
with extensive online learning resources and in-built class
libraries that is free to install on most PC’s. As both C# and
PHREEQC are both C-based languages, coupling them is
relatively straightforward. Post processing of the results is
carried out in MATLAB®. HYDCEM automatically generates
an “m” file, used within MATLAB® to produce all output.
HYDCEM program structure
HYDCEM is implemented as a DLL library that may be then
be utilised within a choice of front ends, e.g. a simple Console
application or a full Windows application as in this paper.
HYDCEM consists of a number of classes that produce all the
functionality required for the simulation. These classes and
their main properties and methods are described below.
Simulation: This abstract class contains all the methods
required to carry out a full HYDCEM simulation and are
described below.
Dictionaries: In the PhaseClass, cement phases are
instantiated from the original cement mix data. Its main
properties are the degree of hydration, weight and volume
histories of the phase computed during the simulation.
PhasePKClass, derived from PhaseClass, has extra
information required for the Parrot & Killoh [20] algorithm. Its

main method is NextAlpha, which generates the degrees of
hydration when invoked from the Simulation class.
ProductClass is instantiated form the PHREEQC analysis
and contains the predicted hydration product.
Objects: SimulationDataClass contains primary data and
information required and generated by the Simulation class.
SimTimeClass generates the time steps for the simulation and
contains derived data such as arrays of times in hours and days.
The OxideContentClass stores the oxide input.
Public methods: The ParrotKilohClass is required by the
Simulation class to instantiate a ParrotKilohClass object
containing the information required by the Parrot & Killoh
algorithm. PhreeqcClass imports the Phreeqc DLL and
provides C# methods invoking selected Phreeqc functions. Its
main method is RunPhreeqc, which carries out a Phreeqc
analysis and outputs a list of predicted hydration products.
Abstract Classes: MolarMass, Stoichiometries and
Denisties are abstract class containing the molar masses,
stoichiometric information and densities.
5

ANALYSIS AND RESULTS

The phase assemblage of the cement described in Table 1 is
shown in Figure 3 with a processing time of 9 ms.
The dissolution of the cement phases is shown using the
degree of hydration for each using the Parrot and Killoh method
[29]. The change in volumes are calculated using
stoichiometries for the silicates, aluminates, ferrites and
magnesium [7]. The C3S phase is shown to be more reactive
over time than the other phases as expected.The phase
assemblage shows the growth of C-S-H, calcium hydroxide,
monosulphate (AFm) and ettringite (AFt) and dissolution of
gypsum. As gypsum is depleting, the volume of ettringite is
increasing up to approximately 10hrs after which it remains
constant until monosulphate growth begins. At 72hrs (in
accordance with the literature), monosulphate is precipitated.
The precipitates are predicted by the thermodynamic model
that are read into HYDCEM to calculate their volume change
over time employing the rules described in Section 3.5. As may
be seen, as well as the expected solids (C-S-H, calcium
hydroxide, AFM), hydrotalcite, hemicarbonate and small
quantities of iron hydroxide (FH) are also predicted to
precipitate.
6

CONCLUSIONS

Cement hydration is a highly complex process that involves
competing chemical reactions and physical changes over many
time scales. Therefore, any model that attempts to predict it has
to incorporate a reasonable level of sophistication using
accurate input data. The HYDCEM model described here
attempts to do just this employing thermodynamic predictions
to show long-term phase and product changes over time, as well
as other useful outputs within a very user-friendly platform
within a modern and powerful programming language.
Work is underway to incorporate limestone and
supplementary cementitious materials into the model so cement
scientists can develop new, more environmentally friendly
products.
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Figure 2 HYDCEM front end for data input

Figure 3 Phase assemblage
[2]
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ABSTRACT: Tall and slender buildings present design challenges to structural engineers regarding their sway stiffness to
withstand strong winds as per building codes with low material cost in mind. In Ireland and the UK, many engineers use linear
static analysis to determine sway of RC structures due to fact that it is less sophisticated and easy to use. Engineers apply analysis
modification factors to modulus of elasticity E and second moment of inertia I in the sway analysis to take into account the reduced
stiffness of walls due to cracked sections and long-term effects.
Non-linear analysis is another approach that can be used. However, it is not popular among many engineers as it requires more
realistic material data input at early stage of the project, and it takes a lot more time to run. The main benefit of non-linear analysis
is that it automatically calculates the reduced stiffness of concrete elements, hence eliminates the requirement of manual
calcualtion of analysis modification factors. The analysis uses multiple iterative approach to identify the location of element’s
plastic stress and its reduced stiffness until final solution is achieved. The reduced stiffness of RC walls due to creep, shrinkage
and time of loadings can also be included.
This study estimates and compares the lateral deflection of a sample seventeen-storey tall building against static wind loads
using Tekla Structural Designer TSD (linear analysis) and ETABS (non-linear analysis). It is found that TSD underestimates the
lateral stiffness of RC cores by 17% as compared with ETABS in this example.
KEY WORDS: Sway assessment of RC shear walls, Linear analysis, Non-linear analysis, Reinforced concrete core walls,
1

INTRODUCTION

Slender and high-rise buildings should be designed to satisfy
both strength and serviceability (comfort) design under strong
winds. The lateral displacement induced by wind may not
generate a serious damage to building main structural system.
However, it may cause discomfort to the occupants and damage
to non-structural components. Therefore, sway check of highrise buildings is essential to verify, firstly to ensure that the
integrity of interior finishes and cladding systems is preserved.
Secondly, to ensure that the building is habitable and safe to
operate.
Reinforced concrete cores or shear walls are one of the popular
systems that is used by many engineers to stabilise buildings
against wind loads. They are regarded as primary structural
elements as they provide relatively stiff resistance to horizontal
and vertical loads. They transfer lateral and vertical loads to the
foundations of structures via internal stress distribution that is
generated due to axial, shear, torsional and bending strains.
To estimate the lateral deflection of structures, stiffness is the
critical aspect to determine. The stiffness of shear walls
remains constant as long as bending stresses in the walls are in
elastic range. However, this condition is not always satisfied.
Concrete cracks as bending stresses exceeds the elastic yield
point, this reduces the effective section of the wall which
ultimately reduces its stiffness. As a result, the stresses in one
of the stability shear wall systems redistributes and effects on
other shear walls. Therefore, it is important for structural
engineers to include these effects in their sway designs.
One type of structural analysis that is very popular among
structural engineers is Linear static analysis. This is because

this type of analysis is less sophisticated and easy to use.
However, the downside of this analysis is that, it assumes the
material behaviour remains elastic. Consequently, the forcedisplacement behaviour always remains linear, refer to Figure
1. This assumption is not always correct for reinforced
concrete. Firstly, because the effective modulus of elasticity of
concrete changes over time due to creep, which itself is
dependent on load and load duration. Secondly, the reinforced
concrete section cracks as the stress induced by applied
moment exceeds the elastic point. This reduces the second
moment of inertia of concrete section which in result effects on
curvature and deflection of reinforced concrete members.

Figure 1. Force-displacement or stress-strain relationship of
Hookean material in linear static analysis.
The actual behaviour of reinforced concrete in relation to its
deformation against the load intensity is shown in Figure 2 and
is summarised as follows [1];
Phase 1: Reinforced concrete section is linear until it reaches
the cracking load.
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Phase 2: Once it is cracked, the response of section becomes
non-linear.
Phase 3: In an idealised section, the tensile strength of concrete
section below the neutral axis is ignored, hence it gives
maximum possible curvature.

are in-situ 300 – 350mm flat slabs supported by in-situ concrete
columns, see Figure 3 of typical sub-structure floor level.
Superstructure of tower contains hybrid steel – concrete
materials (i.e. Ground level to roof level). All beams and
columns are steel (grade S355) while the construction of slab
varies between 140mm deep composite and 300mm thick insitu slabs, see Figure 4 for typical superstructure floor level
layout.
North
B

B

A

A

Figure 2. Load – deformation phases of reinforced concrete
section [1]
One way to use linear static analysis to determine the building
sway is by applying cracked section properties uniformly to all
elements by reducing the second moment of area of solid wall.
This is normally carried out by applying analysis modification
factor in most structural design softwares. Gardner [2] suggests
using 50% Igross to Iwalls and 30% Igross to Ilintels for long term
effects. This approach is far simpler but is likely to
underestimate the overall stiffness of shear walls. An element
to element stiffness modification factor i.e. non-linear analysis
is an alternative approach to get more accurate results, however
this may prove to be impractical [2].
Several research [3,4,5] was carried out to investigate the linear
and non-linear response of high rise buildings under lateral
loads. This paper will focus on concrete tall buildings
behaviour when designed using linear or nonlinear analysis as
shown in the following sections.
2

KEY OBJECTIVES

Figure 3. Typical substructure floor detail of tower
B

The main objectives of this study are to use a sample seventeenstorey high-rise and;
 Determine a method to estimate the lateral deflection
of buildings using linear static analysis.
 Investigate maximum sway of tower using non-linear
analysis and compare the results with linear analysis.
 Suggest the suitability of long-term effects factors
from code of practice in determining sway using linear
static analysis especially when some part of the
external façade is inclined.
 Briefly outline the appropriate analysis type to use in
sway check of high-rise buildings.
3

B
North

HIGH-RISE BUILDING CASE STUDY GEOMETRY

It is 61m high-rise building consists of seventeen floors
including three number basement levels. It has five storeys tall
wing over to its north-east corner. It is assumed that most of the
floors space at superstructure are to be used for offices whereas
at substructure, it is assumed that the space will be used for
heavy plants, storage and car parks.
The substructure of the tower is made up of all concrete (i.e.
Basement level -3 to Ground level). The basement floor slabs
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To stabilise the tower against wind loads, it has five stability
cores and one long spine shear wall i.e. in between cores 4 & 5
as shown in Figure 4. All cores are 250mm thick and are
supported by pile foundation. Cores 1, 2, 3 and 4 run to roof
level however their support level varies. Core 1 is supported at
basement level -2 whereas cores 2, 3 and 4 are supported at
basement level -3.

The spine shear wall runs from basement level -3 to level 13.
And core 5 is located only between level 0 (ground floor level)
and level 5, see Figure 5.
The floor to floor heights are typically 3.8m from ground floor
level above, however it varies between 2.7 to 4.5m from
basement level -3 to ground floor level 0, see Figure 5.
The external façade of tower is light glazed; however the
north face facade is inclined towards the south direction, see
Figure 6.

Cores 3 and 4

4

Long spine
shear wall

LINEAR ANALYSIS IN TSD

Tekla Structural designer (TSD) is used to assess tower
stiffness in this phase. All beam and column members are
modelled as 1D elements whereas all core walls are modelled
as 2D finite elements, FE.
Nominal dead and live loads are applied. Wind loads are
calculated and applied assuming the tower is located in Dublin,
Ireland.

Core 5

Material and section properties:

Figure 5. Section A-A of tower

Inclined external
facade

The characteristic concrete strength used in all TSD models is
C30/37. The corresponding secant modulus of elasticity Ecm is
taken as 32GPa from I.S.EN 1992-1-1 Table 3.1 [7]. It is high
likely that the aggregates used in Ireland contains elements of
limestone. Hence, the Ecm is reduced by 10% i.e. 29.7GPa as
per I.S.EN 1992-1-1 clause 3.1.3(2) [7]. The mean concrete
tensile strength fctm is taken as 2.9N/mm2.
To allow for long term effects (i.e. creep) in the deflection
results, the section properties of concrete elements are modified
by multiplying the section properties E & I values with
modification factors. The following paragraphs show the
procedure used to calculate the modification factor;
STEP 1: Determine Elastic deflections δElastic
Deflection results are firstly noted for gravity and lateral wind
loads of a model by setting all wall properties as uncracked, and
with no modification factors to modulus of elasticity E and
second moment of inertia I. It is assumed that there is no lateral
support provided to core walls at ground floor level. Refer to
Table 1 for summary of deflection results.
Table 1: Deflection results against gravity and lateral loads
Load case
Dead load (DL)
Live load (LL)
Wind from South (Wsouth)
Wind from North (Wnorth)

Deflection results δ (mm)
-24.6
-17.8
54.9
-46.1

From the results, it is noticed that the lateral deflection is only
critical for wind from North with combination of dead and live
loads.
Based on above results, building elastic deflection is calculated
from following load combination;
DL + WL + 0.7LL = 24.6 + 46.1 + 0.7(17.8) = 83.2mm

Figure 6: Section B-B (inclined facade near west side)

STEP 2: Determine creep deflections δcreep
It is assumed that the age of loading for dead loads DL is
between 90 to 365 days, whereas for live loads LL the age of
loading is after 365 days. Therefore, the creep co-efficient
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for DL 𝜑
7.

and LL 𝜑 is 1.25 and 1.0 respectively, see Figure
The concrete is not immersed in water
therefore the effective thickness is 600mm
as per BS8110 recommendation

models i.e. Model 1 and Model 2. E & I modification factors
are kept same as Model 2.
-12.4
-26.8

-23.3

1.25

Figure 8: TSD un-factored dead load deflections (mm)
Figure 7: 30 years DL creep factor for 90-365 days age of
loading, RH 50%
In results, the deflection due to creep δcreep is;
= (𝜑 𝑥 𝛿 ) + (𝜑 𝑥 𝜓 𝑥 𝛿 )
= (1.25 𝑥 24.6 ) + (1.0 𝑥 0.3 𝑥 17.8)
= 35.9mm
STEP 3: Section modification factor in TSD
The E & I modification factors to allow for creep are calculated
as;
.
Modification factor =
=
= 0.70
.

.

𝐸
x𝐼
= 0.72 x 𝐸
x 𝐼
Therefore, 0.7 and 0.35 factors are used for un-cracked and
cracked sections respectively.
Analysis sequence and results:
In linear analysis, it is important to identify wall sections that
will crack or in other words will exceed fctm, limit i.e. 2.9N/mm2
during construction and occupancy phases. Three number of
models are used to complete this assessment via visual
inspection. Details of each stage is summarised as follows;
Model 1 construction stage: It is assumed that the stability cores
will be built using slip-form construction method. And during
the construction, there is a risk that some walls might hit with
high winds and part of the wall section will crack. Therefore,
only RC core walls are modelled. No E & I modification factors
are used. Model is then run against wind load, and cracked wall
sections are noted.
Model 2 Permanent stage: The main purpose of this model is to
identify the additional wall panels that will be cracked at
permanent stage with inclusion of Model 1 results. This model
contains all slabs, beams and columns at all levels. E and I
section properties are modified with 0.35 and 0.7 factor for
cracked and uncracked wall panels respectively.
Model 3 Permanent stage – Final: This is the final model that
is used to predict the actual deflection of Tower 1. The cracked
or uncracked section properties of wall elements used in the
model are based on the combined results from previous two
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Figure 9: TSD un-factored live load deflections (mm)

Figure 10: TSD unfactored Wind180 (wind from North) (mm)

Civil Engineering Research in Ireland 2020

It is found by inspection that the total lateral deflection of
building is worst when deflections due to DLs and LLs are
combined with deflection due to wind from North, refer to
Figure 8, Figure 9 and Figure 10. Therefore, the total elastic +
creep lateral deflection of building is calculated to be;
δDL + 0.3*δLL + δwind from North = 23.3+0.3(19.4)+62.5=91.6mm
Assuming, the allowable sway = H/500, where height of tower
is 61m. Then, the max. sway is 91.6mm < 122mm (allowable).
5

NON-LINEAR ANALYSIS IN ETABS

Non-linear is performed on same building using ETABS. The
whole process is sub-divided into two stages. At first stage,
non-linear material properties of material are specified, and the
sway of structure is noted using non-linear elastic-plastic
analysis. At second stage, non-linear staged construction
analysis is performed to determine deflection due to long term
effects. The deflections noted in both stages are combined to
output the results.
Material non-linearity:
Figure 11 and Figure 12 show the non-linear stress-strain
curves that are defined for concrete and reinforcement.
In relation to concrete, “Takeda” is used for hysteresis type and
“Mander” for stress-strain curve type. The characteristic
cylinder compressive strength of concrete fck is reduced to
26.7MPa from 30Mpa to allow for 10% reduction in its elastic
modulus.
The non-linear property of reinforcement is modelled by firstly
selecting the material type to be uniaxial. Following on,
“Kinematic” hysteresis type is selected as it dissipates
significant amount of energy and is appropriate for ductile
materials e.g. metals [6].

Defining wall section:
Below is the summary of wall vertical reinforcement used;
 Base - Level 0: B25@200 vertical, B12@200 horizontal.
 Level 0 - Level 4: B20@200 vertical, B10@200 horizontal.
 Level 4 - 10: B16@200 vertical, B10@200 horizontal.
 Level 10 - Roof : B12@200 vertical, B10@200 horizontal.
Each wall section is modelled using “Layered” property. It is
anticipated that the out of plane behaviour of wall is linear
elastic, therefore, the stiffness of wall is reduced to 75%. The
in-plane behaviour of wall is set to non-linear in S22 direction
with reinforcement details as shown above.
Based on the above inputs, ETABS generates wall layer details
for two behaviours i.e. membrane(in-plane) and plate (in & out
of plane). As discussed earlier, the out of plane behaviour of
walls is anticipated as linear therefore such layers are deleted
from the form. Similarly, it is anticipated that the shear
behaviour of walls is elastic hence the horizontal rebar layers
in membrane behaviour are also deleted. Consequently, four
layers are used, two number for each concrete and vertical
reinforcement.
P-delta effects:
“Iterative based on-loads” is selected for each gravity load case
as this approach uses iterative solution to determine P-delta
effects on element to element basis [8]. The effects due to
geometric non-linearity of the structure against the lateral wind
loads are included by selecting “P-delta” option as suggested
by ETABS.
Construction sequence linear static analysis:
Staged construction analysis is used to determine the long term
effects e.g. creep and shrinkage on sway. The summary of
construction sequence is shown in Figure 13. In this analysis,
the time dependent type to “Eurocode 2-2004”, relative
humidity of 50% is selected. It is assumed that the shrinkage
start date at 0 days and the cement type is Class R. Figure 14
and Figure 15 shows the resultant creep and shrinkage graphs
based on inputs. The analysis results are shown in Figure 17.
Stage A: Construction of shear walls (approx. 17 days,
assuming all shear walls are slip-fomed at same time)
Stage B: Steel work erected +Floor slabs are added
(assuming start time is 17 days and duration is
30days.)

Figure 11: Concrete C30/37 stress-strain curve in ETABS

Stage C: SDL + Facade + (ψ2 x Live loads) are added
(assuming start time is 47 days and duration is
365days.)

Figure 13: Construction sequence stages defined in ETABS

Figure 12: Reinforcement stress-strain curve in ETABS

Figure 14: Creep coefficient vs time (days)
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6

Results:
The overall sway of the building using non-linear analysis is
calculated as to be sum of deflection due to material nonlinearity plus the deflection from construction stage analysis
i.e. 78.4mm, refer to Figure 16 and Figure 17.
δDL + 0.3*δLL + δwind from North + δCS = 17.6+0.3(5.6)+45.1+14 =
78.4mm

The summary of the study is concluded as follows;
 Maximum 91.6mm sway is noted from TSD (i.e.
linear analysis) whereas it is found to be 78.4mm
using ETABS, refer to Figure 18.
 The sway stiffness of building is approximately 17%
higher when analysed with ETABS as compared with
TSD. This is because, ETABS calculates and applies
the reduces stiffness matrix of elements due to plastic
stresses locally. Whereas, in TSD, analysis
modification factors are applied to whole panel.
 A linear analysis is suggested at early stage of project
for sway approximation as more realistic data is
required for non-linear analysis which may not be
available at this stage.
 Non-linear analysis takes a lot more time to run
therefore it may not benefit from commercial aspect at
early project stage.
80
BUILDING HEIGHT (M)

Figure 15: Shrinkage strain vs time (days)

CONCLUSIONS

Load combination =
DL + 0.3LL +
WL(wind from North)

60

TSD: Linear
elastic analysis +
creep effect

40
20

ETABS: Nonlinear elasticplastic analysis
with creep effects

0

-20
0

50
DISPLACEMENT (MM)
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Figure 18: Sway comparison between TSD and ETABS
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ABSTRACT: Steel moment connections are used where continuity is required between beam and columns. Research on
moment connections has primarily focussed on major-axis connections. An in-depth investigation of I.S. EN 1993-1-8 was
completed to identify the design rules for connections. Simple connections such as cleats, fin plates and splices were
investigated briefly in order to gain a greater understanding of how they behave and transfer load before researching two types
of minor axis moment connections; one where the end plate is connected directly to the column web and one where the end plate
is bolted to another plate, which is welded to the edges of the column flanges. The study herein concentrates on the former type
of connection. Structural tests were carried out on end plate connections in the Heavy Structures Laboratory in Cork Institute of
Technology. Load-displacement and moment-rotation curves were plotted and deformation and yield failure patterns were
identified and documented. Finite element analysis was carried out on LUSAS to verify the results achieved in the structural
testing. The moment capacity and initial stiffness of each connection were obtained from equations taken from I.S. EN 1993-18. It was observed that these results presented both conservative and non-conservative results and further investigation is
recommended.
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INTRODUCTION

The stability of unbraced steel structures is obtained by
providing moment connections between beams and columns.
Depending on the orientation of the columns and considering
the need to provide stability in two orthogonal directions, two
types of moment connections may be required – one where
the beams are connected to the flanges of the columns causing
moments about the major axes of the columns, and one where
the beams are connected to cause moments about the minor
axes of the columns, either by beams connected directly to the
column webs or to plates welded to the edges of the column
flanges.
The aim of this paper is to present the results of a study on
beam-to-column minor axis moment connections. Within I.S.
EN 1993-1-8, there are two types of design philosophies, one
for open joints and one for hollow sections. With open
sections (I sections), the component method can be applied in
order to allow the designer to consider the connection as
individual components instead of just a single unit. By
analysis of the connection as individual components, the
designer can gather relevant information on the strength,
stiffness and deformation capacity of the connection itself.
Minor axis connections provide a distinct structural
behaviour, which is different from that of major axis
connections. With the absence of vertical stiffeners, it means
that the column web must resist both the tensile and
compressive forces, which occur due to the bending of the
beam. Within a minor axis moment connection, the forces are
distributed as follows (4):
 Plate in bending,
 Beam flanges in tension and compression,
 Beam web in tension,

Bolts in shear,
Bolts in tension,
Column web in bending,
Beam web and flange, and plate in bearing.

In the paper ‘Moment Capacity of beam to column minor axis
joints’ (2), two main groups of failure mechanisms in minor
axis beam-to-column connections were considered. These two
main groups are local and global mechanisms. Local failure
(Figure 1) occurs when the local yield line is localised in
either the compression or tension zone. The global failure
mechanism occurs where the yield line pattern envelops both
the compression and tension zones (Figure 1). The moment at
the joint can be divided into a couple of forces, which act in
the tension and compression zones of the joint.

Figure 1: Failure mechanisms of the column web. (2)
2

CONNECTION DETAILS

Six tests were carried out in the Heavy Structures
Laboratory in Cork Institute of Technology. Each end plate
connection was welded to the beam with a 4 mm fillet weld
and then connected to the column web with Grade 8.8 M16
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bolts. The column used was a 203 x 203 x 46 Universal
Column and the beam was a 254 x 102 x 22 Universal Beam.
Two different end plates were used; three tests used a 350 x
160 x 6 mm end plate and the other three tests used a 350 x
160 x 4 mm end plate. All steel was grade S275. Figure 2
shows the end plate dimensions used in the laboratory testing.

include inclinometers, strain gauges, a hydraulic jack, a load
cell and a displacement gauge.

Figure 2: End plate dimensions in millimetres.
Six 16 mm bolt holes were drilled into the end plates to
allow for a variety of bolt positions to be used. The bolt
arrangements can be seen in Figure 3.

Figure 4: Test arrangement.
The load cell was placed 500 mm away from the column
web and the displacement gauge was placed 670 mm away
from the column web. The inclinometers were placed on the
column flanges, the back of the column web and on the beam
web, 100 mm away from the column web. The strain gauges
were placed on the column web and on the end plate. The
arrangement of the strain gauges on the end plate varied
depending on the bolt arrangement and the locations of
maximum anticipated strains (Figure 5).

Figure 5: Strain gauge arrangements.
Figure 3: Connection detail.
In the all connections, three rows of bolt holes were drilled;
however not all were used for each test. The first connection
used the upper and lower bolt rows (Connections no. 1 and no.
4), the second used the middle and lower bolt rows
(Connections no. 2 and no. 5), and the third used all three bolt
rows (Connections no. 3 and no. 6).
3
3.1

LABORATORY TESTING
Test Arrangement and Apparatus

Figure 4 shows the test arrangement and the devices used to
gather the data required. The devices used to carry out the test
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Each device was connected to a data logger, which was
connected to a laptop. The data logger allows for all the
devices to be connected to it and makes recordings at
specified intervals. The data is transferred in voltage, which
then needs to be converted to the appropriate units.
3.2

Test Results

Moment-strain, load-displacement and moment-rotation
curves were plotted for all six connections from the data
gathered during the tests. The deformation of the plate was
documented (Figure 6) and the yield lines on the plate were
marked. Figure 7 shows the yield pattern found on the plate of
Connection no. 3.
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Figure 6: Deformation of the end plate in Connection no.1.
Figure 8: Hardening properties of steel. (5)
Table 1: Hardening properties used in the LUSAS model. (5)
Hardening property
Value
ep1
0.016316
ep2
0.040890
ep3
0.630383
C1
0 N/mm2
C2
4883 N/mm2
C3
4673 N/mm2
Figure 7: Yield pattern on Connection no. 3.

4.3

4

Within the attributes in LUSAS that can be applied to a
model, slidelines are used to model contact and impact
problems or to tie dissimilar meshes together. When
modelling the contact between the end plate and the column
web, the master feature is selected based on it being the stiffer
element (thicker element) and the slave feature is assigned to
the other element. In all cases for this paper, the master
feature was assigned to the column web and the slave feature
assigned to the end plate. The assigned attributes can be seen
in Figure 9.

FINITE ELEMENT ANALYSIS

LUSAS was used to undertake the finite element analysis. The
modelling was completed in a number of steps, starting with
the geometry. Once the geometry is in place, attributes can
then be assigned to the model in order to analyse the model.
4.1

Modelling of the bolts

When initially modelling the bolts, joint properties and
stiffnesses were used. However, complications arose and as
they were considered a non-critical element, a simplified
method was incorporated. The bolt head was modelled using
volumes that were connected through the lines and points of
the holes on the end plate and the column web. The bolt
shanks were then modelled as lines and connected to the
volumes (bolt heads). A circular cross-section was then
applied to the bolt shank.
4.2

Slidelines

Material properties

Non-linear material was used on the model as failure of the
model/tests is assumed to occur when the end plate yields and
moves from elastic to plastic behaviour. While in the elastic
range, values of Young’s Modulus of Elasticity of 210000
N/mm2 and Poisson’s ratio of 0.3 were used. To input the nonlinear material properties, the yield stress and hardening
properties, based on previous research by Faella et al. were
used (5). The hardening properties can be seen in Figure 8 and
the values input into LUSAS are shown in Table 1.
Figure 9: Slideline parameters assigned.
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4.4

Non-linear analysis

Once the non-linear material properties and the slidelines have
been assigned to the model, non-linear analysis can be set up.
The parameters input into the analysis can be seen in Figure
10. The total load applied in each loadcase can be determined
by multiplying the load factor by the load applied. From the
testing, it was clear that each connection could sustain a load
of at least 10 kN, thus, the starting load factor was input as 10
in order to make solving the model quicker. A maximum total
load factor was not input into any of the six LUSAS models as
it was continually changing; instead the model was set to end
the analysis when the deflection reached -20 mm.

6

COMPARATIVE ANALYSIS

A comparative analysis was firstly carried out on the influence
of the positioning of the bolts on both plates. Figure 11 shows
the moment-rotation curve comparisons between connections
1 to 3. The bolt arrangements of each connection are as
follows:
Connection no. 1 - bolts in the top and bottom rows,
Connection no. 2 - bolts in the middle and bottom rows,
Connection no. 3 - bolts in all three rows.
Connection no. 3 had the most bolts and has a higher loaddisplacement ratio (stiffness) and moment capacity. From the
graph, it can be deduced that by only having bolts at the top
and bottom rows (Connection no. 1), the plate fails under
considerably less load than the other two connections
especially Connection no. 3 where all three bolt rows are
used.

Figure 11: Moment-rotation curves for Connections 1-3.

Figure 10: Non-linear analysis parameters.
4.5

Exporting results

The second comparative analysis compared the connections
that used the same bolt positioning but the thickness of the
end plate changed. Figure 12 shows the moment-rotation
comparison between Connections no. 2 and no. 5.

Once each model has been analysed, the results can be taken
and exported into Excel. Load-displacement graphs can be
easily generated from the data gathered in LUSAS; however,
moment and rotation results cannot be generated in LUSAS.
In order to obtain these, load and displacement data from
specific nodes were taken and used to calculate them.
5

THEORETICAL DESIGN

In order to be able to verify the results from both the structural
tests and the computer models, a Microsoft Excel Spreadsheet
was developed. An Excel sheet was preferred to hand
calculations as the procedure for calculating moment
capacities and stiffnesses of end plate connections can be
quite complex and thus lends itself better to a computerised
solution such as Excel. The equations used in the Excel
spreadsheet were taken from I.S. EN 1993-1-8 (1), Gomes et
al. (2), and Costa Neves et al. (3). The tensile capacity of each
bolt was calculated from Section 6 of I.S. EN 1993-1-8 (1),
then the equations for the column web were taken from
Gomes et al. (2), and finally the stiffness of each component
was taken from I.S. EN 1993-1-8 (1) and Costa Neves et al.
(3).
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Figure 12: Moment-rotation curves for Connections 2 and 5.
The final comparative analysis was between the test, LUSAS
and theoretical results. Within this comparative analysis, the
deformation of the plate (Figure 13), the initial stiffness, loaddisplacement curves and moment-rotation curves of each
connection were analysed separately.
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results are much lower than both the test and LUSAS results,
partly because strain hardening is not included in the
theoretical models, but also due possibly to the desire to
ensure safety in design when using the theoretical models.

Figure 13: Deformation comparison of connection no. 1’s test
and LUSAS results.
6.1

Summary of results

Table 2 shows a summary of the data collected from the third
comparative analysis.

Figure 15: Moment at 1° rotation comparison.
7

Table 2: Data collected from the third comparative study.

The initial stiffness values for the theoretical models are
higher in all cases than the test and LUSAS values. There is a
further increase in the theoretical values as the plates go from
4 mm to 6 mm. As seen in Figure 14, the initial stiffnesses of
the test specimens and LUSAS models are closer to each other
than to those of the theoretical models. From Figure 14, it is
evident that the theoretical model appears non-conservative,
while the LUSAS results generally prove to be close to the
test results.

CONCLUSION

A comparative analysis was conducted once all tests had been
carried out and all models had been analysed. The plates in
the LUSAS models all deformed similarly to the test
specimens. The plates all failed due to yielding without
affecting the column web. The yield patterns found on the test
plates appear to correlate to the stresses found on the plates in
the LUSAS models.
Load-displacement and moment-rotation curves were
developed and data extracted and analysed in order to
determine the moment capacity, initial stiffness etc. of each
connection. This data showed that the LUSAS models were
largely in good agreement with the test results, whereas the
moment capacity of the theoretical models proved to be quite
conservative.
The initial stiffnesses of the LUSAS models and test results
were found to be comparable, with the LUSAS models in
general being slightly stiffer. The theoretical models however,
give an overestimation of the initial stiffness in all
connections as shown in Figure 14. This overestimation is
further increased when the plate thickness is changed from 4
mm to 6 mm. The differences between the LUSAS and test
results could be reduced further by modifying how the bolt
interaction with the connected members is modelled in
LUSAS, as a simplified method was used in this research.
The accuracy of the finite element analysis proves that
developing computer models is a worthwhile exercise when
assessing the behaviour of connections.
The theoretical model yields conservative (i.e. safe) values for
the moment resistance but non-conservative values for the
stiffness. This warrants further investigation.
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ABSTRACT: Some types of structures can suffer from vertical irregularities due to aesthetic, functional, or economic reasons. A
possible lateral force resisting solution for these types of structures is Concentrically Braced Frame (CBF) systems. These systems
are gaining a lot of popularity as their design and fabrication are straight forward with low cost. Moreover, they are overcoming
many limitations exist in other lateral force resisting systems.
In this paper, a direct displacement-based design (DDBD) procedure is developed for irregular multi-storey CBF structures. In
this procedure, design displacements considered are decided upon the code and material drift limits, then the strength required to
achieve this displacement is calculated and finally all structural elements are designed.
A case study of a twelve-storey CBF structure with vertical irregularity is designed using the developed DDBD procedure. The
configuration of the vertical irregularity assessed is in the form of setbacks up the vertical axis of the building where the frames
have more bays at the base of the building than at the top.
Non-linear time history analysis (NLTHA) using 7 different accelerograms with displacement response spectra matching the
design displacement spectrum are used to record the behaviour of the irregular CBF structure when subjected to real earthquakes.
It is found that the design displacements and storey drifts from the DDBD procedure for the case study with vertical irregularity
matched relatively well with the displacements and storey drifts recorded through the NLTHA analyses and a new DDBD
procedure for CBFs with vertical irregularity is validated.
KEY WORDS: Concentrically Braced Frames; Vertical irregularity; Direct Displacement-Based Design; NLTHA.
1

INTRODUCTION

For economic, functional and aesthetic reasons, many
structures are built with vertical irregular configurations.
Extensive research has been conducted to study the effects of
vertical discontinuities in the distributions of strengths,
stiffnesses and masses on the structural behaviour under
seismic loads [1-10].
European seismic design code, Eurocode 8 [11] has defined
the irregular configuration of buildings explicitly. For vertical
irregularity, it has listed a criteria in which the building should
satisfy to be categorised as regular in elevation. The criteria
includes stiffness, strength and mass irregularities,
discontinuity of the lateral load resisting systems, such as cores,
structural walls, or frames and the presence of setbacks. If the
building is categorised as irregular, a complex dynamic
analysis procedure must be used instead of the equivalent
lateral force method used in forced based design procedure.
In this paper, a simple direct displacement-based design
(DDBD) methodology will be proposed to design CBF
structures with vertical irregularity associated with setbacks
and irregularity of mass distribution in the vertical plane.
In previous research [12-14] a performance-based design
procedure for regular concentrically braced steel frame
structures has been validated. To do so, full scale shake table
tests [15-17] were performed to develop robust numerical
models to simulate the behaviour of CBF structures under
seismic loads [18-20].
The validity of the direct displacement-based design
(DDBD) methodology will be assessed to design CBF

structures with vertical irregularity. To do so, a case study CBF
structure with vertical irregularity will be designed using the
developed DDBD procedure. The structure will be designed to
achieve a target displacement profile related to limit material
strains or design drift limits specified in the seismic codes. The
seismic energy produced by earthquakes is permitted to be
dissipated by brace elements through yielding in tension and
buckling in compression. All other elements such as beams and
columns will be designed to behave elastically and are not
expected to yield to dissipate energy.
Then, non-linear time history analysis (NLTHA) using real
earthquakes will be used to record the behaviour of the
designed irregular structure and compare it with the proposed
response.
2

DDBD PROCEDURE FOR IRREGULAR CBFS

The Direct Displacement-Based Design (DDBD) procedure
proposed by Priestly [21] characterizes the multi degree of
freedom (MDOF) structure to an equivalent single degree of
freedom (SDOF) system. The following paragraphs describe
the proposed DDBD procedure for irregular CBFs.
The equivalent SDOF design displacement, ΔD, can be found
from the design storey displacements of the CBF, ΔDi .
∑ 𝑚𝑚𝑖𝑖 ∆2𝐷𝐷𝐷𝐷
(1)
∆𝐷𝐷 =
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
where mi is the mass at storey i, associated with the storey
displacement, ΔDi.
The design storey displacements, ΔDi, is found by:
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Δ1
)
(2)
δ1
where Δ1 is the displacement of the first storey or critical storey
and δ1 is the normalised inelastic mode shape of the first storey
or critical storey.
The inelastic mode shape, δi , for CBF structures can be found
by:
𝐻𝐻𝑖𝑖
δ𝑖𝑖 =
For n ≤ 4:
(3)
𝐻𝐻𝑛𝑛
Δ𝐷𝐷𝐷𝐷 = δ𝑖𝑖 (

4 𝐻𝐻𝑖𝑖
𝐻𝐻𝑖𝑖
δ𝑖𝑖 = ( )(1 −
)
3 𝐻𝐻𝑛𝑛
4𝐻𝐻𝑛𝑛

For n > 4:

(4)

where n is number of storeys, i is the storey number, Hi, is the
height of the ith storey and Hn is the total height of the structure.
The equivalent SDOF yield displacement, Δy, can be found
from the storey yield displacement:
∑ 𝑚𝑚𝑖𝑖 ∆2𝑦𝑦𝑦𝑦
(5)
∆𝑦𝑦 =
∑ 𝑚𝑚𝑖𝑖 ∆𝑦𝑦𝑦𝑦
where Δyi is the yield displacement at the ith floor. This
displacement which can be obtained from the following
equation proposed by Della Corte and Mazzolani [22] and
Wijesundara [23].
𝑖𝑖

∆𝑦𝑦𝑦𝑦 = �(
𝑗𝑗=1

𝜀𝜀𝑏𝑏𝑏𝑏,𝑦𝑦
ℎ + 𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐,𝑦𝑦 ℎ𝑗𝑗 tan 𝛼𝛼)
sin 𝛼𝛼 cos 𝛼𝛼 𝑗𝑗

(6)

0.5
0.07
(12)
�
(0.02 + ξ)
From the design displacement spectrum established, the
effective period, Te, can be found. And the effective stiffness,
Ke, can be calculated as:
4𝜋𝜋 2 𝑚𝑚𝑒𝑒
(13)
𝐾𝐾𝑒𝑒 =
𝑇𝑇𝑒𝑒2
Knowing the effective stiffness, Ke, and the design
displacement, Δd, base shear, Vbase, can be obtained by the
following Equation
𝑚𝑚𝑒𝑒 g
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐾𝐾𝑒𝑒 ∆𝐷𝐷 +
∆
(14)
He 𝐷𝐷
The second term is added to account for P-delta effects in CBF
structures [21], where g is acceleration due to gravity.
The base shear will be distributed to all floor levels using the
following equation suggested Priestley et al. [21].
𝑚𝑚𝑖𝑖 ∆𝑖𝑖
F𝑖𝑖 = F𝑡𝑡 + 0.9V𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
(15)
∑ 𝑚𝑚𝑖𝑖 ∆𝑖𝑖
where Ft = 0.1Vbase at the roof level and Ft = 0 at all other
levels, , mi and Δi are the mass and design displacement of the
ith floor. In this equation the higher modes effect, is taken into
account by allocating 10% of Vbase to the roof level and
distributing the remaining 90% of Vbase to all floor levels
including the roof level.

Rξ = �

where εbr,y is the brace axial strain, α is angle of the brace with
the horizontal axis, hj is the storey height and εcol,y is the column
axial strain.
Knowing the equivalent SDOF design displacement, ΔD
and the equivalent SDOF yield displacement, Δy ,the design
displacement ductility, µ, can be found by:
∆𝐷𝐷
(7)
μ=
∆𝑦𝑦
The effective mass of the SDOF structure, me, can be found by:
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
(8)
𝑚𝑚𝑒𝑒 =
∆𝐷𝐷
and the effective height, He, can be found by:
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷 𝐻𝐻𝑖𝑖
(9)
𝐻𝐻𝑒𝑒 =
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷

This Equivalent Viscous Damping, 𝜉𝜉 , model for CBFs
proposed by Wijesundara [23] and verified by Goggins and
Salawdeh [24] can be used as a function of non-dimensional
slenderness ratio, λ�, and ductility, µ, in the following equations:
λ�
(10)
𝜉𝜉 = 0.03 + �0.23 −
� (𝜇𝜇 − 1)
𝜇𝜇 ≤ 2
15
λ�
(11)
𝜉𝜉 = 0.03 + �0.23 −
�
𝜇𝜇 ≥ 2
15
At this point of the design procedure, all of the substitute
structure characteristics required for DDBD design
methodology for irregular CBFs have been established and as
such, the design displacement spectrum can be developed at the
design level of damping. This can be done by applying a
damping reduction factor Rξ to the elastic displacement
spectrum. The equation of the damping modifier, Rξ , specified
in EC8 [25] will be used as the following
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Figure 1. Flow chart of the DDBD procedure for CBFs,
adapted from [13]
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3

IREGULAR CBF CASE STUDY STRUCTURE DESIGNED
USING DDBD PROCEDURE

A 12-storey CBF structure with vertical irregularity is designed
using the DDBD. The irregularity is associated with setbacks
up the vertical axis of the building where the frames have more
bays at base of the structure than at the top. The structure
dimension is 64X40 m in plan consisting of two CBFs with
setbacks in the excitation direction with a uniform storey height
of 3 m. The study of the response in the setback direction as the
lateral resistant system is carried out in this paper as it is the
scope of the study. The response of the transverse direction
should be studied as part of a future research to take into
account the torsional effects.
Plan view and elevation for the 12-storey structure are shown
in Figure 2 and Figure 3.

from 5th to 8th floor and 420 tonnes for each of the floors from
9th to 12th floor.
Design storey displacements, ΔDi, and yield storey
displacements, Δyi, are found using Equations (2) and (6). The
data for calculating ΔDi, and, Δyi, are shown in Table 1.
Table 1. Design storey displacements, ΔDi, and yield storey
displacements, Δyi, calculations.
Level
12
11
10
9
8
7
6
5
4
3
2
1

Hi (m)
36
33
30
27
24
21
18
15
12
9
6
3

mi (ton)/fr
420
420
420
420
700
700
700
700
896
896
896
896

δi
1.00
0.94
0.88
0.81
0.74
0.66
0.58
0.50
0.41
0.31
0.21
0.11

Δid
0.69
0.65
0.61
0.56
0.51
0.46
0.40
0.34
0.28
0.22
0.15
0.08

Δiy
0.17
0.16
0.14
0.13
0.11
0.10
0.09
0.07
0.06
0.04
0.03
0.01

The equivalent SDOF structure displacement, effective height,
effective mass and ductility are found as the following
∆𝐷𝐷 =
Figure 2. Plan view of the 12-storey structure associated with
setbacks along the vertical axis of the building.

∆𝑦𝑦 =

∑ 𝑚𝑚𝑖𝑖 ∆2𝐷𝐷𝐷𝐷
1324.49
=
= 0.457𝑚𝑚
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
2892.33

∑ 𝑚𝑚𝑖𝑖 ∆2𝑦𝑦𝑦𝑦
69.37
=
= 0.108𝑚𝑚
∑ 𝑚𝑚𝑖𝑖 ∆𝑦𝑦𝑦𝑦
643.73

μw =
𝐻𝐻𝑒𝑒 =

𝑚𝑚𝑒𝑒 =

Figure 3. 12-story irregular CBF structure associated with
setbacks on the frames at the fifth and ninth floor.
A pinned connection is used to connect columns and beams.
The lateral seismic loads are assumed to be resisted by the
braces only on the 4m bays represented in the dashed lines in
Figure 2. Type 1 elastic response spectrum for soil type C from
Eurocode 8 [11] is used. The peak ground acceleration (PGA)
chosen for the design is 0.3g. In order to control damage of nonstructural elements 2.5% design storey drift is chosen. Seismic
load (1.0 Dead load + 0.3 Live load) of 8.75 KPa was selected
using actions explained in provisions of EC1 [26]. The mass
was different in every four floors, 896 tonnes for each of the
floors from 1st to 4th floor, 700 tonnes for each of the floors

∆𝐷𝐷
0.457
=
= 4.24
∆𝑦𝑦
0.108𝑚𝑚

∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷 𝐻𝐻𝑖𝑖
63144.77
=
= 21.81𝑚𝑚
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
2895.32

∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
2895.32
=
= 6329.12 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
∆𝐷𝐷
0.457

(16)
(17)
(18)
(19)
(20)

To find the equivalent viscous damping, 𝜉𝜉 , from equation
(11) the slenderness ratio, λ�, should be known. However, it is
unknown at this stage of design. An initial design of braces
using an arbitrary value of, λ�, is carried out to find the base
shear and choose the braces and slenderness ratios. Then, a
number of iterations are done in which new shear forces and
brace sizes are calculated. These iterations will stop when the
same designed braces are chosen for the last two trials.
The SDOF equivalent viscous damping, 𝜉𝜉 , in the last iteration,
n, is calculated by equation (21) using the data shown in Table
2 where at the i storey ξi,n is the equivalent viscous damping,
Ti,n is the axial force for the chosen brace and ΔDi is design
displacement
∑ 𝑇𝑇i,n ∆Di ξi.n
3062
𝜉𝜉 =
=
= 0.20
(21)
∑ Ti,n ∆Di
15340

Knowing 𝜉𝜉, the reduction factor can be applied to the elastic
displacement spectrum to find the design displacement
spectrum. Then the effective period, Te, can be read from the
design displacement spectrum as shown in Figure 4 and the
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equivalent stiffness and base shear can be calculated as the
following

Table 3. Calculations of distributed forces, shear and the
design of brace element.

Table 2. Equivalent viscous damping calculations.
Level
12
11
10
9
8
7
6
5
4
3
2
1

ξi,n
0.16
0.18
0.18
0.19
0.20
0.20
0.21
0.21
0.21
0.22
0.22
0.23

Tb,i,n*ΔiD
861
1174
1337
1434
1668
1675
1670
1608
1466
1170
834
445

Level
12
11
10
9
8
7
6
5
4
3
2
1

Tb,i.n*ΔiD*ξi,n
141
208
235
268
325
328
359
345
314
253
185
101
4

4𝜋𝜋 2 𝑚𝑚𝑒𝑒
4𝜋𝜋 2 ∗ 6329
𝐾𝐾𝑒𝑒 =
=
= 6293 𝑘𝑘𝑘𝑘/𝑚𝑚
𝑇𝑇𝑒𝑒2
(6.3)2
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐾𝐾𝑒𝑒 ∆𝐷𝐷 +

𝑚𝑚𝑒𝑒 g
∆ = 4181 𝑘𝑘𝑘𝑘
He 𝐷𝐷

(22)
(23)

Fi (kN)
795.1
354.8
331.3
306.0
465.0
417.0
366.2
312.4
327.3
251.1
171.1
87.4

Vi (kN)
795.1
1150.0
1481.3
1787.3
2252.3
2669.3
3035.5
3347.9
3675.2
3926.3
4097.4
4184.8

Ab (cm2)
28.00
40.49
52.16
62.93
79.30
93.99
106.88
117.88
129.41
138.25
144.28
147.35

section size
120X120X8
140X140X10
140X140X12.5
160X160X12.5
180X180X14.2
200X200X14.2
250X250X12.5
250X250X14.2
250X250X16
260X260X16
300X300X14.2
350X350X12.5

NON-LINEAR TIME HISTORY ANALYSES (NLTHA)

In order to investigate the performance of the DDBD procedure
for the case study structure, non-linear time history analyses
(NLTHA) is carried out using the Open System for Earthquake
Engineering Simulation, OpenSees, [27]. Seven different real
earthquakes scaled to have displacement spectra that match the
design displacement spectrum are used as shown in Figure 5
and Table 4 which gives the Earthquake location, ID used for
the study, the magnitude, M, and the epicentre distance, r.

∆D

Te
Figure 4. Displacement response spectra for the 5% and 20%
damping
The base shear is distributed to storey forces using Equation
(15) and storey shear forces, Vi, are found by summing the
storey forces above the storey considered. As recommended by
EC8 [11] the storey shear is assumed to be resisted by tension
braces only. The brace area, Ab, is found by dividing the axial
force in the brace by the yield strength, fy, and the section sizes
are chosen as shown in Table 3. All braces are chosen to be
� ≤ 2, as suggested by EC8 [1],
class 1 with a slenderness ratio 𝛌𝛌
�
where 𝛌𝛌 is found by

𝐿𝐿𝑐𝑐𝑐𝑐 1
(24)
i 𝜆𝜆1
where Lcr is the length of the brace, i is radius of gyration and
λ1 = 93.9ε, where ε=�235/𝑓𝑓𝑦𝑦 .
Columns and beams are designed to behave elastically. They
are capacity designed as recommended by EC8 [11], to ensure
that all seismic loads are dissipated by braces only.
λ� =
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Figure 5. Displacement spectra for the seven real earthquakes
used to verify the DDBD methodology using NLTHA scaled to
the 5% design displacement spectrum.
Table 4. Ground motions applied to the NLTHA.
Earthquake
Denali, Alaska
Chi-Chi, Taiwan
Chi-Chi, Taiwan
Chi-Chi, Taiwan
Darfield, NZ
Loma Prieta
Irpinia, Italy-01

ID
used
LA1
LA2
LA3
LA4
LA5
LA6
LA7

Magnitude,
M
7.9
7.62
7.62
7.62
7.1
6.93
6.9

Distance,
r (km)
62
107
173
148
84
33

In the numerical model, columns and beams are modelled to
behave elastically with pinned connections. Braces are
modelled with distributed plasticity and divided into elements
using ten integration points per element. To allow global
buckling of braces an initial camber of 1% of the length of the
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brace is introduced at the middle of the brace [18]. The fracture
caused by low cyclic fatigue is captured by using a fatigue
model wrapping the parental material to detect fracture in
braces. The details of the fatigue model and the calibrated
parameters can be found in Salawdeh and Goggins [18]. HilberHughes-Taylor (HHT) method with constant Gamma equal to
0.5 is used to evaluate the dynamic response of the case study
structure. The damping matrix is assumed to be proportional to
the mass and stiffness matrices using the Rayleigh damping
model.
The maximum floor displacements recorded during NLTHA
for the seven earthquakes are compared with the design
displacement profile as shown in Figure 6. Similarly, the
average of the maximum recorded displacement for the seven
earthquakes and the design displacement profile is shown in
Figure 7. Furthermore, the maximum storey drifts recorded for
the seven earthquakes during NLTHA compared with the
maximum drift profile is shown in Figure 9 and the average of
the maximum storey drifts recorded for the seven earthquakes
compared with the maximum drift profile is shown in Figure 9.
It is found that the average of the maximum floor displacements
and storey drifts recorded from NLTHA are lying within the
acceptable design limits. However, the average drifts were
3.6% and 8% more than the designed drift limit for the 11th and
12th storeys respectively as there was a very high drift for
Earthquakes LA4 and LA6 in these floors.

Figure 8. The maximum drifts recorded for the seven
earthquakes compared with the design drifts.

Figure 9. Average of the maximum drifts recorded for the seven
earthquakes compared with the design drifts. The maximum
and minimum drifts recorded from the seven earthquakes are
included.
The maximum ductility values recorded from the NLTHA for
the seven earthquakes are compared with the design ductility
values obtained from the DDBD method, as shown in Figure
10. The average of the maximum ductility values observed
from NLTHA are found to be less than the design ductility as
shown in Figure 11.
Figure 6. The maximum floor displacements recorded for the
seven earthquakes compared with the design displacement.

Figure 7. Average of the maximum floor displacements
recorded for the seven earthquakes compared with the design
displacements.

Figure 10. Maximum recorded ductility for the seven
earthquakes from NLTHA compared with the design ductility
for the case study structure.
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[4]
[5]
[6]
[7]
[8]

[9]

Figure 11. The average of the maximum recorded ductility for
the seven earthquakes from NLTHA compared with the design
displacement ductility for the case study structure
The lateral forces distributed to the irregular floors were
assumed to be resisted by the tension brace members only and
any contribution from the compression braces are neglected in
the DDBD design procedure following the recommendation of
EC8 [11]. However, in the NLTHA, as expected the
compression member braces has resisted some of the lateral
forces and, thus, the shear resistance from NLTHA was higher
than the design shear causing the measured displacement and
drift profiles to be conservative.
5

SUMMARY AND CONCLUSION

A DDBD methodology for vertically irregular CBF steel
structures has been developed. The type of irregularity
discussed was associated with setbacks up the height of the
building where the frames have more bays at base of the
structure than at top. All lateral forces are assumed to be
resisted by tension braces only and columns and beams were
capacity designed to behave elastically. The connections
between columns, beams and braces were considered to be
pinned in both ends.
A 12-storey case study CBF structure with vertical irregularity
was carried out to verify the DDBD procedure. NLTHA was
applied to the case study using seven different earthquakes
scaled to have displacement spectra matching the design
displacement spectrum. The results indicated that the DDBD
procedure is conservative when compared to the recorded
design displacements, storey drifts and brace ductility. The
main reason is that both tension and compression members
were found to resist seismic forces in NLTHA.
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ABSTRACT: In recent years, there has been a shift in seismic design from moment-resisting frames to concentrically braced
frames (CBFs) due to their simpler construction and cheaper costs. CBFs resist the actions created in seismic events through
energy dissipation in the form of plastic deformations in braces. This paper analyses the performance of a novel self-centring CBF
(SC-CBF) which aims to reduce inter-storey drifts and residual deformations in a structure. The main novelty of this structure is
its self-centring behaviour, through the use of post-tensioned (PT) strands running parallel to the beam members anchored to the
exterior flange of columns. The system works upon the principle of closing gap openings which open at joints between beams and
columns due to the ground motion. The tension forces provided by the PT strands can close the gap openings and return the
structure to its vertical position, while energy is dissipated through the plastic deformation of the bracing members. Results from
shake table testing, conducted in the Institute of Earthquake Engineering and Engineering Seismology (IZIIS) in R. North
Macedonia which imposed lateral accelerations, are used to analyse the performance of this novel SC-CBF system. Different data
sets, namely the brace middle span strain, roof acceleration and brace elongation, are compared for selecting the robust data sets
that can be used to understand the performance of the system. This is achieved by comparing the structure lateral forces calculated
from the three data sets. The self-centring behaviour of the designed SC-CBF is also verified by analysing the inter-storey drifts.
KEY WORDS: Concentrically braced frame; self-centring; energy dissipation; seismic loads; test specimens; lateral deformation.
1

INTRODUCTION

Seismic activity poses a real threat to life and economic
activities of many countries around the world. The number of
people living in seismically active regions today stands at 2.7
billion, around one-third of the global population [1]. Existing
earthquake protective technology for structures can be
classified as passive, active and hybrid systems. As the most
widely used system, the passive system can further be classified
as Tuned Mass Dampers, Hysteretic Dampers, Seismic
Isolation and Energy Dissipation systems, with energy
dissipation systems the most widely used. In recent years, there
has been an increase in the application of concentrically braced
frames (CBFs), a type of energy dissipation system. Based on
the past earthquake events, it was found that the failures of
many historic CBFs have been as a result of lateral
deformations [2], revealing that the structural damage is
directly related to the lateral deformation. Hence, drift limits
are placed on structures to conform to the damage limitation
requirement. Recently, many research works were focusing on
improving the seismic performance of traditional CBFs, mainly
to limit the peak lateral displacements [3-13]. For controlling
the structure residual deformation after the earthquake event,
the self-centring system is a possible solution. A US-Japan
research programme looked into precast concrete construction
and Precast Seismic Structural Systems (PRESSS) found that
the post-tensioned (PT) system at connections not only
provided moment resistance but also generated a restoring
force taking the structure back to its original position [14].
Thus, a self-centring concentrically braced frame (SC-CBF),
which introduces the self-centring behaviour to the
conventional CBFs, was proposed [15-17]. The SC-CBF

system works upon the principle of a rocking mechanism which
opens at joints between beams and columns, which avoids the
potential beam and column damage caused by earthquakes.
Thus, all the imposed earthquake energy is dissipated through
the plastic deformation of the bracing members. With PT
strands installed along the beams, the gap openings can be
closed and the structure can return to its vertical position. In
this paper, the concept of SC-CBF is described. The shake table
tests, aiming to evaluate the seismic performance of a full-scale
SC-CBF structure, are described. A methodology is proposed
to evaluate the feasibility of the recorded data sets as
confirmation of data accuracy is crucial when evaluating the
structural performance of the frame. Data accuracy can be lost
due to sensor failure or data may be impaired due to their fixing
to the test frame visible as background noise in data sets. The
proposed method is applied to analyse four test results, to
validate the concept of this new type of earthquake protective
structure.
2

METHODOLOGY
Concept of SC-CBF

Figure 1 shows a single-storey SC-CBF with two members
concentrically braced. Different from the conventional CBF,
the SC-CBF employs the rocking connections to fix the beams
to the columns and the columns are pinned to the ground. The
rocking connection enables the beam to rock against the flanges
of the column. Thus, there is no moment forming at the beam
and column ends. Through the rocking mechanism, the beams
and columns of the SC-CBF can be protected from being
damaged. As the rocking connection does not provide the
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lateral stiffness to the frame, the PT strands are used to strength
the frame in the lateral direction. Under the earthquake loading,
the frame is laterally deformed, which opens the gap of the
rocking connection and elongates the PT strands. Hence, the
strands can provide self-centring forces to the frame to close
the connection gaps and consequently, position the frame back
to the vertical position. As the rocking connection and the posttensioned strands are designed to behave elastically under
earthquake loading, the bracing members are employed in the
SC-CBF as the energy-dissipating components. The braces not
only provide lateral stiffness to the structure, but also dissipate
the imposed earthquake energy through forms of plastic
deformations. After the earthquake event, the only components
needed to be replaced are the braces as the rest structural
members are protected by the rocking connections. The selfcentring behaviour can minimise the influences of the residual
displacements on the structure and thus, reduce the structure
downtime and the repairing costs.

supplied the lateral resistance to the structure and dissipated the
earthquake energy via the brace plastic deformations.
There were a series of shake table tests, with four types of
SHS brace installed, conducted in the Institute of Earthquake
Engineering and Engineering Seismology (IZIIS). In this
research, four experimental tests were selected and validated
based on the methodology proposed in section 2.3.
(a) Test frame

(b) Accelerometer locations
Figure 1. Concept of SC-CBF (adapted from O'Reilly [17]).
Shake Table Tests
To validate the seismic performance of this innovative
structure, a full-scale SC-CBF was designed, manufactured and
tested on a shake table under real earthquake events. The SCCBF structure, designed by the National University of Ireland,
Galway, was modified and extended based on the SC-CBF
tested carried out by O'Reilly [17]. The test structure was
constructed of one SC-CBF and two external frames. Figure 2
shows the schematic of the middle frame, which is the SC-CBF.
As can be seen, the SC-CBF was different from the one in
Figure 1. There were additional beams introduced to hold the
braces, aiming to avoid the direct interaction between the
braces and the beam/column members. The additional beams
were connected to the column flanges via the rocking
connections. There were two pairs of post-tensioned strands run
through the beam centre line, to provide the self-centring
forces. To avoid the local failure caused by the rocking
mechanism, the beams and columns were strengthened by steel
plates and stiffeners in the connection zones. The middle
column was connected to the roof and the table via pinned
connections, while the two external columns were fixed by
slotted connections. Regarding the two external frames, their
beams and columns were pinned connected. It means that the
two external frames can support part of the roof weight but
cannot provide the lateral stiffness to the testing structure.
There were mass blocks (about 20 tonnes) mounted on the roof.
The three frames were placed on the shake table in parallel and
were connected through steel beams and braces to make them
share the same lateral deformation under earthquake loading.
This can ensure that the inertial force of the roof mass is
efficiently transferred to the middle frame shown in Figure 2,
which is the SC-CBF. Under earthquake loading, the SC-CBF
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(c) Displacement transducer and load cell locations

Figure 2. SC-CBF Test setup (a) .
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Table 1 lists the details of the four tests, where the testing
structure was exposed to the ground motion recorded selected
from the Duzce-1999 earthquake (M7.3), under different scale
factors. These tests can be grouped into two pairs according to
the brace types. In the first two tests, the SHS 25×25×2.5 braces
were installed and tested In Test 1, a relatively small scale
factor was applied to make the structure vibrate elastically
while in Test 2, a relatively large earthquake was imposed to
the structure to approach the brace failures (the same braces
were used in Test 1 and Test 2). Tests 3 and 4 were carried out
following the same testing method.
To monitor the structural behaviour of the SC-CBF,
instrumentations (e.g. accelerometers, strain gauges,
displacement transducers, etc.) were installed. There were
accelerometers attached to monitor the acceleration at roof
level. For each brace, four strain gauges were installed on its
mid length. Besides the strain gauges, the brace elongations
were measured by the linear variable displacement transducers
(LVDT) and an accelerometer recorded lateral acceleration at
roof level. The recorded data set was used to validate the
performance of the SC-CBF via the methodology described in
the following section.
Validation Methodology
Due to the rocking mechanism, the roof mass inertia force can
only be resisted by the lateral forces provided by the braces,
according to the force equilibrium. Thus, to verify the data
accuracy and to establish a full understanding of the system
behaviour under seismic loads, the lateral forces provided by
the braces can be compared with the inertial force of the roof
mass.
The lateral forces provided by the braces can be calculated
from the brace strain data. The average strain (εbr) captured by
the four strain gauges mounted on the brace middle span was
Table 1. Testing Programme.
Test No.

Braces

b (mm)

t (mm)

PGA (g)

1
SHS 25×25×2.5
25
2.5
0.25
2
SHS 25×25×2.5
25
2.5
0.65
3
SHS 30×30×3
30
3
0.1
4
SHS 30×30×3
30
3
0.65
b and t are the external width and thickness of the SHS crosssection, respectively.
used. According to the constitutive law of the uniaxial material,
the brace axial force (Fbr) can be calculated by equation (1). It
should be noted that this expression is only applicable for
estimating brace force in the elastic phase.
(1)
𝐹𝑏𝑟 = 𝐸 𝜀𝑏𝑟 𝐴𝑏𝑟
where E is the Young’s Modulus of the steel and Abr is the
cross-section area of the brace.
The lateral force (Fbr,lat) given by the two braces can be
derived by equation (2).
𝐹𝑏𝑟,𝑙𝑎𝑡 = 𝐹𝑏𝑟,𝑙 cos 𝜃 − 𝐹𝑏𝑟,𝑟 cos 𝜃
(2)
where Fbr,l and Fbr,r are the axial forces of the left and right
braces, respectively; θ is the brace angle, which equals to 36.3○.
The obtained lateral force, Fbr,lat, is compared with the roof
mass inertial force (Fmass,lat), which is calculated using the
accelerometer data (equation (3)).

𝐹𝑚𝑎𝑠𝑠,𝑙𝑎𝑡 = 𝑚𝑎
(3)
where m is the roof mass and a is the roof acceleration recorded
by the accelerometer.
It should be highlighted that due to the existence of the
damping, the two lateral forces cannot be perfectly matched in
theory.
Alternatively, the brace elongation data recorded by the
LVDT can be used to provide an estimate of average strains in
the brace members. Thus, the brace force estimated from the
strain gauge data was compared to the brace force calculated
from the LVDT data. By comparing the lateral forces
calculated from the three data sets, not only can the
fundamental behaviour of the SC-CBF be proved, but also can
the reliability of each instrumentation be verified.
Another critical feature of the SC-CBF is the self-centring
behaviour. In this study, the self-centring behaviour of the
novel SC-CBF was established by finding the residual interstorey drift, which is obtained from the displacement data
recorded by the linear potentiometers (LPs).
3

RESULTS AND DISCUSSION
Lateral Force

Figure 3 compares the left brace axial forces calculated
according to the strain gauge and LVDT data of Tests 1 and 3,
where the bracing members behaved elastically. Theoretically,
the two lateral forces should equal, so a linear fit trend line
(solid black line) is presented in each plot. As the brace
elongations of the two tests were relatively small, relatively
good correlations (indicated by the black solid line) can be
found between the two lateral forces. However, the lateral
forces calculated based on the brace elongation data are
significantly lower than that from the strain data.
For Tests 2 and 4, there is almost no correlation found
between the two brace axial forces, as shown in Figure 4. The
weak correlation is mainly due to the yielding and buckling of
the braces, which were observed during testing.
The results comparisons between the LVDT and strain data
reveal that at least one of the two instrument types was not
reliable during testing.
The lateral forces given by the strains are compared with the
roof inertial force. As can be seen in Figure 5, the two lateral
forces match well. It demonstrates that the designed SC-CBF
behaved as the theoretical expectations, namely only the
bracing members will provide lateral resistance to the lateral
forces. Moreover, it proves the captured strain and acceleration
data are reliable as the two lateral forces agreed well.
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(a) Test 1

(a) Test 1

(b) Test 3
(b) Test 3

Figure 5. Comparison of lateral forces from strain and
accelerometer data (Tests 1 and 3)
Figure 3. Force calculated from LVDT data versus force
calculated from strain data of the left brace of Test 1 and 3
(a) Test 2

(b) Test 4

Conversely, it indicates the LVDT data failed to represent the
elongation of the braces accurately.
Figure 6 compares the lateral forces from Tests 2 and 4. It
can be observed that when time is less than 8 s, the lateral forces
have a relatively good agreement with each other compared to
the rest of data. With the time increased, the horizontal brace
forces started to shift from the inertia forces. This is caused by
the buckling and yielding of the bracing members (Figure 7) as
the testing frame was exposed to a relatively high PGAs.
Hence, the equation (1) is no longer applicable when the test
specimen enters the plasticity phase. Overall, it could be
concluded that the SC-CBF behaved as expected and the data
sets provided by the accelerometers and strain gauges were
reliable. The presence of brace buckling failure also indicates
the energy generated from the seismic loading was dissipated
by the braces, which agrees well with the desired structural
performance.
Residual Drifts

Figure 4. Force calculated from LVDT data versus force
calculated from strain data of Test 2 and 4 (left brace)
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To verify the self-centring behaviour of the testing structure,
the inter-storey drifts of the four tests were analysed, based on
the displacement data provided by the two LPs installed parallel
to the additional beams. Figure 8 shows the drift data of Tests
2 and 4. In the two tests, the maximum inter-storey drifts are
around 16~17mm, which caused significant brace plastic
deformations members (Figure 7). However, the residual drifts
of the two tests are around zero, demonstrating the good selfcentring performance of the SC-CBF, which is benefited from
the post-tensioned strands. This conclusion can be further
demonstrated by the residual drift data summarised in Table 2,
where all the four residual drifts are less than 0.6 mm.

Civil Engineering Research in Ireland 2020

(a) Test 2

(a) Test 2

(b) Test 4
(b) Test 4

Figure 6. Comparison of lateral forces from strain and
accelerometer data (Tests 2 and 4)
Figure 8. The inter-storey drift of the Tests 2 and 4.
Table 2. Residual drifts.

Figure 7. The buckled bracing members of Test 2.
4

CONCLUSIONS

In this study, the experimental data was utilised to validate the
feasibility of the instrumentations and to evaluate the
performance of the SC-CBF structures. By comparing the
lateral forces calculated from the three data sets (namely the
LVDT, strain gauge and the acceleration), it was found that the
lateral force obtained from the strain data agreed well with that
from the acceleration data. This not only demonstrates the good
reliability of the measured strain and acceleration data, but also
proves the excellent feasibility of the energy dissipation
method utilised by the SC-CBF.

Test No.

PGA (g)

1
2
3
4

0.25
0.65
0.10
0.65

Residual Drift
(mm)
0.5
0.3
0.1
0.1

However, by performing the studies on the correlation
between the brace elongation data and the brace mid length
strain data, the LVDTs were found to constantly underestimate
the brace deformation. This suggests the presence of error in
the measurement capability of the LVDT sensors. It may be due
to some level of sensor failure. For this reason, the
experimental data from the strain gauges are preferred to
analyse the performance of the brace specimens.
The performance of the novel SC-CBF as a self-centring
system, evaluated in terms of the inter-storey drifts, is good
since the residual drifts for the four tests were less than 0.6 mm.
These negligible lateral drifts guarantee that the SC-CBF
structure had returned to its original position at the end of each
test. By using the performance validation method, the selection
of robust data sets was possible allowing it to demonstrated that
the seismic loads were transmitted to the brace specimens
efficiently which make the braces the only member of the SCCBF dissipating energy.
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ABSTRACT: With modern computerisation, structural analysis and design practice have changed significantly over the last two
decades. Design practice now requires robust design methodologies that can save time, produce cost-effective solutions, reduce
human error, and be able to produce fully compatible building information models (BIM). In this context, the paper presents a
robust design approach for a composite steel frame building project. In this approach, steel structural elements can be modelled,
analysed, design and detailed in a unified computational framework based on the ‘MasterSeries’ software package, which
incorporates design variables, material specification, loading combinations, connection details, default set code standard criterion,
computational solver, composite beam design, detailing procedures, bar bending schedule, etc. To demonstrate the applicability,
the methodology was applied to a live project in which a 3D model of the two-storey composite steel frame building was developed
and designed as per the Eurocode EC3 standard. The output results were compared and validated through theoretical calculations
established as part of the design process. The results are presented in terms of the member sizes established, bending moment and
shear force diagrams, including connection details of the structural steel elements. In addition, the model developed was found to
be fully compatible with the building information modelling process incorporating other engineering disciplines, such as
architectural and mechanical/electrical to develop a fully co-ordinated federated model in order to identify and resolve potential
cross-discipline design clashes. To resolve design clashes, Naviswork software was used throughout the BIM process. It is
concluded that a cost-efficient, fully integrated design can be successfully achieved using the integrated methodology presented
herein. Moreover, the work presented can be used as a reference study for future similar structural engineering building-design
projects.
KEY WORDS: Steel building, composite beams, Eurocode, building information modelling
1

INTRODUCTION

Building design-projects typically require a tedious amount of
work from its inception. This work includes setting up design
loads, sizing structural members, producing analytical model,
designing multi-scale (component to individual) members, and
establishing detailing of the structural members to its core. To
establish this work, structural engineers typically use various
commercial software packages (based on the level of
confidence and user friendly interface) frequently performing
analysis using one software (Etabs, STAAD, Robot etc.) and
structural-design part using another (SAFE, Tedds etc.) or
through manual calculations, incorporating steel connection
design and detailing aspect through other analytical means.
This form of working methodology is called conventional
design approach.
With advanced computerisation, another form of working
methodology is emerging known as Integrated design
approach. In this approach, structural modelling, analysis,
design and detailing can be established in a unified
computational framework. This framework can be achieved
through Masterseries software package [1]. This software
package allows the modelling of almost all type of structural
members and provides design and detailing of the structural
members under a one window operation. However, it is
important to assess the potential capability and benefits of the
relatively integrated design approach for structural engineering
applications. Moreover, there is a dearth of research in the

literature that covers the application of integrated design
approach for composite steel frame building designed using the
Eurocode.
With the ever growing demand of construction activities in
Ireland, engineers are now looking for a 3D virtual
representation of the design model where they can resolve
complex design issues in the early stages of planning, increase
robustness of the design team activities, and maintain a healthy
coordination among different engineering disciplines in order
to produce a cost-effective engineered solution. In this context,
building information modelling (BIM) process offers a digital
platform for generating a virtual image of the theoretical model.
It is currently the most common coordinated framework for a
new way of approaching the design, construction, and
maintenance of buildings. In this study, the BIM application is
limited to the development of building design process. By
definition, the BIM process is a set of interacting policies,
processes, and technologies generating a methodology to
manage the essential building design and project data in digital
format through the buildings’s lifeycle [2]. However, there is a
lack of coherent understanding on the implementation of the
BIM process, particularly from the structural engineering point
of view. A possible reason is the lack of awareness and absence
of advanced engineering skills together with equivocal
implementation of BIM in the design practice.
In this context, this paper presents a unified design approach
incorporating BIM for application to modelling of composite
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steel frame building design. With this approach, a steel frame
building can be analysed and design in a unified computational
framework and can be employed to develop federated
engineering model based on the BIM application. The
application of the unified methodology can lead to a significant
saving in terms of design set-up and model run-time, and,
importantly incorporates any significant changes that may arise
during construction, which is an improvement of the previous
design practice. A study of the structural members was carried
out in terms of bending moment, shear force, and axial
compression-tension force, and typical sizes of the structural
members that was established for this building design-project
are presented.
2

DEVELOPMENT OF BUILDING STRUCTURAL LAYOUT

The purpose of this sample building is to provide water sample
testing services for both public and private sectors in Ireland.
The building comprises G+1 storey of composite steel frame.
In particular, the superstructure of the building is comprised of
steel frame construction, and the sub-structure is comprised of
reinforced concrete. Steel frames are typically flexible to
accommodate mechanical and electrical services, structural
renovation and are considered as light weight structure
compared to traditional reinforced concrete structures. This
forms the basis of employing composite steel frame design in
this industrial orientated-project.
Composite steel frame design can have various construction
forms, for example, slim floor construction and/or standard
composite slab to beam design construction. In this project,
composite beam construction was used where a profiled metal
deck (this can be trapezoidal or parabolic shape) is supported
by steel beams through shear stud connections. These shear
studs are typically welded to the top flange of steel beams and
embedded into in-situ concrete slab to establish a composite
bond between steel beams and concrete slab. This form of
composite bond creates a load distribution path for the
suspended slab, resists uplift forces resulting due to slab
bending and improves the diaphragm action of slab against
wind loading. A minimum amount of steel reinforcement is
used in the composite slab to control thermal and shrinkage
cracks. An unpropped metal deck construction was used in the
composite slab design – meaning that separate temporary back
propping of deck is not required during slab concreting, leading
to a reduced temporary work requirement and faster
construction programme.
Composite beam design can be achieved by two methods, (i)
BS 5950-3.1:2000 [3], and (ii) BS EN 1994-1-1:2004 [4]. Both
standards evaluated the bending resistance of the composite
beam using plasticity theory in which the cross-section should
not be subjected to the effect of local buckling. Such sections
can be classified as Class 1 cross-section as per Eurocode 3 [5].
Although, both standards are acceptable from design point of
view, however, they are slightly different in terms of stress
evaluation procedure, material factors, effective width
evaluation etc. In this study, BS 5950-3.1:2000 [3] standard
was used due to the fact that it has simplified calculations and
it has been used in previous projects with confidence. In
addition, the composite beam design was only applied to first
floor slab construction, the roof was designed as light-weight
metal deck as it will be only used for limited access, such as
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maintenance. The deck type and the corresponding loading is
shown in the colour coded form as depicted in Figure 1.
The main structural system is comprised of steel portal frames
and braced steel framing elements. The portal frame only
occurs first floor to upper roof. The main frame up to first floor
level is a simple stick built braced frame. A possible reason of
employing mix-mode framing system is to suit architectural
and mechanical/electrical layout. Portal frames exclude the
need of employing vertical bracing and resist horizontal loads
through moment connections. Braced steel frames resist lateral
loads by bracing elements through truss action, and the
connections between beam and columns are typically only
designed for shear forces. The steel columns are connected by
short concrete stub columns with pad/isolated foundations. The
concrete stubs were designed to carry the vertical axial load
coming directly from the steel columns as well as for base shear
force caused by vertical bracing as a result of lateral loads, such
as wind loading. The stub sizes (ST1 and ST2) are shown in the
Figure 1. Tie beams are also used to increase the lateral stability
of the stubs columns against lateral loads. . The location and
size of tie beam (CB1) is shown in the Figure 1. Other structural
steel elements (beams, columns, and bracing members) that
were employed in this project are shown in the Figure 1.
Foundation design can be a complex task when dealing with
soil conditions on site of low bearing capacity. The bearing
stratum (medium-stiff clay) was found 2m below existing
ground level. However, it was noticed that setting up formation
level below 2m would excessively increase the height of the
stub columns and may end up with constructability issues
(temporary groundwater control etc) on site. In order to achieve
a formation level above the ground water, a rock fill was
proposed between the stiff clay layer and the underside of the
pad foundation. Another advantage for building up fill material
under foundation and adding new soil above foundation is the
local improvement of soil pockets located right under the
ground slab. The ground floor slab was intended to be designed
as fully supported ground bearing slab. However, it was noticed
that to replace a bulk of 2m weak soil for the entire building
foot print is uneconomical. Therefore, the ground floor slab is
designed as one-way ground bearing hybrid slab meaning that
part of this slab spanning between two foundation footprints act
as suspended slab, which can be analytically modelled as beam
with two fixed ends condition. The resulting sagging moment
at the mid-span of beam can be used to design the main rebar
of the suspended slab in the direction of the spanning, and that
resulting hogging moment at supports can be used to design the
rebar of part of the slab that sits directly above foundation.
3

DESIGN METHODOLOGY

The building design project outlined in section 2 was modelled,
analysed, designed, and detailed as per the design methodology
presented in the Figure 2. Starting with the basic material
properties, density of normal weight of concrete and structural
steel material was defined as part of the structural modelling.
Geometric modelling is carried out on the basis of the sizes of
the structural members set out in accordance with the design
loads. Design loads consist of dead load (self-weight of
structural members), superimposed dead loads (screed and
other finishes), Imposed loads (maximum 7.5kN/m2 for first
floor level), and wind load, which was evaluated based on the
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Figure 1. Building layout showing structural framing system – steel beam family, steel column family, steel bracing family, RC
beam and column family used in this project. Type of decking systems and the loads (dead + imposed) correspondence to them
are also illustrated.
site location and topography characteristic as per the EC1 [6]
standard within the building design model. Ireland typically has
low seismic activity therefore, no seismic load was defined as
part of the design loads. Appropriate end releases were defined
to realistically reflect the boundary conditions formed by beam
to beam, and beam to column end connections. Pin ended
connections were assumed to suit the design of pad/isolated and
combined foundation.
Lateral deflection check ensures that the resulting horizontal
deflection in columns due to lateral loads are within the
permissible limit state for a safe design. However, no specific
deflection limits are defined in EC3 [5], instead it is suggested
that the deflection criteria for columns should be specified and
agreed with the client for each project. On the other hand,
BS5950-1:2000 [7] suggests that horizontal deflection in each
storey of a building with more than one storey for a braced steel
frame structure should be limited to the criterion given by
Equation 1;
H/300 (Braced steel frames)
(1)
H/200 (Steel portal frames)
(2)
where H is the storey height.
For steel portal frames, it is suggested that the requirement to
limit the horizontal deflection is governed by the cladding
system. Careful specification and detailing of cladding is
necessary to ensure that the flexible behaviour of a steel portal

frame is not detrimental to the performance of the envelope. In
addition, the light weight cladding (<0.12kN/m2) is another
contributing factor in setting up the deflection limit for steel
portal frames. Therefore, the criterion, defined in Equation 2
was deemed appropriate to limit the horizontal deflection in the
portal frames for this project. Equation 1 is used as a limiting
criterion for braced steel frames.
Analysis of the structural members was carried out against
various load combinations (dead, imposed, wind), including
notional horizontal load combination to cover the effect of
framing imperfection resulting during construction. Briefly,
imperfection can be any irregularity that deviates from the
idealised geometry and that it can be categorised as global and
local imperfection. By definition, global imperfection
(geometric and residual stresses) are those that persist along the
length of the member after fabrication, and those along the
section as local imperfection. Details on the finite element (FE)
modelling of imperfection for braced steel frame members and
components is covered by NUIG structures research group [811].
The analytical model was then used to design the structural
steel members based on the EC3 [5] standard, and the
reinforced concrete members using EC2 [12], incorporating
composite beam design as per BS5950 [3], detailed connection
design as per EC3 [5], and detailing structural concrete as per
EC2 [12] standard. The aforementioned structural model was
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Figure 2. Schematic illustration of unified design methodology representing input data and data processing units as part of the
design framework..
implemented using commerical software package Masterseries
v.2019 [1].
The design model was then brought into the building
information modelling process with the help of interaction tool
built-in within the computational framework. This interaction
tool allows ‘to and from’ synchronization of models, and
transform design variables into BIM interface where the
structural members possess identical properties (material and
geometric) they have had in the structural model. Other
structural details (metal deck, trimming steel etc.) and nonstructural elements (cladding, screed etc) that are important
from constructability point of view are then modelled in order
to develop realistic civil and structural (C&S) building design
model. Independent BIM based models from other engineering
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disciplines (architecture, mechanical, and electrical) were
incorporated with the C&S model to establish a federated
model. This model was then used to investigate the clashes
resulting due to merging of engineering models, with the aid of
Naviswork [13] – a package of BIM process. A detailed output
report was requested to quantify the number of clashes, and the
location of confrontation w.r.t the cartesian coordinate system.
Examples of design clashes are shown in the Figure 3. These
clashes were then locally resolved by adjusting structural/nonstructural elements without compromising their intended
design. The application of the federated model has led to the
development of a predictive model that is able to predict future
clashes at any stage of the building life-cycle considering
existing as-built models in place.
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(a)

(b)

(c)

Figure 3. Naviswork output showing design clashes resulting due to merging of civil engineering building design models: (a)
clash between architectural stairs and structural steel PFC column, (b) confrontation issue between main steel beam and
trimming steel around the door, and (c) cable tray clash against mechanical ducting.
(b)

(c)

S.F Theoretical = 359 (kN)

254x254 UC107

457x191 UB82

A.C.F Theoretical = 880 (kN)

254x254 UC107

254x254 UC107

B.M Theoretical = 932.3
(kN.m)

254x254 UC107

457x191 UB82

254x254 UC107

457x191 UB82

254x254 UC107

(a)

Figure 4. Result outputs obtained from 3D numerical model: (a) maximum bending moment, (b) maximum shear force, and
(c) maximum axial compression force.

4

DISCUSSION AND RESULTS

The structural model developed in Section 3 was used to
generate analytical results in terms of bending moment (B.M),
shear force (S.F), and axial compression force (A.C.F). Starting
with bending moment magnitude, the results obtained from
analysis and theoretical calculations are found in good
agreement for composite beam design with convergence ratio
(theoretical/numerical) of 0.99. As expected, the maximum
bending moment occurs for the internal beams where 7.5kN/m2
of imposed load was applied, as shown in the Figure 4(a). The
theoretical B.M was calculated based on the area supported by

beam under consideration.
Similarly, a good agreement is found between analytical and
theoretical calculations for the shear force magnitude
developed in the steel beams due to design loads. A comparison
of shear force magnitude for the aforementioned steel beam is
shown in the Figure 4(b), with the convergence ratio of 0.99.
While comparing results of axial force in columns, it is found
that theoretical results are 0.96 times the hand calculation
results, which is acceptable (Figure 4(c)). As a general
approach rule, the utilisation ratio (capacity/demand) of all
structural elements were kept under 80%. The remaining 20%
is left to account for the future renovation. In addition, typical

215

Civil Engineering Research in Ireland 2020

Steel column to RC stub connection detail

Column to beam connection detail

Beam to beam connection detail

Figure 5. Connection design output obtained from numerical model (typical details).
connection details obtained from numerical model for base
plate design, column to beam connection design, and beam to
beam connection design are shown in the Figure 5.
While assessing the lateral behaviour of the building frame, it
was found that steel portal frame exhibits greater in-plane
lateral deflection compared to braced steel frames for the
similar loading protocol. This is due to the fact that portal frame
resist lateral sway through moment connections, while braced
steel frames resist lateral deflection through diagonal steel
braces, which provide greater stiffness and strength to the
system. The resulting lateral deflection was found less than the
allowable permissible deflection limit state defined in the
Section 3.
5

CONCLUSION

In this paper, it is shown that a unified design methodology
offers a comprehensive design approach when dealing with
multi-disciplinary building design project, such as design of
industrial laboratory building. It combines the blend of
different engineering disciplines under a platform to coordinate
and interact principal design features that are mutually
important for a complex, safe design. Moreover, it offers a road
map to set design tasks that are required for a successful and
well-organised project. With this methodology, the design
information can be retained in a digital format, which is easy to
handle, and convenient to implement for future BIM processes,
such as time unit (4D) and cost data (5D).
The future work will involve integration of structural health
monitoring system into the design methodology presented
herein, to gather and allow the digital data to process itself
through cyber physical system. Thus, achieving the purpose of
next generation models known as industry 4.0.
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ABSTRACT: Consuming about 60% of natural resources, construction industry recently has been under a continuous pressure to
ensure an efficient consumption of natural resources. Recent decades have witnessed some valuable steps toward making the
construction industry more sustainable. This includes the trials to change the linear life cycle model to cyclic one by the
consideration of the 3Rs; recycling, reusing and reducing to help in closing the material loop. However, recent studies have showed
that the reason for demolition is not really the end-of-life span of structures but actually the lack of adaptability, also, demolition
and recycling demand huge energy. So that the possibility to dismantle/ disassemble/ demount an RC building in order to salvage
its material for reuse has been under focus. This requires the design for deconstruction “DfD” to close the loop of materials similar
to cradle-to-cradle model where “waste” is turned into “feed” in comparison with cradle-to-grave thinking. The structures should
be designed as a prefabricated structures and elements should be joint in dry way. The current paper will review the concept of
structure demountability in the context of the recent advances in building systems and the ongoing researches in the area. Some
early real cases of demountable structures in Europe will be discussed and challenges including design requirements and future
directions will be highlighted.
KEY WORDS: Reinforced concrete; Demountable; Construction sustainability; Cradle to cradle; Design for Deconstruction.
1

INTRODUCTION

The construction industry requires billions of tons of materials
and this results in a huge consumption of natural resources
where it consumes about 60% of natural raw materials. Also,
construction industry is responsible for high rates of CO2
emissions especially those associated with cement production.
Furthermore, it is responsible for billions of tons of waste due
to demolition [1]–[4]. This is because the material flow of
construction is characterized by linear open process that has
materials, energy and water as inputs and has waste, emissions
and by-products as outputs. However, over recent decades and
with the scarcity of land and landfills, a great challenge
emerged regarding ensuring efficient consumption of natural
resources and, hence, there was a pressing pressure to make
construction industry more sustainable. Material sustainability
depends upon closing the material loop and making the material
life cycle circular instead of linear by collecting the wastes,
processing them and then reusing them. During the last few
decades, there has been extensive works done on waste
treatment and recycling in construction industry.
2

RECYCLING AND DEMOLITION

Closing the loop requires two essential stages in the process;
demolition and recycling. To assess these two steps in the
lifecycle of a building, it is required to look at their contribution
to the embodied energy because when considering life cycle of
a building, both embodied energy and operating energy need to
be counted where embodied energy should include energy
consumption during all processes of production, on-site
construction, and final demolition and disposal.
The longer a building in service, the smaller the embodied
impacts are per year of service [5]. A study to understand the
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relationship between structural materials and building
longevity found that the reasons for demolition ranged from
area development, lack of maintenance, and the building are no
longer suitable for intended use [6]. These results means that
durability was not the main issue in many structures and the
demolition in many cases is due to poor adaptability rather than
due to a durability issue. Such results are so critical in the way
we deal with the construction life cycle, embodied energy and
structural durability.
It is stated [7] that demolition was responsible for 90% of all
construction and demolition waste in 2000 and these waste can
be recycled. However, recycling consumes massive energy
especially what relates to crushing and grading. Demolition
reasons and recycling requirements show that durability may
not be the best strategy to increase building life. Such strategy
in closing the loop is still far away from Europe’s new
strategies for efficient resource usage [8]. There is still a need
to reduce the embodied energy and carbon emissions of the
construction energy and extending the life of raw materials
3

DEMOUNTABLE REINFORCED CONCRETE STRUCTURES

The aforementioned concerns towards sustainability of
construction, together with the need to save the huge energy
that is consumed in demolition and recycling, led to an
innovative thinking in dealing with the source of the problem
by increasing the service life of buildings, and hence,
decreasing the embodied energy per year of service. This can
be reached by giving the structure the possibility to be
dismantled/ disassembled/ demounted in order to save its
material for reuse.
So the terms ‘’Demountability and Deconstruction’’
emerged to describe the construction technique or method that
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uses structural connection enabling the structural parts to be
demounted with no or little destruction and to be reused in other
structures ‘‘dismantling not demolishing’’ (Figure 1) [4], [6],
[7], [9]. This method helps salvaging building materials and
mitigating the environmental impacts by reducing the amounts
of wastes and saving the energy used in demolition and
recycling. It is known as “construction in reverse” [4].

Figure 1. Selective removal of Palast-der-Republik in Berlin
2007, [9].
The simple idea of demountable structures can be explained
by Figure 2 that shows a three dimensional structure created
from high fibre reinforced concrete beams that hold each other
up through simple support bindings called spatial reciprocal
frame [10]. This building technique allows the disassembly of
the elements and reassembling them into different forms.

Figure 2. Three element junction, Spatial Reciprocal Frame,
high fibre reinforced concrete [10].
Deconstruction is a modern terminology for old practise. Due
to their migratory patterns, Native American built their shelters
in such a way to facilitate future disassembly [5]. Such concept
was applied by different nations to different types of structures,
however, this is so challenging when dealing with concrete/
Reinforced concrete (RC). The prefabricated concrete
assembled by structural connection enabled the possibility for
demountable reinforced concrete structures. During the last
decades there were some cases for demounting concrete/
Reinforced concrete structures. The characteristics of
demountable construction especially that relates to the
possibility for rapid enlargement or reduction of the building
and the relocation of the building to another site makes it
preferable in structures which consist of many similar parts
such as solar and wind power plants and carparks which
requires such flexibility. Reviewing the literature shows a
connection between demountable structures and carparks. One
of the oldest officially recorded cases was the demounting of
RC garage building which was recorded as a US patent in 1973
[11]. Another patent was recorded in 1980 [12] for a multiple

level building structure utilizing a first set of precast reinforced
concrete modules having integral supporting legs separated by
a second set of precast or in situ cast reinforced concrete
modules. One of the oldest reported real cases was reported in
1988 [13] which was claimed to happen in 1971. It was not
intended case and it included the demounting and remounting
of eleven story building and it is thought that demounting of the
building was successful because the designer was involved in
the demounting process. During the last three decades, there
have been more drives toward the application of
demountability in RC structures as an essential type of
structures where the benefits exceeds the environmental effects
to social and economic effects by lowering the cost of material,
extending the life of raw materials, creating jobs for unskilled
workers, creating of brand new market for salvage material and
getting the maximum benefits of precast concrete such as
increasing the speed of construction and increasing the
precision for structural elements that are manufactured offsite
[4], [5].
Prefabricated RC for demountable RC
Not all RC systems are ready for demounting because of the
connections where some systems use connections which are
grout with mortar. There should be no or almost no cast in place
concrete elements and “ wet connection’’ where grout is used
to fill the splicing closure should be avoided and the structure
should be designed as a prefabricated structure [14].
Prefabricated structures can be demountable and remountable
if the connections are designed and detailed in a proper way as
‘‘dry connections’’ and made as simple as possible so that
human errors in the building site are reduced to a minimum
[13]. Dry connections, or dry joints, generally achieved with
the use of dowels, anchor rods, threaded bolts, steel billets, steel
plates and steel angles. Many researchers have proposed dry
connections in different configuration such as the usage of steel
angles/ plates with high strength friction grip HSFG bolts [13].
Others introduced a newly developed dry joint between
prefabricated slabs using aluminium foam that has been
produced in the shape of Al-bars (Figure 3) [9]. The Aluminium
foam is lightweight, stiff enough to provide the shear transfer
and should be fire resistant and air tight [14]. Such researches
would promote demountability as an advantage of
prefabricated concrete which has not been fully explored.

Figure 3. Demountable joint, two slabs with the Al-foam [9]
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Design for Deconstruction
Although there are some cases where demounting and
remounting occurred without intention, demountable
construction requires dealing with the problem at source, which
is usually at the design stage by designing for deconstruction.
Design for Deconstruction/ Design for Disassembly (DfD) is
essential to close the loop of materials, similar to cradle-tocradle model where “waste” is turned into “feed” in comparison
with cradle-to-grave thinking. The application of design for
deconstruction, design for durability, and design for
adaptability can help in extending the life of structural materials
where the end life scenario of RC structure is determined by the
way in which the structure has been designed, constructed and
built [1], [6].
The demountable systems form closed systems where only
elements from the same system can be connected to each other
and this requires that architectural demand to be limited [14].
The design adjustments for demountability require the
minimisation of monolithic connection usage and contact
interfaces must be used for links. The path of force is quite clear
and transparent and there are many parts in the structure where
most parts are statically determined, hence, the design for DfD
should focus on simplicity and repetition [8] [13] [6] [15]. Also,
the design should consider the procedures for reusing the
different structural elements. Key principles of DfD were
summarized in [7] as follows: proper documentation of
materials, design connections and joints to ease dismantling,
separate non-recyclable, non-reusable and non-disposal items,
design simple structures, and design reflecting labour practices,
productivity and safety. Such design considerations in DfD face
resistance as they require a change in philosophy specially that
relates to the architect demands to be limited. Also, load
bearing structures would be questioned after first cycle and
information about other performance criteria would not be
available anymore.

Figure 4. IFD building system example; NEXT21 in Osaka
[19]
4

REAL EXPERIENCE

Netherlands had some early real efforts and, hence, real cases
of demountable structures. The Dutch Centre for Civil
Engineering research, codes and specifications CUR formed a
research committee on demountable construction in 1985 [11].
There was a construction innovation program to challenge the
construction industry to improve their overall performance.
This encouraged the industry to develop some of market
demountable systems that had been applied in the following
decade. Figure 5 shows a demountable structure in the
mounting phase.

Industrialized, flexible and demountable (IFD) building
systems
The need for demountable structures to be disassembled and
rebuilt requires a production process that is simplified with a
high level of quality ‘industrialize’ and with the ability to
accommodate functional changes without destruction
‘flexible’. Here comes the new industrialized, flexible and
demountable (IFD) building systems where it allows making
building as flexible as a kid toy game “Lego” [16]–[18]
The Basic Philosophy is that components are standardized and
produced in a controlled environment as durable of high quality
and are joined in dry joints. Systems are flexible to meets future
requirements and changes without destruction and with little
effort [18], [19]. Figure 4 shows The NEXT-21 prototype in
Osaka as an example of the IFD systems.
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Figure 5. Mounting state of demountable structure, Netherland
[11]
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There are five systems on the market named as the Mxb-5
system, CD-20 system, SMT system, Bestcon-30 system and
Moducon-2000 system. Each system has its own specifications
such as structural element types, dimensions, loading capacity,
etc., and, most importantly, the connection details. Figure 6
shows different connection illustrations of two different
systems. The reader is referred to [14] for more details on the
these systems and their connection systems. Although these
systems are not seismic resistant and have some issues in
replacing, they give an indication on the possibility for adapting
demountability among construction industry across the whole
European construction industry which could be feasible if some
requirements are fulfilled. After three decades, more advances
emerged and more requirements are needed to promote the
adaptability of demountable structures, such requirements and
challenges will be presented in the following sections.

Figure 6. Connection types of some market system [13].
5

RECENT RESEARCHES

There were many attempts to apply demountability to
structures, however, most of these efforts were restricted to
steel structures. The problem of applying demountability to
concrete/ reinforced concrete has recently taken into
consideration by many researchers and there is ongoing
research to facilitate and promote the application of sustainable
demountable construction. In 2017, The Institute of Civil
Engineering and Environment (INCEEN) at the University of
Luxembourg was part of it to develop new scientific and
technical methods for sustainable buildings. [15]. The extent to
which a building could be deconstructed right from the design
stage was considered in [20] by developing a Building
Information Modelling based Deconstructability Assessment
Score (BIM-DAS). Lots of researhces targted the connection as
being the key toward the application of demountability in
reinforced concrete structures. A research focused on
experimental verification of demountable precast column
structure and its demountable steel joints [21]. Another one
proposed a shear connection by attahcing the concrete slab to a
steel frame with semi-rigid bolted connections using highstrength friction grip bolts where tests have been done on full
scale joints that demonstrated a significant ductility [22]. The
structural behaviour and enhanced loading capacity of
transversely confined precast reinforced concrete deck slab
with deconstructable post-installed friction-grip bolted (PFGB)
shear connectors was investigated by [23] and then a finite
element model of the deconstructable composite deck with
external confining systems and PFGB shear connectors was
developed. Other demountable beam-to-column composite

joint systems were proposed recently in [24] and [25].
Experimental programs also are being carried out in parallel
with theoretical studies to investigate the effects of various
parameters on the behaviour of demountable connections [26]
[27] [28].
6

NEW TRENDS AND CHALLENGES

There are many challenges facing the application of
demountable structures beside the development of dry strong
connections. Seismic considerations need to be considered in
the designing phase when designing the structure and the
joints. Aslo, the designer should consider the disassembling
phase during desinging and not only the erection phase, the
structure must be optimised in terms of materials ageing and
energy consumption in an integrated way within an overall
building concept [15]. Another challenge comes from the fact
that demountable systems are closed systems where only
elements from the same system can be connected to each other,
hence, an effort should be made to allow for the possibility of
upgrading as well as the possibilty for partial demounting.
Installation for heat, water and communication into the
structural elements should be considered and treated to ease
dismantleing [14]. Circular economy market needs to be
installed to provide schemes and solutions for the
deconstruction, transport, condition assessments, temporary
storage and reuse of whole structural elements [15].
7

CONCLUSION

For attaining an efficient resource consumption and achieving
sustainabilty in its best achievable version, Demountable
Reinforced Concrete Strucutres should be adapted in the
construction industry. It has many advantages over many other
types of structures. It saves resources and energy, allows for
easy and fast modifications and it can be of low cost once the
market exists. Although there is a continuos developments in
the field of concrete technologies, the link of these
developments to the end-of-life phase is still missing. The
application of demountable strucures needs a full cooperation
between research and indusrty to overcome the obstacles and
push its application forward. More research is needed to
facilitate the application of demountable constructions but
acceptance and implementation are also of equal importance at
the moment.
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ABSTRACT: Web openings in Reinforced Concrete (RC) beam construction are common place. An extensive review of the
current research on RC beams with web openings was conducted. It was identified that a numerical model could be developed for
RC beams with openings and validated against existing experimental research data. The Finite Element (FE) application, Ansys,
was used to develop five different FE models. The numerical results compared well with experimental and analytical data. Overall
model results are provided and discussed, with key findings and recommendations for future work presented.
KEY WORDS: Web Openings; Reinforced Concrete; Finite Element; Ansys; Numerical Model.
1

INTRODUCTION
General Background

Web openings within Reinforced Concrete (RC) beams are
often required to be created so as to pass through mechanical
and electrical building services. For example, electrical cables
are often passed through the downstands (or webs) of RC
beams. Better floor to ceiling heights may be achieved by
passing services through beams as opposed to bringing them
under beams; passing services through beams may also reduce
the overall height of a multi-storey building which may often
be a critical consideration when obtaining planning permission.
Structural engineers need to be able to safely design for the size
and locations of these openings within the web of RC beams
without adversely affecting the structural integrity of the
building – the structural design question that often arises is how
is the ultimate load capacity of an RC beam affected by varying
web opening size and location?

web opening sizes under point load. Their work was presented
in the high impact journal of Composite Structures and is well
cited within this area of research. Five beams were tested
where FRP sheets were applied to the opening areas; four were
un-strengthened and the final test beam was a solid RC beam
with no openings which was used as a control specimen. The
beam dimensions were the same in all specimen cases having a
cross-section of 250mm (H) x 100mm (W) and of length
2000mm (L). A schematic of the test rig is given in Figure 1
below.

Previous Research
Some notable experimental research work into the effect of web
openings in RC beams exists in the research literature: dating
back to 1963, Bresler and Scordelis [1] tested 12 RC beam,
some with openings; Somes and Corley [2] experimentally
tested 19 specimens – 12 with openings, and, Mansur et al. [3]
experimentally tested eight RC beams with large openings.
Other experimental RC beam researchers include Allam [4] and
Aykac et al. [5]. While their findings are wide ranging, the
experimental research indicates that deep openings relative to
beam height (>35%) may significantly affect the load capacity
of an RC beam.
In more recent times, the research relating to web openings has
focused on the use of Fibre Reinforced Polymer (FRP) sheets
to improve the shear and axial load resistance around web
openings. A specific piece of research relating to the use of
FRP sheets in strengthening web openings prominently appears
in the research literature – Abdalla et al. [6] have presented
experimental work on ten different RC beams with different

Figure 1. Four-point bending test rig from Abdalla et al. [6]
(source: Abdalla et al. [6]).
Two equal monotonic loads were symmetrically applied to a
beam specimen from a central hydraulic load cell. Central
deflections were measured and plotted against the associated
applied loads. Figure 2 below shows the output deflection and
ultimate strength results from the un-strengthened beam
specimens having varying web opening sizes. As is evident
from Figure 2 below, the results show that the ultimate strength
of each beam diminishes as the opening size increases.
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Aim of Research

Figure 2. Mid-span deflections and ultimate strength results
for the solid and un-strengthened RC beams with web
openings from Abdalla et al. [6] (source: Abdalla et al. [6]).
Two specific research papers have incorporated the work from
Abdalla et al. [6] and have used Finite Element (FE) analysis to
endeavour to replicate part of the findings in relation to the unstrengthened beam types. Amiri and Masoudnia [7] used the
results from Abdalla et al [6] in relation to the solid beam as a
verification study for its FE analysis. Similarly, Hafiz et al. [8]
almost replicated the work conducted by Amiri and Masoudnia
[7] and again used results from Abdalla et al. [6] for the solid
beam as a verification study for its FE analysis in Ansys. It is
notable in both numerical studies (i.e. Amiri and Masoudnia [7]
and Hafiz et al. [8]), the researchers did not endeavour to fully
validate the experimental results from Abdalla et al [6]; Amiri
and Masoudnia [7] endeavoured to validate the beam specimen
with the 300x100mm opening; Hafiz et al. [8] did not
endeavour to validate any of the experimental results presented
by Abdalla et al. [6] for RC beams with web openings. The
primary focus in this study was to extend work done by Amiri
and Masoudnia [7] and Hafiz et al. [8] to endeavour to validate
the experimental results obtained in Abdalla et al. [6].
Motivation and Justification of Research
First and foremost, the motivation for this work is that there
appears to be clear merit and practical value in developing a
validated FE model relating to the analysis of web openings in
RC beams. Web openings in RC beams is a common
occurrence in RC construction and having a practical
understanding of the structural implications of the effects of
openings within RC beams is of clear benefit.
Secondly, while there is a lot of research conducted in the
area, full validated FE models against real experimental data on
web openings in RC beams do not appear to be that common.
Having closely reviewed the research literature in the area of
RC beams with web openings, the research in the area is mainly
one of the following (a) purely experimental - presenting
findings, (b) experimental with analytical analysis or (c) FE
numerical analysis using part of an experimental study as a
verification study. There appears to be very few studies that
use full experimental data as validation of an FE numerical
model. This research used the full RC beam un-strengthened
experimental data from Abdalla et al. [6] to endeavour to
validate an FE model developed as part of this work.
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Primary Aim:
• To build a FE 3-D model using a FE analysis tool, Ansys,
for an RC beam with web openings.
• To validate the model against experimental & analytical
results.
Specific Aims:
• To build five different FE 3-D models using Ansys –
from an initial basic solid beam model to a final fully
reinforced beam with web openings.
• To model the non-linear behaviour of concrete and
reinforcement within an RC beam.
• To validate Models 1-3 against Analytical Results and
Models 4 and 5 against Experimental Data.
2

METHOD
Method Overview

Figure 3 below shows a schematic of the four point bending
problem that was ultimately modelled using the FE analysis
tool, Ansys, showing (a) the simply supported beam with
horizontal and vertical reinforcement (b) two monotonic loads
positioned symmetrically about the mid-span of the beam and
(c) a web opening located between the left hand beam support
and point load. The geometry in Figure 3 was specifically
designed to replicate the experimental test rig, shown in Figure
1 above, used by Abdalla et al. [6] so that the numerical results
obtained from Ansys could be directly validated against
experimental test results obtained from Abdalla et al. [6].

Figure 3. Geometry of the four-point bending test modelled
in Ansys.
Five different numerical models were developed within Ansys
– the different model mesh geometries, outputted from Ansys,
are shown in Figure 4 below:
 Model 1 – Elastic without Reinforcement under UDL and
point load.
 Model 2 – Inelastic without Reinforcement under point
load.
 Model 3 – Inelastic with Reinforcement under point load.
o Singly reinforced.
o Double singly reinforced.
 Model 4 – Inelastic with Reinforcement with links under
point load.
 Model 5 – Inelastic with Reinforcement with links with
web openings under point load.
o Web openings modelled: 100x100mm; 200x100mm;
300x100mm and 300x150mm.
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Models 1 and 2 – No Reinforcement, No
Openings

Model 3a – Singly Reinforced, No Openings

(a) Volume geometries for Model 5.

2no 10mm bars (lower)

Model 3b – Double-Singly Reinforced, No
Openings

4no 10mm bars (lower)

Model 4 – Fully Reinforced, No Openings
4no 10mm bars (lower)
2no 10mm bars (upper)
8mm stirrups at 150mm
spacing

(b) Applied Boundary Conditions.
Figure 5. Image (a) shows for Model 5a, nine separate
geometry volumes created and then glued together to form
one homogenous beam and image (b) shows the applied
boundary conditions of the simply supported conditions
denoted in light blue left and right and hatched in red are
the locations of the applied pressures.
The finite element types used were Solid65 to model the
concrete and Link180 to model the steel reinforcement. Stress
strain characteristic curves for concrete (i.e. Figure 6) and steel
(i.e. Figure 7) were inputted into Ansys.

Model 5 – Fully reinforced with Openings
4no 10mm bars (lower)
2no 10mm bars (upper)
8mm stirrups at 150mm
spacing
Openings
5a – 300x150mm Opening
5b – 300x100mm Opening
5c – 200x100mm Opening
5d – 100x100mm Opening

Figure 4. Geometries of the five different models developed
in Ansys.
Building the Ansys Models
Ansys Mechanical APDL 19.2 was used for this study. For
example, Figure 5 (a) below shows the volume geometries for
Model 5a and Figure 5 (b) shows the mesh detail and applied
boundary conditions. Mesh convergence analysis showed that
an element length of 50mm was sufficient for all models.

Figure 6. Ansys output showing the linear/non-linear
stress-strain curve for structural concrete for Model 5a
(𝑓 = 42𝑀𝑃𝑎). SIG is stress parameter in SI units of Pa;
EPS is the strain and is dimensionless.
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Figure 7. Ansys output showing the stress-strain curve for
the longitudinal reinforcement steel for Model 5a. SIG is
stress parameter in SI units of Pa; EPS is the strain and is
dimensionless.

Figure 9. Solution Controls screens in Ansys. The load
time-step was set for 100 increments and for each
increment, results were logged and recorded.
3

RESULTS
Results Overview

Models 1 – 3 were compared against analytical results (please
refer to Figure 10 and Figure 11 below). The analytical
computations were obtained using pure bending theory for
Model 1 (elastic behaviour with no reinforcement) and for
Model 2 (inelastic behaviour with no reinforcement). For
Model 3, for Service Limit State (SLS), triangular stress block
theory is used and for Ultimate Limit State (ULS), the Whitney
stress theory is used.
Model 4 and 5 were compared against experimental results
obtained from Abdalla et al. [6] – please refer to Figure 12 to
Figure 14.
Models 1 – 3: Analytical Results’ Comparison

Figure 8 above shows the important threshold inputs used for
concrete cracking and crushing (inputs in Pa). Poisson ratio for
concrete and steel was given as 0.2 and 0.3 respectively. Yield
strength of the longitudinal steel was given as 400MPa for all
models; and the yield strength for the stirrups was given as
240MPa. The concrete strength of each beam model matched
Abdalla et al. [6] – for all beam models except Models 5a and
5d, 𝑓 = 50𝑀𝑃𝑎; for Models 5a and 5d, 𝑓 =42𝑀𝑃𝑎 and
43𝑀𝑃𝑎 respectively.
The solution convergence criteria and increment load step were
set. Figure 9 below shows a fixed 100 increment time step was
set up. The solution iterated through the chosen time-step
period and results were outputted for every time-step to the
results database.
Results were obtained and validated against analytical and
experimental results, as detailed in the next section.
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10000

Ansys

Analytical

8000

Force (N)

Figure 8. Screenshot of the concrete material definitions
specifying different important concrete material attributes,
e.g. assigning stress threshold level for cracking.

As is evident from Figure 10 below, numerical mid-point
deflection results for Model 1 (i.e. elastic behaviour with no
reinforcement) compared very well with pure bending
analytical results.

6000
4000
2000
0
0

0.1

0.2

0.3

0.4

Mid Deflection (mm)

0.5

0.6

Figure 10. Model 1 – Ansys mid-span deflection results vs
analytical results.
For Model 2 (i.e. inelastic behaviour with no reinforcement),
Ansys mid-span deflection results equated to Model 1 results
above. At ultimate load capacity, when the beam cracked, the
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section failed; sudden failure occurred due to the absence of
reinforcement.
Figure 11 below shows results from Model 3a and showed very
good correlation with analytical results. Ansys graphical
outputs are also given, showing the stress distributions within
the beam and reinforcement.
Ansys

Force (N)

20000

Analytical

15000

20.00
15.00
10.00

10000

5.00

5000

0.00
0.00

0
0.00

10.00

20.00

30.00

Experimental

25.00

Load (kN)

25000

Ansys

40.00

2.00

4.00

6.00

8.00

10.00

Midspan Deflection of RC Beam (300x150 Opening)
(mm)

Midspan Stress of Concrete (MPa)
Model 3a – Model mid-span horizontal stress results vs analytical results.

Figure 13. Mid-span Deflection (mm) of the RC Beam for
Model 5a (i.e. with 300x150mm Opening).
90

Ansys

Experimental

Model 3a - Horizontal stress distribution in beam (Units in Pa).

Ultimate Load Capacity (kN)

80
70
60
50
40
30

Model 3a - Horizontal stress distribution in reinforcement (Units in Pa).

Figure 11. Results for Model 3a shown above along with
Ansys outputs of the beam and reinforcement horizontal
stress distributions.
Models 4 – 5: Experimental Results’ Comparison

Load (kN)

Ansys

Experimental

20
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0
Model 4
Model 5a Model 5b Model 5c Model 5d
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300x150mm 300x100mm 200x100mm 100x100mm

Figure 14. Ansys ultimate load capacity (kN) of RC beams
with web openings when compared with experimental data.
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Other Ansys Outputs
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5.00
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15.00

Midspan Deflection of Solid RC Beam (mm)
Figure 12. Model 4 – Model mid-span deflection results for
the solid RC beam compared well with experimental results
from Abdalla et al [6].

Ansys permits the output and plotting of results after every
timestep. This is very useful as bending stresses and strains
may be tracked and analysed within the beam and
reinforcement, as applied loads are increased. Cracking of the
RC beam may also be analysed throughout the bending process.
Figure 15 below provides examples of crack distributions that
were outputted from Ansys. For example, as is evident from
Figure 15, cracking starts in the areas of high stress (e.g. around
the edges of the opening); as loading increases, cracking
propagates throughout the beam with the most significant
cracking occurring in and around the opening, as expected.
Crack distributions may be analysed to determine whether a
predominantly flexure or shear failure has occurred.
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Crack distribution at
total load of 5700N

Crack distribution at
total load of 8250N

Crack distribution at
ultimate yield (total
load = 22,800N)

Figure 15. Outputs from Ansys showing how cracking
propagates through the RC beam with increased applied
loads.
Results Discussion
In the main, results from this research compared well with
analytical and experimental data. Figures 10 – 14 gives a
graphical summary of the results obtained for the models
analysed. Figure 14 is an important bar chart comparing the
study’s numerical ultimate load capacity results against
experimental ultimate load data from Abdalla et al. [6]; three of
the five RC beams modelled here failed at ultimate loads
closely correlating to experimental ultimate loads from Abdalla
et al. [6]. Summary results from the study are as follows:
 Ansys Solid RC Beam Models vs Analytical Results for
Concrete and Steel - Results substantially within 11.8%.
 Ansys Solid RC Beam Model vs Experimental Results Ultimate Load Capacity within 4.3%.
 Ansys Models for 100x100mm and 200x100mm Openings
– numerical Ultimate Load Capacity is greater by 55% and
56% respectively when compared against Abdalla et al.
[6]. Aykac et al. [5] have shown that load capacity reduces
by 35% where square openings are 40% of total height
(e.g. Model 5d) – this finding would more closely match
the numerical Ansys results obtained for Model 5d,
differing by 20%.
 Ansys Models for 300x150mm and 300x100mm Openings
vs Experimental Results - Ultimate Load Capacity within
9.8%.
 Increasing web opening to 60% of overall height of beam
- Ultimate Load Capacity reduces by 75% - correlates
closely with experimental results [6].
 The Ansys models developed for this study closely
concurred with strength-of-materials beam bending
theory, specifically in relation to solid RC beams.
4
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ABSTRACT: Ultra-High-Performance Fibre Reinforced Concrete (UHPFRC) has received extensive attention due to its excellent
mechanical properties. UHPFRC not only offers a very high compressive strength, but also a unique tensile strain-hardening
behaviour. Casting method is critical as it determines the fibre alignment, which in turn affects the performance of UHPFRC. In
practice, casting in one single pour requires large equipment, large volume of concrete and it is time consuming and in general
difficult to achieve. Also, there is not yet a consensus on the most appropriate bending test configuration to characterise the flexural
behaviour of the UHFPRC. This study is focused on the effect of casting and testing methods on the flexural behaviour of UHPFRC
specimens. Three different casting strategies and two different flexural test configurations (3PB: three-point bending versus 4PB:
four-point bending) were examined. The flexural strength vs normalized deflection curves, cracking behaviour, and failure modes
of beams tested using 3PB and 4PB setups were determined and compared. The results of this study showed that the first-crack
and ultimate strengths, and the corresponding deflections are dependent on the casting method and the adverse effect can be
mitigated by adopting an appropriate UHPFRC placing technique.
KEY WORDS: UHPFRC; Flexural Strength; Crack pattern; Steel Fibres Orientation.
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INTRODUCTION

crack formation and localisation (Wille and Parra-Montesinos,
2012). Therefore, in general, the flexural strength of 4PB tests
more accurately represents that of a beam in practice.
For quasi-brittle materials, such as concrete, an unstable
progress of the fracture process zone (FPZ) ahead of the crack
front dominates the material’s strain softening and strain
localization behaviour. The essential characteristics to
determine fracture behaviour are FPZ width and the crack
opening displacement (COD) in this zone (Dong et al., 2018).
In fact, the fracture energy (Gf) is closely associated to FPZ,
and the relationship between the cohesive stress and COD in
FPZ is usually used to describe the softening behaviour of
concrete and to simulate the crack propagation path.
This study is focused on the effect of casting and testing
methods on the flexural behaviour of UHPFRC beams. Three
different casting strategies and two different flexural test
configurations (3PB vs 4PB) were evaluated.

UHPFRC has attracted considerable interest due to its excellent
mechanical properties in terms of compressive strength, tensile
strength, energy absorption capacity, durability and fatigue
resistance, which have been achieved by using a low water-tobinder ratio, very fine mineral admixtures and the addition of
micro steel fibres (Yoo and Banthia, 2016). With the addition
of fibres, the UHPFRC exhibits unique strain-hardening
behaviour that is associated with multiple cracking behaviour
(Park et al., 2012). Fibre alignment depends on the flow
properties of the composite, such as flow velocity and flow
velocity gradient, and these makes the casting method crucial
(Wille and Parra-Montesinos, 2012). The flexural performance
is considerably affected by the fibre distribution and
orientation, which largely depends on the quality and direction
of flow during the casting process. To evaluate the flexural
behaviour, three-point bending (3PB) and four-point bending
(4PB) tests are generally carried out following the
methodologies recommended by the material testing standards,
i.e. RILEM TC 162-TDF, 2002 and ASTM C 1609/C 1609M12, 2012 for 3PB and 4PB tests, respectively.
Both standards require the filling of the mould in one single
pour when it comes to highly workable or self-consolidating
concrete, which is the case for UHPFRC. However, in practice,
casting in one single pour is difficult in some circumstances as
it requires large volume of concrete, large equipment and it is
also time consuming.
The differences between 3PB and 4PB tests are: a) 3PB
requires a notch, cut at the mid-span of the specimen, to force
the crack localisation there, b) 4PB results in a constant
moment between the loading points with no restraint on the

2

EXPERIMENTAL PROGRAM
Materials

The ingredients and mix proportions used in this study to
develop UHPFRC are shown in Table 1. Straight high-strength
micro-steel fibres with the physical and mechanical properties
shown in Table 2, were used. The particle size distribution of
silica sand, cement and GGBS (ground granulated blastfurnace slag) from particle size analysis (PSA) are shown in
Fig. 1. The rheological properties of the mixture were adjusted
carefully to ensure an adequate flowability of the UHPFRC and
uniform distribution of the steel fibres during casting.
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Silica sand, GGBS and cement were first mixed for
approximately 2 minutes. Microsilica slurry (MSS) was then
gradually added followed with pre-mixed water and
superplasticizer (SP). Then, the mixture was thoroughly mixed
for 15 to 20 minutes until the concrete developed a workable
consistency. Lastly, micro-steel fibres were added to the matrix
and mixed until they were homogenously distributed. After
mixing, the concrete was taken out of the mixer using a shovel
and the moulds were filled to their full capacity. The specimens
were covered with plastic sheets and left at room temperature
for 24 hours. They were then demoulded and immersed in water
curing tank of 90℃ for 24 hours accelerated heat-curing.

3000kN. Two rigid circular rings were secured to the specimen
symmetrically at a distance approximately two-thirds of the
cylinder’s height. Four linear voltage differential transducers
(LVDTs) were fixed to the specimen (Fig. 3) with a 90 plan
configuration to measure the axial deformation of the
specimens and further to calculate the strain. Due to the
presence of the crack after elastic stage, the clamping screw
may rotate which makes it unable to capture the post-cracking
behaviour (Hassan, Jones and Mahmud, 2012). A fifth LVDT
was placed to measure the movement of the crosshead. The full
stress-strain curve was obtained by averaging the strain
measured at elastic stage by 4-LVDTs and that of the postcrack was obtained from the crosshead movement. In order to
obtain the complete pre- and post-peak stress-strain curves, the
load was applied at 0.3 mm/min, similar to that adopted by
several authors (Krahl, de Miranda Saleme Gidrão and
Carrazedo, 2018).

Table 1 Mix proportion of UHPFRC (kg/m3)
Silica Sand
999.4

CEM I 52.5N GGBS MSS Water SP Steel fibre
627.3
399.2 203.7 94.6 32.8
156.8

Table 2 Properties of steel fibres

Table 3 Experimental parameters

df (mm)
lf (mm)
lf /df
Density (g/cm3)
ft (MPa) Ef (GPa)
0.2
13
65
7.84
2000
200
Notes: df=fiber diameter, lf=fibre length, ft=tensile strength of fibre, and Ef=
elastic modulus of fibre.
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1
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2
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Figure 1 Particle size distribution
As shown in Fig. 2, three different placing strategies were
adopted to prepare the beams, namely (1) firstly pouring at the
centre and then both ends, (2) firstly pouring at one end and
then at the other, and (3) pouring from both ends
simultaneously.
3PB and 4PB tests, according to Table 3, were carried out to
evaluate and compare the flexural behaviour of the beams. It
should be noted that the specimens were cast with two batches
of UHPFRC and in Table 3, the first batch is distinguished from
the other one with an asterisk sign. The notch had a constant
width of 4 mm for 3PB test specimens.

(a) method 1

(b) method 2

Figure 3 Compression test setup

(c) method 3

Flexural test

Figure 2 Casting methods

All the 3PB and 4PB tests were carried out using a servocontrolled electro-hydraulic machine. The geometry of the
flexural specimen and test setups are shown in Fig. 4. The span
was 450 mm. The dimensions of the prisms were 500×100×100
mm.
For 3PB, the tests were performed under crack-mouth opening
displacement (CMOD) control, at a rate of 0.05 mm/min up to

Compression test
Compression tests were performed in accordance with ASTM
C39/39M on three cylinders having 60 mm diameter and 120
mm length. The rough end of specimen was sawed and
carefully grinded to flat. A uniaxial load was applied using a
universal testing machine with a maximum capacity of
2
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a CMOD of 0.1 mm and then continued at a higher rate of 0.2
mm/min until the end of the test, i.e. reach the capacity of
LVDT (10mm) or reach 10% of the maximum load (RILEM
TC 162-TDF, 2002). Two horizontal LVDTs, i.e. LVDT-H in
Fig. 4a, were attached to the specimen’s soffit at the location of
the notch and the average of their measurements was used to
control the test. Another two vertical LVDTs, i.e. LVDT-V in
Fig. 4a, were installed vertically on a yoke secured to the lateral
faces of the beam. The vertical LVDTs were used to measure
the mid-span deflection of the beam. The yoke shown in Fig. 4
was designed for two purposes: 1) to exclude measurements of
deformations other than the absolute mid-span displacement of
the beam, such as beam settlement at the supports, and 2) not
to obstruct the window of interest (WOI) for digital image
correlation (DIC) measurement. Two target marks were bonded
on the front yoke as the reference points for DIC analysis. The
marks were highlighted by white lines in Fig. 4.
4PB tests were conducted using the same machine and a similar
test setup as for 3PB tests. The differences were the loading
point and the controlling method. As the specific location of
crack cannot be known in advance for specimen under 4PB
loading, the 4PB tests were controlled by the deflection
measured by the vertical LVDTs (LVDT-V) at the rate of 0.2
mm/min. Two horizontal LVDTs (LVDT-H) were attached to
the bottom of the specimen as shown in Fig. 4b. The horizontal
LVDTs were staggered to allow for simplified identification of
crack localization (Baby et al., 2012). The same yoke and DIC
measurements as for 3PB tests were used.

TESTS RESULTS AND DISCUSSIONS
Compression test result

The average compressive stress-strain curve for the UHPFRC
is shown in Fig. 5. The maximum compressive strength was
176 MPa. UHPFRC specimens showed linear elastic behaviour
up to approximately 70% of their compressive strength
followed by strain hardening up to the peak strength. Their
post-peak response showed an abrupt drop to approximately
40% of the peak strength and subsequently a gradual load decay
in the softening regime. Using linear regression analysis, the
Elastic modulus was obtained as 50 GPa.
180
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40
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Figure 5 Compressive stress-strain curve
Flexural test result
The flexural behaviour of test specimens was evaluated based
on the relationship between the flexural strength and
normalized deflection. The normalized deflection was
calculated as follows:
(1)

𝛿 = 𝛿/𝐿

where 𝛿 is the deflection; and L is the span length, i.e. 450 mm
for both 3PB and 4PB test in this study.
The flexural strength was calculated as follows:
𝑀 6×𝑀
(2)
𝜎 = =
𝑆
𝑏×ℎ
where M is the applied moment; S is the section modulus; and
b and h are the beam cross-sectional width and height,
respectively, excluding the notch depth, if applicable. The
flexural strength and the related deflection at first-crack and
peak load of all series (15 prisms in total) are shown in Table
4. The mean value, standard deviation (SD), and the coefficient
of variation (CoV) are also shown.
The effect of casting method on bending behaviour was
evaluated by comparing the 3PB test results of the three series
of prisms from the same batch. As shown in Table 4, the casting
method 2 showed the highest first-crack strength of 14.9 MPa
and the corresponding deflection of 0.19 mm. Casting method
3 not only had the lowest first-crack strength and the
corresponding deflection, but also had the largest CoV. The
average flexural strength of casting methods 1 and 2 were
similar (21.2 MPa and 21.1 MPa respectively) and higher than
that of method 3 (16 MPa). The CoV in flexural strength for
methods 1, 2 and 3 were 23.5%, 16.9% and 18.4% respectively.

(a) Three-point bending test setup

(b) Four-point bending test setup
Figure 4 Bending test setup
3
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The results of each series and their average are shown in Fig. 6.
The average flexural strength-normalized deflection curves of
specimens cast using method 1 and method 2 was similar up to
their ultimate strength, and superior to that of specimens cast
with method 3, what confirms the dependency of flexural
behaviour of UHPFRC to the placing strategy adopted.
This difference can potentially be explained by the degree of
alignment of fibres bridging the cracks. In the case of casting
methods 1 and 2, the self-compacting UHPFRC flows from the
centre towards the end of the mould initially or flows from one
end towards the other end initially, resulting in a higher
tendency of fibres alignment along the specimen’s longitudinal
axis in the central part of the prisms as compared to method 3.
In fact, in the case of method 3, at the central region of the
mould where the simultaneous flows of UHPFRC converge, the
flow disturbance increases the inclination of fibres relative to
the longitudinal axis of the specimen.
Since same casting and testing methods were adopted for series
SNP1 and SNP1*, their test results are compared first (Fig. 7a).
As can be seen from Table 4, the first-crack strength and the
corresponding deflection for SNP1 and SNP1* are similar. The
SNP1* showed a slightly higher ultimate strength (+4%) and
the corresponding deflection (+13%). The results confirmed the
replicability of the experiment.
To evaluate the effect of the test setup, SNP1* and SUP1*
series were tested using notched 3PB and unnotched 4PB test
configurations, respectively. The specimens in these series
were cast using the first batch and adopting method 1. The
results of the unnotched 4PB tests account for material
randomness, resulting in critical cracks developing at the
weakest sections within the middle third of the span. On the
other hand, in the notched 3PB test, the cracking is forced to
initiate at the notched section in the middle span, where not
only the cross-sectional surface area is reduced but also a high
stress concentration at the tip of the notch is expected. As
shown in Table 4, the first-crack strength and the corresponding
deflection for 3PB are higher than that of 4PB. However, as

shown in Fig. 7b, by comparing the average bending behaviour
of series SNP1* and SUP1*, i.e. 3PB_average and
4PB_average, it can been seen there is no significant difference
in the flexural behaviour of these two series.

Figure 6 Flexural test results of 3PB tests for different casting
method

(a) results of different batches

(b) comparison of 4PB and 3PB

Figure 7 Flexural test results

Table 4 Flexural strengths and the corresponding deflections
No.

Test
method

Casting
method

First-crack strength (MPa)
Mean
Stress
(SD)
[CoV]
SUP1*-1
5.9
8.3
SUP1*-2
9.3
(1.7)
[20.7%]
SUP1*-3
9.7
SNP1*-1
16.7
12.7
SNP1*-2
9.7
(2.9)
[23.3%]
SNP1*-3
11.6
SNP1-1
9.6
12.0
SNP1-2
13.9
(1.8)
[14.7%]
SNP1-3
12.5
SNP2-1
13.8
14.9
SNP2-2
12.1
(2.8)
[19.0%]
SNP2-3
18.8
Name

1
2
4PB
1
3
4
5
3PB
1
6
7
8
3PB
1
9
10
11
3PB
2
12
13
SNP3-1
3.1
7.1
14
3PB
3
SNP3-2
5.8
(3.9)
[54.7%]
15
SNP3-3
12.4
Notes: (SD) = standard deviation, [CoV] = coefficient of variation

First-crack deflection (mm)
Mean
Deflection
(SD)
[CoV]
0.04
0.07
0.09
(0.02)
[34.0%]
0.09
0.16
0.15
0.10
0.08
0.17
0.16
0.14
0.19
0.25
0.02
0.04
0.14
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0.13
(0.03)
[20.0%]
0.13
(0.04)
[29.4%]
0.19
(0.05)
[24.1%]
0.07
(0.05)
[75.4%]

Ultimate strength (MPa)
Mean
Stress
(SD)
[CoV]
18.1
21.9
26.3
(3.4)
[15.5%]
21.2
28.1
15.6
22.4
28.2
18.4
17.0
25.4
16.6
21.3
12.8
15.3
19.9

22.0
(5.1)
[23.2%]
21.2
(5.0)
[23.5%]
21.1
(3.6)
[17.0%]
16.0
(2.9)
[18.4%]

Ultimate deflection (mm)
Mean
Deflection
(SD)
[CoV]
0.53
0.87
1.23
(0.29)
[33.0%]
0.84
0.79
0.64
0.86
0.92
0.70
0.38
0.72
0.68
0.83
0.58
0.51
0.54

0.76
(0.09)
[12.0%]
0.67
(0.22)
[33.3%]
0.74
(0.06)
[8.5%]
0.54
(0.03)
[5.3%]
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cast by initially pouring UHPFRC at the centre of the mould
and then simultaneously or sequentially at its ends, resulted in
a comparable behaviour, superior to the flexural performance
of the specimens cast simultaneously at both ends.
Independent of the test setup, 3PB or 4PB, all specimens
exhibit multiple cracking. The notched specimens had a higher
first-crack strength than unnotched ones whilst the flexural
strength obtained from both configurations were fairly similar.

Failure modes of flexural specimens
Irrespective of casting method, all prisms tested under 3PB
showed a similar crack opening and propagation as shown in
Fig. 8. It can be seen that the onset of the crack was not exactly
from the middle of the notch but from one of its corners. In
addition, the crack orientation was influenced by the fibre
bridging effects. However, the casting methods used in this
study had no clear influence on the failure mode.
As shown in Fig. 9, all prisms tested under 4PB showed
multiple micro-cracks with one major localized crack. This is
because the fibre starts to take effect after reaching cracking
stress. The white dashed lines refer to the position of the
supports and loads. It can be seen that there were more cracks
within the constant moment area the middle one-third region
than 1/3 span region at the ends of prisms. It should be noted
that the micro-cracks were not evenly distributed. Instead,
several micro-crack clusters could be observed.
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Figure 8 Comparison of crack pattern for prisms cast using
different methods

Figure 9 Crack patterns of 4PB tests
4

CONCLUSION

This study aimed to experimentally evaluate the effect of
casting and testing methods on the flexural behaviour of
UHPFRC. According to the bending test results, the placing
method of UHPFRC influences the first-crack and ultimate
strengths, and the corresponding deflections. Prism specimens
5
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ABSTRACT: The Strut-and-Tie Method (STM) can be used for the design of reinforced concrete elements such as deep beams
and pile caps. STM allows the reduction of complex states of stress, which are known as D- or Discontinuity regions, within a
structure to an assembly of simple stress states. Normal beam theory where B- or Bernoulli regions occur, does not apply to these
areas. Up until recent times, design for deep beams was generally on simple rules and empirical formulas. However, STM is now
included in most modern design code provisions. Yet, there still remains a lack of clear understanding of the STM. In this study,
the STM provisions in Eurocode 2, ACI-318 and CAN/CSA-A23.3 are applied to a number of typical elements. These elements
are assessed and compared to results from corresponding non-linear finite element analysis using LUSAS finite element software.
As experimental testing can be time and cost prohibitive, the ability of the finite element (FE) analysis to appraise the STM is
evaluated. From the non-linear FE analysis, a ‘safe' ultimate load is obtained so that excessive cracking is mitigated in line with
the limiting deflection criteria in CIRIA Guide 2. The results obtained corresponded well with the STM calculations, with an
average factor of safety (FoS) of 1.11. The ultimate failure load from the FE analysis showed a higher average FoS of 1.35. The
results showed as the span/depth ratio increased towards a ratio of 3, the FoS decreased. A ratio greater than 3, normal beam
theory would apply with corresponding shear reinforcement requirements. This study showed that FE analysis is an effective
appraisal method of the STM for elements without transverse (bursting) reinforcement.
KEY WORDS: Strut-and-Tie Method; Reinforced Concrete; Deep Beams; Pile Caps; B- and D- Regions; Finite Element Analysis;
Non-Linear Analysis.
1

INTRODUCTION

The Strut-and-Tie Method (STM) is an effective and relatively
simple tool in expressing complex stress patterns as
triangulated (truss) models i.e. it reduces complex states of
stress within a structure to a collection of simple stress paths
[1]. STM is generally applied, but not limited, to parts of
concrete structures where abrupt changes of geometry occur or
near concentrated loads, known as D Regions [2]. Examples of
which include pile caps, corbels, beams with holes,
connections, deep beams etc., where normal beam theory does
not apply. The compression and tension zones within a concrete
member are replaced by equivalent struts and ties connected at
nodes forming a truss i.e. triangulated model which resists the
applied loading [3].

structure is adequately ductile for the proposed struts and ties
to develop i.e. the loads to be supported in the manner assumed
by the designer [5]; Struts and ties are sized and proportioned
to resist the design compressive and tensile forces [1]; The
stresses applied to the elements do not exceed their yield or
plastic flow capacity [6].
An advantage of strut-and-tie modelling is that a clear load path
is provided, and the solution algorithm and equations involved
are relatively simple [7]. However, problems arise due to the
difficulty in determining the optimum model configuration for
the applied loading and this has been subject to ongoing debates
[3]. Therefore, the establishment of a clear design process is
critical. The design process for strut and tie models is
summarised into four main steps [1]: Define and isolate B- and
D-Regions; Develop a strut and tie model to represent the
complicated flow of forces through the D-region and calculate
the member forces within the struts and ties; Design the struts
and ties of the model to resist the member forces making sure
the members are adequately dimensioned and proportioned;
Optimise the model through iteration as necessary to minimise
strain energy.
2

STRUT AND TIE MODEL OF ELEMENTS
Overview

Figure 1. Basic Strut-and-Tie Model components [1].
STM is based on the lower bound theorem of plastic analysis.
This means that the distributions of stresses used to resist the
applied loading are safe once the following criteria are adhered
to [4]: Equilibrium is satisfied through structural elements; The
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Three typical reinforced concrete (RC) elements are presented
for analysis. These elements are analysed by the strut and tie
method and then further analysed by finite element analysis.
The three RC elements are all examples of elements of structure
with full discontinuity regions. The strut and tie method is
analysed in accordance with Eurocode 2 (EC2) [8], ACI-31814 (ACI) [9] and CAN/CSA-A23.3-04 (CSA) [10].
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STM Design Flowchart

Table 2: Area of Steel required (Model 2)
Tie
2-3

Area of steel required, 𝐴𝑠𝑟𝑒𝑞 (mm²)
EC2

ACI

CSA

1168

1354

1195

Figure 2. Strut and tie design flowchart [11]
Strut and Tie Models
The three elements in this study are two deep beams with
different b/d ratios and loading conditions (Deep Beam No.1
and Deep Beam No.2 respectively) and a typical pile cap with
a point load.

Figure 5: Deep Beam No.2 & Idealised STM
Table 3. Area of Steel required (Model 3)
Tie

Area of steel required, 𝐴𝑠𝑟𝑒𝑞 (mm²)
EC2

ACI

CSA

2-3

2369

2747

2424

2-3

1227

1369

1255

3-5

1227

1369

1255

STM SUMMARY
Figure 3. Deep Beam No.1 & Idealised STM
Table 1: Area of Steel Required (Model 1)
Tie
2-3

Area of steel required, 𝐴𝑠𝑟𝑒𝑞 (mm²)
EC2

ACI

CSA

1049

1216

1073

Figure 4: Pile Cap & Idealised STM

ACI 318 is the most conservative approach for calculating the
area of steel required. This is due to the applicable partial safety
factor applied to the reinforcement. ACI 318 applies a factor of
0.75 in comparison to EC2 with an equivalent factor of 0.87.
Therefore, EC2 calculated the least area of steel required,
approximately 13.7% less than ACI 318. CSA-A23.3 applies a
factor of 0.85 which is close to that of EC2, which is
approximately 11.7% less than ACI 318.
When calculating the design resistance of the nodes and struts,
EC2 is the most conservative with ACI-318 being the least
conservative. The reason for this is related to the factors applied
to the concrete compressive strength and the applicable strut
and node factors.
EC2 applies a factor, αcc, which is the coefficient taking
account of long-term effects on the compressive strength and
of unfavourable effects resulting from the way the load is
applied. This ranges between 0.8 and 1.0. Goodchild [1], states
that αcc, can be conservatively taken as 0.85 for all phenomena.
The Irish National Annex gives a value of 0.85 for αcc for
flexure and axial loading and 1.0 for other phenomena. If a
value of αcc=1.0, is chosen, then the design resistance of the
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nodes and struts would be close to the values as calculated by
the other codes, in between the results of the ACI318 and CSAA23.3.
One reason for ACI-318 being the least conservative in
calculating node and strut design resistances, is that a strength
reduction factor of 0.75 is applied to all struts, ties, nodal zones
and bearing areas. The other codes define separate factors
based on the material i.e. steel or concrete.
3

DEVELOPMENT OF NUMERICAL MODELS

Table 6. Concrete Plastic Properties
Element

𝑓𝑐𝑘

𝑓𝑐𝑡𝑚

𝜀𝑐1

𝜀𝑐𝑢1

Deep Beam No.1

30.0

3.0

0.0022

0.0035

Pile Cap

28.0

2.8

0.0022

0.0035

0.0022

0.0035

Deep Beam No.2
30.0
3.0
𝑓𝑐𝑘 : Uniaxial compressive strength
𝑓𝑐𝑡𝑚 : Uniaxial tensile strength
𝜀𝑐1 : Strain at peak uniaxial compression
𝜀𝑐𝑢1 : Strain at end of softening curve

Development of FE Model
FE Analysis was carried out on LUSAS FE software. Linear
elastic models are created first and then checked and validated.
After an element study as shown in Figure 6, 2D Plane Stress
Continuum Element was selected for the element type. The
element shape and function consisted of TPM6 – Quadratic
Triangle for the concrete and BAR3 – Quadratic for the
reinforcement. Models were optimised through mesh
convergence testing. The minimum number of elements is
summarised in Table 4. Linear models were then modified for
non-linear FE analysis and results obtained and validated with
STM.
Table 4. Mesh Convergence

The steel (reinforcement) properties are outlined as follows;
Table 7: Non-Linear Steel Properties
Model
Young’s Modulus
Poisson’s Ratio
Yield Stress
Hardening gradient:
Slope
Plastic Strain

Stress Potential
205.0E3 N/mm²
0.3
500 N/mm²
2.121E3
1.0

Failure Criteria

FE Model

Min. Number of elements

Deep Beam No.1
Pile Cap
Deep Beam No.2

1900
1000
2500

Figure 6. Element Study a) Plane Stress b) Thick Shell
c) Solid Continuum

As already established, the Strut-and-tie method is a plastic
analysis. Therefore, it would be extremely conservative to
assume the failure point of the model where it stops acting
linearly i.e. elastic behaviour, and where the concrete strains do
not exceed 0.0035.
To obtain the ‘true’ ultimate capacity of the FEA model, it can
be assumed this occurs at the point of the steel yielding or
concrete crushing. However, this would not be a safe design
due to excessive cracking in the concrete. The strut and tie
model acceptable at Serviceability Limit State (SLS) is deemed
adequate for the design of the structure at Ultimate Limit State
(ULS). Therefore, there must be some control on the amount of
cracking to obtain a safe ultimate capacity and solution to FEA
models that should compare well with the lower bound strut
and tie calculations.
The CIRIA Guide 2 [12] for the design of deep beams in
reinforced concrete, gives guidance on limits to deflection to
satisfy excessive cracking. Firstly, it states that the stress in the
steel at service load shall not exceed 0.87𝑓𝑦 /𝛾𝑚 with the centrespan deflection of a simply supported beam may be presumed
to be as follows;

Non-Linear FEA Properties
The Smoothed Multi Crack Model (Model 109) which is a
plastic-damage contact model was selected to model the plastic
behavior of the concrete. Applicable properties are provided in
Table 5.

𝛿𝑦 =

𝑠𝑝𝑎𝑛

,
ℎ
[2000( 𝑎 )]

Uniformly distributed load

(1)

Centre Span point load

(2)

𝑙

𝛿𝑦 =

𝑠𝑝𝑎𝑛

,
ℎ
[2500( 𝑎 )]
𝑙

Table 5. Concrete Elastic Properties
Element

Concrete
Grade

Deep Beam No.1
Pile Cap
Deep Beam No.2

C30/37
C28/35
C30/37
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Secant
Modulus
(GPa)
33.0
32.3
33.0

Poisson’s
Ratio. v
0.2
0.2
0.2

These are simplified equations however are very useful in
defining the failure point of the FEA models for comparison
with the STM calculations. The increase in deflection due to
the effect of concrete creep and shrinkage is not likely to be
significant [12]. Therefore, it is ignored for this analysis
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Applied Load (kN)

Pile Cap- Node 253
2500
2000
1500
1000
500
0
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Deflection (mm)

Figure 7. Basic dimensions of deep beams [12]

Table 8. Limiting deflection for FE model
Model

Active
height,
ℎ𝑎

Effective
Span, l

Allowable
Deflection

2200

1500

2600

1.525

900

900

1080

0.432

3150

1500

3750

3.250

Span

Deep
Beam No.1
Pile Cap
Deep
Beam No.2

Note: All figures are in millimetres

4

2000
1500
1000
500
0
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Deflection (mm)

Figure 8. Load-Displacement Graphs
Crack / Crush Results

NON-LINEAR FEA RESULTS

Once the models successfully converged, the results were
processed and analysed.
As per Figure 8, the load-displacement graphs show clearly that
the initial displacements are similar to that of a linear model.
However, at a certain load (900kN for Model 1, 1000kN for
Model 2 & 1100kN for Model 3) the concrete begins to crack
and is now in the plastic region. In this region the displacements
increase at a higher rate with a smaller increase in applied load
compared to the elastic region. The maximum displacement is
at the point at which the reinforcement yields which was
observed for each model. The FEA results are summarised in
Table 9.
Load Displacement Graphs

The crack patterns at the ‘safe’ ultimate applied load obtained
from the FE analysis are shown in Figure 9. The crack patterns
are illustrated as the red line symbols.

Model 1 - SXY Contour: Applied Load=1240kN ‘Safe’ Ultimate
Load

Deep Beam 1 - Node 269
Applied Load kN

Applied Load (kN)

Deep Beam 2 - Node 379

1500
1250
1000
750
500
250
0
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Deflection (mm)
Model 2: SXY Contour: Applied Load=1410kN ‘Safe’ Ultimate
Load
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Table 9. STM-FEA results

Element
Deep
Beam No.1
Pile Cap
Deep
Beam No.2

Model 3: SXY Contour: Applied Load=1616.25kN ‘Safe’ Ultimate
Load

Figure 9. SXY Contour with crack/crush at ‘Safe’ Load

Failure Mode Discussion
The four main types of failure for deep beams are flexural,
shear, bearing and bursting. These failures may be
interdependent and occur in combination [12]. From literature,
Shuraim [13] observed three of these failures in testing; Shearcompression failure (Bearing), Diagonal splitting (bursting)
and diagonal crushing (Shear). On review of the crack patterns
(Figure 9) from the FE analysis, each of the models had a
similar crack pattern at failure. The cracks generally formed in
the centre of the beam at the bottom and propagated up to the
top of the beam with increasing load. This would suggest
flexural failure. Foster and Gilbert [14] observed in testing that
flexural cracks at midspan were first to form and increased to
60-80% of the depth of the beam. Diagonal cracks due to
bursting formed suddenly rather than gradually. This also
agrees with CIRIA Guide 2, where for flexural failure describes
the failure as vertical cracks propagating from the soffit and rise
with increasing load to almost the full effective height. It states
that failure is due to yielding of the reinforcement and rarely
crushing of the concrete. The load deflection curve is typically
elastic-plastic.
Therefore, it can be concluded that the FE models are a good
representation of reality based on the failure mode and cracking
pattern as outlined below:
• Cracking pattern observed for the FE models is similar
to that observed for flexural failure in literature;
• Generally, for each FE model, yielding of the
reinforcement was first to occur prior to any
significant crushing which would indicate flexural
failure. The load-deflection curves were also typically
elastic-plastic.
5

COMPARISON OF FEA & STM RESULTS

In the STM calculations, the area of steel was calculated based
on the applicable design provisions. The area of steel varied in
each code due to the applied reduction factor applicable to that
code. Therefore, for the appraisal it was decided to analyse the
area of steel calculated prior to any factors being applied. That
way, the non-linear finite element analysis would not be
specific to any code rather the strut-and-tie method in general
where a direct comparison can be made. The results of the STM
and FE analysis are summarised in the table below.
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l/d

STM –
Applied
Load (kN)

Applied Load
FEA –
FEA –
‘Safe max
Failure
load’ (kN) Load (kN)

1.47

1000

1240

1325

1.0

1300

1410

2041

2.5

1600

1616

1801

For Model 1, the ‘safe’ maximum load is 1240kN as calculated
based on the limit on deflection to control excessive cracking.
This represents a factor of safety (FoS) of 1.24. The ultimate
failure load was also analysed and calculated as 1325kN at the
point where the steel yields. This represents a factor of safety
(FoS) of 1.34.
For Model 2, the ‘safe’ maximum load is 1410kN. This
represents a factor of safety (FoS) of 1.085. The ultimate failure
load was also analysed and calculated as 2041kN at the point
where the steel yields. This represents a factor of safety (FoS)
of 1.57.
For Model 3, the ‘safe’ maximum load is 1616kN. This
represents a factor of safety (FoS) of 1.01. The ultimate failure
load was also analysed and calculated as 1801kN at the point
where the steel yields with some signs of concrete crushing.
This represents a factor of safety (FoS) of 1.126.
6

DISCUSSION OF RESULTS

As concrete only tolerates limited plastic deformations, a
proper and adequate STM based on elastic design shall ensure
that the deformation capacity is not exceeded at SLS. As the
orientation of struts and ties in the plastic state can deviate from
the elastic flow of forces, an incorrect or ‘bad’ STM would
result in excessive crack widths at SLS. This is very important
to understand in the evaluation of the results from the FE
models.
Firstly, all the FE models predicted a higher ‘safe’ capacity than
the STM results, which is a positive outcome. Panjehpour [4]
encountered difficulties in obtaining accurate FEA results as
they were calculating well below the STM predicted values.
As shown in Figure 10, Deep Beam No.1 had the largest FoS
of 1.24, with the other models much closer to the predicted
STM results. The element with the largest l/d ratio, Deep Beam
No.2, predicted a FEA ‘safe’ load nearly identical to that of the
STM calculations. This would suggest that the strut-and-tie is a
very effective calculation as it is a relatively simple calculation
in comparison to the FE analysis. It is also far less time
consuming but still predicted the capacity of the elements only
an average 11% lower that the FE results. When combined with
the different code provisions which include material safety
factors etc, the STM is an effective but safe calculation that will
avoid excessive cracking and deformations when calculated
appropriately.
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7

Finite Element Analysis - FoS
1.6

1.57

Factor of Safety

1.5
1.4
Pile Cap

1.24

1.2
1.1
1

Deep Beam 1

1.34

1.3

1.085
1

1.01

STM

FEA - SAFE

Deep Beam 2

1.126

FEA- FAIL

Figure 10. FEA factor of safety on STM results
When assessing the FEA ultimate failure load, there are two
vital aspects that assist in appraising the strut and tie method.
Firstly, in the STM calculations all three models were
calculated so that the unreinforced ‘bottle-shaped’ strut design
resistance was not exceeded i.e. transverse (bursting)
reinforcement was not required. Bearing stresses were also not
exceeded. This would indicate that the tie (i.e. steel
reinforcement) yielding would be the mode of failure.
As discussed, the mode of failure was flexural with the steel
yielding in all models prior to any crushing as anticipated by
the STM calculations. Secondly, the FE analysis predicted the
model with the smallest l/d (i.e. Pile Cap) to have the greatest
ultimate failure FoS i.e. at point where the steel started to yield.
I.S EN 1992-1-1 2005 states that once the l/d ratio is less than
3 it can be considered a deep beam. As shown in Figure 11, as
the l/d ratio increases, the FoS for the ultimate failure load
decreases. The graph would suggest as it approaches l/d >3 for
‘normal’ beam theory, deep beams without transverse
reinforcement would have a much smaller FoS, possibly less
than 1. This may be due to shear reinforcement i.e. links and
minimum reinforcement being required for ‘normal’ beams in
the applicable design provisions.
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ABSTRACT: Precast concrete structures are becoming one of the most popular constructions in the world. They are expected to
lead the global construction because they are fast, cheap and simple to construct with precast concrete elements produced in
tightly controlled conditions. Moreover, they are sustainable products with high durability. Minimal waste is produced during
manufacture and precast elements can be fully recycled at the end of their life.
In this paper, a Performance Based Design (PBD) approach is proposed for multi-storey precast concrete frame structures. A full
review of Direct Displacement Based Design (DDBD) methodology to design precast concrete structures is carried out. A
hybrid connection consists of unbonded post-tensioned tendons and conventional steel is suggested to connect beams to
columns. In this connection, the inelastic behaviour of steel is used to dissipate the seismic energy and the unbonded posttensioned strands are used to self-centre the structure after the seismic event. The post-tensioned tendons are suggested to be
placed at the middle of the beam inside ducts without filling them with grout to avoid bonding between the tendons and the
concrete. The future testing plan of one storey precast concrete structure with hybrid connections at the shake table test facility
at UET Peshawar will be illustrated.
KEY WORDS: Performance based design; precast structures; hybrid connections.
1

INTRODUCTION

Precast concrete structures benefit from several advantages
when compared to traditional cast-in-situ concrete structures.
They are prepared, casted and cured in a well-controlled
environment. This will allow to use material efficiently and to
produce high quality precast concrete structural members.
Once the precast concrete members are manufactured and
transported to the site, construction proceeds rapidly. A small
amount of formwork and temporary supports are required, and
the work will not be affected hugely due to bad weather
conditions.
Several precast concrete structures performed poorly during
last earthquakes such as 1985 Michoacán earthquake in
Mexico, 1988 Armenian earthquake and 1994 Northridge
earthquake in California and 1999 İzmit and 2011 Van
earthquakes in Turkey. A review of the performance of such
structures was listed in the International Federation for
Structural Concrete (fib) [1]. The main reasons for the poor
performance of the precast buildings were due to poor design
and detailing of the structural elements and connections,
inadequate consideration of the MEP and architectural
components and the attachment of these components to the
structure.
In the last decades, a design philosophy which takes a
particular care to the performance of the structure and its nonstructural elements under lateral loads became very popular. It
is called Performance Based Design (PBD) methodology. The
main performance objectives in this methodology after an
earthquake are: fully operational without any structural or
non-structural damage or any work disruption, operational
where the structure is safe after the seismic event with very
minor damage and some repairs are required for some
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services, life safety where the structure remains safe but with
significant damage to structural and non-structural elements
and near collapse where the structure suffer from severe
damage and the structure can collapse if deformed beyond this
point. The performance-based seismic engineering report
prepared by the Vision 2000 Committee SEAOC [2] relates
levels of seismic hazard to these performance objectives as
shown in Figure 1,

Figure 1. Levels of seismic hazard related to performance
objectives [2].
One of the performance targets of structures is the maximum
displacement the structure can endure during the seismic
event. Starting from the target displacement, Priestly et al. [3]
has developed the Direct Displacement Based Design
(DDBD) procedure to design structures. The design drift is
chosen at the start of the procedure, then secant stiffness and
equivalent viscous damping at maximum displacement
response are calculated to find the design forces required to
achieve the design drift limit as will be explained in the
following paragraphs.
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2

DIRECT DISPLACEMENT BASED DESIGN

European seismic design code, Eurocode 8 [4], proposes the
forced based design (FBD) methodology to design structures
subjected to seismic loads. In this approach, the elastic
response spectrum is reduced by a behaviour factor to achieve
the seismic forces and to allow the energy-dissipating
members to dissipate seismic energy. To find the period of the
structure, a simple equation relating the fundamental period to
the height of the structure is used. Then, the seismic forces are
used to design the lateral resisting systems and to calculate the
structural drifts, which are checked against the code drift
limits. If the code drift limits are exceeded, the structure
should be redesigned. On the other hand, the direct
displacement-based design (DDBD) methodology avoids this
repetition in designing the structure by starting with target
displacement profile. Then, the strength required to maintain
this displacement is calculated [3].
The DDBD procedure characterises the multi degree of
freedom structure by a single degree of freedom system
(SDOF) with effective stiffness at maximum displacement and
ductility with an equivalent viscous damping appropriate for
the inelastic response for this type of structure as shown in
Figure 2.

where Δ1 is the displacement of the first storey and δ1 is the
normalised inelastic mode shape of the first storey.
Then, the equivalent SDOF design displacement, ΔD, can be
found by
∑ mi ∆2Di
(4)
∆D =
∑ mi ∆Di
where mi and Δi are the mass and the design displacements of
the ith storey.
Equivalent SDOF mass and height
By knowing the displacement profile [3], the effective mass,
me, of the equivalent SDOF structure can be calculated as
∑ mi ∆Di
(5)
me =
∆D
and the effective height, He, of the equivalent SDOF structure
can be found by
∑ mi ∆Di Hi
(6)
He =
∑ mi ∆Di
Yield displacement and ductility

The yield drifts can be found as suggested by Priestley [3] for
reinforced concrete structures using the following equation
lb
𝜃𝜃𝑦𝑦 = 0.0005
(7)
h𝑏𝑏
where lb and hb are the beam length and depth for the ith
level respectively.
The yield displacement profile is assumed to be linear and the
equivalent SDOF yield displacement, ∆y, at the effective
height, He, can be found by:
∆y = θy ∗ He
(8)
Knowing the equivalent SDOF design displacement, ΔD, and
the yield displacement, Δy, the system displacement ductility
can be found by
∆D
μ=
(9)
∆y
Equivalent Viscous Damping

Figure 2. Fundamentals of DDBD procedure [3]
Target displacement, Δd,
In order to find the storey design displacements, Δi, the
normalized inelastic mode shape, δi, is required. It can be
found using the following equations [3]
For n ≤ 4:
For n > 4:

δi =

4 H

Hi

Hn

δi = ( i )(1 −
3 Hn

(1)
Hi

4Hn

)

(2)

where n is the number of storeys, Hi is the height of the ith
storey and Hn is the total height of the structure.
The storey design displacement, Δi, can be found as
Δ1
ΔDi = δi ( )
(3)
δ1

The Equivalent Viscous Damping, ξeq, is the sum of the
elastic, ξe, and the hysteretic, ξhyst, damping as the following
(10)
𝜉𝜉𝑒𝑒𝑒𝑒 = 𝜉𝜉𝑒𝑒 + 𝜉𝜉ℎ𝑦𝑦𝑦𝑦𝑦𝑦
For concrete structures the elastic damping, ξe, is taken as
0.05 and the hysteretic damping, ξhyst, depends on the
hysteresis rule suitable for the structure being designed. Grant
et al. [5] conducted a wider range of hysteretic rules for
several structures. They have applied a correction factor κ to
the elastic damping coefficient to Equation (10) and became
as the following
(11)
𝜉𝜉𝑒𝑒𝑒𝑒 = κ𝜉𝜉𝑒𝑒 + 𝜉𝜉ℎ𝑦𝑦𝑦𝑦𝑦𝑦

In Equation (11), κ = μ𝜆𝜆 where µ is the displacement ductility
and λ depends upon the hysteretic damping used (e.g. λ = 0.430 for flagged shape hysteretic rule). In this study, flagged
shape hysteretic damping, ξhyst, is used as shown in the
following Equation
𝛽𝛽(𝜇𝜇 − 1)
(12)
𝜉𝜉ℎ𝑦𝑦𝑦𝑦𝑦𝑦 =
𝜇𝜇𝜇𝜇(1 + 𝑟𝑟(𝜇𝜇 − 1))
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where β is the height of the flag and r is the post-yield
stiffness ratio. This hysteretic damping was suggested by
Priestley et al [3] for hybrid precast structures with one of the
connection details suggested by Nakaki et al [6]. This hybrid
beam-to-column connection consists of unbonded posttensioned tendons and conventional steel bars as shown in
Figure 3. It was tested in one of several connection details for
a 5-storey precast building shake table tests carried out at the
University of California [6]. The steel reinforcement is used to
dissipate the energy by yielding in tension and compression
under seismic loads, the post-tensioned force should be
stronger than the resistance of the bars in compression to close
the gap after they are yielded. The unbonded tendons strain
depends on the total member deformations over the entire
unbonded length rather than adjacent concrete deformations
which controls bonded tendons.

When the structure displaces laterally, an overturning moment
will be induced due gravity loads. Because of that P- Δ effects
at the maximum displacement should be considered as the
following
me g
FP−Δ =
∆
(17)
He D
where me is the effective mass of the SDOF system, g is the
acceleration due to gravity, He is the effective height and ΔD is
the design displacement.
3

CASE STUDY STRUCTURE

A five-story precast concrete building is chosen. Floor layout
is 18x18 m in plan and 18 m high. It supports a seismic
weight of 3240 kN/floor. The sizes of beams and columns
were checked to meet the requirements of permissible
deflection under gravity loads. The frame is located on a
seismic zone having design base motion equal to 0.30g. This
corresponds to the earthquake motion having 10% probability
of exceedance in 50 years design life of a structure with return
period of 475 years.
The seismic lateral resisting system consists of peripheral
frames of precast hybrid beams and columns as shown in
Figure 4 and Figure 5.

Figure 3. Hybrid Beam-to-Column Connection used in the
shake table test carried out at the University of California [6].
Stanton et al [7] has recommended that in order to prevent
the post-tensioned tendon from yielding, the initial stress of
the tendon, fpe, must be less than
ℎ
(13)
f𝑝𝑝𝑝𝑝 < f𝑝𝑝𝑝𝑝 − 1.8 E𝑝𝑝 𝜃𝜃
𝐿𝐿
where f𝑝𝑝𝑝𝑝 is the yield stress of the strand, Ep is the Young’s
modulus of the strand, h and L are the beam depth and clear
length respectively and 𝜃𝜃 is the design drift angle.

Figure 4. Plan view of the five-storey precast concrete
structure case study.

Effective period, stiffness and base shear

The effective period can be found from the design
displacement spectrum. This can be found by applying a
damping modifier, Rξ, to the elastic displacement spectrum.
Rξ suggested by EC8 [4] is used in this study as the following
0.5
0.1
(14)
Rξ = �
�
(0.05+ξ)
By knowing the effective period, Te, and the effective mass,
the effective stiffness, Ke, is can be found as:
4π2 me
(15)
Ke =
T2e
The design base shear, Fb, can be found by multiplying the
effective stiffness, Ke, by the design displacement, ΔD, as
shown:
Fb = K e ∆D
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(16)

Figure 5. Elevation of the five-storey precast concrete
structure case study.
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Table 1. DDBD calculations for the 5-storey precast case study building
Level
5
4
3
2
1
0

Height, Hi
(m)
18
14.4
10.8
7.2
3.6
0

Mass, mi
(ton)/fr
162
162
162
162
162
0

Sum

δi

ΔDi

miΔid

miΔDi2

HimiΔDi

Fi (kN)

Vi (kN)

OTM
(kNm)

0.56
0.48
0.38
0.27
0.14
0

0.36
0.30
0.24
0.17
0.09
0

58
49
39
28
15
0

20
15
9
5
1
0

1036
707
423
199
52
0

213
182
145
102
54
0

213
395
540
642
696
696

0
767
2189
4133
6445
8951

188

51

2417

696

810

The data for calculating the equivalent SDOF system are
shown in Table 1. δi is found using equation (2), Δ1 = .025*3.6
= 0.09 m and ΔDi is found using Equation (3). The equivalent
SDOF characteristic are found as the following
∑ 𝑚𝑚𝑖𝑖 ∆2𝐷𝐷𝐷𝐷
51
∆𝐷𝐷 =
=
= 0.27𝑚𝑚
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
188
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷 𝐻𝐻𝑖𝑖
2417
𝐻𝐻𝑒𝑒 =
=
= 12.9𝑚𝑚
∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
188
𝑚𝑚𝑒𝑒 =

∑ 𝑚𝑚𝑖𝑖 ∆𝐷𝐷𝐷𝐷
188
=
= 696 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
∆𝐷𝐷
0.27

(18)
(19)

𝐾𝐾𝑒𝑒 =

4𝜋𝜋 2 𝑚𝑚𝑒𝑒
4𝜋𝜋 2 ∗ 696
=
= 2522 𝑘𝑘𝑘𝑘/𝑚𝑚
(3.3)2
𝑇𝑇𝑒𝑒2

𝐹𝐹𝑏𝑏 = 𝐾𝐾𝑒𝑒 ∆𝐷𝐷 +

𝑚𝑚𝑒𝑒 g
∆ = 696 𝑘𝑘𝑘𝑘
He 𝐷𝐷

(25)
(26)

(20)

The yield drift is found for a 450 mm deep beam as shown in
equation (21) and yield displacement and ductility are found
using the following equation
𝜃𝜃𝑦𝑦 = 0.0005

lb

h𝑏𝑏

= 0.0005

6

0.45

= 0.0067

(21)

∆𝑦𝑦 = 0.0067 ∗ 12.9 = 0.086𝑚𝑚

(22)

μ=

(23)

∆𝐷𝐷
0.27
=
= 3.14
∆𝑦𝑦
0.086

The mild steel reinforcement is assumed to provide 40% of
the total beam moment capacity and 60% to the post tension
strands. Because of that in the flagged shape hysteretic rule, β
can be taken as 0.8 using Equation (24) and the post-yield
stiffness ratio r = 0.04 as suggested by Priestly et al. [3].
2M𝑠𝑠
β=
(24)
M𝑠𝑠 + M𝑝𝑝
where Ms and Mp are the moment capacities of steel and
tendons respectively.
Using Equations (11) and (12) the equivalent viscous
damping ξeq = 19% and the displacement reduction factor, Rξ
= 0.64 using Equation (14).
The elastic displacement spectrum is reduced by Rξ to form
the design displacement spectrum at 19% of damping as
shown in Figure 6. The effective period, Te, corresponds to
the design displacement, ΔD = 0.27m is read from Figure 6
and is found to be 3.3 seconds.
By knowing Te the equivalent stiffness and base shear, Fb is
found as the following

Figure 6. Displacement response spectra for the 5% and 19%
damping.
The base shear force, Fb, is distributed to all floor levels using
Equation (27) and all storey shears, Vi, are found by summing
the floor forces above the storey considered as shown in Table
1.
mi ∆i
Fi = Fb
(27)
∑ mi ∆i
Storey overturning moments at the floor levels can be found
from the storey shears, Vi, as the following
(28)

𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖 = � Vi h𝑐𝑐𝑐𝑐𝑐𝑐

where OTMi is the overturning moment at the i floor and hcol
is the inter-storey height.
All columns from 1st to last floor should be capacity
designed to remain elastic to satisfy weak beams/strong
columns philosophy. For ground floor columns, plastic hinges
are permitted to satisfy the required beam-sway mechanism.
Priestly et al. [3] have suggested to have contraflexure point in
the ground floor columns at 60% of the storey height to allow
hinges to occur at the bottom of the beam and not at the
underside of the first floor level. Figure 7 shows the seismic
moments distribution from DDBD lateral forces and the
location of the contraflexure points in the ground floor
columns for the case study.
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The design moment for beams MBi are listed in Table 2 and
can be found using the Equation (32) where LB is the beam
length
𝑉𝑉𝐵𝐵𝐵𝐵 ∗ 𝐿𝐿𝐵𝐵
(32)
2
These beam seismic design moments should be distributed
between steel bars and post tensioned strands where 60% of
the moment should be resisted by the post tensioned strands
and 40% of the moment capacity should be provided by steel
reinforcement. As we have the seismic shear forces and
bending moments of the beams the design process is straight
forward and not listed here.
The column seismic design moments are found from the
beam moments assuming that the moment transferred to a
joint is shared between the columns at the floor below and
above the joint. For capacity design, an overstrength factor
should be applied to the seismic moments of the beams when
transferred to columns. This overstrength factor may result
from material strength being more than specified or
reinforcing steel area being more than required. For simplicity
the overstrength factor is taken equal to all beams as
1.1*1.25=1.35. Adding gravity loads and applying
overstrength factors, moments for exterior, Mc,ext ,and interior
columns, Mc,int, and shear forces for exterior, Vc,ext and
interior columns, Vc,ext, are shown in Table 3.
𝑀𝑀𝐵𝐵𝐵𝐵 =

Figure 7. The seismic moments distribution from DDBD
lateral forces and the location of the contraflexure points in
the ground floor columns.
The total resisting moment at the column base, shared
between the four columns of the frame is found by
� 𝑀𝑀cj = 0.6𝐻𝐻1 ∗ 𝐹𝐹𝑏𝑏

(29)

Table 3. Bending moments and shear forces for the exterior
and interior columns for the case study structure.

� 𝑀𝑀cj = 0.6 ∗ 3.6 ∗ 696 = 1504 𝑘𝑘𝑘𝑘. 𝑚𝑚

The sum of the seismic shear forces of the beams can be
found as
∑ 𝐹𝐹𝑖𝑖 𝐻𝐻𝑖𝑖 − ∑ 𝑀𝑀cj
� 𝑉𝑉𝐵𝐵𝐵𝐵 = 𝑇𝑇 =
𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
� 𝑉𝑉𝐵𝐵𝐵𝐵 = 𝑇𝑇 =

8951 − 1504
= 414 𝑘𝑘𝑘𝑘
18

(30)

A simplified equilibrium procedure suggested by Priestly et
al. [3] is used to distribute T to the storey beams in proportion
to the storey shears as shown in Equation (31).
𝑉𝑉𝑠𝑠𝑠𝑠
𝑉𝑉𝐵𝐵𝐵𝐵 = 𝑇𝑇.
(31)
∑ 𝑉𝑉𝑠𝑠,𝑖𝑖
The beam seismic shear forces are shown in Table 2.

Table 2. Seismic shear forces and bending moments for beams
for the 5-storey case study structure
Level
5
4
3
2
1
0
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Height, Hi
(m)
18
14.4
10.8
7.2
3.6
0

VBeam
(kN)

MBeam
(kN.m)

35
66
90
107
116
0

106
197
270
321
348
0

4

Level

Mc,ext
(kN.m)

Mc,int
(kN.m)

Vc,ext
(kN)

Vc,int
(kN)

5
4
3
2
1
0

115
213
291
346
375
313

230
426
582
692
751
626

91
140
177
200
191

182
280
354
401
382

TESTING PROPOSAL AT UET PESHAWAR

New design methodologies should be supported normally by
experimental investigations. The seismic performance of a
one storey precast concrete structures using post-tensioned
beam-column connections and designed using DDBD
procedure is planned to be tested on the shake table test
facility at University of Engineering and Technology (UET)
Peshawar. A numerical model for the one storey structure will
be developed using the experimental data which can be
extended to validate the design procedure for the multi storey
structures.
UET Peshawar is currently housing state of the art
equipment for structural testing using quasi-static cyclic
loading and shake-table for fully dynamic testing. Two types
of seismic simulators (shake-tables) are operating at UET
Peshawar. This includes a uniaxial shake-table with a
footprint of 1.5 m by 1.5 m having payload capacity of 8 tons
(Figure 8), and another six degrees of freedom shake-table

Civil Engineering Research in Ireland 2020

with a footprint of 5 m by 5 m having payload capacity of 60
tons (Figure 9). Both the simulators are established with the
technical support of ANCO Engineers, Inc. (Boulder,
Colorado 80301 USA). The 5x5 m shake table test is planned
to be used to test the one storey precast concrete structure.

lab-2 the reaction walls height equal to 12.20 m and floor area
equal to 204.40m2. The laboratories house actuators with 100
tons loading capacity (Figure 10), which can be used for
static, quasi-static and dynamic testing using either a force,
displacement or strain controller. Physical testing of the
hybrid connections with different steel percentages are
planned to be carried out in these labs to check if they will
behave as required and accommodate the lateral loads
properly.
5

Figure 8. Seismic simulator – 1: uni-axial with footprint of
1.5 m by 1.5 m have payload capacity of 8 tons.

CONCLUSION

Direct displacement-based design (DDBD) procedure was
adapted to be used to design precast concrete frame structures.
The DDBD methodology starts with target displacement and
drift profile, then equivalent SDOF characteristics such as
equivalent design displacement, effective height and effective
mass are found. Then, the equivalent viscous damping and
effective period at maximum displacement response are
calculated to find effective stiffness and design forces
required to achieve the design drift limit.
A five-story precast concrete structure case study was used as
a design example to show how to design using DDBD
procedure.
A brief illustration for the future test plans on the shake table
test facility at University of Engineering and Technology
(UET) Peshawar to perform seismic tests on a one storey
precast concrete structure. The test frame will be designed and
scaled to accommodate the testing facility at UET Peshawar.
The connection between beams and columns will be a hybrid
type consists of unbonded post-tensioned strands and steel
bars reinforcement. The energy dissipation will be through
steel reinforcement yielding in tension and compression. The
post-tensioned strands will be used to self-centre the structure
after seismic events.
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ABSTRACT: Over the past 30 years, wind energy has been established as one of the leading forms of renewable energy. As the
industry grows so too does the size of the wind turbines themselves – initially large wind turbines were capable of generating 1
MW while this has grown to up to 15MW in recent years. However, with larger turbines comes additional structural challenges to
overcome, where one such challenge is erosion along the leading edge of the blade due to water impingement at the higher tip
speeds of the blade. Therefore, in this paper, the development of a novel solution for preventing leading edge erosion on wind
turbine blades, which is termed LEP, is presented. Primarily, this paper describes a number of testing campaigns that were
performed during the development of the LEP are presented, including the results from rain erosion testing of coupon specimens
and static mechanical testing of a leading edge demonstrator that has the LEP bonded to it. Based on the results from the rain
erosion testing of a number of selected materials, their manufacturability and other mechanical properties, thermoplastic
polyurethane has been selected as the most suitable material to manufacture the LEP. The LEP was then bonded to a leading edge
demonstrator and underwent a 4-point bending testing in order to evaluate its performance at sub-component level, where the LEP
performed as expected and also provided protection for the composite material against indentation due to the load introduction.
The next stage of development is structural (dynamic, static and fatigue mechanical) testing of the LEP bonded to the leading edge
of a full-scale wind turbine, followed by operational trials on a wind turbine in marine conditions.
KEY WORDS: Leading edge erosion; Materials; Mechanical testing; Rain erosion testing; Wind energy.
1

INTRODUCTION

As the world shifts to using renewable sources of energy, wind
energy has been established as one of the leading forms of
renewable energy. By 2020, the global wind energy capacity is
expected to almost double to reach a level of 650.8GW [1]. As
the wind energy industry grows, increasingly more wind farms
are being developed offshore due to favourable social and
environmental factors compared to onshore. With this
development in the sector, wind turbine blades are now become
much larger with the increased resource and the need for fewer
turbines, where the average capacity of wind turbines installed
in European waters has doubled, from 2MW in 2000 to 4MW
in 2014 and SEIMENS Gamesa announced their 10MW (193
diameter wind turbine) this year [2]. However, as wind turbines
get increasingly larger, new challenges within the design,
manufacture and operation of the turbine are presented. With
larger wind turbines, particularly in the harsher offshore
environment, blade tip speeds begin to reach over 500 km per
hour and, as water droplets impact along the leading edge of the
blade, erosion begins to occur, increasing maintenance costs
and reducing the design life of the blade.
Rain erosion along the leading edge of the blades reduces a
wind turbine’s annual energy production by between 2% and
25% [3]. Currently, a number of leading edge protection
methods are available, which are applied to wind turbine blades
at the end of their manufacture, including tapes, paints and
coatings [4]. In 2013, a comprehensive review, which details
these methods along with a number of other techniques for
preventing erosion on the leading edge erosion of wind turbine
blades, was compiled by Keegan at al. [5]. Additionally,

Dashtkar et al. [6] reviewed the liquid erosion mechanism,
water erosion testing procedures and the contributing factors to
the erosion of the leading edge of wind turbine blades,
including a brief discussion on the use of carbon nanotubes and
graphene nano-additives for improving the erosion resistance
of the leading edge.

Figure 1. Leading edge erosion on two wind turbine blades
Initially, the protective coatings were made from epoxy or
polyester but over time, these rigid coatings were found to be
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inadequate and more ductile materials, such as polypropylene
and polyurethane, were necessary. In recent years,
manufacturers have moved towards multi-layered solutions,
which can be designed to optimise performance and as a means
of assessing the durability of the protection system. In general,
leading edge protection methods can be divided into two
categories: in-mould and post-mould solutions [5, 7]. The inmould solutions are applied directly to the matrix substrate,
using painting or spraying. These coating are typically rigid,
brittle and have a high modulus, compared to the more flexible
coatings, such as polyurethane [5], that are used for the postmould solutions. The post-mould protective systems are
typically multi-layer systems with the inclusion of filler and
primer layers between the laminate substrate and surface
coating. These methods provide additional protection from
erosion during operation, but usually require replacement
during the service life of the wind turbine blade. However, this
replacement becomes more regular in larger wind turbine
blades and, thus, increasingly costly with the need for this
additional maintenance.
In response to this, a novel solution for preventing leading
edge erosion in wind turbine blades, “LEP”, which is a leading
edge component of a wind blade, has been developed. This
paper describes the development and testing of the new LEP
component, which is an in-mould solution for preventing
leading edge erosion. A number of materials have been trialled
and evaluated for manufacturing the LEP, where thermoplastic
polyurethane has been selected as the most suitable, based on a
range of factors, in particular its manufacturability and the
length of time before failure during rain erosion testing. A
selection of key results from the various testing campaigns,
which were performed as part of the development of the LEP,
including rain erosion, demonstrator static mechanical and fullscale wind turbine blade testing campaigns, are presented and
discussed in this paper.
2

MATERIALS AND METHODS
Aim and objectives

The overall aim of this study is to develop a novel leading edge
protection component (LEP) bonded to a wind turbine blade
that will prevent rain erosion along the leading edge of the
blade for the duration of its design life. However, in order to
achieve the aim of the study, a number of objectives must be
achieved:
 To determine the most suitable material from 5
selected materials to manufacture the LEP, based on
its mechanical properties and the results from rain
erosion testing
 To de-risk the LEP and adhesive used through
structural testing of a leading edge demonstrator
 To demonstrate the performance of the LEP bonded to
a full-scale wind turbine blade through structural
testing
Methodology
The analysis used in this study for the development of the new
LEP component is based on the proposed pyramid concept by
Lopes et al. [8], which is summarised graphically in Figure 2.
The pyramid concept breaks up the testing campaigns into three
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distinct sections, which have increasing size and complexity
with a decrease in the number of specimens tested, as follows:
 Coupon level testing – rain erosion and mechanical
(static and fatigue) testing of material specimens.
 Sub-component level testing – testing of a leading
edge demonstrator with the LEP bonded to it.
 Full-scale blade testing – structural testing of a fullscale wind blade with the novel LEP bonded to it.
Further details of the development methodology applied to the
LEP are discussed in Finnegan et al. [9].

Figure 2. Pyramid concept applied to the development of the
LEP component that is used in this study
Rain erosion testing
Rain erosion testing on a selection of suitable materials was
performed using a whirling arm rain erosion testing rig, in
accordance to the testing standard ASTM G73-10 [10].
Test coupons, which are 26mm in diameter, are mounted on
a bespoke holder are subjected to rain as they are rotated at
high-speed in the test rig. A nominal rainfall rate of 25.4 mm/h
is used as the whirling arm rotates with a radius of 0.6 m at 135
m/s. Water droplets are formed within the test rig with a
nominal diameter of 2 mm at a rate of 4 per second from 36
needles, which are equally spaced along the circumference of
the rotating path, where these conditions are based upon DEF
STAN 0035 [11].
The erosion resistance of the materials was recorded using
high-resolution macro-photography and mass loss recordings.
Each specimen is tested until the damage has either penetrated
a significant portion of the coating or the substrate material
starts to become heavily pitted and/or penetrated or
delamination of the coating occurs. A minimum desired testing
time of 300 minutes has been specified for the materials to be
considered for this application and the test will be stopped at a
maximum time of 600 minutes.
A total of 5 materials were selected for rain erosion testing,
based on their manufacturability and material properties, as
described in Section 2.3, which were:
 Polycarbonate (PC)
 Thermoplastic polyurethane (TPU)
 Polyvinylidene difluoride (PVDF)
 Polytetrafluoroethylene (PTFE)
 Thermoplastic acrylic-polyvinyl (TAP)
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Demonstrator structural testing
Two leading edge demonstrators, which were designed based
on the leading edge profile of the cross-section at 57 metres
from the root of a commercial 63 metre blade, were
manufactured – one with the LEP bonded to it and the other
without. The 4-point bending static testing campaign was
performed using the Denison 500, where an overview of the
test setup is shown Figure 3. Each demonstrator is pinned
supported at a spacing of 900 mm between the two supports.
The static loading is applied vertically downwards in two
places at a distance of 230 mm, where each loading point is 115
mm from the centre of the specimen. The specimen was loaded
continuously at a rate of 0.5 kN/second until failure occurred.

completed on the blade, where the results and findings, along
with a comparison to the numerical model of the blade, are
given in Jiang et al. [15].

Figure 4. A full-scale wind turbine blade, which has the LEP
bonded to the leading edge, installed for structural testing.
3

RESULTS AND DISCUSSIONS

A selection of the results from the tests detailed in Section 2 are
presented and discussed within this section, primarily the rain
erosion testing results, which are detailed in Section 3.1, and
the results from the static mechanical testing of the
demonstrator, which are detailed in Section 3.2.
Rain erosion testing
Figure 3. Testing setup for the 4-point bending test of the
demonstrator using the Denison 500 (with loading saddles).
Full-scale structural testing
The LEP was bonded to a full-scale wind turbine blade, which
is to undergo dynamic, static and fatigue testing campaigns
using a state-of-the-art multi-actuator load introduction system
at the Large Structures Testing Laboratory, which can be seen
in Figure 4. The testing campaign will be performed in
accordance to DNVGL-ST-0376 [12] and IEC 61400-23 [13].
The full-scale wind turbine blade is a 13-metre long blade
from a 225 kW wind turbine, which has a mass of 674 kg. The
blade is manufactured from glass-fibre reinforced powder
epoxy composite material using a novel “one-shot”
manufacturing process, which cures the different parts of a
wind turbine blade (i.e. skin sections, spar caps web and root)
in one single process to avoid the need for gluing. Steel inserts
in the root of the blade provide a connection to the turbine hub
when in operation and to a steel test fixture for the proposed
testing campaigns.
The steel test fixture has been designed and manufactured,
where the details are provided in Kazemi Vanhari et al. [14].
To date, only the dynamic testing campaign has been

During the rain erosion testing campaign, a total of 5 materials
(PC, TPU, PVDF, PTFE and TAP) were selected and 5 test
coupons for each material were manufactured. During testing
delamination of the surface material from the blade substrate
was observed in a number of cases. Therefore, in order to fairly
eliminate the results from these cases, only the 3 best
performing coupons for each material are analysed in this
section. The results from the testing of 3 test coupons of each
material are shown in Table 1, where the time each test coupon
lasted during the test is presented.
Table 1. Summary of the results (in minutes) from the rain
erosion testing campaign
Material
PC
TPU
TVDF
PTFE
TAP

#1
300
240
45
15
300

#2
300
600
180
15
240

#3
240
420
60
15
360

Mean
280
420
95
15
300

SD
28.3
147.0
60.4
0.0
49.0
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point. An example of this can be seen in Figure 5, where the
progression of one of the TAP test specimens during the rain
erosion testing campaign is shown. One of the TPU test
specimens lasted a testing time of 600 minutes, at which point
the test was stopped. This result gives us great confidence in
the use of the TPU but the adhesive used was not sufficient for
the application. The other two TPU test specimens’ cause of
failure was delamination of the TPU from the substrate material
due to the adhesive strength of the bond. However, very little
erosion damaged was observed for any of the TPU sample
before delamination occurred. Therefore, it was decided to
explore other adhesives in order to find a superior performing
solution.
The results of the rain erosion testing of the 5 materials were
used, along with the materials manufacturability and other
mechanical properties, to select a the most suitable material to
manufacture the LEP, which was determined to be TPU.
Demonstrator structural testing
A leading edge demonstrator, which was designed based on the
leading edge profile of the cross-section at 57 metres from the
root of a commercial 63 metre blade, and bond the LEP to it.
The first trial demonstrator was tested using a static 4-point
bending test until failure, which occurred at a maximum
vertical force of 60.6 kN. However, no material failure within
the part was evident during or after the test. Failure occurred at
the support locations, where there was crushing of the glass
fibre and delamination, which can be seen in the top four photos
of Figure 6. There was indenting of the surface, causing
slippage, during testing due to the load introduction mechanism
on the top of the test specimen, as seen in the bottom photo in
Figure 6. Loud audible cracking occurred as the specimen
failed at the support locations due to high stress, which
occurred at a vertical loading of 39 kN and 53 kN. The
specimen slipped off the testing machine due to the failure at
the support locations at a loading of 60.6 kN.

Figure 5. The progression of one of the TAP test specimens
during the rain erosion testing campaign
The PTFE coupons had extensive damage after 15 minutes
of testing, which is the first testing point. There was also
delamination of the coating from the blade substrate and, thus,
performed the worst of the 5 materials tested. TVDF performed
better but has also been deemed unsuitable for this application
as a combination of erosion damage to the coating and
delamination of the coating from the blade substrate was
observed well below the minimum desired testing time of 300
minutes.
The other three materials, TPU, PC and TAP, lasted the
minimum desired testing time of 300 minutes, except for one
specimen for each of the three materials. For both PC and TAP,
no initial pitting was observed but, as testing time went on,
erosion damage began to appear and larger up to the failure
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Figure 7. Condition of the demonstrator after testing showing
no damage at one support location (top left), internal support
structure de-bonded from the demonstrator substrate at the
other support (top right) and no indentations of the load
introduction mechanism on the top surface (bottom).

Figure 6. Material failure at the left support (top 2 photos) and
the right support (middle 2 photos), along with indentation
due to the load introduction (bottom photo).
The second trial demonstrator was also tested using a static
4-point bending test, where 3 ramped tests were performed and
the maximum vertical load applied to the specimen was 52.2
kN. Again, no material failure within the demonstrator
substrate was evident during or after the test. Failure occurred
at one of the support locations, where the internal support
structure de-bonded from the demonstrator substrate, which
can be seen in the top right image of Figure 7. The first test saw
the demonstrator loaded to 42 kN and unloaded to 0 kN with
no failures occurring. In the second test, the wooden loading
saddles failed at 52.2 kN. The test was reset and the load was
applied directly to the top of the demonstrator. Loud audible
cracking occurred at 35 kN and failure occurred at one of the
support locations, where the internal support structure debonded from the demonstrator substrate, at 45.2 kN. No
indentations at the top of the demonstrator were seen in this
test, suggesting that the LEP offered protection for the
substrate, which is shown in the bottom image in Figure 7.
The results of the experimental testing have been compared
to the results from the numerical modelling of the
demonstrator. A comparison between the two sets of results for
vertical load applied against the maximum deflection of the
demonstrator is shown in Figure 8. The numerical finite
element analysis (FEA) model, which has been developed in
Finnegan et al. [16], under-estimates the deflection occurring
during the testing but is in reasonable agreement.

Figure 8. Deflection (mm) of the centre of the specimen
against load (kN) applied during the testing.
The results from the structural testing, to date, proves the
robustness of the LEP component for prevention of leading
edge erosion in wind turbine blades. The structural integrity of
wind blades in the offshore environmental is paramount in the
success of the sector. Regular maintenance will prove much
more difficult and costly offshore, compared to onshore wind
installations. A robust leading edge protection system that
protects the blade from rain erosion for the duration of its life
span, which is offered by the LEP component, will significantly
reduce the need for maintenance and, in turn, increase the
reliability and service life of the blades.

251

Civil Engineering Research in Ireland 2020

4

CONCLUSION

This paper describes the development of a novel solution for
preventing leading edge erosion on wind turbine blades, which
is termed LEP. The main findings from testing campaigns
performed during the development of the LEP are presented,
including the results from rain erosion testing of coupon
specimens and static mechanical testing of a leading edge
demonstrator that has the LEP bonded to it. Based on the results
from the rain erosion testing of a number of selected materials,
along with their manufacturability and other mechanical
properties, thermoplastic polyurethane (TPU) has been selected
as the most suitable material to manufacture the LEP. The LEP
was then bonded to a leading edge demonstrator and underwent
a 4-point bending testing in order to evaluate its performance
at sub-component level, where the LEP performed as expected
and also provided protection for the composite material against
indentation due to the load introduction.
Currently, the LEP has been bonded to the leading edge of a
full-scale wind turbine and is undergoing structural (dynamic,
static and fatigue mechanical) testing to determine the
performance of both the blade and the LEP over loading
conditions that are representative to operational conditions. The
next stage of development is to perform operational trials on a
set of wind turbine blades at Shetland, Scotland in marine
conditions.
As the magnitude of wind turbines grow, which results in
higher blade tip speeds, and the development of new wind
farms moves further offshore, which increases the costs
associated with maintenance, it will be imperative the eliminate
risks, such as leading edge erosion, in blades. The results
presented in this paper demonstrate the potential of this novel
solution to eliminate the need for wind blade maintenance due
to leading edge erosion, which will in turn significantly reduce
the levelised cost of offshore wind energy.
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ABSTRACT: Since one of the most common problems with wind turbine blades is fatigue failure, full-scale fatigue testing is an
effective way to validate the performance of a wind turbine blade. In this paper, the fatigue test loads in both edgewise and flatwise
directions for a 13 metre wind turbine blade are derived, and used to determine an equivalent design life loading to apply in a fullscale fatigue test in the Large Structures Research Laboratory (LSRL) located in the Alice Perry Engineering Building, NUI
Galway. The blade is constructed from glass-fibre reinforced powder epoxy composite material and consists of two internal shear
webs. The blade is supported at its root on a frame constructed from S355 grade steel, and three hydraulic actuators (capacities
range from 250 kN to 750 kN) work in concert to apply the flatwise and edgewise bending moment distribution along the blade.
To develop the fatigue test load, aeroelastic simulation tools, including AeroDyn and FAST, are used to obtain the load time series
under power producing, starting, stopping, and parking situations according to the International Electrotechnical Commission
61400-1 standard. The Rainflow counting method is used to extract the number of cycles for combinations of stress range and
mean stress from the input load series. The Goodman method is employed for computing the number of permissible cycles for
each combination of stress range and mean values and the Palmgren–Miner rule is applied for the cumulative damage calculation.
For the operational load cases analysed, it was found that there was a negligible risk of fatigue damage for the unidirectional
materials in the blade. The areas of the blade that showed a higher risk of fatigue were plies near the root of the blade, at the
leading and trailing edges; however, the expected lifetime still exceeded the 20 year design life of the blade.
KEYWORDS: Wind turbine blade; Full-scale fatigue test; Goodman method; Palmgren–Miner rule; Fatigue damage; Fatigue
lifetime.
1

INTRODUCTION

Over the last few years, the wind turbine market is growing
rapidly and becoming more and more competitive. The blade,
as a critical component of the wind turbine system, must be
capable of surviving for more than 20 years according to the
International Electrotechnical Commission (IEC) 61400-1
standard and the Germanischer-Lloyd (GL) regulations [1][2].
During the life span, the blades can be damaged after hundreds
of millions of fatigue load cycles, which are much higher than
that experienced by a bicycle, car, helicopter blades, and bridge
[3]. From the fatigue point of view, only three load components
are the main drivers for the fatigue damage; namely the axial
force and the flatwise and edgewise bending moment time
histories [4]. Among these loads, edgewise bending moments
and flatwise bending moments typically cause approximately
97% of the fatigue damage in the blade [5].
Thus, this study describes a methodology to estimate the
fatigue damage for the unidirectional materials (UD), and to
derive the equivalent fatigue test loads of a 13 m wind turbine
blade in both flatwise and edgewise directions due to the
bending moments. This 13 m blade is constructed of glass-fibre
reinforced powder epoxy composite and consists of two
internal shear webs. In this paper, after defining a turbine
geometry for the 13 m blade according to its length, the loads
are calculated using FAST [13] under power producing,
starting, stopping, and parking situations. The Palmgren–Miner
(PM) rule is used for cumulative damage calculation. The
Goodman method is used for computing the allowed load cycle

number, and the Rainflow method is employed to determine the
number of events with a given combination of mean stress and
stress range. Figure 1 shows this 13 m wind turbine blade in the
Large Structure Research Laboratory (LSRL) located in the
Alice Perry Engineering Building, NUI Galway, which is
supported at the root by a support frame made of S355 grade
steel.

Figure 1. The 13 m blade at LSRL
2

METHODS
Turbine data for the 13 m blade

To find the best turbine that can be installed with the 13 m
blade, existing turbines (nearly 130 turbines) with a rotor
diameter between 25 and 31 meters were found from [6].
Examining turbine parameters such as the number of blades,
hub radius, hub height, etc., helped the authors find the best
turbine that can be attached to the 13 m blade. Among these
parameters, the hub height could play an important role in the
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the atmospheric turbulence. However, the flatwise bending
moment is greatly affected by the aerodynamic loads that vary
with the turbulent wind field and, therefore, this signal is more
random.
In addition, the frequency of the sinusoidal loading of the
blades depends on the rotation of the rotor, which is often
determined by 1π. For example, the rotor speed of the blade in
Figure 6 is 27 rpm or 2.8 rad/s and the sinusoidal load
frequency is approximately 1.3 rad/s, which is close to 1π (1.4
rad/s).
30
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choice of turbine [7]. Thus, based on the existing turbine data
(Figure 2), United States Geological Survey (USGS) dataset [8]
and the wind turbines installed in the Netherlands [9], it was
concluded that a turbine with a hub height between 30 and 45
m can be an optimal choice for the 13 m blade. Therefore,
among the existing turbines from [6], depending on the hub
height between 30 and 45 m, the AWT27 was selected for the
13 m blade since all the information about this turbine as an
example test of FAST [13], is also available. Therefore, a threebladed AWT27 turbine attached to the 13 m blade was analysed
in this paper.

WIND SPEED (M/S)
Rotor speed (rpm)

Figure 2. Wind turbines database from [6], hub height versus
rotor diameter

Pitch angle (degree)

Figure 3. Initial conditions for the selected turbine
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In this part, NuMAD [10], PreComp [11], ModeShape,
JavaFoil, AeroDyn [12], and FAST [13] were used to obtain the
dynamic and structural response of the 13 m blade, including
edgewise bending moment and flatwise bending moment for 10
minute intervals under different load cases, such as power
producing, starting, stopping, and parking.
Using AeroDyn, the initial conditions required for FAST,
including rotor speed and pitch angle, were found for each wind
speed, with the fact that the wind turbine starts to operate when
the wind speed is greater than the cut-in speed. The rotation
speed of the rotor increases with increasing wind speed until
rated speed. When the wind speed is above the rated speed, the
pitch control system will adjust the blade pitch angle, and the
wind turbine stalls when the wind speed is beyond the cut-out
speed. Figures 3 and 4 show the calculated initial conditions for
FAST and the power for the selected turbine, respectively. Note
that since the 13 m blade installation is 3.3 degrees at the LSRL,
this angle is used as the initial blade pitch for wind speed
between cut-in and rated in the analysis.
According to the available data from [6] in Figure 5, the rated
power of 200-300 KW is the most common power for this range
of blade lengths that can confirm that the power of 300 kW is a
qualified choice for the selected turbine.
Finally, Figure 6 shows the edgewise and flatwise bending
moment in power producing situations at node 0.72 m for a
wind speed of 8.5 m/s.
Given that the three most important sources of the loading of
a wind turbine are gravitational loading, inertial loading, and
aerodynamic loading, the gravitational effect is seen at the
edgewise bending moment as a dominant sinusoidal variation,
on which some small high frequency signal is located due to

POWER (KN)

Calculating the loading

WIND SPEED (M/S)
Power (kN)

Power coefficient

Figure 4. Power and power coefficient for the selected turbine

Figure 5. Wind turbine database from [6], rated power versus
rotor diameter
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.

where n is the number of load cycles for a given stress
amplitude/mean combination due to the Markov matrix and N
is the number of permissible load cycles for a given stress
amplitude/mean combination.
In order to calculate the permissible number of cycles for a
given stress state, based on the Goodman method, the following
formula was used [2]:

(3)

Figure 6. Bending moment calculated from FAST
Rainflow counting and Markov matrix
For each 10 minutes time history, the bending stresses are
sorted in a matrix, where the elements denote the number of
cycles due to the mean bending stress and range bending stress
for each wind speed. To count the number of cycles from an
actual time series, a technique called ‘Rainflow counting’ is
used. Thus, a software program was created in MATLAB to
extract Rainflow cycles from each 10 minutes time history.
Figure 7 shows the Rainflow counting in power producing
situations at node 0.72 m with the wind speed of 8.5 m/s.
The Rainflow shows that for these power producing
situations, the small moment ranges up to 6 kNm, which are
due to the atmospheric turbulence, are more in number, and
contribute more to the fatigue failure than the large stress
ranges.
After performing the Rainflow counting, knowing the annual
wind distribution, the probability, f, of the wind speed is
computed because the actual number of annual 10 minute
periods is 6×8760×f. Typically, the probability density function
of the wind is given by either a Rayleigh or a Weibull
distribution. As shown in Figure 8, the Rayleigh distribution
according to Equation 1 is used in this paper.
(1)

𝑛

∑ =𝐷<1
𝑁

(2)
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0.02

Wind speed (m/s)
Figure 8. Rayleigh wind speed distribution
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Fatigue damage is measured by a metric such as the cumulative
damage D in the Palmgren–Miner (PM) rule, which the criteria
for not failing is that D is less than 1.
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Figure 7. Rainflow counting, the top figure for edgewise
bending moment and the bottom figure for flatwise bending
moment

Probability

where, in the standard wind turbine classes, Vave shall be chosen
as 0.2Vref [1].
The number of cycles per year, n, in the mean and range
stress is found by adding together the contributions from each
wind speed interval. The matrix, with elements nij, is called the
Markov matrix. All the loads from power producing, startup,
normal shut down, and parked should be added to the Markov
matrix. To create this matrix, the MATLAB implementation is
used.
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Min Mean Strain

Range Micro Strain

where Rk, t is the maximum tensile strain (Micro strain), Rk, c is
the maximum compression strain (Micro strain), m is the slope
of the S−N diagram (for simplified assumptions is equal to 10
for laminates with epoxy resin matrix), Ma, Mb are the safety
factors, Sk, M is the mean strain due to the Markov matrix and
Sk, A is the amplitude strain due to the Markov matrix.
The safety factors are calculated according to:

(4)
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Figure 9. Permissible load cycle
By finding N, lifetime and fatigue damage for 20 years can
be estimated at each node for both directions. Based on the
estimating figures (Figures 10 and 11), the highest fatigue
damage appears near the root on the trailing and leading edge
due to the edgewise bending moment, in which fatigue damage
of the trailing edge is more than the leading edge. The reason
for this could be the gravity load that affects the leading and
trailing edges of the blade and since the vertical distance from
the neutral axis of the trailing edge is more than leading-edge,
the fatigue damage appears more in the trailing edge. In
addition, it can be concluded that the fatigue damage of the
compression side is more than the tensile side, since composite
materials have lower compressive strength than tensile
strength. However, the blade is safe because the computed
fatigue life values are higher than the required design life of 20
years.

Life Time (years)

Tensile side

Compression side

1.0E+11
1.0E+10
1.0E+09
1.0E+08
1.0E+07
1.0E+06
0 1 2 3 4 5 6 7 8 9 10 11 12 13

Distance from the root (m)

Leading edge

Trailing edge

1.0E+20

Life Time (years)

Value
1.35
1.1
1.1
1
1.1
1
1

To find Sk, M and Sk, A, since the data in the Markov matrix is
bending moments with the unit of kNm, a transfer function
(strain/bending moment) is needed to convert the bending
moments (kNm) to strain. According to well-known equations
of σ = My/I and ε = σ/ E, the transfer function Ɛ/M is equal to
the y/EI, where σ is the bending stress, M is the bending
moment, Y is the vertical distance away from the neutral axis,
Ɛ is the strain, and E is the modulus of elasticity.
Thus, it can be concluded that the transfer function is
independent of the type of load, but dependent on the shape of
the structure (y, E, I). Therefore, with an optional loading in
appropriate direction, the transfer function (Ɛ/M) can be found
for each point. By multiplying the transfer function to the
bending moment of the same point, the strain of that point can
be obtained. In this study, the transfer function is found from
Abaqus by applying 1 kN load at the tip that causes the root
bending moment of 12.96 KNm. Since the aerodynamic torque
loads generate tensile and compressive sides in the flatwise
direction, and the aerodynamic thrust loads generate tensile and
compressive stress along the blade leading and trailing in the
edgewise direction, there are four types of transfer functions for
UD materials, two for the tensile and compressive sides in the
flatwise direction and the other two for along the blade leading
and trailing in the edgewise direction. Note that the UD
material has been studied because it is the most worrying part
of the blade due to fatigue damage caused by bending moments.
After finding the transfer functions, the number of tolerable
load cycles (N) with a given mean and range stress (regarding
Markov matrix) can be achieved at each node. Figure 9 is an
example of the permissible load cycle at node 0.72 m for the
tensile side. As can be seen from Figure 9, the effect of mean
strain on finding the number of cycles is not appreciable. For
this reason, sometimes only the range is taken into account and
the influence of the mean stress level is ignored. However, this
study included the effect of the mean strain.
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Table 1. Values of safety factors

Description
Influence of aging
Temperature effect
Laminate production
Post-cured laminate
Temperature effect
UD reinforcement products
Post-cured laminate

400

0

where M0 = 1.35, and the values assigned to Cix are selected
according to the material used in the blade manufacturing
(Table 1).

Cix
C1a
C2a
C3a
C4a
C1b
C2b
C3b

Max Mean strain

1.0E+17
1.0E+14
1.0E+11

1.0E+08
1.0E+05

1.0E+02
0 1 2 3 4 5 6 7 8 9 10 11 12 13

Distance from the root (m)
Figure 10. Lifetime along the blade
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Compression side
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Figure 11. Design damage for 20 years along the blade
Equivalent bending moment
To compare the contribution from the different wind speeds to
the total fatigue damage, an equivalent load can be used. The
equivalent load is defined as the cyclic load which, when
applied equivalent n times, gives the same fatigue damage on
the wind turbine as the real turbulent flow at the considered
wind speed. The equivalent number of cycles is dependent on
the number of days of the test and the frequency of the loading
defined by the actuator [14]. The test is considered to be
performed in 45 days (8 hours) with a frequency of 0.1 Hz.
Thus, the number of cycles will be 129,600.
It is worth noting that the R-value for loading was considered
as 0.1.
Since the test damage should be equal to the obtained design
damage, the equivalent mean and range load can be calculated
for the tensile side. For the compressive side, as the load cannot
be applied separately, the equivalent load defined by the tensile
analysis is applied for this side. As a result, only the number of
test days for this side should be different from the tensile side.
The same procedure is used for flatwise bending moment.
Tables 2 and 3, as well as Figures 12 and 13, show the
equivalent fatigue test loads for both directions in kNm.
The developed bending moments will be applied to the blade
in the Large Structure Research Laboratory (LSRL) located in
the Alice Perry Engineering Building, NUI Galway. The results
will be validated with the FE models and predictions in this
study.

Equivalent edgewise bending moment
(kNm)

Design Damage for 20 years

Table 2. Equivalent edgewise bending moment in kNm
Tensile side
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Figure 12. Equivalent edgewise bending moments
Table 3. Equivalent flatwise bending moments in kNm
Location
(m)

Mean
(kNm)

Range
(kNm)

Max
(kNm)

Min
(kNm)

0.72

49.1

80.4

89.4

8.9

2.16

36.3

59.4

66.0

6.6

3.6

26.1

42.6

47.4

4.7

5.04

19.2

31.4

34.9

3.5

6.48

13.0

21.2

23.6

2.4

7.92

8.4

13.7

15.2

1.5

9.36

4.3

7.1

7.9

0.8

10.8

1.6

2.6

2.8

0.3

12.24

0.2

0.3

0.4

0.0
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are given to the technical staff at the Large Structures Research
Laboratory, NUI Galway.
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Distance from the root (m)
Figure 13. Equivalent flatwise bending moments
3

CONCLUSIONS

In this paper, a method for converting the load spectrum of a 13
m wind turbine blade into the test load for a full-scale fatigue
test is presented. The fatigue loads are computed from FAST
for DLC 1.2, 3.1, 4.1, 6.4 referring to the power producing,
starting, stopping, and parking situations, respectively,
according to the IEC 61400-1 standard. The fatigue damage
prediction is carried out using the fatigue damage modelling
approach recommended by DNV GL (using the Goodman
method). Based on this study, the blade experiences a fatigue
gravity load of over 283 million cycles. Thus, the stresses from
the gravity loading are an important consideration in the fatigue
analysis. In addition, the present study suggests that the meanstress effect may be ignored by simply performing a fatigue life
study based on the Goodman equation. Under this assumption,
the S-N curve, which is a power law function, consisting of the
ratio of the local stress range to the material strength all to the
power of a material constant that is equal to 10 for laminates
with epoxy resin matrix according to [10].
For the operational load cases analysed, it was found that
there was negligible risk of fatigue damage for the
unidirectional materials in the blade. The areas of the blade that
showed a higher risk of fatigue were plies near the root of the
blade, at the leading and trailing edges; however, the expected
lifetime exceeded the 20 year design life of the blade. Finally,
the developed bending moments will be applied to the blade in
the Large Structure Research Laboratory (LSRL) located in the
Alice Perry Engineering Building, NUI Galway. The results
will be validated with the FE models and predictions in this
study.
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ABSTRACT: Renewable energy is now viewed as being the preferred alternative to energy generation from fossil fuels. Wind
energy has been established as a leading form of renewable energy, with tidal energy showing promise in recent years as 15 GWh
was generated in 2019. However, with the advancements in these sectors, new engineering challenges within key components are
presented. The turbine blades, which convert the energy in the resource to useful mechanical energy, are a key component that is
being developed to improve operational performance. The Sustainable & Resilient Structures Research Group provide design and
structural testing solutions for the development of wind and tidal turbine blades. In this paper, the capabilities and facilities of the
group are presented that includes expertise in numerical modelling and large-scale structural testing, which uses a state-of-the-art
multi-actuator load introduction system. Case study examples of wind and tidal turbine blades that have been tested by the group
have been detailed in this paper, along with details of the in-house structural modelling software BladeComp and other numerical
models that have been developed by the group. Further details are available at: http://www.nuigalway.ie/structures/
KEY WORDS: Finite element method; Numerical modelling; Renewable energy; Structural testing; Tidal; Wind.
1

INTRODUCTION

In recent years wind energy has been established as a leading
source of renewable energy and, now, tidal energy is nearing
commercial viability. There is 192 GW (170 GW onshore and
22 GW offshore) of installed wind energy in Europe, where
electricity generated from wind accounted for 15% of the
electricity demand of the EU-28 in 2019 [1] In 2019, electricity
generated from wind energy in Ireland account for 33% of its
overall demand [1]. In 2019, the installed capacity of tidal
stream energy in Europe reached 27.7 MW [2], which is almost
four times as much as the rest of the world. While the total
electricity produced in Europe from tidal energy in 2019
increased by 15 GWh to a total to date of 49 GWh [2].
For these systems to operate up to, and beyond, their design
life spans, the reliability and longevity of certain key
components of both wind and tidal energy converters is
paramount. The blades of these turbines are such key
components. The turbine blades convert the energy of the
resource into mechanical energy, encountering high variations
in loading. In order to ensure that wind and tidal turbine blades
have the required structural capacity, mechanical static and
fatigue testing of the blades is performed.
In this paper, the research activities of the Sustainable &
Resilient Structures Research Group at NUI Galway in relation
to wind and tidal turbine blade testing have been detailed. This
world-leading research work supports the growth of the
renewable energy sector during the development of device
concepts and individual components, as they move through the
Technology Readiness Levels. The capabilities and facilities
available to the group, including their expertise in numerical
modelling and large-scale structural testing, are presented. This
includes a state-of-the-art multi-actuator load introduction
system, which is used to impart the operational loads on the
blades during the physical testing. These capabilities are also

demonstrated through case study examples of wind and tidal
turbine blades that have been tested by the group, along with
details of the in-house structural modelling software
BladeComp and other numerical models been developed by the
group.
2

METHODOLOGY
Aim and objectives

The overarching aim of this paper is to showcase the
capabilities of the Sustainable & Resilient Structures Research
Group for testing the structural capacity of wind and tidal
turbine blades. Therefore, in order to demonstrate these
capabilities, the following aspects will be discussed in this
paper:
 Numerical modelling, in particular the development of
computational fluid dynamics models and the in-house
structural analysis software BladeComp
 Structural testing (mechanical static and fatigue testing) at
the Large structures Testing Laboratory, which uses a
state-of-the-art multi-actuator load introduction system
 Research and development experience of the Sustainable
& Resilient Structures Research Group
Testing standards
In order to ensure that the research is performed to the highest
of standards by the Sustainable & Resilient Structures Research
Group, the physical testing performed by the group is done in
accordance to the relevant technical standards, which are set
out by ISO, IEC, DNV GL and ASTM. However, as the main
focus of the research group revolves around the structural
testing of wind and tidal turbine blades, the relevant standards
set out by DNV GL and IEC are adhered to in the testing

259

Civil Engineering Research in Ireland 2020

laboratory. The mechanical static and fatigue testing of wind
turbine blades are performed in accordance to:
 DNVGL-ST-0376: Rotor blades for wind turbines
 IEC 61400-23 Wind turbines – Part 23 Full-scale
structural testing of rotor blades
and tidal turbine blades are performed in accordance to:
 DNVGL-ST-0164 Tidal turbines – Rules and standards
 IEC 61400-23 Marine energy – Part 3 Measurement of
mechanical loads
Laboratory facilities
The laboratory testing facility at NUI Galway for full-scale
testing consists of a 375 m2 state-of-the-art high-bay Large
Structures Testing Laboratory. The laboratory specialises in
accelerated design life testing of wind and tidal turbine blades
and components, achieved through mechanical fatigue testing
of the full-scale blade within the Large Structures Test Cell at
NUI Galway, which can be seen in Figure 1. The components
of the laboratory relevant to wind and tidal turbine blade testing
include:
 Flexible testing spaces that allow for testing small to large
structural and mechanical elements and materials.
 A large reconfigurable test frame with 4 hydraulic
actuators with advanced actuator control system that
allows for a wide variety of load or displacement
sequences across multiple actuators.
 Servo-hydraulic testing machines with capacities ranging
from 10 kN to 750 kN.
 Hydraulic ring main that allows convenient, efficient test
setup, operation, and maintenance of individual test
systems without disturbing other systems (working
pressure of existing hydraulic ring main is max 207 bar
and with a flow capacity of 180 lpm).





Data acquisition of up to 136 independent high-speed
channels can be carried out simultaneously; displacement,
force, acceleration, strain and other types of sensor are
available to configure the test
3D laser scanning, digital image correlation (DIC) and
laser doppler velocimetry (LDV) for advanced noncontact measurement.
Key testing campaigns and projects

The key testing campaigns and projects completed, to date, by
the Sustainable & Resilient Structures Research Group are:
 H2020 MaRINET2 - Marine Renewables Infrastructure
Network for Enhancing Energy Technologies, Part 2,
where components for GKinetic, Schottel and Orbital
Marine Power have been tested
 LEAPWind – Leading Edge Advanced Protection using
novel thermoplastic materials and processes for offshore
Wind turbine blades, being completed in collaboration
with ÉireComposites and Suzlon Energy Blades
 H2020
FLOTEC
Floating
Tidal
Energy
Commercialisation project, where NUI Galway
collaborated on the blade design using BladeComp with
Orbital Marine Power
 SEABLADE - Systematic Evaluation and Analysis of
BLADEs for a 2MW floating Tidal Energy Converter,
being completed in collaboration with ÉireComposites
and Orbital Marine Power
 ACCORD - Advanced Composite design for Commercial
ORPC RivGen Device, which involved testing a full-scale
foil for ORPC
 OpenHydro blade fatigue testing campaign, which was
completed by the group in 2017

Figure 1. Overview of facilities and capabilities of the Large Structures Testing laboratory, which is operated by the
Sustainable & Resilient Structures Research Group
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3

NUMERICAL MODELLING

Along with their testing capabilities, the Sustainable &
Resilient Structures Research Group at NUI Galway have
developed numerical models using a range of commercial
software packages, including ABAQUS, ANSYS, MATLAB
and ANSYS CFX. This includes the development of
BladeComp, which is an in-house software that is used to
develop optimum design solutions for wind and tidal turbine
blades and complete advanced finite element modelling that is
discussed in Section 3.1. In addition, the research team at NUI
Galway have developed computational fluid dynamics models
of marine renewable energy systems, which is discussed in
Section 3.2.
BladeComp
BladeComp is an in-house developed software package aiming
for the design and optimisation of wind and tidal turbine blades.
BladeComp comprises advanced Finite Element (FE) analysis
techniques and design optimisation strategies for efficient,
robust and rapid design of turbine blades. The methodology
utilized by BladeComp can produce blade models for a range
of input properties, such as aerodynamic profiles, composite
materials, layup distributions and loads. Since the composite
wind turbine blade can be considered as thin-wall structure,
shell elements are utilised by BladeComp to construct the skins
and webs of wind/tidal turbine blade models. The generated
blade FE models are meshed with a combination of triangular
and quadrilateral composite shell elements with a smart
interpolation algorithm. The algorithm controls the local major
axis of the element to be in line with the blade fibre direction,
which ensures the multidirectional laminates are in the correct
orientation. BladeComp is a pre-processing tool and can
interact with ABAQUS and Ansys Mechanical APDL as its
solver. In terms of the blade optimisation, BladeComp involves
genetic algorithm (GA) [3] to generate high-quality solutions
to composite laminate optimisation under multiple design
objectives. To satisfy different design goals, a wide range of
blade attributes can be adopted as the optimisation objectives.

These attributes include, manufacturing cost, blade mass, blade
stiffness and ultimate stress/strain. Figure 3 displays the
concepts utilised by BladeComp, where all the optimisation
procedures, namely the creation of blade FE models, the
analysis of FE models and the GA-based evolutions, are
automated. A user-friendly Graphical User Interface, which can
be seen in Figure 2, is developed for BladeComp to generate
and manage blade models easily and directly. The reliability
and effectiveness of BladeComp were verified in several
research projects which covered both wind and tidal blades [48]. According to the case study performed by Fagan et al. [6],
the application of BladeComp can result in a 23% of mass
saving as well as a 15.5% of manufacturing costs saving in the
structural design of a 13 m wind turbine blade. The structural
design of a 15 kW wind turbine blade was optimised by
BladeComp [5]. Based on the static testing results, the tip
deflection of the blade reduced by 15.8% without increasing the
total material usage.

Figure 3. Design methodology employed by the BladeComp

Figure 2. A 1 MW tidal turbine blade created by the BladeComp
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Computational fluid dynamics
Advanced computational fluid dynamics models have been
developed for wave energy (single and arrays of point absorber
wave energy converters (WECs)) and tidal energy (horizontalaxis tidal turbines) systems. These models have been developed
using the commercial software, ANSYS CFX, where its solver
is based on the finite volume technique [9].
Initially, a methodology for developing a linear numerical
wave tank was developed [10], which was subsequently
expanded to allow for linear irregular waves [11], similar to
what is observed in the ocean. These models have been applied
to a number of applications, including shape optimisation of a
WEC [12], structural health monitoring of WECs [13] and to
modelling the motions of the CECO WEC [14]. The numerical
wave tank model has been coupled with a SWAN model to
investigate the effect of WEC arrays on the waters in the
nearshore wave climate off the West coast of Ireland [15].
Numerical models of tidal flow on horizontal-axis tidal
turbines have also being developed [16]. These models have
been used to estimate the forces on the tidal turbine blades
during operation. In particular, the operational fatigue loadings
induced on tidal turbine blades have been investigated, where
two factors were considered - the presence of a support
structure and varying vertical velocity profile of the tidal
current.
4

(a)

EXPERIMENTAL TESTING CASE STUDIES

In order to demonstrate the testing capabilities of the
Sustainable & Resilient Structures Research Group, two case
studies are presented - a number of tidal turbine blades being
tested, through various funded project, and a wind turbine
blade, which is being tested as part of the LEAPWind project.
Tidal turbine blades
As tidal energy nears commercial viability, it is essential for
developers to use innovation design and manufacturing
techniques in order to produce highly efficient blades. Within
the Sustainable & Resilient Structures Research Group, design
capabilities are offered through their modelling capabilities,
such as BladeComp, and de-risking these new techniques
through large-scale structural testing of tidal turbine blades.
During the structural testing campaigns of the tidal turbine
blades, a comprehensive instrumentation strategy is
implemented in order to monitor the blade during the testing,
using a data acquisition system. The force at each of the load
introduction points using load cells, the displacement of the
blade, in order to model its reaction to the loadings, and the
strains on the blade surface at strategic locations are also
monitored. This allows for in-depth data to be generated to
inform the tidal device developers.
Three examples of tidal turbine blades being tested in the
Large structures Testing Laboratory are shown in Figure 4.
Figure 4 (a) shows a single blade and connection of a 10-blade
hubless turbine, which was developed by OpenHydro, where a
fatigue testing campaign with approximately 1,000,000 cycles
was completed. Figure 4 (b) shows a single blade of a 3-blade
horizontal axis tidal turbine using a single loading point. Figure
4 (c) shows a foil of a helical tidal turbine with a load
introduction system that uses a multi-actuator system, where
further details of the test is given in Meier et al. [17].
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(b)

(c)
Figure 4. Various tidal turbine blades installed for structural
testing, where (a) and (b) use a single actuator and (c) uses the
multi-actuator load introduction system
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To date, the dynamic testing campaign has been completed
on the blade, where the results and findings, along with a
comparison to the numerical model of the blade, are given in
Jiang et al. [21]. The next stage of testing will be the static
testing campaign, followed by fatigue testing. The results from
a previous flapwise static testing campaign [6] are compared to
the results from the numerical model of the blade, with and
without the LEP attached.
800

Total deflection (mm)

Wind turbine blade
The second case study being detailed in this paper is the
structural testing of a full-scale wind turbine blade, which is
currently ongoing at the Large Structures Testing Laboratory,
NUI Galway as part of the LEAPWind project [18, 19]. In this
project, a novel protection system against leading edge erosion
(LEP) is being developed, which is being tested on a full-scale
wind turbine blade undergoing fatigue loading.
The full-scale wind turbine blade is a 13-metre long blade
from a 225 kW wind turbine, which has a mass of 674 kg. The
blade is manufactured from glass-fibre reinforced powder
epoxy composite material using a novel “one-shot”
manufacturing process, which cures the different parts of a
wind turbine blade (i.e. skin sections, spar caps web and root)
in one single process to avoid the need for gluing. Steel inserts
in the root of the blade provide a connection to the steel test
fixture during testing. The steel test fixture has been designed
and manufactured, where the details are provided in Kazemi
Vanhari et al. [20], along with the loading profiles used during
the testing campaign.

FEA model (blade with LEP)
FEA model (blade only)
Experimental testing
Poly. (Experimental testing)

600

400

200

0
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Figure 6. Comparison of the deflections from the FEA model
of the full-scale wind turbine blade under the defined loading
along the length of the blade with and without the LEP
bonded and the experimental results [6]
5

(a)

(b)
Figure 5. A full-scale wind turbine blade, which has the LEP
bonded to the leading edge, installed for structural testing in
the (a) edgewise and (b) flapwise loading direction

CONCLUSION

In this paper, the research activities of the Sustainable &
Resilient Structures Research Group at NUI Galway in relation
to wind and tidal turbine blade testing have been detailed. This
world-leading research work supports the growth of the
renewable energy sector during the development of device
concepts and individual components, as they move through the
Technology Readiness Levels. The capabilities and facilities
available to the group, including their expertise in numerical
modelling and large-scale structural testing, have presented,
along with case study examples of wind and tidal turbine blades
that have been tested by the group, along with details of the inhouse structural modelling software BladeComp and other
numerical models been developed by the group.
The results from testing campaigns that are carried out by the
Sustainable & Resilient Structures Research Group give
developers confidence in their designs as they can examine the
performance of their blades under design loads in a controlled
environment. The ultimate load of the blade can also be
determined and the results can be used to validate the numerical
models used to design the blades. Fatigue testing of the blades
gives an insight into their operational life span as it is
performed using the cyclic loads that the blades would see in
operation and can also be used to validate the material damage
models included in the blade design. This will allow developers
to improve the efficiency of their blade and, ultimately, aid in
lower the levelized cost of energy, making their turbines more
competitive with the more traditional methods of energy
generation (i.e. fossil fuels).
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ABSTRACT: Nowadays the wind energy markets continue to grow to accommodate the current demands of renewable energy.
As the wind turbine blades are susceptible to suffer damage from complex and irregular loading caused by catastrophes,
development of quick and reliable ways for wind turbine health monitoring is becoming crucial. Modal testing is one of the most
commonly used non-destructive health monitoring methods, as any damages could lead to changes in the structural vibration
characteristics. In this paper, a series of modal tests were carried out to measure the natural frequencies of a 13 m wind turbine
blade. Various data acquisition devices, namely the accelerometer, the laser vibrometer and the mobile phone sensor, were
employed and the accuracy of the recorded accelerations and the corresponding Fast Fourier Transform (FFT) diagrams, were
compared. The advantages and disadvantage of the employed techniques were discussed. It was found that all the three devices
could capture the blade natural frequencies accurately, while the mobile phone sensor is recommended for a quick outdoor natural
frequency testing under limited testing conditions.
KEY WORDS: Renewable Energy; Wind Energy; Sustainable Development; Wind Turbine Blade; Natural Frequency Test; NonDestructive Test.
1

INTRODUCTION

The wind energy is gaining increased attention as an unlimited,
free and renewable resource. For the efficiency improvement
of extracting wind energy, wind turbines are becoming larger
and are expanding to offshore locations. With the rapid
improvement of technologies, the global offshore wind market
grew nearly 30% per year between 2010 and 2018 [1].
During operation, the wind turbine blades are suffering from
complex wind conditions which make the blades susceptible to
damages. As the essential components of wind turbines, the
failure of blades are very costly as the failure can potentially
damage other components of the turbine (e.g. the tower, the
nacelle, etc.) and the adjacent turbines [2]. Hence, besides the
necessary quality control in the manufacturing stage, the wind
turbines should be inspected periodically to prevent the
damages and accidents of the components during operation.
There are many challenges in the inspection of blades, such as
the high-thickness of the composite laminates, the complexgeometry of the blade components and the on-site
environmental conditions [3]. For the purpose of compromising
the original state of the wind turbine blade and not affecting the
blade quality, non-destructive testing (NDT) techniques are
widely used in blade inspection. In the past, there are many
NDT techniques, such as vibration analysis [2], shearography
techniques [4], thermography techniques [5], ultrasonic
techniques [6] and X-ray CT techniques [7], proposed for the
damage detection and the condition monitoring of structures.
As one of the most widely used techniques for condition
monitoring, the vibration analysis will be of focus in this
research. Regarding the wind turbine blade, strain gauges are
usually integrated and are capable of providing the data for
vibration analysis. But these instruments are not robust for
long-term use [2]. Hence, periodical blade inspection with

external devices is necessary and a quick, simple but accurate
NDT technique will gain benefits of the wind turbine blade
inspection.
There are two main objectives of this research - to obtain the
natural frequencies of a 13 m wind turbine blade and to explore
the suitable testing devices for a purpose of simple but accurate
on-site natural frequency testing. A reference natural frequency
test, using the modal testing method, is carried out in flapwise,
edgewise and torsion-wise direction of the blade. With the test
results used as the reference data, the feasibility of three
devices, namely the mobile phone sensor, the laser vibrometer
and the accelerometer, in the outdoor natural frequency testing
are explored. The advantages and disadvantages of using the
three devices are discussed and compared based on the testing
data.
2

REFERENCE NATURAL FREQUENCY TESTING

The test described in this section aims to acquire the blade
natural frequencies with the most commonly used testing
method, which employs single-axis accelerometers installed on
the blade. The obtained natural frequency values will be used
as the reference values to be compared to in the next section.
The natural frequencies will also provide useful data to the
future static and fatigue tests of the wind turbine blade.
Overview
The test specimen is a 13 m long wind turbine blade made with
glass-fibre reinforced powder epoxy. As shown in Figure 1, the
blade is mounted on a steel support frame, with the trailing edge
in the upward direction. It will be tested under static loading to
verify its strength in ultimate weather conditions, and under
fatigue loading to validate its durability in long-term
operations. The natural frequency testing performed in this
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study aims to detect the dynamic characteristics of the wind
turbine blade, which can provide useful information when
designing the test setup and defining the test loading for the
later static and fatigue tests.

the first 5 blade modes are of concern, only the responses in the
frequency range of 0 ~ 50 Hz are displayed. Significant lowfrequency noises (< 5 Hz) can be found in the FFT plot. These
noises could be introduced by the data acquisition accessories
and instruments (e.g. the cable, the ports and the
accelerometers). From the FFT analysis, the first two flapwise
natural frequencies of the wind turbine blade can be addressed
as 2.56 Hz and 7.77 Hz. It should be noted that the blade
vibration in torsion-wise direction can also cause the flapwise
responses of the accelerometers. Therefore, conducting the
torsion-wise natural frequency testing is necessary, which are
detailed in section 2.4.

Figure 1. The 13 m wind turbine blade
The modal testing, a widely used testing methodology for
characterising vibration properties of an object, is carried out in
this study. As a kind of vibration testing, modal testing is
capable of measuring natural frequencies, damping ratios and
modal shapes of an object. The modal testing consists of two
phases, which are the testing phase and analysing phase. In the
testing phase, the blade is vibrated and its acceleration
responses are recorded. In the analysing phase, the fast Fourier
transform (FFT) algorithm is employed for analysing the blade
responses under different frequencies. The blade natural
frequencies, damping ratios and modal shapes can be addressed
from the FFT spectrum. In the following subsections, three
tests, for addressing the blade natural frequencies in flapwise,
torsion-wise and edgewise directions, are detailed and the
corresponding results are discussed.
Flapwise testing
For testing the flapwise natural frequencies, four single-axis
accelerometers were installed on the blade suction side. As
shown in Figure 2, the accelerometers were placed along the
blade at distances of 5 m, 7 m, 9 m and 12 m from the root,
respectively. The accelerometer locations were adopted based
on the blade modal shapes, given by a preliminary numerical
natural frequency analysis. To vibrate the blade in flapwise
direction, a hammer was utilised to give a transient impact to
the blade tip.

Figure 3. Average FFT spectrum of the flapwise natural
frequency testing
Edgewise Testing
Figure 4 shows the accelerometer locations in the edgewise
natural frequency testing. The four accelerometers, pointing to
the blade trailing edge, were installed along the leading edge of
the blade. Similarly, the blade was triggered to vibrate in
flapwise direction with a transient impact at the tip location.
The average response spectrum calculated by the FFT
algorithm is shown in Figure 5. It could be observed that the
first two edgewise natural frequencies of the blade are 4.25 Hz
and 16.22 Hz, respectively. It should be highlighted that the
second edgewise frequency is the same as the third flapwise
frequency of the blade, as can be figured out in Figure 3. It
means that under a frequency of 16.22 Hz, the blade has a
combined flapwise and edgewise vibration. As the blade has a
relative thin thickness compared to its chord length, the blade
torsion-wise vibration can be considered to have a negligible
influence on its edgewise vibration.

Figure 4. Accelerometer layout for the edgewise natural
frequency testing

Figure 2. Accelerometer layout for the flapwise natural
frequency testing
The recorded accelerations (sampling rate: 1000Hz) were
analysed using the FFT algorithm. The obtained four FFT
spectra were averaged to minimise the data deviation at
different locations. The average plot is shown in Figure 3. As
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Figure 5. Average FFT spectrum of the edgewise natural
frequency testing
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Torsion-wise Testing
It should be noted that the torsion-wise vibration will cause the
accelerations in the flapwise direction. Thus, the torsion-wise
testing was carried out to distinguish the torsion-wise modes
from the obtained flapwise modes. To capture the blade
torsional vibration, the accelerometers were placed on the blade
as a 2×2 array. Any torsion-wise movements of the blade will
cause opposite responses of the accelerometers located on the
upper row and lower row. Similar to the flapwise testing, a
transient impacted was imposed to the blade tip. Figure 7 shows
the average FFT plot of torsion-wise testing. The response
spectrum has a similar frequency distribution as that of the
flapwise testing since the blade was vibrated in the same
direction. But by comparing the amplitude-phase of the FFT
results, it could be figured out the under the frequency of 33.7
Hz, the blade has a torsion-wise movement.

Figure 6. Accelerometer layout for the torsion-wise natural
frequency testing

Figure 7. Average FFT spectrum of the torsion-wise natural
frequency testing

vibrometer is also a reliable and precise tool for measuring the
blade vibrations. Based on the Doppler effect, the laser
vibrometer can make non-contact vibration measurements of a
surface. This could simplify the test setup progress and reduce
the test preparation time. With the rapid development of the
hardware, it is quite common for engineers to integrate sensors
into smartphones. Nowadays, most smartphones have built-in
motion sensors (e.g. accelerometer, gyroscope, compass, etc.)
which make them more than a communication tool. Thus, the
internal accelerometer of a smartphone has the potential to
capture the blade vibration. In the following sections, the
accelerometer, the laser vibrometer and the mobile phone
sensor are used to carry out the modal testing of the blade. The
performances of each device, in terms of accuracy,
compatibility, and ease-of-use, are compared and discussed.
Test Setup
Different from the reference test, only the acceleration of a
single point on the blade surface was measured. The
measurement point was addressed at a location of 7 m away
from the blade root as this location was found to be sensitive to
the first 5 models of the blade in the reference test. Figure 8
shows the test setup. To capture the blade vibration, the mobile
needs to be attached to the blade surface so that both objects
share the same vibration. To simulate the outdoor condition, the
mobile phone is constrained to the blade by the tapes instead of
any specially designed fixtures. The mobile internal gyroscope
was utilised to ensure the mobile phone was parallelly attached
to the blade. The mobile acceleration data was recorded by its
internal system, and thus no connection wire was required. This
can simplify the test set up progress and shortens the
preparation time, which makes the mobile phone suitable for
quick outdoor testing. As the mobile phone sensor is not
specifically designed for precise data acquisition, it only has a
maximum sample rate of 100 Hz. It means that the mobile
phone cannot capture any response with a frequency higher
than 50 Hz.

The aforementioned tests were repeated 3 times each to
ensure the accuracy of the results. The natural frequencies of
the 13 m wind turbine blade were addressed and summarised in
Table 1. These frequencies will be used as the referenced values
to validate the accuracy of the testing results obtained from
various data acquisition techniques, which are detailed in the
following sections.
Table 1. Natural frequencies of the blade
Mode #
1st Flapwise
1st Edgewise
2nd Flapwise
2nd Edgewise
1st Torsion-wise
3

Frequency [Hz]
2.56
4.25
7.77
16.22
33.27

Period [s]
0.39
0.24
0.13
0.06
0.03

TESTING WITH VARIOUS TECHNIQUES

The second objective of this research is to propose an easy but
accurate natural frequency testing methodology, which can be
suitable for outdoor inspections. As utilised in the reference
tests, using the accelerometer could be one option of measuring
the blade response in the modal testing. Alternatively, laser

Figure 8. Detailed test setup of the three devices
The laser vibrometer was also set up for recording the
acceleration. It consists of three components, namely the
scanning head, the controller and the laptop. The scanning head
shoots the laser beam to the target surface to capture the raw
vibration data. The raw data is transferred to the controller to
be further converted to acceleration data and then is recorded
by the controlling software in the laptop. One of the benefits of
using laser vibrometer is that it has highly integrated hardware
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and software, which enables real-time data processing. With
data automatically analysed during the data capturing, time of
post-processing is saved. As this device employs laser for
vibration measurement, there is no direct contact between the
scanning head and the blade, which is another benefit of using
the laser vibrometer. But on the other hand, the three
components of the vibrometer will induce issues of mobility. In
this test, the laser beam was targeting the mobile phone instead
of the blade surface to measure the vibration of the mobile
phone. In such way, the vibration of the mobile phone is
recorded by the vibrometer, which makes it easy to compare
the accuracies of the two devices. Additionally, one
accelerometer was also attached to the mobile phone to provide
reference data for accuracy validation.
In this study, two ways of vibrating the blade were
considered. The first method is to impose a transient impact to
the blade tip, which was used in the reference test. Under the
transient impact, the blade vibrated under tint magnitudes in a
short interval. The second method is to deflect the blade tip
manually with a distance of a 400 mm and release the force to
vibrate the blade. The blade vibrated under relatively large
magnitudes in a long interval. As the test focuses on the
accuracy of different devices, only the flapwise natural
frequency testing was conducted.

(b) Acceleration recorded by the accelerometer

(c) Acceleration recorded by the laser vibrometer

Test Results and Discussions
3.2.1

Hammer Impact Test

Similar to the reference test, a transient impact was introduced
to the tip to vibrate the blade in flapwise direction. Figure 9
shows the acceleration data captured by the three devices. It can
be observed that the peak acceleration recorded by the mobile
phone sensor is 2.22 m/s2 while that recorded by the vibrometer
and accelerometer are 8.49 m/s2 and 9.19 m/s2, respectively.
The mobile phone sensor failed to capture the peak acceleration
introduced by the transient impact, due to its low sample rate,
which is 100 Hz. Moreover, significant noises can be observed
in the data recorded by the mobile phone sensor, which is
another disadvantage of using the mobile phone sensor for the
acceleration recording.
(a) Acceleration recorded by the mobile phone sensor

Figure 9. Acceleration time-history plots of the three devices
Figure 10 shows the FFT results calculated from the recorded
acceleration data of the three devices. Due to the influence of
noises, there is no significant spike found in Figure 10 (a),
indicating the mobile phone sensor is not suitable for the
natural frequency testing under the transient impact. It can be
observed that the FFT spectrum analysed from the laser
vibrometer data matches well with that from the accelerometer
data, which proves the high accuracy of the laser vibrometer.
Similar to the reference test, the data recorded by the
accelerometer had low-frequency noises, as shown in Figure 10
(b). But in the FFT plot of vibrometer, the spectrum is clear in
the low frequency range (< 5 Hz). The natural frequency values
obtained under transient impact can be found in Table 2. Both
the 1st and 2nd flapwise natural frequencies agree well with the
reference values in Table 1, proving that the laser vibrometer is
of high accuracy. As the accelerometer and the laser vibrometer
were both targeting the mobile phone, which was attached to
the blade surface. It could be concluded that the simple fixture
with tape can be a sufficient way of constraining the mobile
phone in the outdoor testing.
(a) FFT result obtained from the mobile phone sensor
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(b) FFT result obtained from the accelerometer

(c) FFT plot result from the laser vibrometer

Figure 11. The shift of target point under large vibration

Figure 10. FFT results of the three devices (hammer impact)
Table 2. Natural frequency testing results comparison
(transient impact)
Mode #
1st Flapwise
2nd Flapwise
3.2.2

Mobile
-

The accelerations recorded by the mobile phone sensor and
the accelerometer are plotted in Figure 12. The peak
accelerations from the two devices are 2.95 m/s2 and 2.59 m/s2,
respectively. Compared to the test under the transient impact,
fewer differences between the peak data from the mobile phone
sensor and the accelerometer was observed, indicating that the
mobile phone sensor is possible to capture the blade vibration
under the pull-release vibration.
(a) Acceleration recorded by the mobile phone sensor

Frequency [Hz]
Accelerometer Vibrometer
2.56
2.56
7.77
7.77

Pull-Release Test

As the mobile phone sensor failed in the natural frequency
testing under the transient impact, an alternative way of
vibrating the blade, called the pull-release, was employed.
Initially, the blade tip was manually pulled to have a flapwise
deflection of around 400 mm. Then the applied force was
released to trigger the blade flapwise vibration. Compared to
the vibration caused by the transient impact, the blade vibrates
under larger amplitudes in a longer interval. It should be noted
that the laser vibrometer is not suitable for measuring object
under large movements. As there is no direct contact between
the scanning head and the blade, the large deflection will cause
the shift of the targeting point, which is shown in Figure 11.
Errors will be introduced to the recorded data, and hence, the
laser vibrometer will not be considered in this pull-release test.

(b) Acceleration recorded by the accelerometer

Figure 12. Acceleration time-history plots of the two devices
The FFT responses obtained from the two devices are shown
in Figure 13. Regarding the mobile phone sensor, despite the
noises found in the spectrum, the first two blade flapwise
natural frequencies are clear. This proves that under large
vibration magnitudes and long vibration intervals, the mobile
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phone sensor can capture adequate data to reduce the influence
of noises in post-processing. Compared with Figure 10 (b), the
FFT spectrum obtained from the accelerometer only captured
the first two flapwise blade natural frequencies. It can be
concluded that less information can be seized in the pull-release
triggered vibration than that of the transient impact triggered
vibration. But considering that the first 2 flapwise natural
frequencies are of main concern to the engineers, this vibration
method could be utilised in the outdoor testing, especially when
test conditions are limited. Table 3 summarises the natural
frequency values obtained in this test. Excellent agreement
between the test results and the reference values can be found.
(a) FFT result obtained from the mobile phone sensor

These features make it suitable for testing the blade natural
frequency under limited condition. But compared to the other
two devices, it has a lower sample rate and more noise is
observed. Hence, it is only suitable when the blade is under
large vibration amplitudes and long vibration time. The laser
vibrometer employs non-contact testing techniques by using
laser beams. It has the least noise among the three devices. No
wires are required for connecting the blade to the scanning
head. All the data is processed automatically. But to conduct
the test, scanning head, controller and laptop are required,
which reduces its mobility. Due to the feature of the laser beam,
the vibrometer is only suitable for testing of objects under small
vibration. The accelerometer is suitable for tests under both
large and small vibrations. It has less mobility compared to the
mobile phone sensor but has higher accuracy. The main
disadvantage of using the accelerometer is that it requires a
wired connection, which may introduce difficulties under
restricted conditions.
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ABSTRACT: This paper outlines the testing of a five metre long helical composite foil from Ocean Renewable Power Company’s
(ORPC’s) RivGen® Power System at the Large Structures Research Laboratory at National University of Ireland Galway (NUI
Galway) in January 2020. The full-scale laboratory tests were designed to analyse the load sustaining ability of the foil and to
evaluate strain and deflection characteristics from static and cyclical loading regimes, which could be compared to numerical
analyses. The tests were also designed to test the efficacy of a novel clamped foil joint arrangement and validate the manufacturing
techniques employed in the joint between the leading edge and trailing edge assembly. Data collected included actuator loads and
displacements, foil deflections using draw wire sensors, and strains at numerous locations along the foil using both linear and
rosette strain gauges. The test also provided the opportunity to employ a novel load introduction mechanism, namely the combined
use of actuator and wire and pulley methods. The foil test setup performed well overall, but highlighted that (i) foil strain values
were higher than predicted, (ii) movement in the load introduction clamps led to inconsistencies of load introduction over the
course of the test period, (iii) wire stretch and zero point setup discrepancies made test to test comparison challenging, and (iv)
non-representative loading points on the foil led to separation of composite bond line along the trailing edge of the chord during
cyclical loading regimes.
KEY WORDS: Cross-Flow Turbine; Helical Turbine Foil; Materials; Mechanical Testing; Marine Hydrokinetic (MHK) Energy;
Tidal Energy.
1

INTRODUCTION

In order to reduce the dominating, market share of fossil fuels
on the global energy budget, alternative energies from a variety
of different sources must be exploited. One such potential
source is the capture of marine hydrokinetic (MHK) energy
harnessed from river or tidal flows. The former is a mature
industry in the case of large permanent hydroelectric plants, but
smaller mobile, moored systems are of special interest in
remote locations where utility grid connection may be less
widespread. Since servicing of these remote installations can
be challenging and costly, the mechanical reliability of
subsystem components such as turbine foils and their
supporting mechanical structures in such devices is paramount.
Rigorous testing regimes in controlled laboratory conditions
must be employed to evaluate the performance of these specific
components as functions of design, cost benefit, manufacturing
processes, mechanical strength, and fatigue longevity prior to
deployment in the field. Since the foils are a critical component
of a tidal or river turbine, representative samples should be
physically tested in order to ensure that the actual performance
and structural efficiency of the foils and their connection to the
turbine shaft and driveline is consistent with their predicted
performance and specifications. This is true both in terms of
ultimate loading, but also with respect to their service life.
Ocean Renewable Power Company (ORPC) have chosen a
cross-flow axis (CFA) oriented turbine arrangement for both
their tidal and river power systems (TidGen® and RivGen). A
CFA arrangement has fewer moving parts than slew and yaw
adjusted axially oriented turbines [1]. The subsequent design
simplifications are beneficial for remote deployments. Unlike
axial flow turbines, CFA turbines can be designed with
different aspect ratios, enabling them to be installed in
shallower river and tidal sites. The helical foil arrangement is

advantageous in semidiurnal tidal regimes, where its selfstarting and independence of flow direction is beneficial [2].
This is a less critical design consideration for riverine
deployments; however, the reduction in torque pulsing leads to
improvements in foil fatigue life, hub wear and output power
pulsing [3].
ORPC have developed and deployed their RivGen Power
System (Figure 1) in the Alaskan village of Igiugig to provide
a significant proportion of the community’s electricity
requirements, offsetting their diesel requirements by up to 50%.

Figure 1. ORPC’s RivGen power system on anchor prior to
installation on the Kvichak River in Igiugig, Alaska. July
2019
The RivGen turbine is comprised of a horizontally aligned
hub and shaft oriented perpendicular to the flow of water.
Three helical foils scroll around this central axis through an
angle of 135 degrees and are fully supported between three
struts. The foil is extended beyond these struts by two
cantilevered end sections (Figure 2).
Under the Sustainable Energy Authority of Ireland’s (SEAI)
ACCORD project, ORPC worked with project partner
EireComposites Teo to develop a turbine design which reduces
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manufacturing costs, while improving turbine efficiency to
positively affect the RivGen Power System’s Levelised Cost of
Electricity (LCOE). This design was then subjected to static
and fatigue load analysis at NUI Galway’s large structures test
facility.

Figure 3. ORPC RivGen test fixture
Figure 2. RivGen turbine with bonded foil connection
Field testing by ORPC highlighted a weakness in the bonded
joint connection between the foils and the turbine struts. In
partnership with Eiré-Composites Teo and informed by the
field tests, ORPC adopted an innovative composite
manufacturing approach and foil clamp arrangement, the aim
of which is a cost effective and structurally efficient design.
However, in order to validate this aim, the following objectives
needed to be investigated:
 To develop a testing regime that efficiently addressed the
challenges posed by representative life cycle load
introduction into a helical foil.
 To investigate the structural design methodology of the
foil and its hub connection with respect to strains and
deflections during static testing.
 To analyse the structural behaviour of the novel
attachment system solution (clamped foil/hub connection)
under static and cyclic load.
In this paper, the methodology and the design considerations
of the test fixture set-up, the challenges posed by the foil
geometry and key findings of the test regime will be presented.
2

EXPERIMENTAL METHODS

A novel clamping arrangement designed by ORPC was
introduced as an iterative improvement to the RivGen turbine
joint. For testing purposes, this concept was subjected to static
and cyclical loading to quantify structural performance. A
single foil was supplied with a shaft and three representative
joint sections, with load introduction clamps to apply radial
loads to the foil at suitable locations. A steel torsion frame was
supplied by NUI Galway as per ORPC design to support the
foil during testing (Figure 3).
The helical nature of the foil presented challenges in terms of
load introduction. During normal operations, each foil would
be subjected to a distributed load along its span. For testing,
this distributed load had to be simplified to point loading at the
centre point between struts. From the test facility perspective,
this investigation offered the opportunity to test a novel load
introduction method. While the load introduction at the primary
cantilevered end required tension (away from the hub axis) and
compression (towards the hub axis) loading through the zero
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load condition, and necessitated direct load introduction by an
actuator, loading at the fully supported section was in a single
direction only (toward the hub axis) to best represent simulated
loads on the turbine during operation.
Rather than attempting to orient an actuator in this loading
direction, a pulley and wire solution was deployed to allow
tension from the actuator to pull the foil section towards the hub
axis. Examples of steel cable load introduction can be found in
the wind turbine and wing testing realm [4], but this method
represents a new departure for the NUI Galway facility. This
load introduction method improves flexibility for future
complex load introduction requirements. Despite some of the
complexities of the test regime as outlined in the specification,
the test fixture performed well with iterative improvement over
the course of the project. Challenges in terms of narrow foil
clamps and excessive actuator pivot friction were satisfactorily
addressed, which highlighted the flexibility of the NUI Galway
team and their in-house mechanical support capabilities. Issues
with system compliance, introduced with the use of the wire
rope and chandlery and load introduction clamp slippage, leave
room for future improvement.
NUI Galway facilities
The physical testing was conducted in the Large Structures
Research Laboratory located in the Alice Perry Engineering
Building, NUI Galway. The Sustainable and Resilient
Structures
Research
Group
at
NUI
Galway
(www.nuigalway.ie/structures) has many years of experience
in structural design and processing of glass and carbon fibrereinforced composite materials [5]. As a member of the SFI
MaREI Centre for Energy, Climate and Marine, the group has
developed advanced computational design methodologies for
tidal and wind turbine foils, performed design and optimisation
studies on tidal and wind turbine foil structures of several scales
[6], and conducted structural testing of components for a 3/8th
scale foil and rotor subsection for the OpenHydro prototype
tidal turbine [7].
The test space (Figure 4) is a configurable environment for
testing small- to large-scale structural and mechanical
elements. Large structures testing is typically completed using
one or more hydraulic actuators with capacities ranging from
250 kN to 750 kN and up to 670 mm stroke length. Large
structures testing is conducted on a 10 m x 6 m strong floor
with anchor points at 500 mm to 1000 mm centres, each having

Civil Engineering Research in Ireland 2020

Figure 4. Test rig installation in the large structures test cell in
NUI Galway
a working load capacity of 500 kN. The instrumentation
available in the lab includes:
 Piezoelectric accelerometers
 Linear Variable Differential Transformers (LVDTs)
 Draw wire potentiometers (string-pots)
 Strain gauge load cells
 Electric resistance strain gauges
 Vibrating wire sensors
 Digital Image Correlation (DIC), 3D laser scanning
and Laser Scanning Vibrometery (LSV)

such that load introduction was applied at the maximum
thickness of the foil chord camber line with vectors aligned to
the rotational axis of the foil hub. Due to the helical nature of
the foil this would have proved challenging were direct actuator
connections required. Significant hardware would have been
required to position and align the actuators correctly to conform
to this loading regime. However, since loads only cycled
through zero at the cantilevered section, a system of pulley and
wire rope was chosen to minimise hardware at the mid-section.
The foil fixture was designed to orient the load introduction
point at the cantilevered section normal to the vertically
oriented 500kN Fox-VPN actuator while allowing line tension
to orient the 250 kN Fox-VPN actuator (Figure 6).
Expected deflections required to generate the target loads
were provided by ORPC and found to lie within the available
stroke of both actuators. While the 500 kN was considerably
Table 1. Specified loads and deflection
Scale
Factor
0.000
0.125
0.25
0.375
0.75
1.00

Load
End
[kN]
0
-2.25
-4.5
-6.75
-13.5
-18

Load
Mid
[kN]
0
4.75
9.5
14.25
28.5
38

Def End
[mm]
0
-22.38
-42.82
-68.23
-136
-179.4

Def Mid
[mm]
0
-4.061
-8.327
-12.01
-24.65
-32.95

The laboratory has a state-of-the-art data acquisition system
with up to 120 channels including strain, load, displacement,
acceleration and voltage measurements, together with
synchronised HD video recording. The testing for the presented
study used the modular steel frame, two hydraulic actuators and
a wide range of available instrumentation to maximise the data
capture and scientific output within the scope of the study.
Load definition
2.2.1

Static loading

Loading was applied to the foil fixture using a 500kN Fox-VPN
actuator and 250 kN Fox-VPN actuator through clamps on the
cantilever tip end and mid-section, respectively (Figure 4). An
iterative approach was adopted to the application of static
loads. Each load case defined in the loading specification was
first applied manually starting with loading and unloading by
manual jog control using displacement control, and then
automated ramp cycles were programmed with a dwell time at
the fully loaded condition. These target loads and expected
deflections and strains are summarised in Table 1, where ‘End’
refers to the cantilevered tip end, and ‘Mid’ refers to the fully
supported mid-section. ‘Def’ refers to foil deflection. Strains
and foil deformations were recorded at predetermined locations
and compared to these numerically derived predictions.
2.2.2

Figure 5. Specified cyclical loading regime

Cyclical loading

Cyclical load profiles were provided which highlight a phase
shift on load introduction between the two sections due to the
helical foil design ( Figure 5). This required the use of CyclicPro feature on the Cubus control software. The load
introduction definition required that the load line be oriented

Figure 6. Wire rope and pulley system
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oversized for the target loads, its geometry allowed direct
connection to the load clamp without the requirement for the
fabrication of extensions. The use of wire rope for the 250 kN
actuator also facilitated a relatively easy set-up, since the length
of the wire rope could be adjusted using bull-dog clamps. The
final assembly was installed and tested in late December 2019
and testing began in January 2020 (Figure 7).

the rotational hub of the in-field assembly and provided an
attachment point for the secondary, mid span load introduction
eyes. An additional eye allows for a third load introduction
point for future testing of the same foil arrangement. The test
fixture was positioned to align the end-section adapter plate
with the pivot on the 500 kN actuator and aligned with the
longitudinal axis of the test frame, as shown in Figure 9 where
(a) indicates the direct connection of the 500 kN actuator, (b)
the wire rope arrangement for the 250 kN actuator and (c) the
floor clamps which attached the frame to the strong floor.

Figure 8. Outrigger supports installed at the clamp on the
cantilever tip end load introduction point

Figure 7. RivGen foil test fixture installed in the large
structures test cell in NUI Galway
Load introduction clamps
The supplied foil clamps were fabricated from the same glass
fibre material as the struts and machined to conform to the 3D
geometry of the foil profile at the desired location. They relied
on bolt torque to provide the required friction to retain the
clamp at that location, with added friction provided by a rubber
sheet. The clamp for the cantilevered section was oriented so
that it was horizontal at the desired location, to connect directly
to the vertically aligned 500 kN actuator. The flap wise loading
regime was defined in the specification. Both load clamps
exhibited wandering behaviour upon introduction of cyclical
loading. The helical twist and the foil taper introduced a
tendency for the clamps to rotate, further adding to some
undesired loading patterns. This suggests that a combination
of clamping and adhesive would be more beneficial in future
tests. In addition, during pre-trial static testing and bedding in,
the load clamp at the cantilevered section proved too narrow to
overcome the internal friction of the large pivot on the 500 kN
actuator. This was overcome to some degree with the addition
of outrigger supports (Figure 8).
Test fixture assembly
The test frame was designed by ORPC with input from NUI
Galway and provided a rigid steel base through the use of a
central torsion tube. The test frame was manufactured by Rynn
Engineering. Flange plates were welded on to attach the struts
in the correct rotation angle. The central torsion tube mimicked
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Figure 9. RivGen test fixture: (a) connection of 500kN
actuator to foil, (b) wire rope, (c) floor clamps to attach the
frame to the strong floor.
The pulley was introduced to divert the load line from tension
upward from the actuator to tension downward in terms of foil
deflection. Shackles and swivels were used to attach the pulley
via the eye welded to the hub tube to allow it to align with the
desired load line under tension. Since the exact locations of the
various components could not be ascertained with any
meaningful degree of accuracy prior to installation, the eyes
were welded on at a 45-degree orientation. As such, this meant
that the load introduction angle may not have aligned perfectly
with the central hub axis. Further testing using this test fixture,
should introduce a rotational degree of freedom to the pulley
eyes to allow for adjustment in their position after installation.
Rather than trying to align the test fixture directly over anchor
points in the strong floor, the thick profiled floor clamps
allowed some flexibility with final position.
Due to the tendency of the actuators to extend under the
influence of gravity once powered down, the lock down
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procedure every evening required the disconnection of the 500
kN actuator. Otherwise, the full weight of the actuator piston
assembly would have loaded the foil overnight and led to
potential foil damage. The pivot was disconnected from the
foil clamp and the actuator pulled to the side using a chain
block. This had implications for the definition of the zero-load
condition and the post processing of data since the exact
location of the pivot on the clamp could not be guaranteed.
3

RESULTS AND DISCUSSION
Static loading

50
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0
-10
-20
-30

y = -1.1533x + 0.0718
End 500 kN
Mid 250 kN
0.39 utl 500
0.39 utl 250
Linear (End 500 kN)
Linear (Mid 250 kN)

y = 0.0997x - 0.0411
-200

-150

-100
-50
Deflection [mm]

Load [kN]

The static loading steps were applied in an iterative process. A
combination of manual control and automated ramp cycles
were employed at each load step. The experimental data in
terms of foil deflection at the tip end and the mid-section was
in good agreement with the predicted values from the numerical
model. This helps to validate the model, which can inform and
optimise turbine foil design going forward. However, further
investigations into the over-prediction of strain values need to
be completed to underpin the reliability of the model. A
comparison of the predicted values of load versus deflection
and the experimental data is presented in Figure 10. The end
location (Station1) loading showed negative load
(compression) as per convention from the actuator load cell and
negative deflection, from the tip end string pot. The mid
location (Station 3) showed positive load from the actuator
(tension) and negative deflection, due to the wire and pulley
operation. In the figure, the legend labels “End 500 kN” and
“Mid 250 kN” refer to the predicted load and deflection values
provided for the End-Section and Mid-Sections respectively.
The legend labels “0.39 utl 250” and “0.39 utl 500” refer to a
selection of observed data points taken at 0.39 x Ultimate Test
Load (UTL) scale factor. The “Linear “, dashed lines are plotted
linear regressions of the predicted data points with their
respective line equations beneath. The cut-off conditions for
testing were defined as tip-end deflection measured in excess
of 100mm and strain at the reference gauge position exceeding
5000 μstrain. Since the static loading regime was carried out
in an iterative process it became clear that this μstrain limit
would be exceeded well in advance of the UTL. Therefore, the
loading UTL was redefined to correspond with the Scale Factor
0.375 in the preceding Table 1.

0

Figure 10. Comparison of the expected and observed load
versus deflection response at two locations along the foil

Fatigue loading
Initially an oscillation frequency of 1 Hz was desired to obtain
a high number of fatigue cycles. However, a maximum
oscillation frequency of 0.2 Hz was found to be possible, based
on the required deflections and the available oil flow capacity
of the servo valves. As such, including set-up time and
modifications required to the end-section foil clamp, 35000
cycles were performed under the defined cyclical regime. The
ranges of load and deflection at a number of different cycles are
outlined below. Table 2 and Table 3 show very little change in
the load and deflection rates over the course of the study. The
original reference strain gauge failed during the course of the
investigation, so reference strain values are presented for
L2AT, which was located on the top surface of the foil at the
tip side of the first strut.
Table 2. End-section loading
Cycles

4985
10986
14990
19988
26084

Load
Range
[kN]
7.78
7.52
7.47
7.50
7.60

Def
Range
[mm]
89.8
88.8
88.7
88.5
88.3

Reference
Strain Range
[μstrain]
3819.3
3740.0
3743.5
3729.7
3733.9

Run Index

7.03
8.04
9.06
10.4
12.1

Table 3. Mid-section loading
Cycles
4985
10986
14990
19988
26084

Load Range
[kN]
13.42
13.10
13.11
13.13
13.44

Deflection Range
[mm]
11.9
11.9
12.1
12.3
12.7

Run Index
7.03
8.04
9.06
10.4
12.1

Slight lateral shifting of the mid-section load clamp was
observed following the beginning of the fatigue loading regime.
Since delays had already been incurred to remedy the end
station load clamp, it was deemed advisable to proceed.
Informed by the method adopted by Yu et al [8], retrospective
analyses investigated the hysteresis curves at different times, in
each run and revealed that the slope of the load versus
deflections for the end-section (Station 1) remained consistent
throughout the full investigation. This is despite the fact that
the 500 kN actuator was removed from the load clamp at the
end of each day. The slope of the load versus deflection at the
mid-section (Station 3), however, showed a gradual and
consistent trend that is consistent with slippage of the load
introduction clamp. This is further supported by the fact that a
small readjustment of the clamp occurred at around 29000
cycles, and a more drastic and full removal and reposition of
the clamp occurred at around 30000 cycles. Examples of the
single hysteresis curves for both actuators are plotted in Figure
11 and Figure 12. A selection of data points along the positive
loading cycle were extracted and a polynomial line fit created
to ascertain the slope. These slopes were subsequently plotted
against the cumulative number of cycles (Figure 13).
Separation along the trailing edge where the composite layers
of the foil meet over the mid-section length was observed at
around 10000 cycles. However, no visual effect of this is
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observable in the experimental data, suggesting it may have
occurred prior to this during static testing. No visual evidence
of damage was witnessed at the end-section throughout the
course of this investigation. A reason for this may be that the
cantilevered free end and the freedom to rotate with applied
load to follow its helical shape. The mid-section span was
constrained at both ends, which meant the point loading at its
centre likely tried to twist the foil relative to its helical shape.

Figure 11. Hysteresis curve of load-deflection at the 2000th
cycle for the mid-section of the foil (i.e. location of the 250kN
actuator)

4

CONCLUSIONS

This paper summarises the objectives, methodology and some
key results from the testing of the ORPC RivGen helical turbine
foil and joint, in the Large Structures Test Cell at NUI Galway
between January 13th to February 3rd, 2020.
In terms of structural performance, the foil showed excellent
agreement in terms of predicted deflections and loads during
static testing, but higher strain response behaviour than
suggested by numerical predictions. The point loading was
unable to accurately simulate the distributed loading
experienced by the foil in the field, and this is the likely cause
for separation along part of the trailing edge bond. The project
overall, provided a useful tool for ORPC to validate a new foil
to strut joint arrangement, and gain valuable insight into the
performance of the numerical model.
From the point of view of the NUI Galway research team, this
paper represents added experience with a novel foil setup and
contains considerable lessons learned. Challenges in terms of
load introduction, improvements required for wire rope
introduction method, and the added attention required to fix
load introduction clamps were addressed to a large degree.
However, slippage in the load introduction clamp at the midsection made analysis of this region problematic and highlights
the importance of the connection methodology between the foil
and the actuators. The effect of compliant boundary conditions
on the data collection and analysis will be used to inform future
projects and their design of load introduction methodology.
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ABSTRACT: Production risers are used to conduct oil or gas from the wellhead to an offshore production facility. Due to technical
challenges with flexible marine pipe at large depths, there has been a move to steel catenary risers (SCRs) in recent years, due to
the availability of high strength low alloy (HSLA) steels, such as bainitic X100. HSLA steels make SCRs a viable option for deep
water due to the reduction in complexity and hence cost, compared to flexible pipes. However fatigue response is an important
factor in their design, particularly in the vicinity of welded connections. In this paper, a two-stage low cycle fatigue (LCF) model
is presented to simulate damage accumulation associated with both early cycles and later at near-failure cycles. The LCF model
is implemented in combination with a high cycle fatigue model (HCF) in an Abaqus UMAT subroutine for riser simulations. The
calibrated LCF-HCF, UMAT is used to analyse the case study of a girth weld under fatigue load in a steel catenary riser. The
model incorporates complexities of the weld geometry in addition to the effects of damage when calculating the fatigue life.

KEY WORDS: steel catenary risers, fatigue, welding damage
1

INTRODUCTION

While renewable energy sources continue to increase in
market share, it is still anticipated that production of offshore
oil and gas will remain an important sector to cater for the
increasing energy demands globally. Additional offshore
installations will be required with many of these being in deep
(125 m to 1,500 m depth) and ultra-deep (in excess of 1,500 m
depth) water. In more recent offshore developments, such as the
Shell Stones field [1], the industry is seeing a move to depths
of the order 3,000 m. Steel catenary risers (SCRs) are now
being used more widely for offshore oil and gas extraction, due
to improved viability for deep and ultra-deepwater installation,
in terms of capital expenditure requirements and their structural
capacity, as compared to flexible risers; SCRs are expected to
account for much of the offshore riser installations planned to
2026 [3]. However, a particular concern for more widespread
use of SCRs is the performance of welded connections under
fatigue loading arising from the high dynamic loads
encountered in the offshore environment.
The use of high strength low alloy (HSLA) steels with
higher strength is of major interest to the offshore industry,
since this enables significant reduction in weight, as well as
reductions in axial stress for the SCR, at the production facility.
An additional benefit that can be achieved from application of
HSLA steels is an improved efficiency in installation and
welding as a result of pipes with reduced wall thickness. API
5L X100Q [2] is a high strength Q&T pipeline steel that can
potentially result in improved efficiencies for the benefit of the
offshore industry. Figure 1 illustrates a schematic of an SCR
that is attached to a floating production storage and offloading
(FPSO) vessel.
The performance of SCRs under fatigue is an important
design factor. The risers are subject to fatigue loading resulting
from large deformations occurring during installation and inservice dynamic movement of the floating production system.
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Typically, these SCRs are fabricated from 12 m long low alloy,
high-strength steel pipe with advantages in terms of reduced
overall cost and relative ease of fabrication. Pipe sections are
joined by girth welding offshore or onshore subject to the
installation approach. Defects and discontinuities linked with
welded connections are frequently important factors that
determine the fatigue performance of SCRs. Thus, the need to
fully understand and assess the fatigue response of welds in
high-strength SCRs has been identified as a challenge,
particularly in the context of next generation high-strength
SCRs.

Figure 1 Schematic of an SCR connected to an FPSO
This paper describes a combined experimentalcomputational programme that is aimed at more rigorously
assessing welded connections in SCRs. Laboratory fatigue
testing is carried out on parent metal (PM) and weld metal
(WM) to establish the relevant material and fatigue properties.
A two-stage low cycle fatigue (LCF) damage model is
utilised and this captures the damage evolution for X100 that is
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observed experimentally, and can be used to predict fatigue life.
This two-stage approach is implemented in combination with a
non-linear continuous damage (NLCD) HCF model through an
elastic-plastic non-linear kinematic and isotropic hardening
(NLKIH) UMAT subroutine in a 3D finite element (FE) Abaqus
model. An SCR girth weld case study is then analysed using a
global-local approach. At the global level, the offshore FE
analysis package, Flexcom [4], is used to determine the
dynamic loading conditions for the local model. This local
model then uses the Abaqus UMAT to predict both damage and
fatigue lives for the girth weld.
2

D = 1 – Ẽ/E

(1)

Here, the initial elastic modulus is E and the cyclic tensile
unloading modulus is Ẽ. Figure 4 illustrates the measured
damage accumulation for both the PM and WM at a strain range
of 1.2%. During the early cycles, a small amount of damage is
seen to accumulate relatively quickly and then plateaus (at D ~
0.1 in the figure) for much of the life. This damage stays
relatively constant until damage again accumulates rapidly just
before failure will occur.

FATIGUE TESTING

The constitutive and fatigue properties of X100Q were
characterised in a comprehensive experimental programme
involving tensile and LCF testing. LCF testing was carried out
using a 100 kN Instron 8500 in strain control. All tests were at
room temperature and were carried out at five different strain
ranges (0.6% - 1.2%) at a strain rate of 0.2%/s. Figure 2
presents the results for X100Q PM at (a) the 1st cycle, N=1 and
(b) N=Nf/2 where Nf are the number of cycles for failure.
Cyclic softening can be seen through comparison of the two
plots and this will be further examined in Section 4. Figure 3
compares the responses for PM and WM at a strain range of
1.2% at (a) N=1 and (b) N=Nf/2 with some differences
observed during the early stages of loading.

Figure 4 Damage accumulation in PM and WM; Δε =
1.2%
3

CONSTITUTIVE AND DAMAGE MODELLING

Based on the damage mechanics approach, initially
developed by Kachanov [5] and Rabotnov [6], the damage is
modelled as a reduction in the load resisting area. Under the
assumption that the damage is isotropic, the effective area 𝑆̃,
that resists the load can be defined as follows:
(2)
𝑆̃ = 𝑆 − 𝑆𝐷 = 𝑆(1 − 𝐷)
Figure 2 PM stress-strain response for (a) N=1 and (b)
N=Nf/2 at five different strain ranges

where 𝑆𝐷 represents the total area of the defects and 𝑆 is the
total area normal to the loading. Thus, the effective stress 𝜎̃
may be expressed as:
𝜎̃ =

𝜎𝑆
𝜎
=
= 𝐸𝜀 𝑒
(1 − 𝐷)
𝑆̃

(3)

The NLKIH plasticity model of Chaboche [7] is utilised
here for the constitutive model because of its relative simplicity
and capabilities in describing general cyclic deformation
behaviour. The model is augmented to incorporate damage by
introducing an effective stress term, as shown in Equation (4),
in the elasticity law and the yield function using strain
equivalence, as follows:
(a)

(b)

Figure 3 Stress-strain response for PM and WM (a) N=1
and (b) N=Nf/2; Δε = 1.2%
Tensile unloading modulus degradation was utilised to
evaluate the damage evolution in the fatigue tests. This is done
through Equation (1) as follows:

𝜺𝐞 =

1+𝜐
𝝈
𝜈 𝑇𝑟(𝝈)
(
)− (
)
𝐸 1−𝐷
𝐸 1−𝐷

(4)

where the elastic strain tensor is 𝜺𝐞 , 𝝈 is the stress tensor, the
elastic modulus is 𝐸 and 𝜈 is Poisson’s ratio for the material in
the undamaged state. The von Mises yield function is given by
𝝈
𝑓=(
− 𝝌) − 𝑅 − 𝑘
(5)
1−𝐷
eq
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where 𝝌 is the kinematic back-stress tensor, 𝑅 is the isotropic
softening term, the initial cyclic yield stress is 𝑘 and ‘eq’
indicates the von Mises stress. The flow rule is determined
through Equation (6).
𝝈
̇ (1 − 𝐷 − 𝝌)
𝑑𝑓
3
𝜆
dev
𝜺̇ 𝐩 = 𝜆̇
=
(6)
𝑑𝝈 2 1 − 𝐷 ( 𝝈 − 𝝌)
1−𝐷
eq
where 𝜺̇ 𝒑 is the plastic strain rate tensor, the plastic multiplier
is 𝜆̇ and the deviatoric stress is denoted by ‘dev’.
The complex material processes of softening and
hardening are captured through three back-stress terms and two
terms for isotropic softening (for initial softening and softening
prior to failure). The kinematic hardening evolution model for
each of the three back-stresses, 𝝌𝒊 , is given as:
2
(7)
𝝌̇ 𝐢 = 𝐶i 𝜺̇ 𝐩 (1 − 𝐷) − 𝛾i 𝝌𝐢 𝑝̇
3
where 𝐶i are the hardening moduli, 𝛾i are the kinematic
hardening recall parameters and the accumulated effective
plastic strain rate is given by 𝑝̇ . The total back-stress is then
𝝌 = ∑ 𝝌𝐢 .
The evolution of the Chaboche non-linear isotropic terms,
including damage, is determined as follows
𝑅̇i = 𝐵i 𝑄i (1 − 𝐷)𝑝̇ − 𝐵i 𝑅i 𝑝̇

(8)

where the saturation stresses are 𝑄i , the rates of saturation are
controlled by 𝐵i and in addition, 𝑅 = ∑ 𝑅i .
While there are a significant number of material
parameters, an optimisation procedure has been developed and
implemented in MATLAB which uses the damage-coupled
NLKIH cyclic plasticity model. The approach reduces the
effort necessary to determine the constitutive parameters. This
takes account of the effect of material degradation induced by
damage. The specifics of this are described in more detail in
Devaney et. al. [8,9]. The optimised PM parameters are given
in Table 1, while corresponding values were also established
for the WM.
Table 1 Optimised PM Properties

material, as shown in Figure 5. The microcrack development
occurs as a result of stress concentrations occurring at locations
such as voids or inclusions [10]. Primary damage is defined as
this early-life fatigue damage. This accumulates quickly during
initial cycles and the damage then tends to remain relatively
constant from about 10% of the total life. As additional growth
of the microcracks is prevented due to obstacles in the material.
This damaged state corresponds to much of the life during a
fatigue test and this is also presented in Figure 5. The
accumulation of primary damage is modelled with the
accumulated effective plastic strain energy.

Figure 5 Experimentally measured damage with schematics
of of the different damage stages
After continued loading, growth of microcracks will
eventually take place along energetically favourable paths and
these will coalesce to create macroscale cracks and this
corresponds to secondary damage. These larger cracks rapidly
grow and this then leads to failure, as shown at around 10,000
cycles in Figure 5. The term for accumulation of secondary
damage is from the Lemaitre strain energy density (SED)
model [11].
These two primary and secondary damage terms are not
presented here due to space limitations but are summarised in
Devaney et. al. [8,9].
4.2

HCF Damage Model

Chaboche developed the uniaxial NLCD HCF model
related to remaining life and continuum damage [12] and this
was further extended to account for the multiaxial scenario.
The multiaxial form has been implemented through Abaqus
and predicts stress based damage accumulation [8,9].
4.3

4
4.1

DAMAGE MODELLING
Two Stage LCF Damage

From the response exhibited by the test data, a two-stage
LCF model for damage is implemented that accounts for
fatigue damage in early-life and the subsequent degrading of
the material properties. Fatigue damage in early-life is
associated with microcrack formation and nucleation in the

280

Combined HCF-LCF Damage

The two-stage LCF and the NLCD HCF damage models
were all then implemented into a cyclic plasticity UMAT in the
Abaqus finite element package. The key task is to evaluate the
appropriate damage value at each of the integration points, at a
given load step. Thus, the incremental primary and secondary
LCF damage values are separately determined, in addition to
the increment in HCF. The largest of these three predicted
damage levels for this loading step is used as the value of
damage for that point during the next loading step. This process
is repeated at all integration points.

Civil Engineering Research in Ireland 2020

4.4

Results

Figure 6 presents the stress-strain responses for the first
cycle and at the half-life cycle for PM fatigue tests, with the
experimental data (coloured symbols) compared against those
calculated through the damage model (solid lines). Very good
correlation is evident between the experimental data and the
analysis predictions.

(a)

range of 1%. The model predicted evolution of stress again
agrees well with the test results.
Comparisons between the stress amplitude evolution as
predicted by the model and the measured values at each cycle
for strain ranges of 1%, 0.8%, 0.7% and 0.6% are presented in
Figure 8. Predictions from the model demonstrate clear
correlation with data from the experimental testing.

(b)

Figure 8 Evolution of stress amplitude in PM for strain
ranges of 1%, 0.8%, 0.7%, and 0.6%; Comparison of
experimental data and model predictions

(c)

(d)

Figure 6 Comparison between experimental and computed
stress strain response (a) Δε = 0.8%, N=1, (b) Δε = 0.8%,
N=Nf/2, (c) Δε = 0.7%, N=1, (d) Δε = 0.7%, N= Nf/2

(a)

Figure 9 presents comparisons between the experimental
damage evolution (measured using Equation (1)), and the
damage calculated from the LCF damage model for four
different strain ranges (1%, 0.8%, 0.7% and 0.6%). The
accumulation of primary damage that is calculated by the
model agrees well with the experimental damage at early-life
for all cases.
The damage accumulation at the end of life, as, calculated
through the two-stage LCF damage approach also agrees well
with that from the experiments. These fatigue lives differ by
less than 4% from the experimental values with the exception
of the 0.7% test. In this test, it appears that a flaw on the surface
of the specimen surface resulted in an early failure. However,
based on all other results, there is confidence that the damage
and life predictions from the LCF damage model does give an
accurate estimate of the failure lifetime for the 0.7% test.

(b)

(c)

Figure 7 Comparison between experimental and computed
stress strain results Δε = 1.0% (a) N=1, (b) N=Nf/2, (c) N=Nf
Figure 7 illustrates how the damage-coupled constitutive
model can simulate the stress-strain evolution from cyclic
softening and the degrading of material properties due to
damage, using the two-stage LCF damage model, at a strain

Figure 9 Experimentally measured damage evolution
compared with model predicted values for X100Q PM at four
stain ranges
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5

CASE STUDY: SCR GIRTH WELD

A global-local analysis approach is used here for the SCR
girth welds and this is integrated with the HCF-LCF damage
UMAT at the local level. The global model is for the full SCR,
shown schematically in Figure 1 and this phase of the analysis
is carried out using Flexcom, the FE offshore analysis package.
The SCRs are simulated in the Flexcom global analysis with
two-node hybrid beam-column elements having fourteen
degrees of freedom, [13]. These elements are designed
specifically to account for the low bending stiffness and very
large non-linear 3D displacements and rotations that are
associated with offshore risers.
Global simulations are carried out for a 3,000 m deep freehanging SCR (as shown in Figure 1), based on loadings that are
typical of the Gulf of Mexico. SCR dimensions correspond to
pipe section having an outer diameter of 323.8 mm with a 28.6
mm wall thickness. For the purposes of hydrodynamic drag in
these global analyses, it is assumed that there is an additional
63.5 mm thick insulation coating on the outside.
For all loading scenarios considered in these analyses, the
critical location from the fatigue performance perspective is the
hang-off region, immediately below the FPSO. This hang-off
region had the highest peak stresses and alternating stress
range, resulting from the high SCR self-weight. The results
from these global analyses are extracted from this region and
these loads are then applied to the 3D sub-models of the pipe
section in Abaqus for fatigue analyses.
“Sub-model 1”, as illustrated in Figure 10a, is a 660 mm
long pipe section that includes the girth weld. The applied loads
for this sub-model include internal and hydrostatic pressure,
and varying tension, bending moment and torque as a result of
the wave loading. The results computed in the sub-model 1
analysis are then used in a more detailed subsequent model of
a weld region. This is labelled “Sub-model 2” in Figure 10b.
Mesh convergence was assessed for sub-model 2 using the
maximum predicted principal stress and the life estimated
through the integrated NLCD approach. Figure 11 shows the
converged meshes for (a) sub-model 1 and (b) sub-model 2.

Figure 10 Pipe sub-models in 3D analyses
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Figure 12 presents a contour plot of the damage in the vicinity
of the weld, as evaluated at failure, from the combined HCFLCF damage model with a wave amplitude of 7m. Failure is
considered to have occurred in the analysis when the value of
damage at an integration point reaches 1.
The fatigue lives calculated in the most critical location
for the girth weld, are shown in Figure 13 for a range of wave
amplitudes. For comparison purposes, these life predictions for
the girth weld are presented along with two additional
estimation techniques; (i) the integrated NLCD model [12] and
(ii) the Smith-Watson-Topper (SWT) model [14]. The latter
uses the stress-based Basquin, and plastic strain-based CoffinManson equations to form a total life equation, also accounting
for mean stress effects. In these studies, the emphasis is with
examining the geometric effects around the weld and PM
material properties are taken in all parts of the sub-model 2
analysis.

(a)

(b)

Figure 11 Converged FE meshes for (a) sub-model 1 and (b)
sub-model 2

Figure 12 Damage accumulation contour plot at failure for an
SCR girth weld under a 7 m amplitude wave
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6

DISCUSSION

In this paper, a HCF-LCF damage model has been
described that effectively captures fatigue damage
accumulation that has been observed experimentally. This
model can also be used to evaluate the fatigue life. This model
was implemented together with a non-linear kinematicisotropic (NLKIH) hardening model that takes account of the
effects of the observed damage at the early stages of the life.
The model was calibrated and validated using the experimental
fatigue data for X100Q.

approach is not used in the SWT model. The conservative life
predictions from the integrated NLCD model as compared to
the HCF-LCF model are likely due to the fact that the model
does not incorporate the evolution of stress-strain response
resulting from plasticity and damage.
It must also be noted that the modelling carried out did not
consider possible weld defects. This girth weld case study also
did not include the differing material properties associated with
the WM or the heat affected zone [9] and it did not account for
residual stresses. Potentially, these can all impact negatively on
fatigue life [9]. However it is evident in Figure 12 that there are
high levels of damage near the weld toe, emphasising the
importance of the weld geometry itself as a site for damage
accumulation. Further, the framework presented here can be
extended in a relatively straightforward manner to address
some of the issues identified such as the different material
properties in the weld region.
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Figure 13 Girth weld fatigue lifetimes predicted from the
LCF-HCF model, the integrated NLCD model and the critical
plane SWT approach
The initial fatigue damage is a significant factor in the
cyclic softening response that was observed experimentally.
The model fully captures the observed stress-strain behaviour,
accumulation of damage and fatigue life for the SCR steel over
the complete loading range. The damage-coupled constitutive
model demonstrates good correlation with the evolution of the
stress-strain and the fatigue damage that were seen
experimentally, from Figure 8 and Figure 9 respectively.
Specifically, the accumulation of primary damage, as
calculated through the simulations in Figure 9, agrees very well
with the experimental damage accumulation. Equally, the
predicted fatigue lives also show very good agreement.
The model has been implemented to consider a girth weld
in a pipe through a three-step global-local analysis process. The
approach successfully predicts the damage concentration
arising from the geometry of the weld and highlights the effects
on fatigue life of damage–induced plasticity.
The fatigue lives for the girth weld fatigue, shown in
Figure 13, and estimated with the combined LCF-HCF model
and the integrated NLCD model are conservative when
compared with the lives from the critical-plane SWT model at
larger wave amplitudes. On the assumption that the wave
period and amplitude are constant, the life estimated for a wave
of 7 m amplitude equates to 5 months of constant weather. This
corresponds to a 10-year winter storm before fatigue can be
expected to initiate.
It should be noted that the SWT model incorporates the
effect of mean stress via maximum normal stress on the critical
plane, as compared to the hydrostatic stress approach of the
damage models. Furthermore, stress-strain evolution and
consequences of damage are not included since an incremental
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ABSTRACT: Steel piles employed in a marine environment will deteriorate over their lifetime owing to corrosive effects of the
sea. The focus of this research are the causes, effects, and magnitude of the corrosion of steel piles, supporting an on shore jetty.
The governing codes of practice in Ireland for designing steel piles are: (i) European Standard I.S. EN 1993-5 – Eurocode 3:
Design of steel structures - Part 5: Piling, and (ii) I.S. EN 1993-1-1 – Eurocode 3: Design of steel structures - Part 1-1: General
rules and rules for buildings. These codes are discussed, including all aspects of the design method. The prediction of section
loss in steel piles due to corrosion is researched using the probability-based assessment, which is commonly used for assessment
of bridge structures. For the probability based method the main factors which influence corrosion, temperature and dissolved
inorganic nitrogen, are used to calculate a mean and standard deviation of corrosion in the low water zone for each year of the
lifetime of the steel pile. The future increase in sea water temperature due to climate change is considered within the predicted
section loss. The change in behaviour of the steel pile as its cross section deteriorates over the design life is reviewed. It is
concluded that using the probabilistic method to calculate section loss due to corrosion after 75 years results in a higher section
loss (10 mm) than that used in the Eurocode Guidance (5.6 mm). This method also gives an engineer more power to consider the
most critical factors affecting corrosion, which vary from site to site. The results of this research are beneficial to both engineers
and asset owners in carrying out life cycle costing of similar structures.
KEY WORDS: Offshore structure; Steel piles; Corrosion Rates; Probability-based assessment; Monte Carlo simulation.
1 INTRODUCTION
Structures in marine settings include onshore structures (e.g.
ports, jettys, dolphins, and piers) and offshore structures (e.g.
wind turbines and oil-rig platforms). All of these structures
including their foundations are exposed to the ‘harsh’ nature
of the sea. Port structures provide movement of goods and
cargo around the world. Smaller ports such as the Port of Cork
have an annual turnover of €35.4 million [1] while the
Shanghai International Port, which is considered the largest
port in the world [2] reported a revenue of $4.6 USD Billion
in 2018 [3]. The financial implications of any of these
facilities becoming non-operational due to structural failure
would be large and far reaching.
There are many examples worldwide where structural failure
has occurred due to corrosion. Approximately 90% of ship
failures are attributed to corrosion and the environmental
disasters relating to oil tankers are often attributed to poorly
maintained and highly corroded hulls [4]. Hence, severe
corrosion occurs in saline waters and under marine growth,
especially in areas subject to cyclical wetting and drying and
oscillating water levels [5]. In general the rust produced by
corrosion usually forms a protective coating on the steel,
however, in marine environment the crashing of waves can
quickly wash this away, meaning the effects of corrosion can
become exponentially worse in a short time frame.
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The focus of this research is environmental impact on
corrosion rates of steel employed in marine environment over
time and prediction of the steel section loss due to corrosion.
Although the research being carried out could be applied to
any steel member employed in a marine environment, hollow
steel tubular piles will be used for demonstrating the section
loss and carrying out the failure assessment.
Hollow steel tubular piles are commonly used in tier one ports
in Ireland. Hence, gaining a greater understanding into how
steel reacts to a highly corrosive environment is key to
ensuring that these structures do not suffer catastrophic
damage. Current codes of practice do little to inform on this
process. This study employs existing mathematical models to
aid in the prediction of the deterioration process, which would
greatly inform the asset owners on when and how
deterioration is likely to occur.
2
2.1

STEEL SECTION LOSS
Factors affecting corrosion

The severity of corrosion in sea water is influenced by the
following factors [5]:
• Atmospheric conditions of the environment,
• Seawater salinity,
• The pH value of seawater,
• Dissolved oxygen,
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•
•
•

Water temperature,
Waves and the current,
Chemical composition of the stratum into which the
steel is embedded, and
• Microbiological activity and concentration of
dissolved inorganic nitrogen (DIN) [20].
All listed factors can vary over the lifetime of the structure
due to global warming, pollution or development of the
surrounding area. This research focuses on two environmental
factors, water temperature and microbiological activity and
DIN. Water temperature has a large effect on corrosion. The
rate of corrosion increases as water temperature increases.
Increased temperature increases biological activity and
growth, which in turn increase corrosion due to
microbiological activity.
The effect of corrosion on structural steel elements is
represented by section loss, which can result in cross-sectional
failure. Section loss occurs in two forms - pitting and global
section loss. Pitting corrosion occurs when localised pits form
in the steel member while in global section loss the entire
section becomes thinner from the effect of corrosion [5].
Pitting corrosion is something that can easily be identified
during inspections and repaired and should not cause global
failure. It is more important for structural strength to consider
global section loss as opposed to pitting corrosion [6].
Therefore, global section loss due to corrosion is the focus of
this research.
However, corrosion is not typically uniform along the length
of the steel pile. The extent of corrosion will change
depending on the position on the steel pile. The highest level
of corrosion is in the zone where the water level varies
significantly due to the rising and lowering of tides [5].
Current codes of practice suggest that steel piles employed in
aggressive environments where the water level varies need to
be sized so that the thickness of wall of the hollow steel pile is
increased by 7.5 mm for a 100 year design life [6]. This is
described as the ‘deterministic’ way of calculating section loss
due to corrosion. However, the research shows that the steel
section loss due to the corrosion is site specific and nonlinear
with respect to time [7, 8]. The concept that corrosion loss is a
non-linear phenomenon is not one that appears to have made
its way into codes of practice, further validating the need for
this type of research.
Many mathematical models for estimating section loss due to
corrosion over the structure lifetime subject to marine
environment have been produced [4, 7-10]. Melchers has
produced a probability based mathematical model for
predicting the section loss due to corrosion over time [4, 7]. In
this study the probabilistic approach for analysis of the section
loss is utilised.
The Joint Committee on Structural Safety (JCSS) is a
committee which gives advice on structural related reliability
and risk [11]. Data on modelling design parameters
probabilistically including material strength, loading, and
other properties provided in JCSS publications are used, also.
3

DETERMINISTIC APROACH

The deterministic approach to section loss due to corrosion is
where the section loss is determined as a defined number for
the lifetime of the structural element. How this is expressed

varies between different codes of practice i.e. in mm/year or
μmm/year or total mm for a longer period of time (e.g.
100 years). Safety factors are not generally used for the
calculation of section loss but for the verification of design
loads instead.
The method of protection of steel piles subject to corrosive
environments set out in I.S. EN 1993-5 is deterministic by
nature [6]. The code advises that the thickness of the wall of
the steel pile is increased to account for the section loss over
the lifetime of the structure exposed to various corrosive
environments. The Eurocode considers that corrosion may not
be expected to be uniform for the length of the pile. Table 4-2
of I.S. EN 1993-5 highlights four different scenarios where
the section loss due to corrosion in a steel pile varies [6]. The
focus of this project are steel piles in temperate climate in the
zone of high attack. The Irish National Annex does not
provide specific information on loss of thickness due to
corrosion [12]. However, the document recommends using
Table 4-2 from the main Eurocode document which does not
provide an allowance for a section loss rate change due to
varying water temperature [6]. Since the climate in Ireland is
considered to be temperate with very little variation through
the seasons the table appears to be appropriate. The guidance
in BS 8004:1994 as set out in ‘Piling Engineering’ is similar
to Eurocode, i.e. For 100-year design working life for the
splash zone the section loss is 7.5 mm [13]. However, the
Eurocode does not provide the information on section loss due
to the seawater potential pollution which are known to cause
higher rates of corrosion [14]. Furthermore all national
annexes use the guidance given in the Eurocode document,
which is not specific to any environment. This generalisation
in values does not allow much in-depth knowledge on how the
structure will behave over its lifetime or how a change in
environment may affect it.
According to ‘Design and Construction of Driven Piled
Foundations’ by the U.S Department of Transportation
Federal Highway Administration, based on a survey of steel
piling in marine structures [15, 16], the section loss in splash
zone or zone of high attack, over a 100 year design life is
estimated to be 17.78 mm which is much higher than the
European guidance. Society for Harbour Engineering and the
German Society of Soil Mechanics and Foundation
Engineering for a service life of 60 years recommends a
section loss of 4 mm for mean values in the North and Baltic
Sea [17]. The temperature would not be expected to be a
governing factor in the section loss in cold climate seawater.
However, the seawater can be subject to pollution and this
does not appear to be accounted for. The Port Designers’
handbook describes a rule of thumb is 0.1-0.15 mm/year/side
in structural steel elements in berths [5] which equates to
10 mm to 15 mm section loss for a 100 year design working
life which is also much higher than the European guidance.
The deterministic methods described yield similar results for
the low water zone of an expected linear section loss in the
range of 7 mm to 17 mm due to corrosion. The deterministic
guidance does not give any control to the designer to design
for a specific environment in which the pile will be placed. In
some instances, i.e. where there is no pollution and sea water
temperature is low, this may be a conservative approach when
designing the steel pile. Alternatively, in circumstances where
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the sea water temperature and/or pollution is high there is a
possibility that the allowance for section loss will be
underestimated, which may result in a structural failure.
3.1

used to assess the jetty structure as a whole, to understand
how the structure behaves and how the piles react to the
loading conditions.

Steel pile design

The deterministic approach for calculating section loss due to
corrosion should be used in conjunction with deterministic
design, which is the design method described in I.S. EN 19931-1: Design of steel structures and is the governing code of
practice in Ireland [18].
For the purpose of this study steel piles supporting an onshore
open berth quay are analysed and existing tier one ports in
Ireland are used as benchmark structures (Figure 1). In order
to assess and design the steel piles, the entire quay structure is
considered first. The quay is 200 m long by 30 m in plan,
supported on steel tubular piles at 8 m centres parallel to the
quay edge and at 6m centres perpendicular to the quay edge.
The piles are 35m long from underside of jetty to base of pile.
It is assumed that the base of the pile is sitting in a 500 mm
deep rock socket.

Figure 1. Section through jetty structure.
The loading on the structure is based on similar existing open
berth quays and recommendations given by various guidance
documents. Hence, the port is assumed to support load from
cargo, a ship to shore crane, and berthing loads from ships.
The permanent actions on a structure are the loads include the
self-weight of concrete beams, deck and steel tubular piles.
The imposed load will account for the container loading
which is assumed to be stacked four containers high [5]. This
can occur anywhere on the jetty so an area load of 50 kN/m2 is
applied to the entire jetty. As the cargo loading can be in any
location on the jetty, piles in an unloaded area may experience
uplift, it is expected that the weight of the jetty itself will
counteract this. It has been assumed that the quay structure is
required to use a rail mounted ship to shore crane, which will
be positioned at the edge of the jetty and is assumed to be a
vertical wheel load of 65 t/m applied at the corners of the
crane [19, 20]. This is based on eight wheels per corner at 1 m
centres i.e. 650 kN per wheel.
A 3D finite element analysis model is created for the port
structure and design is carried out on the foundations (Figure
2). This is done using the Eurocode guidance I.S. EN 1993-5
and finite element analysis in Scia Engineer [21]. FEA is
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Figure 2. 3D analysis model of jetty structure.
A typical steel pile is designed using the Eurocode design
guidance I.S. EN 1993-1-1 [22-26]. The guidance given in
Table 4-2 of I.S. EN 1993-5 for the loss of thickness due to
corrosion for the design of steel piles in sea water are
incorporated in the design. A steel pile has been designed for
resistance against compression, bending moment, shear forces
and combinations of these as well as buckling design checks.
The design incorporates the reduction in section loss in the
splash zone over time due to corrosion. Hence, the design is
repeated for reduced steel pile wall thickness. A full steel pile
design has been carried out for the 100 year design life. The
pile is required to be a 762 mm diameter circular hollow
section with a 25 mm thick wall for the 100 year design life.
The critical limit state has been identified as flexural buckling
which has an utilisation ratio of 0.75 at 100 years design life.
The most critical combined design check arises when
buckling and bending occur together (utilisation ratio for this
check is 0.7). Using the design guidance in I.S. EN 1993-1-1
(Table 1) for the section loss, the wall thickness of the steel
pile in the splash zone over time is represented in Figure 3.
The steel pile wall thickness is reduced to 17.5 mm over
100 years.
Table 1. Summary of additional steel pile thickness to be
allowed (mm)
Required design
working life (years)
Sea Water in
temperate climate in
the zone of high
attack (low water and
splash zones)

5

25

50

75

100

0.55

1.9

3.75

5.6

7.5
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water. Long term corrosion c(t) is determined using the
following equation [30]:
(1)

𝑐(𝑡)| = min[ (𝑟 . 𝑡)(𝑐 + 𝑟 . 𝑡) ]|

where c(t) is the corrosion rate over time, r0 is the initial
corrosion rate, rs is the long term rate, cs is the y-axis intercept
tangent to rs. The corrosion rate can be considered over a
series of periods of time where the total corrosion rate is the
sum of the corrosion depth increments at each time period. To
account for the time dependent nature of corrosion, equation
(1) can be written:

∑
Figure 3. Section loss in accordance with I.S. EN 1993-5.
Figure 4 shows how the utilisation ratio for buckling in the
steel pile increases over the lifetime of the structure as the
section loss increases and the pile deteriorates. The steel pile
will lose about 31% of its buckling capacity over its lifetime.

𝑐(𝑡)| = min[∑
𝑟 | . ∆𝑡]

𝑟|

. ∆𝑡, 𝑐 |

+
(2)

where Et represents the change in the environment over time
and ∆𝑡 is the change in time. This equation allows the
corrosion rate to be calculated for a period of time (years).
Peng et al. have set out the statistical parameters r0, rs and cs
for each corrosion zone along the steel pile [30]. These
parameters have been gathered from extensive research from
over 25 different test locations all over the world of low
carbon steels in unpolluted waters in the temperature range of
5 °C to 30 °C, all parameters are assumed to be normally
distributed [30].
The low water zone, the splash zone, is the focus of this
research. The low water zone is known to have the highest
corrosion rate. The sensitivity model studies show that cs has
little sensitivity to sea water temperature but rs is sensitive to
sea water temperature. The following correlation is used to
calculate the corrosion rate in the low water zone:
(3)

𝐶 =𝐶 × 𝑅

Equation (1) and (2) are dependent on variables N and T,
which represent dissolved inorganic nitrogen (DIN) and sea
water temperature, respectively.
Figure 4. Increase in utilisation ratio of buckling resistance
over time
4

PROBABILISTIC APROACH

Probabilistic design considers material properties, loading,
geometric properties and other parameters as statistical
parameters [11, 27]. When designing structural elements the
resistance is usually checked against the applied load.
Probability based assessment deals with the probability that
the applied load will exceed (or not) the resistance. It is the
calculation and prediction of limit state violation; more
generally it is concerned with the exceedance of performance
measures [28].
4.1

Application of the structural reliability method

Melchers developed models for predicting the steel corrosion
in marine applications and showed that section loss due to
corrosion is not linear [29]. It suffers the effects from
variation in water temperature and the level of nutrients in the

4.2

Environmental impact on corrosion

The intergovernmental panel on climate change (IPCC) report
AR5 gives guidance on anticipated environmental changes
from 2015 to 2100 [31]. IPCC use information described in
scenarios of greenhouse gas and air pollutant emissions to
understand climate change projections. The scenarios are
based on the potential pollution scenarios the world faces,
including mitigation scenario (RCP 2.6), two intermediate
scenarios (RCP 4.5 and RCP 6.0) and one scenario with very
high greenhouse gas emissions (RCP 8.5). These scenarios are
used as a basis for predicting sea water temperature change
over time. It is assumed that sea water temperature will
change relative to the change in mean surface temperature,
while the temperature change is based on RCP 4.5, which is a
mid-range pollution scenario. Monthly average maximum and
minimum water temperatures in Cork are adapted from
seawater temperature.org [32]. The annual average
temperature for 2019 is 12.56 °C. The future sea water
temperature, used in this research, is shown in Figure 5 for
RCP 4.5. Since the temperature information is only available
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for three years (T2019, T2046 and T2100) it is assumed that
temperature will increase linearly between these time periods.

Figure 6. Distribution of Section loss (CA) (mm) for T2050.
Figure 5. Sea water temperature change for RCP 4.5 adapted
from IPCC report [31]
The second variable observed is the N, which represents the
availability of dissolved inorganic nitrogen (DIN) in the
water. Nutrient supply can be difficult to predict as it is a site
specific and varies throughout the lifetime of the structure.
There are many published reports and studies on current and
previous DIN levels in Ireland [33-36]. However, the future
predictions of DIN are not readily available. There are many
studies which discuss previous changes in water pollution in
Ireland [35]. It has been observed that the levels of pollution
and DIN in the Lee estuary and Lough Mahon have reduced in
the period between 1999 and 2003. This is likely due to the
Cork Main Drainage project which was completed in 2004
[36]. Hence, the value for DIN is based on the threshold,
which is used by the Environmental Protection Agency to
assess water quality [35]. This sets and acceptable DIN range
for water with salinity of 0 for DIN ≤ 2.6 mg/l and for salinity
of 34.5 for a DIN range of 0 to 0.25 mg/l. As the subject site
will be coastal, DIN will be taken as 0.25 mg/l.
4.3

The annual mean section loss due to corrosion for low,
medium, and high temperature change predictions and RCP
4.5 is shown in Figure 7. Since cs represents the early stage
corrosion and occurs only once at T2019 it is presented as
single points on the graph and is not affected by temperature
change as temperature change has not yet occurred. The mean
section loss for the medium temperature change in 2019 is
0.241 mm and 0.122 mm in the year 2100. As is expected the
section loss (rs) increases each year after 2020 as the
temperature increases.

Section loss due to corrosion

The probabilistic approach is where the section loss is
formulated based on the aforementioned factors which affect
corrosion. Each one of these factors is represented using
statistical parameters. Probabilistic methods of assessing
section loss due to corrosion is used in order to estimate the
section loss of a steel piled foundation subject to specific
environmental factors over the lifetime. A series of Monte
Carlo simulations were ran in order to calculate the section
loss in the low water zone (CA) for each year. This is used to
plot the loss of steel pile section over time.
GNU Octave has been used to run 10,000 Montecarlo
simulation using the equation (2) and (3) in order to find the
steel pile section loss over time due to corrosion in the low
water zone (CA) [37]. Figure 6 shows CA as a normal
probability distribution for the section loss due to corrosion
(CA) for the year 2050 for the medium temperature range. CA
for 2050 is expected to have a mean section loss of
0.1213 mm and a standard deviation of 0.0215 mm.
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Figure 7. Annual steel pile section loss (mm) vs time (years).
The cumulative section loss over time for low, medium, and
high temperature change predictions for RCP 4.5 is plotted in
Figure 8. The medium mean section loss for the year 2100 is
10 mm. The Eurocode section loss after 75 years (2094) is
5.6 mm. While the probabilistic results are in a similar order
of magnitude to the Eurocode results, they are more onerous
and predict a larger section loss after 81 years.

Civil Engineering Research in Ireland 2020

DIN has a large impact on the buckling resistance of the steel
pile. The results also show that the magnitude of the
temperature change has little impact on the design resistance
of the steel pile although this may be due to the low
temperature of water in Ireland generally. The buckling
resistance using deterministic method, Eurocode guidance,
shows that the buckling capacity of the pile is reduced only by
about 24% after 75 years of exposure.
5

Figure 8. Cumulative mean and standard deviation of section
loss over time for low, medium and high temperature change
scenarios for RCP4.5
4.4

Probabilistic assessment of the critical limit state

The critical limit state for steel pile design using Eurocode has
being identified as flexural buckling in this study. The
probabilistic approach when calculating buckling resistance
considers variables independent. Furthermore, the change in
geometric properties, yield strength, and elastic modulus of
steel can also be independently assessed. Also, the unfactored
loading is considered for the probabilistic assessment of the
buckling resistance of the pile as this is will be a more
accurate representation of the probabilistic applied load. The
change in the resistance to the critical limit state, flexural
buckling, over the lifetime of the structure can be seen in
Figure 9. The buckling resistance changing over time (starting
from the end of the first year of exposure) due to section loss
for low medium and high pollution scenarios based on the
range of temperature change values for RCP 4.5.

CONCLUSIONS

In this study the deterministic (Eurocode) and probabilistic
(structural reliability method) assessment of steel pile section
loss due to corrosion was carried out. The critical limit state
(flexural buckling) was checked using both approaches.
Eurocode guidance on steel section loss due to corrosion is
general and not specific to environmental factors of the pile
setting. While the probabilistic evaluation showed that the
change in temperature as well as DIN concentration results in
significant loss of section leading to a large reduction in
capacity. Hence, while the probabilistic assessment of section
loss overtime was more onerous than the Eurocode
deterministic quantification of the same, the overall
probabilistic method yields more favourable results with the
utilisation ratio being lower over the lifetime of the structure.
This means that in order to gain any value or a true
understanding of the results of the reliability method, it must
be used in its entirety and not just in part. Also, by using a
probability based approach, far more information can be
gained about the behaviour of steel employed in corrosive
environments. The method described here is powerful in that
it can be amended for the variables, temperature and DIN,
which have the most influence on section loss due to
corrosion. This means the section loss due to corrosion can be
predicted for site specific cases. Therefore, the main benefits
of using probability based assessment for engineers and asset
owners is that a greater level of data and information on the
behaviour of the steel pile can be obtained.
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ABSTRACT: Fish farms are structures which require unique monitoring. There are problems related to marine growth and
overloading, along with breaks in nets. These can lead to damage in fish or attacks of worms, which in turn is responsible for loss
of fish. Such loss can be extremely expensive. As a part of the EU INTERREG Martera Project Flexaqua, researchers are
investigating this monitoring from underwater image processing and structural monitoring using traditional and more high-fidelity
sensors. This paper presents an overview and applications of these methods for fish farms and their various monitoring needs. A
demonstrative fish farm in Ireland is considered in this regard and the advantages and disadvantages are included
KEY WORDS: Aquaculture, Structural Health Monitoring, Fish Net, Marine Structures
1

INTRODUCTION

Increasing demands on ocean resources have resulted in
overfishing worldwide and the aquaculture industry is facing
production and environmental problems. Salmon aquaculture
are particularly affected by ectoparasite infestations and the
escape of farmed fish. To tackle these problems, new
technologies are being developed and new cage designs are
being developed to create barriers for parasite infections. The
nets and their tear, along with cleaning regimes are also
particularly relevant for fish escape. The structural integrity of
the cage and nets are thus becoming an important question with
not many solutions around it [1]. The nonlinearity of the
structures, uncertainty from ocean loading and several other
factors are present, which should be investigated in detail. This
has led to a new area of structural monitoring and assessment
around the fishing sector.
2

INTRODUCTION TO THE FLEXAQUA PROJECT

The Flexaqua project:
(https://www.martera.eu/projects/flexaqua;https://www.sintef.
no/en/projects/flexaqua/) aims to support the European
aquaculture industry to commercially utilize semi-shielded
flexible cages for finfish farming. The project attempts to do
this creating tools and methods for safe and reliable operations
of these new type of cages. In particular, improvement of
flexible shielding skirts for prevention of ectoparasite
infestation in relation to finfish farming, investigation of the
effect of marine organisms growth on these structures and
suggest innovative underwater monitoring procedures are
important in this project. A Fluid-Structure Interaction (FSI)
approach will calibrate and validate underwater image
processing methods. Sensor placement and deployment
strategies and related framework for combining FSI and image
processing to deliver solutions for cost-efficient structural
health monitoring of complex marine infrastructures is also in
development.

Overall, the project aims to develop new numerical models for
marine flexible structures to ensure safety and reliability, study
and predict the long/mid-term effects of growing marine
organisms on these flexible structures, develop new procedures
to detect and monitor damages to avoid structural breakage and
develop adapted sensors deployment strategy for cost-efficient
structural health monitoring of complex flexible marine
infrastructures.
3

PROGRESS AND CHALLENGES

To establish underwater imaging and related detection,
extensive virtual scenarios have been developed in relation to
the ULTIR repository (www.ultir.net/vr) (ref ULTIR) and in
relation to the field information obtained from a site in Ireland,
based on which a virtual reality environment has been created
[2].
Further, a synthetic imagery-based inspection assessment has
been carried out [3]. The use of virtual data for such impact has
also been linked to deep learning paradigms [4]. The
underwater image processing approach is relatively recent and
is overall dependent on the calibrations obtained from the first
book on this topic [5]. A recent implementation of a
Convolutional Neural Network for fish detection has already
been achieved and available at:
https://www.youtube.com/watch?v=LTLi_JpUs4w
The image processing and the fluid-structure-interaction
computation integrates to monitoring aspects. In particular this
idea revolves around developing new procedures to detect and
monitor structural breach or undesirable performance due to
marine growth, assessment of sensors positioning for full scale
deployment and the possible creation of some sort of a
standardization and guidelines for the approach.
A combination of these information relates eventually to the
effect of marine growth on the monitored structures. Such
growth should be monitored from existing design information
and from field-studies of marine growth so that the analyses
and monitoring decisions are biologically compatible.
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In this regard, Table 1 presents the biological growth from siteconditions. Such information typically informs laboratorybased wave flume testing and future campaigns of tests. This
will also be tested from farming sites in Ireland for nets under
controlled and uncontrolled conditions.
Table 1. Biologically compatible marine growth (in cm,
thickness) scenario (Year0=first inspection) for the Atlantic
Ocean
Dep
th
(m)

Specie
s

6.0

Mussels
1
Mussels
2
Oysters
Anemo
nes
Soft
Corals
Sponge

23.0

46.0

Year 0
Cover
Av Ma
g
x
40
50

Year 2
Cover
Av Ma
g
x
.
.

Year 3
Cover
Av Ma
g
x
.
.

.

.

50

70

40

60

.
.

.
.

10
50

10
60

.
.

.
.

.

.

.

.

14
0
20

.

.

11
0
10

.

.

Mussels
Anemo
nes
Soft
Corals
Sponge

40
.

60
.

40
40

50
50

50
40

80
50

90
.

22
0
.

12
0

22
0

10
0

15
0

Mussels
Anemo
nes
Soft
Corals
Sponge

40
70

50
70

.
40

.
50

.
30

.
40

10
0
.

10
0
.

12
0
.

18
0
.

12
0
10

17
0
20

The ground reality of a site in Ireland has been obtained from
Donegal (Figure 1).

Figure 1. A fish-farm in Ireland selected as a test site for the
purposes of underwater image processing and sensor
deployment design strategies.
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In terms of instrumentation, it is expected that load cells to
measure force on anchoring lines, accelerometers on the cage
at the surface, displacement measurement with waves and
pressure tags along the snorkel to measure the deformation with
currents will be utilized. A multi-point scanning Laser Doppler
Vibrometer (LDV) is also expected to be deployed in this
regard.
To detect features of interest in terms of Structural Health
Monitoring (SHM), first-order perturbation techniques have
been developed to analyze output-only responses of the
structures. The output signatures of a dynamical system contain
features of interest that are investigated in a real-time
framework to identify the presence of damage and its location.
Figure 2 presents the detection of UCD algorithm for a strongly
nonlinear system with damage in the form of sudden change in
stiffness [6]. The system indicates an exact damage at 31s based
on the detection results which corroborate with the numerical
simulation.

Figure 2. Detection of damage in the form of sudden change of
stiffness on a strongly nonlinear system by first-order eigenperturbation methods and their comparison.
This demonstrates the potential applicability of the developed
methods for detection of damages, anomalies, and operational
conditions of the aquaculture structures. It should be noted that
the real-time algorithms are developed not a single method but
rather as a class of method based on output-only responses and
then the first-order perturbation of the Hankel matrix of such
responses. Recursive Principal Component Analysis and
Singular Spectrum Analysis, along with Canonical Correlation
Analysis are some of the approaches in this regard [7,8,9].
Modifications in formulation allow
allows for quicker and finer levels of detection of anomaly or
other features of interest for a dynamic structure under
consideration, even if the nonlinear components are
predominant The approach allows for handling both linear and
nonlinear systems and forms a unified detection framework
with a rigorous mathematical background. Performance
metrics are also developed in this regard with a statistical focus
to address a varied class of problems and allows for handling
large scale of data.
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For future implementation on site, site visits have been carried
out in Mulroy Bay in an Irish fish farm. Figure 3 provides a
close up of the net with minor defect. Figure 4 provides a
further example of a net in underwater condition.

Figure 5. Image processing based detection of net condition
and marine growth on nets affecting its solidity.

Figure 3. Close up of a fish net with minor defect.

Figure 4. Net condition image in underwater conditions.
Figure 5 presents a typical example of image processing on
such net along with the detection of marine growth on such
nets. The damage in nets are related to its structural integrity
while the solidity of the net, defined as the percent area of the
net opening covered by marine growth, will impact the
hydrodynamics on the structure. The fluid structure interaction
will increase its effect as higher marine growth covers the net
openings. Figure 6 demonstrates the detailed close-up of
another net with marine growth and its detection from
underwater inspections. Such information is also relevant for
obtaining net cleaning maintenance schedules. Such cleaning
varies form country to country and is directly related to how
and organic mark is obtained.

Figure 6. A detailed detection scenario for image processing
based marine growth detection on nets form underwater
imaging.
4

CONCLUSIONS

Structural inspection, assessment and monitoring of
underwater fish farms has presented a new sector in structural
engineering with its own challenges, opportunities and multidisciplinary approaches. Hydrodynamics, sensors and
underwater imaging and robust structural health monitoring
techniques are related to healthier fish farms and thus support
blue growth strongly. There is a need to create significant
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numerical and experimental evidence base around such
solutions and studies to create insights and examples of such
applications of fish farms.
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ABSTRACT: Technological developments of unmanned aerial vehicles have been rapid and significant in recent years, and thus
the scope of use has increased across a broad spectrum of industries, including the fields of structural and civil engineering. A key
part of structural engineering is ensuring that a structure can be inspected during its service life to determine if there is any defect
that could diminish its structural integrity. In practice, the procedures involved in such inspections to locate defects can be
dangerous, time consuming and expensive to conduct. The aim of this study is to establish a system that is cost effective through
use of a low-cost unmanned aerial vehicle with Global Navigation Satellite System technology, hence making the process safer
for those conducting the inspections. Using positional technology developed by Emlid, a low-cost solution that can be integrated
with a unmanned aerial vehicle has been implemented in order to make this goal achievable. A 3D photogrammetric model can
be developed of the given structure with associated positional coordinates without the need for ground control points. External
aspects of the structure can be inspected and accurately geo-referenced e.g. for use in a Building Information Model. A systematic
workflow was developed to establish the most efficient approach to undertaking surveys or inspections predominately through a
method of trial and error. This study provides a unique, low cost solution to current practices and methods and has the potential
to influence how structural inspections are undertaken in industry.

KEY WORDS: Unmanned aerial vehicles, global navigational satellite system, structural inspection, photogrammetry, real time
kinematics, post processed kinematics
1

INTRODUCTION

Land surveying and setting out is an occupation that has
evolved profoundly with regards to the practices and processes
followed and the complexity and sophistication of the resources
and equipment utilised. Original methods of land surveying
often included the use of equipment such as measuring tapes
and theodolites. This equipment required a lot of manpower to
be utilised in an accurate manner, as well as specialised
personnel with sufficient knowledge and expertise. This meant
that the process was both time consuming and expensive to
undertake.
As with most modern industries, research and development has
led to methods followed in land surveying becoming more
automated and accurate through advancements towards more
sophisticated and precise equipment which in turn reduced the
manpower required to conduct surveys, and further thus
reducing the cost of conducting surveys and precise positioning
procedures.
With regards to the equipment utilised in surveying and setting
out, the use of GNSS (Global Navigation Satellite System)
equipment is becoming increasingly popular. The efficiency
and functionality of GNSS equipment is significantly better
than previous setting out tools, however the initial investment
required to purchase the equipment and associated resources,
operational costs and the cost of maintenance are very high. A
single reference Real-Time-Kinematic (RTK) system can cost
approximately €30,000 and an NRTK system costing
approximately €22,000. This is most certainly the greatest
disadvantage associated with these systems. An example of a
modern positioning system is illustrated on Figure 1.

Figure 1. Modern base station positioning system.
In recent years some developments have been made in the
production and manufacture of more cost-effective solutions to
expensive GNSS equipment. As part of this study,
investigations will be made into such equipment to determine
what kind of technologies are available to use and establish if
they can perform as well as the more expensive top of the range
equipment.
Automation is becoming more prevalent in many industries
also, and the civil engineering, structural engineering and
surveying fields are no different as in recent years the use of
UAVs (Unmanned Aerial Vehicles) have become significantly
more popular. The use of drones can improve productivity in
construction as they are beginning to become an alternative to
undertaking some mapping and surveying activities that would
originally be conducted by a surveyor or engineer.
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Since structural inspections and monitoring can often require
the use of expensive equipment, highly skilled and trained
personnel and significant time to actually conduct, these
inspections can be expensive and time consuming to undertake
[2]. The reason these inspections are so time consuming is also
related to the safety aspects of scaling high structures and
setting up equipment for inspecting features such as the
underside of bridges etc. Drones can however offer a much
more efficient and safe solution to inspecting such structures,
by making use of the high-power imaging devices they are
equipped with.
An opportunity to develop a system that provides a means of
conducting structural analyses using drones which utilise
highly accurate GNSS positional data to correct the exact
position of the structure being analysed has been recognised.
This study will be unique as the system developed will
constitute the use of cost efficient equipment, to determine if
these low cost solutions can perform sufficiently to provide an
accurate positioning system for use in industry, improve
efficiency by reducing task times and improve safety by
reducing the need for site engineers and surveyors to undertake
high risk activities. As a result of all of these benefits, the study
also targets a reduction in the overall financial cost of projects
requiring geo-located building inspection data.
2

METHODOLOGY
Description of the Resources Utilised

Since the scope of this project involves the use of low cost
GNSS technologies, investigations were conducted into
different resources available that fit under this category. Emlid
[3] positioning equipment presents itself as the most suitable
for conducting the testing due to its low initial and operational
costs.
The Emlid Reach RS+ has been chosen for use in this project
as the single reference base station that will provide the
positional data corrections for the GNSS rover that will be
utilised. It is a single-frequency GNSS system, supporting L1
carrier phase frequency only, which means it can only
communicate with other single frequency GNSS devices as a
result. The RS+ has the capability to provide data corrections
that facilitate positioning with centimetre level accuracy when
used in an RTK system. Real time kinematic systems involve
two GNSS receivers, one acting as a base station and one as a
moving receiver. The fixed base station is set up over a known
location and will receive positional data from the satellites
available to it. The base station will correct this data relative to
its known location and can then distribute these corrections to
any mobile receivers in the vicinity. At the same time, the
mobile receiver is observing the same satellites, receiving
positional data as well as the corrected data from the GNSS
base station.
The Reach M+ is a GNSS device designed for use with UAVs
to provide accurate positional data for images captured in UAV
surveys. The Reach M+ is also a single frequency system that
is compatible with L1 carrier phase frequencies. The module is
powered through a 5-volt input, which required the use of an
external battery source. The M+ RTK system (Figure 2)
comprises of the M+ module itself, a Tallysman antenna to
receive satellite data and a LoRa radio for communication with
the base station. The antenna does, however, require the use of
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a ground plane on which it must be mounted to reduce errors
and improve the general quality of positional data; this is
discussed in section 2.4. Investigations and the development of
a system for this were considered during the testing stages. In
an RTK configuration the rover is capable of achieving
positional accuracies of approximately 7 mm in the horizontal
directions and 14 mm in the vertical direction [4].

Figure 2. Reach M+ and LoRa Radio [5].
Emlid positioning systems are unique in many ways, but one
that makes them stand out against other products in the market
is the fact that these systems do not require a data logger device
to control the positioning system. As an alternative, a free
application is available online for desktops and mobile devices
where the Reach devices and data can be managed called
ReachView. For the purposes of this project, the ReachView
application will be controlled via a smartphone when
undertaking testing outdoors.
As well as these GNSS components, the study required the use
of a UAV system capable of capturing high quality images and
footage for use in structural monitoring and surveying that can
be integrated with the GNSS equipment. The DJI Mavic 2 Pro
(Figure 3) was chosen for this due to its capability to produce
high resolution imagery with a relatively low purchase price
which makes it a suitable choice in accordance with the scope
and vision of this study. The Mavic 2 Pro has an excellent
camera in the Hasselblad L1D-20c, with 20 MP and 4K video
resolution capabilities.

Figure 3. DJI Mavic 2 Pro UAV [1].
Emlid RTK System Setup Workflow
The first steps involved were powering up and accessing the
ReachView application using the M+ device. The M+ device
was first powered by connecting it to a 5V external power bank,
as well as the Tallysman antenna. It is important to note, that
on the first set up that the M+ device must be powered up in a
location that it can successfully complete a time
synchronisation process. This can only be achieved by
connecting to a Wi-Fi source or allowing the device to receive
satellite information. Since this is the initial set up, the device
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needed to first be brought outdoors (or the antenna held out
through an open window) for a sufficient period of time until
the device places itself into hotspot mode after observing
satellites to complete the time sync. This allows the user to
launch the ReachView application being hosted by the M+
device. No positional data will be available while the device’s
view of the sky is obstructed. If the rover and antenna are
placed outdoors in an area that is somewhat free of obstruction,
the antenna should be able to receive some form of positional
data and although the quality may not be very high, an
approximate solution is possible. This was the first step in
beginning to establish the RTK system, as the M+ is now
receiving positional data and ReachView is operational. This
raw positional data is only accurate to approximately 3-5 m.
Table 1 illustrates the three different solution statuses that can
be achieved and their associated positional accuracy.
Table 1. Solution status accuracy.
Solution Type

Single

Float

Fixed

Accuracy

3-5 m

1m

10 mm

By setting up an RTK system however, this accuracy can be
improved to centimetre level, as per the information in Table 1.
This is achieved by setting up the Reach RS+ as a base station
to correct the positional data.
The initial set up procedure was very similar to that which was
followed when setting up the M+ device for the first time, with
regards to the settings and connections that must first be
established to connect to ReachView and install the relevant
updates. It is important to note that the RS+ is different from
the M+ when connecting to ReachView as it does not need to
conduct a time synchronisation process. Once the device is
operational, the settings in ReachView must be altered. The
first thing that must be established is the method of providing
corrections from the base station that the rover will utilise. The
method that will be used is a LoRa radio system. This is defined
in the Base Mode tab on ReachView. Other settings must also
be defined before the connection is established. LoRa is a radio,
and therefore a frequency must be defined over which the data
will be broadcast from the Reach device. A frequency of 868
MHz was chosen, as it is a value that exists within the LoRa
frequency band range of 863-870 MHz. The air data rate will
also need to be configured. Higher air rate values provide a
more stable connection but reduces the base line significantly.
After trialling different values of air data rate, 4.56 kb/s was
established as being the most suitable setting. The satellite
systems to be tracked also need to be defined, and since GPS
and GLONASS are the most well-established systems these
will be the only systems that will be tracked. The recommended
update rates for these satellites systems is 1 Hz to obtain the
best results, according to Emlid [4]. The base station
coordinates also need to be defined. For now, the base station
will be allowed to establish its own coordinates by selecting
average float until a time where a known control point can be
established.
Following this stage of calibration, the Reach RS+ is now
operating as a base station and should be now occupying a
position where it can receive positional data. The Reach M+

can now be powered on and occupy a location outdoors where
it too can operate without interference. The controller device
can now disconnect from the hotspot that is being broadcast by
the Reach RS+ and can now connect to the Reach M+ rover
instead. The M+ should be functioning and determining its
position from raw satellite data. To allow the rover to receive
corrections from a base station, settings for the rover must be
defined in the RTK Settings tab. Here, the positioning mode
will almost always be kept as kinematic as the rover will rarely
ever be conducting a survey where it will be completely static
for the duration of the survey. The GNSS select settings will
involve choosing the same satellite systems as those the base
station will be correcting, which were defined previously.
The GPS and GLONASS Ambiguity Resolution (AR) are
important settings to consider. AR involves resolving the
carrier phase ambiguities that occur when signal is collected by
the receiving device, as these can cause significant errors in the
final solution that is generated by the processor. The GPS AR
mode will be configured to fix and hold, which was found to
produce the best results. GLONASS AR mode should be turned
on when the Reach rover is communicating with another Reach
device that is acting as the base station for best results. The
elevation mask should be adjusted accordingly to account for
any obstructions so that they do not impede on the mask
projected at this angle. The Signal-to-Noise Ratio (SNR) mask
can be kept at the predefined 35o so that only good quality
satellites are utilised. Maximum acceleration is not a
particularly important parameter at present. It generally just
allows the processor to determine what information to negate if
the accelerations exceed the predefined value, as rapid
fluctuations may occur which can be filtered out of the output
solution as they are considered errors. If the M+ is installed on
a UAV for flight-based surveys, the acceleration parameter
may need to be increased as the drone may move faster than 1
m/s, but it was not altered here.
The update rate is the rate at which the rover will receive
corrections. 5 Hz is a sufficient value as every 0.2 seconds the
device will receive a positional update. Sometimes using the
highest update rate can be excessive and inefficient, but for
cases where the device will not be logging at very high speeds,
such as when it is mounted on the drone, lower update rates will
suffice. 5 Hz will be an appropriate value for this stage of
testing and will be changed if required as tests proceed. The
settings in the Correction Input tab should replicate those that
were input in the Base Mode tab for the Reach RS+ to ensure
the connection can occur. The base station and rover have
established an RTK system when the SNR chart on the Status
menu screen displays both coloured bars (for the rover satellite
SNR) and corresponding grey bars (for the base station SNR.
This is illustrated more clearly in Figure 4. At this point the
device is not operating using accurate corrections, therefore a
method of establishing a known control point is required to set
up the base over is required.
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`
Figure 4. SNR chart displayed for an RTK system in
ReachView.
Establishing a Control Point of Known Coordinates
Using the Reach System
A control point of known coordinates can be established using
both the Reach RS+ and the information from a local
permanent reference station that is operated and controlled by
the (Ordinance Survey Ireland) OSI. The data logs that record
the satellites observed by the reference station with respect to
their position and the time at which they occupied this position
are constantly updating and being saved at these reference
stations and are available to download online for free. These
logs, along with the logs that the RS+ base station records while
turned on, can be combined to give a fully corrected solution
for the RS+ position using Post-Processed Kinematic (PPK).
A location for the control point was established on the grounds
on the NUI Galway campus in front of the Engineering
Building. A control point should be placed in a location where
it will be free from obstructions such as trees and buildings as
much as possible, although this can be difficult in urban areas.
The control point should also be denoted in a way that its
position cannot be easily altered, therefore some form of peg in
the lawns would be unsuitable as it can be easily removed. Once
this point was marked, the base station could be erected directly
over this pinpoint location and powered up and set up in base
mode as before using a tripod and tribrach system to centre the
RS+ over the control point. The base will simply be allowed to
occupy this point for a fixed period of time so that it can collect
positional data in the system data logs. It is important to
predefine the file format that the logs will be recorded in. The
option to save the raw data can be alternated, and should be
switched to “ON”, and the output format should be changed to
RINEX so that it is compatible with the OSI data logs. These
logs are downloaded after the base station has occupied the
control point for a sufficient period of time. The local reference
station used to correct the position is located 300 m from the
test site, so errors are minimised. Once both data sets are
downloaded a method of undertaking the correction process
needs to be established. PPK is a method of providing a UAV
GNSS device with corrections after the flight has taken place
rather than during the flight. This method can be applied in this
scenario to provide corrections using the raw data obtained by
the RS+. This procedure can be undertaken using a free to
download software called RTKLib, which uses an application
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called RTKPost to conduct the post processing of the two data
logs to output a corrected positional solution.
To begin the analysis, the time and date which the data relates
to should be first input at the top of the dialog box. This is
important, as the system will only correct data that occurs
between the times on the stated date. Once this is correctly
specified, the two sets of data logs are imported in the RINEX
OBS fields. The RINEX OBS: Rover will be where the RS+
logs are imported, as it is the RS+ which is acting as the “rover”
to be corrected. The RINEX OBS: Base Station will be the logs
from the reference station are added. There is also the option to
add a .nav file in the command space below this. A .nav file
details the navigational satellites that were observed by either
the rover or the base station which helps to improve the
accuracy of the final solution. Finally, the last step is to simply
direct where the user wants the output positional file to be
stored in the computer’s files, which is defined in the Solution
command window at the bottom. The results are then obtained
by pressing execute. The results can also be plot in RTKPlot
directly from the RTKPost application by pressing the plot
option at the bottom of the screen. The result is illustrated in
Figure 5 below.

Figure 5. Precise location of the control point found using
RTKplot.
The control point established was found to have coordinates of
53.283252 N, -9.062763 E and an elevation of 65.252 m.
Ground Plane Trials
A ground plane is required to reflect radio waves, improve the
signal reception and it also helps to reduce the occurrence and
significance of multipath errors [6]. The size of the ground
plane is quantified based on the length of one quarter of the
wavelength radius, which is 70 mm when operating at
approximately 900 MHz. Therefore, the dimensions of such a
ground plane for the Tallysman antenna should, be made to at
least these dimensions [6]. To make a strong inference on the
significance of including a ground plane for an antenna in a
positioning system, a short and rather simple test was carried
out. The Reach M+ system was powered on and the Tallysman
antenna was attached to it. The system was setup on top of a
car roof, but a book of A4 sheet size dimensions was placed
underneath the antenna, so that it was not in contact with the
conductive metal roof of the car. The system was allowed to
log data in this configuration for approximately 10 minutes.
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Following this, a piece of aluminium foil approximately 100
mm square in dimensions was centred under the antenna while
still on the book, and as before was left for approximately 10
minutes to log data. Aluminium foil is suitable for use as a
ground plane, as the material needs to be at least 5 times thicker
than the skin depth of the material being used, which is 0.82
μm for aluminium, and five times this is 4.2 μm. The thickness
of a piece of aluminium foil is at least 16 μm, and therefore is
suitable for use as a ground plane [7].
Using PPK, the results were examined and showed that the
inclusion of a ground plane improved the position dramatically,
with the position without the ground plane located over 1 metre
from the placed position.
A bespoke ground plane was then constructed for the M+
antenna so it could be integrated with the DJI drone. The
component was constructed of timber with a sheet of
aluminium foil placed on top of the device so the antenna could
be positioned on it.
Integration of the Reach M+ and Mavic 2 Pro by
Conducting a Survey of a Building
One of the most important aspects of this study was the aim to
establish a method of correcting the positional coordinates
applied to images obtained with a UAV for the purposes of
structural monitoring and surveying. A form of correcting
positional coordinates using a low cost RTK positioning system
has been established at this point in the study, and to achieve
the aims set out at the beginning of the study a test must be
carried out using this system with a UAV.
The test site for the penultimate test was originally planned to
take place at the front of the NUIG Engineering Building but
was changed to the NUIG Sports complex at Dangan, on the
north of the campus. Here, the rear of the complex building was
analysed for the purposes of the survey. Due to the change in
venue, the Reach RS+ base could not be utilised as there were
no known control points in the area, as well as a restriction on
the access to equipment also.
The Reach M+ device was powered using the external battery
pack that was to be integrated with the drone as well as a ground
plane component. The drone was powered on and the
synchronised with the DJI GO application to view the images
being captured by the camera. The antenna was placed on the
ground plane and supported by hand on the front of the drone,
with the antenna fixed in a manner that it was centred over the
top of the camera as accurately as possible.
The survey simply involved holding the Reach M+ system on
the Mavic 2 Pro and capturing an array of images along the rear
of the complex building. The array of photos obtained were
subsequently utilised to generate a photogrammetric model
using Autodesk ReCap in the data analysis stage. With each
image there will be an associated positional coordinate that was
obtained by the Mavic 2 Pro. The M+ positional data was
corrected using PPK as before. The quality of the data was not
ideal, with a significant proportion of the data only achieving
float point status. The positions of the images from the drone
were then matched with the times that coordinates were found
from the corrected M+ positional data. Figure 6 shows the PPK
solution overlaid on an aerial map in Google Earth.

Figure 6. PPK solution from the survey of the Dangan sports
complex.
The corrected positions were applied to the images captured by
the drone in a software called Exif pilot [8]. The images were
then ready for processing in a photogrammetric software to
create a 3D geolocated model using AutoDesk ReCap Photo
[9]. When the images were corrected it was important to note
that the elevation offset (45 mm) between the centre of the
camera lens and the bottom of the M+ receiver was subtracted
from the heights to compensate for this elevation difference.
3

RESULTS AND DISCUSSION

The accuracy of the system is of interest to determine if the
improvements and developments to this point have performed
as expected. This can be demonstrated by comparing the
standard deviation of the three coordinates that make up a point
observed at a particular time. 60 seconds of data was compared,
by taking the average of the three standard deviations over the
60 seconds for both the corrected and uncorrected solutions, the
overall average in each coordinate direction can be determined.
The 60 seconds that were examined were between 14:37 and
14:38 on the day of testing, and of the 60 recordings, 53
obtained a positional fix when corrected and 7 obtained a
positional float. The summary of this test is illustrated in Table
2 below.
Table 2. Comparison of corrected and uncorrected data.
Average standard deviations
latitude(m)

longitude(m)

height (m)

Corrected

0.0139

0.0133

0.0280

Uncorrected

1.8669

2.7338

5.2276

The result was swayed slightly due to the 7 float coordinates,
and without these, the results would have been 9.5 mm, 6.3 mm
and 15.3 mm respectively.
The 3D photogrammetric models that were returned were of
average quality, due to the fact that the drone could not be
flown to acquire aerial images. Figure 7 below illustrates an
example of model constructed.

Figure 7. Photogrammetric model of the surveyed building.
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The incompleteness on the roof is evident from this image.
There was a further issue noted that AutoDesk ReCap does not
recognize smartphone images in the geolocating process, and
several were utilized in the study, preventing full geolocation
of the building. To demonstrate the significance of aerial
images, a trial was conducted using a smartphone and an array
of concrete blocks, where aerial images could easily be
obtained on foot. The images were compiled in ReCap and a
photogrammetric model was constructed. The model came out
in excellent quality, and the requirement for aerial images as
well as terrestrial images proves significant. The position of
camera during this process was also tracked using a Reach M+,
and the post processed results are illustrated in Figure 8 which
indicates the path that was followed when conducting the
analysis.

Figure 8. Post processed results plotted in RTKPlot of the
analysis of the blocks (The track used was approx. a 2.5 m
diameter circle orbiting the block structure at the centre).
The result was highly accurate, with over 90% of points
achieving fixed positional status with high levels of accuracy
(sub centimetre level).
The task of creating 3D models using images obtained from a
UAV with positional corrections applied to the images has been
somewhat achieved at this stage of testing. The issue of not
being able to obtain aerial images using the drone did reduce
the quality of the model output; these aerial images would
allow a much more accurate and well rendered model of the
Dangan sports complex building to be obtained.
4

CONCLUDING REMARKS

The low-cost technology utilised in this study would enable a
wider adoption and integration of GNSS and UAV systems,
supporting the next stage in these advancements in the
industry, with the use of UAV devices driving many tasks
closer to semi, or full, automation. Year on year, the scale of
developments in the construction industry are increasing, with
the size of newly built structures growing significantly, and the
time that these structures are erected and constructed at
constantly decreasing, with growing efficiencies. These
developments put a greater strain on those working in the
industry to perform their duties in both a safe and timely
manner, as one human can only work so fast. Due to the
growing popularity of photogrammetry, there may be other 3D
photogrammetric modelling programmes that do allow the
construction of geolocated models from smartphone images.
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Some studies have been conducted which involve the use of
ground con troll points, and the results indicate that a
significant number of ground control points which requires the
use of accurate positioning systems and can be very time
consuming [10]. The use of corrected smartphone images is
also an option, however research in this area is minimal as
smartphone image GNSS data is generally uncorrected and
there has been little investigation conducted on correcting
smartphone image GNSS data for photogrammetric modelling.
Smartphone GNSS accuracy is too poor to utilise it for accurate
located 3D photogrammetric models [11].
The alternative in situations where smartphone images are
utilised in modelling whereby geolocations are to be applied to
the model is by using GCP’s (Ground Control Points). This is
however a time-consuming process and requires several GCPs
to be installed for high levels of accuracy, which thus requires
the use of highly accurate GNSS positioning technology [11].
The use of GCPs is useful for obtaining accurate coordinates in
a 2D plane, however in the vertical plane the accuracy is much
less. Accurate RTK systems can be more accurate in this
instance.
The tasks and business of undertaking structural surveys on
both small and large structures can be difficult and dangerous
not to mention being a costly service which makes use of
equipment which is also expensive. The investigations
conducted here have contributed somewhat to establishing a
system that will provide a stepping-stone in the advancement
towards making the growing inefficiency of the tasks of
structural inspection, monitoring and setting out a thing of the
past. But, with some further consideration, testing, research and
developments, an idyllic industry-suitable solution will be
available in the near future.
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ABSTRACT: Railway infrastructure throughout the world is degrading and the Structural Health Monitoring (SHM) of this
infrastructure can be effective. As a part of INTERREG project SIRMA, it is being investigated in instrumented trains can be used
as a moving sensor for SHM of bridges and rail lines. Off-the-shelf calibrated sensors will be connected to trains and the
instrumentation regime will be decided based on each SHM need. Output-only algorithms for anomaly detection and system
identification will be implemented. Damage Sensitive Features (DSF) will be investigated to assess the best markers for the
proposed SHM. A combined set of instrumentation and algorithms will be developed and assessed for their use using numerical
and small-scale experimental results - along with potential use in Irish rail network.
KEY WORDS: Railways, Structural Health Monitoring, Natural Hazards, Infrastructure Maintenance Management.
1

INTRODUCTION

Our bridge infrastructure is degrading over time (Znidaric et
al., 2011) and there is not enough resource to support them
(ASCE, 2013). This ageing infrastructure is making it the risk
and exposures to the structures during their operational
lifetime, especially when the exposure conditions (natural and
anthropogenic) are becoming harsher. Recent bridge failures
(Calvi et al 2019; abc.net, 2019) have led us thinking about
such infrastructure assets. Data-driven decisions (Matos et al.,
2005; Hanley et al., 2017) with sensors can be important in
future in this regard. Bridge live loads have increased over time
since their construction (Hanley et al., 2016;) and climate
hazards (corrosion, flooding) exacerbates this (Enright &
Frangopol, 1998; Ganesh Prasad & Banerjee, 2013).

becoming a popular approach in bridge monitoring (Nogal et
al., 2016; Martinez-Pastor B, 2018) to achieve better safety and
service. As a symbol of such change, Figure 1 presents a
degrading rail on a defunct railway line on the west of Ireland.
2

OVERVIEW OF SIRMA PROJECT

The EU Interreg Atlantic Area funded project Strengthening
Infrastructure Risk Management in the Atlantic Area (SIRMA)
addresses some of these challenges in a collaborative and transnational manner. Most of the transportation of people and goods
in the Atlantic Area is made through rail and road. The
performance of this infrastructure is directly affected by extreme
natural events and by the strong corrosion processes that result
from proximity to the Atlantic Ocean. SIRMA will develop a
robust framework for the management and mitigation of risks, by
implementing immediate, medium and long-term measures, thus
increasing the resilience of transportation infrastructure. It will
address the transportation infrastructures by developing a
systematic methodology for risk-based prevention and
management; developing a real-time process to monitor the
condition of transportation infrastructure; and enhancing the
inter-operability of information systems in the Atlantic Area, by
taking into account the data normalization and specificity of each
country. SIRMA intends to develop a holistic toolset to anticipate
and mitigate the effects of extreme natural events and strong
corrosion processes, including climate change-related impacts
for both road and rail sectors. These tools will be deployed for
critical hazards that are affecting the main Atlantic corridors that
are largely covered by this consortium presence and knowledge.
SIRMA also targets to develop an innovative infrastructure risk
management system related to extreme events, as well as to
integrate knowledge about short-term actions (e.g. management
Figure 1. A decommissioned train on a decommissioned of emergency situations) and medium to long-term actions (e.g.
railway line in Ireland.
strategic measures to improve structural response of critical
assets). This will lead to optimal risk mitigation measures and
Climate variability and change will also play a role in future strengthening the territory resilience to several types of risk. The
loading (Imam, 2019). On the other hand, resilience is long-term effects of this project will be the risk reduction of
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extreme natural hazards on transportation infrastructure and to
ensure the assets and population are prepared for such hazards.
The developed framework will be tested and used by two public
operators that will disseminate it through other public and private
operators in and outside the Atlantic Area. These entities,
together with supporting partners (e.g. government,
municipalities, etc.) will ensure these effects. The developed
framework aims to support more sustainable decisions
concerning the resilience improvement and risk mitigation on
transportation infrastructures in the Atlantic Area. In order to
achieve that, it is planned to undertake a set of optimal risk
mitigation measures. Through these measures, the risks to society
and environment will be diminished. There are direct risks, such
as consequences for people (injuries and deaths), and indirect
consequences, such as the unavailability of transportation
infrastructure, that put at risk the sustainable development of the
Atlantic Area, and that will be mitigated through the application
of this framework. When selecting the most suitable risk
mitigation measures, their effects will be also included, and,
consequently, the effects on the surrounding environment. At the
end, users (people and goods) will be able to use the
transportation infrastructure in the Atlantic Area in a more
efficient and safe way, the infrastructure being more prepared to
face climate change effects. Natural hazards do not recognize
political boundaries and a transnational cooperation will bring
new and complementary knowledge among all participating
countries and will improve the cross-coordination, information
exchanges and risk mitigation procedures. Eventually, an
Atlantic area dynamic map will be created with critical
transportation infrastructure for different hazards types, based on
vulnerability indicators, addressing climate change scenarios,
allowing for a better, more precise, and more reliable decisionmaking process. A methodology for integrating sensor data into
performance indicators quantification, and consequently on
performance predictive models will be made. Advanced riskbased forecasting models which address infrastructure
performance and consequences (direct and indirect) will be
developed. Database with identification of effects and costs
(direct and indirect) of risk mitigation measures will be
established, resilience-based decision-making framework will be
created, allowing to identify optimal risk mitigation plan. Lastly,
it will influence EU decision making bodies on bridge
maintenance management.
3

PROGRESS
AND
INSTRUMENTATION

CHALLENGES

Figure 2. 3D Laser scan of a bridge struck by a truck.
Using the interaction of a bridge and a passing vehicle for
structural health monitoring and assessment of features of
interest of a bridge is another aspect that this project is currently
looking into. In this regard, both the bridge and the vehicle are
being designed for instrumentation.
There exists a wide range of damaged bridge-vehicle
interaction model with various complexity and detail (Delgado,
1997; Zhu & Law, 2002; Pakrashi et al., 2010). A detailed
model can be obtained from Pakrashi et al (2007) for
completeness. The effect of damage changes the stiffness

AROUND

Since trains and trucks travel a large part of the transportation
network it is a part of, one of the ways SIRMA intends to
develop conceptual, numerical and experimental evidence base
is by instrumenting such vehicles as mobile monitoring probes
for infrastructure elements throughout the network. The
infrastructure elements are expected to be important as well. In
particular, this approach works based on the fact that
operational responses are representative of the health of a
structure and such operational effects and their changes will be
picked up by the variation of the dynamic responses obtained
by the moving vehicles traversing the structures. The excitation
by a truck or train can thus lead to detection of features of
interest by instrumenting a bridge or the vehicle.
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While the opportunities of such an approach is extensive,
there exists significant challenges which are to be overcome.
This paper illustrates some of these opportunities and
challenges.
Figure 2 presents a 3-D Laser scan of an Irish bridge affected
by a truck strike. Such methods can be also used for railways
and other bridges in different countries and an evidence base
will be relevant to decide its application advantages and
boundaries by full-scale deployment.

locally or globally. Overall, this has an effect on the natural
frequency, mode shape, statistical parameters of various
output-based detection and other aspects (Krishnan et al, 2018;
Bhowmik et al., 2019; OBrien & Keenahan, 2015;
Malekjafarian & Obrien, 2014). While this has led to good
matches between simulated and experimental results for
bridge-vehicle interaction (Figure 3), robust markers for
damage is a still an important need, irrespective of the model
(Figure 4) or experiment.
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Figure 3. The matching of a train-bridge interaction model
with finite elements and fundamental differential equations.
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ABSTRACT: In the field of structural building, there has been a rising popularity in adaptive reuse of older structures, which
stems from a variety of stimuli. Apart from preserving built heritage, providing old buildings with new functions promotes
sustainability while preventing and containing urban sprawl. Target 11.4 of the United Nation’s Sustainable Development Goals
Agenda 2030 explicitly outlines that “more efforts to protect and safeguard the world’s cultural and natural heritage” are required
[1]. In order to valorise and regenerate obsolescent structures, intervention is often required. The dissertation provides a
comprehensive overview of conservation engineering and demonstrates the importance of an engineer’s role on such projects, in
order to understand, interpret, and manage the complexities involved. The project uses Scot’s Church as a primary case study to
demonstrate the potential of such redundant historic buildings and sets out to encourage imaginative thinking towards utilising
such existing structures. The phenomenon of ‘adaptive reuse’ has been examined throughout the study using Scot’s Church as an
exemplar of responsible utilisation of Ireland’s cultural heritage. Through an appraisal of printed publications, fieldwork and
desktop surveys of Scot’s Church, and comparison with the adaptive reuse of another historic church within Dublin City Centre,
the study assesses the engineering constraints and compromises encountered on such projects and outlines recommendations for
overcoming common barriers, and mitigating the typical risks involved. The project demonstrates the valuable contribution that
innovative engineers can have on the adaptation of heritage structures and promotes further integration of Ireland’s built heritage
for the benefit and inheritance of future custodians.

KEY WORDS: Adaptive Reuse, Conservation, Sustainability; Innovative Engineering.

1

INTRODUCTION

Important built heritage survives throughout Ireland, with an
abundance of derelict sites strewn across the country. Apart
from the historic significance of such heritage, conserving
these structures is a fundamental contributor to achieving a
more sustainable environment. However, many of Ireland’s
heritage assets are at risk of neglect, deterioration, and
inappropriate repairs. Where historic structures lie unoccupied
for long periods, they become susceptible to vandalism and
detrimental decay, and eventually cross beyond the point of
potential repair. Adaptation of old buildings for new uses is
not a new practice [2], and the current discourse on
preservation and sustainability has triggered a surge in
adaptive reuse of disused structures across the country in
recent years.
As part of the UN’s sustainable development goals agenda,
Ireland has committed to curbing carbon emissions and
meeting specific milestone target dates. Recent periodic review
reports [3] have highlighted that Ireland requires major new
policies and measures in order to meet its 2020 targets for
reducing carbon emissions and stated the country may be at risk
of missing 2050 targets set out to lower emissions by at least
80%. This may result in substantial fines for the country,
money which would be better invested into meeting such
targets at the outset. Adaptive reuse projects can offer
significant opportunities for energy saving by lowering

material, transport and energy consumption and pollution [4].
Sustainable development is one of the most universally
endorsed aspirations of the present day, which further supports
the adaptive reuse of Ireland’s built heritage.
This dissertation sets out to demonstrate the potential of
Dublin’s historic building stock, by reviewing the responsible
interventions undertaken on Scot’s Church, highlighting the
project as an exemplar of adaptive reuse. The research intends
to raise awareness of the current state of such buildings and
their vulnerability, and aims to promote innovative and
sensitive design methods which would increase longevity and
naturally enhance Ireland’s heritage assets.
2

LITERATURE REVIEW

In order to fully understand the principles of building
adaptation, reasons for adaptive reuse of historic buildings, and
the structural design and interventions typically undertaken on
building conservation projects, a review of existing literature
was undertaken, and supported throughout the chapters by
various site visits and comparisons with other paragon projects.
Adaptation of buildings
In the context of buildings, adaptation involves the process of
adjustment and alteration to a building to meet new
requirements. Any work which is over and above maintenance
can be considered as adaptation. It is inevitable that buildings
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will age and outgrow their original function. Therefore, the
adaptive reuse process can provide the built environment with
a sustainable future.
Adaptive reuse of historic buildings
Creating a future use for historic buildings is of great
importance, however it can often be very challenging for
designers. As a viable alternative to demolition and
replacement, sustainability of historic structures may often
require careful blending of sustainable design and conservation
principles. There are no ‘one size fits all’ solutions, and there
are many challenges which vary from one structure to the next,
such as; the existing conditions of the structure, geometry and
layout of historic buildings, availability of traditional materials
and skilled labour, regulation compliance, and conservation
considerations.
Conservation principles
“Conservation is very largely the art of controlling (or
managing) change” [5]. Conservation may often be confused
with ‘preservation’. In contrast to conservation, preservation
attempts to maintain buildings in their present condition, which
may often threaten their survival. While some historic
structures may be maintained in a “preserved” state, the
majority of such buildings need to have a working purpose and
be practical for the needs of their occupants, thus, adaptation is
often fundamental to the core principles of conservation.
“Buildings are not museums and should not be fossiled” [6].
With sufficient imagination and enterprise, protected structures
can be adapted to a new use while maximising retention of the
original features with sensitive restoration techniques and
appropriate repairs carried out where necessary. Any
reconstruction works or added design should harmonise both
new and old features, while creating an obvious distinction
between them [7].
Structural design and interventions in building
conservation
Historic buildings often require alterations and extensions to
accommodate a new use of the structure, and there are various
types of interventions which can be incorporated on such
building conservation projects. When adapting a protected
structure for a new purpose, such changes should “not detract
from the interesting parts of the building, its traditional setting,
the balance of its composition and its relation with its
surroundings” [8]. Rather, any new proposed intervention
should harmonise with, and be sensitive towards the existing
building.
Structural engineers play an important role in the suitability
assessment of adaptive reuse projects and defining a suitable
scope of works for such. If substantial alterations are
undertaken without consultation with a competent engineer
with experience of traditional construction, this may result in
catastrophic consequences [9]. An engineer is often required to
evaluate not only the existing condition of the structure, but
also the impact that a proposed new intervention may have on
it [10].

3

CASE STUDY ON SCOT’S CHURCH

The objective of the case study was to assess the design and
construction constraints involved in the adaptive reuse of
Scot’s Church. Examining the constraints and challenges
involved provided insight on how such barriers could be
overcome through responsible and sustainable approaches to
conservation, highlighting the new design as an exemplar of
adaptive reuse.
Project scope
The brief for Scot’s Church was to integrate the historic
building with a modern office block, providing several hundred
workstations, dedicated meeting areas, and collaborative
spaces. While acting as the new entrance for the offices, the
adapted main church has also become an important civic and
public space within the City Centre, and provided the redundant
church, adjoining hall, and former lecture theatre, with a new
identity and purpose.
The existing structure
Various surveys were carried out in order to assess the existing
condition of Scot’s Church along with its ancillary buildings,
including; the site configuration, the extent of decay along the
facades, and the general condition of the existing fabric and
elements of the structure – all of which are extensively detailed
within the research project.
Project interventions
Successful integration of the contemporary design within the
urban built environment posed many challenges for the Scot’s
Church project. Through extensive coordination, creative
design proposals, and compromise, planning permission was
granted for the development in August 2008, and the following
principal interventions were deemed acceptable;
•

Superimposition: Modifying the roofing of an existing
building and imposing its aspect upward contrary to its
original form (Figure 1)

Figure 1: View of the new façade over the existing Lecture
Hall structure along Old Abbey Street – photo by author.
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•

Enshrouding: Surrounding and covering of an existing
structure and internalising its existing building fabric
(Figure 2)

Figure 2: View of existing Church Hall structure enclosed
within the new multi-story structure – photo by author.
•

Object insertion: Inserting new contemporary elements
within the existing context of a structure to accommodate
its new form and use (Figure 3)

Figure 3: Views of encased steel columns within the existing
Church Hall (LHS) which branch off above the slated roof to
support new floor beams overhead (RHS) – photos by author.
•

The interventions formed part of a complex design which
ensured the historic grouping’s future use. The principal of
‘minimum intervention’ remained at the forefront of all design
decisions, and any loss of original fabric was carefully
considered against the benefits of ensuring a future occupancy
for the site, and thus the increased longevity, of the protected
structures.
Extensive coordination between the engineer and architect
during the design and planning process was critical to ensure a
sensitive design was achieved. The engineer meticulously
modelled a lightweight slender structure to satisfy the
intentions and expectations of the architect in creating a
dynamic building that would not detract from, but rather
compliment the original structure. The design process created
many challenges for the engineer due to the sensitive fabric and
restricted space on the site. This highlights the importance of
appointing competent engineers on such projects, with great
knowledge of traditional construction. Constructability was
considered a major challenge, and therefore experience on
adaptive reuse projects within a restricted urban setting was
also critical.
Project Management Challenges
The successful completion of the diverse project was largely
hinged upon the ability of the contractor to be strategic,
innovative, adopt smart construction methods, and react
efficiently to unforeseen challenges during the construction
stage.
The complex nature of the urban construction site provided a
host of unique challenges which required innovative methods
of site management. The mid-terraced protected property was
restricted by the LUAS on the northern boundary, flanked by
neighbouring historic structures on the eastern and western
boundaries, and the only available access for construction along
the narrow one-way system on Old Abbey Street (figure 5).
Congested access, confined space, proximity to historic
structures (Figure 6), public safety and the constructability of
the high-rise building were among the many challenges faced
by the contractor.

Abutment: Introducing a new structure, which makes
physical contact with fabric of the old building (Figure 4)

Figure 4: Interface between new façade and existing church at
glazed link joining new and old structures – photo by author.

Figure 5: Aerial view highlighting the access restrictions of
the mid-terraced site – illustration by author using image
extracted from Google Maps.
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Figure 6: Erection of tower crane on Scot’s Church project
(LHS), and operative fitting new façade panels within a
confined space at the interface of neighbouring Georgian
building (RHS) – photos by author.
4

Archaeological issues were one of the greatest challenges at
the conceptual stage of design. As one of the more unique
features of the building, 30 no. crypts which extended beneath
the entire church were to be kept in their original state. The
labyrinth of brick vaults which form these crypts at ground
level (Figure 7) were noted to be in good condition; however,
they were not capable of taking additional loads. The graveyard
at the south yard of the church comprised extensive areas of
shallow burials with remains exposed at depths of as little as
60mm, which were unlikely to be removed due to the high
sensitivity involved with excavation of cemeteries, and the
storage of human remains. The extent of groundworks was
therefore greatly restricted due to the archaeological constraints
on the site.

COMPARATIVE STUDY ON ST LUKE’S CHURCH

In order to further demonstrate the potential of redundant
cultural heritage, summarise the typical challenges involved in
adaptive reuse projects, and outline risk mitigation methods for
such, another adapted historic church in Dublin City Centre had
been analysed and compared to the Scot’s Church project.
Introduction
St Luke’s Church, situated in the Liberties area of Dublin 8,
remained derelict for many decades, and was left in a ruinous
state following a fire in 1986. An adaptive reuse proposal was
submitted during a period of social and physical change, and
extensive development within the Coombe area. The adaptation
of this inner-city project posed many unique, but different,
engineering challenges which required creative thinking and
compromise.
‘Engineering’ can be defined as ‘the action of working
artfully to bring something about’ [11]. By analysing the
engineering approaches on this comparative project, the study
reveals how two contrasting designs can de so strikingly
different – yet so closely related. Both projects set out to utilise
the cities’ religious heritage assets and promote sustainable
urban development, by creating new office space during a
period of high demand in central Dublin. However, each project
needed a different approach and required specialist vision from
a qualified engineer. The comparative study demonstrates how
a similar project deliverable may require an exceptionally
contrasting design strategy.

Figure 7: Exposed brick vaults on St Luke’s Church project –
photo provided by CORA Consulting Engineers.
Solution
The challenges involved in the adaptive reuse of St Luke’s
Church required creative engineering ideas to propose a design
which could work within the restrictions and satisfy all
statutory requirements. The following interventions were
undertaken as follows;
•

New floor over existing brick vaults: The brick vaults were
carefully exposed, dressed over with a proprietary fabric
separation membrane (ensuring the intervention was
reversible), concrete strip footings poured between vaulted
sections as load transfer points, and a subfloor poured
across the floor areas (Figure 8).

Project challenges
The proposal to transform St Luke’s Church from a ruinous
derelict building, into state-of-the-art new offices, posed many
challenges at both the planning and construction stages, which
required practical and responsible solutions through
collaborative problem solving between all parties.
Similar to Scot’s Church, this project was a protected
structure, situated in a restricted urban setting. However, there
were unique challenges which differed significantly such as the
existing condition and archaeological issues.
The structure was in very poor condition and had remained
roofless for many years with many areas throughout the
building left obscured by a high level of overgrowth and
subsequent biological decay. Many original features of the
building had been lost following years of neglect.
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Figure 8: Proprietary fabric membrane dressed over vaults
prior to pouring subfloor – photo provided by CORA
Consulting Engineers.
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•

New steel roof structure: The original walls were
conserved using lime pointing and localized repair
techniques, and the wall tops received a limecrete bedding
to ensure a suitable surface for the installation of spreader
beams. 7 no. trusses were installed spanning from north to
south walls supported on the spreader beams. Floor beams
were hung within the body of the building from the new
steel roof using a proprietary high strength 32mm steel rod
system to support 2 no. suspended floors (figure 9).

Figure 9: Steel floor beams hanging from the steel truss roof
structure – photo provided by CORA Consulting Engineers.
•

Integrating new services: The brick vaults (Figure 10)
were utilized for the new services required. Rather than
repairing damaged sections of brickwork, these were
reused as opes for passage of such services between
ground level and underground crypts. Due to the
archaeological restrictions, excavating new drainage lines
was not an option and so the original routes (installed in
1869) were replicated. As part of good sustainable urban
development planning, a rainwater harvesting tank was
installed within the crypt.

Qualitative Research
Considering the objectives of the research project, it was
decided to further the comparative study by issuing
questionnaires to some of the parties involved in the adaptation
of both Scot’s Church and St Luke’s Church, in order to form
a deeper understanding of the design rationale behind such
projects and the typical challenges encountered. The qualitative
approach involved empirical work undertaken by gathering
extensive feedback from those closely involved with such
challenges, allowing for greater capacity within the study to
gain more depth and meaning based on each individual’s
experience.
Following a review of the challenges involved on the Scot’s
Church project earlier in the project, a detailed questionnaire
was prepared for the conservation consultant on the St Luke’s
project to develop an improved understanding of the level of
compromise required on a correlative adaptive reuse project.
Fortunately, the same engineering consultancy firm was
employed for both unique projects. This provided the
opportunity for a second impartial questionnaire to compare
both projects from an engineering perspective and assess the
challenges involved.
Comparison of challenges
The comparative study on St Luke’s Church highlighted the
diversity of challenges involved on adaptive reuse projects and
concluded that there is no ‘one size fits all’ solution. Although
both historic projects were obsolete church buildings in central
Dublin, the constraints and compromises involved on both
projects were entirely different and therefore each required
unique solutions. The key differences between the two projects
were as follows;
• existing conditions
• structural requirements
• spatial considerations
Scot’s Church was found to be in good physical condition with
most of its original fabric intact, compared with the ruinous
state of St Luke’s Church. It also required the new building to
be structurally independent of the original structure, with loads
transferred to pile cap foundations. On the contrary, the new
addition to St Luke’s Church was reliant on the existing
masonry walls due to the archaeological sensitivity of the site.
Both historic structures experienced changes to their original
space configuration. While most of Scot’s Church has retained
its internal spatial character, there have been significant
changes to the building’s external setting and surrounding
streetscape, creating ‘an old building within a new building’. In
contrast; St Luke’s Church was not visually dominant from
public spaces, with a contemporary roof indicating that some
alterations had taken place, but most of which were concealed
behind the existing masonry walls, creating ‘a new building
within an old building’.
Common Objectives

Figure 10: Circulation space within the barrel-vaulted crypt
passage (top), and existing ope used for routing of services
(bottom) – photos provided by CORA Consulting Engineers.

While both projects had inherited different constraints, they had
the following similar objectives;
• protection of local heritage from loss of depletion
• adherence to good conservation principles
• sustainability of the built environment
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Discussion
With great difficulty comes great innovation. The role of an
engineer on conservation projects has become extremely
complex due to a wider range of parameters involved,
compared with a new typical build. The use of innovative
engineering methods has provided sustainable new uses for
both Scot’s Church and St Luke’s Church by converting the
redundant protected structures into central new urban office
spaces. Both buildings strike visual contrasts between old and
new, accentuating their features with sensitive contemporary
additions. The projects are emblematic of the potential of such
buildings to wed preservation with sustainable development as
two common practices. This study has demonstrated how
innovative engineers can unlock the potential of such heritage
assets through clever design methods and strategies.
5

RECOMMENDATIONS

Following a review of structural design, smart interventions,
project challenges, and innovative solutions on adaptive reuse
projects, the following recommendations are proposed for
cultural heritage adaptation projects going forward;
Early Engineering engagement
Often, the early design process is architect-led with engineering
experts entering the design process after the fundamental
design decisions have been made.
Extensive Condition Surveys
The client and design team will benefit from early investigation
work by gaining a better understanding of the constraints of the
project, enabling contractors to later tender from a clearly
defined specification and bill of quantities.
Conservation Accreditation Register for Engineers
(CARE)
Through a rigorous approval procedure, the Institute of
Engineers Ireland (IEI) Chartered Engineers can become
accredited with CARE and recognised as skilled in the
conservation of historic structures and sites. Engineering is
following the architectural profession in this regard.
Appointing an accredited engineer on heritage projects
provides assurance of competency in the field of conservation.
Commitment to Continuous Professional Development
(CPD)
All parties involved in conservation work should commit to
ongoing CPD in the field. Courses and seminars are frequently
organized by a variety of professional bodies, including; the
Construction Industry Federation (CIF) or Ireland, Engineers
Ireland (IEI), the Royal Institute of Architects of Ireland
(RIAI), among others.
Register of Heritage Contractors
The expertise of all contractors involved is of fundamental
importance to the overall success of conservation projects, and
it is therefore essential that accreditation systems are in place.
Design Compromise
The Architectural Heritage Protection Guidelines set out by the
Irish Government contains detailed guidance on the general
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principles of conservation, development control standards, and
conservation of specific architectural elements. Part 2 of the
guidelines note; “It is generally recognized that the best method
of conserving a building is to keep it in active use” [12]. The
principles of conservation should be followed as far as is
reasonably practical to ensure best practice in conservation.
However, there is often a bigger picture and some level of
alteration to the original is often required to ensure the
longevity of the overall structure. Building conservation relies
on responsible and sustainable decisions, thus forward-thinking
philosophy must be adopted in order to provide compromise
and occupancy to buildings, which will outweigh inevitable
deterioration of such structures if they remain without function.
6

CONCLUSIONS

Unlike the design of modern structures, there is no clear set of
guidelines for the conservation of historic buildings, which
often leads to ambiguities and arbitrary decisions. The large
variety of existing building stock in Ireland poses many
challenges for specification, as there are no standard solutions.
Therefore, conservation engineers experienced in traditional
construction are required to assist in developing design ideas
which incorporate the fundamental principles of conservation
and sustainability of the nation’s cultural endowment.
The creative adaptation of Scot’s Church highlights the
flexibility and potential of historic buildings to become
reinvented. Through the adoption of responsible approaches to
conservation, the exemplar project serves as a catalyst for such
creative and sustainable development, encouraging such
imaginative thinking towards further integration of Ireland’s
built heritage for the inheritance of future custodians.
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An evaluation of design issues identified during reviews of structural designs of
buildings from 2015 to 2020
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ABSTRACT: A process to carry out independent design reviews of structural designs was developed in Waterman Moylan
Engineering Consultants in 2015 to complement existing quality management procedures. This process has been successful in
highlighting and addressing issues during the design phase, thus reducing re-work and risk of issues carrying through to the
construction phase. This paper presents an evaluation of issues found during 36 design reviews carried out between 2015 and
2020. The purpose of this paper is to improve awareness of recurring design issues and disseminate lessons learned from the
design reviews.
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1

INTRODUCTION

In many parts of the world statutory peer reviews of structural
designs are a requirement of building regulations. The core
purpose of a review is to ensure the safety of a design through
the identification of human error. It is, therefore, of interest to
study design errors that have caused structural failures as well
as statutory design review processes that have been developed
primarily in reaction to these failures.
The design review process developed in Waterman Moylan, as
well as an evaluation of design reviews carried out by the
Author between 2015 and 2020, are presented in this paper.
2

BACKGROUND
Independent Design Reviews

Requirements for independent checking of building designs
vary across the globe. The following section sets out the
position in a number of jurisdictions.
In 2008, New York City Department of Buildings introduced a
requirement for structural peer reviews of buildings that meet
certain criteria. Included are major structures that would meet
Consequence Class 3 criteria in Eurocode 0, and buildings
greater than 7 stories that require consideration of
disproportionate collapse. In the past, structural design reviews
had been performed by the Department of Buildings, however
these were ceased in 1975 [1]. Peer reviews are carried out by
principals of engineering companies based in New York with
sufficient technical qualifications to carry out the review.
Miami Florida, also introduced a requirement for peer reviews
based on New York City’s model.
In the UK, the Design Manual for Roads and Bridges (DMRB)
[2] requires different levels of checking of designs of bridges
in various Consequence Classes. An independent review is
required for Consequence Class 3 structures. No such statutory
requirements are in place for building structures.
In Scotland, a system was introduced in 2004 for certifying
compliance of building structures with the building regulations.
To certify building designs, one must be an Approved Certifier.

Different levels of checking are required depending on the
Consequence Class of the structure. Third party design reviews
are a requirement for Consequence Class 3 structures.
In Australia, independent design reviews are only a statutory
requirement in the state of Victoria at present. However, in
2017, a report was commissioned on behalf of the Building
Minister’s Forum to undertake an assessment on the
compliance and enforcement systems for the building industry
[3]. The report recommended that independent third-party
reviews be carried in each territory for certain building types.
In 2019, Engineers Australia, responding to the report
recommended mandatory peer assessments for buildings of
importance levels 3, 4 and 5 in accordance with Australian
Standard AS/NZS 1170.0 [4]. These importance levels describe
buildings with a high consequence of failure, similar to
Consequence Class 3 structures in the Eurocode 0, where third
party checking of calculations, drawings and specifications is
recommended [5].
In Ireland, as in the UK, independent design reviews are
required for certain bridge structures. Again, there is no
statutory requirement to have independent design reviews
carried out for building structures. The Building Control
(Amendment) Regulations, updated in 2014 requires that an
Assigned Certifier be appointed to provide design certification
as well as inspections during construction to ensure compliance
with the Building Regulations. However, design certification is
provided without a design review of structural documentation
being carried out.
The introduction of independent design reviews as a
statutory requirement has generally been in response to
structural failures or poor building practice. For example, the
UK DMRB introduced independent checking in the early
1970’s following failures of bridges in Australia, Wales,
Germany and Austria [2]. The 16th Biennial report from
SCOSS (Standing Committee on Structural Safety) notes that
“history shows us that in order to ensure compliance there
needs to be independent assessment and supervision.” [6].
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Design Errors and Structural Failures
Design errors have been found to be the primary cause of 2535% of structural failures globally [7]. There have been
extensive studies that discuss recurring design errors and the
root causes of these errors that contribute to failures [8], [9],
[10]. Some are listed below:
•
Foundation movement;
•
Connection failures;
•
Buckling;
•
Lack of bracing;
•
Overloading;
•
Fatigue;
•
Inadequate structural redundancy;
•
Calculation errors;
•
Misusing computer software;
•
Constructability problems;
•
Unclearly communicated design intent;
•
Contractual inhibitions;
•
Inappropriate application / use of the design codes;
•
Human error;
•
Lack of experience of the designer.
SCOSS uses a 3P’s model to illustrate the broad range of issues
on risk in structural safety, refer to Table 1 [10]. It is clear that
many interrelated factors contribute to design errors and not
simply technical errors. These include management and
organisational factors as well as time and cost pressures [11].
Many errors in construction documentation are found during
construction and never result in a failure, however these issues
often cause re-work and can increase the project contract cost
by 5% [12]. Some of these errors in fact lead to independent
design reviews, for example in 2019, in New South Wales,
Australia, during construction of a 7-storey building, a potential
issue was highlighted by a sub-contractor. The developer chose
to have an independent review of the design carried out. Major
flaws in the design were uncovered resulting in remedial works
to the basement that had been already constructed [13].
Engineering design companies often have checking
procedures as part of their quality assurance procedures, but
this is not always the case. Design errors can be reduced
significantly when design checks are carried out in design
offices. Research has shown that design checks can detect 32%
of errors if carried out in-house and if independent parties are
used then up to 55% of design errors can be eliminated [14].
While independent design reviews are useful in detecting
design errors, they can be also be useful in knowledge sharing,
which can drive standards and quality [1]. Furthermore, lessons
can be learned from previous projects and used to guide
appropriate training and knowledge development for younger
engineers.
Design Review Process at Waterman Moylan
The review process in Waterman Moylan began in 2015.
Reviews are most often carried out just before the tender issue.
On very large projects, a scheme stage review is often carried
out also, prior to 40% design documentation when there is still
scope to affect the design in a positive manner [15]. At scheme
stage, it is possible to assess the appropriateness of the
structural scheme, buildability, materials used, and detailing for
simplicity and ease of construction. Carrying out the
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Table 1. Broad range of influences on structural safety [10]
review at tender stage allows for amendments to the design or
omissions to be included in the Tenderer’s price. Post tender,
there can be resistance contractually to making alterations.
One drawback of carrying out the review at tender stage is
that RC drawings have generally not been produced. Often, it
is in the detailing where issues arise.
The following tasks are performed on each review:
1. Design Loadings. Confirm that the appropriate loads and
load cases have been considered.
2. Design Criteria. Confirm that the structural design criteria
are in accordance with codes of practice and design
assumptions are appropriate.
3. Calculations. Perform independent calculations for a
representative number of elements including columns, beams,
floor slabs and transfer structure to check their adequacy.
Review structural analysis and finite element model
assumptions, inputs and outputs versus independent hand
calculations (where available).
4. Load paths. Review load paths and overall loads on columns
& foundations, on area basis.
5. Lateral Stability. Check overall system and load path down
to foundations.
6. Robustness/Accidental Loading. Review ties, loads, and
confirm code provisions have been complied with.
7. Foundations. Review geotechnical investigations, confirm
that the foundation and structural design properly incorporates
the results and recommendations of the investigations including
contamination, gas and water level.
8. Basements. Review principles of design, tanking, and
potential for buoyancy.
9. Performance-specified structural components (such as
certain temporary works and precast concrete elements). Verify
that these have been appropriately specified and coordinated
with the primary building structure.
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10. Drawings, BIM models and specifications. Check clarity,
presentation and completeness of information. Confirm that the
structural plans and BIM models are in general conformance
with the architectural plans regarding loads and other
conditions that may affect the structural design.
11. Fire Protection. Review fire rating and method used.
12. Health and Safety Risks. Review risk assessment, design
stage mitigation measures, and any remaining risks.

Figure 2 provides a breakdown of the structural solutions
used in the buildings reviewed.

STRUCTURAL SOLUTION
UTILISED
6% 3%

Following the review, a written report is provided to the project
lead along with comments marked on the structural drawings.
The report also includes lessons learned, and recommendations
for future projects. The project lead responds to the comments
either accepting the comment, clarifying the structural design
intent or disagreeing with the comment. Following the response
to the report, a meeting between the reviewer and project lead
is held to close out the comments and responses. Generally,
issues are resolved here or a difference of opinion is accepted.
This is can in fact be a positive outcome [15].
3

5%
8%
11%
17%

EVALUATION OF REVIEWS

An evaluation of design issues found during reviews was
carried out. The study sought to assess whether common issues
in designs existed across different structure types and design
teams. The evaluation was limited to issues that were identified
in the reviews and were agreed with by the project lead. Each
of these issues resulted in a revision to the structural
documentation. Differences of opinion and issues that did not
affect safety or utility of structure were not included. The
evaluation is the subjective opinion of the Author. It is possible
that a different engineer may have drawn different conclusions
during the evaluation and may have found a slightly different
set of issues in each review. The review findings from housing
projects as well as refurbishment projects have been omitted,
as these projects typically have different sets of issues.
The approach consisted of the categorisation of issues
identified into the following groups:
•
Members supporting vertical loading at ULS
•
Members resisting wind / lateral loading
•
Foundations
•
Robustness
Design issues found in various member types were collated
together along with the primary failure mode for each element
and the likely primary cause of the design issue. The results are
tabulated in the following sections.
There were 36 projects in total reviewed. Figure 1 provides a
breakdown of the building types.

BUILDING USE
Retail
11%

Educational
17%

Hotel
8%

Residential
28%
Prison
6%

Industrial
8%
Office
22%

Figure 1. Breakdown of Projects by Building Use.

22%

28%

RC Frame with Flat Slabs
PC Frame over RC Frame with Transfer Slab

Load Bearing Masonry Walls / Precast Flooring /
Steel Frame Roof
RC Frame with PT flat slabs
Steel Frame / Cellular Floor Beams / Composite
Shallow Steel Deck
Load Bearing Masonry Walls / Precast Flooring /
Steel Frame Roof over RC Frame with Transfer Slab
Warehouse: Steel Portal Frame
Steel Frame / RC Cores / Shallow Floor Beams /
Precast Flooring
Figure 2. Breakdown of Projects by Structural Solution.
Consequence Class: There were two Consequence Class 3
structures, twenty-five Consequence Class 2B structures and 9
Consequence Class 2A structures in the sample. Commentary
is provided on a number of the important findings.
4

RESULTS

KEY:
A.
B.
C.
D.
E.
F.
I.
II.
III.
/

Element within structure
No. of projects with occurrences of issues
No. of projects that utilise element
Percentage of projects where issue was found
Most common issue with element
Primary cause of issue
Lack of experience by designer
Human error
Inappropriate use of design codes
Not evaluated
Members supporting vertical loads at ULS

The following table presents a summary of results of the
evaluation of members supporting vertical loads.
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A

B

C

D

E

F

RC Column
RC Transfer
Slab
Steel Beam
RC Basement
Slab
Steel Column
Masonry Pier
RC Flat Slab
RC Transfer
Beam
Precast Pier
PT Flat Slab
RC Beam
Steel Transfer
Beam
Precast Floor
RC Transfer
Wall

8

24

33%

Buckling

I

6

10

60%

Bending / Shear

I

4

14

29%

Bending

II

4

12

33%

Buoyancy

II

3
3
2

10
8
9

30%
38%
22%

Buckling
Compression
Punching Shear

III
II
II

2

5

40%

Bending / Shear

I

1
1
1

/
/
/

/
/
/

/
/
/

1

/

/

/

1

/

/

/

1

/

/

/

elements being supported, often results in the actual loads
carried by transfer structures being underestimated.
In building models where transfer structures support long
walls (for example residential and hotel buildings), the walls
that are stacked through the building tend to be much stiffer
than the transfer slabs that support them. The walls tend to
‘hang’ the transfer slab under, providing support to it, and
distributing the load back towards the stiff points such as
supporting columns. There are several reasons why this is not
a realistic representation of how the structure will act in reality.
The walls would have to be designed for high tension forces
and the bearing stresses at the ends of the walls are often well
beyond design limits. If the walls are to be constructed of
precast concrete, the joints in the walls create discontinuities.
These joints are typically not designed for the forces that would
need to be transmitted here. Figure 3 shows an extract from a
finite element analysis model showing arching of walls, tensile
forces developed and high bearing stresses over a column
support.

Table 1. Results of evaluation of issues found in members
supporting vertical loads.
There were eight instances of design issues with columns.
These columns tended to be over capacity by codified
calculations for buckling due to slenderness effects. This
accounts for 33% of projects where RC columns were used.
Slender columns are quite sensitive to magnitude of bending
moment, and if the moment is applied in an incorrect direction,
it can have a marked effect on the effective length of the column
for buckling. Of course, a non-linear analysis could have been
carried out in order to justify a design by directly calculating
the 2nd order effects, which may show that the magnified
moment is less than that calculated by simplified code rules.
In assessing the risk associated with this design issue,
columns identified were often in office buildings where actual
measured imposed loads are typically much lower than those
stipulated by clients [16]. Nonetheless, to address the issues,
columns were typically increased in size, higher concrete
strengths were specified or additional reinforcement was
added.
There were six projects where some amendment was required
to transfer slab designs. This amounted to 60% of projects
where transfer slabs were used. Often these issues were
localized, where the transfer slabs were insufficient by
calculation for either bending, punching shear or face shear.
Four projects required localized or general increases in the
depth of the transfer slab and two projects required
amendments to detailing of shear reinforcement. Two projects
had issues with RC transfer beams undersized in bending and
shear. Both projects required increases to the size of transfer
beam.
One of the primary causes of issues found in transfer beams
and slabs appeared to be a lack of experience by designers in
modelling and in interpreting results. Issues around the use of
computer software and analyzing results are well documented
[17]. Modelling without consideration of the stiffness of
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Figure 3. Extract from Finite Element Analysis Model of a
transfer slab supporting long walls.
When transfer slabs are modelled to support columns at a
change of grid between floors (for example in an office over a
car park), the loading from the columns supported on the
transfer slab causes it to deflect. Columns that continue below
the transfer slab and are not transferred act as stiff points, while
the transfer slab acts like a spring support to the transferred
columns. If the structural frame over has moment capacity at
its joints, and thus a stiffness, it will attempt to span over the
‘spring’ support. This reduces the force in the column
supported on the transfer slab. Again, this is not a true
representation of how the structure will act. The propping
sequence of the structure will have a large effect on the stiffness
of the frame supported by the transfer slab during construction
and hence will affect how much permanent load is actually
supported by the transfer slab. This depends on when
temporary props are removed and whether they are temporarily
released and re-propped. A time history analysis could be
performed to take the propping sequence into account, however
the relative stiffness of the frame versus the transfer slab will
also change over time due to creep and shrinkage effects.
Furthermore, if the potential stiffness of the frame within in the
finite element model was to be realised, each connection would
have to be designed for the moment and shear force associated
with the vierendeel type action induced.
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Following a number of reviews, a standardised process for
modelling transfer slabs was developed that accounts for the
phenomenon described above. The Author has noted a
reduction in issues associated with transfer slabs since its
introduction.
Members or Systems that resist Lateral Loads
The following table presents a summary of results from the
evaluation of issues arising in members and systems resisting
lateral loads.
A
B
C
D
E
F
Roof

7

15

47%

No bracing provided
II
No support to top of
Wall
4
15 27%
II
wall
Slab
Discontinuity prevents
4
33 12%
II
diaphragm
load transfer
Major torsion induced
RC Core
2
17 12%
II
on core
Table 2. Results of evaluation of issues found in members or
systems that resist lateral loads.
There are a wide range issues related to lateral loads that may
cause instability of an element or of the structure as a whole.
There were seven projects that had issues with steel framed
roofs. Six of the seven projects had bracing missing on plan or
had discontinuities in the roof bracing system that meant there
was no route back to the vertical lateral stability elements.
These roofs would be detailed for fabrication by a subcontractor, so it is possible that a number of these omissions
would have been picked up prior to construction. The most
likely cause of these omissions is human error.
On four projects there was no lateral restraint to the top of walls
indicated on the drawings below the steel framed roofs.
On two projects the location of RC cores documented on plan
would have resulted in a major torsional moment being induced
onto the RC core, potentially causing instability of the building.
A shear wall was introduced in one instance, in the other a
building expansion joint was moved, which balanced the lateral
loading on the RC cores.
On four projects, the shape of floor diaphragms as documented
prevented the slab transferring lateral loads back to the vertical
shear walls or RC cores. One of these issues occurred on a
major project with a number of buildings over a podium slab
and two storey basement. On this project, expansion joints were
provided in perpendicular directions through the podium level
and level -1 basement slab. However, these expansion joints
prevented equalisation of earth pressures acting on the
basement walls. This lateral earth pressure was too great to be
supported by the RC shear cores that provided lateral stability
against wind loading. To address the issue, a shear connection
across the expansion joint was introduced to allow the RC slab
diaphragms distribute the lateral loads to the perimeter
basement walls as was the original design intent. In assessing
the cause of the issue, there were a number of design teams
working on different buildings on this project and a number of
finite element models were developed to analyse the structures.
In the basement model, pin supports were evident supporting
the top of the RC retaining walls. This was an un-conservative
assumption because of the presence of the expansion joints.

This issue is likely to have been caused by a combination of a
breakdown in communication and human error. It must be
noted that projects of this size in Ireland are rare, and issues not
seen before can manifest due to problems of scale.
On one major city centre site, it was noted that planned future
excavation at an adjacent site would un-balance lateral earth
pressures across the basement. It was possible on this project to
design the lateral resisting systems for an unbalanced earth
pressure, However new projects often require temporary
propping to be provided to ensure stability of adjacent existing
developments. This potential issue has also been picked up by
Dublin City Council in their new basement development policy
document, which includes a requirement for a basement impact
assessment [18].
8

Discontinuity prevents
load transfer

7

No support to top of wall

6

No bracing provided
No holding down straps

5

4

Foundation not designed
for overturning moments

3

Unacceptable torsion due
to location of core
Bracing fails under loading

2

Future excavation would
un-balance earth pressure

1

Inadequate connection to
core

0

Figure 4. Common issues related to lateral loading identified
across projects
Foundations
The following table presents a summary of results from the
evaluation of issues arising in foundations.
A
B C
D
E F
Differential
3
36
8%
/ Human error
settlement
Foundation
insufficient to resist 4
12
33% / Human error
buoyancy
Foundation
insufficient for
4
36
11% / Human error
vertical loads
No restraint to top
2
21
10% / Human error
of pile
Table 3. Results of evaluation of issues found foundations.
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A risk of buoyancy in four projects with basements was
identified where foundations supporting podium areas between
buildings had insufficient dead loading in the structure to
counteract the uplift forces due to ground water pressure. This
issue was found on 33% of projects with basements. These
projects were in Dublin City in close proximity to the river
Liffey where the ground water level is quite close to surface
level.
Four projects contained foundations insufficient to resist
vertical loads. Issues included too few piles being provided,
pads undersized for allowable bearing pressure, or pads
undersized for punching shear. In one case the suspended
ground floor slab was not included in the analysis model, which
resulted in too few piles being provided.
On three projects, the documentation showed one half of the
building supported on rock and the other half on clay. Had the
buildings been constructed in this manner, differential
settlement may have occurred. It is quite possible that these
issues would have been picked up during site inspections,
resulting in an increase to project costs rather than a more
serious outcome. Each of these issues appear to be associated
with human error, where the issue was missed or not
considered.
The following table presents a summary of results from an
evaluation of robustness issues arising in reviews.
A
B C
D
E
F
Precast floor
II
detailing
Steel columns
Lack of
4 36
11% supporting RC
III
Redundancy
structures
Vertical Ties 3 27
11% Masonry walls
II
Table 4. Results of evaluation of issues found with robustness
on projects.
7

20

[1]

[2]

[4]
[5]
[6]

35%

Seven projects had issues with detailing of horizontal ties. Five
of these projects were associated with precast floors onto
precast or masonry walls. The two other projects involved steel
frames where the tie force to be designed for by sub-contractors
was underestimated.
Elements of four projects were considered to have a lack of
sufficient redundancy and required key element design. One of
these projects was a Consequence Class 3 structure, where a
systematic risk assessment was also required to be performed
in accordance with Eurocode 1 [19]. On this project, a corner
column supporting a large floor area was located adjacent to a
turn on a busy bus corridor. In this case, following the review,
the column was designed for accidental vehicular impact.
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ABSTRACT: Tensegrity is a structural principle based on the use of isolated or contiguous pin jointed components in compression
inside a net of continuous tension. Although the concept has been studied for many decades, relatively few examples of tensegrity
structures have been used for civil engineering purposes. This paper describes the development and testing of a ‘Deployable
Double Layer Tensegrity Grid’ (DDLTG). This type of structure can be easily stored, transported, and erected within a short time
frame, allowing for many uses such as temporary shelters, exhibition roof structures, etc. A large scale 4×4 m grid structure was
designed and constructed using the ‘Quastruts-S’ tensegrity module. A series of novel functional nodes were developed to cater
for the connection of multi-directional cables and struts, while allowing for member rotations to permit folding the structure. The
overall behaviour of the DDLTG proved satisfactory, and the structure folded into a compact cluster 0.56 m in diameter. A
comparison of preliminary experimental results with theoretical predictions is provided and discussed.
KEY WORDS: Tensegrity; Structure; Spatial Frame; Double-layer; Grid; Deployable; Testing
1

INTRODUCTION

The definition and characterisation of tensegrity structures is
not uniform, with different authors expressing differing
conceptions. Tensegrity systems are considered here as selfstressed and auto-stable structures composed of isolated
components in compression inside a net of continuous tension,
in such a way that the compressed members do not touch each
other, and the pre-stressed tensioned members (usually cables
or membranes) delineate the system spatially [1].
Although the concept has been studied for many decades,
relatively few examples exist of tensegrity structures used for
large scale civil engineering purposes. One of the most iconic
however, is the Kurilpa Bridge in Brisbane, Australia, which
exhibits certain tensegrity structural principles (Figure 1).

Grids Types
When defining spatial frames, a grid can be considered as a
network of elongated members connected by nodes at their
edges. When the grids are double layered (DLG), they create a
more complex structure containing two parallel networks of
members forming the upper and lower layers, which are
connected by a third intermediate layer of inclined and/or
vertical bars/struts.
A Double-Layer Tensegrity Grid (DLTG) is a special type of
DLG. A grid is considered to be a DLTG when the upper and
lower nets are composed of tensioned members, the structure is
pre-stressed and the grid conforms to the tensegrity definition
[3]. DLTGs were first proposed by Fuller, Emmerich and
Snelson in the 1940s. Notable developments of the form have
involved the use of tensegrity pyramids by means of joining the
ends of some struts [4] and the juxtaposition of tensegrity
prisms and truncated pyramids while avoiding contacts
between struts [5] in the late 1980s. These structures have
formed the basis for many of the DLTGs developed in the
intervening period [6-8].
Deployable Double-Layer Tensegrity Grids (DDLTG)

Figure 1. Kurilpa Bridge in Brisbane, Australia [2]

When a DLTG structure has the capability of being folded and
deployed due to its topology and geometry, it is termed a
Deployable Double-Layer Tensegrity Grid (DDLTG).
Although there are many examples of deployable tensegrity
antennas, booms and towers, relatively few examples of
DDLTG have been reported.
While some examples can be termed ‘demountable’ and
require dismantling before being folded [8], the first proposal
for a true DDLTG enabled deployment by means of elongating
the struts, shortening the cables or a combination of both [9].
This structure trialed the so-called Simplex module, composed
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of three struts and nine tendons with was no contact between
struts.
Later proposals investigated the possibility of deploying a
DDLTG composed of modules with four or six struts using
scale models [10]. The most recent example of a DDLTG made
use of numerical and physical models to investigate a grid
structure containing ‘V22 expanders’ [11]. Two folding
methods were detailed, one relied on self-stress while the
second did not. The latter method was also successfully applied
to other grid configurations.
A potential advantage of tensegrity structures is their
kinematic indeterminacy. When arranged as a foldable system,
only a small quantity of energy is needed to change their
configuration because the shape changes with the equilibrium
of the structure. As a result, DDLTGs are potentially optimal
systems to be incorporated into space applications or temporary
shelter structures.
2

STRUCTURE DETAILS
Grid Design

The DDLTG constructed for this work is termed a ‘QuastructS1’ (Figure 2), the detailed development of which was
undertaken previously [3]. This grid type is composed of
modules of four struts, with nets of cables resembling an sshape on the upper and lower layers. It is a novel form
developed by applying a rot-umbela manipulation to the
patented 44-Be1-Te1 DLTG [12, 13]. The Quastruct-S1 is a
Class 2 tensegrity structure, with the classification number
defining the number of struts meeting at the same joint.

Figure 3. Visualisation of member axial forces under loading
Node Design
A key component of the design process of the grid was the
design of the nodes, in particular the inner node (Figure 4). A
number of design options were developed using hand sketches,
3D computer models and full scale prototypes.
The design criteria were numerous: the node had to
adequately transmit forces of up to 9 converging members
whilst facilitating folding of the structure. A compact design
was important to minimise member eccentricities. Standard off
the shelf elements were to used where possible to minimise cost
and fabrication time.

Figure 4. Detail of inner node [15]
Table 1. Components of inner node
Figure 2. Structural analysis model of Quastruct-S1 DDLTG
A 4×4 m grid was designed, containing 16 equal 1 m3
modules. The grid contained 86 nodes, 64 struts and 221 cable
segments (Figure 2). The grid was analysed using the ToyGL
graphical simulation program that implements the discrete
element method in real time [14]. The program provides a
versatile method for the design and static analysis of tensegrity
systems, permitting direct feedback on structure behaviour to
real time changes (Figure 3).
Member elements were designed in accordance with
Eurocode 3 Design of Steel Structures. HSS 26.9×3.0 circular
hollow sections and 4.75 diameter galvanised high tensile steel
wire rope were used throughout. The total mass of the structure
was 233 kg, equivalent to 14.6 kg/m2 which is considered light
for a space frame structure.
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ID Component Detail
1
2
3
4
5
6
7
8
9
10

Central U-shape core
Circular hollow section struts
Bolts to constrain struts / eyebolt to anchor cables
Standard nut / lifting eye nut to connect to 3
Eyebolt to anchor turnbuckle for tensioning vertical cable
Bi-directional clamp for horizontal cables
Bolt to fix horizontal cables in clamp
Horizontal cables
Diagonal cables
Fixing plate (shown in Figure 5)
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The component details of the final design, for which a patent
was granted [15], are given in Table 1. Folding is achieved by
allowing the compression struts to rotate along their axis of
connection and allowing the diagonal cables to pass freely
through when their ends are released.

a)

b)

Figure 5. Inner node fixing plate (highlighted in red)
Assembly of Grid
A full scale timber template was used to facilitate accurate
positioning of the nodes (Figure 6a). A detailed fabrication
sequence was developed which included the preassembly of
certain component groups to streamline the process [16]. The
broad sequence involved the placing of lower cable net,
followed by the strut subassemblies and then the upper cable
net. At this stage the grid was stable but not rigid. The diagonal
cables are then placed and the grid completed by the addition
of the vertical tensors and the closing of the inner node fixing
plates.
The vertical tensors are the ‘active elements’ of the structure.
Through shortening of their length using a turnbuckle, the grid
is forced to expand like a ‘scissors framework’ and a state of
self-stress is introduced into the grid. It was determined that a
shortening of the tensors by 50 mm would achieve the targeted
self-stress and provide a stable and rigid DDLTG which could
then be lifted into position. The grid was supported on 4 No.
1.2 m high fabricated steel posts to allow load application and
structural testing.
Folding and Deployment of Grid
The patented node design allows for a fast and efficient folding
of the structure. Once the vertical tensors, diagonal cables and
inner node fixing plates are released, the structure can be folded
progressively by folding the struts inward. The structure folds
along two axes and transforms from a 4×4 m grid to a cluster
of cables and struts of diameter 0.56 m and approximate height
1.6 m (Figure 6b). The reduction in area from 16 to 0.25 m2
equates to a ‘coefficient of deployability’ (16/0.25) of 64. As
the nodes have not been dismantled in the folding process, redeployment of the grid can be completed quickly and
efficiently as a reversal of the folding process described above.

Figure 6. View of the DDLTG in its a) unfolded and b) folded
configurations
3

GRID TESTING
Instrumentation

In order to monitor the behaviour of the grid under loading, 5
compression struts and 3 tension cables were instrumented
(Figure 7).

Figure 7. Instrumented grid members
The struts were chosen so as to provide data on 2 heavily
loaded members (struts 25 & 43), 2 moderately loaded
members (struts 26 & 48) and 1 lightly loaded member (strut
42). Each strut was instrumented with a pair of biaxial strain
gauges set up in half bridge format. The gauges had a 3 mm
gauge length and a nominal resistance of 350  (Omega SGD3/350-RYB21). The instrumented areas were surrounded with
a protective covering to avoid damage during the assembly and
testing of the grid (Figure 8). A DataTaker DT85 Series 2 data
logger was initially used, however the electrical noise was
found to be high. An Omega DP25B controller was used in its
place and, in half bridge format, the system was able to provide
a resolution of 1.5 .
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4

RESULTS
Deflection

After the application of the structure self-weight, a mean
vertical deflection of 201 mm of the upper nodes was recorded.
Figure 10 illustrates the live load deflection curves for 6 sample
upper layer nodes. It is evident that the structure behaves in a
generally linear manner, with a mean maximum live load
deflection of 59.1 mm recorded.

Figure 8. Instrumented compression struts with projective
coverings over strain gauges
A cable member was chosen in each of the upper, lower and
diagonal layers (cables 163, 93 & 278). The cables were
instrumented with 5 kN load cells (Control Transducers P5500). The load cells and gauges were calibrated using a Zwick
Roell 500 kN servo hydraulic testing machine.
Displacement of the grid was monitored using a Leica TC407
total station, with reflective targets attached to each node on the
upper layer. Measurements were taken after each load
increment.
Loading
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Figure 10. Load deflection curves for 6 sample upper layer
nodes
The recorded experimental deflections were significantly
greater than those predicted by the analysis model. The ToyGL
model predicted a mean vertical deflection of 6.5 mm under
self-weight and a mean live load deflection of 23.9 mm.
Strut Forces
Figure 11 illustrates the compression forces in the instrumented
struts under loading. The response to load is generally linear,
with a maximum force of 3.32 kN recorded in strut 25.
Applied Live Load (kN/m2)

Due to the scale of the structure, load was applied in the form
of small precast concrete slabs to 8 nodes on the lower grid.
The nodes were selected to ensure an even distribution of load,
while allowing for their safe application from outside the
structure boundary. Two sizes of slab were used, of mass 14.4
and 24.4 kg, and they were attached to the structure via
specially fabricated steel hangers (Figure 9).

Applied Live Load kN/m2)

0.6

0.6
0.5

0.4
0.3
S48
S42
S26
S43
S25

0.2
0.1

0.0
0

Figure 9. Grid test layout with structure partially loaded
(increment 4 of 6)
There were 6 increments of live load applied, beginning with
the steel hangers alone and finishing with the hangers and 5
concrete slabs. The maximum total load applied to the grid was
8.54 kN, which equates to 0.53 kN/m2. This value is
comparable to the characteristic load value of 0.4 kN/m2 which
is defined in Eurocode 1 Actions on Structures for Category H
roofs, i.e. those which are only accessible for normal
maintenance and repair.
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1
2
3
Strut Compression Force (kN)

4

Figure 11. Measured strut forces
The ratios of theoretical to experimental compression forces
for 3 struts are illustrated in Figure 12 for each increment of
live load. While there is broad agreement of the forces under
self-weight, it is evident that the theoretical and experimental
values diverge in a linear manner as load increases with the
experimentally recorded values less that those predicted.
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5

FTheoretical / FExperimental
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Figure 12. Comparison of theoretical and experimental strut
forces
Cable Forces
Figure 13 illustrates the tension forces in the instrumented
cables under loading. The response for cables 93 (lower layer)
and 278 (diagonal layer) to load are generally linear, however
cable 163 (upper layer) clearly goes slack upon loading. A
maximum force of 1.19 kN is recorded in cable 93.
Applied Live Load (kN/m2)

0.6
0.5
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Figure 13. Measured cable forces
The ratios of theoretical to experimental tension forces for
cables 93 and 278 are illustrated in Figure 14 for each
increment of live load. The theoretical model significantly
overestimates the tension forces in the cables.
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During testing of the DDLTG, a number of observations were
made regarding the performance of certain details. It was noted
that the top of the steel supports rotated inwards under loading.
Rotation of the other nodes was also observed due to the high
level of eccentricity between converging members (up to 80
mm). These resulted in the slacking of several of the upper
cables, reducing the grid’s stiffness and increasing its
deflection. Improvements to the support arrangement and node
design are suggested for future works.
The addition of the inner node fixing plate (Figure 5) reduced
the tendency of the node to rotate under imbalanced loading. It
is possible however that its behaviour is then closer to a fixed
node than a true pin. This could introduce bending moments in
the members with a resultant change in the distribution of
forces within the structure and is an area that requires further
investigation.
The method of applying self-stress to the structure is a very
important area which can have a significant impact on the
member forces. In this work the vertical tensors are shortened
to introduce the self-stress, however there is no control on the
tension in the remaining cables. If the initial tension level in
these cables is not set correctly, either too low or too high, the
tensions induced by the self-stressing will be imbalanced,
affecting the overall stiffness of the structure and the
distribution of forces within it.
In contrast to the above, the ToyGL analysis model considers
perfect pin-joint nodes, with no eccentricity, no rotation, no
bending moments, no friction, etc., and as such differences to
the measured values are not unexpected.
6

0.0

0.6

Figure 14. Comparison of theoretical and experimental cable
forces

DISCUSSION

CONCLUSIONS

This paper describes the development and testing of a novel
‘Deployable Double Layer Tensegrity Grid’ (DDLTG). A large
scale 4×4 m grid structure was designed using the ‘QuastrutsS1’ tensegrity module. Nodes were developed to cater for the
connection of multi-directional cables and struts, while
allowing for member rotations to permit folding of the
structure.
The grid was constructed, instrumented and load tested to
determine its functionality and structural performance. The
overall behaviour of the grid proved satisfactory, and the
structure folded into a compact cluster 0.56 m in diameter.
The structure was loaded to an equivalent live load of 0.54
kN/m2. While the overall structural behaviour was as expected,
recorded deflections were greater and measured member forces
were less than those predicted by the analysis model. Potential
reasons for the differences are discussed.
It is concluded that the developed DDLTG offers many
advantages as it can be easily stored, transported, and erected
within a short time frame, allowing for uses such as temporary
shelters, exhibition roof structures, etc. Further work is required
to improve the modelling of the structure to better predict its
structural performance, as well as improving the node design
and the method of applying self-stress.
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ABSTRACT: In the past decade, there has been an increased focus on the environmental impacts of construction and a movement
towards more sustainable construction products. Timber is one such sustainable product that can achieve these environmental
targets but, while timber has a high strength-to-weight ratio parallel to the grain, it demonstrates poor strength perpendicular to
the grain. As a result, stress perpendicular to the grain is an important factor in the design of timber structures, especially in areas
of concentrated loading, such as supports. This paper describes a study, which examines the use of compressed wood dowels as a
sustainable alternative to the self-tapping steel screws for reinforcement against perpendicular to the grain compressive stresses.
Glued laminated timber specimens were reinforced with 2, 4 and 6 dowels using the same arrangement and dimensions as outlined
in Eurocode 5 for self-tapping steel screws. The results show a significant improvement in both load-bearing capacity and stiffness.
When compared to the unreinforced condition, the results showed an increase in load-carrying capacity of up to 30% for the 6
dowels arrangement. An increase in stiffness of up to 36% for 6 dowels arrangement was also observed. Additionally, good
agreement was found when comparing the experimental results to design equations adapted from recently proposed Eurocode 5
recommendations for compression reinforcement using self-tapping steel screws.
KEYWORDS: Compressed wood dowels; Reinforcement; Stresses perpendicular to the grain; Glued laminated timber.
1

INTRODUCTION

With the increased focus in recent years on global warming and
the impact of human activities on the environment, it has
brought an expectation on the construction industry to reduce
its carbon footprint. This has seen a considerable body of
research into the development of timber structures as a
sustainable alternative to steel and concrete. These studies have
investigated different technologies and materials to develop
highly engineered timber products to achieve increased loadbearing capacity and stiffness.
Timber is one of the oldest building materials and is a natural
renewable material. As a natural material, timber has varying
properties depending on age, species of wood from which it has
been harvested and many to other variables. By enhancing
these properties, a more reliable and less variable material can
be produced for construction. Timber has good strength parallel
to the grain but demonstrates poor strength perpendicular to the
grain. As a result, stress perpendicular to the grain is an
important factor in the design of timber structures and these
stresses need to be taken into consideration in the design
process, especially in areas of support [1].
Compressive stresses perpendicular to the longitudinal fibres
of the timber cause the fibres to compress, which can lead to
large deformations. The calculation of compressive strength
perpendicular to the grain from experimental methods has been
widely debated over the past decade with many models
proposed for calculating the design capacity. This has led to
different test methods according to ASTM, ISO and CEN
[1][2]. More recent developments, which are well described in
the literature [3], [4] and [5], allow for the reinforcement of
timber perpendicular to the grain using self-tapping screws.

Self-tapping screws are a simple economic method of
reinforcing timber and can be used for reinforcing against
compression, tension, and shear stresses. This approach relies
on the use of non-sustainable, carbon-intensive steel, which
may be ultimately underutilised in terms of stress. The purpose
of this research is to investigate the use of compressed timber
dowels as a possible sustainable alternative to self-tapping steel
screws against compressive stresses perpendicular to the grain.
Compressed wood dowels are made from softwoods, which are
compressed under heat and pressure which enhances their
structural properties, and have been shown to have excellent
properties when used in timber connections [6,7].
2

COMPRESSION PERPENDICULAR TO THE GRAIN
Compressive Strength

The compressive strength of a material is its ability to resist
compressive forces. When a load is applied to a timber element
perpendicular to the grain the stresses cause the longitudinally
orientated fibers of the timber to collapse. This can cause
densification and increased compressive strength but also
causes permanent deformation. The compressive strength of a
timber element typically depends on its density and the denser
the timber the higher the compressive strength. Characteristic
compressive strength perpendicular to the grain can be
estimated at 10% to 20% of the parallel to the grain
compressive strength or at 0.007 times the density of the timber
for softwoods [8].
Load Carrying Capacity
The compressive strength perpendicular to the grain 𝑓c,90, can
be determined from Equation (1) in accordance with the
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European standard EN 408 [9]. Using results from the
compression tests outlined in this standard, Section 16.2, a
load-deformation curve is constructed as shown in Figure 2.1.
Using this curve, the force 𝐹c,90,max can be determined and hence
the compressive strength of a timber element perpendicular to
the grain.

𝑙𝑒𝑓,1 = Effective length parallel according to 6.1.5 in [12]
n = Number of screws
𝑛0 = Number of screws in rows parallel to the grain
𝐹𝑎𝑥,α,Rk = Pull through capacity according to [11]
𝐹𝑏,Rk = Buckling capacity according to [11]
b = Width of the beams
𝑙𝑒𝑓,2 = Effective distribution length [12]
3

Figure 2.1 Load-deformation curve [7]
𝑓𝑐,90 =

𝐹𝑐,90,𝑚𝑎𝑥
𝑏𝑙

(1)

where b is the width and l is the length of the specimen. To
distribute the perpendicular to the grain stresses throughout the
section, the timber element can be reinforced by using screws
or dowels inserted into the section perpendicular to the grain to
improve stress dispersion into the timber [10]. This
reinforcement will prevent early cracking, increase the loadbearing capacity perpendicular to the grain, will decrease
deformation and increase stiffness. Reinforcement against
perpendicular to the grain stresses can be important design
requirements at end bearing supports, internal supports, at
notches and holes within structural timber elements.
Design of Compression Reinforcement
For the purpose of developing a modern design standard, the
CEN standardisation committee TC 250 has established a
Working Group 7 “Reinforcement” to investigate current
technologies for the new generation of Eurocode 5. Dietsch
[10] provides a description of the work items, work plan,
structure, design approaches and background information with
regard to the new section of the proposed Eurocode 5. The
committee is examining the use of reinforcement of timber in
curved beams, notches and holes, connections and support
sections subjected to compression perpendicular to the grain.
Equation (2) is the method proposed for the new section of
Eurocode 5 to specify the design of reinforcement of members
under compression perpendicular to the grain [9] (also see
technical assessment ETA-11/0030 [11]).

𝐹𝑐,90,𝑅𝑘 = 𝑚𝑖𝑛 {

𝑘𝑐,90 ∙ 𝑏𝑐 ∙ 𝑙𝑒𝑓,1 + 𝑛 ∙ 𝑚𝑖𝑛 (𝐹𝑎𝑥,𝛼,𝑅𝑘 ; 𝐹𝑏,𝑅𝑘 )
(2)
𝑏 ∙ 𝑙𝑒𝑓,2 ∙ 𝐹𝑐,90,𝑘

where:
kc,90 = Compression factor according to 6.1.5.1 in [12]
bc = Contact width
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A study completed by Crocetti et al. [13] showed that the
wooden dowel reinforced beams had a better stiffness at low
load levels when compared to steel dowel reinforced beams
however, steel-reinforced beams had better stiffness at higher
loads. It was suggested that the variations in strength and
stiffness at lower load levels were due to the difficulty in
achieving a smooth finish between the steel dowel and the
timber surface. Without a smooth flush finish between the steel
and timber surfaces, the load will not be equally distributed
between all dowels. A similar experiment conducted by Ed and
Hasselqvist [14] confirms that the steel dowels were not
perfectly flush with the timber surface after insertion, which
also had an effect on the results at early loading stages. In
contrast, wooden dowels are flush with the timber surface
ensuring all dowels engaged simultaneously under loading
conditions. Overall, it was shown that steel dowels provided a
higher load-carrying capacity but also a greater variance in the
final load-carrying capacity.
The slenderness ratio or length of dowel compared to the
dowel diameter was shown to have a significant effect on the
load-carrying capacity. In the study by Ed and Hasselqvist [14],
the reinforcement length used was 400 mm, which is over 21
times the diameter of the 19 mm dowels; however, it was
suggested by Jung at el. [15] that the optimum length for
reinforced dowels is 10 times the diameter based on tests
conducted on Japanese Cedar compressed dowels. Limiting the
slenderness ratio of the dowel can prevent buckling of the
dowel reinforcement. An agreement on a universal design
standard for glued-in-rods (GIR) for reinforcement of timber
beams has yet to be achieved [16].
4

COMPRESSED WOOD DOWELS

Compressed wood dowels have proved to be an attractive
environmentally friendly alternative to metallic fasteners such
as self-tapping steel screws. The compressed wood used in this
study was produced by thermal compression of softwood
timber to increase its density, strength, stiffness, hardness and
reduce porosity [6].
Compressed wood dowels showed good properties when
tested in shear and when compared with other standard
hardwood dowels. As the density of the dowel is increased, the
results show a proportional improvement in stiffness, yield load
and maximum load and in contrast, the plastic modulus
decreases [17]. Compressed wood dowels used in post-andbeam connections showed very good properties in resisting
pull-out and moment rotation forces and demonstrated the
potential for this type of modified timber material could be used
for structural purposes such as long-span frame structures and
has the potential to be further optimised [18].
Compressed wood dowels and compressed wood plates used
to replace steel dowels and steel plates in a moment-resisting
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connection were tested to evaluate the possible replacement of
steel with a more environmentally friendly option. Results on a
spliced beam-beam moment-resisting connection show a
failure load of just 20.3% less for the compressed wood
connection when compared to connections with equivalent
steel fasteners and 18.6% less in stiffness. Failure modes for
both reinforcement methods were similar [6].
Engineered wood products give a more sustainable
alternative to the use of more traditional construction materials
such as steel and concrete. The use of compressed wood
products has shown to have the potential to be a sustainable and
economic alternative to metal fasteners and hardwood dowels
[19]. The compressed wood, with enhanced properties over
standard hardwood dowel, also has a spring-back effect which
means it will expand over time resulting in a tight fit connection
which may be a beneficial characteristic in many structural
timber engineering applications.
5

TESTING
Test Programme

The experimental test programme consists of 20 compression
tests which are split into 4 series comprising 5 test specimens
each. The first five tests were conducted on unreinforced timber
specimens which will form a basis for comparison. Fifteen tests
were conducted on timber specimens reinforced with
compressed wood dowels. The compressed wood dowels have
a 10 mm diameter with a length of 100 mm. These are split into
3 test series with five specimens reinforced with two dowels,
five specimens reinforced with four dowels and five specimens
reinforced with six dowels as shown in Figure 5.1.
Compressed Wood Dowels
The compressed wood dowels were manufactured using Scots
Pine (Pinus Sylvestris) wood, compressed in the radial
direction with a compression ratio of approximately 54% at the
University of Liverpool. The dowels were manufactured by
compressing and heating the dowels to 130°C over a 1-hour
period and then held at this temperature under pressure for 1hour. The dowels were then cooled under pressure until the
temperature was less than 66°C [6].

Figure 5.1 Specimen Layout

Specimen Preparation
The glued laminated timber beams used in this study were
manufactured using Irish-grown Douglas Fir (Pseudotsuga
menziesii). The beams were placed in a controlled climate
chamber at a temperature of 20°C and 65% relative humidity
until the mass difference recorded over a 6-hour period was less
than 0.1% in accordance with the requirements of EN 408 [9].
The specimens were predrilled with a 10.5 mm diameter drill
bit to a depth of 100 mm. A one-component PUR adhesive was
applied evenly on the surface of the dowels and in the predrilled
holes. The compressed wood dowels were then inserted into the
predrilled holes and the adhesive was allowed to cure. The
dowels were cut at the surface of the timber specimen and
sanded to ensure a flush finish between the dowel and timber
surfaces. Specimen preparation can be seen in Figure 5.2.
Figure 5.2 Specimen preparation
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Statistical tests were carried out to examine the distribution of
the timber specimens for each series. There is a relationship
between the load-bearing capacity of timber and timber density
and as a result, statistical methods were implemented to ensure
the distribution of the density is similar for each series prior to
reinforcement. Therefore, the difference in results from a
reinforced series should represent the effect of the
reinforcement on the load-bearing capacity of the timber
member [20].
There were three types of statistical tests performed on the
test series. The Shapiro Wilks test checked for normality and
showed each series to be normally distributed. The Levene’s
test examined the homogeneity of each series or the variance
within the series and showed no significant difference in the
variance between each series. As a result, the Student’s t-test
was carried out to examine the mean density of each series and
showed no significant difference in means between each series.
In this study, all statistical tests were carried out to a
significance level of 0.95 (α = 0.5). The formation of each
series, statistically equal in terms of the mean density, formed
a basis for the comparative study of the different reinforcement
arrangements.
6

PRELIMINARY TEST RESULTS

Before the testing commenced, preliminary tests were
conducted on unreinforced specimens and dowelled specimens
with no adhesive. These tests were required to establish the
correct loading rate as per the EN 408 [9] and to highlight any
major concerns before the test programme began. The results
of these tests showed that a loading rate of 1.6 mm per minute
would induce failure with the required time of 300 ± 120 s. The
preliminary tests showed a lack of friction between the
compressed wood dowels and the timber elements, which
resulted in very little of the load being redistributed along the
length of the dowel and most of the load being applied at the
base of the dowel as shown at location A in Figure 6.1. To help
distribute the load throughout the timber, adhesive was added
to the dowels before insertion into the timber. This helped with
the load redistribution and reduced the compression at the base
of the dowel shown at point B in Figure 6.1. In the adhesively
bonded specimen, failure and compression wrinkling were
observed in the compressed wood dowel as shown at point C of
Figure 6.1.

7

RESULTS AND ANALYSIS
Density and moisture content

Density tests were conducted on all 20 timber specimens. The
density ranged from 481.9 kg/m3 to 663.4 kg/m3 with a mean
density of 556.2 kg/m3 and a standard deviation of 40.3 kg/m3.
Density tests were also conducted on the compressed wood
dowels. The density ranged from a minimum density of 1132.4
kg/m3 to a maximum density of 1437.9 kg/m3. The mean
density of the dowels was 1253.8 kg/m3 with a standard
deviation from the mean of 66.1 kg/m 3.
Moisture content tests were conducted on all specimens after
the compression tests were completed in accordance with EN
13183-1 [21]. The results of the test showed that the test
specimens had a moisture content ranging between 11.3% and
13.2% with a mean moisture content for all s specimens of
12.3%. The moisture content results had a standard deviation
of 0.5% of the entire test programme.
Compression test on the unreinforced series
The unreinforced test series results are shown in Table 7.1 and
the corresponding load-deformation curves are shown in Figure
7.1. The results show an average value for Fc,90,max of 123.6 kN,
for fc,90 of 8.6 N/mm2 and for Ec,90 of 1841.3 N/mm2. These
values have a standard deviation of 28.2 N/mm2, 2.0 N/mm2
and 598.9 N/mm2, respectively. The mean results for the
unreinforced series will be used as a basis for comparison for
the reinforced test results.
Table 7.1 Unreinforced test series results
Fc,90,max
(kN)
123.6
28.2

Series
Mean
S.D

fc,90
(N/mm2)
8.6
2.0

Ec,90
(N/mm2)
1841.3
538.9

Unreinforced
180
160

140

Load (kN)

Statistical Analysis

120

U1

100

U2

80

U3

60

U4

40
U5

20
0
0

1

2

3

4

5

6

7

8

9

10

Displacement (mm)

Figure 7.1 Unreinforced specimens load-deformation curves
The difference in results for the unreinforced specimens was
due to variability on the properties of the timber and especially
the density. For example, U3 had the highest capacity and also
had the highest density while U4 had the lowest capacity and
the lowest density.
Compression test on the reinforced series

Figure 6.1 Cross-section from two test specimens
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There were 15 compression tests completed for specimens
reinforced with compressed wood dowels. The loaddeformation curves for these reinforced specimens are shown
in Figure 7.2, Figure 7.3 and Figure 7.4 for specimens
reinforced with 6, 4 and 2 compressed wood dowels,
respectively.
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Table 7.2 Mean test results for dowel reinforced specimens

Reinforced with 6 compressed wood dowels

250

Series
6 dowels
S.D.
Increase
4 dowels
S.D.
Increase
2 dowels
SD
Increase

200

Load (kN)

RDA1

150

RDA2
RDA3

100
RDA4
RDA5

50
0
0

1

2

3

4

5

6

7

8

9

Fc,90,max (kN)
160.5
28.7
30%
122.4
25.8
-1%
143.1
17.9
16%

fc,90 (N/mm2)
11.2
2.0
30%
8.5
1.8
-1%
9.9
1.3
16%

Ec,90 (N/mm2)
2501.8
520.4
36%
2166.6
261.6
18%
2087.1
844.8
13%

10

Displacement (mm)

Figure 7.2 Load-deformation for specimens with 6 dowels
Reinforced with 4 compressed wood dowels
250

Load (kN)

200
RDB1

150

RDB2

100

RDB3
RDB4

50

RDB5

0
0

1

2

3

4

5

6

7

8

9

10

Figure 7.5 Specimen with failure of the adhesive bond

Displacement (mm)

Figure 7.3 Load-deformation for specimens with 4 dowels
Reinforced with 2 compressed wood dowels
250

Load (kN)

200

A significant increase in mean stiffness was recorded in series
reinforced with 2 and 6 compressed wood dowels. The series
with 4 compressed wood dowels showed only small increases,
again because of the failure in the bond. The increase in
stiffness was 20% for the series reinforced with 2 dowels and
37% for the series reinforced with 6 dowels.

RDC1

150

RDC2

100

RDC3
RDC4

50

RDC5

0
0

1

2

3

4

5

6

7

8

9

10

Displacement (mm)

Figure 7.4 Load-deformation for specimens with 2 dowels
The results of the experimental tests show an increase in mean
strength over the unreinforced series of 30% for specimens
reinforced with 6 compressed wood dowels and a mean
stiffness increase of 37%. The results for specimens reinforced
with 4 compressed wood dowels showed no increase in mean
strength and only 8% difference in mean stiffness. Specimens
reinforced with 2 compressed wood dowels had an increase in
mean strength of 16% over the unreinforced series and an
increase of 20% in mean stiffness. The mean results from
reinforced compression tests can be seen in Table 7.2.
An investigation into the failure of specimens reinforced with
four dowels showed a lack of bond between the dowel and the
timber as a cross-section was cut through the specimens and the
dowel separated from the timber with little effort. These
specimens also showed large compression zones below the
dowel while specimens with better results had little to no
compression zone at this location. Figure 7.5 shows a specimen
with a failed bond between the timber and the dowel. It is
possible that there was excess dust from drilling or too smooth
a surface post drilling which could have affected the bonding.

8

DESIGN EQUATIONS

For the estimation of the load capacity of the series reinforced
with compressed wood dowels, the equation used for the
estimation of the steel screws was used. Equation (2) considers
the minimum value of the strength of the timber and the
strength of the compressed wood dowel. The properties of the
compressed wood dowel used in the equations are in parallel to
the grain. The pull-through capacity 𝐹𝑎𝑥,α,Rk of the steel screw
has been removed from the formula as it is not applicable for
the calculation for compressed wood dowel reinforcement,
leaving the equation as shown in equation (3).
𝑘𝑐,90 ∙ 𝑏𝑐 ∙ 𝑙𝑒𝑓,1 + 𝑛 ∗ (𝐹𝑏,𝑅𝑘 )
𝐹𝑐,90,𝑅𝑘 = 𝑚𝑖𝑛 {
𝑏 ∙ 𝑙𝑒𝑓,2 ∙ 𝐹𝑐,90,𝑘

(3)

where Fb,Rk is the bucking capacity of the compressed wood
dowel, n is the number of compressed wood dowels and the
other terms are as previously described. Figure 8.1 shows a
comparison between the characteristic design results and the
recorded results from testing. The graph shows that all
specimens have a greater capacity than the design values except
for two specimens with 4 dowels for which there were
manufacturing defects in the test specimens. Failure due to poor
bond quality is not considered in the design equations. It is
important to note that the experimental density of each
specimens was used to calculate the respective design values
instead of the characteristic density. The use of the
characteristic density would improve the results but further
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tests are required to establish the characteristic values from
experimental testing.
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ABSTRACT: There is significant interest globally in harnessing our ocean wave energy resource, estimated at approximately
30,000 TWh/year. The key to this is understanding the resource. The International Electrotechnical Commission (IEC) has
developed a technical specification for the evaluation of wave energy resource, IEC-TS 62600- 101: Wave energy resource
assessment and characterization. This research applies the IEC standard for a resource characterization study of the Atlantic
Marine Energy Test Site on the west coast of Ireland. A key focus is the comparison of the detailed IEC validation approach
using scatter diagrams with the traditional timeseries validation approach. Coarse (0.005°) and fine (0.0027°) resolution models
of the site were used to produce 10 years of modelled wave data which were then used in the characterization. The IEC-62600101 standard is a useful document especially for project or device developers and proposes a series of recommendations to
develop a standard methodology with the aim of ensuring consistency and accuracy in wave resource characterization.
KEY WORDS: Wave model, AMETS, SWAN, IEC 62600:101, wave resource characterization.
1

INTRODUCTION

In recent years, substantial research effort has been
focussed on how to obtain energy from renewable sources
to alleviate our over-reliance on fossil fuels. Wave energy
is of particular interest, not least because it has the second
largest potential of all renewable energy sources [1,2].
Obtaining sustainable electricity from waves offers
immense opportunities to areas endowed with such
resources and this work is oriented towards addressing this
challenge.
Studies estimate the total global theoretical potential of
wave energy resources to be about 29,500 TWh/year [3]
and up to 10-20% of this can be successfully exploited [47].
For the harnessing of wave energy potential, it is
necessary to evaluate the characteristics of the wave
resource, e.g. the frequency of occurrence of different wave
conditions. This can be done by analysing measured data or
data predicted using numerical models. Various numerical
wave models such as WW3 (Wave watch III), WAM
(Wave Modelling), MIKE21 SW (Spectral Waves) and
SWAN (Simulated Waves Nearshore) have been
developed.
Many researchers have conducted wave characterization
studies (e.g. [8]) but different approaches have been used,
for example regarding the amount of data required, the
criteria and procedures for determining the accuracy of
modelled/measured data, and the types of data analyses and
presentation of results. Some studies have made
recommendations regarding the best approaches, e.g. the
evaluation should cover at least 90% of the available
energy [9] and seasonal variability should be evaluated [1013]. In order to ensure the uniformity and precision of

approaches, the International Electrotechnical Commission
(IEC) has recently developed a standard for the
characterization of wave resources: IEC-TS 62600: Marine
Energy - Wave, tidal and other water current converters,
Part 101: Wave energy resource assessment and
characterization [14]. The standard presents a series of
recommendations for standardizing wave resource
characterization. This paper seeks to assess the fitness-foruse of IEC 62600:101 by applying it to a case study site the Atlantic Marine Energy Test Site. A wave resource
characterization for this site has previously been conducted
[15] but did not use the IEC 62600:101 standard. One of
the most important aspects of the standard, and a particular
focus of this paper, is the approach recommended for
model validation. The IEC standard recommends an
approach using scatter tables to compare the accuracy of
modeled and measured values of similar magnitudes while
the traditional method of validation simply requires a
comparison of modeled and measured timeseries
The wave power level of Ireland’s west coast varies
between 53-76 kW/m annually [16] making it one of the
most energetic wave climates in the world [17]. The
Atlantic Marine Energy Test Site (AMETS) was therefore
used as a case study to apply the IEC 62600: 101 standard.
For this purpose, a numerical model was developed using
the spectral wave model SWAN (Simulating Waves
Nearshore) [18] to produce wave data for a wave resource
characterization conducted according to IEC standard.
The remainder of the paper is structured as follows:
Section 2 presents the main characteristics of IEC
62600:101, Section 3 describes the application of the
standard, Section 4 presents the description of the SWAN
model and Section 5 shows a sample of the results from the
wave resource characterization.
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2

IEC STANDARD FOR WAVE ENERGY RESOURCE
ASSESSMENT AND CHARACTERIZATION

IEC 62600: 101 offers, on the one hand, a series of
methodologies that ensure consistency and accuracy in
estimating, measuring and analyzing wave energy
resources at sites that are targeted for the placement of
WECs (Wave Energy Converters) and, on the other hand,
methodologies with which the resource of the site can be
described.
The main purpose of the standard is to allow users to
generate the resource information required to estimate
energy production. It is intended for several types of users,
for example project developers, device developers,
utilities/investors, planners etc. [14].
2.1.

Data requirements

The data analysis uses irregular sea state data to
characterize the parameters that are relevant to the
performance of wave energy converters. Of primary
importance is an estimate of the mean non-directional
energy flux per unit width, or wave power. If no directional
information is available then directionally resolved power
and associated parameters are omitted from the wave
resource assessment. A minimum of 10 years of sea state
data is required, generated with a minimum frequency of 1
data set every 3h.
2.2.

Numerical modelling approach

Three distinct types of studies are defined in the IEC
standard as indicated in Table 1. Class 1 (reconnaissance)
studies are typically conducted at low to medium
resolution, span a relatively large area, and produce
estimates with considerable uncertainty. Class 2 (resource
assessment) and Class 3 (design) studies are conducted to
investigate the feasibility of one or more potential sites or
to support the design of a specific project and will normally
focus on smaller areas, employ greater resolution and
generate more certain estimates of the wave energy
resource. Based on the class of the resource assessment, the
model setup requirements vary especially for the domain
extents and resolution and the specification of input data
(bathymetric and wind data) for development of the model.
Table 1. Classes of resource assessment
Class

Description

Class 1
Class 2
Class 3

Reconnaissance
Feasibility
Design

Uncertainty
for wave
energy
High
Medium
Low

Long-shore
extent
> 300km
20 – 500 km
< 25 km

Model boundary conditions can be separated intro three
types: (i) Parametric boundary defined by parameters such
as Hm0 (significant wave height), Te (energy period), θJmax
(direction of the maximum directionally resolved wave
power), s (directional spreading parameter), (ii) Hybrid
boundary defined by wave spectrum with parametric
directional parameters, and the last one (iii) Spectral
boundary defined by directional wave spectrum. Parametric
boundary specification is only accepted for class 1 studies,
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the hybrid boundaries are accepted for Class 1 and 2, while
spectral boundaries are recommended for all three classes.
The standard also makes recommendations regarding the
physical processes (components) and numerics to be
included in the wave model. These are summarized in
Table 2 and again depend on the class of the
characterization study.
Table 2. Physical and numeric processes for numerical
models
Component
Class 1 Class 2 Class 3



Wind-wave growth



Whitecapping



Quadruplet interactions


Wave breaking
○


Bottom friction
○


Triad interactions
○



Diffraction



Refraction



Effects of sea-Ice



Water level variation



Wave-current interaction
Wave set-up
○
○
○
Numerics


Parametric wave model
○
2nd generation spectral

○
○
model
rd
3 generation spectral
*
*
*
model
Mild-slope wave model
○
○
○

Spherical coordinates
○
○
Non-stationary solution
○
○
○
Min. spatial resolution
5 km
500 m
50 m
Min. temporal resolution
3h
3h
1h
Min. num. wave frequency
25
25
25
Min. num. azimuthal
24
36
48
direction
Required, *Recommended, ○Acceptable, Not permitted.
2.3.

Model Validation

To provide confidence in a resource assessment, it is
crucial that the wave model can accurately predict the wave
resource. This ability must be assessed and confirmed and
is traditionally done by comparison of modelled and
measured timeseries. The IEC 62600:101 proposes a more
rigorous validation procedure based on scatter tables. The
model output should be validated, if possible, using data
from one or more locations close to the site where the
WECs (Wave Energy Converters) are to be deployed. The
standard recommends a validation period of at least one
year with a monthly return rate of recorded data exceeding
70% .
The modeled and measured validation data are used to
construct two omni-directional Hm0-Te scatter tables
showing the proportional frequency of occurrence of
different sea states. The validation procedure is based on
calculation of the model error by considering the data in
each scatter table cell. To minimize the potential for
correlation of error within a cell, validation data points
within a single cell of the scatter table shall be derived from
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measurements separated by a minimum time period. A
minimum separation period of 6 h is recommended.
For each represented cell, the normalized error between
measured and modelled values of parameter p are
calculated using the equation:
𝑒𝑒𝑝𝑝 = �

|(𝑝𝑝𝑀𝑀1 − 𝑝𝑝𝐷𝐷1 |/𝑝𝑝𝐷𝐷1
�
|(𝑝𝑝𝑀𝑀𝑀𝑀 − 𝑝𝑝𝐷𝐷𝐷𝐷 |/𝑝𝑝𝐷𝐷𝐷𝐷

(1)

where 𝑝𝑝𝑀𝑀𝑀𝑀 and 𝑝𝑝𝐷𝐷𝐷𝐷 are values at coincident time-steps 𝑡𝑡𝑘𝑘
for 𝑘𝑘 = 1 … 𝑛𝑛, corresponding to the measured and modelled
parameter. The next step separates this error into a
systematic error, 𝜇𝜇𝑖𝑖𝑖𝑖 (𝑒𝑒𝑝𝑝 ), and a random error, 𝜎𝜎𝑖𝑖𝑖𝑖 (𝑒𝑒𝑝𝑝 ),
defined as the mean and standard deviation of the errors in
cell i,j, respectively.
The significance of the errors in each cell is related to
their influence on the estimation of energy availability and
production by the weighting factor, 𝑤𝑤𝑖𝑖𝑖𝑖 , computed as:
𝑤𝑤𝑖𝑖𝑖𝑖 = 𝐽𝐽𝑖𝑖𝑖𝑖 𝑓𝑓𝑖𝑖𝑖𝑖 ,

(2)

where 𝐽𝐽𝑖𝑖𝑖𝑖 is the mean incident wave power of the cell i,j
and 𝑓𝑓𝑖𝑖𝑖𝑖 is the proportional frequency of occurrence of that
wave power. The standard sets out requirements for the
minimum number of validation data points in a validation
cell i,j (Table 3) and where this is not met, then 𝑓𝑓𝑖𝑖𝑖𝑖 must to
be set to zero.

Table 3 presents the recommended maximum acceptable
weighted mean systematic and random errors for each key
wave parameter depending on the class of assessment.
3 CASE STUDY – WEST COAST OF IRELAND
Ireland is one of the countries where there is a major
interest in wave energy, primarily due to its large available
resource off its west coast in the Atlantic Ocean [19-20].
As a result, they have developed a suite of WEC testing
infrastructure for devices of different scales.
The Atlantic Marine Energy Testing Site (AMETS) at
Belmullet (9.991E, 54.225N) (see Figure 1) is being
developed by the Irish Sustainable Energy Authority
(SEAI) to facilitate the testing of full-scale wave energy
converters in an open ocean environment. AMETS is
located off the north-west coast where the wave resource is
characterized by variable weather conditions from the
Atlantic [21] and by local geography and bathymetry [22].
Annual wave power close to the AMETS location is in the
region of 70 kW/m/year [16]. Thus, it can be said that
AMETS is an area with high wave power resources.

Table 3. Minimum validation recommendations

Class 1 Class 2 Class 3

Data coverage requirements
Min. num. of cell data points
Min. coverage
Max. acceptable 𝒃𝒃�𝒆𝒆𝒑𝒑 �
Significant wave height, Hm0
Energy period, Te
Omni-directional wave power, J
Dir. Of Max. Dir. Resolved
power, θJmax
Spectral width, ε0
Directionality coefficient, d
Max. acceptable, 𝝈𝝈�𝒆𝒆𝒑𝒑 �
Significant wave height, Hm0
Energy period, Te
Omni-directional wave power, J
Dir. Of Max. Dir. Resolved
power, θJmax
Spectral width, ε0
Directionality coefficient, d

3
90%

5
90%

5
95%

10%
10%
25%

5%
5%
12%

2%
2%
5%

-

10°

5°

-

12%
12%

5%
5%

15%
15%
35%

10%
10%
25%

7%
7%
20%

-

15°

10°

-

25%
25%

15%
15%

Finally, the weighting matrix is normalized such that its
sum is unity, as:
𝑤𝑤
�𝚤𝚤𝚤𝚤 = ∑

𝑤𝑤𝑖𝑖𝑖𝑖

𝑖𝑖,𝑗𝑗 𝑤𝑤𝑖𝑖𝑖𝑖

,

(3)

and the weighted mean error 𝑏𝑏(𝑒𝑒𝑝𝑝 ) and systematic error
𝜎𝜎(𝑒𝑒𝑝𝑝 ) will be calculated using the following equations:
𝑏𝑏�𝑒𝑒𝑝𝑝 � = ∑𝑖𝑖,𝑗𝑗 𝑤𝑤
�𝚤𝚤𝚤𝚤 𝜇𝜇𝑖𝑖𝑖𝑖 , ,
𝜎𝜎�𝑒𝑒𝑝𝑝 � = ∑𝑖𝑖,𝑗𝑗 𝑤𝑤
�𝚤𝚤𝚤𝚤 𝜎𝜎𝑖𝑖𝑖𝑖 .

(4)
(5)

Figure 1. AMETS location and wave buoy locations [22]
The site comprises two deployment berths: Berth A
(BA), approximately 16 km offshore, 100 m water depth
and covering 6.9 km2, and Berth B (BB), approximately 6
km offshore, 50 m water depth and covering 1.5 km2.
4

MODEL DESCRIPTION

A wave modelling system was developed to simulate the
wave conditions at AMETS using the SWAN gridded wave
model. The spectral wave model, SWAN, is a thirdgeneration wave model developed by Delft University of
Technology [18]. The model is based on the wave action
balance equation (or energy balance in the absence of
currents):
𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑆𝑆𝑖𝑖𝑖𝑖 + 𝑆𝑆𝑛𝑛𝑛𝑛3 + 𝑆𝑆𝑛𝑛𝑛𝑛4 + 𝑆𝑆𝑑𝑑𝑑𝑑,𝑤𝑤 + 𝑆𝑆𝑑𝑑𝑑𝑑,𝑏𝑏 + 𝑆𝑆𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏 , (6)

where 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 is the source or sink term that represents all
physical processes which generate, dissipate or redistribute
wave energy, 𝑆𝑆𝑖𝑖𝑖𝑖 represents the wave growth by wind,
𝑆𝑆𝑛𝑛𝑛𝑛3 , 𝑆𝑆𝑛𝑛𝑛𝑛4 represent the nonlinear transfer of wave energy
through three-wave (triads) and four-wave (quadruplets)
interactions and 𝑆𝑆𝑑𝑑𝑑𝑑,𝑤𝑤 , 𝑆𝑆𝑑𝑑𝑑𝑑,𝑏𝑏 , 𝑆𝑆𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏 refer to wave decay due
to whitecapping, bottom friction and depth-induced wave
breaking.
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A nested methodology was employed where a regional
coarse domain, the coarse Ireland model (CI), covers a
large area of the north-eastern Atlantic Ocean at a
resolution of 0.05° and a local fine resolution domain, the
AMETS model, covers Berths A and B of the AMETS site
at a resolution of 0.0027° (approximately 300m). The CI
domain has extents of 20°W to 3°W and 50°N to 59°N
while the AMETS domain has extents of 11.05°W to
9.70°W and 53.95°N to 54.65°N (see Figure 1).
The ocean boundary conditions for the coarse model
were obtained freely from a WaveWatch-III (WW3) global
wave model developed by U.S Navy Fleet Numerical
Meteorology and Oceanography Center (FNMOC) [24] at 6
hourly time resolution and bathymetry was retrieved from
ETOPO1 at 1° resolution [25,26] and from INFOMAR at
300 m resolution [27]. Atmospheric boundary conditions
were obtained from the European Centre for MediumRange Weather Forecasts (ECMWF) at 0.5° spatial
resolution for the coarse model and 0.125° for the AMETS
model, both with 6 hourly time resolution.
5

to note that the IEC: 62600(101) is a first edition and so is
still provisional; it is expected that future editions may
contain revisions to the validation criteria based on the
feedback from test studies [28]. Based on the IEC
validation results, the models managed to replicate wave
conditions at Berth A to a similar degree of accuracy
although the errors were actually slightly higher for the
AMETS model, but the accuracy of the AMETS model at
Berth B was noticeably better. This agreed with the
findings of the traditional validation approach.
(a)

(b)

RESULTS

5.1 Model validation
The models were validated for a period of one year (1st
January-31st December 2013) using 30 min measured wave
data from the buoys operated by Marine Institute at Berths
A and B at AMETS (Figure 2). Validation was conducted
using the traditional timeseries comparison method and
using the IEC scatter table approach. For IEC validation,
the CI model was considered a class 1 model and the high
resolution AMETS model was considered a class 2 model.
The corresponding validation criteria from Table 3 were
then applied.
Following the traditional approach, the root mean square
error (RMSE), scatter index (SI), bias and standard
deviation were the statistical parameters used to assess the
accuracy of the model. The results are summarized in Table
4 for significant wave height (Hs), energy period (Te) and
omni-directional wave power (J) for both the CI and
AMETS models. The results from the AMETS model (e.g.
RMSE = 0.6 m, BIAS = -0.15 m for Hs) indicate a
satisfactory level of accuracy for a wave model. While the
statistics for the CI and AMETS models were similar at
Berth A which is 16 km offshore, they were much better for
the AMETS model at Berth B which is only 6 km offshore
and in shallower water and therefore benefits from the
higher resolution of the AMETS model
For the IEC scatter table procedure, scatters tables were
computed using bin intervals of 0.5 m and 1 s for Hs and
Te, respectively. The weighted mean and systematic errors
calculated for both models are shown in Table 5 and are
expressed in percentages.
Table 5 shows good agreement between the computed
errors and the recommended values for the two classes.
Some exceedances of the recommended values are present,
but only for the Class II criteria for σ(ep) for Hs and wave
power (J), but the values are not overly high. It is important
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(c)

Figure 2. Comparison between measured and modelled data
at BA buoy for (a) Significant wave height, Hs(m), (b)
Energy period, Te(s) and (c) Wave power, J(kW/m) (Jan.Dec. 2013)
Table 4. Summary of CI and AMETS models validation
with measured values (2013) – traditional validation
Wave
Berth A
Hs(m)
Te (s)
J (kW/m)
Berth B
Hs(m)
Te (s)
J (kW/m)

RMSE

SI

BIAS

STD

CI
AMETS
CI
AMETS
CI
AMETS

0.56
0.60
1.03
1.03
33.05
33.43

0.18
0.20
0.12
0.12
0.50
0.50

0.03
-0.10
-0.06
-0.04
3.82
-0.90

1.83
1.83
1.87
1.87
105.70
105.70

CI
AMETS
CI
AMETS
CI
AMETS

0.77
0.59
1.31
1.05
47.44
31.77

0.27
0.21
0.15
0.12
0.79
0.53

0.42
-0.15
-0.43
-0.01
16.44
-3.73

1.81
1.81
1.83
1.83
94.22
94.22
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Table 5. Summary of CI and AMETS models validation
with measured values (2013) – IEC validation
Wave
parameter

CI Model

b(ep)
(%)
σ(ep)
(%)

Coverage
Hs(m)
Te (s)
J (kW/m)
Hs(m)
Te (s)
J (kW/m)

AMETS Model

b(ep)
(%)
σ(ep)
(%)

Coverage
Hs(m)
Te (s)
J (kW/m)
Hs(m)
Te (s)
J (kW/m)

IEC
62600:101
Class 1
90.0
10.0
10.0
25.0
15.0
15.0
35.0
Class 2
90.0
5.0
5.0
12.0
10.0
10.0
25.0

BA

BB

99.5
-3.5
2.5
-2.0
10.9
6.0
24.6

99.3
-8.1
5.5
-9.2
8.0
5.8
18.1

98.9
-0.4
2.6
4.3
11.7
5.8
26.7

98.6
1.7
2.7
8.6
12.3
6.0
28.4

–

Figure 3. Scatter table of Hs versus Te for 10 years of data
at Berth A, AMETS

5.2 Resource assessment
Following the validation, the models were used to create
a complete characterization of the resource, according to
IEC standards using 10 years of hourly modelled data from
January 2005 – December 2014. Only a selection of results
from the full characterization are presented here due to
space limitations.
The 10-year scatter tables showing the proportional
frequency of occurrence of sea states, parametrized in terms
of the significant wave height, Hs, and energy period, Te,
produced from the local-scale AMETS model are shown in
Figures 3 and 4 for Berths A and B, respectively. The
dimensions of each bin of the scatter tables were set to 0.5
m and 1 s for Hs and Te, respectively. It can be observed
that the most commonly occurring sea states are where Hs
ranges from 1 to 4 m and Te ranges from 6 to 10 s; these
account for 55.85% and 58.15% of occurrences for Berth A
and B, respectively. Due to the relatively close proximity of
the sites, the analyses are quite similar for both sites. The
10-year average values of Hs were 3.2 m at BA and 2.9 m
BB. Also, the average annual values for Hs at Berth A
varied between 2.7 - 3.6 m while at Berth A the values
ranged between 2.5 - 3.3 m, demonstrating significant interannual variability of the resource.
Figure 5 shows the average annual and monthly
cumulative distributions of omni-directional wave power at
BA. As would be expected, there is significant monthly,
and particularly seasonal, variation in wave power
availability. The 50- and 90-percentile wave power values
in July are 11.55 kW/m and 46.01 kW/m, respectively,
compared to 94.79 kW/m and 311.57 kW/m in January.
Finally, Figure 6 shows the wave power rose again at BA
for 10 years with bins of 22.5° and percentage plotted. It
can be seen that the majority of waves propagate from
southerly directions. Similar results were obtained at BB.

Figure 4. Scatter table of Hs versus Te for 10 years of data
at Berth B, AMETS

Figure 5. Cumulative distribution of wave power at BA

Figure 6. Wave power rose at BA for 10 years
6

CONCLUSION

A resource characterization of the Atlantic Marine Test Site
was conducted using the IEC 62600:101 standard for wave
resource characterization. 10 years of modelled wave data
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produced by a high resolution SWAN wave model were
used for the assessment. The model comprised a coarse
model of the northeast Atlantic Ocean at an oceanic scale
of 0.05° resolution and a high resolution model of the
AMETS at 0.0027° resolution.
Regarding model accuracy, traditional validation
statistics obtained at Berths A and B for AMETS show a
high level of model accuracy; for example, at Berth B,
RMSE=0.59m, SI=0.21, BIAS=-0.15m and STD=1.81 were
calculated for significant wave heights. The IEC standard
requires calculation of both systematic and random error
parameters; the coarse model complied with all of the
relevant error criteria while high resolution AMETS model
complied with the majority of error criteria but slightly
exceeded the random error criteria for Hs and J. σ(ep) for
Hs was 11-12% compared to the threshold criteria of 10%
and was 26-28% for J compared to 25%. The resource
characterization which contains detailed information on sea
state occurrences and energy availability and variability
will be an extremely valuable resource for developers to
inform their device design and planning prior to testing at
AMETS.
As a final conclusion, this work evaluates the
methodology of IEC 62600:101 Ed 1. It was found that the
standard can be applied with a moderate level of effort for
creating a wave resource characterization and that the
validation procedure is much more rigorous than traditional
timeseries-based validation approaches.
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ABSTRACT: Wind energy must be commercially competitive to be economically sustainable. Existing wind farms in Ireland
must be more efficient to meet the 2009 EU Renewable Energy Directive target of 7% of total energy demand from onshore wind
energy farms, which is 45% of the total national renewable energy target of 16%. WindPearl - a Sustainable Energy Authority of
Ireland (SEAI) funded project is currently looking into improving Operations & Maintenance (O&M) of onshore wind turbine
farms in Ireland. WindPearl uses bespoke data analytics, focusing on early and accurate downtime prediction with significantly
improved wind turbine power curve forecasts. Both have real-time capabilities and adaptable to uncertain, imperfect, or poor data.
The project, a combination of feasibility study and demonstration, uses real data from several wind farms in Ireland covering an
entire range of manufacturers. Improved methodologies of wind power prediction are being developed, calibrated, and
implemented for wind farms to demonstrate the improvement of operations and maintenance. The ability of replication,
transferability and scalability are being established.
KEY WORDS: Wind Energy, Wind Farms, Analytics, Operations and Maintenance, Renewable Energy.
1

INTRODUCTION

Existing wind farms in Ireland should become more efficient
to meet the 2009 EU Renewable Energy Directive target of 7%
of total energy demand from onshore wind energy farms, which
is 45% of the total national renewable energy target of 16%.
The improvement of Operations and Maintenance (O&M) can
be a key player in achieving this goal since this can contribute
up to 35% of lifetime cost of a turbine and up to 49% if a major
failure occurs.
Reducing O&M costs through better analytics and/or
instrumentation can lead to greater returns in the long-term
financial model of a wind farm portfolio. For onshore wind
turbines, power curve warranties from the turbine manufacturer
is typically available as an initial estimate around future
performance, maintenance contracts are in place for turbine and
substation servicing and operations management contract takes
care of farm compliance and optimised performance. For
example, for an availability warranty of generating power for
97% of the year, if 3% time is assigned to unscheduled
downtime due to faults and for a 20MW wind farm, 1%
downtime leads to more than €30,000 per year in revenue loss.
O&M costs are often on average 1-2c€/kWh, and are double or
triple than those originally estimated. Real behaviour of the
turbines deviates from power curve warranties and both under
and over-estimates have knock-on effects of estimated energy
yield and related economic consequences or on decisionmaking. Consequently, simultaneous reduction of downtime
through early and accurate detection of outage and reduction of
uncertainties in operation power curves for wind turbines
through improved forecasts can lead to significantly better
O&M for wind farms. Figure 1 presents a situation where the
challenges of power curve deviation and outage classification
is illustrated. Such deviation can be sometimes difficult to
model.

Figure 1. Challenges of Power Generation Forecasts for RealData.
Novel and additional instrumentation can be attractive for
these purposes, the implementation and assimilation of these
sensors and related hardware, along with communication issues
provide a major hurdle to address the O&M issues in the short
to medium term for operational onshore wind farms in Ireland.
They also have the additional problem of replication,
transferability and scalability. On the other hand, there has been
exceptional advancements in various fields of signal
processing, analytics, data mining, machine learning, timeseries analysis, Bayesian updating, system identification and
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classification, anomaly detection and pattern recognition, but
there has been inadequate adaptation of these advancement for
O&M of wind farms. Advanced analytics with demonstrated
applications on authentic, real data from wind farms along with
an extensive evidence base around the performance of such
O&M improvements can address the challenges in relation to
replication, transferability, scalability and consequently around
energy targets by improving efficiency through improved, datadriven information.
The operations and maintenance (O&M) costs for wind
assets is assumed to be 7.5€/MWh in this paper, which is a
conservative figure when compared to other sources. The
estimated service and spare parts are assumed to be 12% of
O&M costs. Through optimization and more efficient asset
management, such costs of O&M can decrease by more than
20% in the short term, leading to a service and spare parts cost
in the short term around 0.7€/MWh. Installed wind capacity in
Republic of Ireland for 2020 is forecast to be 4.0GW.
Assuming a 30% capacity factor this will produce 10.1TWh in
that year. EU wind energy production is forecast to be 581TWh
in 2020. Increases in wind capacity means that cost of service
and spare parts in ROI will be around 7€m in 2020, with the
same cost in the EU at 407€m for 2020. The market therefore
demands more effective monitoring and maintenance to ensure
that these costs are minimised.
Improved and real-time power curve forecasts along with
updating for site-specific and turbine specific information can
lead to O&M improvements in line with renewable energy
targets. Additionally, early and accurate detection of
deficiencies leading to downtime along with classification of
downtime signatures (e.g. pitching, underperformance, storm
shutdown etc.) can further improve the efficiency of wind
farms to a great extent. Quantitative estimates around the
performance of these work can also indirectly influence
availability warranties where accurate definitions and correct
allocation of availability percentages can improve the current
scenario where vague definition can often be present. A better
power forecast and downtime estimate can also reduce
epistemic uncertainties around availability data since turbines
can be classified as available even when experiencing up to
30% efficiency reduction. It not only aids in effectively dealing
with grid code compliance but also provides the closest
estimate to the real yield scenario – which further influences
the energy market. The Irish Transmission System Operator
(TSO) provides a number of demands for short term wind
power forecasting including: forecasts for site-specific and
turbine-specific conditions, wind-power output based
prediction as opposed to wind speed based predictions, hourly
forecasts extending out to a forecast horizon of at least 48
hours, an accurate forecast with an associated confidence level
and estimates of uncertainties, reliable forecasts of likely
changes in wind power production and insights from
meteorological conditions and use of historical data to improve
accuracy of forecast over time.
Analytics driven O&M improvement of onshore wind farms
are thus relevant in the energy market for not only wind asset
owners but also wind energy traders. While the risk of the
outages is pushed to the owners of the assets, the traders lose
ability to trade about 2 hours before physical delivery. In
reality, with the lack of liquidity that is been assumed in the last
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market closest to delivery a trader will probably lose the ability
to trade almost 3-12 hours in advance of delivery. Improved
real-time or short-term predictions will help significantly with
persistence wind forecasting in the 1-3 hours before delivery
and also influence the forecasting in the 3-12 hours before
delivery. This will, as the market becomes more liquid around
delivery, prove beneficial to trading. Forecast of outage and
power curves is an area that is important for Ireland sustainable
energy future for has not been developed well for this country.
The maximum value in the industrial sector will be reaped by
companies that both won wind assets and trades in wind power
as well. A demonstrative evidence base for Ireland can shift the
market towards a more analytics driven and efficient direction.
These considerations will be more important now in the light
of the Integrated Single Energy Market (I-SEM) and the
proprietary modelling that is carried out in most companies.
While there has been no detailed project on this topic for
Ireland, there exists some work with their constraints and
limitations for Ireland. Overview papers for wind power
generation forecasts provide some of the existing markers of
performance [1] along with some initial cost estimates [2]. An
existing works around downtime data for 11 turbines on the
East on Ireland for 6 months’ worth observations identify the
need for classification of downtime and related alarms, along
with the need for an algorithm as demonstrated through an
example. The authors concluded that the performance in
general were not high enough to warrant the system for a field
trial, especially for recall scores. The same group approached
the problem from the point of view of support vector machines
and improved their results and obtained decent results for 24hours ahead predictions for some downtime cases [3]. The lack
of performance was attributed to inability to handle data
complexity and related challenges around feature extraction
and pattern recognition. A different group has prognostics
assessment from standard SCADA data but only on bearing
response [4]. However, this work highlights the power of using
Bayesian updating for forecasts for wind farm data.
2

DESCRIPTION OF THE WINDPEARL PROJECT

The Sustainable Energy Authority Ireland (SEAI) funded
WINDPEARL project (https://www.windpearl.net/) attempts
to address some of these challenges with real data.
• It is observed from scanning the current research in
Ireland, the importance of early, accurate downtime
detection and improved power curve forecasting are
globally felt but there is no dedicated project for Irish
conditions and using data from Irish wind farms.
• There is inadequate benchmarking of methodologies for
site-specific Irish conditions.
• While numerical algorithms in other fields have developed
and evolved strongly, they have not been adapted for
downtime detection and better power curve forecasting
despite their potential.
• The impact of proposed methods on the energy market is
an unexplored area and can only be investigated by
applying and calibrating the methods directly on field data.
• There is inadequate work around working with uncertain,
missing and poor data and their impact on
detection/forecasting, although the importance and impact
of data quality is well-acknowledged.
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Overall, these limitations are directly linked to the operations
and maintenance efficiency of wind turbines and the
competitiveness of the wind energy market. WINDPEARL
directly addresses all these limitations and provides solutions
that can mark a paradigm shift for Ireland in terms of wind
energy efficiency assessment methodologies, leading to
significant improvement.
This includes,
• Dedicated use of data from Irish-owned farms from a range
of manufacturers throughout the project and calibrating
model parameters for output conditions for site-specific
information from Ireland. This is ensured through access
to data from several farms.
• Development of a comprehensive benchmarked repository
for use in any Irish wind farm, leading to a national
advantage in terms of improvement of Operations &
Maintenance for the entire country. This will lead to an
impact on the overall Levelised Cost of Electricity
(LCOE).
• The flexibility of the use of the methods for various sites
and for a wide range of input conditions, including the
machine learning and subsequent pattern recognition
advantage makes the final software robust and adaptable to
changes in data. Consequently, re-calibration and
adaptation to new conditions will have an automatic
component.
• The project uses cutting-edge techniques from different
fields of application to adapt to the wind turbine sector and
transform them to most effective tools in this field. The
combination of a) time-series forecasting b) machine
learning and pattern recognition, c) multivariate statistical
modelling, d) time-frequency analyses and e) system
identification and f) anomaly detection methods form the
most comprehensive set of tools for this topic.
The calibrated performance measures of the methods, along
with the results of consequences for various scenarios
expressed in monetary values or as utility curves will result in
quantified estimate of such technical advancements and will
create a model template for Ireland for any future technoeconomic assessment for other developments in terms of
demand, changed business scenarios or incorporation of novel
or technologies.
The limitations around data quality will be addressed and
quantified in terms of performance and solutions will be
provided to handle them. Detailed solutions will be provided in
the form of guidelines and numerical implementation to obtain
maximum information with limited data quality. This will
demonstrably reduce epistemic uncertainties in the wind energy
market and will lead to lowering of cost.
The overall objectives of the project are as follows:
•
Development of bespoke, robust, and demonstrable
better methodology for accurate, early detection of wind farm
downtime and accurate wind turbine power curve forecasts.
[O1]
•
Comprehensive calibration of the developed models
using real wind-farm data. [O2]
•
Direct use of authentic wind-farm data for
development of methodologies and implementation of the
sudden changes from signals through a recursive singular

spectrum approach with integrated machine learning and
pattern recognition [O3]
•
Creation of a comprehensive evidence base for the
developed methodologies with estimates of errors, inaccuracies
and limitations of implementation. [O4]
•
Creating guidelines, recommendations and solutions
for transferability and scalability of developed methods for sitespecific Irish conditions and for availability of data, including
solutions for handling poor data, missing data and unknown
patterns in data [O5]
•
Developing insights of the impact of developed
solutions on the business operations and maintenance of wind
turbines, especially in an integrated single electricity market (ISEM) [O6].
The overall project setup is presented in Figure 2.

Figure 2. Project organisation of WINDPEARL project.
3

PROGRESS AND CHALLENGES

Progress in short-term forecasting has been carried out by
integrating variational mode decomposition (VMD) and
extreme learning machine (ELM) [5]. the VMD algorithm
decomposes a signal into its principal modes concurrently by
searching for a certain number of modes and their centre
frequencies. ELM is a type of single hidden-layer feedforward
neural network in which the input weight matrix is randomly
assigned instead of using gradient-based learning methods.
Figure 3 presents an example of the implemented VMD-ELM
method for several days in an Irish wind farm using a single
model and an ensemble composed by five VMD-ELM models
that are trained independently and the final prediction is
obtained as the average value of the forecasts provided by the
models in the ensemble.

Figure 3. A combined VMD-ELM model application for a 6-h
ahead wind energy forecast for a wind farm over a few days.
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(blue stars) contained in the event time periods and has so far
been able to detect up to 89,5 % of them.
4

Figure 4. An example of a deep-learning based 1-hour ahead
forecast of wind power in a wind farm over a few days.
Other decomposition-based techniques have been also explored
such as ensemble empirical mode decomposition (EEMD) and
some deep learning models such as convolutional and recurrent
neural networks have been used to compute forecasts. Figure 4
shows an example of a deep-learning based 1-hour ahead
forecast.

CONCLUSIONS

Statistical and deep learning models together with
decomposition-based techniques have been applied to real data
from Irish wind farms to predict and improve short-term wind
power forecasts in Ireland. A combination of VMD and ELM
provides promising results for short-term forecasts.
Additionally, progress in downtime detection has shown
encouraging results in a data-driven approach with an accurate
discrimination of the flagged time periods.
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ABSTRACT: Thermoelectric materials enable direct conversion of thermal energy to electricity. Ambient heat energy harvesting
could be an effective route to convert buildings from being energy consumers to energy harvesters, thus making them more
sustainable. There exists a relatively stable temperature gradient (storing energy) between the internal and external walls of
buildings which can be utilized to generate meaningful energy (that is, electricity) using the thermoelectric principle. This could
ultimately help reduce the surface temperatures and energy consumption of buildings, especially in urban areas. In this paper,
ongoing work on developing and characterizing a cement-based thermoelectric material is presented. Samples are fabricated using
cement as a base material and different metal oxides (Bi₂O₃ and Fe₂O₃) are added to enhance their thermoelectric properties. A
series of characterization tests are undertaken on the prepared samples to determine their Seebeck coefficient, electrical and
thermal conductivity. The study shows that cement paste with additives possesses physical properties in the range of
semiconductors whereby, initially, the resistivity values are low but with time, they increase gradually, thus resulting in lower
electrical conductivity. The thermal conductivity of the cement paste with additives is lower than the control sample. Seebeck
coefficient values were found to be relatively unstable during the initial set of measurements because the internal and external
environment needed to be kept in a thermally stable condition to achieve steady results. The detailed analysis helped determine
and eliminate the source of errors in the characterization process and obtain repeatable results. Parameters such as moisture
content, temperature and age were found to have a significant impact on the properties of cement based thermoelectric materials.
KEY WORDS: Cement composites; Thermoelectrics; Seebeck Coefficient; Electrical Conductivity; Thermal Conductivity.
1

INTRODUCTION

Urbanization is increasing rapidly all over the world and so
is the impact of anthropogenic activities. According to an
estimate by UN urbanization projections, as of 2018, 55% of
the world’s population now resides in urban areas [1].
Pavements, roads and buildings absorb incident solar radiation
leading to a 10-20°C rise in their surface temperatures as
compared to their surroundings in summer [2], causing the
Urban Heat Island (UHI) effect [3]. 60 % of urban surface area
is now covered by low albedo and heat absorbing materials [4].
On average, the electricity consumption in meeting cooling
needs in summer was 13% higher in urban areas compared to
rural areas [7]. Mitigation measures applied for alleviating the
UHI effect helped reduce the surface temperature of buildings
but had limited influence on reducing its overall impact [8].
Heat harvesting is a promising route to generate electrical
energy from ambient heat which in turn helps reduce the
surface temperature of buildings and pavements. Several
technologies like photovoltaics, thermoelectrics, periodic
kinetic, EM wave, airflow, etc have been studied for this
purpose. The miniscule amount of power available from them
and the complexities involved in their operation has restricted
their application [9]. There exists a relatively stable thermal
gradient between indoor and outdoor air in buildings [11].
Thermal energies from these gradients could be captured and
converted into electricity using the thermoelectric (TE)
phenomenon. Cement-based thermoelectric materials can be a
useful route to harness absorbed thermal energy in buildings.
This paper describes the use of cement based TE materials to
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harvest the waste heat stored in buildings by converting it into
a useful form of energy, thus making them more sustainable.
2

LITERATURE REVIEW

The thermoelectric effect is a phenomenon where heat energy
is directly converted into electric energy. The performance of
TE materials can be assessed using a dimensionless parameter
known as the figure of merit (ZT), which is mathematically
represented by Equation 1. In this equation S, σ, κ and T stand
for Seebeck Coefficient, Electrical Conductivity (EC), Thermal
Conductivity (TC) and Absolute Temperature respectively. A
TE material can be used for practical applications if its ZT
value is greater than or equal to 1 [12].
𝑆 2 .𝜎

𝑍𝑇 = ( 𝜅 ) 𝑇
(1)
A superior TE material should have a high electrical
conductivity to minimize joule heating, a large Seebeck
coefficient for maximum conversion of thermal to electrical
energy and a low thermal conductivity so that thermal shorting
could be prevented [13]. The percolation phenomenon in
cement was first observed in 1998 by Sun et al. in a carbon fibre
reinforced cement (CFRC) composite, where a Seebeck
coefficient of 17µV/°C was obtained for a 1% concentration of
carbon fibres [14]. Since then, cement-based TE materials have
garnered substantial interest from researchers worldwide.
Addition of Bismuth Telluride in a CFRC mix led to a
Seebeck coefficient of 35.5µV/°C [16]. Adding micro sized
Fe2O3 and Bi2O3 were found to have a Seebeck coefficient of
92.6 and 100.3 µV/°C respectively for a 5 wt. % concentration
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in the cement matrix [17]. However, the electrical and thermal
conductivity of the resulting samples were not studied [17]. The
use of nano sized metal oxide powders resulted in higher
Seebeck coefficients as compared to micro sized additives [18].
Enhancing TE performance by introducing metal oxide
powders helped improve the Seebeck coefficient but the EC
values of the composite showed limited improvement. Other
compounds such as carbon and steel fibres, graphite, carbonbased nano materials have also been used to improve the
thermoelectric performance of cement. The biggest challenge
in this endeavour is that high EC and Seebeck coefficient
values could be obtained separately for samples but not
simultaneously in the same specimen under similar operating
conditions [19]. Maintaining a low TC value is essential to
improve conversion efficiency of a TE cement composite.
Thermal and electrical conductivity are properties which are
dependent on each other, increasing one will lead to an increase
in the other and vice-versa. Hence, increasing EC whilst
limiting the value of TC for a material is a difficult task to
achieve. Characterising TE materials in general has its own
share of problems, particularly at elevated temperatures which
can cause inaccuracies as high as 50% in the measurement [20].
Even a small degree of inhomogeneity within the sample can
result in large variations in TE properties [21]. This fact causes
difficulty in achieving repeatable and reliable results for TE
materials especially when electrochemical reactions and phase
transitions are taking place within the sample [20]. It is still
difficult to determine for how long was the TE phenomenon
observed in enhanced cement-based TE materials, was it
obtained from a dry or saturated sample or did curing time and
changing degree of hydration taking place within its internal
structure with age have any influence on it.
So far, just one study by Wei et al. has investigated the impact
of moisture on the Seebeck coefficient and electrical
conductivity of enhanced cement composites [22]. They found
that the observed TE phenomenon can be attributed to a high
moisture content in the sample. In this work, an attempt has
been made to study the main thermoelectric properties of
cement paste enhanced with micro sized Fe2O3 and Bi2O3
particles. Several challenges and errors were encountered while
measuring the Seebeck coefficient and electrical conductivities
for them. The methods adopted to solve the errors to produce
stable results are highlighted and the intricate factors having an
impact on the characterization process from the material and
the measurement point of view are identified.
3

EXPERIMENTAL WORK

Material Specification
Cement samples were prepared using a 42,5 R CEM I cement
from Irish Cement Ltd (described in Table 1) of particle size of
about 15 microns and Bismuth trioxide powder with a purity of
99.5 % and maximum particle size of 50 microns. The Ferrous
oxide powder used had 95% of its particles of size less than 53
microns. No aggregates were used.
Sample Preparation and Curing
Three set of samples were prepared; one was the control sample
which consisted of only cement and water mixed with a water
to cement (w/c) ratio of 0.45. The other two sets of samples
were made of 5% Bi2O3 and 5% Fe2O3 weight by mass of
cement respectively.

Table 1. CEM I chemical composition
Contents
SiO₂
Al₂O₃
Fe₂O₃
CaO
SO₃
F. Cao
LOI
Na₂O Eq.

Percentage (%)
18.29 %
5.08 %
2.78 %
63.89 %
2.64 %
1.57 %
2.79 %
0.59 %

* Here the
Chloride
content of the
cement is not
included as it
was not
available from
the reports

The dry contents were blended thoroughly in a container and
thereafter the required amount of water was added to form a
wet paste mix using an automatic mortar mixer. The prepared
mixture was poured into a stainless-steel mould of size 160 ×
40 × 40 mm3. The mould containing the mix was compacted
using a vibrating table to remove air bubbles. The samples for
thermal conductivity tests were of cylindrical shape (100mm
diameter x 200mm long). The prepared mix was allowed to set
for 24 hours and was then demoulded. Samples were later
subjected to water curing in a tank for a period of 7 days. The
curing tank temperature was maintained at 20 ± 1°C. Once the
samples were removed from the curing tank, it took up to 6
hours for the surfaces to become dry and thereafter the
measurements were made. In between the tests, they were
allowed to rest in the laboratory environment under ambient
temperature and humidity conditions.
TE Characterization methods
3.3.1

Seebeck Coefficient Tests

The experimental setup used for measuring the Seebeck
coefficient was assembled in the laboratory and could measure
the voltage difference generated as a result of subjecting the
prepared cement sample to a fixed temperature gradient. A 3-D
schematic of the insulated sample and the schematic of the
setup are shown in Figure 1. It consisted of a silicone mat heater
connected to a DC power supply powered by the mains. One of
the square end (40mm × 40 mm) of the sample was heated by
the silicone mat heater while it was enclosed on the four
longitudinal sides using an insulating material having a thermal
conductivity of 0.022 W/m-K. K-Type thermocouples were
embedded into the samples during casting to monitor the
temperature distribution across the sample length while
subjecting it to a temperature gradient. The opposite end of the
heated side was exposed to ambient temperature. Temperature
sensors (K-Type) were also attached to the sample at both ends.
Weights were applied to ensure adequate thermal contact
existed between the sample and the heater. The sample was
surrounded by insulation to minimise heat losses.
The samples had woven meshes of 300µm diameter copper
wire embedded into them during the casting procedure for
connecting them to the data acquisition unit for measuring
voltage difference and resistance. The Seebeck coefficient tests
were carried out by measuring the voltage difference between
the two copper meshes in the sample. The temperature
difference while measuring the Seebeck coefficient was
recorded at the same point as the voltage difference. The data
acquisition was carried out by connecting the electrical wires
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3.3.2

Electrical Conductivity Tests

The electrical resistance of the sample was determined
using the 2 Wire DC method. The samples were connected to a
Digital Multimeter and Data Acquisition unit (Figure 2.) using
the copper meshes embedded in the cement samples. The
electrical connections were made by soldering tinned copper
wires (high temperature resistant) to the copper meshes. The
tinned copper wires were connected to the data logging unit.
Electrical conductivity was derived by measuring the electrical
resistance of the sample and obtaining its resistivity by
considering its geometric factor (length and cross-sectional
area).
3.3.3
Thermal Conductivity Tests
The thermal conductivity (TC) tests followed the transient
line source (TLS) method [23]. A cylindrical sleeve (100 mm
long and 2mm diameter) was inserted into the sample to house
the THERMTEST TLS-100 probe (see Figure 3). The
measurements were carried out at room temperature and
repeated 10 times with the average reading taken as the final
TC value.

Figure 2. 2W DC resistance measurement method

Figure 3. Thermal Conductivity test set-up
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RESULTS AND DISCUSSIONS

Seebeck Coefficient Tests
The initial set of Seebeck coefficient tests were carried out
on plain cement samples in saturated conditions. It was
observed that despite not subjecting the sample to any
temperature gradient, a small DC voltage was generated. The
Seebeck coefficient values for the control sample, when a
constant temperature gradient (80°C) was maintained across
the sample, is shown in Figure 4 and were found be in the range
of -1× 10-5 to -1×10-6 µV/°C. However, despite similar
conditions throughout, a significantly higher Seebeck voltage
was obtained from the same sample as shown in Figure 4. The
sample was kept in a similar condition (insulated) throughout
the testing period and moisture escape was not allowed. This
could be a result of the moisture present in the sample as it was
in a saturated condition.
Seebeck Coefficient
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Figure 1. Schematic of the experimental set up
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and temperature sensors to a Digital Multimeter combined with
a Data Logging and Acquisition Unit.

30

Time(Hours)

Figure 4. Seebeck Coefficient of control sample at fixed ΔT
The Seebeck coefficient tests were also carried out for the
Bi2O3 and Fe2O3 cement composites with all saturated samples
yielding a small DC voltage (less than 100mV) despite not
being subjected to a temperature gradient. When a constant
temperature gradient was established across the sample, the
Seebeck voltage showed an unusual sinusoidal pattern which
shifted from positive to negative upon a change in temperature,
as shown in Figure 5 and Figure 6 respectively. This pattern
was observed when specimens were subjected to heating, so it
was difficult to arrive at a particular value or range of values
for Seebeck coefficient thus measured for metal oxide
containing samples. Hence, a thorough analysis was carried out
to find the sources of error and mitigate them as described in
detail in Section 4.4.
Electrical Conductivity Tests
The initial set of EC tests were carried out on the control
sample at room temperature, without a temperature gradient.
The EC value observed for a saturated control sample was
found to be 0.07 S/m while after drying (for 24 hours at 105°C),
it reduced drastically to 2 × 10-4 S/m. Tests were
simultaneously carried out for three different samples made and
cured at the conditions described in Section 3.2. After curing
samples in a water tank for 7 days, they were subjected to
ambient temperature and humidity conditions for 14, 60 and 90
days with conductivities measured over a 24hr period. As
expected, the EC value for the 14-day old sample was the
highest at 0.06 S/m, while the conductivity decreased to 0.016
and 4 × 10-4 S/m for 60- and 90-days old samples respectively.
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Figure 5. Voltage readings from 5% wt. Bi2O3 sample
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Figure 6. Voltage readings from 5 wt.% Fe2O3 sample
During DC resistance measurements at room temperature, a
polarization effect as a result of using DC current in the form
of a low voltage was detected in the sample (100-500mV) that

interfered with the resistance measurements. This voltage
reduced during the natural transition of the sample from
saturated to a dry state.
5% Bi₂O₃

5% Fe₂O₃

0.1

Electrical Conductivity(S/m)

Similarly, EC tests for saturated Bi2O3 and Fe2O3 cement
composites were carried out at room temperature. The Bi2O3
sample displayed a higher conductivity value of 0.09 S/m while
the control and Fe2O3 cement composite samples had EC values
of 0.07 and 0.06 S/m respectively. Conductivity values were
found to decrease gradually with time for all measurements
carried out (Figure 7). It was clear from the results that initially
due to a high moisture content (with conducting ions present in
the sample), the electrical conductivity is comparatively higher.
With time as the sample approaches equilibrium with the
relative humidity of the environment and the internal changes
in its structure due to the continuous changes in degree of
hydration taking place, the conductivity reduces gradually. The
electrical conductivity values were still found to be falling in
the range of conductivity found in semiconductors [24].
Cementitious materials enhanced with composite materials
have two ways of electrical conduction, namely electronic and
electrolytic [25]. The former is the result of the motion of free
charge carriers in the conductive path formed by the additives.
The latter is the result of motion of ions present in their porous
structure. Electronic conduction plays the essential role of
imparting electrically conductive properties to cement-based
TE materials. To measure its effect, electrolytic conduction
needs to be eliminated by drying the sample but doing so leads
to a significant drop in conductivity values [26].

0.08

0.06

0.04

0.02

0

0

5

10
Time(hours)

15

Figure 7. Electrical conductivity of 5 wt.% Bi2O3 and 5
wt.%Fe2O3 saturated sample
Thermal Conductivity Measurements
During the TC measurements, it was ensured that the
instrument used was in thermal equilibrium with the sample
before each test was carried out. The TCs of the control, Bi2O3
and Fe2O3 cement samples were found to be 1.15, 1.044 and
1.022 W/m-K respectively, in the saturated condition. The
coefficient of variation observed for the measurements were
found to be 1.6 %, 1.9 % and 1.5 % respectively which was
acceptable. The Bi2O3 and Fe2O3 cement composite
respectively saw a reduction of 9.2 % and 11.1 %, in their
thermal conductivity values as compared to the TC of the
control sample.
Troubleshooting the measurement process
The Seebeck coefficient is not a conventional property of a
cementitious material. The Seebeck voltage is usually found to
have a linear relationship with the applied temperature gradient
for semi-conductors. However, while measuring the same for
enhanced cement composites, the results obtained were highly
inconsistent and it wasn’t possible to get steady values of the
quantity at fixed temperature gradients. Since low level voltage
measurement (µV) were involved in the measurement process
and knowing the extent to which multiple connections and the
thermal gradient could influence them [27] , a thorough
analysis was carried out to find the source of errors. The first
possible source of error studied was instrumental. The
instrument is specified to be capable of measuring voltage on
the microvolts scale with an accuracy of 100 nV but it is still
subject to offset and temperature drift. In order to determine its
offset voltage, the instrument was disconnected from all
circuits and the test lead wires were shorted together to find if
the meter showed a true zero volts.
The procedure was carried out four times and the voltage
obtained was in the range of 1×10-6 and 1×10-7 V for each. To
avoid external electrical interference, additional components
were added to the experimental setup. Firstly, a 3mm thick
aluminium sheet covered with a neoprene rubber sheet was
placed at the bottom which ‘grounded’ the instrument.
Furthermore, the instrument required a warmup time of 30
minutes before taking any measurements. However, despite
following these measures, the results continued to show

345

Civil Engineering Research in Ireland 2020

15

0.05
0.04

10

voltage difference
bottom subjected to heat
ambient temperature
top near mesh
bottom near mesh
top subjected to ambient

0.03
0.02
0.01

Temperature(°C)

Voltage (Volts)

0.06

5

0

0
0

20

40

60

80

100

Time (Hours)

Figure 8. Potential difference obtained from a Fe 2O3 cement
composite at zero temperature gradient
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Figure 10 Seebeck Coefficient at fixed temperature difference
over 1-day time period for 5% Fe2O3 cement composite
Seebeck tests were repeated for the saturated Fe2O3 samples
with different temperature gradients. They were obtained by
manually adjusting the voltage supplied to the heating plate.
For the 30-50°C range (with a 5°C step), the observed Seebeck
voltage had a proportional response. Thereafter, both Bi2O3 and
Fe2O3 cement composites were dried in an oven for 24 hours at
105°C. The Seebeck tests were repeated for those samples and
the values obtained for a dry sample were significantly lower.
They were found to be in a similar range (in terms of
magnitude) to the Seebeck coefficient reported for other metal
oxide-based cement composites.
There was still a transition observed from positive to negative
values in the measurements. However, this phenomenon could
be deemed temporary as it wasn’t possible to maintain the
sample in a dried state beyond a point in time. When it was
subjected to ambient conditions, its moisture content increased.
The Seebeck Coefficient obtained from a dried Bi 2O3 cement
composite is shown in Figure 11 where the values fell from +80
to -80µV/°C, mostly remaining in the negative range after
steady state was achieved. Similarly, the Seebeck coefficient
for the cement composite with Fe2O3 showed values of -20µV
during the temperature rise taking place up to +30µV when it
stabilised, as shown in Figure 12. When continuing the tests,
the coefficient varied from +20 to -60µV/°C over a 68-hour
time period. Thus, it can be observed that the Seebeck
coefficient fluctuated between positive and negative in dried
samples, unlike the saturated samples. The reason for the
transition is not known yet and needs to be investigated further.
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Figure 9 Seebeck Coefficient for saturated Fe2O3 cement
composite over a 30 minute interval
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unsteadiness due to thermal drift. It was, therefore, decided to
warm up the instrument until a steady temperature was
established providing constant DC voltages at thermal
equilibrium.
The DC voltage measured for a Fe2O3 sample with no
temperature gradient is shown in Figure 8. A steady voltage of
60-65mV was obtained for a significant amount of time. Later,
the sample was subjected to a 45°C temperature difference and,
having switched the instrument on in advance, the
measurements were taken after the gradient was established.
The Seebeck coefficient was measured from the cold to hot end
(negative) for a 30-minute time interval and was found to
follow a steady pattern, as shown in Figure 9. This procedure
and assessments were carried out for a 10-day period while
maintaining a constant temperature gradient of 45°C without
disturbing the system. The resulting voltage obtained ranged
from 130-170 mV where it reduced gradually day by day. In
order to cancel out offset, the voltage obtained was measured
in both directions, i.e. from hot to cold end and vice-versa and
the magnitude from both the directions was found to be same,
but of opposite sign. Another set of results is shown in Figure
10.
These measurements were carried out first by using the
automatic feature of the data logger. Later the values were
confirmed to be in a similar range by using the manual function
of the instrument and with two other Multimeter’s (Fluke and
Iso-tech). These tests helped achieve stable results for the
Seebeck coefficient and eliminated source of errors from the
instrument in the measurement process.
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Figure 11. Seebeck Coefficient obtained from dried Bi 2O3
sample
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5

CONCLUSIONS

In this work, an attempt to develop and characterize a cementbased TE material was made by adding micro sized metal oxide
powders to the cement matrix. The following conclusions were
drawn from the experimental work carried out:
• The Seebeck Coefficient of the metal oxide enhanced
cement samples were high in saturated states but decreased
significantly when dried;
• The electrical conductivity observed was high for those
samples with a high moisture content but decreased
gradually with time. The conductivity values dropped
drastically in the dry state as compared to saturated.
• The DC resistance method is deemed unfit for
measurements due to polarization effects generated by DC
current in the sample during resistance measurement;
• Thermal conductivity of the enhanced cement composites
was found to be lower than the control sample;
• There is a crucial impact of age and moisture content of the
enhanced cement composite on the thermoelectric
properties it possesses, and detail investigation of its
influence is required to be carried out;
• A detailed analysis is also required to determine the
properties of enhanced TE materials in a controlled
manner. Future work will consist of undertaking
measurements using an automatically controlled system to
subject the sample to varying temperature gradients (20°C
- 80°C).
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ABSTRACT: An increase in energy efficiency and airtightness in the absence of adequate ventilation in A-rated energy efficient
houses has brought about an increase in indoor environment quality (IEQ) issues which can lead to health hazards. Relative
humidity above 80% for prolonged periods can result in mould growth on any cold unventilated surfaces. Humidity can also affect
an occupant’s well-being. For example, low levels of humidity can lead to throat irritations, particularly for those who are
susceptible to such conditions. Similarly, high carbon dioxide levels can also make occupants feel lethargic and drowsy. Therefore,
proper and adequate ventilation is needed to supply fresh air and remove indoor pollutants. Building occupants play an important
role in this because it has been observed that their interactions with the ventilation system can lead to poor IEQ conditions within
airtight dwellings. In order to improve the knowledge of the IEQ in A-rated dwellings, a two-year study is being carried out on a
total of 100 A-rated homes. This paper presents two contrasting examples of modern airtight houses selected from 44 A-rated
houses in the current part of the overall study with the same orientation and layout, which experience quite different indoor
environments due, ostensibly, to human behaviour. Three IEQ parameters (temperature, relative humidity and CO2 levels) are
monitored in cohorts of dwellings with similar design but with different family profiles to establish the influence of user behaviour
on the IEQ. The variability of IEQ over time is explained episodically by human activities during occupancy.
KEY WORDS: IEQ monitoring; Ventilation; Occupancy; User behaviour
1

INTRODUCTION

Energy use in residential and non-residential buildings
accounts for 40% of primary energy use and 36% of
greenhouse gas emissions in Europe [1]. Ireland was identified
as one of the least energy efficient in Northern Europe in the
housing sector [2] because traditional houses in Ireland, built
prior to the introduction of Irish building regulations in the late
1970s, have been considered draughty and difficult to heat. Due
to these issues, energy consumption in domestic buildings
constructed prior to 1979 reflected poor thermal performance
[3] and carbon dioxide (CO2) emissions were 92% higher than
the average EU home [4, 5]. There were no regulations in terms
of energy efficiency of new dwellings in the Republic of
Ireland until 1979 [6] and, therefore, the thermal performance
of domestic buildings in Ireland started from a low baseline [7].
The evolution of improving thermal performance of domestic
buildings in Ireland is evident from the ever-increasing
standards dictated in the evolving Part L regulations [8, 9].
With the latest version of Part L, in order to obtain a high
energy rating, modern homes are highly insulated with a wellsealed external fabric [10]. One of the desired consequences of
these energy efficiency improvements is the delivery of
domestic buildings capable of being operated with lower
energy usage. However well-constructed the building is,
occupant behaviour is still one of the key factors that affects
energy usage in buildings [11]. Heating regimes in a house can
be affected by personal preferences. Poor operation of
ventilation systems by occupants in effectively sealed homes
can lead to sub-optimal thermal efficiency [12]. At the same
time, subsequent large variations in moisture and Carbon
Dioxide (CO2) in the air can also occur in airtight dwellings.
High levels of moisture can have many adverse consequences,
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including causing condensation on walls, windows, mirrors,
swelling of timbers, absorption by paper, etc, but most
importantly, in sheltered areas in the house, mould growth can
be an aesthetic or, worse, a health problem [13]. Occupant
behaviour can largely impact the overall energy efficiency in
high performance dwellings, reflecting the way they control the
indoor environment, such as opening windows, open/closing
vents or changing their thermostat settings [14].
In this paper, results from two contrasting examples, out of
44 A-rated homes, are discussed. These homes were
constructed and occupied in 2019 and meet the Irish building
regulation Part L (2011, 2017 amended).
Objective
The objective of the study is to explore examples of how
occupant actions can influence the internal environmental
quality in a recently constructed A-rated home.
2

METHODOLOGY
Building type and characteristics

Two A2-rated homes, located in Dublin, have been selected as
good examples of differing occupant behaviour. They have
identical construction forms and geometry, both with a floor
area of 101m2. They are both end-terrace houses, with South
West orientation, cavity wall with a brick façade and double
glazed windows. Indoor temperature, relative humidity (RH)
and CO2 were monitored for all four seasons in five rooms and
gathered over 12 months. Surveys were carried out with the
residents to investigate their perceived thermal comfort and air
quality. Questions were also asked to better understand how
they operate the heating, trickle vents and mechanical
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ventilation system, corroborating the potential causes of the
observed indoor environments.
Table 1 gives details of the building and householder
characteristics of the case study homes. The homes are 2storey, natural gas heated with photovoltaic (PV) solar panels.
The homes are ventilated by continuous mechanical extract in
wet rooms and natural ventilation with trickle vents in the
bedrooms and living room. The constant-pressure four port
Demand Controlled Ventilation (DCV) system is ducted to
room ceiling vents and the extract-only fan installed in the attic
produces little or no noise. The ceiling extract units are located
in the kitchen, downstairs toilet, main bathroom and ensuite.
Windows in both houses are fitted with trickle vents but only
in rooms which do not have a ceiling vent. Manually, these
trickle vents can be set to the “closed” position (10% open),
“open” position (100% open) or “auto” position which is RH
activated, yielding a 10% open position below 65% RH, rising
to 100% open at 95% RH.
For clarity in this study, the homes are designated A01 and
A04. A01 is occupied by a couple with three children and A04
is occupied by a couple.
Monitoring system
Three indoor environment parameters were measured,
temperature, RH and CO2, using LoraWan-enabled IoT sensors
(Figure 2) with an accuracy of ± 0.5 °C, ±2% RH and ±30ppm,
a resolution of -0.1 °C, 0.1% RH, 20 ppm, and a range of 8km,
with a 2 x 3.6V AA lithium battery. The sensors are connected
to a LoraWAN gateway located on site and can provide
coverage of up to 40 km line-of-sight or up to 800 metres within
buildings. Data is gathered in a cloud-based LoraWAN
Network Server and is downloaded to IES iSCAN, a cloudbased data management and analysis platform. Outside
conditions were monitored using a full weather station.
Measurements are recorded in five rooms – the living room,
kitchen, ensuite bathroom, master bedroom and bedroom 2 for
12 months (April 2019-March 2020). A labelling system was
used to designate the sensors, for instance, A01SW3E5E,
where A01 represents a house reference number, SW is the
orientation, 3 is the number of bedrooms, E is the end terrace,
5 is the number of occupants and E is the zone considered
(Ensuite). The last character refers to the physical quantity
being gauged. All sensors have been labelled thus to assist in
interrogating the data: K (kitchen), L (living room), E (ensuite
bathroom), M (master bedroom) and S (bedroom 2) are the
zone labels given to the rooms in the figures presented in the
result section. All data was stored privately and anonymised in
compliance with GDPR. Two face-to-face sessions were held
with the residents during occupancy, responses were collected
as to their normal actions in controlling the IEQ in these homes.
Plans of the houses, with the five sensor locations, are shown
in Figure 1. All the sensors are consistently placed on the
ceiling (Figure 2) to reduce location variability and to stop
people tampering with it.

Figure 1. Layout plan and sensor locations

Figure 2. Placement of sensors
3

RESULTS AND DISCUSSION

Indoor air temperature, RH and CO2 values were measured for
12 months with the average and maximum values during
summer and winter for both houses given in Table 2 to Table
5.
Temperature trends
Average indoor temperatures are different between the two
dwellings. This is largely related to different thermostat
setpoint schedules, as set by the users, determined by the house
occupancy pattern.
In A01, indoor temperatures peaked at 30 °C and it was
more than 25 °C for 41% of the time in July (Table 2). An
occupant can define the building’s environment, for example,
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Table 1. Household characteristics

House
Ref.

Primary
heating
fuel
(space
and
water)

Household
description

Avg.
weekday
occupancy

Avg.
weekend
occupancy

A01

Gas

Couple and
3 children

00:0023:59

17:0009:00

A04

Gas

Couple

17:0008:00

00:00–
23:59

by opening windows, which will help in dissipating extra heat
in summer. However, as evidenced by the data, the occupants
of A01 may prefer not to do that.
Exceedances of recommended indoor temperature were also
seen in specific rooms due to their orientation, for example, in
the kitchen and master bedroom of A01. Both houses have the
same orientation, but differences in temperature range in
summers can be observed (Tables 2 and 4) which is likely to be
due to the fact that (as CO2 evidence corroborates) occupants
in A04 tend to open their windows and vents, which prevents
the house from overheating.
Winter is a time of particular interest given that the occupants
are less inclined to open windows and may even tamper with

Table 1. Indoor conditions in House A01-Summer
Room

Avg.
Temp
21.9
23.0
22.2

Living
Kitchen
Master
Bed
En-Suite
Bedroom
2

TEMPERATURE
Max
Temp
26.7
29.9
28.2

22.2
22.0

%>
25oC
4%
41%
17%

Avge
RH
51.4
49.1
51.6

4%
6%

53.6
52.2

26.8
25.8

RELATIVE HUMIDITY
Max
>60%
> 80%
RH
RH
RH
68%
13%
0%
83%
3%
0%
77%
9%
0%
91%
66%

19%
13%

1%
0%

Avg.
CO2
658
645
772
852

CARBON DIOXIDE
Max
>1000
CO2
<1500
2506
17%
3202
17%
2574
34%
2931

>1500

65%

1%
1%
14%
25%

Table 3. Indoor conditions in House A01-Winter
Room
Living
Kitchen
Master Bedroom
En-Suite
Bedroom
-2

Avg.
Temp
20.4
21.8
19.2
20.5
19

TEMPERATURE
Min
% < 18oC
Temp
15.9
13.8
16.8
6.6
14.9
42.8
15.6
15.3

24.5
37.5

Avge RH
47.5
44.8
49.4
49.3
48.8

RELATIVE HUMIDITY
Max
>60%
RH
RH
68
0.7
84
1.8
73
3.3
91
68

4.7
0.6

> 80%
RH
0
0.01
0

Avge
CO2
848
772
735

0.5
0

772

CARBON DIOXIDE
Max
>1000
CO2
&<1500
2883
24.7
3547
14.4
2982
16.6
3732

14.2

>1500
15
8.8
14.1
19.4

Table 4. Indoor conditions in House A04-Summer
Room
Living
Kitchen
Master Bedroom
En-Suite
Bedroom
-2

Avg.
Temp
20.7
20.32
20.63
20.50
20.54

TEMPERATURE
Max
% > 25oC
Temp
24.4
0%
23.7
0%
27.3
1.73%
26.1
24.8

0.43%
0%

Avge RH
54.33
56.54
54.56
58.25
56.88

RELATIVE HUMIDITY
Max
>60%
RH
RH
70
47.73%
86
43.31%
85
31.79%
92
70

64%
41.67%

> 80%
RH
0%
.07%
.02%

Avge
CO2
561
504
578

1.84%
0%

828

CARBON DIOXIDE
Max
>1000
CO2
&<1500
1216
3.43%
1231
2.68%
2295
1.34%
3555

25.14%

>1500
0%
0%
0.47%
16.27%

Table 5. Indoor conditions in House A04-Winter
Room
Living
Kitchen
Master
Bedroom
En-Suite
Bedroom
-2

350

Avg.
Temp
20.9
19.7
19.2
20.2
18.8

TEMPERATURE
Min
% < 18oC
Temp
16.9
9.6
16.6
19.7
15.9
37.2
16.1
16.2

15.6
38.3

Avge RH
45.1
49.4
52.6
51.6
56.6

RELATIVE HUMIDITY
Max
>60%
RH
RH
58
0
76
0.4
76
1
91
68

8.9
15

> 80%
RH
0
0
0

Avge
CO2
616
580
699

CARBON DIOXIDE
Max
>1000
CO2
&<1500
2177
2.3
1884
1.7
2231
7.5

0.5
0

1259

4588

12

>1500
0.3
0.06
0.4
25.8
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the ventilation system’s automatic operation in order to avoid
draughts. To demonstrate this behaviour, a typical day during
winter is considered. From the data, the radiators are left
permanently on in every room monitored in both the houses.
Indoor temperature is well maintained despite the outside
average temperature being about 5 oC for lengthy periods
(Figures 3-5). These figures suggest that the natural
infrastructure of the house allows temperature to increase at a
rate of about 2.0-2.5 oC per hour when heating starts, but it
dissipates slowly at about 0.3 oC per hour.
The behaviour of the occupants can be deduced as being
different in both homes. For example, no heating control is
being exercised over some spaces in A01 (Figure 4). The
temperature upstairs is set lower, but the heating is never
switched off. In A04 (Figure 5), heating is turned on in both the
bedrooms upstairs despite occupants not using those rooms (as
CO2 remains static). Further, Figure 6 shows the
minimum/maximum temperature range in both the houses for
one week. It shows that the second bedroom in A04 is set at a
lower temperature as compared to other rooms in the house,
although occupants use the same bedroom for sleeping. In A01
(occupied by 5 occupants), all the rooms are equally heated
during this winter period.
It has also been observed that bedroom temperatures are set
lower in both the houses compared to their living rooms. The
CIBSE Guide A recommends operative temperature range of
20-22°C in winter for living rooms. The average living room
temperature in both the houses falls in this range but the
thermostat setting is kept at 23 °C on most occasions in both
houses. This suggests that the designed thermal efficiencies
arising in an A-rated home may not be realised and thus both
cost and carbon savings may not occur.
3.2 Relative Humidity trends
The RH values are strongly related to human presence and
behaviour. Due to the high indoor temperatures and lack of
cooking/showering activity in A01 on this particular typical
day (14/01), the RH is low (Figure 7), varying between 40-45%
RH, spiking to 55% RH in the kitchen when probably preparing
an evening meal.
High humidity levels in this winter period are observed in
the second bedroom of A04. Diffusion of RH from the ensuite
to master bedroom was also observed in A04 (Figure 8) which
was probably due to the residents leaving the ensuite door open
whilst using the shower and afterwards. Keeping the bathroom
door open during showers will raise the RH level of the
bedroom as humidity diffuses quickly from the shower area to
the bedroom. If sustained, this may lead to higher average RH
levels and condensation leading, potentially, to mould growth,
though none was observed in the first year of occupation. After
a shower or cooking, the humidity levels in the
bathroom/kitchen are clearly at a peak and need to be dissipated
because the building is especially airtight and occupants cannot
perceive this sustained high RH normally, unlike high
temperatures. Closing the door during and after using the
shower or cooking will allow any excess moisture to disperse
through the extractor fan in these areas without significantly
affecting the RH of the air in the rest of the house. Evidence for
this exists in low RHs in other rooms.

Figure 3. Data from external weather station

Figure 4. Temperature variations in House A01 on 14/01

Figure 5. Temperature variations in House A04 on
14/01

Figure 6. Avg./min/max T comparison for bedrooms and
living rooms for a period of 1-week
In the short term this will prevent condensation on windows,
walls and ceilings which otherwise could lead to mould
problems. Due to the airtightness, the dissipation rates of RH
(and CO2) are much lower in rooms with doors closed where
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Figure 7. RH variations in House A01 on 14/01
Figure 9. CO2 levels in House A04 on 14/01

Figure 10. CO2 levels in House A01 on 14/01
Figure 8. RH variations in House A04 on 14/01
the room is in use, potentially leading to exacerbated IEQ
related problems for occupiers.
3.3 Carbon Dioxide trends
The CO2 levels in A04 indicate that occupants are sleeping in
their second bedroom rather than using their master bedroom,
but heating is on in all the rooms. High levels of CO2 during
night-time in the second bedroom of A04 suggests that
occupants may be closing their trickle vents in the bedroom
(Figure 9). In A01, CO2 levels are high in both the bedrooms,
kitchen and living area (Figure 10). CO2 levels peaked above
1000 ppm in both the houses, reaching levels as high as 3200
ppm in the kitchen of A01 and 3555 ppm in the second bedroom
of A04 – where recommended values [16] are of the order of
not more than 1000ppm normally or 1500ppm exceptionally.
These results suggest issues with occupant-controlled
ventilation. High levels of CO2 can be due to closed trickle
vents leading to an absence of ventilation. As was observed on
site, this may be precipitated by other issues with trickle vents
in practice including improper occupant use (typically by
taping up the vent due to cold air ingress during high winds,
particularly in winter).
Figure 11 shows a comparison of CO2 levels in bedrooms of
both houses over a one-week period in winter. This figure
shows the difference between a well- ventilated and unventilated bedroom which can arise in a well-sealed house. The
fact that CO2 is not normally perceptible to people, unlike
temperature, means that these excessive CO2 levels largely go
undetected. Therefore, providing advice concerning the need to
utilize the designed ventilation system properly by occupants
of homes is imperative if a high IEQ is to be achieved in tandem
with thermal efficiency.
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Figure 11. CO2 comparison in bedrooms of both
houses
4

CONCLUSIONS

In this study, two similar houses with different occupancy
profiles were studied, considering the interaction between users
and their dwellings. The user’s habits/behaviour influencing
the indoor environment were analysed. Based on the results
collected in this small subset of all available data, it can be
observed that temperature, humidity and CO2 levels were not in
the range which was anticipated [16] during the design phase
of these homes. A problem of occupants’ preferences for
open/closed trickle vents seems to be a large influence in both
houses.
Findings from the study suggest inadequate IEQ and
diminished thermal comfort exist in many instances, which was
as a result of family behavior related to their perceived comfort
levels and existing habits. For example, both the families prefer
to close their bedroom doors and trickle vents in winters due to
cold breezes entering through the bedroom windows, which can
be observed by elevated levels of RH and CO2 during occupied
hours and after showering in their bedroom, hence seriously
affecting the IEQ environment. A04 has closed trickle vents
only in its bedroom while the family tends to ventilate the rest
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of the rooms in the house. In A01, elevated CO2 levels are
found in most of the areas, suggesting that the occupants keep
their ventilation inlets off. Findings from the study suggest how
minor actions by a user (for example, keeping their bathroom
doors open during and after showering, causing high RH levels)
can have a significant impact on the IEQ environment of the
house, not all of which are immediately perceptible to the
occupants.
A demand controlled ventilation system is designed to
provide suitable indoor air quality, if used correctly. However,
if the ventilation system results in cold air draughts in winter,
as evidenced in this study, occupants will experience discomfort and, as is known from CIBSE Guide A [16], they will
take action to solve that problem with potential deleterious
effects on the IEQ. It is, therefore, vital to provide occupants
with suitable guidance when they move into retrofitted or new
A-rated homes.

[13] Pietrzyk, K., (2015), A systemic approach to moisture problems in
buildings for mould safety modelling, Building and Environment 86, 5060
[14] Yun, G.Y., Steemers, K., (2011), Behavioural, physical and socioeconomic factors in household cooling energy consumption, Applied
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[15] Sousaa, G., Jones, B.M., Mirzaei, P.A., Robinson, D., (2017), A review
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[16] Godefroy, J. and Mylona, A. (2019), Indoor Air Quality, Humidity and
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ABSTRACT: The Irish Government’s Climate Action Plan emphasizes the need for increased retrofit activity within the built
environment. As such, the plan has set targets for the completion of 500,000 energy efficient retrofits by 2030 at a rate of 50,000
per annum. Ireland’s current retrofit uptake rate is considered relatively low, at approximately 23,000 primarily shallow retrofits
per annum. Thus, a significant step change is required to drive retrofit investment at a national scale, however, there are various
barriers existing to such. Considering these targets, the establishment of a One-Stop-Shop (OSS) retrofit model has been identified
in the Climate Action Plan as a key action. Such OSS models are emerging across Europe, with some OSS style models already
introduced in Ireland. However, significant upscaling is required to deliver on the targets set. This paper provides a definition of
a OSS model, highlights its benefits and how it responds to some of the barriers limiting retrofit uptake in Ireland. Secondly, this
paper reviews existing literature and business models of existing European OSS models, with focus on the customer segment in
these models. A brief discussion on the potential reach of such customer segments in the Irish context are presented, based on
available statistics. The main finding of the paper is that there is limited published research on the characteristics and motivations
of households engaging with existing OSS models and retrofitting in general in Ireland. A deeper understanding of such will be
crucial to the success of the establishment of a OSS model in Ireland as a policy measure toward the achievement of the Climate
Action Plan targets set.
KEY WORDS: One-Stop-Shop; Retrofitting; Energy Efficiency
1

INTRODUCTION

Improving the energy efficiency of Ireland’s existing building
stock is a key policy focus for Ireland’s achievement of the
energy and emissions targets set [1], [2], [3], [4], [5], [6].
Improving the residential sector is a particular focus, as it
contributes approximately 23% of the total national energy
consumption in Ireland [7]. Recognising the urgent need to
improve energy efficiency in existing dwellings, Ireland’s
Climate Action Plan proposes to substantially increase the level
of existing dwelling retrofits in Ireland to 500,000 existing
dwellings by 2030 at an average rate of 50,000 dwellings per
annum [4]. The buildings must also be retrofitted to have a
maximum energy demand of 125 kWh/m2/year which is
equivalent to a Building Energy Rating (BER) of B2 [8]. A
BER is an energy performance certificate for residential
buildings in Ireland.
However, the current annual rate of retrofit uptake using
grant aid is circa 23,000 retrofits per annum. Of the retrofits
completed in 2019, only 2,600, that is 11%, achieved a B2-BER
or better. This is far from the 50,000 B2-BER retrofits per
annum set in the Climate Action Plan. Thus, for Ireland to
achieve these ambitious targets set, a significant step change is
required not only in increasing retrofit uptake, but in increasing
retrofit depth. However, various motives and barriers to
retrofitting exist from the perspective of both supply and
demand side stakeholders in the retrofit market in Ireland.
In the Irish context, economic or financial limitations form
key barriers to retrofit uptake from a demand side stakeholder
(homeowner) perspective. These include the high upfront costs
and long paybacks associated with retrofitting, grant
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availability, and the complexity of funding structures [9], [10],
[11]. In addition, awareness, knowledge and information
barriers as to the benefits of retrofitting, and the measures and
schemes available, are prevalent among Irish homeowners [9],
[10], [11], [12]. Moreover, the associated technical difficulties
of retrofitting, including the stress and disruption imposed,
deter homeowners from retrofit investment [9]. Furthermore,
market barriers such as the split incentive existing between
landlords and tenants have limited the reach of the Irish retrofit
market [13].
From the supply side stakeholder perspective, limitations
exist in the traditional models through which retrofits are
provided [14]. In Ireland, these limitations are categorised by
highly fragmented supply chains and skills gaps in the area
amongst construction professionals [10], [15].
Institutional or regulatory deficiencies also form retrofit
barriers [16]. In the Irish context, this includes the competing
priorities which exist among the government. Moreover, the
government has, thus far, failed to comply with their climate
change commitments, failing to meet their 2020 energy and
emissions targets set, and being largely off track to meeting the
2030 targets set, unless accelerated action is taken [10], [17],
[18].
One-Stop-Shop (OSS) models are a possible solution for
overcoming some of the discussed barriers. It, therefore, is not
surprising that the OSS model has been supported by the
European Commission, through the smart financing for smart
buildings initiative [19], and through the amended Energy
Performance of Buildings Directive (EPBD) (Directive
2018/844/EU) [20]. OSS models are emerging across Europe,
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while Ireland’s Climate Action Plan proposed the
establishment of a OSS model for energy efficiency upgrades
as a specific action toward the achievement of their retrofit
targets set [4].
By definition, OSS models offer full service retrofitting,
which consists of several phases, broadly including the initial
building evaluation and thorough analysis, the proposal of
retrofit solutions, fully co-ordinated and managed retrofit
execution, followed by quality assurance procedures and
continued commissioning of the building [21]. Moreover,
through providing a single point of contact, the OSS model
guides homeowners through the entire retrofit process [22].
This paper aims to demonstrate the benefits of OSS models
and how OSS models can address some of the persistent
barriers which exist in Ireland. Secondly, the paper reviews
existing literature related to OSS models, and the features of
existing European OSS models, to gain an insight into the
characteristics of homeowners most interested in, or engaging,
with OSS models. These insights were considered in terms of
the nature of occupancy of Irish dwellings, to highlight the
potential reach of such a customer segment in an Irish OSS
model toward the achievement of the Climate Action Plan
targets. Figure 1 and Figure 2 show the traditional and OSS
retrofit models, respectively.

Customer interface
Finance repayment
Works payment

Energy
auditor

Client

Designer

Finance or
subsidy

Multiple contractors

Figure 1. Traditional retrofit model

OSS Model
Energy
auditors
Client

Single
point of
contact

Retrofit
designers
Manufacturers
and Suppliers
Contractors

Finance or
subsidy

Quality
assurance

Figure 2. One Stop Shop retrofit model

2

THE BENEFITS OF THE OSS MODEL

Traditional retrofit models are characterised by a fragmented
retrofit value chain in which separate actors complete separate
fractions of the retrofit works [23]. Moreover, traditional
retrofit models present homeowners with an extremely
complex decision making process, in which they must make
non-expert decisions, often in the absence of proper
information, on the optimal retrofit for their home [16].
Moving towards OSS models means moving toward a
customer centred service model, with a single customer
interface and point of contact who takes responsibility, and
project manages [23]. This bridges the gap between the
fragmented supply chain and demand sides, and reduces the
need for homeowners to manage various building professionals
otherwise involved in the retrofit process [16]. As such, OSS
models are considered beneficial for supporting the retrofit
decision process. They also, through providing homeowners
with tailored advice on both the retrofit packages available and
their benefits, from one reliable source, remove the awareness
and informational barriers which exist [16], [22]. Through
supporting the decision making process, OSS models enable
the implementation of more extensive retrofits in a step-wise
motion than would otherwise be implemented in absence of
such information and support [16], [22], [24]. Moreover, OSS
models can reduce the disruption, hassle or stress otherwise
associated with complex extensive retrofit, by enabling quicker
completion [16].
OSS models have various benefits in the context of easing
the economic or financial limitations prevalent in the retrofit
market. OSS models often increase access to capital, grants or
loans [16], [21]. Additionally, the presence of a single point of
contact reduces the likelihood of unreliable repayment plans
[16]. OSS models also reduce the high transaction costs
associated with retrofit projects, by allowing individual
projects to be pooled from both the homeowners and supplier
point of view [16]. As well as this, through supporting the
retrofit decision-making process, OSS models help identify the
most financially viable retrofit packages [16].
Additional benefits of OSS models from a homeowner
perspective include that they facilitate the inclusion of a
homeowners functional wishes into the design of retrofit
solutions, in recognition of the fact that homeowners are
motivated differently and prioritise different retrofit benefits
[22], [25]. Individual household characteristics and socioeconomic considerations are also taken into consideration [22].
As a result tailored solutions are offered, ensuring optimal
retrofit packages are selected [16], [22], [24]. Moreover, OSS
models integrate energy efficiency into renovation processes,
meaning homeowners will more willingly accept energy
efficient solutions [16], [22], [24]. In addition, through
supporting and involving the homeowner throughout,
homeowners become more satisfied with the overall retrofit
process; while the quality assurance systems offered by OSS
models increases the credibility to the offerings, reduces risk
aversion associated with new technology adoption, and
improves homeowner trust [16], [22].
OSS models also have benefits from a supply side
stakeholder perspective. Suppliers can benefit from the pooling
capacity of an integrated supply side, which provides single
service suppliers the opportunity to extend their offerings, and
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enter wider market sections or value chains as a new entrant,
providing a more resilient business structure [16]. OSS models
also enable economies of scale and can serve as a lobbying
group or representative for suppliers [16]. Additionally, as
discussed, significant upskilling of the construction sector is
required to facilitate retrofit uptake. Integrating the supply side
through the OSS model serves to provide a forum for coordinated collaboration of various partners, allowing for
knowledge, skills and innovation transfer among key market
players, bringing a balance of skills into the retrofit process that
might otherwise be missing [16].
While the OSS model has advantages, some disadvantages
exist, including the fact that OSS models generally reduce a
homeowner’s ability to choose preferred suppliers at various
steps of the retrofit process, while the retrofit options might be
limited to those that are offered by the OSS [26]. Furthermore,
conflicts of interest may arise between the different disciplines
involved in the OSS, while having a single point of contact
might introduce project biases [26]. Finally, issues arising
between the homeowner and the OSS will impact the entire
project, as opposed to one element as with the traditional model
[26]. Moreover, while Grøn-Bjørneboe et al. [22] did find that
various benefits of the OSS model existed, the concept in itself
is not a sufficient motivator for houseowners to undertake
extensive renovation. Nor was it conclusive to say that the OSS
model would make renovation more accessible to those without
a vested interest in retrofitting in the first place [22]. Therefore,
the OSS model may ensure better retrofits for those already
interested parties, but it may not prove to be enough of a
motivator for those in doubt about retrofitting. Thus, questions
remain as to whether a OSS model is enough to solve the slow
progress of renovating the existing building stock in Ireland.
3

CUSTOMER SEGMENTS IN ONE-STOP-SHOP MODELS

OSS models are emerging in Europe, and as such, it is
important to determine whether a OSS market even exists, who
the target customers are, and who can most benefit from the
OSS model. Moreover, OSS models are an innovative
retrofitting concept, therefore, requiring the interest of early
adopters, and open-minded people more likely to engage in a
new and innovative service [21]. Furthermore, it is important
to determine not only who is willing to engage, but their
capacity to engage [21]. There is increasing research interest in
this area. Some studies have investigated householder interest
in OSS models, including the motivating factors behind their
interest [24]. Other studies have investigated the perceived
benefits to householders, through assessing the outcome of
actual implemented OSS models [22]. Other studies have
provided insight into the considerations of OSS models from
comparing existing OSS models, or through the learnings of
OSS research projects [16], [21], [27], [28]. However, no such
studies exist in the Irish context, thus far.
Pardalis et al. [24] found that of the 971 Swedish
homeowners surveyed, approximately 20% of homeowners
had a positive view towards OSS models, indicating an
appreciable interest for OSS models among Swedish
homeowners and the existence of a market for OSS models
among Swedish homeowners. Of the homeowners surveyed,
76% intended to renovate their home in the future, with 71%
preferring to renovate individual components of their
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dwellings, while only 5% wished to renovate their whole house
in steps [24]. Guaranteed quality, clear costs, estimations of
future energy savings and careful inspections were considered
critical to the success of a OSS, from the perspective of those
most interested homeowners. Conversely, from the perspective
of uninterested parties, the higher costs associated with OSS
models, and the want for freedom of choice in choosing the
actors performing the renovation, were the main reasons for
disinterest in the OSS model [24].
Mahapatra et al. [21] found that the length of time a person
owned a house can influence their engagement with the OSS
model, given that homeowners who have owned a house for
several years may have greater capacity to avail of mortgage
financing for the works. Other considerations include the age
group, education level and income level of the proposed
customers [21], [22], [24]. Pardalis et al. [24] highlighted that
householders aged 30 to 50 years, with a university level
education, a medium to high income and with an energy
concern or an interest for environmental issues showed
significant interest in the concept of a OSS model for
renovation [24]. Grøn Bjørneboe et al. [22], citing the findings
of a survey of Danish houseowners [29], found that
approximately 20% of younger house owners aged 25 to 39
years, would feel motivated by OSS to undertake renovation.
The dwelling type played a role in buildings retrofitted as part
of OSS models. Interestingly, in the existing OSS models
presented in [16] and [28], a total of 18 out of 28 case studies
cited owner occupiers of single family houses as their customer
segment. One in particular, namely Oktave in France,
specifically limited their customer segment to single family
homes in which the homeowners either (i) had nearly, or fully,
paid their mortgage, (ii) were high income families or (iii) were
first time buyers [16], [28]. Some OSS models identified multifamily buildings and apartment blocks, while less models
targeted social housing [16], [28]. Additionally, some OSS
models had more than one customer segment.
The success of the OSS model in Ireland relies on engaging
customers who are willing to undertake retrofits at the depth
required to meet the Climate Action Plan targets. However,
there is a lack of research assessing the interest among Irish
householders toward engaging with OSS models, and
moreover, the characteristics of those engaging with OSS
models.
Household profiles in Ireland
Figure 3 shows the nature of occupancy for Irish housing units
according to the 2016 census. Approximately 44% of dwellings
(circa 611,877 dwellings) are owner-occupied without a loan or
mortgage, while 39% of dwellings (circa 535,675) are owner
occupied with a loan or mortgage [30].
In terms of the age profile of householders in Ireland, home
ownership becomes the majority tenure in Ireland at aged 35
and older [30]. Looking more closely at these owner-occupiers
in Ireland, approximately 71,833 owner-occupiers in Ireland
without a mortgage are aged 30-50 years, while 348,440 owner
occupiers with a mortgage are aged 30-50 years. However, the
number of persons without a mortgage in Ireland increase with
age, particularly after the age of 40, with approximately
586,456 households without a mortgage being aged 40 and

above. The highest percentage of householders without a
mortgage is among those aged 65 and over (Figure 4).
While there are no studies which investigate the income of
homeowners engaging with OSS models in an Irish setting; a
study conducted by Collins and Curtis [32] found that the
likelihood of applying for more comprehensive retrofits
increased with individual income. Such insight might be
applicable to the OSS model in the Irish context and suggest
that higher income households would be more willing to
engage with an OSS model for deep retrofit. Figure 5 shows the
average median income of various tenure types across all
counties in Ireland. While there are no statistics detailing the
number of owner occupiers in Ireland which are of a particular
incomes, Figure 5 suggests that the average median income of
owner occupiers without a mortgage is approximately €37,000,
while owner occupiers with a mortgage are considered the
highest earners [33]. While the census collected data on both
the nature of occupancy of Irish households, and the education
level of Irish householders, there are currently no data sets
linking these data.
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Figure 3. Nature of occupancy in Irish dwellings (Source:
Adapted from [30]).
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Figure 5. Average median income of different tenures, for all
counties in Ireland (Source: Adapted from [33])
If an Irish OSS model is to be designed based on the findings
of previous studies and existing models, (i.e. based on (i) single
family homes in which the homeowners had fully paid their
mortgage, or based on (ii) householders between the age of 30
to 50 years), it can be deduced from the statistics discussed that
there is significant potential for a OSS model to contribute to
the achievement of the Climate Action Plan targets of 500,000
retrofits to a B2-BER or better by 2030, given the number of
such households in the Irish context. However, it is limiting to
presume that opportunity exists only among such householders
in Ireland. For example, there is increased growth in the rental
sector, with the home ownership rate in Ireland falling
consistently [30]. There is also a willingness to pay among
rental tenants for improved energy efficiency [34]. Therefore,
an effective Irish OSS model should be designed so as to be
attractive and inclusive to other customer segments, beyond
those already targeted in existing OSS models, in order to
maximise the reach and impact of the OSS model toward the
achievement of the Climate Action Plan targets.
No studies currently exist which assess the interest of Irish
householders towards engaging with OSS models, or which
assess the characteristics of those households engaging with
OSS services. Moreover, the success of the OSS model in
Ireland relies heavily on engaging customers who are willing
to undertake retrofits at the depth required to meet the Climate
Action Targets of 500,000 B2-BER or better retrofits by 2030.
However, limited studies exist which examine the factors
influencing customers engagement with comprehensive, deep
retrofitting in Ireland.
Recognising these literature gaps, future research in line with
the TURNKEY RETROFIT project [35], will evaluate the
existing OSS models operating in Ireland, through collating key
insights from both supply and demand side stakeholder
perspectives. From the demand side perspective, the
characteristics of the householders engaging with the service
will be collected, including demographic and socio-economic
information, the depth of retrofit implemented, and their
motivations or demotivation of engaging with such a model. In
addition, the householders’ experience of engaging with the
service will be evaluated to determine the quality of the
services, how customer relationships were maintained, and the
householder’s satisfaction with the performance of the retrofits
implemented. Providing such insight will serve to better inform
the definition of the customer segment in the Irish context.
Moreover, these insights will provide a critical evidence base
into how OSS concepts in Ireland can be best designed and
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implemented to guide extensive energy renovation on a
national scale.
4

CONCLUSION

In Ireland, a step change is required to drive retrofit investment
at a national scale to achieve the ambitious retrofit targets set
by Ireland’s Climate Action Plan. However, if Ireland is to
achieve these targets, significant barriers, from both the supply
and demand-side perspective, must be overcome. As such, the
establishment of a One-Stop-Shop (OSS) retrofit model has
been identified as a key action in the Climate Action Plan to aid
in the achievement of these targets, recognising the various
benefits of such a model, in terms of how they respond to some
of the most persistent barriers in the Irish retrofit market. OSS
models are emerging across Europe, with several OSS style
retrofit models existing in Ireland. However, significant
upscaling of the market is required to go from 2,600 grant-aided
retrofits to B2-BER or better completed in 2019 to an average
of 50,000 B2-BER retrofits per annum over the next 10 years,
as set in the Climate Action Plan. Thus, it is crucial to carefully
consider the factors influencing the design of the most effective
OSS model in the Irish context.
This paper, firstly, provided an insight into the benefits of
OSS models, including how they respond to some of the most
persistent barriers to retrofit uptake in the Irish context.
Secondly, by reviewing the existing literature and existing
European OSS models, some key insights into the
characteristics of homeowners most interested in, or engaging,
with OSS models were discussed. Such customer segments
were considered in terms of the nature of occupancy of Irish
dwellings, to highlight the potential reach of an Irish OSS
model toward the achievement of the Climate Action Plan
targets.
The research revealed that an appreciable interest in the OSS
concept exists among homeowners in some European
countries, as a result of the recognition of the benefits that the
OSS model presents in excess of those offered in a traditional
retrofit model. There is some consistency across the literature
and within the existing European OSS models, that singlefamily homes are most frequently targeted in the customer
segment. The review of existing literature and existing studies
highlighted that homeowners without a mortgage, of a certain
age, of higher income, and even, a higher education level, may
be more willing to engage with OSS models. However, it is
held that the Irish OSS model should be designed to be
attractive and inclusive to other customer segments, to better
contribute to the achievement of the Climate Action Plan
targets set.
The key finding, however, is that there is significant room for
further research into the definition of the characteristics and
motivations of householders engaging with existing Irish OSS
models, as these will largely influence how householders will
respond to OSS model offerings. This deeper understanding
into the customer segment will inform both the design of policy
related to the establishment of OSS models in Ireland, and the
design of the business model itself. Moreover, a deeper
understanding into the householder motivation towards
engaging with such OSS models can inform the design of
information that will be central to incentivising engagement on
a national scale, given that the success of the OSS model will
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depend on how they are communicated to those on whose
decision to act they depend. Thus, future research is to be
conducted to address the research gaps in the Irish context in
this space.
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ABSTRACT: The Irish Government published a National Student Accommodation Strategy to tackle issues surrounding the
availability of accommodation for students in higher education. 23,634 students could not be accommodated with a bed space
supplied by a Higher Education Institution in 2017. Therefore, many students live in private rental accommodation during the
academic year. This paper examines the indoor temperature profiles of private rental housing occupied by third level students in
Ireland. From the results, the temperature levels across the majority of the 16 cases were found to have temperatures below the
recommended 18°C. At least 90% of the recorded temperature data during February for all but three of the cases was less than
18°C, highlighting the poor indoor temperature levels that the students were living in. While the sample size of this study is small
and more research needs to be carried out on this topic in the future, the data suggests more accommodation needs to be provided
for people in higher education that allows them to achieve indoor temperature levels within recommended guidelines.
KEY WORDS: Indoor temperature, Private rental housing.
1

IRISH STUDENT ACCOMODATION

Over 230,000 people enrolled in higher education courses in
Ireland during the 2017/2018 academic year [1] and this
number is expected to rise until 2024 [2]. The Higher Education
Authority (HEA) reported that only 55% of the demand for bed
spaces could be met by Higher Education Institution (HEI) bed
spaces in 2014 [3]. The Irish Government published a National
Student Accommodation Strategy to tackle issues surrounding
the availability of accommodation for students in higher
education [2]. 23,634 students could not be accommodated
with a bed space supplied by a HEI in 2017 due to demand [2].
Despite plans to increase the supply of bed spaces for students
from 33,441 in 2017 to 54,654 in 2024, the demand for
accommodation is predicted to increase also. The excess
demand for student bed spaces is expected to only reduce by
2,648 to 20,986 in 2024 compared to 2017 due to the increase
in demand for bed spaces [2].
There is limited information on the type of accommodation
students live in that do not avail of bed spaces provided by
Higher Education Institutions. A survey carried out by the
Union of Students in Ireland revealed that, excluding students
in college or private student accommodation, 48% of students
were living in privately rented accommodation [4]. At least
21% of students surveyed reported to have either inadequate
heating, issues with mould or issues with dampness in their
accommodation. Although the sample of students surveyed
(3,597) in the Union of Students survey is small relative to the
total number of students in Ireland, it is still expected that a
significant portion of students are living in private rental
accommodation.
2

IRISH RENTAL SECTOR

1.7 million housing units are occupied in Ireland [5]. At the end
of 2017, 19% of households were living in private rental
accommodation [6]. Building Energy Ratings (BERs) are used
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to rate the energy performance levels of residential housing
units in Ireland. The housing units are rated on a scale of A1-G
with G having the largest primary energy usage [7]. The energy
performance levels of a BER rating are based on the estimated
energy demand for a house during the heating season. The
heating season in Ireland is from October to May.
Over 55% of private rented dwellings have a BER of D or
lower suggesting that people living in them are at a greater risk
of fuel poverty [8]. The academic year for the majority of third
level students is from September to May. Thus with (i) many
students living in private rental accommodation, (ii) a high
percentage of private rental accommodation being of a poor
energy efficiency standard, (iii) the academic year for students
falling within the Irish heating season and (iv) many students
reporting issues with inadequate heating, mould and dampness,
this paper examines the indoor temperature profiles of private
rental housing occupied by third level students in Ireland. The
temperature profiles of 16 case study buildings were examined
to assess whether students were living within recommended
indoor temperature guidelines and reasons for differences in
temperature levels across the sample of housing units.
3

METHODOLOGY

Lascar EL-USB-2+ data loggers collected temperature and
relative humidity in this study. The data loggers have an
accuracy of ±0.45°C. The data loggers were installed in four
locations within each house. One was placed in the kitchen, the
living area, a front bedroom and a back bedroom. The sensors
were placed approximately 1.5 metres above the floor level.
The data loggers were not installed close to a heat source.
Temperature data collection began on the 1st December 2019.
The data loggers recorded data every 10 minutes with the data
recorded for 3 consecutive months. Four sensors in total were
removed from the analysis as they were moved from the
original location of where they were installed.
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Data for the three months which are generally the three
coldest months of the year in Galway [9] were available for
analysis. During the monitoring period, the average external
temperature was 6.1°C, 6.1°C and 5.8°C during December,
January and February, respectively [9].
The indoor temperature data were complemented by data
collected from the building occupants. Semi-structured surveys
were carried out with one occupant per household to gather
information on the physical characteristics of the dwellings, the
socio-demographic profile of the occupants, their attitudes
towards energy use and conservation, quality of life and the
environment, which items they viewed to be necessities or
luxuries, their energy-related practices, and their thermal
satisfaction within their homes. The semi-structured surveys
have been used in a previous research study examining how the
energy cultures of householders shape the household energy
demand [10].
4

CASE STUDY BUILDINGS

The housing units monitored in this study are privately owned
rental properties in Galway city, Ireland. All the dwellings
monitored were rented by students attending the National
University of Ireland, Galway. Details of the 16 households are
included in Table 1.
There are a number of differences in the households as shown
in Table 1 with five different typologies included in the study,
and with three different external wall types constructed across
a wide range of years. The number of bedrooms and people
occupying the housing units ranges from two to six. The
building occupants were aged between 18-35 years of age with
41 female and 37 male occupants, respectively. There is some

commonality in the fuel used to heat the housing units with all
but three relying on oil as their main source of fuel.
5

RESULTS AND DISCUSSION

Figure 1 shows the average 24hr temperature profile for each
of the cases in the study during the month of February. There
is a large variability in the profiles. This is understandable
given many of the students had different class schedules across
the housing units and the large variability in the building
characteristics as shown in Table 1.
The households exhibited different periods of when the house
was gaining heat. All temperature profiles of the households
were increasing from 6pm onwards with temperatures peaking
anywhere from 7pm to 2am.
Case A had the highest peak temperature of all the cases with
a peak temperature of 21.3°C. Case A also experienced the
highest temperature drop overnight but had the highest average
temperature of all the cases. Case A having the highest average
temperature can be partially explained by the way the students
living in Case A paid for their utility costs. The utility costs
were included in the rent paid by the students to their landlord
at a fixed rate, meaning that they could use as much energy as
they wanted to heat their home (while at the same time not
overconsuming energy). For all the other cases, the students
were responsible for paying their own utility bills in addition to
their rent resulting in them being more conservative with the
spending on fuel.
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Avg. Temp (°C)

Table 1. Details of the 16 households involved in the study.

A

Hour
Figure 1. Average 24hr temperature profile for the 16
households during February.
Figure 2 gives the average temperature of the cases during
December, January and February. The average indoor
temperature of the 16 cases was 16.0°C in December, 15.6°C
in January and 15.8°C in February. The first semester of the
academic year ended on the 20th December with the second
semester beginning on the 13th January. As many of students
spent some if not all of that time in another house in between
the semesters, the data recorded during these periods was
removed.
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Case I had the lowest average temperature across the three
months. Case I was built in 1970 and one of the eight cases
constructed before the first draft building regulations were
introduced in the mid 1970’s [11]. While the energy efficiency
of a house plays a role in the indoor temperature levels, the
people occupying the homes also play a role. Case F is the
newest housing unit in the study. It was built in 2006. Despite
being one of the more energy efficient homes, Case F had the
6th lowest average temperature across the three months.

DEC

JAN

noticed damp All cases acknowledged mould present in the
premises at some stage of their tenure.
Table 2. Percentage of temperature data recorded for given
temperature ranges during February
8am-8pm
8pm-8am
Case <18°C 18-21°C >21°C <18°C 18-21°C >21°C
A
13.0
68.8 18.2
41.4
48.9
9.6
B
96.3
3.7
0.0
96.6
3.4
0.0
C
84.0
15.7
0.3
87.2
12.5
0.3
D
67.8
32.2
0.0
79.3
20.3
0.4
E
73.5
26.3
0.2
92.6
7.4
0.0
F
99.0
1.0
0.0
98.5
1.5
0.0
G
94.3
5.7
0.0
97.6
2.4
0.0
H
100.0
0.0
0.0
100.0
0.0
0.0
I
100.0
0.0
0.0
100.0
0.0
0.0
J
92.0
8.0
0.0
98.5
1.5
0.0
K
97.7
2.3
0.0
97.2
2.8
0.0
L
97.2
2.8
0.0
99.6
0.4
0.0
M
48.6
48.8
2.7
39.9
58.7
1.4
N
100.0
0.0
0.0
100.0
0.0
0.0
O
100.0
0.0
0.0
100.0
0.0
0.0
P
42.7
57.2
0.1
69.6
30.4
0.0

FEB

Avg. Temp (°C)
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Case

The World Health Organization (WHO) and public health
research in the UK recommend living in indoor temperatures of
at least 18°C [12], [13]. Table 2 gives the percentage of data
which was recorded during February for a range of
temperatures for each of the cases. As the different households
have different occupancy patterns for a number of reasons such
as differing class schedules and people working part-time jobs,
the results are given for two different time periods of the day.
At least 90% of the recorded data for ten of the cases was less
than 18°C from 8am-8pm. Even from 8pm-8am when the all
the houses were generally occupied, eleven of the cases had
temperature levels of less than 18°C for at least 90% of the
recorded data highlighting the poor indoor temperature levels
many of the students were living in. While the review of
minimum indoor temperature for English homes in winter
recommends houses can be heated slightly less than 18°C for
healthy people during the day and overnight, they stop short at
recommending to what temperature level below 18°C is
acceptable [12].
The quantitative temperature data collected by the data
loggers supported the qualitative data collected from the semistructured surveys carried out with the students. From the semistructured surveys, it was found that 75% of the cases were
either “much too cold” or “too cool” in the morning when asked
to rate the internal temperature level on a seven point scale.
56% were either “much too cold” or “too cool” in the evening
with more students reporting to be “comfortably cool” and
“comfortably warm” in the evening compared to the morning.
The students were asked if they had experienced any problem
with draughts, cold, condensation, mould or dampness with the
results given in (Figure 3). On a regular (daily) basis, 25% of
the cases felt draughts, 50% said the houses were cold, 75%
acknowledged condensation, 50% found mould and 38%
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%

Figure 2. Average temperature for each case during
December, January and February.

Never

Rarely (Monthly)

Often (weekly)

Regularly (Daily)

100
80
60
40
20
0

Problem
Figure 3. Problems experienced by students in their rented
accommodation.
6

CONCLUSSION

This paper examines the indoor temperature profiles of private
rental housing occupied by third level students in Ireland. The
temperature profiles of 16 case study buildings were examined
to assess whether students were living within recommended
indoor temperature profiles and reasons for differences in
temperature levels across the sample of housing units.
From the results, the temperature levels across the majority
of cases were found to be below the recommended 18°C on a
regular basis. At least 90% of the recorded data during February
for all but six of the cases was less than 18°C, highlighting the
poor indoor temperature levels the students were living in.
Furthermore, 50% of the cases reported a daily problem of
mould growth.

Civil Engineering Research in Ireland 2020

Based on the data collected, it was difficult to determine if
the unsatisfactory living conditions within the buildings were
mainly due to the technical characteristics of the building or if
it was due to the student’s behaviour in how they heated the
home. However, both factors are expected to have played some
role in the unsatisfactory living conditions. It was found that for
the one household of students whose utility bill costs were
included in their rent bill, they were living in the house with the
highest indoor temperature level.
While the sample size of this study is small and more research
needs to be carried out on this topic in the future, the data
suggests that many third level students renting in the private
rental sector struggle to achieve indoor temperature levels
within recommended indoor temperature guidelines. With the
government expecting an excess demand of 20,986 for HEI
beds in 2024 [2], more accommodation needs to be provided
for people in higher education that allows them to achieve
indoor temperature levels within recommended guidelines.
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ABSTRACT: This work describes the use of conjugate computational fluid dynamics (C-CFD) to simulate controlled laboratory
based dynamic heat transfer tests on building components. This study proposes that conjugate CFD simulation can be used to
evaluate the influence of combined convective and conductive heat transfer in multi-state building components. To this end, a
solid wall and cavity wall were tested with a Calibrated Hotbox and subject to variable temperature conditions leading to combined
convective and conductive heat transfer. The varying temperature of the heat source was monitored and used as the input boundary
condition in the simulation model, which included a computational domain which encompassed the hot-side air chamber and the
wall, including cavity when applicable. It was found acceptable accuracy could be realized with a simplified constant surface heat
transfer coefficient with fixed air temperature on the cold air side, which greatly reduced computational effort. The experimental
results revealed that the cavity wall experienced a phase lag, peak displacement of 2.9 times higher and decrement factor 1.6 times
lower compared with that of the solid wall.
KEY WORDS: Calibrated Hotbox; Heat Transfer; Phase Lag; Decrement Factor; C-CFD Simulation.
1

INTRODUCTION

Globally, the building sector is the second largest consumer of
energy, accounting for approximately 40% of energy
consumption [1]. This implies that a reduction in energy
consumption for heating and cooling in buildings would
contribute significantly to achieving sustainability goals.
Concerning this, many engineers worldwide adopt an energy
saving approach when designing the building envelope.
However, many building codes primarily focus on the thermal
transmittance value alone, which excludes the effect of thermal
mass [2].
Envelopes with high thermal mass can absorb and store heat
during the heating period and progressively release the stored
heat back to the immediate environment during the non-heating
period [3, 4]. This behaviour aids in stabilising indoor
temperature and reducing the heating demand while
maintaining occupant comfort.
Phase lag (or time lag) and decrement factor are thermal
performance parameters of materials under transient
conditions. When a sinusoidal heat wave moves from the hot
to cold side, the amplitude of the wave reduces. The reduction
ratio in amplitude between the two surfaces is called the
decrement factor. The position of the peak temperature is
displaced as it moves through the wall in what is termed the
peak displacement and the associated time shift is called phase
lag. Many studies have investigated what influences time lag
and decrement factor [5-7]. These factors are profoundly
influenced by thickness of the section and the effective thermal
diffusivity (α) [5, 6]. Balaji et al. [6] identified that extrinsic
properties, such as surface heat transfer coefficients, were of
little influence on these parameters. Walls with a higher time
lag and lower decrement factors maintain a more stable indoor
temperature [6]. Therefore, some studies [8, 9] have focused on
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their relationship with heating or cooling energy usage and
thermal mass placement [9-11] or wall orientation [12, 13]. The
results of these studies reveal that east facing walls with
external insulation experience maximum time lag and
decrement factor.
Few experimental studies have been conducted on these
important parameters. One study used the parameters to
determine the influence of thermal inertia [14]. When wall
configurations are compared experimentally, results showed
that multi-layered walls performed well compared to the singlelayered or thin walls [15, 16] which agrees with the numerical
studies. In the majority numerical studies performed, time lag
and decrement factors have been investigated based on onedimensional finite difference methods with very few supporting
experiments [17, 18]. Further, the influence of natural
convection in the cavities were neglected by assuming purely
conductive heat transfer through the cavity, which is not always
a valid assumption[19].
Due to the different material properties of wall components
depending on manufacturer, time lag and decrement factor will
differ between countries. Irish housing is recognised as
amongst the least energy efficient in Northern Europe [20].
Therefore, by evaluating the thermal performance walls made
from locally available materials, this work contributes
knowledge to the field of building energy efficiency.
The objective of this work is to investigate the dynamic
thermal behaviour of a solid wall and a cavity wall
experimentally and compare the results with numerical
simulation.
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Figure 2.Schematic representation of the Hotbox components
2

EXPERIMENTAL METHODOLOGY
Hotbox

A schematic representation of the Calibrated Hotbox at Dublin
Energy Lab (DEL) is shown in Figure 1. The Hotbox comprises
of a Hot Chamber (HC) (1.2m x 1.2m x 1.2m), Test Frame (TF)
(0.6m x 1.2m x 1.2m) and a Cold Chamber (CC) (1.2m x 1.2m
x 1.2m). The test frame hosts a test specimen of size 0.715m X
0.715m and thickness of up to 0.6 m. The TF holding the
specimen is sandwiched between the HC and CC, separating
the chambers.
2.1.1

Heating and cooling

An anti-condensation heating unit heats the HC from behind
the baffles to avoid the influence of the radiation directly on to
the test specimen (Figure 1). Using PID control system, the
heating unit can be switched on and off periodically to create
transient conditions or to maintain a constant air temperature.
The CC is equipped with an air-cooled refrigerator, mounted
behind a baffle panel (Figure 1). The refrigerator’s evaporator
cools the air directly inside the CC. The operating temperature
of the CC is set manually through the digital thermostat. The
CC is also equipped with a heating unit in order to control
temperature undershoot.
2.1.2

1
2
3

Measurements and data acquisition

K-type thermocouples are used to measure surface and air
temperatures to an accuracy ±0.75%. As depicted in Figure 1
and Figure 2, a total of 16 were used; four on CC side, eight on
HC side and four inside the cavity of the cavity wall. They were
connected to an NI Compact DAQ system in conjunction with
LabView. Additionally, two HFP01 heat flux sensor plates,
with accuracy ±3%, were placed on the hot and cold side
surfaces of the test specimens connected to an LI19 datalogger
to record the heat flux into and from the wall.

Thermocouple
Heat flux sensor
Brick layer/s

4
5
6

Mortar joints
Cavity layer (air)
Plaster layer

Figure 1. (a-b) Locations of sensors on the (a) solid wall &
(b) cavity wall
Laboratory test
Figure 2(a-b) shows the structural configurations of the walls
and representative location of sensors. Thermocouples and heat
flux meters were set to record at 30s and 300s intervals
respectively. The temperature of the CC was maintained at a
constant low temperature set-point of 5 °C and the HC air
temperature set to vary sinusoidally over a time span of 24
hours between T max = 30° C and Tmin = 20° C. The HC heater
unit operates under two-phases during testing, namely the
linear heat- up phase followed by sine wave heating. During the
linear phase, the temperature in the HC continuously rises until
it reaches the desired set-point, after which the sinusoidal phase
is initiated which undulates with respect to this set-point.
3

EVALUATION OF THERMODYNAMIC PARAMETERS

Data from the thermocouples and heat flux meters positioned
as shown in Figure 1 and Figure 2 were recorded over several
days. Two days of recording, which represents two sine wave
cycles were chosen for analysis for walls with properties listed
in Table 1.
Table 1. Thermal properties of wall materials [2]
Material
Brick
Plaster/mortar

k (W/m.K)
0.63
0.52

𝜌𝜌 (kg/m3)
1800
1300

𝑐𝑐 (J/kg.K)
900
840

Thermal impedance
Thermal impedance (𝑍𝑍𝑑𝑑 ) is the temperature gradient per unit of
heat flux passing through the wall;
𝑍𝑍𝑑𝑑 = �

24ℎ𝑟𝑟

0ℎ𝑟𝑟

∆𝑇𝑇
𝑑𝑑𝑑𝑑
𝑞𝑞𝑖𝑖

(1)

where ∆𝑇𝑇 = 𝑇𝑇𝑖𝑖 − 𝑇𝑇𝑒𝑒 and 𝑞𝑞𝑖𝑖 is the hot side heat flux.

Phase lag, peak displacement and decrement factor

Phase lag (∅) and decrement factor (D) and peak
displacement (∅𝑑𝑑), are determined under dynamic conditions
as;
𝐷𝐷 =

𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇, min
𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇, min

(2)
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∅ = 𝑡𝑡(𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚)

(3)

∅𝑑𝑑 = 𝑡𝑡(𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚) ∗ 2√(𝛱𝛱𝛱𝛱/𝑃𝑃)

(5)

∅ = 𝑡𝑡(𝑇𝑇𝑇𝑇, 𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇, min)

𝜌𝜌𝜌𝜌

(4)

where subscript i denotes the hot side, e the cold side and the
term 2�(𝛱𝛱𝛱𝛱/𝑃𝑃) represent the velocity of the sine wave, 𝑃𝑃
period.

𝜕𝜕𝑇𝑇𝑠𝑠
= ∇. (−𝑘𝑘𝑠𝑠 ∇𝑇𝑇𝑠𝑠 )
𝜕𝜕𝜕𝜕

(9)

Boundary condition

The input for the modelled HC is the smoothed experimentally
monitored temperature of the heating source (Figure 4) as the
inlet boundary whereas Newton’s law of cooling is used at the
cold side surface,
−𝑛𝑛. 𝑞𝑞 = ℎ. (𝑇𝑇𝑎𝑎− 𝑇𝑇𝑓𝑓 )

(10)

Here, ℎ (W/m2 K) is the heat transfer coefficient, 𝑇𝑇𝑓𝑓 is a
constant 5° C and 𝑇𝑇𝑎𝑎 refers to the surface temperature of the
wall. The remaining exposed surfaces of the HC and testing
frame are considered to be adiabatic. Initially the air velocity of
the fluid was assumed to be zero, and no slip condition (u=0)
was assumed at all fluid boundaries.

Temperature (°C)

Heat up
47

Figure 3. Computational geometry
1
2
3

4

Brick layer
Air domain in the
HC
Heat source

4
5

Air domain in the cavity wall
Wall facing the constant 5 °C
cold air

Governing Equations
The Navier-Stokes equations were used to model the behaviour
of laminar flow in the HC,

(8)

The heat transfer in the solid domain is dominated by
conduction and hence Fourier’s law,
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Figure 4. Example of monitored and smoothed temperature
of the heat source
5

MODEL EVALUATION INDEX

To assess the capability of the developed simulation model to
reproduce the behavior of the experimental wall, the coefficient
of variation (CV) and model efficiency (EF) was calculated.
The coefficient of variation defines how well the model fits the
experimental data by using offsetting errors between measured
and simulated output. As per ASHRAE guideline 14 [21], the
model is said to be calibrated if the CV of hourly data lies
between the value of ± 30 %. This index is given by Eq. 11
where N is the number of samples, E is experimental output and
S is simulated output.

(6)

𝜕𝜕𝜕𝜕
2
𝜌𝜌
+ 𝜌𝜌(𝑢𝑢. ∇)𝑢𝑢 = ∇ �−𝑝𝑝 + 𝜇𝜇 (∇𝑢𝑢 + (∇. 𝑢𝑢)𝑇𝑇 ) − 𝜇𝜇(∇. 𝑢𝑢)�
𝜕𝜕𝜕𝜕
3
+ 𝜌𝜌𝜌𝜌
(7)
where 𝑝𝑝 is pressure and 𝜇𝜇 is dynamic viscosity. The
temperature field in the air (f) domain was determined by
simultaneously solving the energy equation,
𝜕𝜕𝑇𝑇𝑓𝑓
+ 𝜌𝜌𝜌𝜌𝜌𝜌. ∇𝑇𝑇𝑓𝑓 = ∇. (𝑘𝑘𝑓𝑓 ∇𝑇𝑇𝑓𝑓 )
𝜕𝜕𝜕𝜕
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T-heat source (Expt)

Two numerical models were developed, one for the solid wall
and one for the cavity wall. The computational domain is
depicted in Figure 3. These models assume constant thermal
properties of each material and that the thermal contact
resistance between the materials is negligible. The model
domain consists of a heater source in the HC, the HC air and
the wall sample.

𝜌𝜌c

42

22

NUMERICAL MODEL

𝜕𝜕𝜕𝜕
+ ∇(𝜌𝜌𝜌𝜌) = 0
𝜕𝜕𝜕𝜕

Sinusoidal Heating Cycles

𝐶𝐶𝐶𝐶 =

2
�∑𝑚𝑚
𝑗𝑗=1(𝐸𝐸𝑗𝑗 − 𝑆𝑆𝑗𝑗 ) /𝑁𝑁

(11)

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎

The Efficiency factor (EF) [22] compares the efficiency of
the simulation model and the efficiency of describing the data
as the mean of the experimental observations. This index is
given by Eq. 12 and maximum value of 1 is achieved for
identical simulation and experimental results.
𝐸𝐸𝐸𝐸 =

𝑚𝑚
2
2
∑𝑚𝑚
1 (𝐸𝐸𝑗𝑗 − 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 ) − ∑1 (𝑆𝑆𝑗𝑗 − 𝐸𝐸𝑗𝑗 )
2
∑𝑚𝑚
1 (𝐸𝐸𝑗𝑗 − 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 )

(12)

Civil Engineering Research in Ireland 2020

RESULTS AND DISCUSSION

80

Experimental results
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Figure 6. Measured surface heat flux
Table 2. Dynamic parameters – Experiment
∅ (hrs)
∅𝑑𝑑 (cm)
D (-)

Solid wall
2.58
0.21
0.32

Cavity wall
6.88
0.62
0.2

Verification of the heat transfer simulation

Figure 7 to Figure 10 compare measured and simulated surface
temperatures and heat fluxes for both walls. In the case of the
solid wall, the temperature (Figure 7) and heat flux (Figure 8)
fluctuations indicated an average relative error of 2.5% and 4%
respectively. Particularly good agreement was found for the hot
side measurements while on the cold side, a difference of
approximately 0.9 K is noted in the crest of the surface
temperature plot. These differences are attributed to the
unknown and/or assumed surface thermal properties such as
convective and radiative heat transfer coefficients, and the
assumed constant material properties in the simulation. The
variable and case specific nature of heat transfer coefficients
found by calculation, experiment and simulation is discussed
extensively by Byrne et al. [24].

27
22
17
12

0

20

40

60

80

Time (hrs)

T-hot

Temperature (°C)

60

0

Temperature (°C)

Temperature (oC)

The dynamic analysis of the two sample walls produced very
different results for the same applied conditions. The first 3
days of both wall samples is shown in Figure 5 which plot the
surface temperatures measured on both hot side and cold sides.
Figure 5b also includes the temperature measurement of the air
inside the cavity. In each graph, the damping effect thermal
mass can be identified by the reduced amplitude of the wave as
it moves across the wall from the hot to cold side. The degree
of damping is discussed in terms of quantifiable
thermodynamic parameters of phase lag, decrement factor and
peak displacement, as calculated using the Eqs. (2-5) and
summarised in Table 2. It is clear that the cavity wall has larger
phase lag and peak displacement with smaller decrement factor.
This is because the cavity wall contains additional air and solid
layers leading to increased effective thermal mass. Phase lag
and decrement factor also depend on the dimensionless
parameter �(𝐿𝐿2 /𝑃𝑃. 𝛼𝛼) [23] where L is thickness (m) and P (s) is
the time period required to complete one cycle, which here is
the same for both tests. The cavity wall has a greater total
thickness compared to the solid wall, and the air layer acts as
an insulator leading to greater phase lag, peak displacement and
lower decrement factor. For the walls experiencing smaller
phase lag and larger decrement factor, heat loss will be larger
[6]. This is clear considering Figure 6, which shows the
measured a notably lower average heat flux for the cavity wall.
As expected, the thermal impedance was greater for the cavity
wall (0.66 K.m2 /W) which resulted in a lower heat loss when
compared with the wall solid wall (0.37 K.m2 /W). It can be
seen in Figure 6 and Table 2 that the occurrence of the peak
heat load is delayed by approximately 4.5 hours when
compared to solid wall, illustrating larger thermal mass.

Heatflux W/m2

6

T-cold

b

23

a

22
17
12

28

b
0

20
T-Hot EXPT
T-Cold Expt

40

Time(hrs)

60

80

T- Hot Sim
T-Cold Sim

Figure 7. Comparison of experiment and simulations for
solid wall data (a) hot side surface temperature (b) cold side
surface temperatures
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T-hot
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T-cavity air
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Figure 5. Measured wall surface temperatures of (a) solid
wall (b) cavity wall (including cavity air temperature)
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The disparity between the model and the experiment can be
improved by further refining the mesh, using smaller time steps
and by modelling the CC in full. Nonetheless, the obtained
calibration index (Table 3) is within ASHRAE limits and
therefore the model can be considered as calibrated. The EF
index demonstrates that the data is within acceptable
percentage of variation of below 5%. The higher the variation
in the data lesser is the efficiency value. Parameters calculated
for the solid wall using simulation data also appears to be very
close to the measured data with an absolute error of 0.43 hours
for phase lag and 0.42 cm for peak displacement and 0.51(-) for
decrement factor.
Comparison of surface temperatures, heat flux and average
air temperature in the cavity for the cavity wall shown in Figure
9 and Figure 10 revealed good agreement with an average
relative error of 4.3 % (surface temperature), 2.8% (cavity air
temperature) and 1.5% (heat flux). Improper fixing of the
thermocouples on the hot side surface led to the discrepancies
with CV of 20.1 (still within ASHARE limits) and EF of 0.9.
Table 3. Evaluation index

Temperature (°C)

CV
EF

12.9
0.9

CV
EF

20.1
0.9

Cavity
(°C)

Cold
Surface
(°C)
Wall 1
N/A
24.9
N/A
0.8
Wall 2
18.3
15.3
0.9
0.9

Heat Flux
(𝑊𝑊/𝑚𝑚²)
20.1
0.9

a
b

8

c
0
T- Hot Expt
T-Cavity-Sim

50

100

T-Hot Sim
T- Cold Expt

T-Cavity-Expt
T-Cold Sim

Time (hrs)

Figure 9. Comparison of experiment and simulation data for
cavity wall (a) hot side surface temperature, (b) cavity air
temperature and (c) cold side surface temperature
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Figure 10. Comparison of experiment and simulation data of
hot side surface temperature for cavity wall
Influence of wall configuration on the heat transfer
coefficient in the Hotbox
Three-dimensional temperature distributions in the Hotbox
chamber is illustrated for the solid wall in Figure 11a and cavity
wall in Figure 11b. A greater temperature difference is
observed for the HC in the solid wall simulation (Figure 11a)
which has the lower thermal impedance and therefore greater
rate of heat transfer (3.7 MJ/m2 day) compared to cavity wall
(2.1MJ/m2 day).
Figure 12 shows the velocity profiles for the solid wall and
cavity wall. The airflow regime in the enclosure is governed by
the Rayleigh number (Ra),
𝑅𝑅𝑅𝑅 =

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎 )𝐿𝐿3
𝑘𝑘𝜗𝜗 2

(13)

The average Ra calculated using the simulation data for the HC
was found to be 2.17x108 for the solid wall model and 6.6x107
for the cavity wall. As per the literature, any internal low of Ra
less than the order of 109 for vertical walls is considered to be
laminar flow [25]. Thus, the flow regime in the Hotbox
enclosure in both cases is laminar.
𝑁𝑁𝑁𝑁 =

1

0.825 + 0.387(𝑅𝑅𝑅𝑅)6
8
9 27
16

0.492
�1 + �
� �
𝑃𝑃𝑃𝑃
ℎ=

8.6
0.9

28

60

HF-Experiment

Figure 8. Comparison of experiment and simulation data of
hot side surface temperature for solid wall

Hot
Surface
(°C)

80

𝑁𝑁𝑁𝑁. 𝐾𝐾
𝐿𝐿

(14)

(15)

Another dimensionless parameter which characterized the
heat transfer is the Nusselt’s number (Nu), which is the
dimensionless form of the convective heat transfer coefficient
h. The average hot-side Nusselt’s number was found to be 8.69
with the solid wall model and 7.1 for the cavity wall. The
associated convective heat transfer coefficient are 2.5 W/m2K
and 3.4 W/m2K for cavity wall and solid wall respectively. The
higher the Nu value, the more effective the heat transfer
coefficient. From the above results, it is found that the Nu and
heat transfer coefficient in the case of the solid wall was higher
than the cavity wall. This is because the rate of heat loss
through the solid wall was greater. This resulted in a large
temperature gradient shown in Figure 10a causing a higher heat
transfer coefficient.

Civil Engineering Research in Ireland 2020
27° C
References
[1] X. Cao, X. Dai, J. Liu, Building energy-consumption status worldwide and
the state-of-the-art technologies for zero-energy buildings during the past
decade, Energy and Buildings, 128 (2016) 198-213.
[2] A. Reilly, O. Kinnane, The impact of thermal mass on building energy
consumption, Applied Energy, 198 (Supplement C) (2017) 108-121.
[3] K. Gregory, B. Moghtaderi, H. Sugo, A. Page, Effect of thermal mass on
b
the thermal performance of various Australian residential constructions
a
0° C systems, Energy and Buildings, 40 (4) (2008) 459-465.
[4] A. Byrne, G. Byrne, A. Davies, A.J. Robinson, Transient and quasi-steady
Figure 11. Temperature profile in the Hotbox with (a) solid thermal behaviour of a building envelope due to retrofitted cavity wall and
wall (b) Cavity wall
ceiling insulation, Energy and Buildings, 61 (2013) 356-365.
0.08 m/s [5] X. Jin, X. Zhang, Y. Cao, G. Wang, Thermal performance evaluation of the
wall using heat flux time lag and decrement factor, Energy and Buildings, 47
(Supplement C) (2012) 369-374.
[6] N.C. Balaji, M. Mani, B.V. Venkatarama Reddy, Dynamic thermal
performance of conventional and alternative building wall envelopes, Journal
of Building Engineering, 21 (2019) 373-395.
[7] R. Fathipour, A. Hadidi, Analytical solution for the study of time lag and
decrement factor for building walls in climate of Iran, Energy, 134 (2017) 167180.
[8] S.A. Al-Sanea, M.F. Zedan, S.N. Al-Hussain, Effect of thermal mass on
performance of insulated building walls and the concept of energy savings
b
a
potential, Applied Energy, 89 (1) (2012) 430-442.
0 m/s [9] M. Ozel, Effect of insulation location on dynamic heat-transfer
Figure 12. Velocity profile in the Hotbox with (a) solid wall characteristics of building external walls and optimization of insulation
thickness, Energy and Buildings, 72 (2014) 288-295.
(b) Cavity wall
[10] B. Rosti, A. Omidvar, N. Monghasemi, Optimum position and distribution
of insulation layers for exterior walls of a building conditioned by earth-air heat
7
CONCLUSION
exchanger, Applied Thermal Engineering, 163 (2019) 114362.
[11] H. Ramin, P. Hanafizadeh, M.A. Akhavan-Behabadi, Determination of
The Conjugated Computational Fluid Dynamic models optimum insulation thickness in different wall orientations and locations in
developed to simulate the Hotbox facility were found to be in Iran, Advances in Building Energy Research, 10 (2) (2016) 149-171.
good agreement with experimental results with an average CV [12] S.A. Al-Sanea, M.F. Zedan, Optimum insulation thickness for building
of 18.9 and efficiency of 0.91 for the solid wall and average CV walls in a hot-dry climate, International Journal of Ambient Energy, 23 (3)
(2002) 115-126.
of 17.9, and efficiency of 0.9 for the cavity wall. The [13] T. Tzoulis, K.J. Kontoleon, Thermal Behaviour of Concrete Walls Around
percentage error in both the cases was below 5 %. Improper all Cardinal Orientations and Optimal Thickness of Insulation from an
fixing of thermocouples, experimental uncertainty and Economic Point of View, Procedia Environmental Sciences, 38 (2017) 381simplification of the modelling on the cold side can account for 388.
[14] P.M. Toure, Y. Dieye, P.M. Gueye, V. Sambou, S. Bodian, S. Tiguampo,
the discrepancy. Nevertheless, the results were within Experimental determination of time lag and decrement factor, Case Studies in
acceptable margins to verify the efficacy of the simulation Construction Materials, 11 (2019) e00298.
[15] C. Sun, S. Shu, G. Ding, X. Zhang, X. Hu, Investigation of time lags and
models.
The parameters of phase lag, peak displacement, decrement decrement factors for different building outside temperatures, Energy and
Buildings, 61 (2013) 1-7.
factor and thermal impedance were evaluated using the [16] K. Ulgen, Experimental and theoretical investigation of effects of wall’s
measured surface temperatures and heat flux. It was found the thermophysical properties on time lag and decrement factor, Energy and
wall with higher thickness and lower effective thermal Buildings, 34 (3) (2002) 273-278.
diffusivity exhibits larger phase lag, peak displacement and [17] M.M. Vijayalakshmi, E. Natarajan, V. Shanmugasundaram, Thermal
behaviour of building wall elements, Journal of Applied Sciences, 6 (15) (2006)
lower decrement factor, which supports what is found in the 3128-3133.
literature. Here, the cavity wall experienced 2.9 times the phase [18] K. Ulgen, Experimental and theoretical investigation of effects of
lag and peak displacement of the solid wall and 1.6-time lower wall'sthermophysical properties on time lag and decrement factor, Energy and
decrement factor. This translates to a delay in the peak load in Buildings, 34 (2002) 273-278.
[19] S.M.A. Bekkouche, T. Benouaz, M.K. Cherier, M. Hamdani, M.R.
the cavity wall of 4.5 hours when compared to the solid wall.
Yaiche, N. Benamrane, Thermal resistances of air in cavity walls and their
The numerical investigation suggests that for wall samples effect upon the thermal insulation performance, International Journal of Energy
with lower thermal impedance and heat capacity, the heat and Environment, 4 (3) (2013) 459-466.
transfer coefficients produced in the Hotbox will be higher, [20] C. Ahern, P. Griffiths, M. O'Flaherty, State of the Irish housing stock—
Modelling the heat losses of Ireland's existing detached rural housing stock &
which exacerbates the problem of heat retention. In this case, estimating the benefit of thermal retrofit measures on this stock, 2013.
the heat transfer coefficient value inside the hot box with the [21] A. Guideline, 14 (2014). ASHRAE Guideline 14-2014 for Measurement
solid wall as a test specimen was found to be 26% higher than of Energy and Demand Savings, American Society of Heating, Refrigeration
and Air Conditioning Engineers, Atlanta, GA.
the cavity wall.
[22] L. Evangelisti, C. Guattari, P. Gori, F. Asdrubali, Assessment of
This presented methodology can be used for examining the equivalent thermal properties of multilayer building walls coupling simulations
influence of thermal mass in building walls, which is one of the and experimental measurements, Building and Environment, 127 (2018) 77main parameters considered in building energy regulation 85.
(BER) assessment along with insulation, U-value, air tightness, [23] G.E.C. K.W. Childs, E.L Bales, Thermal Mass Assessment - An
Explanation of the Mechanism by Which Building Mass Influences Heating
and fuel type. The verified model developed here will be used and Cooling Energy Requirment, in, 1983.
in future research to optimise the insulation thickness of various [24] A. Byrne, G. Byrne, A. Robinson, Compact facility for testing steady and
wall configurations. This will result in recommendations for transient thermal performanceof building walls, Energy and Buildings, 152
(2017) 602-614.
building standards and guidelines for wall insulation retrofit [25] Y.A. Cengel, S. Klein, W. Beckman, Heat transfer: a practical approach,
which are more tailored to the existing wall type and McGraw-Hill New York, 1998.

environment.
369

Energy 3 - Thermal
Performance of Buildings
2

Civil Engineering Research in Ireland 2020

Can DEAP help us to predict the energy demand and indoor temperature of homes
before and after renovation? A case study from Dublin
1

Paul Moran1,2, Jamie Goggins1,2,3
Civil Engineering, School of Engineering, College of Science & Engineering, National University of Ireland, Galway,
University Road, Galway, Ireland.
2
SFI MaREI Centre, Ryan Institute, National University of Ireland, Galway, University Road, Galway, Ireland.
3
ERBE Centre for Doctoral Training, National University of Ireland, Galway, University Road, Galway, Ireland.
email: paul.t.moran@nuigalway.ie, jamie.goggins@nuigalway.ie

ABSTRACT: Improving the energy efficiency of buildings via retrofitting is seen as one of the key mitigation measures to
reducing the energy demand and carbon emissions of the built environment in Ireland. However, while energy efficiency retrofits
for buildings are effective in theory, the energy savings estimated by statistical or engineering models can often be inaccurate.
The Domestic Energy Assessment Procedure (DEAP) is the standard assessment procedure used for assessing the energy
performance standard of residential buildings in Ireland. This paper examines the gas energy demand for space and water heating
and the internal temperature profiles in contrast to DEAP estimates for a group of social housing units which were retrofitted to
improve their energy performance standard. For the 16 households examined, theoretical energy demand was overestimated and
theoretical average temperatures were underestimated on average. Based on the sample of houses in this study, the DEAP
assumption of a 3°C temperature differential between the living area and the rest of the dwelling during heating hours is not
representative of temperatures in actual buildings.
KEY WORDS: Energy Performance Gap; Energy Efficiency Retrofits; Indoor Temperature Profiles.
1

INTRODUCTION

Improving the energy efficiency of buildings via retrofitting is
seen as one of the key mitigation measures to reducing the
energy demand and carbon emissions of the built environment
in Ireland [1]. However, while energy efficiency retrofits for
buildings are effective in theory, the energy savings estimated
by statistical or engineering models can often be inaccurate.
Several studies have reported the average energy saving
deficits of studies to range from 14% to 98% [2]–[12]. Scheer
et al. [2] found a shortfall in energy savings ranging from 2844% for homes involved in the SEAI Better Energy Homes
scheme which provides grants to Irish homeowners for energy
efficiency retrofits.
Many studies have used engineering models which rely upon
steady state/quasi steady state formulae to determine the
theoretical space heating demand of a building. These
models/formulae are representative of the formulae used for
producing an energy performance certificate.
Of the reviewed studies involving the use of steady
state/quasi-steady state models/formulae, reasons for the
discrepancies in actual energy usage to theoretical energy usage
of engineering energy demand models have been associated
with technical building characteristics, energy usage practices
and malfunctioning equipment. Studies have highlighted the
quality of the energy audit [13], model [3], space heating
system efficiency [12], air-tightness of buildings [11], [14],
building fabric [4], [11], [12] and solar coefficient [12] as
issues with the technical building characteristics of the
engineering energy demand models.
Energy usage practices such as internal room temperatures
[5], [8], [15], heating duration [16], space heating set point
temperatures [12], [16], [17], multiple space heating systems
contributions to heating load [5], [18], hot water heating
practices [8], [17], [19], space heating return temperature,

ventilation practices [15] and occupancy patterns [15], [20]
have been also identified as reasons for the discrepancies.
Reasons outside the control of both, such as malfunctioning
space and water heating equipment [8], [11], [18], have also
been identified.
In Ireland, an energy performance certificate for a residential
building is known as a Building Energy Rating (BER) and is
assessed using a standard assessment procedure referred to as
Domestic Energy Assessment Procedure (DEAP). Studies have
examined the differences in the assumptions used in DEAP to
model the energy demand of houses in Ireland to what actually
occurs in the monitored houses. An Irish study on the oil
consumption of 145 houses pre-retrofit found that houses with
a lower BER were poorer predictors of a household’s oil
consumption [5]. Based upon the post-retrofit data collected in
this study, some of the main reasons for the differences in the
theoretical and actual energy demand were believed to be due
to the theoretical internal room temperatures of DEAP not
being representative of the actual internal room temperatures
and the underestimation of the usage of the secondary heating
systems in the households.
Byrne et. al [21] examined the in-situ thermal resistances of
the external wall and ceiling building elements of a detached
house in Ireland. The study found that improvement in the
thermal resistance of the ceiling and wall building elements
following a retrofit were 75% and 60% lower than expected.
Hunter et. al [22] examined differences in assumptions in
DEAP to what actually occurred in a group of retrofitted houses
regarding the hours of heating and indoor temperatures. The
study found that DEAP overestimated heating schedules and
room temperatures by up to 37% and 1°C, respectively.
This paper adds to the growing literature of studies examining
the differences in assumptions used in DEAP to model the
energy demand of houses in Ireland to what actually occurs in
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Irish homes. The paper focuses on the gas energy demand for
space and water heating and the internal temperature profiles of
a group of social housing units which were retrofitted to
improve their energy performance standard.
2

METHOD

The theoretical energy demand for each of the case study
buildings was calculated using the quasi-steady state formulae
of DEAP detailed in Section 2.1. The theoretical energy
demand was calculated for three months pre- and post-retrofit.
The theoretical energy demand and indoor temperatures were
compared to gas usage and indoor temperature data collected
from a group of social housing units discussed in Section 2.3
with the data collection and screening procedure discussed in
Section 2.2.
Quasi-Steady State Formulae
DEAP is based on the European Standard IS EN 13790:2004
[23] and draws heavily on the UK’s Standard Assessment
Procedure (SAP) [24]. DEAP is similar to other European
standard assessment procedures as it includes an analysis of the
buildings (i) form, (ii) thermal, solar and daylight properties of
the building envelope, (iii) air permeability, (iv) space, water
heating and ventilation systems, (v) fixed lighting and (vi) fuel
and renewable energy sources. Using these variables together
with a standardised heating schedule and monthly climatic
conditions, the energy required to maintain an average internal
temperature on a monthly basis is calculated. DEAP assumes
that the heating season is from October to May. The space heat
in DEAP is determined by the energy required to maintain a
single-zone average temperature during a given period of time
[25]. The energy demand (ED) for space heating for a given
period of time is calculated as follows:

𝐸𝐷 =

(

)

(1)

where Q is the rate of heat loss, UEG is the useful energy gains
experienced by the house from solar energy gains through
windows in addition to internal gains from appliances,
occupants and space heating, Days is the number of days during
the time period, Af is the total floor area (m2) of the dwelling,
and μ is the efficiency (%) of the primary heating system. The
coefficient 24 (h/day) within Eq. 1 is to convert the rate of fuel
consumption into the rate of fuel consumed per day
(W/m2/day), while the coefficient 1000 is to convert the fuel
consumed to (kWh/m2/day). The rate of heat loss Q is
calculated as follows:

𝑄 = (∑ 𝑈 𝐴 + 0.33𝑁𝑉)∆𝑇

(2)
2

where Ui is the thermal transmittance (W/K/m ) of the building
fabric, Ai is the surface area (m2) of the building fabric, N is the
background air infiltration rate (air changes/h) and V is the
internal dwelling volume (m3). The background air infiltration
rate, N, is a combination of the infiltration rate due to openings
(chimneys, vents etc.) and the structural air tightness of the
building. ΔT is the difference between the average internal and
external temperature. The sum of the fabric and ventilation heat
loss of a building is referred to as the heat loss coefficient.
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During weekdays and weekends, the space heating is assumed
to operate from 7am to 9am and 5pm to 11pm [25]. The
required internal temperatures during the two heating periods
are 21°C for the living area and 18°C for the rest of the
dwelling. The average temperature during the heating periods
is calculated based on the required temperature of the living
area and the rest of the dwelling weighted by their respective
floor areas. The required energy to achieve the average
temperature is divided between the primary and secondary
heating system.
Data collection and screening
There were four main forms of data collection during the preretrofit and post-retrofit monitoring phases including (i)
surveys on the physical characteristics of the buildings, (ii)
installation of temperature, relative humidity and electricity
consumption data-logging instrumentation, (iii) monthly
readings of electricity and gas meters and (iv) pre-retrofit and
post-retrofit participant surveys. At least four temperature and
relative humidity data loggers were installed in each of the
houses. Six months of pre-retrofit data is available and 15
months post-retrofit. The six pre-retrofit months of data
comprises of four heating season months (Feb-May) and two
non-heating season months (June-July). For the purposes of this
paper, data collected from Mar-May in 2015 (pre-retrofit) and
in 2016 (post-retrofit) were utilised. Further information on the
surveys is available in a study examining how the energy
cultures of the householders shaped the household energy
demand of the case study houses [26].
Four or five rooms had temperature and relative humidity
data loggers installed. Lascar EL-USB-2+ acted as the
temperature and relative humidity data loggers. The data
loggers have an accuracy of ±0.45°C for temperature and
±2.05% for relative humidity. These data loggers were
unobtrusive and recorded data at one-hour intervals pre-retrofit
and 15-minute intervals post retrofit. The internal environment
data loggers were installed at heights ranging from 0.5m to 2m.
The height installation depended on both the available surfaces
in a house and the householders. In some instances,
householders did not want the data loggers to be installed on
walls in case the paint on the wall or wallpaper was damaged
when removing the data logger. For other houses, data loggers
had to be installed at heights to avoid children moving the data
loggers.
Despite a researcher installing the data loggers, internal
environment data for some individual rooms in a number of
houses were missing for data analysis. The amount of missing
data varied from case to case. Reasons for the missing data
included (i) loss of the data logging instrumentation by the
householder, (ii) loss of battery power in the data logging
instrumentation, (iii) full capacity of the data logger’s internal
memory, (iv) malfunction of data logging instrumentation, (v)
data loggers placed together, (vi) data loggers moved or stored
in press and (vii) data loggers in direct sunlight. All the
temperature data collected from the data loggers for each room
were plotted for qualitative analysis to identify any errors or
anomalies. Reasons identified for exclusion of data included (i)
data logger moved near heat source or window and (ii)
temperature profile of room significantly different to other
rooms of house with no logical explanation.
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For the purposes of this paper, temperature data had to be
available for either the kitchen or living room and at least one
of the bedrooms for the household to be included in the
analysis. The same rooms also had to be available for the preand post-retrofit period. Due to this screening procedure, data
from 16 of the 23 houses were available for processing.
Although temperature data were available in 15-minute
intervals post retrofit, hourly temperature values were
processed for comparison of the pre- and post-retrofit periods.
Three months (March, April and May) of monitored pre- and
post-retrofit gas usage and indoor temperature data were
compared to the theoretical assumptions and results of DEAP.
To improve the direct comparison of the results, the external
temperature and global radiation values from Dublin Airport
[27] were used when assessing the theoretical gas demand and
internal temperatures for the 3 months pre- and post-retrofit.
Dublin Airport is located within an 11 km radius of the case
study buildings.
The daily global radiation on surfaces for the given time
periods were determined from hourly direct solar radiation,
isotropic diffuse radiation, and isotropic ground reflectance
radiation values. The hourly direct solar radiation, isotropic
diffuse radiation and isotropic ground reflectance radiation
values for eight orientations were calculated using a given
surface tilt angle, hourly surface azimuth angle relative to the
sun [28] and hourly direct solar radiation and diffuse radiation
collected at Dublin Airport [27].
Case Study
There were five main types of houses within this study, as
defined by construction year and terrace position (figure in
brackets indicates the number of houses in each category): 1994
mid-terrace (2), 1994 end-terrace (6), 2000 mid-terrace (4),
2000 end-terrace (2) and 2000 semi-detached (2). As the endterrace and semi-detached houses constructed in 2000 had the
same technical characteristics, they are referred to as endterrace houses for the remainder of the paper. The houses
constructed in 1994 and 2000 had heated floor areas of 78m2
and 87m2, respectively. Each house has a downstairs kitchen
and living room, 3 bedrooms upstairs (front bedroom, back
bedroom and box bedroom) and an upstairs bathroom.
Each of the houses received a package of thermal fabric and
heating system energy efficiency retrofit measures. The
thermal fabric energy efficiency measures included pumped
cavity wall insulation, attic insulation, double-glazed uPVCframed windows, uPVC-framed front door, and uPVC-framed
back patio doors. The U-values of the building elements preand post-retrofit are given in Table 1. The building element Uvalues were calculated based on ISO 6946:2007 [29]. The preretrofit layers of the building elements were identified in a preretrofit survey. Product data sheets on the retrofit measures
were sourced from the architectural firm overseeing the project
[30]. The thermal properties of the layers for the building
elements were sourced from product information data sheets
and the Irish energy performance building regulations [31].
The main space heating systems in all the Dublin residences
comprised of a gas boiler feeding a central heating system with
radiators in each of the rooms of the house. The main domestic
hot water (DHW) heating system for the houses was also the
gas boiler in combination with a DHW storage tank. The

original boiler installed in the 1994 house had an efficiency of
78%. The original boiler in the 2000 house had an efficiency of
77%. The main space and water heating system in each house
was replaced with a high energy efficiency gas boiler and hot
water tank. Following the retrofit works, all houses had a gas
boiler with an efficiency of 92%.
For comparing the theoretical and actual gas demand results,
it was not feasible to disaggregate the actual gas demand into
space and domestic hot water (DHW) heating requirements.
Therefore, a theoretical estimate of gas demand for DHW was
added to the space heating demand estimates. DEAP estimates
the theoretical energy demand for DHW taking account of
heating demand, storage and distribution losses, efficiency of
the heating system and the water usage per person per day. The
theoretical energy demand for DHW was estimated based on
the version of DEAP (when it was known as the Dwelling
Energy Assessment Procedure) published in 2012 [32]. The
following version, published in Q3 2019 [25], provides a more
detailed procedure for assessing the theoretical DHW energy
demand. Some of the information required for the new
procedure was not collected during the building inspections in
2015 and 2016.
A solid fuel open fire, multi-fuel stove, gas fire or electric fire
act as a secondary heating system in the living room in the
homes, but were rarely used. Therefore, when assessing the
theoretical gas demand and internal temperatures, it was
assumed the gas boiler provided all the space heating
requirements of the buildings.
Table 1. Pre-retrofit (PRE) and post-retrofit (POST) U-values
(W/m2K) of the building elements.
PRE
U-Value

POST
U-Value

Building
Construction
Element
Year
External Wall
1994
0.59/1.62*
0.59/1.32*
External Wall
2000
0.46
0.33
Roof
1994, 2000
0.39
0.11
Windows
1994, 2000
3.1
1.5
Doors
1994, 2000
3.0
1.5
*section of the exterior wall on the ground floor adjacent to
the living room is constructed with cavity wall construction
with brickwork acting as the external layer
3

RESULTS

Pre-retrofit, the 16 households included in the analysis had an
average theoretical energy demand of 25 kWh/m2, 15 kWh/m2
and 13 kWh/m2 during March, April and May, respectively.
However, the theoretical energy demand overestimated the
actual energy demand of the households. The average actual
energy demand during March, April and May was 11 kWh/m2,
9 kWh/m2 and 5 kWh/m2, respectively. All 16 households
consumed less energy over the three month period compared to
the DEAP estimates.
Post-retrofit, the average theoretical energy demand of
March, April and May reduced to 8 kWh/m2, 7 kWh/m2 and 4
kWh/m2. The gap between the theoretical and actual energy
demand reduced post-retrofit. Actual energy demand was 7
kWh/m2, 6 kWh/m2 and 3 kWh/m2. All but six of the
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households consumed less energy over the three month period
compared to the DEAP estimates. Overall, while the total gas
demand during March, April and May dropped by 118 kWh/m2
following the retrofit, only 25% of the estimated energy savings
were achieved.
Based on the large overestimates of the theoretical energy
demand, it may be assumed that the householders were living
in very cold houses. Prior to the retrofit works, many
householders complained of heat loss, uncomfortably cool
indoor temperatures, excess drafts entering via badly sealed
windows and doors, condensation on windows and mould
growth around window framing and junctions of walls and
ceilings. However, the average 24hr temperature profiles of the
households included in this study suggest many householders
were living in what many perceive to be appropriate indoor
temperatures.
For this group of households, the kitchen is considered the
living area. 11 of the 16 households had temperature data
available for the living area. Figure 1 and Figure 2 give the preretrofit average 24hr temperature profiles of the living area and
rest of the dwelling of the households during March.
DEAP assumes the space heating operates from 7am to 9am
and 5pm to 11pm and the required internal temperatures during
the heating periods are 21°C for the living area and 18°C for
the rest of the dwelling. These periods and temperatures are
highlighted in Figure 1 and Figure 2.

Hour
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Figure 1. Pre-retrofit measured average 24hr living area
temperature profile of the 11 households during March (red line
indicates the default average temperature assumed in DEAP).

Hour

Figure 2. Pre-retrofit measured average 24hr rest of the
dwelling temperature profile of the 16 households during
March (red line indicates the default average temperature
assumed in DEAP).
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While all but four of the households have temperatures below
the 21°C level assumed by DEAP in the living area during the
heating periods, all but five of the households have
temperatures above 18°C in the rest of the dwelling during the
heating hours. During the three month pre-retrofit period, the
11 households with temperature data available in the living area
had an average temperature of 20.0°C during the heating hour
periods assumed in DEAP. Following the retrofit, the average
temperature in the living area of the 11 households increased to
20.6°C. For the rest of the dwelling, the average temperature
increased by 0.9°C to 20.3°C following the retrofit. Based on
the sample of houses, assuming a temperature differential of
3°C between the living area and the rest of the dwelling during
heating hours is not representative of temperatures in actual
buildings.
The energy performance gap (EPG) is a metric used when
comparing the actual energy consumption of a building as a
proportion of the theoretical energy demand [33]. Table 2 gives
the pre-retrofit EPG of each of the 16 households included in
the study for March, April and May. Also included in Table 2
is the average (Avg.) and coefficient of variation (V). The case
study numbers are the numbers applied to the case study houses
in [26]. A negative EPG means the household consumed less
energy than theoretically expected. Table 2 also includes the
temperature performance gap (TPG). DEAP estimates the
average indoor temperature of a building to calculate the rate
of heat loss, Q, for a given period of time. The TPG compares
the actual average temperature of a building as a proportion of
the theoretical average temperature. The results of Table 2
show that even when the theoretical average temperatures were
similar to the actual average temperatures, households still had
significant EPGs. TPGs of ± 5% across the three months had
corresponding EPGs of -67% on average.
Overall, theoretical energy demand was overestimated and
theoretical average temperatures were underestimated.
Households had an average EPG across the three months of 53% with a TPG of 7%. Following the retrofit, the average TPG
increased, while the EPG decreased. Households had an
average EPG of -18% post-retrofit and an average TPG of 15%.
Based on Eq.1, factors impacting the energy demand for
space heating are the efficiency of the heating system, the
useful energy gains, the floor area and the rate of heat loss, Q.
The rate of heat loss, Q, is impacted by the heat loss coefficient
(HLC) and the differential between the indoor and external
temperature. Assuming the useful energy gains, heating system
efficiency, monitored average indoor temperatures, external
temperature data from Dublin Airport and steady state formulae
are accurate, the HLC values required for the households to
demand the actual energy consumption were estimated. The
average, minimum and maximum estimated pre- and postretrofit HLC for Mar, Apr and May are given Table 3 and Table
4. The theoretical HLC values, which are the sum of the fabric
and ventilation heat loss of a building and remain constant, are
also given.
As can be seen in Table 3 and Table 4, the average theoretical
HLC values are higher pre- and post-retrofit. The estimated
average HLC values for the month of May are lowest pre- and
post-retrofit. The lower estimated HLC values for the May
period may partially be explained by the fact that in the
estimation of the HLC, it is assumed that heating occurs every
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day during the May period. In reality, this may not have
occurred as May is the final month of the Irish heating season.
Therefore, assuming a higher number of days where heating
occurred resulted in a lower HLC.
Table 2. Pre-retrofit energy performance gap (EPG) and
temperature performance gap (TPG) of households for March,
April and May.
Case
1
4
5
6
7
8
10
11
13
14
15
16
17
19
22
23
Avg.
V

Mar
-74
-53
-58
-62
-35
-35
-20
-18
-68
-74
-49
-51
-83
-73
-66
4
-51
-0.5

EPG (%)
Apr
May
-60
-81
-35
-69
-58
-69
-52
-83
-30
-76
-51
-67
-17
-46
4
-32
-66
-91
-70
-71
-47
-61
-31
-37
-78
-79
-55
-86
-58
-76
20
-7
-43
-64
-0.6
-0.4

Mar
3
18
1
3
14
14
22
20
1
-4
-3
8
-14
1
0
16
6
1.6

TPG (%)
Apr May
9
11
12
10
4
2
5
6
14
12
12
7
24
20
17
15
2
1
1
0
3
2
10
11
-6
-3
-1
3
1
1
15
17
8
7
1.0 0.9

Table 3. Average, minimum and maximum theoretical and
estimated HLC values (W/K) pre-retrofit
Theoretical
Avg.
Min.
Max.

196
177
207

Estimated
Mar Apr
99
111
65
81
165 181

May
75
45
133

Table 4. Average, minimum and maximum theoretical and
estimated HLC values (W/K) post-retrofit
Theoretical
Avg.
Min.
Max.

151
134
167

Estimated
Mar Apr
92
82
61
62
125 108

May
63
42
79

The average theoretical HLC reduced by 45 W/K following
the retrofit. The average estimated HLC reduced by 7 W/K to
29 W/K depending on the month following the retrofit, which
suggests that the building fabric improvements were not as
effective as theoretically expected. This supports the findings
of Byrne et. al [21] who found that improvement in the thermal
resistance of the ceiling and wall building elements of a
detached house in Ireland following a retrofit were 75% and
60% lower than expected.
Additionally, the differences between the theoretical and
estimated HLC values ranged from 85 W/K to 121 W/K preretrofit and 59 W/K to 88 W/K post-retrofit. While the
differences between the theoretical and estimated HLC values
may not be as high as the results suggest due to the assumptions
made in their calculation, it is expected that the theoretical HLC

values are overestimated to some degree. Theoretical HLC
values are expected to be overestimated as of the 48 EPG and
corresponding TPG values given in Table 2, 38 overestimated
the energy demand while also underestimating the average
indoor temperature. Thus, in 38 instances, households were
achieving higher indoor temperatures using less gas than
theoretically expected. Post retrofit, in 32 instances, households
were achieving higher indoor temperatures using less gas than
theoretically expected.
4

CONCLUSION

This paper presents differences between the theoretical and
actual energy demand and average temperatures of 16
households pre- and post-retrofit. The theoretical energy
demand and average temperature values were calculated using
the steady state formulae used in DEAP. DEAP is the standard
assessment procedure for producing energy performance
certificates for residential buildings in Ireland.
Energy performance certificates are seen as a tool for
providing clear and reliable information to homeowners and
tenants to compare and assess the energy performance of
buildings [34], encourage owners to invest in improving the
energy efficiency of the building through the provision of cost
effect retrofit measures [34] and assist governments in
developing policies to achieve national energy reduction targets
in the building sector [35].
However, based on the findings of this paper and the other
studies examining the accuracy of energy demand predictions
using steady/quasi steady state formulae discussed in Section
1, energy demand predictions using steady/quasi steady state
formulae should be met with some pessimism.
For the 16 households examined in this paper, theoretical
energy demand was overestimated and theoretical average
temperatures were underestimated. Households had an average
EPG across the three months of -53% with a TPG of 7%.
Following the retrofit, the average TPG increased, while the
EPG decreased. Households had an average EPG of -18% postretrofit and an average TPG of 15%. Overall, while the annual
gas usage demand dropped by 118kWh/m2 following the
retrofit, only 25% of the estimated energy savings were
achieved. The high number of instances where households were
achieving higher indoor temperatures using less gas than
theoretically expected suggests the HLC of the building was
overestimated. In calculating the theoretical HLC in this paper,
default U-values for the ground floor from DEAP had to be
assumed pre- and post-retrofit as no other information was
available. Furthermore, default U-values had to be used for the
windows and doors pre-retrofit in addition to the structural airtightness of buildings.
Ahern et al. [36] argued for default U-values to be updated as
the pessimistic default values are higher than the performance
in reality. This is leading to inaccurate modelling of energy
demand in residential buildings which in turn is causing
homeowners to be misinformed on the energy demand of their
home and the potential impact of investing in energy efficiency
retrofits. Byrne et. al [21] found that improvement in the
thermal resistance of the ceiling and wall building elements
following a retrofit were lower than expected despite not using
default U-values from DEAP. Further study is required to
assess the thermal performance of building elements and
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infiltration rates and their role in causing the energy
performance gap between theoretical and actual energy
demand.
Finally, based on the sample of houses in this study, the
DEAP assumption of a 3°C temperature differential between
the living area and the rest of the dwelling during heating hours
is not representative of temperatures in actual buildings.
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ABSTRACT: Many of our traditional buildings are disappearing or in danger of being underutilised because they are not
comfortable with modern-day living and do not meet our present-day needs. If a building does not have a use, inevitably it
deteriorates and eventually becomes a ruin or gets demolished. It is essential to retrofit these buildings, which are part of our
identity and can be compelling tourist attractions, even though most of them are not listed. Some owners want to apply for
retrofitting schemes and grants, but they are discarded as candidates because there are no standard solutions to achieve low levels
of consumption in these kinds of buildings. Besides, most of these buildings are built with traditional techniques such as local
stone, historic brick, earth/mud walls, traditional plasters, and mortars. This project defines the mains challenges to retrofitting
traditional fabric buildings. It plans a strategy using energy simulations tools, knowledge in nearly zero energy building (NZEB)
retrofitting and restoration of heritage to help the market to retrofit these buildings without prejudice to the historical values and
characteristics of the building. To approach this, we first defined what a traditional fabric building is and the building regulations
framework regarding energy retrofit in these kinds of buildings. Establishing a comparison between the behaviour of regular
buildings and those with traditional fabric walls, we explained how to perform analysis of these buildings in the Dwelling Energy
Assessment Procedure (DEAP). Then, recommendations for design solutions to achieve NZEB standard are presented, which
preserve and enhance the historical value of these buildings. The main findings in this research are that it is possible to retrofit
buildings of historical importance with existing products in the Irish market.
KEYWORDS: NZEB, energy efficiency, traditional fabrics, energy retrofit, heritage.
1

INTRODUCTION

According to the 2016 census [1], residential buildings built
in Ireland before 1919 represent at least 8 % of the total
residential building stock, which rises to 15 % when we include
residential buildings built up to the year 1946. From CSO
census data, it can be seen that more than 13,000 buildings built
before 1919 were lost in the ten years from 2006 to 2016, which
represents more than 8% of the total stock from that era (Table
1). These figures reflect only occupied buildings, so the number
is probably higher.
Table 1. Private households in Ireland by the period in which
they were built, as a report from various Census data [1][2]
All private
households
All years
Before 1919

2006

2011

2016

1,462,296
154,352

1,649,408
149,939

1,697,665
141,200

Historic buildings are not only an essential part of our
culture; in the words of an expert group on cultural heritage in
the EU [3], “the evidence demonstrates that relatively modest
investment in cultural heritage can pay substantial dividends.
These can be taken economically but also in terms of improving
environmental sustainability and social cohesion”, and for that
reason, it was included under the Horizon 2020 Work
Programme 2014 for the Societal Challenge ‘Climate action,
environment, resource efficiency and raw materials’.
Retrofitting these kinds of buildings not only benefits the
occupants in terms of comfort and increase asset value but also

to the community as an essential attraction from a tourism point
of view and the hospitality industry. Furthermore, of course, it
contributes to the reduction in energy demand and CO2
emissions.
What is a traditional or historic fabric?
According to the description by Arnold [4], traditional
buildings include those built with solid masonry walls of brick
and/or stone, often with a render finish, with single-glazed
timber or metal windows and a timber-framed roof; usually
clad with slate, but often with tiles, copper or lead. These were
the dominant forms of building construction from medieval
times until the second quarter of the twentieth century. Many
traditionally built buildings are protected structures under the
Planning and Development Acts[5] and, therefore, are
identified as being of particular interest. However, many other
traditionally built buildings do not have statutory protection,
but may nonetheless be worthy of care in their repair and
enhancement for contemporary living.
As a summary, the historic traditional fabric is defined here
as a masonry wall of stone, brick, earth/mud walls, traditional
plasters and mortars built without cavity before 1945. The
“historic” is the technique. For that reason, a building with a
historic fabric may or may not be protected under the Planning
and Development Acts.
Building regulations framework
In can be seen in Figure 1 that a dwelling with a traditional
fabric that receives a deep retrofit is not obligated to comply
with heritage regulations [5] if it is not listed, but must comply
with Part L [6] of Irish building regulations and be assessed
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with a Building Energy Rating (BER). On the other hand, if the
building is listed, it is mandatory to comply with the heritage
regulations, but it is not mandatory to comply with Part L [6]
of Irish building regulations.

and thermal conductivity of 0.040 W/mK for the DEAP
assessment.
Table 2. U-values of the different envelope elements in the
two cases of study
Area
(m2)

Walls baseline
Walls + cork 100mm
Floor
Roof
Windows
Doors

102.67
102.67
41.04
38.15
12.9
2

Type 1
Concrete block
U-value
(W/m2K)
1.53
0.31
0.47
0.273
1.34
1.719

Type 2
Sandstone
U-value
(W/m2K)
2.1
0.33
0.47
0.273
1.34
1.719

Table 3. Principal features of the case of study
Feature
Total floor area [m2]
Dwelling volume [m3]
Ventilation method
Air permeability test in m3/hr/m2 (q50).
Effective air change rate [ac/h]
Type of Heating System
The efficiency of the primary heating system [%]

Figure 1. Compliance according to kind of building.
These situations have both advantages and disadvantages. In
the latter case (listed), it is necessary to get approval from the
heritage commission to go ahead with retrofitting; however, it
is not necessary to complete the Domestic Energy Assessment
Procedure (DEAP) to obtain a BER, so it is possible to use
products that are not approved by the National Standards
Authority of Ireland (NSAI). In the former case (not listed), it
is a considerable benefit not to need to comply with heritage
regulations when applying retrofitting solutions, but the
principal problem is that this building must comply with the
building regulations similar to a standard building. However,
the characteristic of the fabric and the appropriate solutions are
not the same, since there is a dearth of breathable products on
the NSAI register. Besides, if we want to achieve the nearly
zero energy building standard, we need to assess the BER by
using DEAP.
This research aims to explain, in a general way, how a
traditional or historic fabric building works, how we need to
assess the BER to retrofit these buildings and gives some
recommendations.
2

MATERIALS AND METHODS

Concerning building standards and guidelines, the behaviour
of historic fabric of buildings is discussed in Section 3.
Building physics and hygrothermal behaviour are considered
by utilising case studies. The most critical challenges to
perform condensation risk simulations of this kind of buildings
are highlighted. In Section 4, a hypothetical case of study is
used as an example of how to assess the BER using DEAP.
Finally, some recommendations for specifying retrofitting
solutions for traditional fabrics are given in Section 5.
As an illustrative propose, a hypothetical case study is used
to help clarify the concepts developed in this work through the
use of simulations. This case study has two variants – one of
them is an actual end-terrace house located in Dublin city with
hollow concrete blocks walls and the second variant is the same
house, but with stone walls. Both of them are assumed to have
the same features in terms of occupancy, schedules, windows,
floors, roof, orientation and different wall U-values (Table 2).
The principal features of the case of the study are gathered in
Table 3.
We are going to consider that we upgrade the walls with a
corkboard external insulation solutions of 100 mm of thickness
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Value
74
187
Natural ventilation
7.277
0.74
Central boiler
90.3

To evaluate the condensation analysis, we are going to use
BuildDesk U version 3.4[7], the Type 2 case in this study and
the insulation solutions in Table 4. The Welsh School of
Architecture has independently reviewed BuildDesk U 3.4,
Cardiff University as part of a European-funded project –
Delivering Low Carbon Buildings Cymru.
Table 4. Insulation solutions features

3

Insulation

Thickness(mm)

Thermal conductivity(W/mK)

EPS
Mineral wool
Cork

100

0.040

HISTORIC FABRIC BEHAVIOUR

It is essential to understand the behaviour of the building
from a holistic point of view. Historic buildings were designed
to keep a balance, which means that all the elements have a
function, and there is typically a connection between them. For
example, to design solutions in a traditional building,
regardless of whether it is protected or not, one of the most
important things to consider is that solid masonry walls rely on
their thickness to cope with atmospheric moisture, being
sufficiently thick to ensure that drying takes place before
moisture from rainwater passed through the wall to cause damp
on the inner face. The breathable lime plaster allows the
moisture in the walls to dry out to the external and internal air
[4]. Because of this, breathable solutions are mandatory to
ensure that the behaviour of the fabric is going to continue to
perform in this way. However, also elements such as chimneys
were linked with these effects, being ventilation elements, as
well as heating the indoor space.
The thermal mass and traditional buildings
Thermal mass property is the ability to absorb, store and then
release the heat with a determinate delay. If this thermal mass
is high, the delay is higher too. Some retrofitting guides
regarding historic buildings mark the importance of this
characteristic, such as the Cornwall Council in the UK [8] that
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said that older buildings could save energy costs by absorbing
and storing heat from solar gains and internal appliances and
releasing it at a later stage. That will happen quicker with well
insulated with lightweight materials compared to dense
masonry walls.
The Irish guide for energy efficiency in traditional
buildings[9] explains that a massive masonry wall and a wellinsulated lightweight structure with the same U-value (rate of
heat loss) have very different responses to internal space
heating. It may well be suitable that a building should respond
quickly to heat or cold, but in general, it is accepted that for
traditional buildings, high thermal mass and relatively slow
response time are advantageous. The thermal inertia is linked
with the thermal delay (or lag) and temperature range
reduction.

reasons, a calculation with a transient hygrothermal
performance analysis by numerical simulation, instead of the
steady-state condensation risk analysis by Glaser method,
could be the most recommendable.
If we try to perform this analysis in software like WUFI[11],
which is one of the most tested and reliable, we find some
critical difficulties. The most important one is that we do not
have traditional Irish materials tested in a laboratory to include
in the software. To use materials from other countries, we do
not have warranties that the calculations are correct. If in our
case study, there is possible to test the materials of the building,
then this is the preferred method.

Condensation risk and simulation methods.
One aspect to take into account when we chose a retrofitting
solution is condensation risk, which is not considered in the
DEAP tool but included in the regulations is the condensation
risk.
Appendix B of Part L of building regulations [6] establishes
that condensation in buildings occurs whenever warm moist air
meets surfaces that are at or below the dew point of that air.
There are two main types: surface condensation and interstitial
condensation. This document recommends assessing the
likelihood of surface and interstitial condensation of a
construction detail under IS EN ISO 13788:2012[14]. This
standard contains recommended procedures for the assessment
of the risk of (i) surface condensation and mould growth and
(ii) interstitial condensation. Besides, reference is made to BR
497[15] for conventions for calculating linear thermal
transmittance and temperature factors according to ISO
13788:2012.
These calculations were performed with BuildDesk 3.4 in the
case of study type 2 (stone) for six cases (Figure 2): a stone wall
with (a) 100 mm of external cork insulation, (b) 100 mm
internal cork insulation, (c) 100 mm EPS external insulation,
(d) 100 mm EPS internal insulation, (e) 100 mm rock wool
external insulation and (f) 100 mm rock wool external
insulation. All the insulation boards have the same thermal
conductivity of 0.040 W/mK. Figure 2 shows the Glaser test to
indicate top surface condensation, mould growth and bottom
interstitial condensation. We can see that in all cases, the
condensation surface and mould growth is not a problem, but
interstitial condensation is a problem when the insulation is
added to the interior of the walls. It is also possible to use BR
497 to calculate this in possible thermal points such as
windows, corners, intersections with ground floor and ceilings.
Appendix B also includes that IS EN 15026:2007[10] can be
used to assess the risk of surface and interstitial condensation
and mould growth. The transient models covered in this
standard take account of heat and moisture storage, latent heat
effects, and liquid and convective transport under realistic
boundary and initial conditions. Reviewing the limitations of
EN ISO13788:2012, we can see that it provides a more robust
analysis of some structures than others. The results will be more
reliable for lightweight, airtight structures that do not contain
materials that store large amounts of water. They will be less
reliable for other structures such as traditional fabrics that use
their large thickness to not only store energy but also store
moisture from the rain and the interior of the building. For these

Figure 2. Glaser test results performed for the six examples in
December for the Dublin location depending on the insulation
position.
4

BUILDING ENERGY RATING

Domestic Energy Assessment Procedure (DEAP) is
Ireland’s official method for calculating and rating the energy
performance of dwellings. If we want to perform a retrofitting,
it is mandatory to do this assessment to get the Building Energy
Rating (BER) of the building. For existing buildings, where
major renovation is carried out, a primary energy performance
of less than 125 kWh/m2/yr (B2 BER) when calculated using
DEAP typically activated is required under the following
circumstances, where the work affects more significant than
25% surface area of the existing dwelling: external wall
renovation (external or internal insulation), external wall and
window renovation, external wall and roof renovation, external
wall and floor renovation or new extension [6]. In comparison,
for all new builds, Nearly Zero Energy Building (NZEB) is
equivalent to a 25% improvement in energy performance on the
2011 Building Regulations (that is approximately less than 50
kWh/m2/yr) [6]. As mentioned before, if a building is
protected, it is exempt from needing a BER, but if a traditional
fabric is not protected, it must comply with the Part L
requirements of the Building Regulations [6].
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The first step is to perform the certificate via DEAP software.
Considering the example two cases of the study explain in
subsection 2.1, the steps in DEAP are not very different for
incorporating external cork insulation outside for both wall
types. The 'dimensions' tab, windows (you can consider
changing the shading for overhangs if it is applicable), light,
ventilation and hot water are the same.
Also, the ‘Fabric’ tab, the U-value and the area of the fabric
are the same because DEAP considers internal measures.
Nevertheless, there is a principal difference here when
including the U-value, as two principal values are required for
the U-value from the former wall and the transmittance from
the insulation (in this example, it is corkboard). There are three
options to include the total U-value: (i) defaults, (ii) certificate
agrément NSAI [12], and (iii) other certificates.
(i) Defaults values: this means the values included in Table S3
in DEAP manual [13] for existing dwellings by year of
construction. In the example in this paper, the value for
stone buildings built before 1977 is equal to 2.1 W/m2K. If
we consider that the two dwellings were built before this
date, the concrete block with drylining plasterboard is 1.53
W/m2K.
Sustainable Energy Authority of Ireland (SEAI) in a
consultation done with the motive of this paper said:
"Regarding U-Value calculations on existing walls instead
of using Defaults as listed in Table 3B for example. Yes,
this can be acceptable if this can be fully substantiated, i.e.
by an architect or equivalent engineer in a signed detailed
report. The adjusted U-Value calculation must also be fully
compliant if requested from SEAI or if the BER Cert is
selected for audit. Note depending on the thermal
conductivity of the actual product combined with the
thickness of the actual existing wall no guarantee that the
adjusted U-Value calculation would be less than
2.1Wm2k”. Table 3B must be Table S3B because there is
no Table 3B in the DEAP manual.
(ii) Considering that traditional fabrics in most of the cases are
old, were fixed with different materials and mainly
handmade, this option is not possible. These fabrics are not
a standard system or material so that the thickness could be
variable in the same wall. For the insulation material, the
product must accredited test data. When using certified data
to determine thermal properties of building elements,
acceptable data is available on Agrément Certificates from
the NSAI or equivalent. In the case presented in this paper,
this product is a CE marked material but is not included in
the NSAI register.
(iii)
Other certificates: This option is possible for
insulation materials, where values determined following the
appropriate harmonised European standard should be used.
That complies of [13][14]:
a. Test certificates must relate to the actual product in
question.
b. Installation instructions in the test certificate on which
the stated performance depends must be adhered to.
c. Test certificates must be in English or be accompanied
by a certified English translation. The translation can be
from the accredited test house or a professional
translator listed by the Irish Translators and Interpreters
Association or international equivalent.
d. The relevant test performance standard must be stated
on the test certificate.
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e. The test laboratory must be accredited to test to the
relevant standard.
f. Performance data on “CE marked” literature is
acceptable provided that the literature refers to the
relevant test performance standard.
g. A Declaration of Performance (DoP) as used for CE
marked products is acceptable for DEAP assessments,
provided the requirements included in [13] are met.
h. Self-declaration literature from a manufacturer
referencing the Ecodesign directive, efficiency and
relevant test performance standard where applicable in
the DEAP guidance.
In cases where there is any doubt, the test certificate should
be sent to the BER helpdesk for clarification. The BER
Assessor’s Code of Practice details the type of data which must
be collected and retained for BER assessments. Consequently,
in the case study presented here, in theory with a marked CE in
English must be sufficient, but this should be checked with the
BER helpdesk.
With traditional fabrics, in most of the cases option (iii) is the
most relevant, as currently there are not many products in NSAI
that are breathable, which can be used for upgrading traditional
fabrics. The answer from the BER helpdesk takes time, so
sometimes the contractor prefers to avoid this step and search
for another product with the NSAI certificate. Furthermore,
when the building is applying for a retrofit grant, such as
through the Better Energy Homes scheme [15], the installers
must be included in the ‘NSAI Agrément Approval Scheme for
Installers”[16], and they are obliged that all products used on a
project must be listed on the certificate for the system being
installed on that project. Use of products that do not appear on
that particular certificate (e.g. brick slips, insulated/GRC
oversills, dash) is not acceptable, which will void the warranty
and may also result in the homeowner not receiving the full
grant payment [17].
As a result, the inclusion of the U-values in the fabric tab in
the DEAP software is not something trivial. In the case study
presented here, there are two options. In the case of the block
concrete walls, we can opt to choose another material that has
an Agrément Certificate from the NSAI (or equivalent) or
follow the option (iii) and consult with the help desk. In the
case of the stone wall, there is minimal choice but to make the
consultancy (option iii). If we have permission from the DEAP
helpdesk and we decide to include the value of the cork
insulation, the final U-values are 0.33 W/m2K (stone) and 0.32
W/m2K (concrete block).
The next step is the ‘Heat Use’ tab in the DEAP software. In
this section, all parameters remain the same except for the
internal heat capacity. It is necessary to determine the thermal
mass category following the process described in DEAP
manual Appendix S10[13]; that is chosen from the five
categories of the low, medium-low, medium, medium-high and
high. To know the category of our building, we need to select
the mass category of the elements of the house from Table 11a
in the DEAP manual (See Table 5). The case of study 2
(highlight in green in Table 4) corresponds with “masonry
externally insulated with dense plaster equivalent”, which is
equivalent to the “Heavy” category. The case of study 1
(highlighted in orange in Table 4) is “masonry externally
insulated wall with plasterboard on dabs”, which falls into the
medium thermal mass category. The rest of the elements (in
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grey) to be considered are a ground floor, separating walls and
internal partitions, which are the same in both buildings.
Then to assess the thermal mass category for the entire
building, we need to check Table S10 of the DEAP manual. We
can see in Table 6; the result is a medium-low thermal mass
category for the house with the concrete block (yellow) and a
medium thermal mass category for the house built in stone
(green).
The rest of the tabs in DEAP are filled following the steps
outlined in the DEAP manual. The results are included in Table
7. We can see how the building with traditional stone fabric,
although the results do not differ much from concrete block
buildings, performs worse in DEAP.
Table 5. Mass elements outlined in Table11a DEAP manual.
Element type
Ground floor
Ground floor
Ground floor
Ground floor
Ground floor
Ground floor
External wall
External wall
External wall
External wall
External wall
External wall
External wall
External wall
Separating wall
Separating wall
Separating wall
Internal partition
Internal partition
Internal partition

Description
Suspended timber floor
Solid floor
Suspended steel frame floor
Suspended beam and block floor
Suspended concrete beam floor
Suspended concrete plank floor
Timber/steel frame
Masonry cavity fill with plasterboard on
dabs
Masonry externally insulated with
plasterboard on dabs
Masonry internally insulated
Masonry cavity fill with dense plaster
Masonry externally insulated with dense
plaster
Curtain walling
Aerated concrete blockwork with
plasterboard on dabs
Masonry with plasterboard on dabs
Masonry with dense plaster
Timber/steel frame
Plasterboard on timber/steel stud
Masonry with plasterboard on dabs
Masonry with dense plaster

Mass
Light
Medium
Light
Medium
Medium
Medium
Light
Medium
Medium
Light
Heavy
Heavy
Light
Light

Table 6. Thermal mass category defaults extract for the cases
of study from Table S10 of the DEAP manual
Number of light elements
Number of medium elements
Number of heavy elements
Thermal Mass Category

Medium
Heavy
Light
Light
Medium
Heavy

DESIGN RETROFITTING SOLUTIONS

According to the information exposed in the previous
sections to select a suitable insulation solution for a traditional
fabric, we need to take into account several aspects.
There exists a lack of available laboratory test data for Irish
traditional materials and fabrics that we can use as default
values. Reasons for this include that each traditional building is
handmade without a standard procedure and because not all
stones, as an example, have the same characteristics. The best
option in this cases is to test the materials, but in the majority
of the cases, such as for small dwellings, the testing possibility
is discarded, so we propose a simple approach to choose
suitable solutions in retrofitting of traditional fabric buildings.
The first step is to define if we want the building to work as
an "open-cell" construction or a "close cell" structure. An open
cell fabric works like a sponge. The wall absorbs the moisture
from the outside (e.g. from rain), inside (e.g. from cooking,
breathing or baths) and/or from the ground. This kind of
construction is defined as breathable, and it does not need to

Type 1
1
3
0
Medium-low

Type 2
1
2
1
Medium

Table 7. DEAP results for the two cases of study.
U-value walls
Heat loss coefficient [W/K]
Heat Use (gas consumption) kWh/year
heating season
Primary energy per m2
BER

Case 1
0.32
158
5048

Case 2
0.33
159
5223

123
B2

126
B3

The second option is the “close cell” fabric, which is most
similar to current construction details. In this strategy, the
building is protected from the internal and external sources of
moisture by adding layers that prevent water from getting
inside the wall. One of the main problems in the use of this
strategy in historic fabrics is that it is challenging to guarantee
that moisture will not go inside walls, such for example by
capillarity from the ground floor.
Table 8. Examples of materials characteristics from the WUFI
material database.
Material

In summary, we can see that the DEAP gives us similar
values for both cases. However, the significant difficulty is the
U-value assessment of the baseline elements and to have a
retrofit solution that complies with the requirements of SEAI.
5

have impermeable layers to protect them; the building is a selfregulating body if it is well built.

Lime+
Gypsum
Stucco
Sandstone
cork board
Isover Vario
EPS
Cellulose
Mineral wool
PUR open
PUR closed

Bulk
density
(kg/m3)

Porosity
[0-1]
(-)

Specific
Heat
capacity
(J/kg K)

Thermal
conductivity
(W/mK)

Water
vapour
diffusion
 (-)

1571

0.39

850

0.82

9.61

1600
2120
143
83
14.8
55
65
7.5
39

0.3
0.17
0.22
0.12
0.99
0.93
0.95
0.99
0.99

850
850
1900
1800
1470
2544
850
1470
1470

0.7
1.6
0.0471
1
0.036
0.0357
0.032
0.037
0.025

7
33
28.3
4000
73.01
2
1.1
2.38
88.93

The second step is to look for the most suitable materials. We
can use the materials included in Table 8 as an example. The
materials with the capacity to store heat have a high bulk
density typically, whereas the insulation used typically has low
bulk density. Another valuable property is porosity, which is
the measure of the voids in the material, where a value of zero
indices all void whereas a value of unity indicates that there are
no voids in the material. Porosity is very high in insulation
materials such as PUR, EPS and mineral wool, but not in cork
insulation panel. That indicates that corkboard can store more
water than some other insulation products. Thermal
conductivity is the ability of the material to conduct the heat,
so for insulation, a lower value is always better. The water
vapour diffusion resistance (µ) [18] is a measure of resistivity
as a ratio of the resistivity of still air. It is a relative quantity
and, hence, is expressed as just a number with no units. That is
a property of the bulk material and is not dependent upon size,
thickness or shape: the lower the µ value, the more 'breathable'
the material.
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According to the guide published by Historic England [19],
if we follow an “open-cell” strategy, the insulation and
protective finish installed externally must have low vapour
resistance to retain the necessary 'breathability', and allow
moisture to evaporate away harmlessly. A useful rule of thumb
is that all layers of an insulated solid wall should become
progressively more permeable from the interior to the exterior.
While it is vital to protect external insulation from rain, this
should not be done in any way that will trap moisture from
within the fabric or from the ground within the solid wall
material.
For an “open-cell” strategy, insulation materials such as cork,
cellulose, mineral wool and PUR could be suitable. PUR has an
open-cell has lower water vapour diffusion resistance of
sandstone, so in theory, it could be suitable. Choosing a
material only for thermal conductivity or the water vapour
diffusion resistance properties could be an error. We must take
into account other issues such as the reversibility of the
solution, the compatibility of the material, avoid toxic
materials, embodied carbon emissions, building regulations,
forbidden materials, inter alia.
Another critical point is that adding the material outside to a
wall is typically useful for avoiding thermal bridging and
condensation, which could be a great ally to improve the energy
consumption if a dwelling is regularly occupied. For
discontinuous occupation or seasonal periods, adding the
internal insulation could be beneficial. Thus, occupancy
profiles should be considered when determining design
solutions.
6

[3]

[4]

[5]
[6]

[7]
[8]
[9]
[10]

CONCLUSION

In this research, the principal challenges that can be found
in retrofitting a traditional fabric building to be an NZEB are
discussed. Some of them require testing of existing buildings to
fill the dearth of reliable information to assess suitable U-values
for traditional stone walls and for performing transient
hygrothermal performance simulations. It is necessary to
understand the behaviour of older buildings before selecting an
intervention strategy and select insulation materials to retrofit
these buildings that will maintain the breathability of their walls
and the high thermal capacity contributing to stopping the trend
of the demise of them in last years. It is time to include them in
the retrofitting plans in urban and rural areas. They form part
of the opportunity to cut emissions, achieve energy efficiencies
and to have a positive impact on the economy and our heritage.
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ABSTRACT: In line with the Energy Performance of Buildings Directive, Irish dwellings are being retrofit to near Zero Energy
Building (nZEB) standards - with a number of the deep energy retrofits classified as A-rated. As a result of the low operational
energy, the embodied energy share of an nZEB's life cycle energy is significantly increased. Therefore, to obtain a holistic picture
of the change in energy profile of buildings, the embodied energy of the material added to achieve that low performance should
also be taken into account. This paper presents results from a case study of 8 single-occupant terrace bungalows retrofit to nZEB
standard. The pre- and post-retrofit operational performance is first estimated using the Irish Dwelling Energy Assessment
Procedure (DEAP). The post-retrofit operational performance of the space heating and domestic hot water heating system is also
measured over a year. The embodied energy is estimated by way of embodied carbon/energy calculations. Monitored results of
the 8 similar buildings exhibit a wide variance of operational energy consumption while the embodied energy is (by nature of the
calculation) consistent. The average estimated primary energy requirement for the buildings was 674 kWh/(m2ᐧyear) pre-retrofit
and 38 kWh/(m2ᐧyear) post-retrofit while the average measured primary energy requirement for space heating and hot water alone
was 119 kWh/(m2ᐧyear) – ranging from 74 to 167 kWh/(m2ᐧyear) for the 8 houses. The embodied energy of the materials and
technologies used to retrofit the buildings was 676 kWh/m2. Despite the building performing worse than expected, desirable
primary energy and carbon paybacks of 2.0 and 6.1 years were achieved respectively. These positive payback periods are largely
due to the very poor operational performance of the buildings pre-retrofit.
KEY WORDS: nZEB; Operational energy; Embodied energy, Air source heat pump
1

INTRODUCTION

In an effort to reduce the carbon intensity of the built
environment, the European Parliament issued the Energy
Performance of Buildings Directive in 2010 [1], setting out
guidelines and requirements for all EU member states to
prepare their own near zero energy building (nZEB) plan.
According to the European Commission; “Nearly zero-energy
buildings (NZEB) have very high energy performance. The low
amount of operational energy that these buildings require
comes mostly from renewable sources.”. This directive allows
for flexibility, and subsequently member states define nZEB
differently; a concise summary of the different definitions has
been described by the Buildings Performance Institute Europe
(BPIE) [2].
In Ireland a Building Energy Rating (BER) is used to rate a
building’s energy performance. This includes the energy
required for space heating, domestic hot water, lighting and
ventilation and is calculated using the Dwelling Energy
Assessment Procedure (DEAP) software [3]. A BER rates the
energy performance of a building on a scale of A1 - G. An A1
rated dwelling has an energy requirement of less than 25
kWh/(m2ᐧyear) while a G rated building has an energy
performance of more than 450 kWh/(m2ᐧyear). However, the
BER does not consider the embodied resources that went into
constructing the building and only considers the use stage of a
building. A building’s life cycle, as defined in EN 15978 [4],
consists of four primary stages: the product stage, the
construction stage, the use stage and the end of life stage. The

Embodied Energy (EE) primarily relates to the product and
construction stage i.e. the energy used to produce and install the
individual products, materials and technologies used in
buildings.
In a review of a comparable sample of 39 case study
buildings, Chastas et al. [6] found that the share of Embodied
Energy (EE) in the life cycle energy of residential buildings
ranged from 6% to 20% for conventional buildings, 11% to
33% for passive houses and 74% to 100% for nZEB. This
considered only case study buildings with a 50-year life span
for analysis and studies that did not account for waste, transport
and disposal were excluded from the analysis. The authors
define low energy and Passive House as those building having
a primary energy demand less than 120 kWh/(m2ᐧyear) and
conventional buildings with a primary energy demand greater
than 120 kWh/(m2ᐧyear). The nZEBs are defined by the national
reference limit values in the reviewed studies, but it should be
noted that Passive House can be classified within the definition
of nZEB in some cases.
Ramesh et al. (2010) found that embodied energy accounted
for 10-20% of a building’s life cycle energy in a review of 73
case study buildings. 46 of the buildings assessed Ramesh et al.
(2010) are residential, which have an average embodied energy
of 32.3 kWh/(m2ᐧyear). Figure 1 presents the percentage share
of the embodied energy to life cycle energy of the case study
buildings from the study by Ramesh et al. (2010). The case
study buildings in Figure 1 are presented in order of increasing
energy consumption (i.e. Building (A) has the lowest
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operational energy consumption). But good operational energy
doesn’t necessarily have to be a result of high embodied energy.
While Building (A) in Figure 1 does have a high embodied
energy (due to the installation of the renewable energy
technologies required to achieve its net zero operational
energy), Building (B) has a low EE of 12 kWh/(m2ᐧyear) (which
did not include any renewables and was built using light
construction materials). Likewise, poor operational
performance does not mean low embodied energy – e.g.
Building (C) from Figure 1.

Finally, the embodied energy and carbon of the materials added
during the retrofit to the building are quantified using simple
cradle to gate boundary conditions for the individual materials.
The OE as per DEAP calculations include the space heating,
domestic hot water, lighting and ventilation. In this work the
space heating and hot water loads are only measured with the
LED lighting and demand control ventilation assumed to be
minimal energy contributors in comparison.
Description of scheme
The materials and technologies used in the retrofit are outlined
in Table 1. The scheme consisted of 12 terrace bungalows in
Wexford Ireland. An image of some of the homes before and
during retrofit are presented in Figure 2. An image of all 12
buildings after the completion of the retrofit works is presented
in Figure 3.
Table 1. Details of the retrofit for the 12 homes.

Figure 1. Embodied energy as a % of building lifetime energy.
Data is extracted from [7].
Chastas et al. [8] reviewed the EE for a range of different
buildings including 23 nZEBs (19 of which are defined as
Passive House). EE values ranged from 9 - 135 kWh/(m2ᐧyear)
with an average of 42 kWh/(m2ᐧyear) for the nZEB typologies.
Goggins et al. [9] investigated the life cycle environmental
performance of six case study dwellings in Ireland, which
included two nZEBs. The two nZEBs measured EE values of
19.5 and 21.2 kWh/(m2ᐧyear), making for a 33% and 31% share
of the total energy over a 60-year lifespan.
In relation to the balance between the OE savings and EE of
retrofit scenarios there is significantly less data available. In a
recent study, Hurst and Donovan [5] noted that because of the
scarcity of this data the life cycle energy savings of retrofit
scenarios are not well understood. They reference a total of 12
retrofit buildings. Asdrubali et al. [10] found that the embodied
energy invested in an nZEB retrofit was paid back in 6.6 and
6.9 years and the embodied carbon in 5.9 and 6.5 years for two
case study buildings. Moran et al. [11] recently published a
paper assessing different retrofit solutions for the Irish housing
stock using multiple life cycle economic and environmental
indicators. Results from the life cycle energy and carbon
analysis indicated that it would be beneficial to introduce grants
to retrofit more air source heat pumps.
This paper contributes to the scientific literature by adding a
further study focused on the balance between operational
energy savings and embodied energy of nZEB retrofits.
Specifically, it evaluates the nZEB retrofit of 8 terrace
bungalows in Ireland using estimated energy calculations preretrofit and monitored energy measurements post-retrofit.
2

METHODOLOGY

In this section, the retrofit scheme is first described. The
Operational Energy (OE) is estimated pre- and post- retrofit
using the DEAP software, it is also monitored for a full year
(April 2019 – March 2020) post-retrofit and is then discussed.
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Item
Roof
Walls
Ground
Doors
Windows
PV
HP
Lighting

Description
0.4 m Mineral wool
0.1 m EPS (Ext)
No work done
Double glazed PVC
Triple glaze low e
11.6 m2 per dwelling
4 kW split unit per dwelling
All LED lighting

Quantities [unit]
136 [m3]
34 [m3]
24 units
50 [m2]
139 [m2]
12 units
-

Figure 2. (a) Image of one block of terraces before retrofit
[Source: SEAI] and (b) image of another block of terraces
during retrofit [Source: 3CEA].

Figure 3. Panoramic Image of the 12 dwellings post-retrofit.
Operational Energy
Of the 12 homes in the scheme 8 are monitored - 4 end-terrace
and 4 mid-terrace. In order to anonymize the occupants. a
lettered labelling scheme (A to H) is used for the 8 monitored
homes.
The primary operational energy consumption is first
estimated pre- and post- retrofit using the Dwelling Energy
Assessment Procedure (DEAP) – software version 3.2.1. This
analysis was conducted by 3CEA (a project partner of
nZEB101) [12].
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In addition, the space heating and Domestic Hot Water
(DHW) demand has been monitored after the retrofit has been
completed and the homes occupied. The measured data for this
paper is based on data collected from April 2019 to March
2020.
The heat pump is a split unit with an indoor hot water
cylinder that contains a separate immersion used for top up
heating. The electricity consumption of the heat pump as well
as the immersion boost heater of each of the dwellings is
measured using Current Transformer (CT) clamps with a 0.05
– 100 Amp measurement range.
To obtain the primary energy consumption from the electrical
loads, all secondary electricity consumption data is multiplied
by a primary energy requirement factor of 1.963. To obtain the
associated CO2 equivalent emissions, a conversion factor of
436.6 gCO2/kWh was also applied. These conversion factors
are taken from the most recently published Sustainable Energy
Authority of Ireland (SEAI) energy conversion factors for
electricity [14].
Embodied Energy
Hurst and Donovan [5] note that Embodied Energy (EE)
impacts occur throughout the building’s life but that numerous
different definitions are used in the literature. Here, the
embodied energy of the product stage is only considered. The
data for transport and construction is not available and is hence
not included in the EE calculation.
The embodied energy (kWh) and carbon (kgCO2e) of the
nZEB retrofit is estimated by accumulating the EE and EC of
the various quantities listed in Table 1. A full LCA is outside
the scope of this paper and instead individual EE/EC intensity
values are taken from Environmental Product Declarations
(EPDs) where possible and from the academic literature where
an EPD does not exist. All source data references are clearly
indicated in Table 2. The results are used to provide an estimate
of the amount of energy and carbon that was required to achieve
the upgrade. Lighting and ventilation upgrades are ignored as
they are not included in the operational energy measurement.
3

RESULTS

The estimated operational energy performance is first
presented. The measured operational energy is then analysed.
And finally, the embodied energy is investigated.
Operational performance – estimated
The estimated performance pre- and post- retrofit is presented
in Figure 4 for the space heating as per the DEAP calculations.
The predicted space heating after retrofit ranged from 13 - 23
kWh/(m2ᐧyear), multiple times less than before (225 – 690
kWh/(m2ᐧyear)). It is interesting to note the high energy loads
before retrofitting due to poor technical characteristics of the
building (i.e. high fabric U-values, inefficient boilers and poor
air tightness before retrofit).
Using the same DEAP software, the average total regulated
load (space heating, hot water, lighting and ventilation) after
retrofit was estimated to be 38 kWh/(m2ᐧyear) – indicating a
BER of A2. Before retrofitting the same average total load was
estimated to be 674 kWh/(m2ᐧyear) – indicating a BER of G.

Figure 4. Primary energy requirement for space heating before
and after retrofit.
As no solar contribution measurements are made at this site,
an estimate is required. Using the EU’s PVGIS tool [15] and
taking account of orientation and inclination, it is estimated that
the average 1.7 kW solar array generates 1400 kwh per year or 45 kWh per m2 of the building’s floor area per year. The
individual monthly contributions are presented in Figure 5.

Figure 5. Monthly average energy contribution from each
1.7kW solar array – as per PVGIS calculations [15].
Operational performance - measured
An overview of the measured monthly energy consumption is
presented in Figure 6. The median value for each month is
emphasised by a larger circle in the figure, displaying an
obvious trend of greater energy consumption in the winter
months – as expected.
The immersion has a greater energy load in the summer. This
is more apparent in Figure 7 where the average energy
consumption per m2 for a given month of the eight homes is
compared. The heat pump used in each of the homes is a split
system with a hot water storage tank that includes a separate
immersion booster heater. Thus, if the HP is not operating in
the summer months less energy is supplied to the tank and a
greater boost would be required to achieve adequate tank
temperature for domestic hot water applications. Detailed
analysis of the heat pump system is subject to ongoing research
by the nZEB101 project.
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interesting to note that although more roof insulation overall
was used than wall insulation (11.3 m3 vs 2.8 m3 per dwelling),
the embodied energy and carbon of the wall is more impactful.
This is because of the mineral wool used in the roof has a much
lower EE and EC per m3 than expanded polystyrene insulation
used in the wall. For the mineral wool the EE = 108 kWh/m3
and EC = 16 kgCO2e/m3 whereas the expanded polystyrene has
an EE and EC of 576 kWh/m3 and 87 kgCO2e/m3 respectively.
A summary of the breakdown of the EE and EC per m2 of floor
area is illustrated in Figure 10.

Figure 6. Breakdown of space heating and immersion
consumption of the 8 homes.

Figure 8. Average combined space heating and hot water
consumption per m2 and estimated solar contribution from each
1.7 kW PV array.

Figure 7. Average monthly energy consumption for homes A
to H.
The contribution from each of the 1.7kW PV arrays is
presented in Figure 8, along with the total measured energy
consumption for space heating and DHW – indicating a clear
mismatch between energy generated and heat required. It is
assumed that the full generation from the PV is contributed to
the heat pump and immersion heater so that, for example, in
May through to September the primary energy factor would be
1.0 and the carbon emissions would be 0 gCO2e/kWh. In winter
however the contribution is much lower - for example in
December the PV contribution is only 9% and the associated
primary energy factor is 1.87 while the associated carbon
intensity factor would be 396 gCO2e/kWh.
The primary energy requirement of the 8 dwellings are
presented in Figure 9, grouped as mid-terrace and end-terrace.
The BER rating for the end-terrace dwellings ranged from C1
to A3 with an average BER of B3 whereas the mid-terrace all
achieved a B2 rating. This small sample set indicates a slightly
lower and more stable energy consumption in the mid-terrace
dwellings.
Embodied energy and carbon analysis
A summary of the embodied carbon and energy of the retrofit
scheme is presented in Table 2, along with references to the
source data. The results show the different contributors to the
embodied carbon and energy. In relation to the insulation it is
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Figure 9. Difference in primary energy requirement for house
A – H and their associated minimum BERs.
It is clear from Figure 10, that the renewable technologies
have a significant contribution to the embodied energy (81%)
and carbon (91%) of this particular retrofit, with the fabric part
of the upgrade having a significantly smaller environmental
impact.
4

DISCUSSION

The average primary energy requirement for the space
heating was estimated to be 453 kWh/(m2ᐧyear) pre-retrofit and
18 kWh/(m2ᐧyear) post-retrofit using the DEAP software while
the measure primary energy requirement post-retrofit was 119
kWh/(m2ᐧyear). This is significantly higher than the estimated
performance as shown in Figure 11.
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Although measured and estimated columns in Figure 11 are
not directly related (the measured data includes some
contribution to domestic hot water), it is clear (also from Figure
9) that the dwellings did not meet the target performance as per
the DEAP estimates. Estimated BER ratings of A2 were
assumed for the total regulated load (including lighting and
ventilation) yet the primary energy requirement as per the
measured space heating and hot water load indicate an average
BER of B2.

The higher than expected energy loads is due partly to the
underperformance of the heat pump. The heat pumps did not
perform as was expected from the design estimates. This is
likely due to lower-than-expected Coefficient of Performances
(COPs). A detailed investigation of the heat pump’s
performance is outside the scope of this paper but is subject to
continued research by the nZEB101 project. For context an
example of one of the heat pumps monitored daily performance
is illustrated in Figure 12.

Table 2. Total EC and EE per dwelling.
Source data
Roof

EC (kgCO2e)

EE (kWh)

EPD [16]a

182

942

a

243

1,247

16

24

Walls

EPD [17]

Doors

[18]b
a

Windows

EPD [19]

315

1,816

PV

EC [20]; EE [21]

2,888

7,726

HP

EC [22]; EE [23]

4,927

9,203

8,571

20,958

Totals
a

EPD references is from a representative product – not the exact product
used.
b
Limited data on precise type of door. This reference is for general PVC
doors.

Figure 10. a) Embodied carbon (kgCO2e) and b) embodied
energy (kWh) per m2 of building floor area used to complete
the upgrade of the 8 homes.

Figure 12. Example daily performance from one of the heat
pumps.
The Coefficient of Performance (COP) for this particular day
is 2.3 – calculated by dividing the heat output by the electrical
input for that day. This is considerably less than what is
typically assumed. Using a typically assumed COP of 4.5 in the
DEAP software would yield space heating primary energy
loads much better than what would be achieved in reality. This
is one likely explanation for the difference between estimated
and actual performance.
Despite the buildings not meeting their targets, when the
savings on energy are compared to the embodied energy of the
upgrade, favourable paybacks are observed (Table 3).
Considering the average savings on space heating alone, a
simple primary energy payback period of 1.97 years and carbon
payback period of 6.13 years is estimated. This indicates a
valuable upgrade. These favourable payback periods are
largely due to the exceptionally high energy requirement preretrofit. In the case of very poorly performing buildings
retrofits are very worthwhile in terms of energy payback.
Table 3. Average operation and embodied primary energy.
Parameter
Pre-retrofit (DEAP)
Post-retrofit
(Measured)
Embodied in retrofit
Simple payback

Figure 11. Average primary energy requirement for space
heating.

Primary Energy

Carbon

453 kWh/(m ᐧyear)

65 kgCO2/(m2ᐧyear)

119 kWh/(m2ᐧyear)

20 kgCO2/(m2ᐧyear)

2

676 kWh/m
1.97 years

2

276 kgCO2/(m2)
6.13 years

Finnegan et al. [20] cite life cycles of 15 years for heat pumps
and 25 years for PV panels. Assuming that all materials and
technologies in this retrofit scenario last 20 years the share
between EE and OE-used during those 20 years would be 19%
whereas the share between the EE and the OE-saved would be
7%.
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For a 20 year lifetime, the EE cost of the retrofit would be
33.8 kWh/(m2ᐧyear), which is lower than the average value for
new build nZEBs assessed by Chastas et al. [8] of 44
kWh/(m2ᐧyear), but higher than the EE per year for the newbuild nZEBs presented in Goggins et al. [9] (19.5 and 21.2
kWh/(m2ᐧyear)).
Referring back to Figure 10 it is clear that the renewable
technologies make up the majority of the embodied energy and
carbon for this particular retrofit and hence their EE and EC
should be considered during the design stages of both newbuild and retrofit.

[6]

CONCLUSION

[10]

This case study, comparing the operational and embodied
energy of 8 similar dwellings retrofit to nZEB standards, has
shown that very short energy (< 2 years) and carbon (< 6.2
years) payback periods can be achieved when upgrading
buildings with very poor energy performance. These payback
periods are based on the energy savings between the estimated
average primary energy requirement for space heating preretrofit of 453 kWh/(m2ᐧyear) and the monitored average
primary energy requirement for space heating and hot water
post-retrofit of 119 kWh/(m2ᐧyear).
Despite these positive results, all monitored homes
performed considerably worse than the estimated regulated
load of 38 kWh/(m2ᐧyear). Poor operational performance in this
case study is likely due partly to the inefficient operation of the
heat pumps. Early analysis indicates heat pump COPs of less
than 2.5 on winter days whereas expectations are that the COP
would be 4 or above. Other explanations might be due to the
fabric and air tightness not performing as per estimations.
One limitation of this study is that the energy consumption
before retrofit was not monitored and instead was estimated.
The findings here are based on the assumption that in order to
heat the dwelling to a comfortable temperature, the estimated
primary energy pre-retrofit would be required. Both the solar
and heat pump system’s performance are subject to ongoing
detailed investigation in this research project.

[7]
[8]

[9]

[11]

[12]
[13]

[14]
[15]
[16]
[17]

[18]
[19]

[20]

ACKNOWLEDGMENTS
This work forms part of the nZEB101 project which is
supported by the Sustainable Energy Authority of Ireland under
Grant Agreement 18/RDD/358. Thanks, are extended to 3CEA
who provided the details on the retrofit scheme as well as the
operational energy estimates before and after the retrofit.
REFERENCES
[1]
[2]
[3]
[4]
[5]

EU, ‘Directive 2010/31/EU of the European Parliament and of the
Council of 19 May 2010 on the energy performance of buildings
(recast)’, 2018. Accessed: Apr. 17, 2020. [Online].
BPIE, ‘nZEB Definitions Across Europe - Factsheet’, 2015.
SEAI, Domestic Energy Assessment Procedure (DEAP) manual. Version
4.2.2. 2020.
IS EN 15978, Sustainability of construction works - Assessment of
environmental performance of buildings - Calculation method. NSAI,
2011.
L. J. Hurst and T. S. O’Donovan, ‘A review of the limitations of life cycle
energy analysis for the design of fabric first low-energy domestic
retrofits’, Energy and Buildings, vol. 203, p. 109447, Nov. 2019, doi:
10.1016/j.enbuild.2019.109447.

388

[21]
[22]
[23]
[24]

P. Chastas, T. Theodosiou, D. Bikas, and K. Kontoleon, ‘Embodied
Energy and Nearly Zero Energy Buildings: A Review in Residential
Buildings’, Procedia Environmental Sciences, vol. 38, pp. 554–561, Jan.
2017, doi: 10.1016/j.proenv.2017.03.123.
T. Ramesh, R. Prakash, and K. K. Shukla, ‘Life cycle energy analysis of
buildings: An overview’, Energy and Buildings, vol. 42, no. 10, pp.
1592–1600, Oct. 2010, doi: 10.1016/j.enbuild.2010.05.007.
P. Chastas, T. Theodosiou, and D. Bikas, ‘Embodied energy in residential
buildings-towards the nearly zero energy building: A literature review’,
Building and Environment, vol. 105, pp. 267–282, Aug. 2016, doi:
10.1016/j.buildenv.2016.05.040.
J. Goggins, P. Moran, A. Armstrong, and M. Hajdukiewicz, ‘Lifecycle
environmental and economic performance of nearly zero energy
buildings (NZEB) in Ireland’, Energy and Buildings, vol. 116, pp. 622–
637, Mar. 2016, doi: 10.1016/j.enbuild.2016.01.016.
F. Asdrubali, I. Ballarini, V. Corrado, L. Evangelisti, G. Grazieschi, and
C. Guattari, ‘Energy and environmental payback times for an NZEB
retrofit’, Building and Environment, vol. 147, pp. 461–472, Jan. 2019,
doi: 10.1016/j.buildenv.2018.10.047.
P. Moran, J. O’Connell, and J. Goggins, ‘Sustainable energy efficiency
retrofits as residenial buildings move towards nearly zero energy
building (NZEB) standards’, Energy and Buildings, vol. 211, p. 109816,
Mar. 2020, doi: 10.1016/j.enbuild.2020.109816.
3CEA, ‘3 Counties Energy Agency’, 3cea, 2020. https://3cea.ie/
(accessed Aug. 07, 2020).
Johnstown Castle weather station, ‘Monthly Data - Met Éireann - The
Irish
Meteorological
Service’,
2020.
https://www.met.ie/climate/available-data/monthly-data (accessed Apr.
17, 2020).
SEAI, ‘Conversion Factors - Sustainable Energy Authority of Ireland’,
Sustainable Energy Authority Of Ireland, 2020. https://www.seai.ie/dataand-insights/seai-statistics/conversion-factors/ (accessed Apr. 09, 2020).
European Commssion, ‘Photovoltaic Geographical Information System
(PVGIS)’, EU Science Hub - European Commission, 2020.
https://ec.europa.eu/jrc/en/pvgis (accessed May 07, 2020).
Saint-Goban, ‘Environmental Product Declaration - ISOVER
Spacesaver’, BRE, 2015.
KORE, ‘Environmental Product Declaration - KORE EPS 100 Silver.’,
EPD Ireland, 2019, Accessed: Apr. 17, 2020. [Online]. Available:
https://www.igbc.ie/wp-content/uploads/2019/02/EPDIRE-19-14-Kore_Published.pdf.
J.-L. Menet and I. Gruescu, ‘Environmental footprint of building
elements using Life Cycle Analysis methodology’, presented at the 21è
Congrès Français de Mécanique, Aug. 2013.
Munster Joinery, ‘Environmental Product Declaration - Passiv PVC
Triple Glazed Window’, 2018, Accessed: Apr. 30, 2020. [Online].
Available:
https://www.igbc.ie/wp-content/uploads/2018/06/EPDMunsterJoinery-EPDIE-18-08.pdf.
S. Finnegan, C. Jones, and S. Sharples, ‘The embodied CO2e of
sustainable energy technologies used in buildings: A review article’,
Energy and Buildings, vol. 181, pp. 50–61, Dec. 2018, doi:
10.1016/j.enbuild.2018.09.037.
I. Nawaz and G. N. Tiwari, ‘Embodied energy analysis of photovoltaic
(PV) system based on macro- and micro-level’, Energy Policy, vol. 34,
no. 17, pp. 3144–3152, Nov. 2006, doi: 10.1016/j.enpol.2005.06.018.
E. P. Johnson, ‘Air-source heat pump carbon footprints: HFC impacts
and comparison to other heat sources’, Energy Policy, vol. 39, no. 3, pp.
1369–1381, Mar. 2011, doi: 10.1016/j.enpol.2010.12.009.
J. Hu and E. Poliakov, ‘Quantifying the direct and indirect rebound
effects of consumers as a response to energy-saving technologies in the
EU-27’, TNO innovation for Life, 2015.
EEA, ‘European Environment Agency’s carbon intensities — European
Environment Agency’, 2020. https://www.eea.europa.eu/ (accessed Aug.
07, 2020).

Civil Engineering Research in Ireland 2020

St. Mary and St. Anne Cathedral, Cork:
An optimum heating solution for heritage buildings?
Christopher Shiell, Roger P. West
Department of Civil Structural and Environmental Engineering, Museum Building, Trinity College, University of Dublin,
Dublin 2, Ireland
email : shiellc@tcd.ie, rwest@tcd.ie

ABSTRACT: Cathedrals and most churches are characterised by having large internal, undivided spaces and permeable building
envelopes. They are often used little or intermittently, but predictably and, in spite of the fact that they are unique in still being
largely used for the purpose for which they were built many centuries ago, they are now often used for additional purposes, for
which they were never designed. These uses include concerts, graduation ceremonies, filming and a host of other uses all of which
require a level of thermal comfort not envisaged by the original builders. Research was undertaken by the authors into the internal
thermo-hygrometric environment in the 57 active cathedrals in Ireland. 25 of these cathedrals were monitored for both temperature
and relative humidity variations for at least one month during the heating season from which over 2.5 million readings were
recorded and analysed. Various heating solutions are employed in the cathedrals, with the most common being low pressure hot
water, which is used in 36 cathedrals or 63% of the total. One of the monitored cathedrals was St. Mary’s in Cork, which is the
only cathedral with a gas powered, hot air blower supplemented by a number of small radiant heaters to enhance the blower
system. This produces a very fast heating up and cooling down rate, in excess of 20˚C per hour (compared to 1 - 3oC per hour
normally) with corresponding falls and rises in relative humidity. As the fabric’s thermal mass and subsequent lag are not relevant
in this instance, there is little or no waste of energy and heating is turned on only shortly before events, unlike the typical 4-5 hour
heat up time required by many cathedrals. Irish cathedrals are 100% fossil fuel dependent with no plans to be otherwise. If a way
could be found at St. Mary’s cathedral to use renewable energy to drive its heating system, it may well create the optimum solution
for this type of building, of which over 3,800 exist on this island.
KEY WORDS: Cork, cathedral, heating, heritage, sustainability, renewables
1

INTRODUCTION

On 3rd February 2017 it was announced that one of the largest
churches in Ireland in Finglas West, with a seating capacity of
3,500, was to be demolished and replaced with a church with a
seating capacity of 350. One of the reasons given for this was
‘high maintenance and running costs’ [1]. Congregations are
both ageing and reducing and yet costs are rising. The Irish
Times newspaper [2] printed extracts from a Towers Watson
report, which had been commissioned by the Roman Catholic
Church, showing a reduction in Mass attendance in Ireland
between 2008 and 2014 of 20% and with a projected reduction
between 2008 and 2030 of 47%. Irish census figures show a
reduction of Roman Catholics attending Mass from 91% in
1972 to 33% in 2011 [3]. The shrinkage in numbers will lead
to fewer services which will, amongst other changes, result in
a change to the internal thermal environment in churches and
cathedrals. Empirical evidence suggests that the Church of
Ireland is also being affected by ageing and reducing
congregations. Roman Catholic churches do not permit [4] use
of their buildings for anything other than religious events,
whilst the Church of Ireland does allow the use of its buildings
for secular events, which it does to raise revenue. The use of
church buildings for such events can have major consequences
due to the minimum internal environmental conditions required
for thermal comfort.
There are 3,884 active churches and cathedrals in Ireland [5]
and ways must be found to conserve and preserve these

buildings and their contents, whilst at the same time achieving
a level of thermal comfort which allows them to remain used
and relevant. Against this background and with the current
volatility in the fossil fuel market, it is incumbent on the owners
to ensure that these properties reduce their dependence on fossil
fuels and reduce their carbon footprint. This paper will discuss
one such cathedral which has shown potential for a renewable
high efficiency heating system, located coincidentally in Cork,
the virtual venue for this conference.
2.

METHODOLOGY

Research was carried out into the 57 active cathedrals in Ireland
rather than all of the 3,884 [5] churches because this was felt to
be impractical and because what applied in cathedrals of similar
size would also apply in churches. The stated difference
between churches and cathedrals is the presence of the bishop’s
chair or cathedra, in a cathedral, not its size. Many churches
are, in fact, larger than some cathedrals. It was important to
visit and survey all of the 57 cathedrals first hand and this was
undertaken over a two year period. During each visit, a
comprehensive questionnaire was completed by the researcher,
thereby obtaining a 100% response rate. The questionnaire was
used to collect as much information about the cathedrals as
possible, including data on age, construction type,
denomination, usage, heating type as well as many other pieces
of data. From this, 25 cathedrals were chosen to be monitored
for at least a month during the heating season. The cathedrals
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which were monitored represented some 44% of the 57
cathedrals, chosen as being a representative sample of religion,
size, age, construction, location, heating type and other factors.
Three of the 25 cathedrals were also monitored for a month
when the heating was off, for control and baseline comparison
purposes.
Data loggers were used internally and TinyTags externally
to measure Temperature (T) and Relative Humidity (RH),
where readings were taken every five minutes. Altogether this
produced over 2.5 million pieces of data from which it was
possible to calculate, amongst other trends, the heating and
cooling rates in the various cathedrals. Five data loggers and
one TinyTag were placed in each cathedral at a consistent
height of some 2 metres, avoiding being near heat sources,
windows and entrances, whenever possible. It was essential
that the loggers were not seen or interfered with in any way.
St. Mary and St. Anne’s cathedral in Cork was the focus of
this study and as it has pillars separating the side aisles from
the nave, it was possible to locate the loggers in areas where
most people would sit, that is, in the nave. Ideally, in terms of
occupant comfort, they would have been located at a height of
some 2 meters above floor level, as this is the height within
which people are located, but to avoid the loggers being
removed they were consistently located at a height of some 3
metres without loss of relevance, given the absence of thermal
layering over 1m. It is acknowledged that the location of the
sensors was not always optimum but it was largely consistent.
It was difficult and often impossible to locate them in optimum
locations due to local restrictions on their placing and on the
absolute necessity to cause no damage to the fabric of these
protected and listed buildings. ANSI/ASHRAE Standard 55
(2010) [6] sets out the recommended heights at which readings
should be taken but this was, for practical reasons, usually
impossible to comply with.
The locations of the loggers in the Cork cathedral are shown
in Figure 1.
3.

Figure 1. Floor plan with locations of loggers in St. Mary’s
Cathedral, Cork

HEATING SYSTEMS

The types of heating installed in the cathedrals in Ireland are
shown in Figure 2. It can be observed that the Low Pressure
Hot Water (LPHW) system is the type most commonly
installed (36 out of 57 or 63%), although, whether they are the
most efficient or the most appropriate, given the great changes
of use which have taken place in recent years in these buildings,
requires further research. Underfloor heating is also prevalent
in both stand-alone form and with additional sources. The most
modern cathedral in Ireland, namely St. Mel’s in Longford,
rebuilt in the last decade, uses this form of heating backed up
by trench heaters. It is interesting that this form of heating has
been chosen for a Roman Catholic cathedral in the 21st century
given the way that St. Mel’s, and indeed most Roman Catholic
cathedrals, are used, that is, open all day and every day. The
Roman Catholic cathedral in Armagh also has an underfloor
heating system backed up with an LPHW system; however,
they do not use the underfloor heating in order to save money.
This completely alters the temperature regime in the cathedral
and was almost certainly not what the consulting building
services engineers planned when the system was installed. The
philosophy of this design is to keep the underfloor system

390

Figure 2. Breakdown of heating types in cathedrals in Ireland
running continuously to provide a low level of ambient heat and
then to bring the LPHW system on line to raise the temperature
for services and other events.
Only two cathedrals were found to be primarily heated with
a hot air blower system; St. Mary and St. Anne’s in Cork and
St. Macartin’s in Enniskillen. St. Columb’s in Derry has a hot
air blower but it supplements the primary LPHW system.
There are major differences between St. Mary’s and St.
Macartin’s, however, and direct comparisons would not be
valid. For example, St. Mary’s is approximately four times the
size of St. Macartin’s and St. Macartin’s has a balcony which
St. Mary’s does not. This balcony would have a major influence
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on air movement within the cathedral by trapping warm rising
air beneath the balcony. The inlet and outlet of air in St.
Macartin’s is in the floor, as displayed in Figure 3.

Figure 3. Inlet and outlet grills for the hot air heating system
in Enniskillen cathedral
In St. Mary and St. Anne’s cathedral there is one grill which is
high up on the wall, as displayed in Figure 4. Blower heating
is supplemented by electric radiant heaters when required.
Further research is required using computational fluid
dynamics (CFD) to calculate the effect that these two
contrasting heat sources would have on air movements within
the respective cathedrals, but this is outside the scope of this
research. CFD could also have been used to identify optimum
locations for the sensors, but in practice the sensors had to be
consistently put where they would not be seen or removed
without being physically attached to the fabric of the buildings.

Figure 4. Hot air blower outlet (left) and electric radiant
heaters (right) in St. Mary’s Cathedral, Cork
4.

RESULTS

Figure 5 shows the consolidated temperature readings for the
internal loggers together with the external TinyTag readings, in
St Mary’s and St Anne’s. These show that the air within the
building heats up and cools down very quickly. This means
that there is little time for the fabric of the building to absorb
the heat and so fabric thermal mass and thermal lag over
subsequent hours are not relevant [7]. However, the exfiltration
rate of air from the buildings may also have been a factor as the
temperature drops rapidly. The result is that little heat and

Figure 5. Temperature readings (indoors and outdoors) in St.
Mary and St. Anne’s Cathedral, Cork
energy is wasted by being released by the fabric in the days
afterwards when the cathedral is not in use. However, it would
be necessary to calculate the exfiltration rate of air from the
building as well as the U values of the various components of
the walls to establish just how much energy is being lost and
such calculations were beyond the scope of this research.
With most cathedrals it is common for both the air within the
buildings and the fabric of the buildings to warm up and then
this heat slowly dissipates over a number of days, usually
during low or zero occupancy. This effect is almost totally
absent in St. Mary and St. Anne’s cathedral. Not only does the
graph show a sharp rise and fall of temperature but also that it
reaches relatively high levels which, for a largely sedentary
congregation, would provide more than adequate levels of
thermal comfort.
Thermal comfort affects people both physiologically and
psychologically with a great many variables relating to the
people themselves, what they are wearing and doing in the
building and their location within the building, as well as many
other factors.
By analysing these trends over a shorter period, as for
example shown in Figure 6, the sharp rises and falls of
temperature are clearly demonstrated. The unusual average rate
per hour increase in temperature in St. Mary’s (typically over
10 oC per hour) is unique to that cathedral. The rates per hour
increases in St. Mary and St. Anne’s cathedral are shown in
Figure 7. Most cathedrals with LPHW systems take many hours
to warm up (with rates of less than 2 oC per hour) and even then
most do not produce what is usually accepted as being an
adequate level of thermal comfort.
By way of contrast, Figure 8 shows the rate of increase in
St. Macartin’s in Enniskillen, so the heating is on for much
longer before events. This suggests that although St. Macartin’s
is much smaller, the oil fired boiler may be delivering much
less hot air, or that the configuration of the inlet and outlet grills
may not be ideal. It is also clear that there is considerable lag
in the cooling down, in sharp contrast to that in St. Mary and
St. Anne’s shown in Figure 5.
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This, however, requires the underfloor heating to be running
constantly, which is when this system operates most efficiently.
St. Macartin’s also displays a typical heating profile for an
LPHW heated cathedral with slower heating up and cooling
down with much residual heat outside occupancy hours, as
evidenced in Figure 10.

Figure 6. St. Mary and St. Anne’s cathedral, Cork, Logger 11,
from 24 to 29 February 2016 (T in red, RH in blue and
external T in green)

Figure 9. Temperature readings indoors of St. Mel's Cathedral,
Longford

Figure 7. Rate of temperature increases per hour for the five
loggers in St. Mary and St. Anne’s cathedral, Cork

Figure 10. Temperature readings inside and outside for St.
Macartan's Cathedral, Enniskillen
5.

Figure 8. Rate of increase in temperature per hour for the
inside loggers in Enniskillen
St. Mary and St. Anne’s cathedral in Cork was the only one of
the 25 cathedrals monitored which displayed the heating
cooling profile described in this paper. Those cathedrals which
had underfloor heating backed up with an LPHW system, such
as the recently restored St. Mel’s, as shown in Figure 9,
displayed a more stable heating regime with a low level of
background heat which was then boosted by an LPHW system.

392

DISCUSSION

St. Mary and St. Anne’s, like St. Mel’s, is a Roman Catholic
cathedral and a feature of that branch of Christianity is that their
churches and cathedrals are open all day every day for personal
devotions as well as organised services. Church of Ireland
cathedrals, with some notable exceptions, tend to only open on
Sundays and often for just one service. For that they usually
heat the whole volume of air within the building rather than just
the people within the building and often the fabric as well.
Further research is needed in St. Mary and St. Anne’s to
determine the noise levels from the blowers, the exact cost of
running the system and what contribution to the overall internal
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thermal environment is provided separately by the hot air
blower system and the small radiant heaters on the pillars. It
would also be useful to carry out further research to determine
if there are any renewable energy powered hot air blower
systems in any churches or cathedrals anywhere with a similar
climate to Ireland.
Heritage buildings such as churches and cathedrals are
unique in many ways, having unusual usage patterns and thus
one heating solution is most unlikely to be suitable for all.
These buildings can be damaged in many ways [9] but
particularly so by changes in temperature and RH over long
periods. The contents are particularly susceptible to changes in
temperature and RH as they contain artefacts comprising many
hygroscopic materials such as paper, wood and leather.
Therefore, the control of the temperature in cathedrals is not
just for occupant comfort but for the preservation of its history.
Hence, using a blower system for short periods which has the
desired effect on occupant comfort during events, but has the
least intrusion on the centuries-old environment of slow heating
of the fabric may well be the best long term solution.
6.
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CONCLUSIONS

The system in St. Mary and St. Anne’s, on the basis of the data
gathered, seems to present a possible solution which provides a
good level of thermal comfort for those using the building,
whilst at the same time preserving and conserving the building
and its contents by having the least intrusion on the natural
interior environment. This paper has shown that because the
rates of heating the air are much faster than for the more
conventional heating systems (LPHW and underfloor), it has
been shown that the fabric is not heated up during the short
periods of application of heating and so there little waste of the
heat normally stored in the fabric which is released in
subsequent hours and days during very low occupancy.
Much further research is needed, however, to examine the
respective contributions of the hot air heating system and the
radiant heaters, each of which contribute to the overall level of
thermal comfort within the building. These buildings are
difficult to heat due to their pattern of usage, the permeability
of the building envelope and their huge thermal inertia. Given
that these buildings are either listed or protected and
conservation and preservation of the buildings and their
contents are important factors, it is difficult to establish the
optimum sustainable system. The heating systems in St. Mary
and St. Anne’s cathedral may provide a solution to this complex
matter.
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ABSTRACT: Community engaged learning is a form of experiential education with a civic underpinning. Community engaged
learning is embedded with the civil engineering curriculum at NUI Galway and is framed by a research orientation, commitments
to civic engagement and building university-community partnerships, city-university partnerships and partnerships with other
official agencies, so that community users can provide real learning problems and contexts for students and researchers and benefit
from the results. This paper presents the positive experience of the authors in facilitating over 300 community engaged learning
projects undertaken by undergraduate students in civil engineering at NUI Galway. The paper highlights how well the outlined
approach fits with the ideas of engaged scholarship and civic professionalism. Students recognise the long-term value of engaging
with community partners, understanding their future role in the community as engineers, reinforcing the idea that their work can
respond directly to real needs in the community.
KEY WORDS: Civic engagement; Community engaged learning; Service learning; Civil engineering; Engineering projects;
1

INTRODUCTION
Community engaged learning

There is a critical need to provide engineering students with a
deeper understanding of the general concepts and principles of
engineering, and to provide them with the means to meet the
challenges of the 21st Century [1-4]. The Royal Academy of
Engineering [1] highlighted the need for “university courses to
provide more experience in applying theoretical understanding
to real problems”. Several accrediting bodies for engineering
qualifications have developed outcomes-based criteria for
evaluating programmes. Similarly, a number of engineering
regulatory bodies have developed or are in the process of
developing competency-based standards for registration.
Educational and professional accords for mutual recognition of
qualifications and registration have developed statements of
graduate attributes and professional competency profiles.
These accords are the Washington, Sydney and Dublin
Accords, which are the international agreements providing for
mutual recognition of programmes accredited for professional
engineers, engineering technologists and engineering
technicians, respectively. In relation to graduates
understanding the role of engineering and technology in
society, a Washington Accord programme provides
“comprehension of the role of engineering in society and
identified issues in engineering practice in the discipline: ethics
and the professional responsibility of an engineer to public
safety; the impacts of engineering activity: economic, social,
cultural, environmental and sustainability”, a Sydney Accord
programme provides “Comprehension of
the role of
technology in society and identified issues in applying
engineering technology: ethics and impacts: economic, social,
environmental and sustainability” and a Dublin Accord
programme provides “Knowledge of issues and approaches in

engineering technician practice: ethics, financial, cultural,
environmental and sustainability impacts” [5].
Community engaged learning and teaching are academic
approaches that seeks to engage and accredit students, within
the curriculum, for working in partnership with civic and civil
society organisations (CSOs) to act on local societal challenges
[6]. Working in collaboration with community organisations
enables students to use and enhance skills, competencies and
knowledge in a real world capacity, which leads to an enlarged
and more fulfilling educational experience [7]. Through
community engaged engineering projects, students can (i)
develop the ability to identify, formulate and solve engineering
problems in their field of study in a real world context; (ii)
select and apply relevant methods from established engineering
practice by critically using appropriate sources of information
to pursue detailed investigations and research of technical
issues in their field of study, (iii) recognise the importance of
non-technical –societal, health and safety, environmental, and
economic – constraints, and (iv) develop the ability to
communicate effectively information, ideas, problems and
solutions with engineering community and society at large. In
fact, community engaged engineering projects can help fulfil
all seven programme outcomes required by Engineers Ireland
the education standard required for the registration of Chartered
Engineers in Ireland [8]:
(a) Advanced knowledge and understanding of the
mathematics, sciences, engineering sciences and technologies
underpinning their branch of engineering.
(b) The ability to identify, formulate, analyse and solve
complex engineering problems.
(c) The ability to perform the detailed design of a novel system,
component or process using analysis and interpretation of
relevant data.
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(d) The ability to design and conduct experiments and to apply
a range of standard and specialised research (or equivalent)
tools and techniques of enquiry.
(e) An understanding of the need for high ethical standards in
the practice of engineering, including the responsibilities of the
engineering profession towards people and the environment.
(f) The ability to work effectively as an individual, in teams and
in multidisciplinary settings, together with the capacity to
undertake lifelong learning.
(g) The ability to communicate effectively on complex
engineering activities with the engineering community and
with society at large.
Community engaged building engineering projects
National University of Ireland (NUI) Galway formally
committed to civic engagement in 2001 through the
establishment of the Community Knowledge Initiative (CKI)
[9] to work on mainstreaming community engaged learning
within the curriculum across the institution. To date, the
majority of undergraduate and postgraduate degree
programmes in the School of Engineering have embedded
community engaged learning, which allowed students to work
with and in local and international communities, and
multidisciplinary groups as part of their academic courses [10].
Goggins [10] showed how community engaged learning and
teaching in engineering education at NUI Galway can be
intergraded at levels ranging from undergraduate modules to
post-graduate models and how this can be a lens through which
the global dimension of engineering can be integrated into the
curriculum.
This paper presents findings and reflections from 11 years’
experience of the authors’ facilitating over 300 community
engaged building engineering projects for second year
undergraduate civil engineering students in Ireland. The
projects are based around the student groups developing
solutions for real-world problems identified by civic society
organisations. The projects are framed by a research
orientation, commitments to civic engagement, building
university-community and city-university partnerships, and
partnerships with other official agencies. Such framing means
that community users can provide real learning problems for
students and community partners can benefit from the results.
The paper highlights how well the outlined approach fits with
the ideas of engaged scholarship [11] and civic professionalism
[12]. Students recognise the long-term value of engaging with
community partners, understanding their future role in the
community as engineers, reinforcing the idea that their work
can respond directly to real needs in the community.
2

METHODOLOGY
Community engaged building engineering projects

The community engaged building engineering projects are part
of the second year undergraduate Principles of Building
module. This module is compulsory for all students in Civil
Engineering, Project and Construction Management and
Energy Systems Engineering (approximately a total of 60
students per academic year). The general learning objectives
for the projects include:
 Developing engineering skills through a self-directed
project;
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Developing a sense of commitment to local communities
by making a contribution of time and expertise to an
individual or community group;
 Learning how engineers in-career make contributions to
their communities;
 Applying knowledge or skills learned in this module (and
others) to a real-world context;
 Producing a technical engineering report;
 Delivering a high quality oral presentation on a particular
subject.
The projects are carried out following a step-by-step
methodology which encourages students’ engagement and selfevaluation (Figure 1).

Figure 1. Community engaged building engineering projects
methodology.
At the start of the project, students (working in groups of two
or three) engage with community partners to identify a potential
topic and scope for their engineering project. Community
partners may include charity organisations, city and county
councils, youth organisations, schools and universities, sport
clubs, public organisations/offices, etc. Once the students
identify a community partner and a project topic, they create
learning outcomes of an individual nature for their project, and
complete and sign a learning agreement with the community
partner. Identifying the project, its outcomes and completing
and signing an agreement with the community partner increases
the students’ sense of ownership of their learning and gives
them freedom to work on a topic of interest within the broader
realm of the module area. Many students appreciate the
freedom that they are given to specify objectives of the project.
However, an outcome of the project must fulfil a ‘real’ need of
the community partner. In the recent feedback survey the
students mentioned (Student feedback, 2020):
 ‘I liked being given a problem and looking for a solution
interdependently, rather than being focused in on finding
the correct way to bring about a solution that had already
been formulated. Freedom.’
 ‘[The project] gives creative freedom to the students.’
 ‘I liked the practicality of the project and the freedom of
choice on which area we could choose to work on.’
 ‘I enjoyed the group work and the ability to engage with a
community partner in a real world engineering scenario.’
Once the agreement with a community partner is signed,
students have approximately 7 weeks to complete the project,
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which includes researching the topic, carrying out engineering
design/evaluation and writing up an engineering report. During
this time, students are encouraged to attend drop-in clinics run
by teaching assistants who can provide guidance on the project
work and assess progress. Technical workshops on project
stages, technical writing and presentation skills are also
provided as part of the drop-in clinics.
When submitting a project report, students must complete a
self-assessment form, where they reflect and assess their
project based on its knowledge base, relevance, impact on
society, and structure and presentation. Students later receive
feedback (from the academic mentors) on their projects based
on this self-assessment form. This way, the students know what
is expected of them and can compare their and the reviewer’s
assessment of the project. This makes students aware of the
characteristics of ‘good work’, encourages them to take
responsibility for their own learning and helps them reflect on
themselves as learners [13].
Following the submission of a project report, students present
their project results in the form oral presentations in front of
their class, research students, engineers, a communication
expert and community partners. Both the project reports and
presentations are assessed based on their technical and
presentation/communication merit. Thus, students learn not
only how to carry out an engineering project, but also how to
communicate it to various stakeholders.
Finally, students (and community partners) are asked to
provide feedback on their experience with community engaged
learning.
Crucial elements of the community engaged projects’ set-up
include:
 Detailed and structured guidance document for students;
 Structured learning agreement template that must be
completed by the students and their community partner at
the start of the project;
 Self-assessment form and marking sheet for reviewers;
 Marks are returned to the students with feedback within
two weeks of submission of the project and before the end
of semester;
 Reports are sent to the community partners who are asked
to return feedback to the University.
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What suggestions can you offer that would help make this
project a more valuable learning experience for you?
What suggestions can you offer that would help make this
project a more valuable experience for your community
partner?
RESULTS
Community partner survey

The results of six feedback surveys carried out among
community partners showed that the majority of students’
interaction, communication and cooperation was excellent,
with approximately 10-20% of partners expressing room for
improvement in this aspect (Figure 2). No community partner
felt that students interacted, communicated or collaborated in a
poor manner through the projects. Furthermore, the majority of
community partners found the students’ reports very useful and
will carry out the recommendations suggested in the reports
(Figure 3).

Evaluation survey
An important part of ensuring that the community engaged
building engineering projects meet the needs of students and
community partners are feedback surveys. To date, there were
six online feedback surveys carried out among the community
partners (2012, 2013, 2014, 2017, 2019 and 2020) and five
feedback surveys carried out among students (2009 and 2011
in class; 2012, 2019 and 2020 online). This resulted in 51
community partners providing feedback about the project setup and 73 students’ responses.
The community partner survey sought feedback on students’
engagement with community partners, the usefulness of project
report, any positive and negative aspects of the project set-up
and suggestions for improvement.
The student survey included descriptive questions, such as:
 What did you like about the project and how it was set up?
 What do you gained from completing the project?
 What about how the project is run needs to be improved?

Figure 2. Evaluation by community partners of students’
interaction, communication and cooperation.
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Figure 4. Community partners’ interest in being involved in
community engaged projects again in the future.
Student survey

Figure 3. Evaluation by community partners of the usefulness
of project reports.
In terms of positive aspect of the project set-up, the
community partners mentioned:
 ‘Fantastic to experience cross disciplinary work and I
have the sense that the Engineering students benefitting
from visiting and engaging with homeless services.’
(Community partner feedback, 2014)
 ‘Makes projects possible that could not be afforded
otherwise.’ (Community partner feedback, 2013)
 ‘It’s great that students can give something back to the
community as part of their course, it's a boost for the
project and vital real world learning experience for the
students.’ (Community partner feedback, 2012)
 ‘It was rewarding to work with young people.’
(Community partner feedback, 2012)
When asked whether they would be interested in working
with NUI Galway engineering students again as part of a
community engaged project, over 80% of community partners
responded yes and the remaining being undecided (Figure 4).
No one claimed they would not get involved in the projects
again.
The community partners also made some suggestions for
improvement, including extending the timeframe for the
projects, incorporating the community engaged projects into
undergraduate
and
postgraduate
research
projects,
disseminating and communicating project results to general
public to show how engineering students contribute to the
wider community.
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The feedback from students was very important in the
development of the community engaged projects module in
2009 and has continued to help the module’s improvement to
date (e.g. inviting community partners to final presentations or
increasing ECTS credits for the project from 2 ECTS to 5
ECTS).
In the first year (2009), the projects ran as a pilot, where it
was optional for the students to undertake a community
engaged project. After analysing feedback from students, it was
decided to make it mandatory that all students in Civil
Engineering and Project and Construction Management must
complete a community engaged project in the second year of
their degree programmes (Energy Systems Engineering
students undertook the projects from 2011). In 2011, a grouped
student evaluation was carried out, where students were asked
to complete the survey in the groups. Since 2012, all students
have been asked to complete an online survey at the end of the
module.
During the pilot run of the community engaged projects,
students felt that they had received enough support from their
lecturers and community partners they worked with. Half of the
students who completed the community engaged projects felt
that they had to spend more time working on their projects, than
if their project had not been community engaged. It was
apparent that the students who completed community engaged
projects were exposed to similar challenges as those in the
professional career. These include difficulties organising
meetings, learning to deal with deadlines, and being
responsible to a client (in this case the community partners). It
was interesting that feeling responsible to the community
partner was described as a negative by some students, since
they felt under pressure and forced to work harder in order to
produce a high quality project that meets the needs of the
community partner. It was, however, a valuable experience for
the students in their future careers as engineers.
In the following surveys, students described their experience
with community engaged learning as:
 ‘[I feel I gained a lot] working as a team, looking into a
project that we choose without much instruction.’ (Student
feedback, 2012)
 ‘I feel that I gained more of a social experience from the
project than engineering experience.’ (Student feedback,
2012)
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‘[I liked the] sense of freedom to an extent, chance to do
meaningful work and explore an area of interest.’ (Student
feedback, 2019)
‘I liked the hands on nature of the project.’ (Student
feedback, 2019)
‘I feel as if I have actually completed an engineering
project that will be relevant to my future studies. The
teamwork, engineering and presentation skills developed
exceeded my expectations.’ (Student feedback, 2019)
CONCLUSIONS

Evidence collected from the projects shows that, by creating
community engaged learning, the students’ energy in learning
can have a positive impact on the community. Their energy and
enthusiasm can be better utilised by setting assignments as real
community engaged projects. The students get a sense of pride
and satisfaction out of the knowledge that their work may be
helping communities. The projects can increase the students’
sense of ownership of their learning.
Learners are more motivated when they can see that their
work has an impact on others [14, 15]. The projects allow the
students to achieve all of the programme outcomes specified
for an accredited engineering degree [16]. Introducing
community engaged learning into an engineering degree
programme is a very effective way to fulfil the Washington
Accord programme requirement to provide “comprehension of
the role of engineering in society and identified issues in
engineering practice in the discipline: ethics and the
professional responsibility of an engineer to public safety; the
impacts of engineering activity: economic, social, cultural,
environmental and sustainability”. Finally, students recognise
the long-term value of engaging with community partners,
understanding their future role in the community as engineers,
reinforcing the idea that their work can respond directly to real
needs in the community.
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ABSTRACT: The Sustainable Development Goals (SDGs), agreed by the United Nations in 2015, are receiving significant
attention in engineering policy and practice. However, it is unclear whether current and future engineering graduates will be
equipped to contribute significantly to the achievement of these goals and deliver sustainable engineering solutions. This research
aims to quantify the extent to which the SDGs are embedded in engineering degree programmes. A methodology and tool, based
on established keyword analysis, were developed to measure the level of SDG coverage in learning outcomes. The 30 programmes
(358 modules) offered at NUI Galway’s School of Engineering were used as a case study. The findings suggest that the SDGs are
embedded to a greater extent in civil engineering and energy systems than in other disciplines. The SDGs which receive the
greatest coverage in engineering programmes are related to the following: Clean Water, Clean Energy, Economic Growth, Industry
& Infrastructure, Cities, Consumption & Production, and Climate Action (a finding which aligns with surveys conducted by
Engineers Ireland). The paper concludes with recommendations on refining the tool, identifying exemplar programmes and
modules, and collaborating with industry and educators at all levels to develop content related to the SDGs.
KEY WORDS: Sustainable Development Goals; Climate Action; Pedagogy; Engineering Education, Graduate Attributes;
Learning Outcomes; Future Skills.
1

INTRODUCTION

Climate and biodiversity emergencies have been declared [1]
and countries have begun aligning their agendas to the targets
laid out in the United Nations Sustainable Development Goals
(SDGs), which aim to be achieved by 2030.
The aim of this paper is to identify engineering education
requirements to achieve sustainable development (and related
Government plans) and to quantify the extent to which the
SDGs are currently embedded in engineering degree
programmes.
Firstly, a literature review examined the skills in demand by
employers of engineers and by Government plans for a
sustainable future. Secondly, the current education system for
engineers in NUI Galway was analysed for coverage of the
SDGs. By identifying the skills in demand and the gaps in
education systems where these topics could be further pursued,
this paper aims to produce useful research on how to best
educate engineers to achieve more sustainable development.
2

LITERATURE REVIEW
Introduction

The synthesis of literature for this study spanned three main
topics: (i) Irish Government policy and plans related to
engineering, (iii) in-demand engineering skills, and (iii) global
efforts at embedding sustainable development in education
systems.
Government Policy and Plans
Project Ireland 2040 consists of two main documents,
the National Planning Framework (NPF) [2] and the National
Development Plan 2018-2027 (NDP) [3]. The NPF is the policy
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document that conveys the measures that need to be taken to
accommodate the forecast population increase and the NDP
projects the major directions for a fund of €116 billion will be
invested between 2018 and 2027. This fund is divided among
ten Strategic Outcomes, which involve a large number of plans
and projects. In terms of engineering input, infrastructure,
sustainable development and digitalisation are core to these
plans.
The Climate Action Plan (CAP) [4] is a separate set of
goals and plans to Project Ireland 2020. The CAP tries to close
the gap between Ireland’s current emissions and the goal of net
zero by 2050. However, a trend is becoming clear where not
enough effort is being put into decarbonisation. Ireland is likely
to miss its 2020 EU emissions targets which will impose fines
on the State. In order to close this gap in targets, the CAP
outlines a roadmap to 2030 to put Ireland back on track with
emissions without requiring any Exchequer purchase of credits
nor the sacrifice of revenue due to the Exchequer from credits
sold in ETS. Project Ireland 2040 and the CAP are aiming to
achieve high levels of sustainable development in Ireland
which will require engineers who are sufficiently equipped to
achieve it.
In-demand and Future Skills
Engineers Ireland release an annual barometer report
documenting trends in the profession of engineering in Ireland
[5,6]. In this report, results from surveys of employers,
academics and the general republic are presented. When
employers were asked what the main barriers are to growth, the
most frequent answer was shortage of engineers with the right
skills/experience. When asked what skills they think engineers
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will need to develop over the next ten years, employers
answered with mostly transversal skills such as
communication, teamwork, and ethics. Technical skills related
to sustainability and digitalisation were also mentioned.
Academia presents similar findings. The A-STEP 2030
project surveyed academics, students, and employers across
four EU countries on the skills are needed for sustainability [7].
CRITHINKEDU looks at the role of critical thinking in
university curricula and how it differs across disciplines [8]. It
found that in Engineering, more than in other disciplines, there
are recurring links between problem solving and critical
thinking. The study concluded that more coordinated or
cohesive approaches to teaching critical thinking skills is
needed in Engineering programmes. The Creative Engine
project surveyed forty-nine Engineering companies of varying
size in Ireland [9]. Forty percent say their engineering
departments do not interact with customers directly and eighty
nine percent say their creativity and innovation training needs
are not being fulfilled. The literature also suggests a lack of
connection between engineers and their impact on society, with
the stereotypical engineer being a product-focused problem
solver. The connection between engineers and societal
challenges could be strengthened.

education systems. A lack of connection between engineers and
their environmental impact has been recognised and a more
humanitarian approach to engineering is desirable. The SDGs
offer a globally recognised framework for sustainable
development, incorporating a large range of societal
challenges. By ensuring extensive coverage of the SDGs in
engineering education, engineering graduates could be
equipped with the skills to tackle societal challenges and
increase the standing of the profession. However, it is as yet
unclear the extent to which the SDGs are embedded in
engineering education in Ireland.

Sustainable Development Goals and Education
The SDGs were agreed by the United Nations in 2015
with the aim of achieving the goals by 2030 [10]. They are a
global set of broad goals that attempt to span societal
challenges in terms of where the world is now and where the
world needs to get to in order to be considered sustainable. The
SDGs are a useful framework for sustainable development and
many countries and universities are attempting to align their
education systems with the SDGs [11-14]. In 2017, Monash
University and SDSN Australia/Pacific released a guide for
universities, higher education institutions and the academic
sector for embedding the SDGs in universities [15]. The
authors describe a methodology for mapping university
contributions to the SDGs. It also references a list of 915
keywords published by Monash University which this paper
adopted and critically analysed [16]. These keywords are
related to each SDG and are ordered accordingly.
In 2019, Engineers Ireland asked engineering employers and
academics to what extent each of the SDGs should be covered
in engineering education (Figure 1). The top six SDGs selected
by most to be covered in depth were SDGs 7, 6, 13, 11, 9 and
12 (i.e. goals related to energy, water, climate action, built
environment and industry).
Conclusion
From the review of Irish Government policy documents,
it is clear that there is strong demand for engineers in Ireland
now and into the future, especially in the areas of infrastructure,
renewable technologies, digitalisation, and sustainable
development. The demand for engineering recruits is high and
employers of engineers reported shortages of engineers with
the right skills. Communication, teamwork, fundamental
engineering knowledge and professional ethics were
considered the most important skills according to employers.
Academic research has presented that there is a lack in
communication, critical thinking, innovation, and creativity
skills among engineers currently and in our engineering

Figure 1 - SDGs which should be covered ‘in depth’ in
engineering education programmes (academics and
employers)
3

METHODOLOGY
Creating the tool

Using Microsoft Excel, a tool was developed to crosscheck a list of learning outcomes for the presence of the 915
keywords compiled by [15]. Information on 30 programmes
offered by NUI Galway’s School of Engineering were
downloaded from Akari in Microsoft Excel format. This
information included module codes, names, co-ordinators and
learning outcomes. While some studies include scanning
module descriptions, this was deemed to be outside the scope
of this paper. It was determine that it would be sufficient to
examine the learning outcomes as these should capture the
knowledge each student should take away from a module. The
tool makes use of Equation 1 shown below which scans for a
keyword in a range called “Data”, which contains the learning
outcomes. The tool carries out this process for all 915 keywords
and summarises the findings using COUNTIF, SUM and
TEXTJOIN functions.
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𝑖𝑓(𝑖𝑠𝑛𝑢𝑚𝑏𝑒𝑟 𝑠𝑒𝑎𝑟𝑐ℎ(′𝑘𝑒𝑦𝑤𝑜𝑟𝑑 , 𝐷𝑎𝑡𝑎) , 𝑘𝑒𝑦𝑤𝑜𝑟𝑑 , " ")

(1)

to increase relevancy. Table 5 shows where the five keywords
were relocated.

Keyword Critical Analysis
A critical analysis of the 915 keywords was carried out
to ensure the tool was operating accurately. This was completed
by compiling the learning outcomes of the 30 programmes into
one list of 2,267 learning outcomes from 358 individual
modules, after duplicates were removed. The keywords hit in
this list account for all hits in the NUI Galway School of
Engineering. The keywords were ordered by frequency of hits
and then each learning outcome containing each word manually
checked for relevance to the SDG of the given keyword. The
goal of this was to identify irrelevant hits and to adjust the
keyword list if necessary, to improve the accuracy of the tool.
NUI Galway School of Engineering Analysis
Table 1 shows the sample set from the School of
Engineering, grouping the programmes by number of credits.
The tool was tested taking the keyword list verbatim first. Then
the critical analysis of the keywords was carried out and after
adjusting the keyword list a second analysis of the data was
completed for comparison.

Figure 2 - Bachelor of Engineering discipline comparison
showing average hits for each SDG

Table 1 - NUI Galway School of Engineering Courses
Degree
BE & BSc
ME
Exchange
MSc
Diploma
4

Av. Hits
31.2
27.9
19.7
14.3
14

Credits
Programmes
8
7
4
7
4

240
60
60
90
30

RESULTS
Initial Analysis

The first analysis was completed using the keywords as
published by Monash University. Figures 2 and 3 compare the
various BE and ME disciplines. These graphs show that Civil
Engineering is the highest performing BE and ME, closely
followed by Energy Systems Engineering. Mechanical,
Biomedical and Electrical/Electronic/Computer Engineering
all follow. A trend can be seen where SDGs 1, 7, 9, 10, 11 and
12 perform higher on average. SDGs 3, 4, 5, 14, 16 and 17 score
the lowest. Table 6 summarises the total performance of each
SDG by number of hits.

Figure 3 - Master of Engineering discipline comparison
showing average hits for each SDG
Table 2 - Keywords ordered by frequency of hits
Keyword
Age
Work
Environment
Research
Energy
Water
Environmental
Health
Medical
Business

Keyword Critical Analysis
When the 2,267 learning outcomes were analysed for
the presence of the keywords, only 113 keywords were found.
Table 2 shows the top ten keywords by frequency of hits. From
the analysis of the learning outcomes under each keyword it
was decided that 14 keywords should be removed. These were
removed for one of two reasons. The first being the words
showed entirely irrelevant hits, meaning the learning outcome
containing the word was not relevant to the words related SDG.
The second reason was words were producing duplicate hits
due to one keyword being present inside another. Tables 3 and
4 show the keywords removed due to irrelevancy and
duplications, respectively. Another adjustment was made to the
keywords where five words were relocated to other categories
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Hits
204
184
83
71
52
44
44
40
38
35

Table 3 - Keywords removed due to irrelevancy
Keyword
Age
Class
Environment
Mental Health
Produce
Race

SDG
10
1
1&2
3
2
10

Context
Agency
Class of materials
Warehouse environment
Environmental health
Produce work
Embrace
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SDG 17

SDG 16

SDG 15

SDG 14

SDG 13

SDG 12

Electrical

SDG 11

Mech

SDG 10

SDG 9

Biomed

SDG 8

Energy

SDG 7

Civil

SDG 6

SDG 5

SDG 4

SDG 3

SDG 2

SDG 1

BCM1
16
14
12
10
8
6
4
2
0

Figure 4 - Bachelor of Engineering discipline comparison after word adjustments, showing number of keywords hit per SDG
Table 4 - Keywords removed due to duplications
Keyword
Biomedical
Energy consumption
Extinction
GHG emissions
Renewable energy
Sustainable energy
Wastewater
Wastewater treatment

Duplicate Keyword(s)
Medical
Energy & Consumption
Extinct
GHG & Emissions
Renewable & Energy
Sustainable & Energy
Waste & Water
Waste & Water

Table 5 - Keywords relocated to a new SDG category
Keyword
Environmental
Sustainability
Sustainable development
Sustainable
Ethical

Original
SDG
Mis
misc.
misc.
2
miss

New SDG
13
11
11
11
4

Table 6 - SDGs ordered by hits showing before (left) and after
(right) keyword adjustment
Keywords Verbatim
SDG
Hits
10
333
8
238
9
209
12
175
11
159
1
147
2
139
7
125
3
117
6
111
15
54
13
38
16
18
14
9
4
8
5
4
17
1

Keywords Adjusted
SDG
Hits
8
238
9
209
12
174
11
168
7
111
10
111
6
95
3
83
13
81
4
45
15
45
16
18
1
15
14
8
2
5
5
4
17
1

Analysis After Accuracy Improvements
After adjusting the keywords as outlined above, the
dataset was reanalysed. The results were significantly affected.
Figure 4 compares the BE disciplines after adjustments,
including Project and Construction Management (BCM1) as
this was identified as the highest performing course. Of the
BEs, Civil Engineering still performs the highest, closely
followed by Energy Systems again. There is a new trend
present where SDGs 6, 7, 8, 9, 11, 12 and 13 now perform the
highest. SDGs 1, 2, 5, 14, 15, 16 and 17 perform poorly. Table
6 shows all the SDGs ordered by hits after accuracy
adjustments.
5

DISCUSSION
NUI Galway School of Engineering Trends

Table 1 summarises the programmes included in this
study. The ‘average hits’ column shows the average of the total
unique keyword hits. The average of the eight bachelor’s
degrees was 31.2 unique hits, which was lower than expected.
However, it showed the tool was working as expected, as
courses with more learning outcomes received more hits.
Another overall trend was that Civil Engineering scored the
highest for both Bachelor and Master levels and was closely
followed by Energy Systems Engineering. Mechanical,
Biomedical and Electrical/Electronic/Computer Engineering
courses all scored progressively less respectively.
Critical Analysis of the Keyword List
Throughout the trial run of the tool, it was often noted
that a critical analysis would be needed to improve its accuracy
as there were many irrelevant hits. It was interesting to see how
few of the keywords were hit. Only 113 or 12% of the 915keyword list were hit initially. From the entire NUI Galway
School of Engineering (30 programmes, 358 individual
modules and 2,267 learning outcomes) only 281 modules
received any hits, meaning 22% did not. Also, of the 2,267
learning outcomes only 920 received hits, meaning 59% did
not. After reading through the learning outcomes that received
hits, the 14 keywords were removed, as summarised in Tables
3 and 4. After the analysis, only 240 modules and 690 learning
outcomes were hit under a new list of 98 keywords. The
adjustments made to the keywords significantly impacted the
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results, showing more hits in SDGs 4, 11 and 13 and a large
drop in hits in SDGs 1, 2, 3 and 10. The rest (SDGs 5, 6, 7, 8,
9, 12, 14, 15, 16 and 17) remained relatively unchanged. This
critical analysis of the keywords was successful in making the
tool more accurate however it has the limitation of being
specific to NUI Galway School of Engineering dataset.
A more extensive keyword analysis would be useful for
future development of this tool. A method of weighting the
keywords based on higher or lower relevancy could see further
accuracy improvements. The critical analysis could also be
performed by two separate groups. One group who are well
read on the SDGs and another who are not. This could provide
useful information on what needs to be educated to those who
have not yet been educated on them.
SDG Trends and Opportunities for Improvements
After adjusting the tool, it was significantly more
accurate as reflected in the results produced. Figure 1 shows
how SDGs 6, 7, 9, 11, 12 and 13 are regarded the most
important in terms of engineering education. As can be seen in
Figure 4 these SDGs are covered to a higher degree in the
Bachelor of Engineering degrees at NUI Galway. Table 6
shows the SDGs in order of coverage for the whole scan of the
School of Engineering. This table shows slightly different
results to the trend seen in Figure 4, with SDG 8 being the
highest performing SDG. Also, SDGs 10 and 3 are higher than
expected. Overall, it would appear this middle section of SDGs
from 6 to 13 (not including SDG 10) are highly relevant to
engineering. These SDGs all perform relatively well and should
continue to be relevant to Engineering in the future. SDGs 14
(Life below water) and 15 (Life on land) did not improve in
performance after the keyword adjustment and were expected
to be among the engineering-related SDGs. This low
performance could reflect a lack of connection between
engineers and their impact on the environment as these SDGs
relate to topics such as biodiversity and ecosystems.
Engineering helps to shape the world we live in and these topics
could receive more attention in curricula. SDGs 1 (No poverty)
and 2 (Zero hunger) are considered more relevant for
developing countries, although as the SDGs are a global set of
goals more emphasis should be put on the global effort to
achieve these goals. SDGs 5 (gender equality) and 10 (reduced
inequalities) are not seen to be extensively covered in
engineering curricula. Gender imbalance is a current issue in
engineering and the lack of coverage of these SDG topics may
reflect that. SDG 16 (Peace, Justice and Strong Institutions) and
17 (Partnership for the Goals) did not receive many hits,
however, these goals will be important in achieving the targets
set out in the rest of the SDGs.
With these opportunities for improvement identified,
inspiration could be taken from online frameworks aimed at
education for sustainable development. Examples of these
include the Curriculum Framework for Enabling the
Sustainable Development Goals [17], the Guide to Education
for Sustainable Development [18] and the UN’s SDG Targets
and Indicators [19]. These resources could offer direction on
improving coverage of the SDGs in curricula.

404

6

CONCLUSIONS

Opportunities for increased coverage of the SDGs in
engineering education have been identified, specifically under
SDGs 1 – 5, 10 and 14 – 17. These SDGs cover these topics
respectively: No poverty, Zero hunger, Good health and wellbeing, Quality education, Gender equality, Reduced
inequalities, Life below water, Life on land, Peace justice and
strong institutions, and Partnership for the goals. The remaining
SDGs, these being 6 – 9 and 11 – 13, saw a relatively higher
level of coverage in NUI Galway’s School of Engineering
curricula. However, this does not mean there is not still room
to improve on these topics. These topics have been covered to
an extent because they tend to be more relevant engineering
skills. There could be further focus on these topics to ensure
engineering graduates are being educated through the lens of
sustainable development. These SDGs respectively relate to:
Clean water and sanitation, Affordable and clean energy,
Decent work and economic growth, Industry innovation and
infrastructure, Sustainable cities and communities, Responsible
consumption and production, and Climate action.
Employers and academics seek further education of good
communication, innovation, creativity, critical thinking, and a
greater focus on emotional intelligence among engineers.
Engineering has a major role to play in achieving the SDGs and
increasing SDG coverage while also incorporating these skills
could have profound affects for sustainable development in
Ireland and internationally and increasing the connection
between engineers, environment and society.
7

FUTURE ASPECTS

NUI Galway’s Sustainability Strategy includes targets on
the alignment of curricula with the SDGs to which this research
aims to contribute. The SDGs are to be achieved by 2030 and a
major player in achieving them will be effective education,
especially of engineers. There is space for research in moving
from this analysis tool to the implementation of steps to
improve curricula in terms of SDG coverage and new skillsets.
Recommended future steps are:
 Identify exemplar programme content and learning
outcomes for sustainability and work with lecturers to
embed these in curricula
 Engagement with lecturers, other educators and teaching
and learning centres on the development of learning
outcomes and highlighting the importance of sustainability
 Work with industry and professional/accreditation
organisations to develop future-ready graduates
 Further focus on education which involves crossdisciplinary collaboration, such as social sciences and
engineers
 Incorporate sustainable development further into life-long
learning, reskilling and upskilling institutions and courses
 Incorporate sustainable development further into primary
and secondary level education systems
The initial results from this research were presented on World
Engineering Day for Sustainable Development (4th March
2020) to an audience consisting of engineers and engineering
academics at Engineers Ireland. During this presentation, an
opportunity arose for collaboration with another research
project in Ireland which is working on a similar project. The
team is currently pursuing collaboration with this university by
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finding common ground between the projects and aligning their
goals. Communicating with other universities in relation to the
format and content of their learning outcomes would be useful
for replicating the process (this project used material that was
stored on Akari software which is popular among universities).
There is space for national and international collaboration on
this body of work.
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ABSTRACT: With pressure on academic courses worldwide to increase student numbers, the trends in exam marks distribution
for subject modules become more meaningful, with more distinct pattern characteristics reflecting student choice, topic and exam
question difficulty and lecturer marking severity, refinement and consistency. The practice of representing the overall exam results
for a module through histograms enables Normality, skewness and randomness to be identified, interrogated and understood better.
However, when dealing with large numbers of exam candidates (of the order of 1000 or more), an investigation of the averages
and histograms for individual exam questions can further reveal refined explanations for unusual student performance. This paper
investigates the outcomes of 1st and 2nd year examinations for modules on an engineering degree course in another jurisdiction,
with class sizes of circa 2400 and 1700 students, respectively, in order to develop a deeper understanding of exam dynamics
amongst students and academics setting and marking those papers. It can involve many tens of thousands of items of data in a
histogram for just one module, in which trends are not random and have potential causes, intended or accidental. It emerges that
at least four different question mark patterns may exist from a range of modules types investigated. These indicate the importance
of examiners having a better appreciation, when delivering lectures, planning exam papers, question structure and marking scripts,
of the different factors which give rise to unusual examination trend outcomes.
KEY WORDS: Histograms; Marks distributions; Modules.
1

INTRODUCTION

Reliability in assessment can be considered to be the extent to
which test measurements reflect the properties of those
individuals being measured [1]. Berkowitz et al. [2] define
reliability in this context as “the degree to which test scores for
a group of test takers are consistent over repeated applications
of a measurement procedure and hence are inferred to be
dependable and repeatable for an individual test taker”.
Reliability can also be considered to be how consistent or errorfree the test measurements are [3]. When random error is
minimal, scores will be accurate, reproducible and
generalisable to other test occasions and similar tests.
There have been long-standing concerns about the reliability
of marking and errors in engineering education. For example,
McVey [4] showed that the range of marks awarded to a script
was often disturbingly large. Furthermore, it is very important
in STEM disciplines to provide well-written problems and
exam questions [5]. Such problems should enable students to
show how much they understand the process of problemsolving, through being given credit primarily for showing the
process rather than finding the correct answer.
In order to improve marking consistency between multiple
markers in engineering examinations at third level, marker
training exercises can be implemented to improve marking
reliability and consistency [6]. Using these approaches, there
was a significant reduction in the spread of the marker means,
indicating an improvement in consistency. This fits into the
wider current focus on assessment literacy, which is designed
to enhance the capability of staff and students to make sense of
assessments [7].
This papers considers a selection of module exam outcomes
(from some 35 modules) of first and second year engineering
students at just one sitting where class sizes are very large
indeed, with the advantage of being able to infer extra
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significance to the trends due to the enormity of the available
data. The university from which the data emanates is
anonymised but is largely irrelevant as many university courses
will have experienced such trends but rarely with the benefit of
access to such rich data, which gives strong credence to the
observations made.
2

MARKS ANALYSIS

2.1 Sample Marks Histogram in Fresher years in Engineering
at Trinity College Dublin
There has been an expansion in recent years in the numbers of
entrants into the first year of the integrated 5-year engineering
science degree at Trinity College, which now stands at a cohort
of about 240 students. Evidence of high or low standard
deviations in exam marks distributions are not uncommon, and
occasionally more unusual trends such as extreme skewness or
bi-modality may be observed and must be acted upon. Seldom
are distributions in individual exam questions investigated and
would be of little value given the small class sizes in sophister
years. Considering only the first two common years, when class
sizes are relatively large, conventional summative
examinations reveal typical first year module exam results as
shown in Figure 1(a), with a pass mark of 40% and an average
exam mark of 64%. In this particular exam, there were 6
questions to be answered in three sections, with one question to
be answered from each section, where each section is delivered
and marked by a different academic. It follows that about one
third of the class did not attempt one question in each section
(with the exception of question 2, which had been perceived as
easier) and, subsequently, it may be observed that the
distribution of marks per question (Figure 1(b)) for those who
did attempt those questions, is broadly Normally distributed,
with a slight skew. The data is also not perfectly bell shaped
due to the relatively low number of students and the
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(a)

No of Students

Marks %

combined (some 35), this amounts to over 26,000 (14,270 and
11,940 in first and second years respectively) end-of-semester
exam scripts being examined in one semester. An analysis of
the wealth of marks data available on examining these students
can give new insights into many facets of an examining system:
the teaching quality (where often 10 academics teach one
module, all covering the entire syllabus in parallel lectures), the
degree of difficulty of exam questions and the length of model
answers, the granularity of marking and potential unintentional
marking bias. The universal module exam rules specify that all
students must answer all questions (which can be from 4 to 10
in number, depending on the module) and usually each lecturer
marks just the entirety of one question on each paper, which
helps to minimise marking bias, which could easily arise due to
a single lecturer marking, perhaps, as many as 2440 scripts on
the one exam question.
3

CASE STUDIES

Investigating several examples of modules in first and second
year, which have been anonymised, will show some interesting
and insightful trends in exam marks.
3.1 Module 1: 2nd Year Engineering Module

granularity of marking (to at best 1 mark out of 20 in most
cases). This graph broadly indicates that, with the exception
perhaps of question (Q) 3 (which has a flatter curve), each
question has a reasonable spread of marks and the questions
and marking are suitably gradated so that only the best students
do very well but most have a good chance of doing reasonably
well. This is the norm and what one has come to expect of
typical exam mark distributions in classes of mixed ability.
In some jurisdictions outside Ireland, very large class sizes
are not unusual. In examining these students’ performance, one
may expect that, again assuming mixed ability but very capable
students in a class, the exam marks distribution in modules and
in questions within modules will be broadly similarly Normally
distributed but with more refined and meaningful trends due to
the high numbers involved
In the university under study, the overall pass mark in first
year is 35%, which comprises three component marks:
continuous assessments (called sessionals), a formal mid
semester test/exam (MST) and an end-of-semester test/exam
(EST), combined into a gross test result of 100% (GT). It is not
uncommon for the EST to be weighted between 30 and 40% of
the GT, so there is a heavier reliance on summative continuous
assessment than would be the norm in Ireland. But there is an
additional pass/fail criterion where every candidate must obtain
a minimum of 25% in the MST/EST exam components
combined.
In first year engineering in 2020, there were over 2400
students (ten times that in Trinity) with somewhat less (about
1700) in second year engineering due to intake expansion this
year. Given the number of modules involved in the two years

400
350
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Frequency

(b)
Figure 1. (a) Examination marks distribution for a typical
module for 240 first year engineering students at TCD and (b)
typical marks distribution by question.

In comparison with Figure 1, a typical exam results histogram
in the university under study can be seen in Figure 2 in which
the average MST, EST and GT marks are 50%, 64% and 56%
respectively, noting that 1223 students took this module. Here
the Normality of the curves and the better performance in the
EST than MST may be observed. Either the EST exam was
easier or when the MST results were published after mid-term,
students ascertained they had to perform better, as the EST
results show they did, where only 79 students failed the GT
overall – a distinct advantage of having MST exams. The
degree of Normality of marks in this case is typical of the
results distributions in the 35 modules considered (as is
expected) with just a few exceptions as described presently.
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Figure 2. Typical module MST/EST and GT marks for
Module 1 with 1223 students
3.2 Module 2: 1st Year Sciences Module
In contrast, an exception is the trend in exam marks distribution
for a sciences module in first year (Figure 3(a)) which suggests
that the opposite is occurring. With MST/EST/GT averages of
59, 43 and 67% respectively (with 69 overall failures), one may
speculate that the exams were easier in the MST and some
students work less hard before the EST as they were more
confident of passing overall.
An examination of the marks breakdown in individual
questions for the entire cohort (of 1300) was possible due to the
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diligence of the faculty in compiling these statistics (Figure
3(b) and Table 1) and this reveals, perhaps, an alternative
reason for the poor performance in the EST.
Table 1. Marks statistics by question for a science module in
1st year with 1300 scripts.
Q1
20
10.5
4.2
53%

Ex marks
Average
St Dev
% mark

Q2
20
10.6
4.6
53%

Q3
20
6.5
4.4
32%

Q4
20
10.5
4.2
53%

Q5
20
5.3
2.8
27%

It may be observed that two questions, Q3 (32% average) and
Q5 (27%), have very low averages which has special statistical
significance because of the large cohort of students taking this
exam – there must be a systematic reason for the averages being
so low. The histogram of individual questions in Figure 3(b)
reveals that Q1, 2 and 4 have regular Normal distributions with
slight skews. It should be noted that about 6,500 individual
marks were compiled to derive this figure. The histogram for
Q5, however, has considerably higher kurtosis, showing clearly
a low standard deviation and few obtained good marks in this
question. The histogram for Q3 indicates a quite different
pattern of marks, where, again, few candidates obtained more
than 10 out of 20 for the question, but here a downward sloping
distribution exists. This could represent either an unusually
difficult question or a more severe marking regime, given that
all 1300 scripts in that question were marked by one person.
The two low question average marks suggest that, in fact,
the candidates in this exam, who had to attempt all questions,
were not being assessed fully on 5 questions (that is, 100% is
not attainable) and thus the average EST mark for candidates
is, not surprisingly, low at 43%.

3.3 Module 3: 2nd Year Engineering Module
The histogram of overall marks for the 1219 candidates who
took the third module under consideration (a non-numerate
second year engineering module) in Figure 4(a) has MST/EST
and GT average marks of 54, 41 and 52% respectively (with 77
GT failures) and attracted the attention of the authors because,
despite a poor MST performance, the EST performance is
worse and the marks spread is much higher than the MST
(Table 2 and Figure 4(b)).
Table 2. Marks statistics by question for an engineering
module in 2nd year with 1219 scripts.
Ex marks
Av Mark
Percentage

Q1
18
7.2
41%

Q2
24
11.1
47%

Q3
20
7.7
39%

Q4
20
8.2
41%

Q5
18
6.8
38%

While the marks show consistency in the question averages for
a large cohort of students, albeit with low percentages (a
maximum of 47% in Q2), the histogram of the marks per
question in Figure 4(b) shows that Q5 has a strong skew in the
distribution and Q1 has a downward sloping distribution
similar to that seen in Module 2 above. This unusual
distribution goes a long way to explaining the large number of
students (circa 230) who did poorly in Q1 in particular.
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Figure 4. (a) Typical module MST/EST and GT marks for
Module 3 with 1219 students (b) Histogram of marks on
individual questions.
3.4 Module 4: 2nd Year Engineering Module

(b)
Figure 3. (a) Typical module MST/EST and GT marks for
Module 2 with 1300 students (b) Histogram of distribution of
marks for individual questions.
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Another engineering module in 2nd year was of interest because
the MST and EST spreads were more or less identical with
slight evidence of bi-modality in the EST. With average
MST/ES/GT marks of 50, 47 and 53% respectively (Figure
5(a), with 32 fails in 387 candidates), it was instructive to view
the marks per question distribution (as shown in Table 3 and
Figure 5(b)): Questions 6 and 7 appear to be poorly answered,
while the other averages are typically randomly varying, as one
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might have expected. However, the histogram of the
distribution of marks for each of the 8 questions (Figure 5(b))
shows that Q3, 6 and 7 had high numbers of students who could
not start the question (with scores of less than 10% in those
questions), which partly explains the low averages in these
questions. Q7 broadly sloped downwards in contrast to Q2
which broadly sloped upwards, explaining the higher average
in this question. It is also interesting to note that the
distributions in almost every question is more random and less
“Normal” than in, for example, the majority of questions in
Figure 2(b), which may possibly be attributed to a less refined
marks allocation. This more random distribution of patterns is
the third type of pattern which will be discussed presently.
Table 3. Marks statistics by question for engineering module
in 2nd year with 387 scripts.
Q1
12
6.8
56%

Ex
Avge
%

Q2
13
7.6
58%

Q3
12
5.5
46%

Q4
13
6.1
47%

Q5
12
5.8
49%

Q6
12
4.6
38%

Q7
12
2.8
23%

Q8
14
6.2
44%

120

100

Frequency

80

Table 4. Marks statistics by question for an engineering
science module in 2nd year from sample of 232 scripts.
Ex
Avg
%

Q1
30
5.5
18

Q2
25
9.2
37

Part A
Q3
25
10.4
42

Q4
20
2.7
13

Q1
20
9.9
49

Part B
Q2
Q3
30
30
11.7
10.5
39
35

Q4
20
5.2
26

(and Figures 6(b) and (c)), noting that Part A and Part B have
exam average percentages of 31% (that is, below the overall
pass mark) and 37% respectively.
In Part A, the average percentage mark for questions 1 and 4
(18 and 13% respectively) are abnormally low while in Part B,
question 4 has a very low average mark (at 26%) – and explain
to a large degree the unusually high failure rates.
In addition, plots of the histograms of the entire cohort in
Part A and Part B are shown in Figures 6(b) and (c)
respectively. In some questions (Q1 and 4 in Part A and Q4 in
Part B), many students did very poorly indeed (less than 10%),
while in almost all questions of the eight there is no evidence
of a Normal distribution in the marks awarded. In fact, there is
some evidence of a downward or flat trend in numbers of
students obtaining marks from 20% to 100% in most questions,
indicating the degree of difficulty of these exam questions.
These trends will be discussed later in the paper.
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Figure 5. (a) Typical module MST/EST and GT marks for
Module 4 with 387 students (b) Histogram of marks for
individual questions.
(b)
3.5 Module 5: 2nd Year Engineering Module
This highly numerate module was separated into two distinct
parts, where the year was split in two, each half taking one or
other part in the two semesters, with some overlap between the
two sets of four questions in each part. The histogram of the
MST and EST marks (Figure 6(a)) shows a strong skew
(MST/EST/GT averages are 33, 33 and 43%) and the results
show there are 155 candidates of 453 (35%) who failed by
obtaining less than 25% in the combined MST+EST score and
109 (24% in the GT) failed overall. To attempt to understand
why the overall exam performance is so poor, a review of the
EST question marks distribution in some 232 of the 453 scripts
shows the individual question breakdown as shown in Table 4

(c)
Figure 6. (a) Typical module MST/EST and GT marks for
Module 5 with 453 students (b) Histogram of marks for
individual questions on Part A (c) and Part B.
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3.6 Module 6: 1st Year Engineering Module

4

This 1st year engineering module had more than 10% failures
(242 in a cohort of 2446) despite an EST average of 53% and
GT average of 61%. Both the MST and EST marks distribution
(Figure 7(a)) are unusual in that they are not bell-shaped and
have high standard deviations. In the EST marks, a complete
set of individual question marks (over nine compulsory
questions, about 22,000 marks in total) were evaluated for
question averages (Table 5). From this, it is evident that none
of the questions was very poorly scored, but given the very high
number of candidates, it might be argued that this topic was not
being marked out of 100% as a consequence of having to
answer all 9 questions (where questions 5, 6 and 9 had averages
less than 50%) and, with 2446 candidates, 597 (24%) failed to
obtain at least 33% in the EST.

There is a number of potential issues highlighted by the shapes
of the graphs presented here which, from time to time, may be
universal in their application: the degree of difficulty and the
length of model answers of exam questions could be too
disparate; later parts of questions may rely on knowing the
correct answer to earlier more difficult parts; overly ‘granular’
marking rubrics can result in cumulative errors; there could be
potential unintentional marking bias between different
academics marking the different questions. This latter should
provide internal consistency within questions, but not
necessarily between questions. Also, in some questions, there
could be an over-emphasis placed on giving credit for the final
answer (the product) rather than also giving due credit to the
process, even if the final answer is incorrect [5]. There is also
the fact that students are expected to answer all the questions
on the exam paper, so there may be some issues around having
sufficient time to answer the later questions (assuming they
attempt to answer the questions in order) or abandoning some
questions with no time to go back to complete them - and there
may be some evidence for these effects in Tables 2-5 and in
Figure 3 for Q5.
The graphs discussed in this paper fall into four general
categories as follows: Normally distributed, left to right fall,
peaky/granular and flat. Figures 1(b) and 2 represent a Normal
distribution of marks which existed in the large majority of
exam modules studied here. The bell curve indicates that there
is a distinct beginning, middle and end to the questions, which
enables reliable separation out of students of different abilities
with respect to each other. Also, in TCD there is a choice of
questions while in the other university there is not; with choice,
the students have an opportunity to focus on questions in topics
they feel more confident in, whilst excluding those on topics
they are less comfortable/familiar with. This means that there
is also an added layer of student self-assessment, that is, the
students carry out metacognition on their own thinking and
abilities during the examination itself in order to select their
preferred questions to answer [8].
In some profiles, the mean score is skewed left to right, such
as for Q3 in Figure 3. It seems that this question is simply too
hard for the students to complete, with perhaps some parts of it
being disproportionately hard compared to other parts (or a
hard part in the middle section on which the latter part relies),
since progressively smaller numbers of students achieve the
higher marks. Given that all questions must be answered, a
tactic many students might employ is when they get part way
through a question and come across a difficulty, they move on
to another question, but can’t complete the difficult one in time
before the exam ends. Thereby, the histogram for that question
has a peak to the left, such as for Q1 and Q5 in Figure 4(b), Q7
in Figure 5(b) and almost all questions in Figure 6b. It could
also be that the marking is too harsh, although one would feel
that if this were the case for each part of the question, the marks
would be uniformly low with a flatter curve.
This falling off profile also exhibits some aspects of the
peaky/granular profile as exemplified by Figure 5b. It is
characterized by little evidence of any Normal behaviour,
which mitigates against any meaningful discernment of
differences in student ability. Some questions exhibit a discrete
high frequency to the left, indicating that students are unable to

Table 5. Marks statistics by question for a engineering module
in 1st year from 2446 scripts.
Ex
Avg
%

Q1
10
6.2
62

Q2
10
5.1
51

Q3
10
6.4
64

Q4
10
6.4
64

Q5
20
8.9
45

Q6
10
4.5
45

Q7
10
6.2
62

Q8
10
5.3
53

Q9
10
4.0
40

Furthermore, it was possible to inspect the graphs of student
attainment on a question-by-question basis, as shown in Figure
7(b). In this case, one can observe that a clear cohort of students
are doing very well in individual questions (> 9/10), but also
many are also doing very poorly (< 1/10). What is particularly
striking here is that a flat curve exists in between these extremes
(that is, students have just as much chance of scoring 2 as 3 as
4 etc. marks out of 10), and that this marking trend exists for all
9 questions with only one minor exception (Q8). Possible
reasons for this, the fourth and last trend type, will be discussed
presently.

(a)

Figure 7. (a) Typical module MST/EST and GT marks for
Module 6 with 2446 students (b) Histogram of distribution of
marks for individual questions.
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get started on those questions. The stochastic nature of the
profile indicates an almost random allocation of marks which
could be explained in several ways. The questions (with some
variability, where some students do better on some parts of the
questions than others) could be uniformly hard. It could also be
explained by the fact that the exam consists of mixed abilities
of students in this topic, with an interest in diversifying into
different disciplines in later year, and/or the criteria/rubrics for
marking could be too granular (such as marking at discrete
intervals 2 or 3 marks only). This brings into question the
shared understanding of the nature of assessment by the
markers in this module (assessment literacy – see [7]) and the
way questions are structured to discern differences in student
ability more seen, in absence, by its flat profile.
The problem of an absence of ability of a question to discern
levels of achievement is exemplified by the flat profile seen in
Figure 6(b) and 6(c). The flat profile is characterized by
smoother and lower peaks, which fail to discriminate levels of
achievement. While there are a high number of students who
obtain very low marks, that is, they are unable to get started
(see Questions 4 in both 6(a) and 6(c)), overall, there seems to
be a random distribution of marks across the overall student
cohort; for example, there is little difference in the frequency
of student achievement for 20% or 80%. It is possible that the
problem here is that students guess the answers to different
parts of the questions, with varying and perhaps random
success.
There is a more severe case of a flat profile in Figure 7b for
individual questions in the 1st year engineering module. The
module has a very unusual profile, since the flat trend in the
centre is maintained for each question, but superimposed on
this are two cohorts of students, one of which does extremely
poorly, while the other does extremely well. The explanation
for the extremities of this profile may be the presence of
candidates who have (or have not) a particular aptitude in this
subject. In this scenario, it would appear that the questions
need to be adjusted to at least allow the vast majority of students
to get started in these questions and so marking could reward
more the process, context and application of the concept rather
than, perhaps, being based solely on the final result. It seems
like this module may benefit from consideration of Biggs’
principle of constructive alignment [9], that is, aligning
learning outcomes with appropriate assessments.

5

CONCLUSIONS

It should be recognised that this paper has limitations in that
only exam results from two universities were examined.
However, the trends discussed may well reflect those in exam
results which could occur from time to time, often unnoticed,
anywhere in the world. What is unique about the paper is the
access which was allowed to very large quantities of data for
the exam performance of student engineers, the compiling and
analysis of which was only possible through the diligence and
hard work of the academics and administrators involved.
This paper reflects on a series of unusual marks profiles in
first and second year examinations in a jurisdiction where class
sizes are extremely large, whereby trends in individual
questions’ marks can adopt particular significance. At least
four different exam question marks profiles were identified and

possible explanations were proposed as to why these marks
distributions might arise, based on student attitudes or actions
by academics in relation to question setting or marking. With
this developed understanding of the causes of such profiles,
suggestions are put forward as to how assessment literacy
might assist many academics worldwide to avoid trends which
lead to undesirable and unusual distributions of examination
marks.
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ABSTRACT: The authors designed and implemented a novel semester-long laboratory-based project to complement traditional
lectures in a first year materials engineering module. The examinable lecture component involved the customary description of
physical, mechanical, and electrical properties of materials, exemplified by studying real examples of different materials used in
solving design problems. Comprising civil, mechanical and electrical elements, the multi-disciplinary project involved the
development of an understanding of the material behaviour of bamboo, concrete and semi-conductors separately and the
construction of a temperature sensor using semiconductor diodes and a microcontroller to allow the display and logging of
temperature. This culminated in the measurement of different temperature maturities of hydrating cement in a sustainable bamboo
reinforced concrete beam containing recycled materials to allow its flexural strength to be established. The sustainable materials
in the concrete included recycled concrete and shredded rubber tyres as aggregate and slag as a low carbon cement substitute. The
use of bamboo culms ensured a ductile tension or shear failure of the composite beams, thus exemplifying the desirability of
warning of failure through controlled crack growth, influenced by the presence of steel fibres. In addition to the technical aspects
of the module, the 240 students involved also learnt about aspects of statistics, project management and report writing.
KEY WORDS: Bamboo; Recycled concrete; Shredded tyres; Temperature sensors
developed. A system of a sliding scale of penalties for late
1
INTRODUCTION
Problem-based design courses have been extant in engineering entries was put in place and in the submission of the second
for quite some time [1]. In this paper, the authors, from three report, 47 of the 48 reports were submitted on time. The
different engineering disciplines, describe the creation of a students had gained an understanding of the importance of
novel module, worth 10 ECTS credits, entitled Engineering meeting deadlines.
Lectures were supported by tutorials leading to a traditional
Materials and their Applications, delivered to student engineers
end-of-semester
examination. Unusually, this programme was
in the first semester of their degree programme. By combining
supported
through
a compulsory weekly class laboratory
traditional lectures with a fresh approach to problem-based
briefing
which,
with
the laboratories themselves, amounted to
learning, the lectures were enhanced by parallel integrated
7
contact
hours
per
student per week. Using a student card
experiential learning on a weekly basis.
scanner,
attendance
was
monitored, where personal attendance
The ultimate objective was to examine and explain the
below
a
threshold
(75%)
was penalised by lower marks being
flexural behaviour of recycled aggregate bamboo and fibre
awarded
to
the
individual.
The use of the card scanner had the
reinforced concrete beams cured under different temperature
desired
effect
of
securing
an
awareness of engagement through
regimes, where the component parts were used as exemplars of
attendance,
with
average
event
attendances of over 90%. The
many of the principles covered in the lectures. There were four
group’s
team
dynamics
were
improved
by an awareness of the
stages in series, where each of the 240 students had the same 2
collaborative
nature
brought
about
by strong peer
hour laboratory session every week (timetabled over 6 such
participation.
sessions per week) – exposure to exploring bamboo mechanical
The lecture content and load were shared between the three
properties, concrete manufacture and fresh/hardened
academics
and coordinated to avoid overlap. The broad
properties, the construction of a temperature logger,
materials
covered
are listed in Table 1. The content of the
culminating at the end of the module in the flexural testing of
laboratory
sessions
developed in parallel with the lectures.
the composite beam whose curing was monitored by the logger.
One individual report and three group reports, with 48 groups
of 4-5 students in each group, were submitted in weeks 3, 6, 10
and 12, with active feedback provided to the groups after each
stage. Guidance was given on the formal structure of a
technical report, how to present data properly, referencing
systems, and technical language and grammar (in this paper
the skills and knowledge which the students had the
opportunity to acquire in this module are highlighted by italics).
Each group elected a project manager where matters of
leadership and individual and group responsibility came into
play - an appreciation of collective responsibility was quickly
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2

LABORATORY COMPONENTS
Phase I: Mechanical properties of bamboo and other
materials

Laboratory exercises during the first three weeks aimed to
introduce mechanical properties, especially stiffness and
strength. Such was the timetabling congestion that the first
groups were taking their laboratories on the second day of term,
having had only two lectures in the subject. No testing
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Table 1. Physical phenomena and the materials used to
illustrate these in lectures
Concepts
Mechanical Properties
Stress-strain/ Elasticity
Elastic/Plastic; Brittle/Ductile
Creep/Shrinkage/ Fatigue
Moisture/Temperature/CO2
Sound/Heat/Light
Electrical conductivity/resistivity
Durability/Diffusion/Corrosion

Materials
Concrete
Steel
Timber
Glass
Aluminium
Semiconductors
Reinforcement

equipment was provided, rather, the students were asked to
create their own equipment from a selection of items given to
them, including string, tape, metal weights, a bucket, a Gclamp, callipers, etc. This developed skills in design of
experiments and challenged the students to consider concepts
of measurement accuracy.
Students were given the open-ended objective to find a
specific mechanical property for a given material. For example,
the challenge for the first week was to “Find the Young’s
modulus of a rubber band” by stretching it in tension with a
known force. Before starting to construct their apparatus, each
group had to present their plan to the teaching assistant, consult
their lecture notes etc. for the necessary theory. Students were
encouraged to bring laptops, tablets etc. for this purpose. Once
their plan had been approved, the group constructed and used
their equipment in different ways to the same end. Students
were encouraged to learn from their mistakes in an open
positive way. Each group was then required to complete the
necessary calculations to obtain the property value required and
to check that this value was reasonable by comparing it with
values for the same material found online.
The equipment provided was of a sufficient range that there
was always more than one way of achieving the objective, with
some approaches being easier and/or more accurate than others.
Students were encouraged to brainstorm ideas and criticise
them before commencing.
The most organised groups completed their work in 15-20
minutes, others much longer, demonstrating a capacity in some
students to self-organise and work as a team.
For the second session each group was given a culm of
Moso bamboo, approximately two metres long and one
centimetre in diameter. They were required to find its tangent
Young’s modulus and ultimate strength. For this they had to
appreciate that a simple tensile test was not going to be possible
for practical reasons and that a bending test was needed. The
students devised their own tests and Figure 1 shows an example
of the equipment created, using three-point bending.
In the third and final session the objective was to measure
the fracture toughness of paper. This required them to apply
force to a sample of paper into which they had first introduced
a crack by cutting. A common mistake was to underestimate
the amount of force that would be needed. This encouraged
them to carry out order of magnitude estimates before
commencing.
Each of the 240 students was required to submit an
individual laboratory report on one of these experiments. A
template was provided, structuring the report in the style of a

typical research paper. It was interesting to observe the very
high quality of these reports, their use of images and diagrams,
citations of relevant work from the literature and observant
criticism of their experiments and results. This part fulfilled the
objective of learning to write technical reports.

Figure 1. Students working in groups to establish how best to
evaluate bamboo flexural stiffness and strength.
Phase II: Concrete properties
In Phase II, over three weeks of lectures and laboratories,
students working within their groups learnt how to perform
standard fresh and hardened concrete tests where now the tests
were not open-ended as in Phase I – they had to be performed
strictly following international standards.
Tests were
undertaken to establish densities, workability (though a slump
test), cube compressive and beam flexural strengths. Each
group manufactured their own specimens for testing and
performed all their own tests. The week after testing, the
collective results were shown to the class in the next briefing
lecture, from which lessons were learnt about the sources of
variability – the concrete batch, the test method, the person
doing the testing, the influence of delay in conducting the
workability tests, the influence of different compaction, curing
and temperature regimes, all of which supported points made
during the prior lectures.
For example, in assessing density, student groups put fresh
concrete into a cylinder and calculated the density, as they had
been instructed. But then they were, unexpectedly, asked to do
it again, this time compacting the concrete in layers as they
proceeded to fill the cylinder. In explaining the difference
between these two calculated density values the students gained
an appreciation of why concrete needs to be compacted and
were thus able to estimate the surprising amount of entrapped
air content in an uncompacted sample. Subsequently, all
concrete was either hand-tamped or compacted on a vibrating
table and the students understood the importance of doing this
properly when trying to manufacture consistent specimens.
In terms of workability, with the six separate batches being
made over the six laboratory sessions that week, there was
considerable variability in the results of the slump test, as
shown in Figure 2. The importance of using basic statistics to
analyse a histogram to quantify this variability was emphasised
by calculating the average (Av, of 100 mm) and standard
deviation (SD, of 54 mm), thereby deriving the coefficient of
variability CoV (= SD /Av, of 54%), which was abnormally
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high for the slump test. It was explained that while every group
used the same method for testing and the mixes should have
been the same, one set of groups had used a new batch of sand
which had a much higher moisture content which changed the
workability measurably. Thus, the students developed an
awareness of the difference between systematic and random
effects especially when data has a high CoV. With justification
to omit the outliers at the upper end, the new statistics (80mm
Av, 30mm SD and 40% CoV) were calculated for the
remaining results. The high nature of the revised CoV was
mostly attributed to students queuing to do the slump test which
could be 45 minutes apart, by which time the slump could have
changed appreciably – an observation made by students
unsolicited in their Phase II reports. So the lesson learned was
the importance of controlling all the key parameters in a test
procedure as well as the mixing and the testing method so that
only the random differences in the constituents were
responsible for the variations in the slump test result.

No.
o.

No.
o.

20
15
10
5
0

Strength
in MPa
Figure 3. No. of cases against whole class cube compressive
strengths.

15
10
5
0

Slump
in mm
Figure 2. No. of cases in whole class slump results.

Displacement in mm

Having made their group’s concrete cubes for assessing the
compressive strength,  (= force / area), 7 days later (when they
had their next laboratory session), unbeknownst to the students
the laboratory staff deliberately left half the cubes out of the
curing tank while curing the other half in water at 20oC, as
specified in standard IS EN12390-2:2019. The definition of
stress and strain, as stated in lectures, helped students
understand their group’s load-deflection plots for cube results,
where each group used a QR code to download their individual
data from the cloud. This also meant that students had to learn
how to pick up a large file of Excel data and manipulate it into
a relevant professionally presented plot in their group report.
On presenting the histogram of the collective results of the
cube strengths to the class, the lecturer noted again the high
degree of variability, despite the proper compaction of the
cubes, with a CoV of 18% and an average of 18.5 MPa (Figure
3). If the collective group load deflection plots are inspected
(Figure 4), it may be observed that there appears to be two
different data sets here – the cured and uncured. In announcing
to the class that actually two different curing regimes had been
used, it was realised by the students that such an action had a
very significant influence on the results (a 25% lower strength
on average in this case) (with Av = 21.2MPa and CoV = 7% for
cured and with Av = 15.8 MPa and CoV =14% for uncured
specimens). The students learnt the importance of curing
concrete to ensure the cement hydration continues for the full
duration before testing.
The students, in their reports, were asked to explain the
shape of the load deflection plots, where initial linear behaviour
cedes to reduced stiffness as microcracks propagate within the

Figure 4. Plots of load versus deflection for all 48 sets of cube
compressive tests.
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cube as load increases. This again illustrated, in practice, some
of the principles of crack behaviour as espoused in the lectures.
In the flexural strength determination of the student’s
beams, the theory of how to calculate the flexural tensile stress
from a peak load capacity was derived from first principles in
the briefing, resulting in equation (1):
 tens = (3P L) /(2 b d2)

(1)

where P is flexural load, L is span, b and d are beam width and
depth respectively, the students carefully using consistent units.
The flexural stress, reflecting the tensile capacity of the
beams, had a class average of 3.3 N/mm2 (now introduced as
equivalent to MPa) which was significantly lower than the
compressive stress of 21.2MPa. This reinforced in the student’s
minds, as promulgated in the formal lectures, the fact that many
materials have significantly different tensile and compressive
strengths, which affect their use.
It followed that there is a necessity to use steel reinforced
concrete composites in beams, where, when properly bonded to
the cement matrix, the steel (strength circa 500MPa) is much
more efficient at resisting the tensile forces, while the concrete
resists the compressive forces which inevitably arise in all
beams under flexure.
Furthermore, the brittle nature of the beam failure is very
evident at this stage in the group plots which the students
obtained for their individual beam tests (such as in Figure 5).
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This reinforces the points made in lectures about linear elastic
materials and the brittle nature of some materials such as
concrete, chalk, ice and glass.
What was gleaned from this was that compaction, curing
and temperature history are all important in determining the
concrete strength. Thus, for the last phase of this project, the
students knew the importance of controlling these variables
when investigating the effect of different aggregates on the
flexural behaviour of bamboo reinforced concrete beams.

+ C to data measured for their particular sensor. The values of
the m (slope) and C (y-axis intercept) parameters were then
entered into the programme running on their controller via an
interactive user software interface running on a PC. An
example of the curves of Voltage vs Temperature for a single
Silicon diode measured at a range of exciting currents is shown
in Figure 7.
4
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Figure 5. Typical flexural load resistance capacity vs time plot
for a plain concrete beam.
Phase III: Measuring and logging concrete curing
temperature
In the electrical section of the module, in lectures students were
introduced to the electrical properties of materials. These
concentrated primarily on an introduction to Silicon
semiconductors, the ideal bipolar Silicon diode and a number
of other properties exploited in modern electronic sensors. The
laboratory programme enabled students to use a Silicon diode
as a temperature sensor and to interface this, using a small
breadboard based circuit, to a Uno R3 Arduino microcontroller,
which then displayed the measured temperature. It used an SD
card to log recorded temperatures of a concrete beam over the
course of a week. The recorded data was compared with data
simultaneously logged by a professional k-type thermocouplebased temperature monitor over the same period and some
basic statistical analyses were performed in comparison.
In the first laboratory session, students learned through
practical experience how to correctly solder a number of diodes
onto a piece of stripboard, shown in Figure 6. The sensor was
then sealed in a heat-shrink shroud to prevent water ingress.
In the second session each group had to establish
calibration parameters for their diode sensor by measuring the
voltage drop V across the sensor at two different temperatures
T when excited by a constant current. Students also constructed
the simple circuit on a miniature breadboard needed to activate
the sensor and interface it with the Arduino microcontroller.
Calibration amounted to fitting a straight line equation V = mT

Diode
Figure 6. An example of a soldered diode temperature sensor.
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Figure 7. Voltage vs Temperature at different currents for a 4diode sensor.
In the final laboratory session each group had to set up its
microcontroller to interface with an on-board SD memory card
and check that it was reading, displaying and storing
temperature values correctly (Figure 8(a)). The components
and boards were then mounted in a box, as shown in Figure 8(b)
and initialised to allow data to be stored at 15 minute intervals
over a week during Phase VI of the laboratory programme.

(a)

(b)

Figure 8. (a) Temperature sensor and (b) data logger in
finished product form.
The logged data in Phase IV was exported to an Excel file
along with the corresponding data from the professional
thermocouple-based monitor. The two sets of data were
compared and aspects such as the minimum and maximum
differences, the mean square error and error variability were
evaluated as an assessment of the accuracy of the constructed
sensor. An example of the data obtained from one group’s
sensor is shown in Figure 9 in which the discrepancy that can
be seen between the two curves is due to an incorrect offset
having been added during the calibration process.
Phase IV: Sustainable concrete beam manufacture and
flexural testing
In an attempt to introduce the first year students to a relevant
exciting project, it would be a world first to make a sustainable
low carbon bamboo and fibre reinforced concrete beam
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Figure 9. Temperature history data obtained from one of the
constructed temperature sensor units.
utilising recycled concrete or shredded car tyres and a recycled
cementitious material (GGBS). A dedicated lecture was
delivered on the source, waste problem and advantageous
characteristics of each of these materials. The effect of the
shredded tyres as aggregates on concrete density, the slump
reduction of recycled aggregate concrete due to the high water
absorption of the adhered cement paste and the anticipated
compressive strength reduction of shredded tyre concrete due
to the high flexibility of the rubber in the concrete matrix, were
observed and reported on by the students in their final reports.
Two full bamboo culms, of the same species (Moso) as tested
in Phase I, were used in the casting of the bamboo reinforced
beams, where the culms were held in position by end screws in
the formwork (measuring 100 x 100 x 600mm, as shown in
Figure 10). Before pouring the concrete, students had to
measure the culm’s internal and external diameters so that
flexural stress calculations could be undertaken after testing.

Figure 11. Multiple beam loggers in use in a given curing
regime.
Fb = Pmax L/(4 (5d/6 – c))

Using this equation, the force required to break the bamboo
culms in tension could be calculated. Finding the tensile
strength of bamboo is not straight forward so this is a preferable
way to establish bamboo’s tensile capacity. The students could
also observe the large variability in the tensile stress of a
natural material (culm), much wider than many man-made
materials. The corresponding stress in the concrete in
compression in the beam under flexure is as given in Equation
(3) (in which b is the beam width and Fc is the force in just one
culm, half of the value given by Equation (2)); it was observed
by the students that this stress was much smaller than the
concrete’s compressive strength (established by a cube test)
and so the beam was under-reinforced. This meant that the
ability of the bamboo beam to exhibit post-cracking toughness
(a concept discussed in lectures) was evident from the typical
force-displacement plot in Figure 12. In this figure the failure
of the smaller of the two bamboo culms is observed at a
displacement of about 10.8 mm. The “ductility” and underreinforced nature of this behaviour is exemplified in this figure
and reinforces these concepts, as promulgated in the lectures.
fc = 4 Fc / (b d)

Figure 10. Formwork and bamboo culms for the concrete
beams in Phase IV.
Each concrete session had its own concrete type (fibre
reinforced, shredded rubber or recycled aggregate) and each of
these mixes had three different curing temperature regimes (20,
25 and 30oC), monitored by the students’ temperature sensor
and logger (see Figure 11). In essence then, each group could
contrast their own result with all of these nine scenarios (with
five to six beams of each type, depending on the number of
groups in each batch allocation) and had to comment on the
effect of the other mixes and maturities, thus developing a wellrounded experience of the consequences of different
sustainable mix designs under different curing regimes.
During the laboratory briefing session, the equation for the
force, Fb, in the two bamboo culms during a flexural test under
peak load, Pmax, was derived, as shown in equation (2), where c
is the cover to the bamboo culm from the bottom of the beam.
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(2)

(3)

Interestingly, two different failure modes were observed,
whereby the recycled aggregate concrete strength was high
enough to develop a good bond with the bamboo and so the
bamboo snapped in tension (Figure 13(a)), whereas the
shredded rubber concrete beams were much lower in strength
and so there was debonding of the bamboo from the cement
matrix, the ends of the culms retracted into the concrete (Figure
13(b)) and a shear failure and beam splitting occurred (Figure
14).
The students produced load-deflection plots and photographs
to explain their beam failures, contrasting them with the brittle
failure observed in Figure 6. The post-cracking ductility and
residual load capacity post peak also featured as students were
asked to calculate the area under the load-deflection diagram as
an indication of relative energy absorption capacity. Here the
students learned important lessons, through experience, of the
nature of ductility and energy absorption of materials. They
also observed the fact that a composite structure can have
synergistic properties which combine the advantageous
characteristics of the component parts.
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Figure 12. Post-cracking ductility of a bamboo reinforced
beam.

Figure 13. (a) A snapped pair of bamboo culms and (b) with
debonding, the ends of the bamboo culms retract into the
concrete upon flexural failure.

Figure 14. Beam splitting on delamination of the bamboo in
low strength beams in flexure.
Students perceived that failure modes can be surprising and
an understanding of material behaviour is essential in
preventing this from happening unexpectedly. In this sense,
during the laboratory session, there was a sense of intrigue in
what way their group’s beam failed, knowing they were
expected to explain it in their final report.
3

CONCLUSIONS

Through experiential learning, a 10 ECTS module in
Engineering Materials and their Applications was successfully
delivered to a class of 240 first year engineers. Today’s school
leavers entering university courses in engineering struggle with
some concepts, especially the application of mathematics and
physics to practical problems. This module was designed to
introduce an engineering problem to them which uses
experimentation and maths to achieve an engineering
objective. It also enhanced their confidence to present and
discuss ideas in a teamwork setting and to develop a strong
work ethic.
Students were exposed to aspects of three engineering
disciplines, open-ended problem solving, international

standards laboratory testing, data logging, statistics, project
management, team dynamics, report writing skills, etc. while
also enjoying and appreciating the execution of some of the
lecture principles in practice.
The laboratory sessions added clarity to terms such as
tensile, compressive and flexural strength, stiffness, brittle and
ductile failure, shrinkage, bond, under-reinforcing,
temperature effects, variability, etc.
It was shown that materials have very different mechanical
properties: Rubber is highly extensible; paper is very sensitive
to the stress-concentrating effects of cracks; bamboo is ductile
and highly elastic, but also has weaknesses including its wide
variability. It was also learnt that concrete, for all its
adaptability, must be manufactured carefully – the importance
of the customer rather than the manufacturer controlling the
water/cement ratio, compaction and curing in optimising its
hardened properties was discovered. The fact that concrete is
weak in tension was observed through experiments on flexure
and compression, and reasons found to explain why most
recycled constituents used in concrete reduce its performance
while making it more sustainable. Finally, it was realised that
a composite material can perform much better than its
component parts.
Students realised that experimental data can be obtained
without using expensive, specialised equipment, though the
resulting accuracy of the results needs consideration. The
ubiquity of safety in laboratories was evident to students.
Through experience it was realised that test variability can be
high if one does not control the important variables. So one
needs to follow procedures in international standards to
control this variability. How to monitor, log, process, analyse
and present data in order to understand material behaviour was
learnt by all participants.
The fact that a Project Manager needs good interpersonal
skills became evident to the students in managing many of the
groups. Teamwork was vital to optimise marks and missing a
deadline has consequences. Many aspects of producing a
professional technical report, including the importance of
consistency and attention to detail were also gleaned over the
course of the semester.
In conclusion, although running a project-based module in
support of conventional lectures is very resource intensive, it
does expose students to many aspects of experiential learning
which not only enhanced and reinforced the content presented
in conventional lectures, but also introduced them to softer
skills, including project management, report writing and
statistics. The evidence of success was most seen in the quality
of the submitted reports and the degree of engagement by the
students who, on a weekly basis, fundamentally enjoyed a more
practical way of experiencing how sustainable materials
behave.
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ABSTRACT: The Faculty of Engineering and Science (FES) at Cork Institute of Technology (CIT) recognises the overwhelming
evidence of a severe shortage in the uptake of female students of STEM courses and ultimately STEM careers. In its attempt to
turn this tide, the faculty has pioneered a ‘female only’ campus week showcasing science, technology, engineering and maths
(STEM) to TY students. This campus week commenced with a one-day event at CIT, in 2015 supporting the launch of the ‘I
Wish’ initiative at Cork City Hall. The ‘I Wish’ (Initiative for women in STEM) is a not-for-profit group founded by three
visionary Cork business women in 2014.
It is estimated that women make up only 25% of the STEM workforce in Ireland and thus the faculty through its CIT I Wish
campus week is committed to showcasing the inspiring role models across the CIT STEM community and its many industrial
partners. While identifying the urgent need to address the low number of females in STEM courses, and thus the motivation and
focus of the campus week, this paper provides an overview to the design of the week incorporating interactive workshops, site
visits to host industries and inspiring Q&A sessions. Each of these is designed to ultimately help the girls understand that a STEM
career will facilitate them to pursue a career with ‘82% of girls wanting a career where they can help other people yet they don’t
see how STEM can facilitate that’ (Buckley et al., 2017). The design of the ‘CIT I Wish’ campus week helps them to understand
this and the results of the campus week showed that 89% of the students said they were more likely to consider a career in STEM,
as a direct result of attending the campus week. The impact of the campus weeks on the 2020 cohort of students has been recorded
and evaluated through a survey of the girls with some of the findings presented in this paper.
KEY WORDS: I Wish; Women in STEM; Role Models
1

INTRODUCTION

There is very clear evidence of a shortage of female students
undertaking STEM courses at university and thus limiting their
career opportunities. It is reported that women make up only
25% of the STEM workforce in Ireland [1]. With this poor
participation of female students interaction with STEM
professions and a global shortage of STEM professionals,
tapping into the female community is the obvious solution [2].
Much research has been carried out on how to engage more
females with STEM subjects and career options. The literature
identifies many elements but all agree that interaction with
female STEM role models have a very positive impact on
female students [3, 4].
This phenomenon starts at a very early age through primary,
and post primary school with many misconceptions among
teachers, parents and students that ‘engineering is too hard’ or
that ‘programming is not for girls’ etc [5] . Currently boys
outnumber girls at a ratio of 1:3 in many of the post primary
technology subjects, e.g. higher level mathematics, physics,
applied maths, technical graphics and to a lesser extent
chemistry. Girls choosing not to take one or more of these
subjects are immediately limiting their university course
options and ultimately their career options. This paper shares
the CIT I Wish campus week model which is a five day
immersive campus programme to encourage and open female
students minds’ to the many and varied opportunities that
STEM careers can offer. The immersive campus week has been
developed over the last five years at CIT. It’s success and
impact has been recognised by other third level institutions who
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have adopted the CIT model and are now offering a similar
campus week in their institutions.
2

I WISH

I Wish was founded in 2014 by three Cork business women
who recognised the shortage of females in STEM professions
[6]. The I Wish initiative has proved very effective in reaching
large numbers of post primary level female students. Their
showcase features exhibitions from STEM industries and third
level institutions, with Q&A panel discussions from leading
and inspiring female industry and academic role models. The
Faculty of Engineering and Science at CIT have partnered with
I Wish since that first year in 2015. In 2015 the Faculty hosted
a few hundred female TY students from schools in the Cork
city and county areas to a half day interactive event that
developed the following year into the five day campus week
model.
The campus week has grown from strength to strength in both
demand and offerings. Each year the faculty has invited 80-100
students to campus, with the very difficult task of being limited
to 80-100 places. Such is the demand for places that 350
students applied for the 80 places on the January 2020
programme. To-date the campus programme has 500 alumni.
This paper will share the structure of the campus week, the
rationale for including certain elements with a discussion of
what works for the students and analysis of the student survey
from the 2020 student cohort.
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3

STRUCTURE OF THE CAMPUS WEEK

The key elements to the campus week are interactive
workshops/laboratory sessions with host departments;
interaction with inspiring female lecturers and student role
models; and industry site visits.
The structure of the campus week is dependent on the
capacity of the hosting departments, the availability of female
role models and the accessibility of industry partners to host the
site visits etc. The campus week is not about delivering talks to
students but more about allowing students to engage and
interact with the different activities, peer-to-peer engagement
with the group and students of CIT, visit hosting industry sites
and engaging with the female lecturers and hosts across CIT.
The campus week allows the students to explore all of the
different science, technology, engineering and maths offerings
within CIT. An overall timetable for the week is developed
with each department allocated a time slot for their activity.
Arranging this timetable in itself is challenging as departments
are generally looking for more time than is actually available.
The 80 students are divided up into for groups of 20, to optimise
the student experience within laboratories, workshops and site
visits. If for example the Department of Civil, Structural and
Environmental Engineering have a one hour timeslot then they
will generally have four rooms set up to accommodate each
group of 20, with a lecturer and often a CIT undergraduate or
postgraduate student also present to assist.

thus this is an activity which will continue to be incorporated
into the annual campus week programme.
Site Visits - Partnering with Industry
Visits by the students to industry and construction sites is a vital
component in the structure of the campus week. Each week the
students visit up to two different industry hosts, with each visit
hosting 20 students. These industries vary from computer
hardware, computer software, gaming developers, aeronautical
engineering, biomedical facilities, construction sites, recently
completed office buildings, other CIT campuses, i.e. the
National Maritime College of Ireland, Blackrock Castle
Observatory and NIMBUS Research Centre. The faculty has
invested in safety PPE for students, and are therefore, in a
position from a Health & Safety prospective to send the
students to working construction sites. A snap shot of these
visits are presented in Figure 1 below.

Meet and Greet
The organisers of the campus week have learned a lot over the
last five years and in particular in the area of the student’s
introduction to CIT on the first morning of their campus week
experience. Great care is taken firstly when dividing the
students into their groups of 20 that they are happy with the
group dynamic and secondly in organising an icebreaker for the
students which gives them an opportunity to mingle and get to
know each other and feel comfortable, relaxed and ready to
immerse themselves into activities from the get go.
On the first morning, there is an opening event, which is
aligned with a current theme that the Institute are developing or
pursuing. In 2019 the CIT library organised a celebration of
national and international female STEM authors with the
official opening of the 2019 campus week taking place to
coincide with this celebration. Female STEM authors were then
chosen as the team names for the different groups within the 80
girls for the social media challenge which will be discussed in
section XX below. The girls were encouraged throughout the
week to browse through the STEM related books and take the
opportunity to promote the female authors through photographs
and posts on social media..
The faculty collaborate with the student engagement office,
ANSEO. Their team of staff and student ambassadors organise
the''Get Connected" icebreaker for the students as mentioned
above. This "Get Connected" activity is also an element of
CIT’s good start programme for incoming first-year students
each year. As part of the 2020 student survey, the girls were
asked if they get connected workshop helped them to team
build across the week and get to know other students from
different schools. Of the 59 respondents 47 (80%) of the
students indicated that this was a great support to them, and

Figure 1: Collage of site visits [7]
The Faculty has also invested in hiring tour headsets for site
visits to enable each student to get the full overview and
experience being provided by the hosts as they tour their
facilities. Overall, these industry visits are very informative and
provide a unique insight for the students on what the day-today working life would be for a STEM graduate whether it be
in laboratory or on a construction site.
The 2020 cohort of students were asked a number of
questions relating to the site visits. They were asked to rate their
visit and overall the visits scored 4.38/5. The students evaluated
the importance of the visit and their understanding of STEM
and here the average rating was 4.6 /5. Thus, the site visits have
a very positive impact on the girls and their understanding of
the application of STEM as a career. Lecturers and final year
undergraduate female students accompany the students on
these site visits, giving the students a great opportunity to ask
questions about the courses. It has been the experience that the
TY students engage very positively with the female CIT
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students, asking them questions regarding the courses in CIT et
cetera.
The endeavours of the faculty in promoting Women in STEM
would not be possible without the support and enthusiasm of
the industry hosts. The faculty requests for site visits are always
received very positively by the industries hosting these visits,
with many industries offering visits year-on-year.
Sports and STEM
Over the past four years, the campus week has incorporated an
activity around the importance of STEM in sports – ‘Why
Sports needs STEM’. This was incorporated to give the
students a very clear illustration of the positive and vital
application of STEM in all areas of sports. Many of the female
students are themselves sportswomen and may not be aware or
recognise the importance of STEM careers and products that
help them in their sporting activities. The Faculty partner with
the Department of Sport, Leisure & Childhood studies in CIT
annually for this event.
The various applications of STEM in sports are illustrated at
the event e.g. biomedical engineering and science for the many
different sports injuries; the use of smart electronic devices and
GPS tracking with mathematical data analytics all informing
the activity of e.g. rugby players on the pitch, their distance run,
the number of impacts; the importance of space in facilitating
the use of GPS devices; the impact of structural engineering in
designing the sports stadium and facilities; the importance of
nutrition and food science in maintaining healthy diet. The
event has been hosted in the newly constructed Pairc Uí
Chaoimh. The event has included a tour of the facility by the
Project Manager, as seen in Figure 2 below.

Departmental STEM activities
Each department within the faculty are given the opportunity to
host the students during the week. Departments have developed
various interactive workshops and showcases for the girls.
These departmental showcases are generally led by female
lecturers and female students, so giving the girls an opportunity
to interact and ask questions of the female lecturers, most of
whom would have previously worked in industry. A selection
of these are shared in Figure 4 below.

Figure 4: Collage of interactive departmental activities [10]
Social media competition

Figure 2: Photographs from the January 2019 Tour of Pairc Ui
Chaoimh [8]
The layout of the stadium allowed for the Sports Department
at CIT and the various industries to showcase their products,
with the use of interactive demonstrations. Here also there is
very much a focus on interactive activities with the students,
with some of these illustrated in the photographs in figure 3
below.

Figure 3: Interactive stands at the Why Sports needs STEM
showcase [9]
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The campus week has included a social media competition in
its schedule for the week. The TY students are encouraged
throughout the week to take photographs, create videos and
catchy taglines and winners are announced on the final day of
the campus week. This has been developed over the years in
partnership with CIT’s Marketing Department, the ANSEO
office and more recently by a Communications and Marketing
Senior Researcher. The social media competition fulfils a
number of objectives: giving the students an opportunity to
work in teams; sharing their daily activities on social media
platforms thus enabling the CIT I Wish message to reach large
volumes of internal and external stakeholders and also assists
in promoting the CIT STEM programme offerings to our target
audiences. Coverage has been extensive over the last few years
on print media and online platforms with many photographs
from the week captured on the front pages of The Examiner,
Irish Times, The Echo and many other print media outlets, as
illustrated in figure 5 below.
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Figure 6: STEM Design Challenge – Ted McKenna [12]

Figure 5: Collage of news media coverage of I Wish campus
week @CIT [11]
STEM Design Challenge with Engineers Without
Borders
The faculty partnered with Engineers without Borders (EWB)
and developed a STEM Design Challenge. Each year EWB has
an engineering design competition for 3rd level institutions,
with faculty students participating in the challenge. This idea
was further developed within the Department of Civil,
Structural and Environmental Engineering and the |TY
challenge was issued on day 1 of the week, with the design
workshop on the final morning. The 80 TY students were
divided into groups of 4-5, and work within these groups were
facilitated by female engineering students. The TY students
were guided through the Design Thinking Model, to develop,
ideate and prototype a solution to address a STEM challenge
for a community in the Indian Ocean. The output from this
workshop was inspiring – that these ideas could be developed
and delivered on in 3 hours. An overview of the brief is
illustrated in figure 6 below.

The literature illustrates that girls wish to pursue a career,
which helps people, but they do not always see a STEM career
as being an opportunity to help or improve people’s lives. We
asked the girls to reflect on the EWB STEM design challenge
and after completing it 71% felt that STEM has a very
significant impact on people’s lives, as seen in Figure 7 below.
Question: Following the STEM design challenge with
Engineers Without Borders, how do you think STEM can
improve people’s lives?

Figure 7: Survey question from January 2020 cohort of students
[13]
4

OVERALL IMPACT ON STUDENTS

The key objective of the campus week programme is to
encourage female TY students to consider STEM courses and
to carefully consider the subjects they choose for their Leaving
Certificate if they have an interest in a possible career in a
STEM related area. A measure of the campus week’s success
is to understand how many of the girls will now consider a
STEM career and how many will make some subject to changes
for the leaving certificate as a direct result of having
participated in the week. In the survey of the 2020 cohort of
students they were asked a number of questions to evaluate the
impact of the week.
We asked the students if attending the CIT I wish campus
week encouraged them to consider selecting additional
different STEM subjects at leaving cert. 42 of the 59
respondents identified that the campus week encouraged them
to take additional or change their subjects. When asked which
subjects, many students indicated they would now consider
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taking 2 or more additional STEM subjects. The numbers of
students for each of the STEM subjects is reported in Table 1
below.
Table 1: Additional/Changed STEM subjects as a result of
attending the campus week [13].
Which additional or different STEM
subjects will you now take at Leaving Cert,
as a result of attending the campus week?
Chemistry
19
Biology
9
Physics
14
Construction
2
Computer Science
1
Applied Maths
6
DCG - Design and Communication
Graphics
2
Sports
1
Figure 8 below illustrates the impact the week had on the
students, and their interest in pursuing a STEM career. It asks
them to illustrate their interest in STEM before the week and
after the week.

Impact of the week and your interest in
pursuing a STEM career
30
25
20
15
10
5
0

Prior to starting this
camp how would
you rate your
interested in
pursuing a STEM
career?
Having completed
the CIT IWish
campus week how
would you now rate
your interest in a
STEM career?

Figure 8: Result of survey data, January 2020 campus week
[13]
This figure shows the clear positive impact on the girls, and
their interest in pursuing a STEM career.
5

KEY RESULTS

The CIT vision for the campus week is that the girls ‘open their
minds’ to the possibility of pursuing a STEM University
education and a possible STEM career. If the outcome of 5 days
on the programme encourages and supports that, then CIT
deems the programme a success with 89% of them more likely
to consider STEM as a career option [14]. CIT has expanded
the programme, sharing it with other 3rd level colleges. The
University of Limerick adopted the CIT model in 2019 with
Trinity College Dublin and UCD adopting it in 2020. The team
at CIT is in further discussions with other colleges’ across
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Ireland and the UK, and hope to see a further expansion of the
programme in 2021.
The 2020 cohort of students were asked to reflect on their
experience of the week, and assess the impact of STEM on
people’s lives. Overall 71% indicated that their appreciation of
the positive impact of STEM had improved a lot as a result of
the week, while 100% of them indicated an increase in their
appreciation, as illustrated in figure 9 below.
Over the course of the week; has your appreciation of the
positive impact of a STEM career on people’s lives evolved?

Figure 9: 2020 Survey question - Appreciation of STEM on
people’s lives [13]
6

CONCLUSIONS

The CIT I Wish campus week has grown form strength-tostrength since its inception in 2015. With the programme now
in four institutions and the hope that it will expand further, the
future looks bright for Women in STEM. It is clear from the
survey data presented in this paper that the week has a very
positive impact on the female TY students and their wider
community in considering a career in STEM. Further research
is planned on this survey data and to follow the routes of the
CIT I Wish Alumni, many of whom are now studying STEM
in CIT.
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ABSTRACT: The concept of creativity being only associated with writers, painters, and artistic professions is outdated. The future
engineer must embrace maths, art and creativity to unlock innovative solutions. Traditional engineering courses with an emphasis
predominately on maths and science can produce graduates who are constrained in developing design solutions without creativity
to unlock innovative solutions. This paper describes a short course introduced in the School of Engineering at NUI Galway in
2018 to expose students to creative thinking research and principles and engage in various forms of creative expression
(photography, painting and essay writing) to articulate their response to a set task to develop their lateral thinking. The paper
discusses the proposition that including creative exercises in the undergraduate engineering education has many benefits including
developing awareness of visually perceptive ways of thinking, increasing self-awareness and creative confidence and an
appreciation of the arts and design disciplines.
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1

INTRODUCTION

The concepts of art and creativity are usually associated only
with artistic professions or artists such as writers and painters.
On the other hand, engineering undergraduate students are
normally attracted to a course of engineering because of their
demonstrated skills, at second level schooling, in mathematics,
physics and chemistry. Humanities subjects are not a prerequisite for engineering university acceptance.
Engineering courses traditionally include little or no
education in arts or creativity, focusing predominately on maths
and science. However, arts and creative thinking are
fundamental to developing innovative design solutions in
engineering. Thus, including creative activities in
undergraduate engineering education could be beneficial for
the future engineer to foster the creative thinking needed to
unlock innovative solutions.
This has been recognised by Engineers Ireland in its
inclusion of ‘creativity and innovation’ as one of the seven
programme area descriptors in the education standard required
for the registration of Chartered Engineers in Ireland [1].
Engineers Ireland state that “students should be encouraged to
think beyond the obvious and routine, and be given
opportunities to face the challenges of previously unsolved
problems” and that “a student’s ability to contribute to the
creative process should be developed” [1]. To become a
Member and Chartered Engineer of the Institute of Civil
Engineers (ICE) you must demonstrate that you “engage in the
creative and innovative development of engineering
technology and continuous improvement systems”, which
under the ‘knowledge and understanding of engineering’
attribute group for a Chartered Engineer (CEng MICE) with the
ICE [2]. Engineers Australia list “creative, innovative and proactive demeanour” under ‘professional and personal attributes
as one of the 16 mandatory elements of competency that must
be demonstrated at the point of entry to practice [3]. The three

indicators of attainment that they include for this competency
are [3]:
a) Applies creative approaches to identify and develop
alternative concepts, solutions and procedures, appropriately
challenges engineering practices from technical and nontechnical
viewpoints; identifies new technological
opportunities.
b) Seeks out new developments in the engineering discipline
and specialisations and applies fundamental knowledge and
systematic processes to evaluate and report potential.
c) Is aware of broader fields of science, engineering,
technology and commerce from which new ideas and interfaces
may be drawn and readily engages with professionals from
these fields to exchange ideas
In its 2013 paper on graduate attributes and professional
competencies, the International Engineering Alliance, stated
that complex engineering activities “involve creative use of
engineering principles and research-based knowledge in novel
ways” [4]. On the other hand, even though ‘Engineering
Design’ and ‘Communication and Team-working’ are two of
the eight learning areas for programme outcomes for both
bachelor and master degree programmes in the European
Network for Accreditation of Engineering Education (ENAEE)
Standards and Guidelines for Accreditation of Engineering
Programmes [5], the importance of arts and creative thinking in
the development of innovative design solutions in engineering
is not strongly recognised. Its recognition is limited to the
learning process which should “enable master degree graduates
to select and apply the most appropriate and relevant design
methodologies or to use creativity to develop new and original
design methodologies” with no mention of the use or
development of creativity at bachelor degree level [5].
This paper describes a short course introduced in the School
of Engineering at NUI Galway in the 2018/19 academic year to
expose students to creative thinking research and principles
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plus moreover engage in various forms of creative expression
to articulate their response to a set task to develop their lateral
thinking. The ‘Creative Response’ assignment comprises
different activities including photography, essay writing and
painting, with the purpose of engaging the students’ whole
brain thinking to develop visually perceptive ways of thinking,
increasing self-awareness, creative confidence and
appreciation of the arts and design disciplines.
2

METHODS

The ‘Creative Response’ assignment was introduced into the
EI140-Fundamentals of Engineering module in the School of
Engineering in 2018, which is taken by over 250 first year
engineering students each year. This component of the module,
which is run over 2.5 days towards the end of a semester,
consists of:
i. a 50 minute lecture;
ii. a photographic creative exercise;
iii. a 2-hour ‘Art Studio’ where an artwork is created by the
student with artists available to provide guidance;
iv. a 150 word essay, written during the studio session,
describing the creative work and its inspiration;
v. following reviewing and marking the artworks, a
financial prize for the most inspiring creative effort is
provided.
The initial lecture is given by a practicing engineer where the
students are exposed to creative thinking research and
principles, reinforcing that engineering is a creative endeavour
requiring original thought and judgement and how these
principles have led to the development of iconic structures.
Following the lecture, the students are asked to take a
photograph, on campus, which best captures the ‘mood’ of the
University and title it with up to three words.
The day after, students attend an ‘Art Studio’ to paint a black
and white picture as a creative response inspired in a selection
of images using the material provided, i.e. A3 canvas, black and
white paint, fine and thick brush and a mixing plate. They are
given 9 images, 6 of which are pre-prepared by the lecturer and
the remaining 3 images are taken from the photography
exercise, and asked to choose 3 images that resonate with them,
make connections and create a painting. Then, inspired from
the creative response they experience, they compose an essay
describing the chosen images, the connection made, and the
artwork inspired.
The artwork and essays are reviewed and an individual who
is judged to have completed the best piece of art for the
‘Creative Response’ Assessment in EI140-Fundamentals of
Engineering is awarded the ‘Madden Art in Engineering’ Prize
in an award ceremony the day after the ‘Art Studio’.
The purpose of the assignment is to encourage the students
to foster an appreciation of the importance of creative thinking
in engineering design, to appreciate and respect the creative
process and the work of creative disciplines they will encounter
in their engineering careers. It also aims to increase awareness
of the world of art and the importance of creative engineering
thinking and experience the creative process through an
opportunity to be creative.
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3

RESULTS AND ANALYSIS

In this paper, the results from the 2019 ‘Creative Response’
assignment conducted in the School of Engineering at NUI
Galway are presented and analysed. The reaction to the
assignment is generally positive from the students, due to the
nature of the exercises proposed encouraging creativity and the
less formal environment compared to other engineering tutorial
work experiences.
Some students find the ‘Art Studio’ exercise demanding or
intimidating and struggle to make a start. For many it is the first
time they have been asked to create a work of art and the
assistance of the artists in helping students overcome this initial
anxiety and inhibition and open themselves up to their own
creativity is vital to the success of the creative experience. Most
students try approaching the task with energy and a degree of
creativity, and a smaller selection of students grasp the freedom
of the creative exercise and demonstrate an understanding of
‘out of the box thinking’.
Photography exercise
A database was created with the titles and photos from the
students with some of the photographs submitted by the
students are presented in Figure 1. The database contained 209
photographs taken and submitted by the students on 13th
November 2019.

Figure 1. Collage of some photos from the photography
exercise year 2019.
The first approach to the analysis of the photography exercise
was based on the themes expressed on the titles of the photos
submitted. In a few cases, complete coincident titles were
found, for examples: ‘New beginnings’, ‘Early mornings’ and
‘Hard work’. All of them are related to their experience as first
year students of engineering. Afterwards, all the words from
the titles were taken and word counting analysis was
conducted, finding repetition for many cases. Figure 2 shows a
word-cloud including the words most used by the students.
Among the most repeated words, the following are highlighted:
‘creativity’, ‘future’, ‘balance’, ‘beginnings’, ‘change’,
‘engineering’ and ‘life’.
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Figure 2. Word-cloud of the most repeated keywords on the
photography exercise 2019.
‘Art Studio’
Individual pieces of artwork and associated essays were
completed in the ‘Art Studio’ by the 199 students in November
2019. The data from the ‘Art Studio’ exercise was introduced
in a database, the artwork digitalised, and the essays
transcribed. Keywords were extracted from the essays in the
first instance and inputted in the database. Then, the list of
words was refined to identify the key topics and, following the
same approach used for the photography exercise analysis,
word counting analysis was carried out.
The most repeated keywords extracted from the essays are
presented in Figure 3. The pie chart also shows the percentage
of essays in which these words are found. As can been seen
from Figure 3, 28% of the essays have the common topic of
‘life’, 25% are composed around ‘nature’, and 17% talk about
‘time’. Other repeated words are: ‘work’, ‘energy’,
‘engineering’ and ‘teamwork’. Examples of individual
paintings submitted by the students are given in Figure 4.
The artwork and essays are reflective of a creative exercise
and, from another analysis perspective, the responses can be
classified into several themes:
 Literal: a familiar less imaginative response depicting
images of engineering construction or very literal
compositions. Themes include windmills, trees, hands, all three
presented as the selection of images in the exercise, and other
objects.
 Personal: images of family, relationships, cover
themes such as home, living away from home, or family loss.
 Dark Emotional: depictions of frustration, anger,
depression, questioning, loss or confusion. Images are often
dark and negative. The creative exercise has created an
opportunity for these students to express a concerning
emotional response which is not finding an outlet elsewhere.
 Imaginative: flights of fancy and thinking out of the
box responses. Given the short time students have to prepare
and execute the exercise, these responses show a quick creative
brain. Themes have included social issues (Global warming;
Aboriginal rights/multicultural issues).
 Creative: considered compositions which creatively
link their concept to the chosen image and well scripted essays.

Figure 3. Pie chart of the most repeated keywords on the
essays of the 2019 ‘Art Studio’ exercise (top) and word-cloud
(bottom).

Figure 4. Collage of some artwork from the ‘Art Studio’ 2019.
Considering the categories described above, the artwork was
assessed in a 1 to 5 scale, from ‘not at all’ to ‘very much’ in
each of the categories. Table 1 shows percentages of the
artwork classified as literal, personal, dark emotional,
imaginative and creative, considering those ranked over 3, 4
and 5 in the 1 to 5 scale.
Overall, the highest percentage is found for literal, which
means that the creative response expressed in the artwork was
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not very imaginative. But also, a percentage of the other
categories is well reflected from the response to the ‘Art
Studio’ exercise.
Table 1. Classification analysis of the artwork from 2019 ‘Art
Studio’ exercise. Numbers define within a 1 to 5 scale from
‘not at all’ to ‘very much’.
Category
Literal
Personal
Dark emotional
Imaginative
Creative

Ranked
≥3
65%
18%
15%
22%
28%

Ranked
≥4
44%
10%
7%
12%
10%

Ranked
5
25%
7%
4%
3%
1%

Focusing only in the artwork, once digitised, it was analysed
with the software ImageJ, and for each picture the intensity
histogram obtained. Then, the percentages of black and white
were obtained.
The students were given only black and white paint to create
their artwork. However, from the visual inspection and also
supported by the intensity histograms analysis, a wide range of
greys was presented in the paintings. The distribution of the
percentages of black and white, as shown in Figure 5, is normal.
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Figure 5. Histogram of the percentage black and percentage
white from the artwork from the 2019 ‘Art Studio’ exercise.
4

the additional benefits of introducing an ‘Art Studio’ into the
engineering curriculum, with responses such as ‘viewing things
differently’, ‘allowed to have fun’, ‘it helped de-stress in the
run up to exams’, ‘I experienced something new without being
prepared in advance which gave me confidence’, and ‘helped
me get to know my classmates better’ highlighting the student
experience.
This work was based on the methodology and results from
the 2019 ‘Creative Response’ assignment, but further and
deeper analysis will be conducted in comparing results with the
previous year outcomes. Furthermore, taking into account the
environment and circumstances in which the different exercises
were carried out, could be interesting to the comparison
analysis.
Originally, the ‘Creative Response’ assignment presented
was inspired by the ‘Art in Engineering’ module developed in
a 12-week Civil Engineering Design course for final year
students at the University of Sydney, Australia delivered
initially by Harry Partridge, founding Director of Partridge
Engineering consultants in Sydney and since 2016 by Eamonn
Madden a former Managing director at Partridge. The module
was run for over 12 years, with some differences in the ‘Art
Studio’ exercise conception, but mainly the same methodology.
Following their experience, in 2018, the course was introduced
into the curriculum of multi discipline engineering students at
NUI Galway by the first and last authors with assistance from
artists and researchers to facilitate the art studios.
Future work could be done regarding the analysis of the
results from the many years of experience in Australia, and then
comparing with the experience in NUI Galway, with respect to
the differences in the assignment approach.

CONCLUSIONS AND FUTURE WORK

The paper discusses the proposition that including creative
exercises in the undergraduate education of engineering
students has many benefits including developing awareness of
visually perceptive ways of thinking, increasing self-awareness
and creative confidence and an appreciation of the arts and
design disciplines. It argues that developing a balanced brain
unlocks the potential for an enriched cultural life facilitating a
fuller contribution to society in their engineering careers. The
analysis of the creative exercise artworks where most
submissions were categorise as ‘Literal’ -that is familiar and
less imaginative, demonstrates the need for inclusion of further
creative teaching to undergraduate engineers.
Both qualitative and quantitative analysis of the outcomes
from the year 2019 creative response exercises in NUI Galway
are presented. Feedback given by the students also highlighted
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ABSTRACT: The curricula of modern engineering programmes achieve a greater number of learning outcomes and cover a
broader range of subject areas than ever before. This has resulted in a reduction in the hours that are available to teach structural
engineering. At the same time the work of graduate structural engineers has changed and is likely to change further in the future.
This paper considers what the kernel of essential knowledge for structural engineering should contain. More specifically it explores
what elements of this kernel must be taught in university. The paper does not result in a definitive list of topics but makes some
initial suggestions and promotes a rationale by which such a list might be arrived at.
The paper argues that it is import to acknowledge that much of structural engineering analysis is pragmatic. Many of the basic
theories are simplifications that are useful only in certain circumstances with certain materials. This complicates identifying a
small set of structural engineering rules, Newton’s Laws excepted. While structural engineers should have knowledge of
mechanics of solids, elasticity and methods of analysing statically indeterminate structures the level of complexity that needs to
be achieved is not immediately clear.
Modern structural engineering practice suggests that some areas of structural engineering analysis, such as the flexibility method,
are obsolete; however, some of these methods are useful for exploring important concepts and developing qualitative analysis
skills. Qualitative analysis skills are vitally important because most structural analysis is performed using computer software and
it is essential that an engineer is able to critique the output from such programs. Qualitative analysis is a key skill in structural
design.
The paper also considers how the role of structural engineers is likely to change with the increased use of artificial intelligence
and machine learning, and with the development of parametric modeling packages that allow engineers to vary the form of a
structure and observe the changes in structural response instantly.
The paper also considers whether there is a need for different objectives when it comes to selecting topics that should be taught at
undergraduate and at postgraduate level. Undergraduate curricula should ensure basic competence: equilibrium of forces, the
relationship between stresses and strains and knowledge of the failure mechanisms for different materials and structure type etc.
Should postgraduate curricula be designed to ensure that knowledge of a wide variety of specialist techniques, such as: fracture
mechanics, classical elasticity, continuum mechanics, structural optimisation, design and analysis of plates and shells etc. are
maintained within the engineering profession? From this basis the paper tries to address the core competences that every structural
engineer should have as well as the core knowledge that would be essential for students to further develop their knowledge of
structural engineering once they have graduated.
KEY WORDS: Engineering education; Structural Engineering; Structural analysis; Structural design; Engineering Curriculum;
Future.
1

INTRODUCTION

This paper is intended to be the starting point in a discussion on
what should be included in current and future structural
engineering curricula.
The engineering curriculum has always been full. In the past
civil and structural engineers studied a wide variety of technical
subjects within the broad field of engineering science and spent
many hours working on design projects. Modern engineering
curricula try to cover these areas while also dedicating more
time to structured group-work, report writing and
communication skills. Although students spend longer in
college, the number and range of technical fields that
students must master is considerably broader than in the past.
As a result the time available to teach structural engineering
has reduced. At the same time the work of a structural engineer
has changed and some methods of analysis and design that
were traditionally

taught in college are rarely used in practice. As a result the
structural engineering curriculum is changing. This paper
considers what the core curriculum for structural engineering
should contain.
This is not a trivial question. While some traditional analysis
methods, such as graphic statics, can be omitted without
significant consequences the loss of other types of hand
analysis, such as influence line diagrams, may hinder students
developing a full understanding of structural behavior.
Similarly, while all structural and civil engineering
students must have a knowledge of mechanics of solids, what
aspects of mechanics of solids are core? As structural
engineers embrace an ever wider variety of materials should
mechanics of solids and mechanics of materials be studied in
greater detail? Should the emphasis on linear-elastic matrix
methods move from teaching the basic algorithms to an
increased emphasis on
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understanding and overcoming the limitations of such
methods? Where does plastic analysis fit when most structural
analysis is performed using linear-elastic theory? What will the
core skills of a civil/structural engineer be when structural
designs can be developed by autonomous algorithms that take
3D general arrangement models as their input?
2

STRUCTURAL ANALYSIS & PRAGMATISM

It is possible to interpret the history of the development of
structural engineering as the gradual development of ever more
sophisticated mathematical models [1,2,3,4,5,6]. This
interpretation is correct but it is not necessarily complete. This
is an important point to consider because it is easy to imagine
that the core canon of structural engineering is fixed. This is not
necessarily the case.
Engineers Bending Theory
Consider engineers’ bending theory, which is arguably among
the most useful structural engineering theories. It began with
the work of Galileo, and was developed by Marriott, James and
Daniel Bernoulli, Euler, Coulomb, Hodgkinson, Navier and
others. Figure 1 shows a sequence of assumptions of how the
internal longitudinal stresses are distributed in a cross-section
of the base of a cantilever [3].

forget that this theory is a combination of three separate
concepts. These are:
1.
2.
3.

The internal forces in a beam must be in equilibrium
with the externally applied loads.
The internal forces developed in the beam are related
to internal deformations of the material in the beam.
The beam fails when the internal forces (stresses) or
internal deformations (strains) exceed the capacity of
the material the beam is formed from.

The first point, which was understood by Galileo and was given
in a general form by Coulomb in the 1770s is clear today but
was poorly understood for many years [7]. Coulomb
specified the need for the internal forces along the section AD in Figure 2 to be in equilibrium with the applied load. He
stated that the longitudinal stresses must develop an internal
moment and that there was a need for forces with a
vertical component to counteract the vertical load.
However, the discussions following James Barton’s
paper on the Boyne Viaduct to the ICE in 1855, shortly
before Jourawski’s work on shear was published in 1856,
shows how the shear forces in a beam were poorly understood
[8,9].

Figure 2. Equilibrium of the internal forces and external
loads [7]
Regarding the second point, the relationship between stress and
strain in a beam made from an elastic material is far more
𝑀𝑀𝑀𝑀

Figure 1. Stress distributions and calculated moment
capacity of a cantilever [3].
The wonder to a modern engineer is that the final “correct”
solution took so long to emerge. However, engineers today
have the benefit of hindsight and typically use structural
materials that have well defined properties. The profession is
so comfortable with engineers’ bending theory that it is easy to
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complex than 𝜎𝜎 = 𝐸𝐸𝐸𝐸. Thi s for mula and the fam iliar 𝜎𝜎 = 𝐼𝐼
work well for simple steel universal beams but with larger plate
girders effects such as shear lag must be considered. The third
concept, that of material failure criteria is also treated in a very
simple manner when designing steel beams. It is notable that
when designing other components it is often essential to
consider the full stress and strain tensors and to take account
of fracture mechanics and fatigue.
The important point is that many of our analysis methods are
based on assumptions that are not universally true. There is
often a conflict between teaching as much “useful” material as
possible and ensuring that the underlying assumptions are
covered in detail. One particularly relevant example is the use
of elastic methods, and computer programs based on elastic
methods, to calculate the internal forces in reinforced
concrete structures. This procedure is justified by the safe
theorem of plasticity but many engineers today learn
elastic analysis without getting a thorough grounding in
plastic theory.
In the past structural analysis was not as essential as we
consider it today. The gothic cathedrals were constructed
without formal calculation, although being based on
arches it was
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possible for their builders to rely on models to ensure stability.
The previous discussion of shear shows that in the early days
of calculation-based structural engineering most engineers had
a very poor understanding of structural mechanics [2].
Despite this they constructed impressive bridges and engine
sheds. This was because the profession at the time
was pragmatic and usually developed new forms of
construction gradually, or carefully using experimental
testing. It may be that it the future many engineers will
default to accepting computer generated analysis and
relying on experience to ensure that the designs are robust.
Even in more recent times engineers such as Nervi [10] and
Toroja [11] built beautiful elegant shell structures that they
justified with simple calculations and model tests. The overall
message is that many of our cherished formulae are not
universally true and that a pragmatic approach to engineering
analysis has worked in the past. A third question that could
reasonably be asked is how many engineers need to have truly
in-depth knowledge of structural engineering. All structural
analysis courses involve compromise.
To oversimplify a little, beam bending theory allows us to
calculate the stresses in a floor joist, but scantlings also have
their uses (depth of floor joist in inches = half the span in feet
+2).
3

WHAT IS ESSENTIAL

The core question of this paper is what is the essential kernel of
structural engineering knowledge that civil engineering
students should learn in college? Related to this is the question
of what civil or structural engineering students should learn in
the second cycle, or Masters’ years, of a programme if they plan
to specialise in structural engineering.
It is tempting to put pen to paper and draw up a list, and
ultimately this is what engineering educators do. However,
before suggesting some items that should be on the list it
is appropriate to consider how engineering practice
should influence the list. To see how professional practice
influences the topics that are taught it is sufficient to identify
methods of structural analysis that have disappeared or are
taught with less prominence since the development of digital
computers. Graphic statics was one of the most
important structural analysis methods before digital
computers. It allowed an engineer to use a drawing
board to quickly calculate the member forces and
support reactions for a statically determinate truss.
Looking back, through rose-tinted spectacles, it had the
pedagogical advantage of giving real form to the concept of
force polygons and made students realize the role of
precision in calculation. Few programmes include it
nowadays but instead focus on the traditional methods of
joint equilibrium and method of sections. However, it may
be that in the future these methods will be replaced by the
rational approach of writing all the equilibrium equations for a
structure and going straight to the solution of these equations as
a set. As practicing engineers move away from hand
calculations this approach may be preferred.
What of influence line diagrams? These were an important part
of structural engineering programmes thirty years ago. They
were important because the ability to calculate the
worst loading effect for a beam bridge required, or was made
simpler by, an understanding of influence line diagrams
and Betti’s

theorem. Nowadays, when the calculation of critical load
combinations is usually automated, they are less essential. The
flexibility method is also less essential. The flexibility method
is now most useful as an easily understood method for the
analysis of simple statically indeterminate structures. The
previous advantage of flexibility based methods (such as the
three-moment equation method) that minimised the number of
equations that needed to be solved is no longer significant. In a
similar manner some aspects of the stiffness method, such as
the shortcuts that could be used when a structure and its loading
are symmetric, are no longer important. The relevance of the
stiffness method itself is largely important because it is the
method that underlies most structural analysis software and
basic beam-based direct finite element formulations.
And what of virtual work, the moment-area method, moment
distribution, plastic analysis or energy theorems? Taken
individually almost every area of structural analysis starts to
seem a luxury. The study of plates and shells is hardly core,
what about classical elasticity and stress and strain tensors?
These may be found in postgraduate programmes but which
of them are essential? When some practicing graduate
engineers reflect on the traditional analysis techniques they
learned in colleges they are sometimes critical or
dismissive. This even applies to some research students.
The truth is that much of what is taught at undergraduate level
is taught not with a view to structural engineering practice but
as a means to developing the students’ ability to perform a
qualitative analysis with a view to both design and the
critiquing of computer-based analyses.
As an initial guess at what is essential for structural engineers
today consider the following list:
Prepare students to critique solutions
Students need to develop the skills to critique the output from
structural analysis packages. This requires an understanding of
axial forces, shear forces, bending moments, stresses,
strains and deflections. It is also important for students to
understand the assumptions underlying a computer
analysis. These are most easily explained in the context of
hand-based
structural
analysis.
Therefore
handcalculation b a s e d structural analyses of trusses and
beams remains relevant.
Qualitative analysis and Design
The ability to interpret the output from a structural analysis
program requires good qualitative analysis skills. There is no
substitute for a series of lectures tailored to developing
qualitative analysis skills, but these skills can be reinforced by
the teaching the flexibility method. The flexibility method
requires students to use superposition to calculate the deflection
of statically determinate structures. This is akin to qualitative
analysis with numbers and helps solidify the concepts.
Qualitative analysis also plays a vital part in design. It is
important to be able to predict the effect of making changes to
a structure.
The interfaces through which engineers access structural
analysis software are starting to become so sophisticated that
structural engineers can modify the properties of a structure and
instantly review the changes in the structural response. It may
be that the use of such packages may become an important
element of teaching qualitative analysis.

431

Civil Engineering Research in Ireland 2020

Teach students the underlying theory and assumptions
A structural analysis programme should ensure that students
understand the assumptions that underlie current practice and
structural analysis methods based on linear elasticity or more
complex methods. First, it is important that students understand
that the analyses that they learn are in many cases
simplifications and that are not universally applicable.
Accessing the safety of a tie by comparing the tensile stress in
the tie with the yield stress of the material is justified if the tie
is made from mild steel. Students must understand that if the
member is made from a brittle material this assessment would
be inappropriate. Even the simplest analyses are based
on assumptions that are true in certain circumstances only.
Many of our assumptions are material dependent and
transmitting this fact is important.
It is important for students to understand when superposition
can be assumed and doubly important to recognise when it
cannot.

Euler-Bernoulli elastic relationship between moment and
𝑀𝑀
curvature, Κ = , to calculate the lateral deflection of the
𝐸𝐸𝐸𝐸
cantilever, given by Equation 2.
𝑦𝑦(𝑥𝑥) =
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Postgraduate Programmes
The previous subsections comprise a brief list of essential
knowledge that all engineers should have but engineers who
undertake further study in structural engineering at Masters
level should be exposed to addition material. This is important
because this is the means whereby advanced structural
engineering topics are introduced into the profession. There is
also a need to provide structural engineers who have the basic
analytical skills to undertake research and/or to develop the
structural analysis software that the profession relies upon.
Interestingly it is not essential that every Masters programme
in structural engineering covers every advanced structural
engineering concept.
4

A COUNTER EXAMPLE

There are valid reasons for continuing to teach traditional
structural analysis methods. As an example, consider the
problem of assessing the significance of the additional 2nd order
bending moment at the base of a tall structure when it is subject
to wind loading. The wind loading causes the tower to bend and
in the case of a slender tower the lateral deflection of the tower
due to the wind causes additional “P-delta” moments that must
be considered. Not all structural analysis software is capable of
calculating these effects. It is the nature of current numerical
structural analysis packages that they generally yield
numerical results without necessarily showing general
structural behaviour. In contrast consider the following “old
school” analysis, which makes use of virtual work and the
moment-area methods.
Figure 3 shows a simple model of a tall slender building subject
to a uniform lateral load. Calculating the lateral deflection of
the cantilever due to this loading is easily achieving using the
moment-area method. The moment in the vertical cantilever
is given by the equation
𝑚𝑚(𝑥𝑥) =

𝜔𝜔𝐿𝐿2
2

− 𝜔𝜔𝜔𝜔𝜔𝜔 +

𝜔𝜔𝑥𝑥 2
2

This gives the deflection of the tower due to the wind but it does
not include the P-delta effect, the additional deflections and the
additional moments caused by the lateral deflection.
However, it is relatively easy to calculate the additional
bending moment in the tower due to the lateral deflection due
to the wind. The additional moment due to the gravity acting
on the deflected cantilever is given by the integral in Equation
3. This equation gives the additional moment at a height of
𝑥𝑥 ∗ as,
𝐿𝐿
(3)
𝑚𝑚(𝑥𝑥∗ ) = ∫𝑥𝑥 𝜌𝜌𝜌𝜌�𝑦𝑦(𝑥𝑥) − 𝑦𝑦(𝑥𝑥∗ )�𝑑𝑑𝑑𝑑
∗

(1)

which can be found from static equilibrium. Starting with this
equation one can use the moment-area method, which uses the
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Figure 3. Lateral displace due to wind load.

Figure 4. Calculation of the 2nd order moments due to lateral
deflection.
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Where 𝜌𝜌 is the mass of the building per unit height. Performing
this integration gives a formula for the addition moment,
Equation (4).
𝑚𝑚𝑝𝑝Δ1 (𝑥𝑥∗ ) =

𝜔𝜔𝜔𝜔𝜔𝜔
𝐸𝐸𝐸𝐸

�

𝐿𝐿5

20

+

𝑥𝑥 5

30

−

𝐿𝐿𝑥𝑥 4
6

+

𝐿𝐿2 𝑥𝑥 3
3

−

𝐿𝐿3 𝑥𝑥 2
4

�

(4)

This additional moment, which is shown in Figure 5, in turn
gives rise to additional bending in the cantilever and hence
additional deflections.

Figure 6. Bending moments in the cantilever due to a unit
virtual load applied at a height 𝑥𝑥 ∗ .
Hence, the displacement at any height 𝑥𝑥 is given by Equation
5.
1 ∙ ∆𝑥𝑥∗ = �

𝐿𝐿 𝑚𝑚

0

𝑥𝑥∗ 𝑚𝑚
∙ 𝑚𝑚𝑢𝑢 (𝑥𝑥)
𝑝𝑝∆1 (𝑥𝑥) ∙ 𝑚𝑚𝑢𝑢 (𝑥𝑥)
𝑑𝑑𝑑𝑑 = �
𝑑𝑑𝑑𝑑
𝐸𝐸𝐸𝐸
𝐸𝐸𝐸𝐸
0
(5)

𝑝𝑝∆1 (𝑥𝑥)

Eventually, with some effort, Equation 6, a formula for the
additional lateral displacement due to the additional moments,
can be developed.
𝑦𝑦𝑝𝑝∆1 (𝑥𝑥) =

𝜔𝜔𝜔𝜔𝜔𝜔 𝐿𝐿5 𝑥𝑥 2
𝐿𝐿𝑥𝑥 6 𝐿𝐿2 𝑥𝑥 5 𝐿𝐿3 𝑥𝑥 4
𝑥𝑥 7
�
+
−
+
−
�
(𝐸𝐸𝐸𝐸)2 40
1260 180
60
48

(6)

This in turn gives rise to a new set of additional moments and
a new set of additional displacements, but these can be
calculated by repeating the steps shown. In most cases the
moment at the base of the cantilever is the critical case and if 𝑥𝑥
is set to zero then the resulting formula, Equation 7 (which
includes the first three terms of additional moments), is
relatively simple.
𝑚𝑚(𝑜𝑜) =
Figure 5. BMD of additional 2 order moments due to P-delta
effect.
nd

The principle of virtual work can be used to calculate the
additional lateral displacements due to these moments. Figure
6 shows the bending moments due to a unit lateral load applied
to the cantilever at a height of 𝑥𝑥 ∗ .

1 𝜌𝜌𝜌𝜌𝐿𝐿3
1 𝜌𝜌𝜌𝜌𝐿𝐿3
𝜔𝜔𝐿𝐿2
�1 +
�
�+
�
�
2
10 𝐸𝐸𝐸𝐸
80 𝐸𝐸𝐸𝐸
+

3

𝜌𝜌𝜌𝜌𝐿𝐿3
7
�
� + ⋯�
4400 𝐸𝐸𝐸𝐸

2

(7)

Arriving at Equation 7 requires more than a little effort and
reorganisation before it becames clear that the key parameter in
𝜌𝜌𝜌𝜌𝐿𝐿3

this analysis is
. The initial term in the equation gives the
𝐸𝐸𝐸𝐸
moment due to wind loading. The sum of the other terms give
the additional 2nd order bending moment. The Eurocodes allow
designers to ignore the 2nd order effect if it is less than 10% of
the moment due to wind loading. Thus is possible to work
𝜌𝜌𝜌𝜌𝐿𝐿3

backwards and identify the maximum value that
can have
𝐸𝐸𝐸𝐸
nd
if the 2 order moments are to be limited to this or some other
limiting value.
The advantage of this old-fashioned analysis is that it has
identified the fundamental relationship between 𝜌𝜌, the mass per
unit height, 𝐿𝐿, the height of the building, 𝐸𝐸, Young’s modulus
and, 𝐼𝐼, the second moment of area of the building’s plan. This
facilitates the initial design of such structures. Of course a good
finite element programme with the capability to calculate 2nd
order effects can calculate the additional moment for any
combination of these variables but won’t uncover the
underlying relationship.
As it happens this was the result of a real analysis and not a
ficticious exercise, therefore there are circumstances when
traditional analyses are still justified. However, the question
remains as to whether that justifies teaching them to everyone
at undergraduate level.
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5

FUTURE DEVELOPMENTS

Trying to predict the future is always a challenge and it
frequently results in wildly inaccurate predictions. However,
the current developments in the application of artificial
intelligence and machine learning, when coupled with the
recent deployment of BIM make it highly likely that artificial
intelligence will be applied in some form to structural
engineering design. The data-structures associated with BIM
and the ability to incorporate structural engineering models will
facilitate the application of machine learning algorithms. Even
the more difficult task of scheme design could potentially be
tackled by artificially intelligent software, particularly if guided
by a structural engineer. The use of packages such
as Grasshopper and Rhino, which allow parametric
analysis of structures within the Revit BIM package, show
how close such an eventuality is potentially. This is
potentially good news in that developments such as these
will remove much of the tedium of detailed design and will
enable designers to consider a much wider range of potential
solutions. It is likely that the will make the job of a structural
engineer more interesting. On the other hand, it may result in
a reduction in the number of structural engineers.
6

CONCLUSIONS

This paper is designed to initiate a discussion of what are the
essential skills and essential knowledge that student structural
engineers should receive in college. This question
arises because of the rapid move from paper-based
calculations to digital models, plus the likely developments
that will follow as a result of BIM and recent progress in
artificial
intelligence
and
machine
learning.
The author’s opening suggestion is that basic hand calculations
will be taught to introduce key concepts but that at
undergraduate level there will be a greater emphasis on
qualitative analysis and an increased emphasis on the stiffness
method as a window on finite element analyses.
The author suggests that the picture is less clear at
postgraduate level because it is important for the profession
that a certain number of structural engineers continue to
receive tuition in advanced structural analysis topics.
It may be that the advent of BIM and machine
learning algorithms may lead to the demand for a smaller
number of more highly qualified structural engineers.
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ABSTRACT: The global drive for industry-aware and industry-ready engineering graduates, has led to the development and
integration of experiential learning through work placements. Industry is looking to recruit graduates with not just the requisite
technical engineering skills, but also graduates with inter alia high levels of teamwork and communications skills. This has been
recognised by CIT with the integration of work placement in most of its undergraduate programmes. This paper provides an
overview of the student placement process in the Department of Civil, Structural and Environmental Engineering at CIT.
This paper documents the evolution of the placement process over the past 10 years, and the department’s development of online
submission and monitoring procedure for students. The findings of a survey of student engineers are presented, following
their return to CIT, having recently completed a summer work placement internship. Whilst it is evident that placement
will deepen the technical knowledge of the student, a significant finding of this research identifies the many areas that are
developed and deepened in the student engineer as a result of the placement. Many students cited increased confidence and a
greater focus on their studies once they return to study after the placement.
KEY WORDS: Work Placement, Experiential Learning
1

INTRODUCTION AND BACKGROUND

The Department of Civil, Structural and Environmental
Engineering (DCSEE) set up a five credit Work Placement
elective module in September 2007. The aim of the industrial
placement is to introduce the learner to structured employment
in a relevant work sector and to develop in the learner an
understanding of the organisation, its procedures and
technology. There is a growing body of knowledge and
literature on the impact of work placement on the student and
this paper will further contribute [1, 2]. This paper will present
the development of the module within the department over the
past 13 years, and how the department developed an online
management system for the many student submissions. The
paper will report on the findings of a student survey from the
summer of 2019 cohort of placement students, with some very
insightful findings.
The structure of the ‘Work Placement Alternative’ (WPA)
module is also presented, which was required to replace a new
15 credit module due to commence in March 2020. Due to
COVID19 restrictions, all but one student were unable to take
up their placement positions and thus took the WPA module.
2
2.1

STRUCTURE OF 5 CREDIT MODULE
Learning Outcomes

The original five credit module first developed by the
department in 2007 was offered as an elective, and thus
students have taken the module during their summer vacations.
The learning outcomes of this module were:
1. Critically analyse the enterprise, its culture and organisation
2. Communicate in a professional manner within the workplace
3. Demonstrate initiative whilst working alone and in teams

4. Apply knowledge, skills and competencies acquired during
the programme of study to the analysis and solution of
workplace problems
5. Reflect on and analyse the learning experience resulting from
the work placement.
The placement was for a minimum of eight weeks, though
many students choose to remain for the full summer period, up
to 12 weeks. The student was assigned a work placement
mentor by the host organisation. The department requested that
the mentor should ideally be a Chartered Engineer. The student
was also assigned a member of staff from the department to act
as a supervisor.
2.2

Assessments

There were three main assessment components for the learner
to undertake. Table 1 gives a summary of the assessment
breakdown, followed by a brief discussion of each element:
Table 1. Coursework Breakdown (%).
Description
Visit by CIT staff to interview student and
workplace mentor or other appropriate
provisions (week 4)
Assessment based on feedback from workplace
mentor
Report and/or oral presentation on work
placement

% of
Total
15
25
60
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2.2.1

Week 4 interview and preliminary report

For the first four years, the full 15 % was awarded for the
interview. After an internal review of departmental staff, it
considered that 15% was excessive at such an early stage in the
placement. In 2012, the “or other appropriate provisions” was
added to this assessment component. From then on, the learner
had to submit a “Preliminary Report” (PR) in Week 4. The
motivation for this PR was to improve the standard of the draft
reports that were submitted at the end of the placement. As the
students needed to address each element of the placement in
their PR, it ensured the learner was aware of what was required
during the second half of the placement and would be
encouraged to add to and update the report during the
placement. The learner was also expected to maintain a work
diary/journal recording and describing briefly the projects or
processes on which he/she worked and his/her function. The
journal was signed by the mentor and submitted to the CIT
supervisor every Friday. The journals were included in the
appendix of the main report.
2.2.2

3

NUMBERS TAKING THE MODULE

Figure 1 shows the number of students taking the module from
the summer of 2008 to the summer of 2019. In the academic
year 2013/14, twenty students took the work placement
module. However, ten of these took the module through
Recognised Prior Learning (RPL).

Final Report

There were three components to the “Report and/or oral
presentation on work placement”, the report, the presentation
and a poster. The learner submitted a draft of the report at the
end of the placement. The CIT supervisor gave feedback to the
learner and the final report was submitted in September. From
2009 to 2016 the students gave their presentations to the
supervising lecturers. Other members of departmental staff
along with the Level 8 Year 3 students, who were due to
undertake placement the following summer, were also invited.
The attendance at these presentations varied from year to year,
due to timetabling issues etc.
The value of these presentations and their potential impact
was identified as an excellent opportunity for the 1st year
cohorts to attend. Thus the focus of the presentations was
flipped to become peer to peer learning, where 1st year students
within their 1st six weeks at CIT, could now listen to their peers
1 or 2 years ahead of them and see the opportunities that
awaited them if they engaged in their studies. So the placement
students, whilst also reporting and presenting on their
placements, were role models for their peers. This shared
experience with the 1st years had a very positive influence. The
department also served refreshments, to allow time after the
presentations for casual and non-formal interaction between the
1st years and the more advanced classes.
From September 2017, the students were also asked to
prepare a poster of their placement. These posters were placed
in the lecture theatres used by the students within the
department, thus allowing students to see the range of
employers and opportunities that were available to them.
2.2.3

6 is Second Class Honour, Grade 1
5 is Second Class Honour, Grade 2
4 is a Pass
Less than 4 is a fail
This resulted in a broader range of marks.

Figure 1. Level 8 students taking the module
For students to be eligible to take the module, the Level 8 Year
3 students must have achieved at least 55 credits. If they
achieved less than 55 credits, they could take up the position as
work experience but could not take the work placement
module. As the students took the module between Year 3 and
Year 4, the credits were assessed and recorded in Year 4 of the
programme.
Figure 2 shows the Percentage of eligible students taking the
module along with the number of students taking the module.

Mentor Feedback

The mentor was given a questionnaire after the placement and
asked to give feedback on the performance of the student. The
mentor gave a mark out of 10 for 20 categories. One challenge
the department faced from this questionnaire was that some
mentors would give 10 for every section. The following note
was inserted just before the mentor took the survey:
Please note that a mark of
7 or higher is a First Class Honour
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Figure 2. Percentage of eligible students taking the module
In the summer of 2016, all eligible level 8 students were on
work placement. At this time, the department had more
companies looking for students than students looking for
placements. It was decided to develop a Level 7 Work
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placement module. The learning outcomes of the Level 7
module were:
1. Describe the enterprise, its culture and organisation.
2. Communicate in a professional manner within the
workplace.
3. Work effectively, alone and/or in teams.
4. Apply knowledge, skills and competencies acquired
during the programme of study to the analysis and solution
of workplace problems.
5. Describe the learning experience resulting from the work
placement.
The Level 7 Work Placement module was offered to the
following class groups:
Level 7 Year 2 Civil Engineering (CE2)
Level 7 Year 2 Environmental Engineering (EE2)
Level 8 Year 2 Structural Engineering (DSE2)
Similar to the Level 8 module, as the students took the module
between Year 2 and Year 3, the credits were assessed and
recorded in Year 3 of the programme. Figure 3 shows the total
number of students taking the module from the summer of 2008
to the summer of 2019.

stored in one location. This system proved cumbersome, as it
was not easy to identify missing submissions.
In September 2018, CIT migrated to Canvas for its student
interface. The TEL assisted the department, in setting up the
Canvas module for work placement. This new canvas setup
served a number of purposes:
 Issue student announcements.
 Storage of departmental guidance notes to students
undertaking the module.
 Storage of students many submissions.
 Hosting of online student conferences to address
changes/issues during the placement
The system to upload assessments was extremely user
friendly. Figure 4 shows the journal submissions (the student
names have been removed from the left hand side). The lecturer
can easily see that a file has been uploaded for each student for
the first four weeks, or more importantly can easily identify
who has not submitted. If a student falls behind in submissions,
the lecturer can contact the student to see if there is a problem.

Figure 4. Canvas submissions

Figure 3. Percentage of eligible students taking the module
4

CHALLENGES
SUBMISSIONS

–

MANAGEMENT

OF

STUDENT

The major challenge faced by the department was the
management of the ever growing number of submissions, due
to the increase in WP students. In 2016 the number of
submissions was:
Weekly journals 26 x 8 = 208
Preliminary reports
= 26
Draft reports
= 26
Presentation
= 26
Poster
= 26
Total
= 312
Up to the summer of 2017 all submissions were either emailed to the supervising lecturer or a hard copy was posted to
the departmental secretary. In 2017 the Department partnered
with the Technology Enhanced Learning unit (TEL) within CIT
to develop a smarter system for submission management. The
TEL set up a Google Drive system where the students uploaded
all their submissions to this one location. The system was a big
improvement on e-mailing lecturers. All the submissions were

The supervising lecturers were able to set up conferences
within Canvas to answer any questions the students had
regarding the placements and the submissions. These
conferences were recorded and the recordings were available
for the students to view throughout the placement.
5

SURVEY OF THE STUDENT EXPERIENCE, SUMMER 2019

A survey of the cohort of students who undertook work
placement in the summer of 2019 was conducted. The purpose
of this survey was to understand and evaluate the student
experience of what they felt they gained from work placement.
A total of 36 students took the five credit elective, with 29
responses to the survey. Within these 29, 12 were in placement
in consultancy, 10 placed with contractors and 7 students taking
work placement with a local authority. Of the 29 students who
completed the survey, 14 took the level 7 placement module
and 15 took the level 8 module.
The scope of the survey was structured around three key
areas:
 the overall student experience and what they considered
they achieved from work placement
 the importance of communication methods in the
workplace
 the subjects which they felt were most important to them
in the workplace.
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The survey structure, questions and results for these will be
discussed.
5.1

Overall student experience

Overall the students rated their work experience module as
having broadened their engineering education as 8.76/10.
Students were asked on a scale of one to 10 to rate the following
statements with the results presented in Table 2

results to this question are presented in Figure 6 below. This
question was asked so that the department could understand
which communications methods students perceived as being
most important to them. The results of this question will inform
future curricula development and design within the
Department.
Rank Communication Method

Table 2. Student experience [3]
Survey statement 1= disagree; 10= strongly
agree
The work experience module broadened my
engineering education
The module encouraged me to be more
engaged with my studies during my remaining
years in CIT
The module is critical to my formation as an
engineer
The module helps me to improve my
communication skills
The work placement experience has increased
my confidence
I now have a better idea of the sector in which
I would like to work following graduation
Did your employer give you an appropriate
amount of experience

Average
rating
8.76
8.1

1

Verbal within one on one interactions

2

Verbal within group interactions

3

Verbal while speaking over the phone

4

Email communication

5

Report writing

6

Presenting to a group

7

Sketching

8.59
7.76
8.41

Overall students clearly felt that the work placement
opportunity broadened their engineering education and
encouraged them to become more engaged in their future time
at CIT. It is very interesting to note how important the work
placement opportunity is to the student’s confidence as an
engineer.
Students were asked to rate the impact that the placement had
on their personal development and how they approached the
return to college with once again 10 being very significant. The
overall results from the students gave an average number of
7.83 Figure 5 shows the distribution of that opinion.

Last choice

Figure 6. Importance of communication [3]

9.0
8.86

First choice

Students were asked to rank engineering education
topics/modules, in order of their importance to preparing the
student for work placement experience, with 1 representing the
most important, 2 representing the second most important, and
so on. Figure 7 below illustrates clearly which subjects students
consider most important, with CAD and Health and Safety
ranking 1st and 2nd.
Rank Options
1

CAD (including AutoCAD)

2

Health and Safety

3

Construction Studies

4

Communications/professional studies

5

3D Built Environment Modelling

6

Surveying

7

Structural Engineering Design

8

Environmental Engineering Design

9

Maths

10

Other?

First choice

Last choice

Figure 7. Modules that prepare the student for work placement
[3]
5.3

Improvement in Student’s abilities after placement

Students were asked to rate on a scale of 1 (no
improvement/increase in skill and ability) to 10 (very
significant increase in skill and ability), their perceived
improvement in skill and ability having completed the 'Work
Placement' module. These results are presented in Table 3.

Figure 5. Positive impact of placement [3]
5.2

Importance of communication methods and technical
topics/modules

Students were asked to rank the importance of a number of
communication methods in order of their importance, for
students to successfully undertake work placement experience:
1 = most important 2 = 2nd most important, and so on. The
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Table 3. Improvement of skills [3]
Student Skills

Verbal communication with individuals
Verbal communication within
groups/teams
Written communication
Graphic communication (e.g. sketching,
drawing, etc.)
Self-confidence
Working independently
Teamwork
Technical knowledge

Improvement
in Skills after
placement
8.07
7.28
7.34
6.9
8.17
8.59
7.97
8.31

The survey further focused on the student’s undergraduate
education to date and asked them to rate on a scale of 1
(strongly disagree) to 10 (strongly agree), their opinion on a
number of statements and whether you they feel adequately
equipped to work within the professional environment during
their placement. Table 4 shows the results of this survey.
Table 4. Readiness for work placement [3]
Did you consider yourself adequately
equipped for the workplace?
Verbal communication
Written communication
Presentation skills
Health and safety competencies

The students were also asked to reflect on placement and
provide one word which summarises their experience. This was
compiled into a word cloud in Figure 8, and clearly illustrates
that confidence was one of the key elements to work placement,
along with knowledge and experience.

Rate
8.52
7.48
7.28
8.55

The evidence from this question would suggest that students
feel adequately equipped for verbal communication but need to
further enhance the written and presentation communication
skills. The Department has invested considerable effort and
curriculum restructuring to incorporate a mandatory health and
safety module for all level 7 and level 8 students in either year
one are year two of their studies. It is therefore satisfying to the
department, that students feel they are ready and competent for
health and safety issues that pertain in the workplace – a vital
element of any workplace.
Whilst the primary function of an engineering education is to
develop engineering knowledge and competence, the
broadening of the engineering students’ education to build their
confidence and self-esteem is not something that can be easily
taught in the classroom. Judging by the feedback from this
cohort of students, this broadening of their education and
development has been achieved through the work placement
module. Students were invited to share what they considered as
their key learning outcome at the end of the survey and the
following are some quotes from them, which truly demonstrate
that broadening and development of the student engineer [3].
‘More confidence taking on more complicated and larger
jobs’
‘More confidence in my ability’
‘Improved communication skills, and learning to adapt to the
workforce’
‘Learning to work independently and within a group on a
large scale project where a deadline is set.’
‘Self-belief in tackling challenges that I’m inexperienced in’

Figure 8 Word cloud generated from student survey data [3]
6

COVID-19 AND WORK PLACEMENT

The department undertook a Programmatic Review in May
2019. It was decided to change the Level 8 Work placement
module from a five credit elective module to a fifteen credit
mandatory module. The five credit Level 7 Work Placement
elective module did not change. The first cohort of Level 8,
fifteen credit WP students were due to start their placement in
March 2020 [4]. Unfortunately due to Covid-19, 21 of the 22
placements were cancelled. The department developed an
“Alternative Work Placement” (AWP) module, which met each
of the work placement module learning outcomes, with a focus
on Industry 4.0 and lean six-sigma.
Students were encouraged to link in with their original host
organisations for both the Industry 4.0 and the six-sigma
assignments. Whilst providing the student with input to the
assignments, the vital link with the host organisations and
possible future work and graduate positions was crucial. It has
been the experience of the department, that many WP students
are offered graduate positions as they return to CIT for their
final year. Thus the WPA was structured such that this link
could be developed for the 2020 cohort of students as well.
6.1

Module Elements

The AWP consisted of three different elements, with four
different assignments to evaluate the student learning. The
main elements of the modules are as follows:
6.1.1

Departmental Lectures and Tutorials

The departmental WP coordinators introduced the AWP and
held weekly/bi-weekly online tutorials, to discuss and clarify
any assessment issues the students were experiencing. The
Department also invited and hosted (online) guest lecturers
from the work placement industry partners. These guest
lectures gave presentations to the students on the topics of
Industry 4.0 and six-sigma.
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6.1.2

Remote Delivery of Computer Science Module

The Department of Computer Science remotely delivered a
module - Emerging Technological Trends COMP8045 [5].
These lectures informed and inspired the students in preparing
their Industry 4.0 projects, which were assessed by the
Department of Civil, Structural and Environmental
Engineering. The full list of lectures are listed in
Table 5 below.
Table 5 Emerging Technological Trends COMP8045 [5]
Title of Lecture
Origins of our Digital World
Addressing Societal Challenges through Digitalisation
Blockchain and its applications
Cloud Computing
Cybersecurity threats and challenges
Internet of Things (IoT)
Industry 4.0
Smart Healthcare
Machine Vision
Natural Language Processing and its applications
Deep Convolutional Neural Networks
6.1.3

Remote Delivery of Lean Six Sigma Yellow Belt
Training Course

The Six Sigma Yellow belt lectures were delivered remotely by
an external provider over 6 weeks. All students successfully
completed their projects and achieved a Lean Yellow Belt
Certificate.
6.2

AWP assessments

6.2.3

6.2.4

7

6.2.2

Individual Industry 4.0 appraisal (30%)

The students were asked to evaluate their proposed host
organisation, with a development plan for implementing
Industry 4.0.
This was to include:

Using their knowledge from the group project, prepare an
appraisal framework for their sector, for adapting to
Industry 4.0

Evaluation of their sector using their appraisal framework

Design an execution plan for the virtual interdisciplinary
design or construction team for their host company. This
was to include an evaluation of alternative technologies,
protocols, method of project managing the team etc.

440

CONCLUSIONS AND RECOMMENDATIONS

Experimental learning at the Department of Civil, Structural
and Environmental Engineering displays the very clear
evidence of a positive impact that work placement has on the
student engineer. This paper tracks the evolution of the work
placement and experiential learning within the department over
the past 13 years, and the development of the work placement
alternative during the COVID-19 pandemic.
Results from a survey of 29 students points very much to the
positive and broadening personal experience of the student
engineer due to completing work placement. Students clearly
recognise the additional learning that is achieved in the
engineering subjects during their experiential learning;
however, it is the building on and further developing of their
confidence and communication skills that is most apparent
from the survey.
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ABSTRACT: This paper is an overview of the development and application of Computer Vision for the detection of
pothole, pavement distress and road profile analysis and categorisation. A brief explanation of the traditional methods
for determining these factors is given, followed by a chronological description of the evolution and the challenges of
using Computer Vision (CV) approaches to determine these conditions. The paper is separated into sections aligned to
image capture and analysis methodologies. Qualitative evaluations and comparison of these methods have been provided
along with the proposal of guidelines for new computer vision-based road analysis systems.
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1

INTRODUCTION

A functional road network is key to the social and economic
development of a nation [1]. 79% of freight transported in the
UK in 2019 was by road, with 75% of commutes to work also
occurring by road [2]. Despite the importance of the road
network, transport infrastructure in the UK is rated as the
second worst in the G7 countries [3] and has seen a reduction
in maintenance budgets for road infrastructure year on year,
with a current maintenance backlog of £9.3bn in the UK alone
[4]. This has led to a sharp increase in pothole incidents across
the UK, with ~500,000 potholes reported in 2017 compared to
~350,000 reports in 2015 [4]. The estimated cost to UK drivers
in 2018 due to pothole damage was £1.7bn [5]. These reduced
budgets mean that careful consideration must be given to
allocation of funds. A report from the National Audit Office [6]
emphasised the importance of unbiased, consistent data
collection to facilitate the proper allocation of limited budgets
and develop a clear picture of the current state of transport
infrastructure. The prevalent method for road inspection
currently is manual inspection. There are challenges in the
repeatability of data from manual inspections of road profiles
as they can be subjective and prone to human error [7]. This
paper details the use of Computer Vision approaches to road
inspection along with analysis of future trends and
recommendations for future systems which can be used in
conjunction with AI and autonomous vehicles.
2

ROAD PROFILE GUIDELINES AND ALTERNATIVE METHODS
FOR DATA COLLECTION

There are guidelines in place for the grading of roads in order
to facilitate budget management for asset owners, the methods
(listed in later sections of this paper) provide the necessary
information for the evaluation of road sections according to
these guidelines. A brief overview of the prevalent means for
grading will be presented below before the evolution of vision
methods for gathering road profile data is investigated.
Pavement Crack Analysis
The indicator of choice for pavement crack analysis is the
Pavement Condition Index (PCI). This metric involves
checking a section of road for potential issues such as:
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•

•

•

Surface Defects
o Ravelling
o Flushing
Surface Deformation
o Rippling and Shoving
o Wheel Track Rutting
o Distortion
Cracking
o Longitudinal (Figure 1)
o Centreline
o Pavement Edge
o Transverse

Figure 1. Longitudinal Cracking
Road Profile Analysis
The most commonly used framework for the assessment of
road profile condition is the International Roughness Index
(IRI) [8]. The IRI of a section of road is defined as the response
of a quarter-car model to that road section. IRI can be measured
with a variety of devices fitted to vehicles, such as contact
profilometers, accelerometers, laser profilometers and visionbased systems. A comparison of the implementation of IRI
around the world can be found in the study by [9]. Other
commonly used frameworks are the Present Serviceability
Rating (PSR) [10] and the Structural Condition Index (SCI)
[11].
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Traditional Methods for Pavement Data Collection
There are various non vision-based methods used for
pavement data collection, such as manual inspection using
profilometers [12] for road profile analysis and visual
inspection for pothole detection, accelerometer based sensing
approaches[13], [14], laser scanning [15]–[19] and hybrid
sensor fusion systems [20]–[23]. These methods all have
benefits such as extremely high accuracy (laser scanner, sensor
fusion) or ease of setup and low cost (manual inspection,
accelerometers). Drawbacks of these systems are extremely
high cost (laser scanners), complex setup and synchronisation
issues (hybrid systems); low accuracy for pothole detection
(accelerometer), slow data collection (manual profilometer)
and operator error or non-objective readings (visual
inspection). In contrast to these methods, vision methods are
inexpensive, easy to set up and can potentially produce accurate
results in real time.
3

VISION BASED METHODS FOR PAVEMENT ANALYSIS
Customised Vehicle Setups for Data Collection

Early systems for pavement analysis involved the design and
creation of customised vehicle with on board? computer setups
that were used as inspection vehicles by asset owners. These
vehicles typically employed an analogue camera to capture
images of the road as the inspection vehicle travelled along the
road. The images would then have to digitised for post
processing and analysis. Research by Fukuhrara et al. [24] used
a combination of laser scanner, oscilloscope and an analogue
camera ( ) to measure cracks and road profile in vehicle that
can travel up to 10 km/h.

resolution and processing power has increased, more
streamlined systems have become feasible.
Portable Vision based Systems
Streamlined systems for pavement condition monitoring have
been explored in numerous studies where small-scale
monitoring setups are attached to vehicles such as buses and
cars for simpler data collection. The methodology behind these
new systems has been to break down the process of pothole
detection and road profile detection into several sections of
code. There have been many attempts to develop a
methodology for obtaining pavement condition information
based on an image segmentation workflow. In [30], a beamlet
transform was applied to sections of pavement images in order
to reduce the effects of noise and facilitate feature extraction. If
a defect, such as surface cracking or portion of a pothole, is
detected in a section, that section is flagged, the next step
involves connecting sections to determine crack or pothole size.
The number of connected sections determine the size and type
of the detected pothole. A histogram shape based-thresholding
system was used for initial image segmentation in a study by
[31], this method was a promising development as the initial
conversion to grayscale and histogram analysis is not
computationally expensive. The histogram threshold segments
portions of the image based on their intensity, and as a crack or
defect is usually a different colour from the road surface around
it, histogram analysis can be used to potentially detect
pavement distress as the pixels potentially containing the defect
would be below a user-defined threshold for intensity. This
means that only images that passed this first stage of processing
were submitted to the classifier for further examination (in this
case, shape analysis and texture comparison). This
methodology was only tested on a small dataset (~120 images)
and manually validated by the authors. An example of two
histogram segmented images is shown in Figure 3.

Figure 2 Monitoring setup from [24]
The authors used a shape detection system [25] for detecting
cracks in the pavement from the footage captured by their
camera. No detection accuracy results are shared in this study,
only a detailed specification of the system which means no
conclusions of system performance can be drawn. Additionally,
this system only operated at night to control illumination for
footage capture. A similar system was developed by [26],
where a shadow moiré [27] pattern analysis system was used
for detecting defects in the road surface. The moiré system in
this study needed an intense light source (4 1050W lamps for
a total output of 4200W) to produce accurate results, which is
not practical on non-customised vehicles. Other early works in
vision based pavement analysis were the studies carried out in
[28] and [29]. These vehicles were expensive, cumbersome and
required additional lighting systems to ensure high and
consistent illumination of the pavement surface. As camera

Figure 3 Result of Image segmentation from [31] (a) is a sample
ppothole and (b) is the detected shade and regions, (c) is another
pothole and (d) is the entire returned pothole detection
This research was extended to video data by [32], with
accuracy versus manually verified test images of 84%. This
type of measurement versus human validated images is the
prevalent means of determining the accuracy of computer
vision classification algorithms. Another study that used a
segmentation based approach is the work by [33]. The authors
used a multi scale histogram thresholding approach on a dataset
of 5500 images, with an accuracy of ~95% on the images used
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in their trial. This method could only identify if a pothole was
present in a scene, information on the profile could not be
obtained using this methodology. The study by [34] performed
a comparison between various methods for image segmentation
including Histogram Thresholding, Edge detection, K-means
clustering and Fuzzy C-means clustering. In This small-scale
study,20 images were used to test the validity of each method,
determined that the K-means clustering performed well in
comparison to the other methods, in that K-means returned
results faster and with greater accuracy compared to the other
methods on the test dataset. While this study is interesting, a
rerun of this trial with a larger image dataset for testing would
be beneficial to truly determine the superior method for image
segmentation. A real-time method for segmented pavement
analysis based on thresholding and segmentation was
performed by [35], this method was able to accurately detect
potholes at approximately 33 fps, which would allow for a
monitoring vehicle to move at a reasonable speed and also
reduce the effects of image blur. This approach is promising;
however, the results are only manually validated, and no
determination of pothole profile is performed. Another study
with manual validation was the work by [36], where a
Raspberry Pi microcomputer was used to detect potholes on an
onboard, real time image analysis setup. This type of embedded
system allows for simple and inexpensive monitoring. These
initial thresholding steps are an essential component of any
system for pavement condition analysis, and barring the
invention of an equivalent low-cost high-accuracy method (
potentially new laser technology) that it should be implemented
into future systems for pothole detection from captured images.
Stereo Vision Studies
Stereo vision-based systems can provide additional insight on
road condition due to their ability to provide depth on the road
which facilitates pothole and crack detection and road profile
analysis.
Stereo vision obtains depth information by
calculating the disparity between images captured by two
cameras whose parameters (location, focal length etc.) have
been obtained by a process of stereo calibration. This usually
involves capturing images of a patterned object with both
cameras and using a feature extraction process to determine the
location of points in the view frame of each camera, as can be
seen in Figure 4. These known locations can then be converted
from image to physical coordinates and used to determine the
position of the cameras in relation to each other.

Figure 4. Stereo Camera Calibration Process [37]
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Early exploration of stereo vision for road analysis focussed on
correctly identifying the road surface, such as the works by
[38]–[40]. Once the road surface area could be correctly
identified focus could shift to pavement distress and road
profile analysis. The work by [41] used stereo vision to obtain
longitudinal profile estimation of road sections via a v-disparity
map calculation. The results obtained were not compared to any
means of accuracy verification in the study meaning no
concrete conclusions about the applicability of this study for
field deployment could be made. A study by [42] used 4
cameras to monitor a 4-metre wide section of road for the
purposes of road profile calculation with each camera
responsible for 2 metres of pavement, unfortunately this study
also had no means of verification for captured data. The study
in [43] used an enhanced v-disparity map to calculate the
longitudinal profile of road sections, but the familiar pitfall
applies in that no concrete results are supplied with the study
so it is in effect a purely theoretical implementation. A road
profile calculation study that did provide verifiable results was
the work by [44], where a RANSAC [45] approach was used to
obtain prediction accuracy of 80% when compared to the
KITTI [46] road image dataset. Another study which used the
KITTI dataset as a comparator was the study by [47], where the
ground geometry of road sections was determined by use of a
point cloud creation system based on calculated disparity maps.
While this study did obtain promising results, (~80% compared
to KITTI), the use of point cloud calculation adds a significant
computing overhead to the system, meaning it may not be
deployable on embedded devices for road profile monitoring.
The authors of [48] broke from the common assumption that a
road surface should be treated as a planar surface, instead
opting to represent the calculated profile as a Kalman filtered
B-spline curve. This resulted in improved accuracy on road
sections where there was a gradual incline or decline on the
road profile, as previously this would have caused disparity
map calculation to fail. A study that did not assume any
preconceived ideas for road surface shape was the work
presented in [49]. This study detected the road surface based on
a non-parametric depth-based algorithm. Their method
outperformed the work by [41] on three separate image
datasets. A real time method for stereo road profile analysis was
presented in [50]. This method performs a perspective
transformation before bilateral filtering of the calculated
disparity map, which reduces processing time and opens the
possibility of real time operation. The bilateral filtering is a
time consuming step and could be replaced by an anisotropic
or permutohedral filter in order to reduce processing time and
allow deployment on embedded microcomputer with stereo
camera setups similar to the one shown in Figure 5.

Figure 5 ZED Stereo Camera and Jetson Nano microcomputer.

Civil Engineering Research in Ireland 2020

In the area of pavement distress, research by [51] used dense
stereo maps to detect obstacles in the road such as traffic isles
with an accuracy rating of between 93-99% for differing
obstacle types. This principle of dense stereo matching could
prove viable if applied to pavement distress detection. This is
proven in the work by [52], where any areas on the calculated
planar disparity map that have an increased depth (0.04mm
below the road surface) are assumed to be potholes. This also
allows for the size and volume of potholes to be identified. The
authors claim a high level of accuracy for their results, but no
numbers are published in this study. The suitability of the
Microsoft Kinect[53] stereo camera sensor for pavement data
collection is explored in [54], this type of pre-calibrated
specialised camera like the Kinect or ZED stereo camera
removes a potential source of error from poor calibration
procedures that can reduce accuracy on dual camera setups.
The research by [55] also treats any pixels in the disparity map
that are below a threshold as possible potholes, a secondary
method then analyses the potential potholes to determine depth
and volume. While no results are formally published in this
study, the method of initial detection based on disparity map
depth calculation is a valid approach and should be considered
for inclusion in any stereo based pavement distress detection
system. Another multi-step approach was detailed in [56]. The
methodology in this work involved first calculating a high
threshold based disparity map that detected the edges of
potholes, then reducing the threshold for key point matching in
order to detect the interior of the pothole in a second pass where
the Region of Interest (ROI) for the matching algorithm was
focused on the pothole interior. A sample frame from this
matching process is shown in Figure 6.

Figure 6 Matched Keypoints from Secondary disparity map
calculation in [56]
This was done because the surface textures inside a pothole are
typically less distinct than the edges, meaning they would be
discarded by the initial pass. A final block matching approach
was then applied to ensure the pothole interior is mapped as
accurately as possible. This method was then tested on both
static images and images captured from a moving vehicle by a
dual camera setup. It was found that the dynamic images
suffered a drop in performance, this is potentially due to the
frame rate of the cameras being too low resulting in image blur
as the vehicle approaches cruising speed. The static image trials
did however yield satisfactory results (within 3mm of ground
truth for pothole size), meaning with some improvements to the
algorithm to enhance processing time and changes to the
hardware setup, this method or a similar multi-step approach
could be used to accurately detect potholes from a moving
vehicle without disruption to other road traffic.

Neural Network based Approaches
The recent rise of neural networks as a tool for computer vision
has seen large image datasets and convolutional neural
networks be implemented for many challenges including that
of road profile analysis. Convolutional neural networks
(CNNs) are a system that learns by being shown thousands or
millions of labelled images in order to correctly classify these
images into categories. The accuracy of CNNs is determined
by their classification accuracy on a test image dataset, this may
be collected by the authors or there are also several image
datasets available online for the purposes of comparison.
Research by [57] was one of the early attempts at using neural
networks to classify pavement cracks. The images used in this
trial were obtained from the NCHRP 1-27 program [58]. The
methodology used to obtain these images is not publicly
available, but it can be assumed that a similar approach to the
ones detailed above was used. For analysis, the authors used
fuzzy thresholding to obtain a binary image of captured
pavement cracks, followed by classification according to a
moment-based approach. The authors obtained highly accurate
results when compared to their own test dataset, but they had a
very small dataset for training and testing so there is the
possibility of overfitting (this is a source of error in neural
networks where the network becomes very good at analysing
the images it has been trained on, but cannot extend this
performance to images it has never seen) as the testing set was
made up of augmented images of the training set. This work
was continued in [59] but the relatively small dataset (hundreds
of images compared to the thousands required to train a truly
accurate convolutional neural network) mean that this approach
is not totally valid for all crack detection scenarios. The
massively increased availability of data storage and the
increase in processing power of Graphical Processing Units
(GPUs) has led to a surge in the accuracy of trained neural
networks in recent years. This has been reflected in the area of
pavement condition analysis, such as the work by [60], which
used a technique known as transfer learning to train a network
to detect road surfaces. Transfer learning is a deep learning
principle where a network that has been trained for one purpose
is retooled to accomplish a different task. Another study in the
application of CNN structures to road surface detection is [61],
which uses a patch based convolutional network to detect road
surface accurately (87% accuracy on the KITTI dataset).
[62] used a weightless neural network based on pattern
recognition in tandem with transfer learning to detect pavement
distress in a small dataset (78 images). The authors report
accurate results (86% accuracy on their dataset); however, the
small dataset size and the lack of comparison to existing
methods for road analysis mean that their system cannot be
considered to be truly validated for widespread use. The issue
of small datasets also hinders the otherwise promising work by
[63], where pixel level accuracy of ~85% is obtained on the
dataset used in the trial of their method for pavement distress
detection. A study that does have a reasonable size dataset for
testing(~45,000 images) is the work by [64], where accuracy of
~93% was obtained using a semi-supervised training approach
for a neural network. The ease of deployment of CNN
architecture onto embedded computers mean that these
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implementations can be adapted for use on inspection vehicles
without any requirements for large or cumbersome monitoring
setups.
4

[8]

CONCLUSIONS AND RECOMMENDATIONS

The application of computer vision methods to the challenge of
road surface analysis has been explored by many researchers
with some purported accurate results from a variety of
approaches although some have not been validated with real
data. From the review of the state of the art carried out for this
paper, it is the opinion of the authors that the future systems
should consist of the following components for road profile
analysis:
1) The system should be a stereo based system as the
additional information provided by depth calculation from
disparity map generation is extremely useful for
generating accurate road profiles.
2) The system should not attempt to constrain the road
surface points into a planar or precalculated surface, a
flexible nonparametric system such as the one found in
[49] will be more adaptable to varying gradient found in
real world scenarios.
3) If obstacle detection (traffic islands, etc) is desired during
road profile analysis, the use of a CNN would speed up
processing time and enable detection and classification of
objects in the scene view. It should be noted that sourcing
and labelling data for training a CNN is a time-consuming
process, so this should be considered.
For the area of pothole detection:
1) The system should implement an initial coarse grained
pothole detection algorithm where defects of all type are
detected, the images obtained from this could then be
passed to a more detailed classifier to determine volume
of detected potholes.
2) The system should also be a stereo vision-based system as
obtaining depth information on detected pavement
distress would enable prioritisation of repairs for
governing bodies.
3) CNN architectures are a promising development for
pothole analysis with deep learning architectures
obtaining superior results on the comparative datasets
used in these works, however the same issue regarding
obtaining training data is applicable here.
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ABSTRACT: Surface dressing is a maintenance technique that uses thin layers of bitumen emulsion and single sized aggregate to
seal the surface of a road, protecting its substructure from water ingress. Loss of aggregate from a surface dressing is termed
‘stripping’ and can be a safety issue for road users. A range of additives used in bitumen have the potential to prevent stripping.
This research investigates if the use of additives in the surface dressing process can improve their performance.
A range of bitumen emulsion additives were assessed on a laboratory scale to determine their suitability for the production of a
bitumen emulsion. The adhesion properties of the emulsions were tested on an aggregate using the adhesion by water immersion
test, Vialit plate shock test and the abrasion cohesion tests. A large scale field trial was then performed to validate the impact of
the additive on the adhesion properties of the emulsion.
The additives tested were found to have a number of effects on the emulsion properties. Laboratory results demonstrated that a
number of the additives had improved the adhesion properties for surface dressing emulsions. The field trial analysis of stripping,
when compared to the reference section.
KEY WORDS:
Surface Dressing; Adhesion Promoters; Cationic Bitumen Emulsion; Determination of Adhesion by Water Immersion; Vialit Plate
Shock Test; Abrasion Cohesion Test
1

INTRODUCTION

In 2018, a total of €417 million was provided to local
authorities to supplement their expenditure for improvement
and maintenance of regional and local roads [1]. Of this €417
million, €33 million was spent on restoration maintenance; this
equated to 2,300 kms of Irelands roads [1]. Restoration
maintenance is mainly the surface dressing programme [2].
There is approximately 95,000 km of regional and local roads
in Ireland and it is recommended that a minimum of 5% (4,700
km) of these roads are surface dressed each year [3].
Surface dressing or chip seal is the process of sealing a road
surface. It uses thin layers of bitumen emulsion covered with
single sized aggregates or chippings. It seals and binds the
surface of the road to protect its substructures from water
ingress, thus prolonging the service life of new and existing
pavements [4]. It also provides increased skid resistance for
improved safety for road users. Surface dressing is a low cost
maintenance technique and up to 80% of Irish roads are
maintained in this manner.
One of the main components in the surface dressing process
is the bitumen emulsion. This complex component is produced
when a bitumen is milled and mixed with water. The addition
of chemical emulsifiers allows the bitumen to mix with the
water and thereby, remain in a liquid state at ambient
temperature. One of the main benefits of using bitumen
emulsion is that it can be applied to a road pavement at
relatively low temperatures (60-85°C) [5]. The surface dressing
process is also more cost effective when compared to hot mix
asphalts, which require the bitumen and aggregate to be heated
to 150°C and applied during the construction stage at these high
temperatures [5]. The complex nature of the bitumen emulsion
suggests that there may be an opportunity to use adhesion
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promoters within the bitumen to improve the performance of
surface dressing applications.
The use of an adhesion agent in the bitumen emulsion, should
give the surface dressing crews a better chance of achieving a
durable surface dressing. On occasions where there is
insufficient binder spread on the road surface, the modified
bitumen emulsion should provide better adhesion with the
aggregate, forming a stronger bond. Thus, the occurrence of
loose chippings and striping of the aggregate from the road
surface may be lessened. This would ensure that the required
level of skid resistance is provided, which would in turn
increase the safety of the road for all road users.
2

EXPERIMENTAL PROGRAMME
Materials

Emulsion: In Ireland, cationic bitumen emulsion are the most
commonly used type of bitumen emulsion. The water and
bitumen mixture that is created using an emulsifier in acidic
phase is widely used throughout Ireland for the maintenance
and construction of roads. One of the properties the bitumen
must exhibit is a good ability to adhere to the aggregate used;
this is its adhesion property. In a surface dressing, the bitumen
portion of the emulsion materially interacts with the aggregate
by chemical and physical forces. This adhesion forms a bond
which is essential to retain the aggregate on the surface of the
road. The separation of the water phase in the emulsion from
the bitumen phase, is known as the “breaking” of the emulsion.
The breaking properties of the emulsion are important to form
a continuous binder layer that can established a maximum
degree of adhesion with the aggregate.
Aggregate: The second major component in the surface
dressing system is the aggregate. Single size aggregates are
used for surface dressing and must comply with IS EN 13043
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[6]. The most common size fractions of aggregate used for
surface dressing in Ireland are between 2/6, 6/10, 10/14 and
14/16mm. The fraction size annotation comes from the
lower/upper sieve size that contain the majority of the
aggregate particles. It is important that the size distribution is
limited to achieve a uniform surface dressing. For the purpose
of this study, one quarry was used to source the aggregate. This
was Roadstone’s quarry located in Moyne Co. Longford, an
aggregate widely used for surface dressing in Ireland. The type
of aggregate used has a bearing on the adhesion properties of
the emulsion [7]. Therefore, for this study the use of a single
source of aggregate has eliminated the variables that can occur
due to the aggregate. Bulk samples of aggregate were taken
from the virgin aggregate stockpiles at Roadstone’s Moyne
Quarry, as per IS EN 932-2 [8]
Additives: In the context of this project the term additive
describes the small quantities of chemicals added to the
bitumen phase of the emulsion. The additives used during the
course of this project are either amine, dimer, wax or silane
based are listed in Table 1. These additives were assessed to
determine if they have the effect of improving the breaking and
adhesion properties of the emulsion. Emulsion testing
specifications are outlined in I.S. EN 13808 [9] for the
requirements of the performance characteristics associated with
cationic bitumen emulsions. There are numerous different
forms of additives that can be used in this process.
Laboratory Tests
In order to determine which additives were suitable for further
testing in the field, a laboratory scale investigation was
conducted. The investigation involved producing samples of
the bitumen emulsion in the laboratory. A standard surface
dressing emulsion formulation was used to produce an
emulsion using the laboratory mill as a reference sample. This
formulation was then modified to include one of the additive.
Standard emulsion quality control tests were performed on each
of these emulsion specimens. The emulsions containing
additives were required to match the basic performance
properties of the reference sample, before they were considered
for further laboratory testing.
Emulsion properties tested include;

Binder content, the amount of bitumen contained in the
emulsion
 pH, the potential of the hydrogen ions in the emulsion
 Percent residue of bitumen remaining after sieving
 Breaking index, time taken for curing of emulsion
 Viscosity, measurement of the ability of the emulsion to
flow.
Table 1: List of additives used during the project

2.2.1

Surface dressing tests

Any emulsion that was found to satisfy the basic emulsion
quality control tests was then subject to further testing to assess
their adhesion properties. For this analysis, the three tests used
were those that are routinely used to assess the performance of
surface dressing emulsions. The Abrasion Cohesion Test
(ACTE Test) was performed using specimens of single layer
surface dressing consisting of bitumen emulsion and 4/6mm
aggregates applied to a disc of felt paper. Three specimens were
each cured at ambient temperatures for a set period of time,
either 15, 30 or 60 minutes. After curing, the specimen was
subjected to abrasion by a rubber wheel for a period of one
minute. The loose aggregate that was created by this abrading
action was removed and the specimen with the retained
chippings was weighed and recorded. The test results are
expressed by the percentage of retained aggregate on the
specimen.
The Vialit Plate Shock Test (EN 12272-3) [10] was performed
to determine the degree of binder aggregate adhesivity as
described in EN 12272-3. For this test, the required quantity of
bitumen emulsion was heated to spraying temperatures (85°C)
and spread evenly on a steel plate. Fifty graded aggregate
chippings were then pressed into the binder. The plate with the
emulsion and chippings were placed in a climatic chamber
between 20 and 30°C for 24 ± 1 hour. After the curing stage,
the sample plate was turned over, so that the emulsion and
chippings were facing the ground. The plate was supported by
three pointed spikes and a 50mm steel ball was dropped from a
fixed height of 500mm three times within a 10-second period.
The adhesivity value was determined by calculating the number
of aggregate chippings remaining on the plate post testing.
The Determination of Adhesivity of Bituminous Emulsion by
Water Immersion Test was conducted as described in EN
13614 [11] clause 8.3. Two hundred grams of aggregate
(tolerance of plus or minus five grams) was washed, dried and
placed into a dish. Fourteen grams of bitumen emulsion was
added to a separate container, the aggregate was added and
thoroughly mixed until a full coating of the aggregate was
achieved. This mix was spread on a watch glass and placed in
an oven at 60°C for 24 hours before being transferred to a
beaker, 300ml of water was then added to the beaker before
being placed in a ventilated oven at 60°C for a further 24 hours.
The percentage of aggregate that remained coated with binder
was visually assessed. Guidance on the resulting visual
appearance was provided in EN 13614 [11] and a comparison
was made between the test sample and reference sample post
testing.

Additives

Chemical Type

Manufacturer

CDML

Dimer

Chemoran

Corbit Adhesion

Organosilane

Orbita

CWM

Amine

Chemoran

Sasobit

Synthetic Wax

SASOL

TDC

Fatty Amidoamine

Chemoran

TPH

Alkyl-amidoamine/Polyethylene Amine

Chemoran

Trifol Wax

Wax

Trifol

Wetfix BE

Amine

Akzo Noble
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Field Trial
A site trial was conducted to varify the performance of the
bitumen emulsion modified with one of the better performing
adhesion agent. The site trial was facilitated by Colas
Contracting Ltd. The surface dressing operation was performed
using both the trial emulsion containing the CDML additive
and a standard surface dressing emulsion (i.e. Cationic 70%)
that was considered to be the reference emulsion. The site was
sub-devided into 6 sections of equal area. The two emulsions
were sprayed in alternate sections, with the only variable being
the type of bitumen emulsion used (Figure 1 and 2). The
construction process used on site was constant; the aggregate
was from the same source (Roadstone Moyne Quarry) and was
spread using the same equipment. The rolling process was also
constant and performed in exactly the same manner for all
sections of the trial site area.
In an effort to distinguish between the standard emulsion and
the emulsion containing the CDML additive, the rates of spread
for both emulsions were gradually decreased in a controlled
incremental manner along the length of the trial site. A surface
dressing design for the proposed single surface dressing was
carried out and established a designed rate of spread of
emulsion of 2.3 l/m². The rate of spread applicable to the site
trial was decreased by 0.3 l/m² to 2.0 l/m² (for the third and
fourth sections of the trial site) and again by a further 0.3 l.m²
to 1.7 l/m², for the fifth and sixth sections (Figure 2).

3

DISCUSSION OF RESULTS
Emulsion analysis

All additives used during the labouratory study conducted as
part of this project allowed for successful emulsification to
produce a bitumen emulsion. Comparisons were made to the
reference bitumen emulsion and target properties were
identified. Each additive had specific effects on the properties
of the emulsion. Adjustments were made to these properties to
closely represent the reference emulsion. Where these
adjustments were unsuccessful, the additive was discounted
from further assessed.
Laboratory test results
Testing of the abrasion cohesion (ACTE test) of the emulsions
allowed distinguishable differences between the emulsions to
be realised (Figure 3). Two emulsions containing an additive
were found to out-perform the reference emulsion and were
selected for further testing.

Figure 3: ACTE testing results (dotted line represents the
reference emulsion)
Figure 1: Visual of Site Trial during construction

Both the CDML and Corbit Adhesion additives were
compared during further testing. Testing of adhesion by Water
Immersion Test (Table 2) and adhesion by Vialit Plate Shock
Test (Figure 4) showed that the CDML additive presented the
strongest results for binding and aggregate retention.
The CDML additive then was utilised during site trial for
direct comparison to the reference standard 70% Cationic
Bitumen Emulsion.
Table 2: Determination of Adhesivity by Water Immersion
Results
Evaluator

Figure 2: Aerial view of site trial including rates of spread of
emulsion
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AA
SI
EA
SC
DC
JW
Average

19-113 Reference
Percentage Coated
90
85
75
80
80
85
83

20-017 CDML
Percentage Coated
100
95
80
90
95
95
93

19-127 Corbit
Percentage Coated
95
85
75
80
90
90
86
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The best performing emulsion containing an additive, for this
project was found to be on containing the CDML additive and
it was selected for further testing in a site trial. Visual
assessments of the site trial were carried out and found a
reduced rate of aggregate loss on the sections constructed using
the emulsion containing the CDML additive The findings of
this study indicate that the use of the CDML additive in the
surface dressing process increase the resistance to chip-loss or
stripping.
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Figure 4: Vialit Plate Shock Test Results
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ABSTRACT: Bitumen emulsions are used for a range of road maintenance applications, including surface dressing, gravel seals,
slurry seals, tack coating, cold-mix asphalt and in situ pavement recycling. The emulsions used can be classified as being either
cationic (i.e. possessing a positive electrostatic surface charge) or anionic (i.e. carrying a negative electrostatic surface charge).
The vast majority of emulsions used for such applications in Europe are cationic, while anionic bitumen emulsions are used widely
throughout North America and Africa.
The aims of the experimental study described in this paper were (a) to investigate why one or the other emulsion type is favoured
in different global regions, (b) to establish if the aggregates used can be classified as also having a positive or negative electrostatic
surface charge and (c) to determine if the surface charge of the aggregate has an effect on the degree of adhesion between the
aggregate and bitumen emulsion used. The overall objective of this research project is to study the potential development of new
adhesion additives for anionic emulsions used in road applications.
The experimental laboratory work that was performed demonstrated that the electrostatic surface charge of the aggregate plays a
significant role in the aggregate–emulsion adhesion mechanism. The laboratory tests results indicated that a higher degree of
adhesion was achieved when an aggregate was combined with an emulsion possessing the opposite surface charge. This finding
confirms the hypothesis that aggregates possess either an electro-positive or an electro-negative surface charge, depending on their
mineralogical composition.
KEY WORDS: Anionic, Cationic, Bitumen Emulsion, Electrostatic Surface Charge, Road Maintenance
1

INTRODUCTION
Anionic bitumen emulsions

Over 8 million tonnes of bitumen emulsions are used
throughout the world annually in road construction and road
maintenance techniques. An emulsion is constituted mainly of
three components: bitumen, emulsifier and water. The water
phase contains a dispersion of minute droplets of bitumen,
typically, of the order of 1 to 10 microns in diameter. The
bitumen droplets are held apart in suspension in the water phase
by electrostatic charges imparted to them by the chemical
compounds called emulsifiers [1]. Emulsions can be either
anionic or cationic, depending on the chemistry that created the
emulsifier. In cationic emulsions, the bitumen droplets possess
a positive electrostatic surface charge. In anionic emulsions, the
bitumen droplets possess a negative electrostatic surface
charge. This fundamental distinction results in significant
differences in emulsion behaviour.
The first patent describing the utilisation of bitumen in water
dispersion for the road construction industry was taken out in
1906 [2]. The first bitumen-based emulsions to be used
commercially were anionic in nature, i.e. the bitumen droplets
possessed a negative electrostatic charge. In the 1920s, when
bitumen emulsions came into general use for road paving
applications, they were mostly used in spray applications and
for dust suppression [3]. By the 1960s, about 95 % of all
bitumen emulsions used in the USA were of the anionic type
[4].
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Cationic emulsions, on the other hand, are characterised by
positively charged bitumen droplets and were first introduced
in 1951. They quickly became popular, as there was a
noticeable improvement in the performance levels achieved.
They exhibited a significantly faster “curing time”, i.e. the time
required for the residual bitumen to coalesce and achieve its full
strength as a binder, so allowed for treated pavements to be reopened to traffic more quickly. Consequently, by the early
1970s, more than 90 % of manufactured emulsions were
cationic. By 2005, this figure was nearing 100 % in some
countries [5]. However, despite this, anionic emulsions are still
used in large quantities in certain countries today, such as the
USA, Canada, South Africa and Australia, for a range of road
maintenance techniques, including pavement sealing, gravel
seals, tack coating, slurry sealing and in situ pavement
recycling. Their advantages over cationic emulsions are that
their slower break facilitates the use of aggregates with a higher
dust content (i.e. lower cost aggregates). For such aggregates,
a slow breaking emulsion is more desirable than a more rapid
setting (i.e. cationic) emulsion, so that both the coarse and the
fine aggregate particles are fully coated and/or bonded to the
residual binder. Therefore, anionic emulsions are still more
preferable for certain applications (e.g. slurry seals and graded
seals) in hot and dry regions where the setting times are
accelerated by rapid evaporation of water.
A special type of anionic emulsion called a “high float”
emulsion is widely used for graded sealing applications in
North America and, particularly, in Canada, where washed
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single sized aggregates are not usually available locally. The
residual binder of these emulsions possesses a “gel” quality that
is more resistant to “flow” or movement during the summer
months and is less brittle and more resistant to cracking, during
the winter months [6]. Such properties are most desirable in
Canada and parts of the USA, where road surface temperatures
can vary widely, such as from -50 ºC in the winter months up
to +80 ºC in the summer months. Another advantage of anionic
emulsions is that they can be produced using relatively less
expensive emulsifiers that are by-products from the paper
pulping industry [7], thereby reducing emulsion costs by up to
30 %.

limestone containing calcareous minerals become negatively
charged. Therefore, it would appear in the literature that there
is no consensus on the aggregate surface charge that is relevant
when using bitumen emulsions.
This paper presents the results of an experimental
investigation that was carried out to investigate if aggregates
can indeed be classified as having either a positive or negative
electrostatic surface charge and to determine if the polarity of
nominally electro-positive surface charge calcareous
aggregates can change if they are wetted.
The overall objective of this research project is to study the
potential development of new adhesion additives for anionic
emulsions used in road applications.

Aggregate‐Emulsion interaction
For all emulsion-based road construction and maintenance
applications, the degree of compatibility between the aggregate
and the emulsion has a critical impact on the performance of
the technique. In terms of the degree of adhesion or bond
between the two, it has been reported in the literature that for a
given emulsion, the degree of adhesion achieved will depend
on the mineralogy of the aggregate used. Some studies have
shown that aggregates can carry different distributions of
electro-positive to electro-negative surface charges, depending
on their mineralogy [8] [9]. The classification system is based
on the silica versus alkaline or alkaline earth oxide contents of
the aggregate. A summary of their classification is shown in
Figure 1.

Figure 1. Classification of aggregates by silica content and
surface charge [8] [9]
For example, limestone is generally constituted of calcium
carbonate and, under this classification, is categorised as
possessing an electro-positive surface charge. Siliceous
aggregates like sandstone, quartzite or granite are suggested to
have an electro-negative charge. In order to obtain the desired
maximum degree of adhesion, it would seem rational to select
an emulsion with an electrical surface charge opposite to that
of the aggregate, as there is an attraction between two
oppositely charged materials. Consequently, negatively
charged anionic emulsions would be preferred for the electropositively charged surface aggregates, whereas positively
charged cationic emulsions would be preferred for the electronegatively charged surface aggregates. Conversely, a lower
degree of adhesion is expected when an aggregate and an
emulsion with the same surface charge are combined. Despite
this aggregate versus emulsion compatibility logic, some
studies have disputed this aggregate classification [10] [11]. It
has been claimed that, when wetted with water, aggregates like

2

EXPERIMENTAL STUDY: SUMMARY

In order to accomplish the above objectives, an experimental
study was carried out in the Chemoran laboratory. The
objective of the laboratory study was to examine the following
two hypotheses:
H1: aggregate can be classified as having either a positive or
a negative electric surface charge, depending on its mineralogy
as shown in Figure 1;
H2: this electric charge will always be negative when the
aggregate is in a damp condition, regardless of its mineralogy.
In order to perform the analyses, both Anionic RS-2 [12] and
Cationic C69B 3 [13] rapid set emulsions were manufactured
using a laboratory mill. These types of emulsions are usually
used in spray-grade applications, more specifically for surface
dressing (or “chip sealing”, as it is called in North America).
By testing a selection of different aggregates with both
emulsion types (to produce one set of results for each
aggregate), it would be easy to compare the degree of adhesion
achieved with both emulsions and, furthermore, determine
which emulsion gave the highest degree of adhesion for each
aggregate.
The test aggregate specimens (three from Ireland and one
from France) comprised two types of limestone (Limestone A
and B), one sandstone and one quartzite. Based on XRF (X-ray
fluorescence) test results (Table 1), CaO (calcium oxide) was
found to be the major element present in both types of
limestone, while SiO2 (silicon dioxide or silica) was
predominant in the sandstone and quartzite. Other alkali earth
oxides such as barium oxide (BaO), magnesium oxide (MgO),
and strontium oxide (SrO) were also found, to much lesser
degrees, in all four aggregate types.
Table 1. Chemical composition of aggregates from the XRF
testing
Aggregate
Type
Limestone A
Limestone B
Sandstone
Quartzite

Alkaline Earth Oxides
BaO
CaO
MgO
SrO
%
%
%
%
0.02
52.4
1.71
0.08
0.02
52.3
1.72
0.02
0.03
4.6
3.7
0.01
<0.01
0.1
0.07
<0.01

Silica
SiO2
%
1.16
0.4
59.02
94.46
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According to the classification shown in Figure 1 and the
results obtained for silica (SiO2) content shown in Table 1, both
limestone aggregates fall into the “positive” category. The
sandstone aggregate just about falls into the negative category
while the quartzite aggregate is very much at the negative side
of the chart.
Throughout the laboratory study, single-sized clean coarse
aggregates (chips) were used. Depending on the test method,
the chipping size differed to satisfy the specified test
requirements. A range of adhesivity tests was performed with
the aggregates in both dry and damp state. The following test
methods were used:
I.
I.S. EN 13614 Determination of adhesivity of
bituminous emulsions by water immersion test [14]:
a. Immediate adhesivity;
II.
I.S. EN 13614 Determination of adhesivity of
bituminous emulsions by water immersion test [14]:
b. Water effect on binder adhesion;
III.
I.S. EN 12697-11 Determination of the affinity
between aggregate and bitumen - Rolling Bottle
Method [15];
IV.
I.S. EN 12272-3 Determination of binder aggregate
adhesivity by the Vialit plate shock test method [16];
V.
ASTM D3625 / D3625M Standard Practice for Effect
of Water on Bituminous-Coated Aggregate Using
Boiling Water [17];
VI.
AS 1141.50 Resistance to stripping of cover
aggregates from binders [18].
The flowchart of the emulsion-aggregate combinations that
were tested is shown in Figure 2.

coating by the bitumen indicates a high degree of aggregate
emulsion compatibility. The result of the “Vialit Plate Shock
test” (test method IV) was determined from three adhesivity
measurement values, as per standard procedure, and, therefore,
did not require five independent observations. In contrast to the
other tests, the result for the Australian test, Resistance to
stripping of cover aggregates from binders test (often referred
to as the “Plate test”) described in AS 1141.50 [18] (test method
VI) is recorded as the percentage of stripping of the aggregate
from the bituminous binder. However, to match the expression
of the results for the other test methods, the outcome values of
this test were converted to give the percentage of bitumen
coverage on the aggregates. All of the obtained aggregate
emulsion adhesion test results, except for the Vialit Plate Shock
test (test method IV) [16], were expressed as a minimum,
maximum and average values of the five individual
observations recorded.
3

TEST RESULTS AND DISCUSSION
Emulsion adhesivity with dry aggregates

The first part of this experimental study consisted of
assessing the degree of aggregate-emulsion adhesivity, when
the aggregates were in their dry state. The objective of this stage
of the study was to investigate the first hypothesis (i.e. H1); that
aggregates can be classified as having either an electro-positive
or electro-negative surface charge when they are dry. For the
assessment of the aggregates in their dry state, the chippings
were washed to remove adhering dust and then dried to a
constant mass in an oven at a temperature in the range 105-110
°C.
The results of the adhesion tests performed with both
emulsions on the four aggregate specimens, while in a dry state,
are shown in Figures 3 to 8. The classification of the aggregate
as being positive (+) or negative (-), in accordance with Figure
1, is shown in brackets, along the horizontal axis of each chart.
The electrostatic charge of the emulsions is likewise indicated.
The results obtained in all six test methods are summarised in
Figure 9, indicating where there is agreement with H1 (✓) or
contradiction (X).

*Note: Surface charges shown for the aggregates are based on the
classification proposed by Bellanger and Duriez [8]

Figure 2. Flowchart of emulsion/aggregate combinations
tested
In order to avoid any subjectivity factor in the interpretation
of the test results for test methods I to III, V and VI, the level
of adhesion between a given aggregate and the residual binder
from the bitumen emulsion used was calculated as a mean of
five independent observations. Each individual observation
was performed by a member of the laboratory staff. The
observers had to visually assess the level of adhesion by
quantifying the percentage of the aggregate that was coated by
the binder, at the end of the test. The percentage of the
aggregate surface covered with a film of the binder was
assessed and graded to the nearest 5 %. A high percentage of
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Figure 3. Results of Immediate Adhesivity Test to EN 13614
[14]
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Figure 8. Results of “Plate Test” to AS 1141.50 [18]
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Figure 5. Results of Rolling Bottle Test to EN 12697-11 [15]
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Figure 6. Results of Vialit Plate Shock Test to EN 12272-3
[16]

Sandstone

‐

Quartzite

‐

Limestone A

+

Limestone B

+

V

Sandstone

‐

Quartzite

‐

Limestone A

+

Limestone B

+

VI

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

‐
+
‐
+
‐
+
‐
+

Anionic
Cationic
Anionic
Cationic
Anionic
Cationic
Anionic
Cationic

Average Test
Result

% Aggregate Coated

‐

Hypothesis
no. 1
confirmed

Output

20
44
0
2
52
0
32
13



% Aggregate Coated

Sandstone

Emulsion
Type

60
82
13
89
72
40
52
48



% Aggregate Coated

Surface Charge
Interaction

24
74
0
59
69
52
68
48



Adhesivity value

Aggregate
Type

30
100
65
100
100
100
80
100



% Aggregate Coated

Test
Method

44
72
0
70
68
52
54
47



% Aggregate Coated

Figure 4. Results of Water Effect Test to EN 13614 [14]

30
100
3
87
94
73
87
81
















X
X









Figure 9. Summary of obtained tests results (dry aggregates)

Figure 7. Results of Boiling Water Test to ASTM
D3625/D3625M [17]

From the above figures, it can be seen that for twenty-two of
the twenty-four sets of adhesion tests performed (where a set
consists of the same aggregate tested with both emulsions), a
higher degree of adhesion was achieved when the test aggregate
was combined with an emulsion with the opposite electro-static
surface charge, i.e. the result obtained was consistent with the
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hypothesis being tested. The exceptions were the two sets of
results for the Vialit plate shock test on the two limestones. For
one of the limestone sets, the level of adhesion was equal while,
for the other set, the result was opposite to what would have
been expected. Two broadly equivalent results were achieved
on quartzite with the EN 13614 method (a) Immediate
Adhesivity test procedure (test method I, Figure 3). The contrahypothesis test result in the Vialit Plate Shock test (test method
VI, Figure 6), provided an adhesivity value of 80 when the
Limestone B (+) aggregate was combined with the anionic (-)
emulsion, compared to an adhesivity value of 100 when the
cationic (+) emulsion was used. However, on reflection having
conducted the full suite of tests, it is the opinion of the authors
that both of these test methods are possibly not the most
suitable for discriminating between the levels of adhesion that
can be achieved in practice. For example, in the Immediate
Adhesivity test, the aggregates are only in contact with the
emulsion for a matter of seconds before the coated specimens
are subjected to washing by water. There is an inadequate time
duration (i.e. not representative of on-site conditions) for
adhesion to develop. On the other hand, with the Vialit Plate
Shock test (test method IV), the test result is not merely based
on the number of chippings that are bonded to the metal tray
but also on the number of the fallen chippings that have
remained stained by the bitumen.
Regardless of the two exceptions, to achieve the expected
result in 22 of the 24 sets of combinations is a significant level
of evidence to support the first hypothesis (H1). For the Water
effect test to EN 13614 method (b) (test method II, Figure 4),
the Rolling Bottle test method (test method III, Figure 5), the
Boiling Water test (test method V, Figure 7) and the Plate test
(test method VI, Figure 8), both limestone aggregates (+)
showed a higher degree of adhesion to the anionic (-) emulsion.
Likewise, when both the sandstone and the quartzite aggregates
(-) were tested with these four test methods, a higher degree of
adhesion was always achieved with the cationic (+) emulsion.
For illustration, the degree of coating achieved when the
quartzite aggregate (-) was coated with the anionic (-) and
cationic (+) emulsions, after the Boiling Water test (test method
V) are shown in Figures 10 (a) and (b), respectively.

(a)

performing the Immediate Adhesivity test (test method I) are
shown in Figures 11 (a) and (b), respectively.

(a)

(b)

Figure 11. Limestone A coating after Immediate Adhesivity
test with (a) anionic emulsion (52 % aggregate coated) and (b)
cationic emulsion (0 % aggregate coated).

Emulsion adhesivity with damp aggregates
The second part of the experimental study included
performing the same range of tests on the same aggregates but
with the aggregates in a damp state. The objective of this stage
of the laboratory study was to investigate the second hypothesis
(H2), that the surface charge of a positively charged aggregate
will change to negative, after being wetted with water.
Therefore, prior to the aggregates being combined with the
emulsions, they were soaked in distilled water at room
temperature for 24 hours, and then they were allowed to drain
for 30 minutes. While the hypothesis is only concerned with the
two limestone aggregates (as both the quartzite and sandstone
aggregates are already considered to have a negative surface
charge under the classification proposed by Bellanger and
Duriez [8]), the quartzite and sandstone aggregates were
included in the study to examine if wetting these aggregates
would have any effect on the degree of adhesion achieved,
compared to that achieved when they were dry.
The results of the tests performed are shown in Figures 12 to
17. In order to keep the aggregate classification consistent with
section 3.1, the same surface charges are shown (consistent
with the classification proposed by Bellanger and Duriez [8]).
The results obtained in all six test methods are summarised in
Figure 18.

(b)

Figure 10. Quartzite coating after Boiling Water test with (a)
anionic emulsion (0 % aggregate coated) and (b) cationic
emulsion (70 % aggregate coated).
The degree of coating achieved when Limestone A (+) was
coated with the anionic (-) and cationic (+) emulsions, after
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Figure 12. Results of Immediate Adhesivity Test to EN 13614
[14]
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Figure 17. Results of Plate Test to AS 1141.50 [18]
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Figure 14. Results of Rolling Bottle Test to EN 12697-11 [15]
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Figure 15. Results of Vialit Plate Shock Test to EN 12272-3
[16]
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Figure 13. Results of Water Effect Test to EN 13614 [14]
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Figure 16. Results of Boiling Water Test to ASTM
D3625/D3625M [17]

From the above figures, it can be seen that only four of the
12 sets of test results for the two limestone aggregates were in
agreement with Hypothesis 2 (H2) and that two of these sets
were obtained with the Vialit Plate Shock test that has already
been described as not being a suitable test for discriminating
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between the levels of adhesion that can be achieved in practice.
Moreover, one of the sets of test results that agreed with H2
was only marginal with a result of 70 % being achieved when
the anionic emulsion was used versus 73 % when the cationic
emulsion was used in the ASTM Boiling Water test (test
method V) for Limestone B.
On balance, with eight of the twelve sets of results
contradicting H2, there is sufficient evidence to reject the
second hypothesis, as proposed by Schilling and Schreuders
[10] and Peltonen [11].
For illustrative purposes, the degree of coating achieved
when Limestone B was coated with the anionic (-) and cationic
(+) emulsions, after performing the Rolling bottle test (test
method III) are shown in Figures 19 (a) and (b), respectively.
This result provides evidence that the surface charge on both
limestone aggregates did not change from a positive one to a
negative one, as a result of the aggregate being damp. (Results
of 68 % and 48 %, respectively, were achieved when Limestone
B was tested in dry condition.) Similar results were obtained
with methods I and VI.

in 16 of the 48 sets of results (9 of which were when the
aggregate was dry and 7 when the aggregate was damp).
The overall average degree of adhesion achieved in the first
part of this study (i.e. with the dry aggregates) when the
cationic emulsion was used was 64 %, compared to 47 % when
the anionic emulsion was used. However, when only
considering the degree of adhesion achieved when the emulsion
was combined with an aggregate of the opposite surface charge,
the average results were 73 % and 69 %, respectively. Of the
results achieved when the aggregates were damp, the average
degree of adhesion was 76 % with the cationic emulsion and 63
% with the anionic emulsion, when the emulsions were
combined with the aggregate of the opposite surface charge in
accordance with the classification of Bellanger and Duriez [8].
Overall, it was observed that the EN 13614 Immediate
Adhesivity test method (test method I) [13] was not very
discerning. The aggregate coatings obtained were difficult to
interpret, as it was complicated to differentiate between binder
adhesion and aggregate discolouration. The EN 12272-3 Vialit
Plate Shock test (test method IV) [16] was also found to be not
very indicative of the variation in the performance levels
achieved between the anionic and cationic emulsions, in terms
of the degree of adhesion with an aggregate. The other test
methods used in this study were clearly more discerning.
Consequently, in subsequent laboratory testing, it is proposed
to omit the Immediate Adhesivity test and the Vialit Plate
Shock test.
4

(a)

(b)

Figure 19. Limestone B coating after Rolling Bottle test with
(a) anionic emulsion (64 % aggregate coated) and (b) with
cationic emulsion (41 % aggregate coated).
It is interesting to note that, even though the results obtained
with the sandstone and quartzite aggregates also suggest that
their surface charge did not change, when the aggregates are
damp, a higher degree of adhesion (by at least 5 %) was
achieved in 7 of the 24 emulsion/aggregate combinations, when
the aggregate was damp, compared to that achieved when they
were dry. In contrast, the dry aggregates achieved a higher
degree of adhesion (by at least 5 %) in 5 of the 24
emulsion/aggregate combinations, compared to when they
were damp.
Of the total 48 sets of test results summarised in Figures 9
and 18, a higher degree of coating (by at least 5 %) was
achieved when the aggregate was damp in 15 of the 48 sets (7
out of 24 for the tests performed on the sandstone and quartzite
aggregates and 8 out of 24 for the tests performed on the two
limestones). Conversely, 13 of the 48 sets showed that a higher
degree of adhesion (by at least 5 %) was achieved when the
aggregate was dry (6 with the quartzite and sandstone, 7 with
the two limestones). A higher degree of coating (by at least 5
%) was achieved with the cationic emulsion in 25 of the 48 sets
(12 out of 24 when the aggregate was dry and 13 out of 24 when
the aggregate was damp). On the other hand, the anionic
emulsion out-performed the cationic emulsion (by at least 5 %)
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CONCLUSIONS

Cationic emulsions are the emulsions of choice, throughout the
world, for most road maintenance applications. They are
especially preferred where a high level of performance is
required, in terms of early cohesion build-up to allow for quick
re-opening of the treated road section to traffic. Over the years,
road engineers have also found that high-silica (i.e. nonlimestone) aggregates possess a higher resistance to polishing
by traffic and give a longer service life under high traffic
loadings. The findings of this study confirm that when such
aggregates are being used, a higher degree of adhesion is
achieved with cationic emulsions. However, the findings of this
study also suggest that, if a low-silica content aggregate, such
as limestone, is being used (when allowed by a lower
performance specification for the road section in question) then
a higher degree of adhesion can be achieved by using anionic
emulsions. These findings demonstrate that aggregate
mineralogy and, in particular, its associated electrostatic
surface charge, as proposed by Bellanger and Duriez [8], plays
a very significant role in the aggregate–emulsion adhesion
mechanism. Overall, the laboratory tests results confirm the
hypothesis that aggregates possess either an electro-positive or
an electro-negative surface charge. Consequently, as a result of
its electrostatic charge, an aggregate will have a preference for
either a cationic or anionic emulsion.
The results obtained with both limestone aggregates tested in
a damp condition contradict Hypothesis 2 that the polarity of
the electro-positive surface charge on limestone aggregates will
change to negative if they are wetted. On average, a higher
degree of adhesion was still achieved when the limestone
aggregates were coated with the emulsion with an electrical
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surface charge that was opposite to that of the dry aggregate,
i.e. the anionic emulsion.
While the results of the study indicate that it is preferable to
combine limestone aggregates with anionic emulsions (for the
range of adhesivity test methods used), the results also indicate
that the degree of adhesion obtained when using a cationic
emulsion, regardless of the aggregate type, was, on average,
higher than that of the anionic emulsion (at 64 % versus 47 %
coating). This indicates that cationic emulsions are more
compatible with a wider range of aggregates, regardless of the
aggregate’s surface charge, and is possibly a factor that is
influencing their dominant position in the market.
The next phase of this research project is to investigate the
development and use of adhesion agents to improve the
adhesivity properties of anionic bitumen emulsions. The
ultimate aim of this research is to develop new anionic
emulsions with improved performance for road applications.
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ABSTRACT: Ireland has a national road network of approximately 5300km which is managed by Transport Infrastructure Ireland
(TII). TII create yearly pavement maintenance and renewal programmes using a Pavement Asset Management System (PAMS).
Accurate pavement deterioration models and reset values are an essential part of a PAMS and are required for life cycle cost
analysis (LCCA). Pavement maintenance and renewal schemes are prioritised based on the LCCA's largest benefit to cost ratio,
thereby optimising the annual pavement maintenance and renewal budget. Currently, TII implement pavement deterioration
models based on models used in Austria and Belgium, with modifications appropriate to Irish conditions. The reset values in use
are based on best estimates of expected treatment effects and were not initially based on the measured post-treatment condition.
This research aims to refine and improve the deterioration models currently in use and to calibrate the treatment reset values using
measured pavement condition on treated sections of pavement. Several long-term pavement performance (LTPP) monitoring sites
were selected for the analysis. The LTPP monitoring sites consist of newly constructed and recently maintained pavement sections
throughout the Irish national road network for each subnet category. The international roughness index (IRI), rut depth and
longitudinal profile variance 3m (LPV3), measured annually from 2010 to 2019, were analysed and compared to the current
PAMS's pavement reset values and deterioration models. Generally, the measured reset values of the LTPP monitoring sites were
lower than the TII's PAMS reset values, indicating that TII's PAMS may underestimate the treatment benefit for the LCCA
treatment prioritisation process. The measured pavement deterioration rates were also typically lower than the predicted pavement
condition values of TII's PAMS. This research concludes that an update to the PAMS, using better calibrated deterioration models
and reset values would be highly beneficial. The LTPP monitoring should be continued to assess the longevity of the applied
pavement treatments and consequently, determine the full deterioration model for each of the LTPP monitoring sites into the
future.
KEY WORDS: Pavement asset management system, life cycle cost analysis, international roughness index, rut depth, longitudinal
profile variance, HDM modelling, pavement deterioration modelling
1

INTRODUCTION

Ireland has a national road network of approximately 5300km
that is managed by Transport Infrastructure Ireland (TII).
Pavement condition monitoring surveys have been carried out
annually on the full network since 2010. TII’s Pavement Asset
Management System (PAMS) is used to select appropriate
pavement treatment schemes, according to the annual
pavement condition surveys and budget. TII’s PAMS applies
reset values and pavement deterioration models to the road
network based on measured condition data. TII’s PAMS
triggers sections of pavement for treatment, either from the
current or predicted pavement condition values and prioritises
them based on the best life-cycle cost analysis (LCCA) benefit
to cost ratio, thereby maximising the monetary value of the
annual pavement treatment budget.
TII’s PAMS pavement reset values and pavement deterioration
models are based on modified Austria and Belgium models.
The IRI, rut depth and LPV3 pavement deterioration models
are displayed in equations 1, 2 and 3 respectively, and the
equation constants A and B are selected according to the
national road subnet category [1].

𝐼𝑅𝐼 = 𝐼𝑅𝐼
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+ 𝐴 + 𝐵 𝑥 𝑇𝑟𝑎𝑓𝑓𝑖𝑐

(1)

𝑅𝑢𝑡 𝐷𝑒𝑝𝑡ℎ = 𝐴 𝑥 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒𝑇𝑟𝑎𝑓𝑓𝑖𝑐

(2)

LPV3 = LPV3 + 𝐴 𝑥 𝑇𝑟𝑎𝑓𝑓𝑖𝑐

(3)

t

t-1

The correlation between the actual pavement condition,
measured annually since 2010, and the PAMS reset values and
pavement deterioration models were investigated through the
analysis of TII’s road pavement condition archive. TII’s
pavement treatment programme has an approximate annual
budget of €100 million. Therefore, this type of research has the
potential to improve the treatment prioritisation process of
TII’s PAMS LCCA analysis and maximise the efficiency of the
annual treatment budget.
In recent decades, the improvement in computing technology
has made the quantitative modelling of pavement assets
possible. Previously, in the absence of computing technology,
pavement network management has relied on expert opinion
and judgment to maintain and improve the value of the
pavement assets. This approach was typically known as a ‘find
and fix’ approach, which has now been superseded by the
‘predict and prevent’ approach of deterioration modelling [2].
The ‘predict and prevent’ pavement modelling method predicts
how pavement assets deteriorate under specific condition
parameters, like traffic, subgrade conditions, environmental
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conditions, etc. and many dataset sources can be used to
determine pavement deterioration models. These dataset
sources can include historical pavement performance and
failure records, pavement condition measurements of current
and past pavement conditions, pavement design and
construction details and pavement expert opinion and
knowledge [2]. It then becomes evident that deterioration
models are a critical tool in PAMS, which incorporate
economic appraisal concepts for managing the road network.
PAMS can be used for maintenance decisions, network
reliability, operation and safety, maintenance scheduling and
optimisation of budgetary allocation. They also ensure that an
empirically informed decision-making process is produced for
pavement asset investment strategies, which results in a
numerically determined pavement asset investment strategy.
A $150 million research programme introduced LTPP to the
world with the inclusion of 370 LTPP sites across the United
States in 1987 [3]. In addition, for the past twenty years, longterm pavement performance (LTPP) has been used to
determine the optimal pavement maintenance and capital
funding requirements for the Australian road network. The
original Australian pavement deterioration models were
implemented from pavement data modelling in Brazil, the
Caribbean and Kenya, and did not specifically incorporate
Australian conditions [4]. As unsealed gravel surface course
pavements are typical pavement construction techniques found
in Australia, New Zealand and South Africa the Brazilian,
Caribbean and Kenyan pavement deterioration models were not
likely to suit the unique conditions of sealed and unsealed
pavement surfaces, construction techniques, climate and
ground conditions in Australia [4].
Pradham & Mallela [5] stated that the Highway Design and
Management (HDM) pavement deterioration models should be
customised for local pavement conditions. This customisation
and calibration of the HDM models can be split into three levels
of optimisation [5]:


Level 1: Basic Application



Level 2: Verification



Level 3: Adaptation.

Level 1 is the lowest level of calibration and should be
implemented during the installation phase of the HDM
pavement deterioration models. Default values incorporated
from the HDM models and secondary source data from desk
studies are acceptable for Level 1 calibration [6]. Even with the
adaption of default and secondary values, the most sensitive
parameters must still be estimated. The sensitive parameters
include unit costs for road user effects and road deterioration
and works effects, characteristics of representative vehicles,
discount rates and analysis period for economic analysis data,
road deterioration and works effects of pavement
characteristics, traffic and projected growth rates, and climate
[6].
Level 2 HDM model calibration incorporates physical
measurements of local conditions into the model predictions.
The road user effects that are calibrated for Level 2 calibration
include fuel consumption, tyre wear, vehicle speed and vehicle
part usage. The road deterioration and works effects that are
calibrated under Level 2 calibration include rutting

progression, initiation of surface distress modes, pavement
maintenance results and the environmental impacts. The cost
and pricing data from completed projects are also analysed as
part of the Level 2 economic calibration process [6].
Level 3 HDM model calibration comprises two elements,
improved data collection and fundamental research. Increasing
the number of data collection sites over a longer duration of
time significantly improves the reliability of input data
variables. Traffic data is an example of this, where greater
numbers of traffic counters over a longer period yield greater
accuracy in the traffic trend and growth factors required for
HDM modelling. The fundamental research includes field
surveys and experimental studies for the investigation of the
functions within the HDM models that are affected by local
conditions [6].
Traditional HDM-4 models predict an incremental change in
pavement condition parameters with the increase in time. Some
observations were made when comparing the HDM-4 models
to the measured pavement condition parameters of the New
Zealand LTPP programmes. It was found that there was little
pavement condition change at the start of the pavement life, but
when the deterioration process started, it deteriorated rapidly
[7]. An example of the HDM rut depth deterioration model
compared to the measured New Zealand rut depth deterioration
is presented in Figure 1. The dashed black line represents the
default HDM model in the New Zealand DTIMS (Deighton
Total Infrastructure Management System), and the solid blue
line presents the measured rut depth deterioration. As can be
seen from Figure 1, the default HDM model overestimates the
measured rut depths of the New Zealand road network. As a
result, refinement of the DTIMS pavement deterioration
models was initiated to focus on the timing of the pavement
rapid deterioration stage. The New Zealand DTIMS models
have subsequently moved away from a defined incremental
change in condition with respect to time and implemented a
probabilistic approach to determine the commencement of the
rapid pavement deterioration stage demonstrated in Figure 1.
Therefore, it is clear that to refine TII’s PAMS, an LTPP
programme of monitoring sites should be selected across the
network similar to the refinement methodology of the New
Zealand road network. The comparison between the default
HDM models should be compared to the measured ground
conditions of the LTPP monitoring sites. The suitability of the
TII’s PAMS models can subsequently be examined [7].

Figure 1. New Zealand predictive and measured pavement
deterioration models [7]
Research Significance
The focus of this study was to conduct a comparative analysis
between the predicted pavement deterioration models of TII’s
PAMS and the measured pavement condition of the Irish
national road network. The research presented here established
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LTPP monitoring sites across the national road network, which
were selected from sections of pavement treated between 2010
and 2019. The sections covered all subnet categories, including
motorways, dual carriageways, urban areas and single
carriageways. The annual national road network survey
condition data was geospatially joined to each of the selected
LTPP monitoring sites. The pre and post-treatment pavement
condition was monitored for each site. Pavement deterioration
models were established based on the measured data. A
comparative analysis was subsequently carried out between
these new models and the predictive pavement deterioration
models currently in use.
2

METHODOLOGY

In total, there were 67 LTPP monitoring sites selected for this
research. The selected LTPP monitoring sites were segmented
with sites split into varying homogeneous segment lengths
according to pavement treatment and subnet categories, as
outlined by Roberts & Martin [8]. This was adopted to ensure
that pavement sections with the same length, similar treatments
categories and similar traffic volumes were grouped together
for the analysis conducted as part of this research. The number
of LTPP monitoring sites segments applicable for the reset
value and deterioration modelling analysis is presented in Table
1.
Table 1. Number of LTPP monitoring site segments used in
this research
Subnet
Category
0
1
2
3
4
Total

No. LTPP monitoring
site segments
3
38
41
78
23
183

Since their introduction in 1987, LTPP monitoring sites are still
utilised for the optimisation of PAMSs worldwide [4]. This
research used LTPP monitoring sites that were maintained or
renewed between 2010 to 2019. Selecting LTPP monitoring
sites directly after maintenance or renewal ensured that the
reset values of the pavement section could be determined, while
also tracking the deterioration of the pavement from the start of
the pavement’s life.
The LTPP monitoring sites were selected from maintenance
and renewal sites across the national road network. Although
access to data was limited, this research investigated all types
of Irish national roads including motorways and dual
carriageways (subnet 0), engineered pavements (subnet 1),
urban areas (subnet 2) and single carriageways (subnet 3 and
4), and investigates their respective reset values and
deterioration trends. The pavement treatment depths were
classified into one of four treatments categories based on the
TII’s PAMS treatment catalogue [1]. The LTPP pavement
treatments are categorised according to the depth of new
bituminous material applied to the pavement surface and are
presented in Table 2.
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Table 2. Four types of LTPP pavement treatment categories
LTPP Pavement
Treatment
Surface Replacement
Overlay
Strengthening
Reconstruction

Depth of new bituminous
material applied
< 50mm
50 to 100mm
100 to 200mm
> 200mm

Assigning the correct type of treatment category to each LTPP
monitoring site was an essential element of the LTPP
segmentation process. Each pavement treatment was analysed
separately to establish the effect that each of the treatment
categories have on the pavement condition.
Pavement Reset Value Segmentation
The LTPP monitoring site reset values analysis were
segmented by two categories;
1.

Treatment category

2.

Subnet Type

Segmenting the LTPP monitoring sites according to subnet
type and treatment category allowed each monitoring site to be
split in accordance with TII’s PAMS. Each segment was
assigned a unique identification number, which was used to
identify the segment throughout the analysis. These steps were
a critical part of the analysis process as they facilitated a direct
comparison between the Irish pavement condition parameters
and the Irish PAMS’s reset values. The length of LTPP
monitoring site segment length applicable for the reset values
analysis is presented in Table 3.
Table 3. Pavement reset values analysis lengths
Treatment
Category
Replace
Surface
Overlay
Strengthening
Reconstruction

Length of LTPP monitoring site data (m)
Subnet
0
5,720
No
Data
No
Data
94,160

Subnet
1
No
Data

Subnet
2

Subnet
3
No
Data

Subnet
4
No
Data

6,510

5,090

10,100

8,690

21,560

4,490

25,200

16,860

4,640

7,010

10,690

610

220

Pavement Deterioration Modelling Segmentation
The LTPP monitoring site pavement deterioration analysis was
also segmented using two categories;
1.

Subnet Type

2.

100m Sample Units

A different segmentation process was required for the
pavement deterioration analysis as the pavement deterioration
models do not account for the type of pavement treatment. The
unique segments were segmented into 100m LTPP monitoring
site sample unit lengths, similar to Pulugurtha, et al., [9] and in
accordance to the TII’s PAMS segmentation process [10]. This
process ensured that each pavement segment sample unit was
the same length. If site segments were not split into 100m
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sample units, long segments would be given the same weight
as short segment lengths, which would have potentially skewed
the analysis results. The quantity and combined length of LTPP
monitoring site segments applicable to the pavement
deterioration analysis is presented in Table 4.
Table 4. Pavement deterioration analysis lengths
Subnet
Category
0
1
2
3
4
Total
3

No. of 100m
Sample Units
386
1,536
538
1,681
1,024
5,165

Sum of Sample
Units Length (m)
38,600
153,600
53,800
168,100
102,400
516,500

RESULTS
Pavement reset values

The measured IRI, rut depth and LPV3 measured reset results
for each pavement subnet category are presented in Tables 5, 6
and 7, respectively. For ease of comparison, the current IRI, rut
depth and LPV3 overlay reset values implemented in TII’s
PAMS are presented in brackets beneath their respective
measured reset values. TII’s PAMS has a relative reset value
implemented for the replace surface treatments and an absolute
reset value implemented for the overlay, strengthening and
reconstruction treatment categories.
The replace surface IRI and LPV3 subnet 0 mean reset value
results are similar to the current relative reset value, as
presented in Tables 5 and 7. According to the LTPP monitoring
sites pavement condition results, the measured IRI and LPV3
results indicate that the PAMS replace surface relative reset
values are an appropriate representation of the replace surface
treatments carried out on the subnet 0 road network. The
measured replace surface rut depth reset values for subnet 0 are
different to TII’s PAMS reset values, as can be seen from Table
6. For this case, the PAMS underestimates the rut depth
improvement resulting from a replace surface treatment on the
subnet 0 road network. As a result, the rut depth reset values do
not represent the measured pavement condition parameters.
Similarly, the measured replace surface IRI, rut depth and
LPV3 subnet 2 values, presented in Table 5, 6 and 7 are
different to the PAMS relative reset values. The measured IRI
subnet 2 values have a difference of 2.3 m/km, the rut depth has
a difference 3.4 mm and the LPV3 has a difference of 7.2
between the measured relative reset values and the current
PAMS reset values. Therefore, the PAMS underestimates the
pavement improvement resulting from a replace surface
treatment on the subnet 2 road network and therefore the
relative reset values do not represent the measured pavement
condition parameters.
It should be noted that the subnet 2 replace surface LTPP
monitoring site lengths are significantly less then subnet 0, as
presented in Table 3, indicating that the subnet 2 relative reset
values are reliant on a smaller section of the national road
pavement. With this in mind, the pavement condition parameter
results still indicate that the current relative reset values for
subnet 2 are inappropriate for use under the Irish pavement

condition parameters, albeit with a small length of LTPP
monitoring site data available.
The measured IRI, rut depth and LPV3 reset values results for
the overlay, strengthening and reconstruction treatment
categories presented in Tables 5, 6 and 7 are generally smaller
than the current PAMS absolute reset values for subnets 1, 2, 3
and 4. This indicates that the PAMS underestimates the IRI, rut
depth and LPV3 pavement improvement resulting from the
replace surface, overlay, strengthening and reconstruction
treatments. As a result the PAMS reset values do not represent
the measured IRI, rut depth and LPV3 pavement condition
results for subnet categories 1, 2, 3 and 4. Based on the
measured LTPP monitoring site results most reset values
should be lowered to represent the measured pavement reset
values. Additional LTPP monitoring sites should be obtained
for the subnet and treatment categories that do not have an
applicable LTPP monitoring site length. Therefore completing
the reset value analysis for each of TII’s PAMS reset values
categories.
Table 5. IRI pavement reset values
Treatment
Replace Surface
(Relative Reset)
Overlay
Strengthening
Reconstruction

Subnet
0
-0.4
(-0.5)*
No
Data
No
Data
0.9
(1.0)*

Subnet
1
No
Data
1.5
(1.7)*
1.6
(1.4)*
1.8
(1.4)*

Subnet
2
-2.8
(-0.5)*
2.6
(1.7)*
2.5
(2.0)*
2.7
(2.0)*

Subnet
3
No
Data
2.0
(2.5)*
1.9
(2.2)*
1.9
(2.2)*

Subnet
4
No
Data
2.1
(2.5)*
2.1
(2.2)*
1.4
(2.2)*

*Values in brackets indicate the current PAMS reset values

Table 6. Rut depth pavement reset values
Treatment
Replace
Surface
Overlay
Strengthening
Reconstruction

Subnet
0
-2.9
(-2.0)*
No
Data
No
Data
1.6
(2.0)*

Subnet
1
No
Data
1.9
(2.0)*
1.7
(2.0)*
1.3
(2.0)*

Subnet
2
-5.4
(-2.0)*
2.1
(2.0)*
2.0
(3.0)*
2.3
(3.0)*

Subnet
3
No
Data
1.9
(3.0)*
1.8
(3.0)*
2.2
(3.0)*

Subnet
4
No
Data
3.1
(4.0)*
2.8
(4.0)*
1.8
(4.0)*

*Values in brackets indicate the current PAMS reset values

Table 7. LPV3 pavement reset values
Subnet
0
-0.3
(-0.5)*

Subnet
1
No
Data

Subnet
2
-7.7
(-0.5)*

Subnet
3
No
Data

Subnet
4
No
Data

Overlay

No
Data

0.6
(0.8)*

1.0
(0.8)*

0.9
(1.2)*

0.7
(1.2)*

Strengthening

No
Data

0.7
(0.8)*

1.0
(1.2)*

0.9
(1.2)*

0.7
(1.2)*

Reconstruction

0.3
(0.8)*

0.8
(0.8)*

1.1
(1.2)*

0.8
(1.2)*

0.4
(1.2)*

Treatment
Replace
Surface

*Values in brackets indicate the current PAMS reset values

463

Civil Engineering Research in Ireland 2020

Pavement Deterioration Modelling
The IRI, rut depth and LPV3 pavement deterioration modelling
analysis was carried out for subnets 1, 2, 3 and 4. The IRI, rut
depth and LPV3 pavement deterioration models for subnet 1
are presented in Figures 2, 3 and 4, respectively. The IRI, rut
depth and LPV3 pavement deterioration models for subnet 2, 3
and 4 are not presented in this paper as they demonstrate similar
results to that of the presented subnet 1 results in Figures 2, 3
and 4.
Figures 2, 3 and 4 present the measured pavement condition
values for each LTPP 100m sample unit, and the data points
represent the pavement condition parameters of each 100m
sample unit as the cumulative traffic, in the form of equivalent
standard axle loads (ESALS), increases across the LTPP
monitoring site. The closer the LTPP monitoring site treatment
date is to 2010, the greater the amount of IRI, rut depth and
LPV3 pavement condition data applicable to each monitoring
site. The red dashed line represents the deterioration models for
the predicted PAMS IRI, rut depth and LPV3 pavement
condition parameters. The black solid lines illustrate the line of
best fit according to the measured pavement condition
parameters as analysed as part of this research. The models are
presented on the same graphs in Figures 2, 3 and 4 to facilitate
direct comparison between the theoretical PAMS model results
and the measured values of the parameters.
As can be seen from Figure 2, the IRI theoretical PAMS model
and the measured pavement conditions do not closely align,
with the PAMS theoretical model indicating a more significant
IRI deterioration as traffic volume increases. This trend
indicates that the theoretical PAMS deterioration models are
overestimating the effect traffic has on the IRI pavement
condition deterioration. For the most part, the best fit line for
the measured values presented in Figure 2 indicates that the IRI
ground conditions values for subnet 1 exhibit only minor
deterioration throughout the monitoring period. As a result, the
rapid increase in pavement IRI results and subsequent increase
in slope, experienced during New Zealand’s LTPP programme
as discussed in the introduction, is not apparent in any of the
actual IRI pavement condition deterioration models. This
indicates that the rapid deterioration stage of the IRI pavement
condition has not yet occurred for the selected LTPP
monitoring sites. This indicates that the analysis presented here
should be extended into the future to fully determine and
complete the IRI deterioration modelling process over a longer
timeframe.

Figure 2. IRI subnet 1 deterioration models
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The rut-depth pavement deterioration models for subnet 1 are
presented in Figure 3. It is clear that the PAMS model and the
measured pavement condition best fit model do not align. The
PAMS deterioration model commences the pavement rut-depth
deterioration process at 0mm, whereas the measured pavement
condition model commences at 1.6mm. As the cumulative
traffic increases, the PAMS theoretical rut depth pavement
deterioration rapidly increases and subsequently flattens. The
rut-depth measured pavement condition model exhibits a
gradual increase in rut depth values with an increase in
cumulative traffic. These deterioration models indicate TII’s
PAMS theoretical models underestimate the measured rutdepth pavement condition values at the start of the pavement
life, and subsequently overestimates the rut depth condition
values once the traffic volumes cumulate above 1.75 million
ESALs. For the most part, the solid line of best fit in Figure 3
indicates that the measured rut-depth condition values for
subnet 1 exhibit only minor deteriorations over the monitoring
period. As a result, the rapid increase in pavement rut depth
results and subsequent increase in slope, experienced during
New Zealand’s LTPP programme as discussed in the
introduction, is not apparent in any of the measured rut-depth
pavement condition deterioration models. This indicates that
the rapid deterioration stage of the rut depth pavement
condition has not yet occurred for the selected LTPP
monitoring sites. Therefore, the timeframe of the analysis
should be extended to include the effects of future pavement
treatments to fully determine and complete the rut depth
deterioration modelling process.
The LPV3 pavement deterioration models for subnet 1 are
presented in Figure 4. The PAMS theoretical model and the
measured pavement condition model do not align. The PAMS
deterioration model commences the LPV3 pavement
deterioration modelling at 0.5, whereas the measured pavement
condition deterioration model commences at 0.9. As the
cumulative traffic increases, the PAMS theoretical LPV3
pavement deterioration model increases linearly with a greater
slope than that of the measured model. The measured LPV3
pavement deterioration model exhibits a gradual increase in
LPV3 values with an increase in cumulative traffic. These
deterioration models indicate that the PAMS theoretical
deterioration model underestimates the LPV3 pavement
condition values for cumulative traffic less than 0.7 million
ESALs and overestimates the LPV3 pavement condition values
for cumulative traffic above 0.7 million ESALs.
For the most part, the measured pavement model in Figure 4
indicates the measured LPV3 ground condition values for all
subnets exhibit only minor deterioration throughout the
monitoring period. As a result, the rapid increase in pavement
LPV3 results and subsequent increase in slope, experienced
during the New Zealand’s LTPP programme as discussed in the
introduction, is not observed in any of the measured LPV3
pavement deterioration models as part of this research. This
indicates that the rapid deterioration stage of the LPV3
pavement condition has not yet occurred for the selected LTPP
monitoring sites. This analysis should be extended to fully
determine and complete the LPV3 deterioration modelling
process.
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surveys accurately determines the depth of new bituminous
material applied allowing more accurate treatment
classification.
Pavement Deterioration Models

Figure 3. Rut depth subnet 1 deterioration models

The measured rate of pavement deterioration for the observed
traffic volumes is generally lower than the rates used in the
PAMS deterioration models, based on the pavement condition
data from 2010 to 2019. As with the reset values, the lower rates
of pavement deterioration may be a result of the improving
pavement construction practices on the Irish national road
network. The research recommends that a review of the PAMS
pavement deterioration models should be undertaken, using the
data compiled for this study as a basis for a more
comprehensive deterioration modelling study. Probabilistic
modelling would be a useful addition to the current
deterministic models, particularly on low volume nonengineered roads where age and weather effects may be more
influential than traffic loads.
General

Figure 4. LPV3 subnet 1 deterioration models
4

CONCLUSIONS
Pavement Reset Values

Generally, the reset values in use in the PAMS underestimate
the level of improvement obtained from the applied treatments
observed in this study, based on the average post-works
condition. There are numerous reasons why this difference may
be observed. The initial PAMS reset values may have been
overly conservative or improvements in construction practices
over the last decade may actually be producing better results on
site. On the other hand, the treatments as categorised in this
study may not map directly to the PAMS treatment catalogue
e.g. a treatment recorded as an surface replacement may have
also included significant regulation or spot repairs prior to the
surface replacement taking place, and so might more
appropriately be compared to a structural overlay. Finally,
average condition may not be the best way to assess the postworks. An 80th or 85th percentile may be more appropriate and
more similar to the existing resets.
In light of the differences observed it is suggested that a
comprehensive review of post-works condition be
implemented, with the aim of improving the accuracy of the
reset values used in the PAMS. The data used in this study will
form a very good basis for this but should be supplemented with
additional data where available. In particular, the Subnet 2
Replace Surface and Subnet 4 Reconstruction datasets would
benefit from significant expansion. Additionally, this research
recommends that GPR surveys should be performed on all
LTPP monitoring sites before and after the pavement
treatments are carried out. Conducting before and after GPR

The current PAMS reset values and deterioration models were
originally configured based primarily on engineering
judgement and international best practice. At the time there was
insufficient documentation on the location, type and effect of
treatments carried out prior to the implementation of a PAMS
to use empirical methods to determine appropriate models. Use
of the PAMS has enabled an extensive archive of condition data
to be created. This, together with better documentation on
rehabilitation works enables both the reset values and the
deterioration models to be recalibrated in line with the now
available data. More accurate deterioration models and reset
values offer immediate improvements to the Benefit/Cost
calculations used in the LCCA providing a more optimal use of
available pavement budgets.
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ABSTRACT: This study investigates the developments carried out internationally particularly in the UK and Europe in the use of
brine and pre-wet salt in the de-icing of public roads in comparison to traditional dry salt treatments. Brine only treatments were
conducted by Offaly County Council for the 2019-2020 winter maintenance season in addition to the normal pre-wet and dry salt
operations. Furthermore, Offaly County Council was the first local authority in Ireland to conduct brine only treatments.
Brine only trials were conducted by Offaly County Council using a similar methodology to the brine trials carried out by the
Transport Research Laboratory (TRL) on behalf of the National Winter Service Research Group (NWSRG) for the Highways
Agency in the UK.
The results of brine trials conducted by Offaly County Council illustrate similar findings to the TRL trials in the UK. For brine
spreading at 27g/m², longevity of over 9 hours was observed on moist roads at temperatures below -2°C. Furthermore, brine trials
carried out by Offaly County Council provided an effective treatment on roads where moisture was present to temperatures
between 0 and -3°C.
The brine trials indicate positive findings from an operational, economic and environmental perspective when compared to dry
and pre-wet salt treatments and present a future case for developing a more efficient and sustainable approach to winter
maintenance practices by local authorities in Ireland.
KEY WORDS: Winter maintenance; Brine; Offaly County Council; MD30; SOBO; DRS511 Embedded Road Sensor.
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use of lower spread rates in certain conditions. As a result of
these lower spread rates, pre-wetted treatment may also
improve resilience and reduce environmental impact, when
compared to dry treatment.
Brine spreading involves a salt brine, or other liquid de-icer,
being applied directly onto the road surface without any
accompanying solid de-icing material. This system has the
potential to offer particular advantages over other forms of
treatment when road surface temperatures are close to zero, as
well as in situations of very low traffic flows [2].
Hanke & Nutz, 2019 stated that research publications have
shown that on motorways the loss of salt is around 70 % in a
short period after spreading. This is mainly the dry salt
constituent, with only approximately 30 % brine element found
after one hour. The conclusion of this is that in cases of
preventive spreading the use of brine (without dry salt) should
be more effective because the laying performance is much
better [3].

INTRODUCTION

Transport Infrastructure Ireland (TII) have facilitated
significant improvements through the development of a
sophisticated national weather prediction system, the funding
of capital improvements and the provision of specialised
training for designated local authority staff. TII has also
procured the services of private companies under the Motorway
Maintenance and Renewals Contract (MMaRC) to deliver the
winter service on selected elements of the national motorway
network [1].
Winter maintenance is an essential component of road
maintenance in Ireland and throughout the world.
Understanding the efficiency of salt treatment in an economic
and a sustainable environment context is an important element
of winter maintenance.
The aims and objectives of this study were:
 Review national and international practice and research on
the performance of de-icing treatments of brine, pre-wet
and dry salt on Ireland’s public road network.


2

Salt is used to either break the bond of ice to the road surface
or to prevent it from forming by lowering the freezing point of
water. Rock salt is the most commonly used salt treatment. The
salt utilised for application on the road network is usually at or
close to its natural moisture content and has a dry appearance,
hence the process is sometimes known as ‘Dry salting’. The
level of moisture can be a critical issue affecting the value of
salt as an anti-icing agent. This is because dry salt, primarily
sodium chloride (NaCl), has no direct melting action. Melting
occurs only after the salt forms a solution by absorbing
moisture from the atmosphere or from the road surface to be
treated [4].
Most of the road de-icing salt, used in Ireland and the UK, is
derived from mining a natural salt bed stretching from Ireland
to North West England. Highway authorities have moved
towards using a rock salt composition of 6.3mm grain size [2].
BS3247 requires the rock salt to contain no more than four per

Assess the effectiveness and longevity of precautionary
treatments of brine, pre-wet and dry salt on the road
surface.

Traditionally, dry salt has been used as a de-icer for the
treatment of the road network in Ireland. The overall material
costs of dry salt treatments can be higher than other treatment
types due to the higher spread rates that are required in certain
conditions in order to overcome greater de-icer losses [2].
Pre-wetted treatments involve dry salt or a granular chemical
de-icer being ‘pre-wetted’ with a brine solution at the point of
delivery from the spreader. Capital investment and
maintenance costs for pre-wetted treatment can be higher than
dry treatment as a result of the need for more sophisticated
spreading equipment, brine production and/or storage and
increased maintenance requirements. However, pre-wet
treatment may provide service delivery economies through the
1
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cent moisture by weight and the soluble sodium chloride
content to be not less than 90 per cent of the dry mass [4].
Precautionary salting operations are designed to protect road
users by preventing frost and ice formation over a period of
time following treatment. Significant salt losses are likely to
occur during this period as a result of weather conditions and
the action of traffic [5].
There is relatively little literature on the opportunities that brine
would offer in the treatment of snow and ice by Irish local
authorities. In the UK, the results of TRL Phase 1 trials
indicated a difference in the behaviour of residual salt levels
after spreading on the Hot Rolled Asphalt (HRA) and UK
Specification Proprietary Thin Surfacing (UKPTS). In the first
2 hours of spreading there was a higher rate of salt loss for the
pre-wetted salt in direct comparison to the brine in the UKPTS
trials, then similar loss for each treatment type over the next
few hours [10].
In Germany, research has shown that by using brine treatments,
there was approximately 54% savings in salt usage and better
residual salt concentration after four hours compared to pre-wet
salt treatments [3].
Publications from other parts of Europe and indeed in the USA
have shown that the use of brine was used successfully in the
winter maintenance of their respective roads.
3

The MD30 device (Figure 2) was hired from Vaisala in Finland
following their presentation of its capabilities for monitoring
weather conditions on road surfaces during a winter
maintenance seminar for local authorities in Athlone, Co.
Westmeath on the 1st October 2019. The agreed trial between
Offaly County Council and Vaisala was for the winter
maintenance season from October 2019 to April 2020. The
device was installed on the author’s personal car for ease of
access and use.

Figure 2 MD30 Device [8]
After installation it was calibrated in accordance with MD30
setup guidance documents and paired with the Road AI app on
a mobile phone. Initial trials were carried out to ensure the
device was functioning correctly. The real time data including
‘Grip’, surface state, surface layer thickness, surface
temperature, air temperature, dew point, frost point and relative
humidity could then be viewed on the Vionice section of
Vaisala Road DSS Manager for analysis of results [8].
The MD30 device was used in conjunction with the SOBO
device for measuring road surface condition parameters on Co.
Offaly trial sites 2, 3, 5 & 6. The MD30 was solely used for
Trial 6 on the Edenderry Salting Route.
The DRS511 (Figure 3) is located within the wheel tracks of
the road or runway so that the tyres of vehicles and aircraft
interact with the surface of the sensor [9]. This means the sensor
is directly measuring its environment, which ensures accuracy.
The DRS511 is known as a passive sensor, which means it does
not change or alter the environment that it resides in [9].

TECHNICAL REVIEW

TRL, 2007 stated that there appeared to be no simple and
reliable method of measuring residual de-icer levels on the
surfaces of highways. Furthermore, winter maintenance
operators are therefore required to use their judgement
combined with the weather and traffic information available to
them to gauge the correct time and application rates for retreatment [6].
The Boschung SOBO, Vaisala’s MD30 and DRS511
Embedded Road Sensor testing devices were the devices
selected for salt testing in the Offaly County Council trials
during the 2019-2020 winter maintenance season.
The basic principle of the Boschung SOBO is to measure the
resistivity of a solution between two immersed electrodes in
this solution [7].
The Boschung SOBO meter (Figure 1) measures the mass of
salt (Sodium chloride or calcium chloride) per area of the road
using conductivity measurements. It injects a fixed quantity of
anti-freezing liquid consisting of de-mineralised water and
acetone (15% by weight) into a small chamber pressed to the
pavement. A thick rubber gasket around the bottom of the
chamber is designed to seal the interface to contain the solution
[7].

Figure 3 DRS511 Road Sensor [9]
The DRS511 road sensor can:
 Detect the amount of de-icing chemical
 Identify road conditions
 Determine Water Film Thickness
 Measure surface temperature
 Measure ground temperature (-6cm)

Figure 1 SOBO Meter [7]

2
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 Measure freeze point
 Detect hoar frost
DRS511 road sensors are located along the M6 Athlone, R445
Roscrea, R446 Kilbeggan, N80 Killeigh, M6 Miltownpass
routes and provide real time data of road surface conditions.
Offaly County Council conducted Trial 1 using this device at
the N80 Killeigh weather station, Tullamore, Co. Offaly.
4

Westmeath County Council on the R446 at Kilbeggan weather
station.
Offaly County Council were presented with spread rates for
brine from the TII on 10th October 2019 prior to
commencement of 2019-2020 season.
The details of the spread rates and widths along with road
surface material used in each trial are summarised in Table 1.
The spreading speed (km/h) was determined from tracking
devices fitted in spreaders. The spread rate (g/m2) was
processed between 20% to 23% salt concentration and spread
width (m) parameters were entered by drivers onto controller
pads located within the cab of the lorries operating the gritters.

METHODOLOGY

The methodology design was determined by research in the
literature and technical review of this study, in addition to
communications between the author and TII, BAM Public
Private Partnership (PPP) on M11 and Transport Research
Laboratory (TRL), UK. The focus of the methodology design
involved the use of brine salt by Irish local authorities in
addition to pre-wet and dry salt operations. It was envisaged to
undertake experimental analysis methodology including field
testing and surveys to achieve a positive type research
paradigm.
The author is currently the winter services manager in Offaly
County Council. The brine only Boschung 11,550L (Figure 4)
capacity spreader was used to conduct brine trials for the winter
maintenance season 2019-2020.

Table 1 Spreading Characteristics for each Trial

Figure 4 Hired Boschung 11,550 Litre Capacity Liquid Hopper
Mounted on Offaly County Council Owned 32 Tonne Tipper
Figure 5 indicates the locations of salt trials that were carried
out during winter maintenance season 2019-2020.
Offaly County Council conducted all salting operations in
Trials 1, 2, 3, 5 & 6 except Trial 4 which was carried out by

Figure 5 Offaly County Council Trial Location Overview Map
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Research analysis to monitor the performance of brine, pre-wet
and dry salt were carried out by using the following
instruments, selected following consultation with Bunce Ltd
and TII:
 MD30
 SOBO device
 DRS511Embedded Road Sensors
5

and dry salt in comparison to the brine. It must be noted that
the spread rates are the spread rates at the time of application
from the spreader and are not the SOBO values. SOBO meter
readings of residual salt concentration were measured on the
road surface at 18:00, 21:30, 00:15 and 07:30 respectively.
Salt losses after exiting the spreader and application on to the
road surface for pre-wet and dry salt are approximately 70%
and 80% respectively. This compares to 50% for brine
following salt dispersion from the spreader and application on
to the road surface. The salt losses in the following hours are
considerably less after salt applications were applied on the
road surface.
For brine spreading at 27g/m², longevity of over 9 hours was
observed on moist roads at temperatures below -2°C in the
Offaly County Council trials. There were also long
lasting treatments observed for 15g/m² and 20g/m² spread rates
in dry and moist conditions.
Furthermore, brine trials carried out by Offaly County Council
provided an effective treatment on roads where moisture was
present to temperatures between 0 and -3°C. The MD30 device
recorded an average ‘Grip’ value of 0.68 for Trial 6 that was
carried out on the Edenderry Salting Route using brine only.
This recorded average ‘Grip’ value is within the optimum range
of 0.6-0.82.
The speed of application of brine only treatments that the
11,550 litre Boschung spreader mounted on 32T vehicle can
carry out is greater than that for pre-wet and dry salt spreading.
In certain instances, where higher spread rates were utilised as
a result of prevailing weather conditions, pre-wet salt spreading
operations were employed to make up any capacity shortfall
that the brine only treatment encountered. This requirement
could be eliminated if a 14,000 litre brine only spreader is
employed for 2020-2021 winter maintenance season.

RESULTS, FINDINGS & ANALYSIS

Table 2 presents a summary of treatments types used on Offaly
County Council salting routes during winter maintenance
season 2019-2020.
Table 2 Summary of Treatments in Offaly County Council
Days of
Treatment

No. of Dry Salt
Treatments

No. of Pre-wet
Salt Treatments

No. of Brine
Treatments

57

2

24

31

The results of the winter maintenance trials conducted by
Offaly County Council for dry, pre-wet and brine salt spreading
were obtained using the MD30, SOBO and DRS511 Embedded
Road Sensor testing equipment.
The MD30 provided road surface parameter information for the
specific location in each trial site where SOBO testing was
conducted except for Trial 4 as the DRS511 Embedded Road
Sensor provided this information. In addition, Trial 6 was
conducted using only the MD30 device and no SOBO testing
was undertaken.
Figure 6 presents a graphical overview of the performance of
brine, pre-wet and dry salt after time of application with regard
to residual salt concentration treatment longevity. The
readings of salt concentration at 17:00 are the equivalent dry
salt content at the time of application by the spreader on the
road surface for pre-wet, dry and brine salt at a salt
concentration of 23%.
Observations in Figure 6 illustrate that in the first hour after
spreading, there is a higher rate of salt loss for the pre-wetted

Figure 6 Trial 2 Residual Salt Concentration using SOBO for Pre-wet, Dry and Brine Salt along R443 in Tullamore, Co. Offaly
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The results of questionnaire surveys were determined of current
winter maintenance practices undertaken by all local authorities
and the majority of MMaRC contractors in Ireland. There were
100% responses from the 30 local authorities surveyed. Offaly
County Council are the first local authority in Ireland to use
brine only treatments in addition to pre-wet and dry salt
treatments (Figure 7). Cavan, Cork, Clare, Donegal, Louth and
Offaly are currently the only six local authorities undertaking
pre-wet salting operations. All responses from the MMaRC
contractors indicated that they are using pre-wet salting
operations. BAM who operate the M11 PPP in Co. Wicklow
and Co. Wexford have been using brine since 2015.

In the Offaly County Council 2019-2020 winter season trials,
savings of 46% in salt usage were achieved on specific salting
routes as a result of using brine and pre-wet salt treatments
instead of dry salt only treatments. If the 46% savings in dry
salt usage analogy from specific salting routes are applied on a
national level, there could have been potentially a saving of
approximately €44 million in total tonnage of dry salt if prewet and brine salt operations had taken place since 2000.
However, Ireland would require significant capital investment
in new vehicles, spreading equipment, brine saturators and civil
infrastructure to modernise winter maintenance operations. The
savings generated in salt usage could assist in this investment.
The engineering economy formula calculated total annual costs
for the remaining 24 local authorities in Ireland to modernise
their infrastructure would cost approximately €8.9 million if a
loan was considered over 5 years.
The Offaly County Council trials were conducted using only
one SOBO and one MD30 testing device. Additional resources
could improve further trials. The extra testing equipment
together with additional personnel could enable testing to be
carried out simultaneously on trial sections of brine, pre-wet
and dry salt and hence could provide more consistent results.
7
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Figure 7 Type of Salt Treatment used by Local Authorities
Finally, a cost benefit analysis of using brine only treatments
by Offaly County Council salting routes was determined for the
2019-2020 winter maintenance season.
It was calculated that there were significant savings in dry salt
consumption and in the cost of this resource as a result of using
brine only treatments in conjunction with pre-wet and dry salt
operations.
6
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CONCLUSIONS

Offaly County Council carried out its winter maintenance
operations for 2019-2020 winter maintenance season using
brine only treatment in addition to pre-wet and dry salt
operations on its salting routes.
Based on the findings of this study it is concluded that brine
only treatment is a suitable treatment financially and
environmentally for use on Offaly County Council routes under
specified conditions.
International practices and research have showed positive
findings in the use of brine treatments on the road network. 60%
of countries use brine treatments in addition to pre-wet and dry
salt operations. The PIARC (World Road Association)
conclude that the use of brine is increasing but is dependent on
capital expenditure [3].
In the UK, the efficacy of using brine in terms of effectiveness
and cost was carried out by the TRL on behalf of the National
Winter Service Research Group (NWSRG) for the Highways
Agency in 2009. They concluded that for precautionary salt
treatments, especially on dry and moist surfaces, that sodium
chloride brine only spreading requires less salt and a greater
proportion stays longer on the surface [10].
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ABSTRACT: Transportation networks and infrastructure are increasingly exposed to and effected by inclement weather. The rise
in the frequency and intensity of these events is increasingly affecting the normal operation, performance and functionality of
roads and highways, leading to costly losses.
Inclement weather creates risky and hazardous situations not only on the main roads, such as motorways, but also, on the smaller
roads connecting rural parts of the country that experience lower traffic volumes. The effects of weather events, such as rainfalls
or snowfalls, have been primarily addressed in main roads, leaving, smaller roads on hold. This has created a lack of specific
policy and poor adaptation strategies for secondary layers of transport networks, and their users. The present paper investigates
the link between inclement weather and traffic flow in various locations in Ireland.
The results provide an examination of the impact that weather events such as varying levels of wind and rain can have on road
network performance in multiple locations in Ireland. The varying levels of wind exposure (light, medium, intense) on the sections
of the Irish road network examined were found to have a greater effect on traffic volumes than comparative levels of rain exposure.
This analysis ultimately contributes to a better understanding and knowledge of characteristics of Irish road network and its
performance under perilous conditions, which may support the creation of specific measures to improve the resilience of the
transport network.
KEY WORDS: Inclement Weather, Traffic Flow, Resilience, Ireland, Rainfall, Wind, Road traffic, Extreme Weather.
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INTRODUCTION

Transport networks are constantly challenged by the
occurrence of inclement weather. Weather events have a
significant impact on the operation of transport systems,
transforming and influencing user’s behavior (e.g. speed,
visibility, lane switching, observation, tailgating, use of
headlights). In the case of Ireland, in recent years, the transport
network has experienced severe operational disruptions, caused
by several storms such as storm Ophelia in 2017, storm Emma
in 2018, and more recently storm Denise and storm Ciara in
early 2020. These extreme events can result in major
restrictions to the road network, including road closures, and
evacuations, that can last for days or weeks. However, in
addition to the extreme events listed, inclement weather is also
negatively affecting Irish roads, at a lesser but more frequently
scale, which can still have a significant impact on the safety of
travellers. In 2017, Ireland had the fifth lowest road fatalities
per million inhabitants in the Europe [1] and according to the
European Road Safety Observatory [2], 9% of all road fatalities
occur in rainy condition, while 1% occur during strong winds.
Furthermore, 127 out of 193 road fatalities in Ireland in 2016
took place in outer urban areas on non-motorway roads,
indicating that road accidents leading to fatalities are more
likely to occur on national primary and secondary single and
dual carriageway roads in Ireland than on motorways.
When transport networks are threatened by a hazard, the main
goal is of course to mitigate and achieve the maximum
reduction of the risk achievable with the available resources.
The indicator that determine the performance of the network
during a hazard and evaluates the recovery process under these
disruptive events is known as resilience, [3]. Understanding the
damage suffered by a traffic network and its capacity of
response to inclement weather events is essential to reduce the
damage of this hazard and to improve the system resilience [4].
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In order to realise this, better planning, information provision
and capacity management are necessary to develop new
strategies for each of the resilience stages and each of the
components of the network. Thus, resilient networks will set
the stages for well-designed adaptation and mitigation
strategies in order to manage risk effectively. It is similarly
important to understand that different types of roads will
require different strategies and addressing the knowledge base
of each of these parts will determine at what level to mitigate,
and also the amount of risk that it is acceptable for each of the
elements.
A robust resiliency strategy will provide the tools to better
understand the networks, to reduce the impact and to accelerate
the recovery process, which produces increased protection for
users, and an efficient approach to reduce the costs, [5].
The aim of this paper is to quantify the impacts of weather
events on traffic flow, as in indicator for how travel behaviour
is affected by weather events such as rain and wind. This is in
order to provide transportation network operators with the
necessary information to mitigate the effects of these events
and to investigate the link between inclement weather and
traffic in Ireland. In addition, this paper examines the impacts
that weather events can have on varying road network
classifications/ categories (i.e. national primary and secondary
roads). The results obtained and presented in this paper will
also help to develop future adaptation strategies to enhance
mobility and safety on roads in relation to inclement weather.
This paper is organised as follows, Section 2 provides a brief
review of empirical literature concerning the effect of weather
on the operation of road networks, Section 3 outlines the
methodology and data sources utilised for this study, followed
by the results produced in this study in Section 4, and Section
5 will sets out a discussion a conclusion to the paper.
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2

THE EFFECTS OF WEATHER EVENTS ON TRAFFIC
OPERATION

The impacts of inclement weather events on traffic operations
has been extensively studied in empirical literature. The effects
of weather events can affect several aspects of the road
performance, namely the capacity of the road, delay, traffic
volume, and speed [6]. The dimension of the impact will
depend on several variables, for instance the intensity of the
hazard, but other aspects such as the vulnerability of the link
will affect the size of the impact [7,8]. Studies show that it is
common for the road capacity to be reduced during a weather
event, and this reduction can range from 4% to 30% [6, 9, 10,
11, 12, 13]. Traffic fluency is also affected during these events,
since users tend to drive slower, for example during heavy rain,
flow reductions of 10 to 20% can be expected [14]. However,
in a study conducted by Hranac et al. [6] during light rain events
little or no effect on flow was observed. Other studies found
that during wet road conditions the traffic demand reduces by
4.5%, and during AM or morning Peak hours it can reduce by
up to 9% when rainfall is between 1.4 – 1.9mm in an hour [13].
A study conducted in the UK in the M1 motorway between
junction 1 and junction 2, showed that during wet weather
conditions the traffic flow fell by 40%, while the speed fell by
2.6% [15]. Another study conducted in Ireland studied the
effects of rain on the operation of the M50, busiest road in
Ireland. This study shows that rain can cause speed reductions
from 2.2% to up to 15%, and highlights the need for more local
analyses, since these results are not easily extrapolated to other
types of roads [16].
The effects of snowstorms on traffic volumes have similarly
been examined in the literature. Hanbali and Kuemmel [17]
conclude that snowstorms can cause reductions in traffic
volume of between 7 and 34%, depending on the intensity of
the snowstorm. However, other weather events such as strong
or gale force winds have received less attention in the academic
literature. Nevertheless, some studies indicate that wind speeds
of 24 km/h can be classified as critical, and that strong winds
can create vehicle speed reductions of 11.7 km/h [18].
In these areas, roads are built to high standards, and are better
prepared to withstand the harsh impacts of weather. However,
there exists few studies that evaluate and compare the impacts
of inclement weather events in different locations
simultaneously, where road conditions may vary significantly
on varying road categories such as secondary roads or in rural
areas. Thus, this paper presents an evaluation of the effects of
weather events in four different locations of the country,
including primary and secondary roads.
Furthermore, it similarly provides an analysis of the effects of
weather events on roads with high volumes of traffic that
usually operate over capacity, and roads with smaller traffic
volumes. This variability of location offers a useful comparison
to understand the implications of weather events on varying
levels of road infrastructure. Similarly, due to the localised
nature of weather events, it is essential to develop local area
studies of the effects of weather events, the range of impacts of
which can vary significantly.

1

3

DATA AND LOCATIONS

A significant number of Irish roads must deal with high
volumes of traffic, and it is expected that these numbers grow
even more with the expected rise in demand. For example, in
Dublin, the M50 continues to experience growth in levels of
usage as measured by Annual Average Daily Traffic (AADT)
flows, with the section between Junction 5 (N2) and Junction 9
(N7) carrying in excess of 140,000 AADT. Moreover, some
sections of the Irish national road network, managed by
Transport Infrastructure Ireland, are experience high traffic
flow on a daily basis. In the case of National Primary Roads,
approximately 15% regularly operate over their designed
capacities, while 30% of National Secondary Roads, operate
over capacity [19].
The road sections selected for the analysis in this study are
presented in Table 2. The roads chosen are a representation of
the main types of roads in the Irish road network. Thus, of the
four locations presented in Table 2, two are part of the National
Primary road network (Dublin N7 and Carlow M9), while the
other two are part of the National Secondary road network
(Cork N71, and Ring of Kerry). In addition, a representation of
the daily use of roads was also introduced, of which two of the
selected locations operate at capacities higher than 100%
(Dublin N7, and Cork N71), see Figure 1, and the other two
operate at lower ratios of volume over capacity (Carlow, M9,
and Rink of Kerry), see Figure 1. In this way, the analysis was
performed at four road sections with very different
characteristics.
3.1 Data sources
Traffic data for 2015 to 2019 were sourced from Transport
Infrastructure Ireland1. For each of the road sections presented
in Table 2, hourly data of traffic volumes were collected and
analysed in conjunction with weather data. Likewise,
meteorological data of weather conditions from Met Éireann
from the past 5 years was included in the analysis conducted in
this paper. Hourly weather data for 2015 to 2019 were sourced
from various Met Éireann weather stations. In addition to this,
to improve the reliability of the approach, a different station
was utilised for each road section in the analysis. Thus, the
closest weather station was selected for each road section
location. Each of the weather stations included in this analysis
are listed in Table 2.
In order to examine the effects of varying levels of wind and
rain on traffic volume, this study considered the following
categories for rain (mm/h) and wind (mph) presented in Table
1.
Table 1 Weather Events Categories
Weather
events
No event
Light
Medium
Intense

Rain
(mm/h)
0
0-0.5
0.5-4
>4

Wind
(mph)
0-10
10-20
20-25
>25

Traffic Infrastructures Ireland. Traffic Data Counter.
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Location
Dublin- N7

Table 2 Locations of Analysis (Road section images source: Google maps)
Description
Road type
Road section
N07 Between Jn02 Kingswood and Jn03
National
Citywest, Kingswood, Co. Dublin
Primary road

Weather station
Casement (stno:
3723)
Distance to road
section: 1km approx.

CarlowM9

M09 Between Jnc 3 Kilcullen and Jnc 4
Castledermot, Co. Kildare

National
Primary road

Oak Park (stno: 375)
Distance to road
section: 6km approx.

Cork- N71

N71 Between Innishshannon and
Ballyhassig, Southwest of Ballinhassig,
Co Cork

National
Secondary
road

Cork Airport (stno:
3904)
Distance to road
section: 6km approx.

Ring of
Kerry-

N70 Between Caherciveen and
Glenbeigh, Gortaforia, Co. Kerry

National
Secondary
road

Valentia Observatory
(stno: 2275)
Distance to road
section: 10km
approx.

Figure 1: Volume to capacity ratio: Irish National Roads. Left: National Primary Roads, Right: National
Secondary Roads. (Source: Transport Infrastructure. Ireland- National Roads Network Indicators 2018)
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4

RESULTS

In this section, the results produced from the analysis for the
four locations are presented. In Figures 2a and 2b, the results
for Dublin-N7 are shown. In these graphs, the variations on
traffic volume caused by different intensities of wind and rain
are presented, respectively. In this location, the effects of
weather, including wind and rain, are considerably small.
While it is noted that the traffic volume is not significantly
affected by conditions of light and medium rain, it was found
that when the road was operating at higher capacities (during
peak hours of the day), the impact of rain was on traffic flow
more pronounced. This finding highlights the fact that spare
capacity is an important factor when improving transport
resilience.
In Figures 2c and 2d, the results for Carlow-M9 are presented.
In this road section the effects of wind are considerably more
significant than on the Dublin N7. However, the findings
showed that rain has a minimal affect on traffic volume during
the day. It is noted that this road operated under capacity, and
as a result this improved the road resilience when affected by
light and medium rain intensities.
Figures 2e and 2f illustrate the effects of wind and rain events
on Cork - N71 road section. Traffic volume was again
considerably affected by the effects of medium and intense
winds, but in the case of rain events, the traffic performance
was found to be lightly affected, except at the peak hours, when
the road operates at an over capacity state, hence its ability to
withstand the impact of rain is reduced.

Finally, in Figures 2g, and 2h, the results for the Ring of Kerry
road section are shown. It is apparent that in this rural location,
the effects of both wind and rain are significantly higher than
in the rest of the road sections analyses. This can be attributable
to the specific design characteristics associated with this road,
its geographic location, and low levels traffic demand. The
evident impact of rain and wind conditions on traffic
performance as shown in this study, highlights the necessity of
conducting more analysis on rural locations such as this due to
the exposure and vulnerability of this road infrastructure to
harsh weather events.
In addition to the analysis presented in the graphs in Figure 1,
the average reduction in traffic volume was similarly calculated
for each of the road sections in the study, which are presented
in Table 3. In this table the average percentage reduction in
traffic volume is shown from 8:00 am to 18:00 pm in instances
of different levels of rain and wind.
5

DISCUSSION AND CONCLUSION

This the research presented in this paper examines the effects
of inclement weather conditions on vary levels of traffic
volume, such as rain, and wind, on multiple locations in
Ireland. The analysis was conducted using data collected in a
5-year period (2015-2019), with a focus on 4 road sections,
including two National Primary roads, and two National
Secondary roads.

Table 1 Average Reduction in Traffic Volume in Categories of Wind and Rain
Average
reduction
(8:00am – 18:00pm)
Dublin- N7

(%)

Rain

Low

-0.09

Low

0.7

Medium

-1.19

Medium

-3.4

Intense

-4.47

Intense
Carlow- M9

-1.56

Low

-0.47

Medium

-1.64

Medium

-8.84

Intense

-21.

-

Low

-1.41

Low

-0.67

Medium

-1.64

Medium

-5.43

Intense

-12.27

Intense
Ring of Kerry

-

Low
Intense

Cork- N71

Wind

-

Low

-10.03

Low

-1.2

Medium

-12.60

Medium

-23.38

Intense

-34.28

Intense

-
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Figure 2a Dublin – N7 (wind)

Figure 2b Dublin - N7 (rain)

Figure 2c Carlow - M9 (wind)

Figure 2d Carlow - M9 (rain)

Figure 2e Cork - N71 (wind)

Figure 2g Ring of Kerry (wind)

Figure 2f Cork - N71 (rain)

Figure 2h Ring of Kerry (rain)

Figure 2: Wind and Rain Categories vs Traffic Volume
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This study allows for establishment of a better knowledge base
for the Irish National road network, specifically examining
performance levels under inclement weather conditions. In this
way, the results presented may prove useful for network
operators to understand and quantify the potential impacts that
weather conditions can have on road operation, contingent on
the type of road, its location and other design characteristics. In
addition, it is expected that these results help to support the
creation of specific measures to improve the adaptation
strategies of the road network and improve road transport
network resilience. Overall, the following conclusions have
been obtained from the analysis:
It has been demonstrated that the intensity of rain and wind
show a clear trend and correlation between an increase in the
intensity of these events and reduced traffic volumes. In
addition, it is noted that the results obtained in this analysis are
in line with similar studies presented previously in Section 2.
- In the case of intense wind, the traffic operation and traffic
flow were found to be highly affected. With reference to the
locations analysed in this study, an average traffic volume
reduction of up to 34.4% was recorded in the Ring of Kerry

[4]

[5]

[6]

[7]

[8]

[9]

- In relation to rain conditions, the associated reduction on
traffic volume were found to be smaller, and in most instances
of light or medium rain the impact on the traffic volume was
between -1% and -2%, expect for the Ring of Kerry location.
However, this can be because there was not enough data for
long periods of intense rain in Ireland from 2015 to 2019, and
therefore, conclusions on the average reduction of intense rain
could not be obtained in this analysis.

[10]

- It is noted that effect of rain on traffic volume is more
significant when the roads are operating at over capacity.
Larger reductions on the traffic volume were obtained at peak
hours of the day on the road sections analysed that usually
operate over capacity.

[13]

To conclude, the importance of performing local analyses to
understand the effects of weather events on traffic performance
is highlighted in this paper. This analysis presented clearly
demonstrates that the effects can be highly variable. For
example, for intense wind, the reduction of traffic volume can
range from -4.47% to -34.28%, and for medium wind from
3.4% to 23.38%. These insights may provide guidance to road
operators in managing traffic flow and minimising potential
road accidents and fatalities during adverse weather events in
Ireland.

[15]
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ABSTRACT: In Ireland, high-speed motorways were built around the year 2008 to 2010. In order to investigate the effect of
motorways on road safety, the research paper aims at identifying the shift of contributing factors related to vehicular crashes,
before-and-after the construction of motorways/expressways. Typically, several factors are involved for accidents on motorways,
but a better understanding is needed to find the relationship between injury severity and its contributing factors. The current study
seeks to find the contributing factors for before-and-after the construction of motorways. In this study, the before period is
considered from 2003-2007, and 2012 to 2016 have been considered as the after period. Traditionally, injury severity (fatal, severe,
moderate, no injury) is considered as an ordered (ordered logit/probit model) or non-ordered (Multinomial logit model) variable.
For the proportional ordered logit model, variables should meet the parallel line assumption. However, multinomial logit model
ignores the inherent hierarchical nature of accident severities. To overcome these drawbacks partial proportional model are
developed, which helps in estimating the models that are less restrictive (ordered model) but more parsimonious and interpretable
than (multinomial logit model). The results indicate that for before period, the contributing factors for fatal accidents were evening
peak hour, accident with more than two vehicles, dry surface condition, frost, ice, snow and others surface condition, singlevehicle primary collisions, rear-end collisions and private cars. While for 2012-2016, the major contributing factors for fatal
accidents were morning peak hour, evening peak hour, straight road character, single-vehicle collision type, rear-end collision
type, not learner driver, young and mid-age grouped drivers.
KEYWORDS: Motorways, Injury Severity; Before-After Study; Partial Proportional Odds Model
1

INTRODUCTION

Motorways act as a backbone to the transportation
infrastructure, which connects different parts of the city and
country for transporting goods and essential services. In
Ireland, these high-speed roadways were built around the year
2008 and 2010. Typically, with an increase in the kilometres of
motorways, the number of accidents related to motorways
could be increasing. Pre 2008 era was considered as the boom
in the Irish economy, which resulted in the usage of private
vehicles to a greater extent [1]. However, with upgradation of
dual carriageways to motorways, the effect of motorways on
safety needs to be investigated for future reference.
Crash severity is typically divided into three categories i.e.,
fatal, serious, and minor, but fatal and serious severity has
always been a significant indicator of measurement for the
government as it implicates the social influence and results in a
higher amount of financial loss [2]. The principal aim of the
transport agencies is also to reduce the number of crash count
as well as its severity using safety programs, selection of
suitable countermeasures, development of new policies and
enforcing the policies. The crash frequency modelling majorly
helps in the understanding of likely numbers of crashes and
document the unsafe zones[3].
The crash severity model focuses on the likelihood of odds
of a crash being fatal, serious or minor. The ordered logit/probit
model, multinomial logit model, generalised ordered logit
model, mixed logit model are some of the models that are used
for estimating injury severity [4-7]. These models mainly have
some methodological concerns like unobserved heterogeneity,
missing variables, crash underreporting, etc. Latent class
clustering model is one of the models which helps in
understanding the unobserved heterogeneity of the data. The
dataset is mainly divided into latent classes by unobserved or
latent categories. The latent classes are mainly optimised by
statistical criteria, and those different types of variable criteria
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are analysed without any standardisation, which helps in
eliminating the bias[8]. To account the stationary factors and
dynamic factors of explanatory parameters simultaneously, for
the possibility of systematic variations of the parameter effects
of unobserved heterogeneity, a dynamic binary random
parameters (mixed) logit model is employed by having an
additional error term which does not follow the normal
distribution [3, 9].
The crash severity models focus on the likelihood of
occurrence of a crash which is fatal, serious or minor. The
ordered logit regression model is a type of probability model
which helps in finding out the probability of the severity of the
accident, where the model list down the category based upon
its significance and these severity level are related to each other
and are ranked according to their hierarchy. These
characteristics of the model are beneficial for estimating the
probabilities[4, 10, 11]. One of the major issues for the ordered
logit model is that predictor variables should meet the parallel
line assumption, which is often violated and could mislead the
results[12].
Another majorly used conventional model is Multinomial
Logit Model (MNL), when the data is not well ordered. It is a
type of discrete model where the likelihood of a dependent
variable has been estimated using multiple independent data,
one of the significant drawbacks noted for MNL is that it could
suffer from correlations from outcomes [3]. Thus to overcome
the drawbacks of ordered and multinomial models, partial
proportional odds model has been used where "it helps in
estimating models that are less restrictive than ordered logit
(whose assumptions are often violated) but more parsimonious
and interpretable than those estimated by a non-ordinal method
such as multinomial logit model" [12].
The major contributing factors for road accidents are mainly
environmental, road characteristics, and driver characteristics
[13-15]. In Greece, a research study explained that using the
traffic loop detector data, 5 minutes before and an hour after the

Civil Engineering Research in Ireland 2020

occurrence of the accident, has helped in understanding the
behaviour of severity of accidents. It was found that truck size,
flow, accident type, and engine size have significant impacts on
the severity of the accident. The collision of a vehicle with an
object and low engine size vehicles has the highest probability
of having severe injury[8].
Road characteristics are also one of the major contributing
factors for the crashes on motorways [13]. Highway having a
rolling terrain increases the odds of an accident, which is
mainly because of lower sight distance. The presence of ice
reduces the probability of accidents. An increase in the vertical
grade by 5%, increases the probability of having accidents.
Further, lane width and average daily traffic play a vital role in
the severity of accidents. [13, 16].
Environmental conditions like rain, light conditions have
critical impacts on the severity of the accidents [10, 17, 18].
Lower temperature, fewer thunderstorm days, and the number
of fog occurrences increase the chance of crashes. However,
factors like rain and wind have a negative association [19].
Overall, many studies have performed accident severity
analysis using different models. The past studies had mainly
used Ordered Logit Model or Multinomial Logit Model. There
are very few studies that explain the Partial Proportional Model
(PPO). The present study focused on understanding the effect
of motorways on crashes by developing two PPO models
(before and after the construction/upgradations to motorways).
Also, to nullify the effect of construction activities, two
separate time intervals were selected for the before-and-after
study. Data between 2003 to 2007 was considered as before
period and data between 2012 to 2016 was considered as after
period. The results from the developed models would help the
Road Safety Authority (RSA) to find out the major contributing
factors on high-speed road crashes, and the results could be
used to propose guidelines to improve safety on motorways.
2

METHODOLOGY AND DATA

This section describes data collection, data processing, and
focuses on the methodology adopted in this research paper.
Data Collection and recoding
The accident data for the years 2003 to 2007 and 2012 to 2016
has been collected from the Road Safety Authority (Ireland).

The motorways in Ireland are predominantly two-lane dual
carriageways and connect major inter-urban centers. From the
crash database, the crashes during before period and after
period were selected by using speed limit and road
classification variables. Crashes on roads with the speed limit
of 100 kmph and 120 kmph of motorways and dual carriageway
were considered for analysis. During the year 2003 and 2004,
the speed limit of motorways and dual carriageway were lower
and hence, the speed limit of 60 kmph and 70 kmph were
considered for these two years. A total of 564 and 1074 crashes
were observed during before and after periods, respectively.
Few of the samples have missing variables and hence, omitted
from the data considered for model development. These
samples were less than 7% of the total crashes that occurred
during before and after periods. Finally, the total number of 527
and 1061 crashes were used for model development for before
and after periods, respectively.
Table 1 explains the descriptive statistics of all the dependent
and independent variables. The categories in each variable are
different, and few of the categories have been merged, which
were smaller in number to reduce the bias and degree of
freedom. The merging of the categories was dependent on the
type of the variable.
The 'time of day' variable explains the occurrence of crashes
on a particular time range; rather than having 24 different
categories, the time was divided into four categories. Morning
peak period was considered from 07:00 to 09:59, the afternoon
off-peak period was considered from 10:00 to 15:59, evening
peak hour was considered as 16:00 to 18:59, and night hours
were considered to 19:00 to 06:59 [20]. In the category
'Weekday' instead of having seven different categories,
variables were divided into two categories' weekday' (Monday
to Friday) and 'weekend' (Saturday and Sunday). In the case of
the number of vehicles involved in the crash, it was categorised
as a single-vehicle involved, two vehicles involved, and more
than two vehicles involved. The light condition was drawn
down to three categories: 'day-good visibility' and 'day-poor
visibility' were merged in 'day condition' category while
categories like 'dark-good lighting,' 'dark-poor lighting,' 'darkunlit lighting' and 'dark-no lighting' were merged into 'dark
condition' category while the third category was unknown. The
weather condition variable was rearranged in three categories,
which were dry, wet, and others.

Table 1: Descriptive Statistics
Variable
Accident Type

Time of Day

Day of Week
# Vehicles Involved

Category
Fatal
Serious
Minor
Morning peak
Afternoon off-peak
Evening peak
Night off-peak
Weekend
Weekday
Single Vehicle Involved
Two Vehicle Involved

2003-2007
Frequency
Percentage
45
8.5
47
8.9
435
82.5
91
17.3
159
30.2
103
19.5
174
33.0
156
29.6
371
70.4
184
34.9
253
48.0

2012-2016
Frequency
Percentage
47
4.4
82
7.7
932
87.8
175
16.5
385
36.3
231
21.8
270
25.4
242
22.8
819
77.2
446
42.03
460
43.35
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> 2 Vehicles Involved
Day Time
Dark Time
Unknown
Dry
Wet
Others (Snow, Fog, High Winds,
etc.)
Dry
Wet
Others (Frost, Ice, Snow, etc.)
Straight
Bend
Others (Hillcrest, Gradient, etc.)

90
347
174
6
396
90

17.1
65.8
33.0
1.1
75.1
17.1

155
691
355
15
736
256

14.62
65.1
33.5
1.4
69.4
24.1

41

7.8

69

6.5

350
152
25
390
47
90

66.4
28.8
4.7
74.0
8.9
17.1

621
376
64
927
79
55

58.5
35.4
6.0
87.4
7.4
5.2

Primary Collision
Type

Single Vehicle

137

26.0

420

39.6

Driver Learner

Rear End
Others (Head On, Angle, etc.)
Not Learner
Learner
Unknown

178
212
309
43
175

33.8
40.2
58.6
8.2
33.2

374
267
738
51
272

35.2
25.2
69.6
4.8
25.6

Private Car
HGV's
Others (Taxi, Van, Hackney Car,
etc.)

402
38

76.3
7.2

858
40

80.9
3.8

87

16.5

163

15.4

<=30, Young Age Group
31-45, Mid-Age Group
46+, Old Age Group
Male
Female

223
185
119
333
194

42.3
35.1
22.6
63.2
36.8

344
420
297
646
415

32.4
39.6
28.0
60.9
39.1

Light Condition

Weather Condition

Surface Condition

Road Character

Class of Vehicle

Age

Sex

In the 'road characteristics' variable, the primary categories are
'straight' and 'bend' while the rest of the categories like
'hillcrest,' 'gradient,' 'others', and 'unknown' which were having
a significantly lesser number of samples and hence, merged. In
the 'primary collision type' variable, the initial categories were
'single-vehicle collision' and 'rear-end collision' while other
variables like 'head-on collision', 'angled collision', and 'others'
were merged into a single category. Also, due to the presence
of separate lanes for each direction, the possibility of a head-on
collision is less. The 'driver learner' variable has been
categorised in four categories where 'learner accompanied,' and
'learner unaccompanied' categories were merged in the 'learner'
category while the rest of the two categories were 'Not learner'
and 'unknown'. In the 'Class of vehicle' variable, 'private car'
and 'HGV's' were considered as separate categories, while
categories like 'taxi', 'van', 'hackney car', 'other' were merged
into the third category. Rather than keeping 'Age' variable
continuous it was categorised as three categories, the age group
of 16 to 30 were represented as a young age group, persons
between 31 to 45 were represented as 'mid-age group' and
persons having age more than 45 was considered as 'old age'
category.

480

Partial Proportional Odds
The study explains the severity of the accidents on the
motorways, i.e., Fatal (type=1), Serious (type2), and Minor
(type 3). These three categories form up to become the
dependent variable, Y. The probability that Y is a particular j
outcome category can be expressed as follows

̇
𝑃(𝑌𝑖 > 𝑗) = 𝑃𝑖𝑗 =

𝑒 (𝛼𝑗+𝑋𝑖𝛽𝑗)
1+𝑒 (𝛼𝑗+𝑋𝑖𝛽𝑗)

(1)

Where, Pij represents the probability of a crash 'i' experiencing
injury severity level j, and X is the matrix of predictor variables.
j = 1, 2,….,j-1; β is the regression coefficient to be estimated,
and αj is the intercept for jth logit.
'βj' has different values for each level and category of the
dependent variable when a dependent variable does not meet
the odd proportional test.
'βj' has only one value for all the levels and categories when the
dependent variable is similar for the parallel line assumption
test.
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The PPO model used for the study was developed using
gologit2 package in Stata [12]. The developed models are
discussed below.
3

RESULTS AND DISCUSSION

The results of assuming the likelihood of crash severity were
performed using the Partial Proportional Odds model, and
results were generated using the gologit2 package in Stata
software. The severity level was categorised in three categories

i.e. fatal (1), serious (2), and minor (3). The results for gologit2
can be interpreted in the same manner as the results of binary
logistic regression. So, the results could be interpreted in a
similar manner by grouping three categories in binary form.
The first panel (Panel 1) of estimated in Table 2 and Table 3
explains that 'fatal injury' contrasts the severity outcome to the
other two severity categories ("Serious" and "Minor") and the
second panel (Panel 2) estimates in Table 2, and 3 explains that
"Fatal and Serious" injury contrast the severity outcome to
'minor injury'.

Table 2 Partial Proportional Odds Model for Crash Severity (2003-2007)
Variables
Time of Day

Morning Peak Period
Afternoon off-peak Period
Evening Peak Period
Night off-peak Period
Weekday
Weekend
Weekday
# Vehicles Involved
Single
Two
>2
Surface condition
Dry
Wet
Others (Frost, Ice, Snow, etc.)
Road Character
Straight
Bend
Others (Hillcrest, Gradient, etc.)
Primary Collision
Single Vehicle
Rear End
Others(Head on, Angle, etc.)
Class of Vehicle
Private Car
HGV’s
Others(Taxi, Van, Hackney Car, etc.)
Age
Young-Age Group (16-30)
Mid-Age Group (31-45)
Old Age Group (46+)
Sex
Male
Female
Note: NA indicates the reference category.
In Table 2, variable with a p-value less than 0.05 was
considered as the significant variable at a 95% confidence
interval. If any of the significant variables have a positive
coefficient, then it tends to increase the odds of sustaining the
fatal or serious injury, while the negative coefficient value
suggests that the odds of getting involved in a fatal or serious
injury would reduce.
For the year 2003-2007, predictor variables such as 'evening
peak period,' 'weekday,' 'single vehicle involved,' crashes with
more than two vehicles,' 'dry surface condition,' 'ice, snow, and
other surface conditions,' 'straight road,' 'hillcrest, gradient, and
other roads,' 'young age group,' 'mid-age group' and 'male' were
the categories which violate the parallel line assumption (pvalue < 0.05), while other remaining categories accepted the
parallel line assumption (p>0.5).
From the first panel (Panel 1: Fatal v/s Serious + Minor), the
odds of a fatal crash during the evening peak period is 14.73
times when compared to off-peak night period.

Panel 1
Coefficient
-0.104
0.313
2.695
NA
NA
-1.183
-1.788
NA
1.517
3.307
NA
4.046
-2.147
NA
-1.870
1.294
0.8101
NA
0.6983
0.717
NA
-0.629
-1.416
NA
-3.126
NA

p-value
0.812
0.451
0.000
NA
NA
0.011
0.001
NA
0.021
0.000
NA
0.001
0.003
NA
0.043
0.002
0.021
NA
0.035
0.251
NA
0.229
0.022
NA
0.000
NA

Panel 2
Coefficient
-0.104
0.313
0.214
NA
NA
0.255
-0.647
NA
0.050
-0.679
NA
-0.395
0.522
NA
0.756
1.294
0.810
NA
0.698
0.717
NA
0.438
0.731
NA
-0.785
NA

p-value
0.812
0.451
0.624
NA
NA
0.378
0.110
NA
0.896
0.156
NA
0.620
0.218
NA
0.142
0.002
0.021
NA
0.035
0.251
NA
0.211
0.043
NA
0.013
NA

The odds of fatal accident on weekday is 0.83 times when
compared to weekend. The major reason could be the higher
traffic volume which reduces average speed and lowers the risk
of fatal accident.
The involvement of single vehicular fatal accidents has odds
of 0.16 times of occurrence. Typically, single vehicle crash is
result of run-off or hitting a stationary object such as barriers,
which could tend to be a minor or serious injury crash.
However, the odds of fatal accident involving with more than
two vehicles is 4.52 times when compared to crashes with two
vehicles, which could be a result of sudden drop in speed on
high-speed roads.
The dry surface condition shows the odds of 27.11 times the
occurrence of fatal accident when compared to wet surface
condition. Likewise, the odds of getting involved in a fatal
accident on frost, ice, snow and other surfaces is 56.82 times
when compared to wet surface condition, which is highest
among the three categories.
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The straight road characteristics have odds of 0.11 times of
occurrence of fatal accidents, while odds on hillcrest, gradient
and other types of road characteristics have 0.15 times of
occurrence of a fatal crash compared to roads with a bend.
Drivers tend to drive carefully in challenging conditions and
having a higher amount of traffic on the straight road would
reduce the risk of involvement in a fatal accident. The odds of
occurrence of single-vehicle fatal accident is 3.62 times when
compared to the other collision types. Likewise, the odds of
getting involved in rear-end type fatal accident is 2.24 times
when compared to the other collision types. A higher amount
of single-vehicle accidents could be due to the road

characteristics and misjudgment of road alignment, while for
rear-end collision, the total number of vehicles involved in the
accident is higher, resulting in higher chances of fatality. The
odds of getting involved in a fatal accident by private car is 1.99
times higher than other vehicular categories because the private
car drivers have higher odds of driving a car at high speed
which makes it challenging to handle. However, the odds of
fatal accident for mid-age group is 0.31 times the old aged
group drivers. This explains that a mature driver drives
carefully, resulting in lower chances of fatal accidents. The
odds of occurrence of fatal accident for male drivers is 0.04
times female drivers.

Table 3 Partial Proportional Odds Model for Crash Severity (2012-2016)
Variables
Time of Day

# Vehicles Involved

Road Character

Primary Collision

Driver Learner

Age

Morning Peak Period
Afternoon Period
Evening Peak Period
Night Period
Single
Two
>2 Vehicles
Straight
Bend
Others(Hillcrest, Gradient, etc.)
Single Vehicle
Rear End
Others(Head on, Angle, etc.)
Not Learner
Learner
Unknown
Young Age Group (16-30)
Mid-Age Group (31-45)
Old-Age Group (46+)

Panel 1
Coefficient
p-value
1.347
0.004
0.622
0.087
0.6369
0.055
NA
NA
-1.131
0.002
NA
NA
-0.473
0.132
0.709
0.028
NA
NA
0.449
0.416
1.719
0.000
0.819
0.003
NA
NA
0.868
0.000
0.971
0.087
NA
NA
0.486
0.061
0.617
0.012
NA
NA

Panel 2
Coefficient
p-value
1.347
0.004
0.622
0.087
0.636
0.055
NA
NA
-1.131
0.002
NA
NA
-0.473
0.132
0.709
0.028
NA
NA
0.449
0.416
1.719
0.000
0.819
0.003
NA
NA
0.868
0.000
0.971
0.087
NA
NA
0.486
0.061
0.617
0.012
NA
NA

Note: NA indicates the reference category.
For the second panel (Fatal + Serious v/s Minor), the primary
collision of single vehicles has higher odds of 1.02 times of
occurrence of fatal and severe injury crashes, while the
occurrence of a rear-end crash is 2.24 times when compared to
other collision type. For the class of vehicle, the private car
owner has odds of getting involved in fatal and serious crashes
is 1.99 times when compared to other vehicle types. While for
the mid-age group, the odds of getting involved in fatal and
severe crashes are higher at 2.07 times of old age group and the
male driver has the odds of getting involved in fatal and serious
crashes to be 0.45 times than female drivers.
The result for the data of 2012-2016 are presented in Table
3. Variables with a p-value less than 0.05 were considered as
significant at a 95% confidence interval. All the variables in
this data have accepted the parallel line assumption (p>0.5).
For the first panel (Panel 1: fatal v/s serious + minor), the
odds of getting involved in a fatal accident at the morning peak
period is 3.8 times and that of having in the evening peak period
is 1.87 times of off-peak night period. The odds of getting
involved in a single vehicle fatal crash is 0.32 times, while the
odds of having a fatal crash on a straight road is 2.01 times with
respect to the reference category. The odds of involvement of
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single-vehicle collision in a fatal accident is 5.52 times, while
the odds of having a rear-end crash is 2.24 times when
compared to the reference category. For a driver who is not a
learner the odds of having a fatal crash id 2.36 times; the odds
of having a fatal accident for a young age group of people is
1.61 times, while for the mid-age group, the odds are 1.84 times
when compared to the reference categories. The odds of
occurrence of fatal v/s serious + minor and odds of having fatal
+ serious v/s minor are noted similarly.
The occurrence of having a severe or fatal accident during
the morning peak period is very high, mainly because people
would be in a hurry to reach their offices during the morning
peak period. The odds of having a single vehicle involved in
the accident are lower because, with the increase in the length
of motorways, the daily traffic also increases, which results in
lower average speed. However, driving on straight road results
in higher chances of fatal or serious crashes as the driver tends
to drive recklessly. The primary collision type of single-vehicle
has a higher probability of fatal or severe crash comparing to
rear-end crash because the road characteristics play a major role
in it because of the higher speed of the vehicle crashes into
other motorway components. The majority of the driver has the
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driving license, resulted in higher odds for a fatal or serious
crash. The young age group and mid-age group both have
higher odds of getting involved in a fatal or serious accident
mainly because both of the age categories contribute the highest
number of drivers on the road.
4

3.

4.

CONCLUSION

In Ireland, the motorway infrastructure was majorly built in the
year 2008 to 2010. Two data sets have been considered to
compare the before-after comparison of factors resulting in
motorway and dual carriageway crashes, 2003-2007 is
considered as before period, and 2012-2016 is considered as
after period. The analysis has been performed for the speed
limit of 100 and 120 kmph [21]. So the crashes considered
would be on the significant part of the motorway and not near
the junctions of motorways.
The accident severity dataset is available in the categorical
form. The best way to obtain the likelihood of these categories
is by using OLM, but the major drawback for OLM is the
parallel line assumption. Partial Proportional Odds Model is
one such model that can ease constraints in parallel line
assumptions. The advantage of using this model is that "it helps
in estimating models that are less restrictive than ordered logit
(whose assumptions are often violated) but more parsimonious
and interpretable than those estimated by a non-ordinal method
such as multinomial logit model" [12].
For the year 2003-2007, predictor variables such as 'evening
peak hour', accident with more than two vehicles, 'dry' surface
condition, 'frost, ice, snow, and others' surface condition,
'single vehicle' collision type, 'rear end' collision type and
'private car' class of vehicle showed higher odds of having a
fatal accident. However, predictor variables like 'weekday',
'single' vehicle collisions, 'straight road,' 'hillcrest, gradient, and
other' road characteristics, 'mid-age group' and 'male' were
observed to be significant but have lower odds of getting
involved in a fatal accident. While for the variables which
showed higher odds for fatal or severe crashes are 'single
vehicle' collision type, 'rear end' collision type, 'private car' type
of vehicle and 'mid-age group' showed the higher odds while
'male' showed significant values but had lower odds of having
a fatal or serious accident.
For the year 2012-2016, the variables such as 'morning peak
hour', 'evening peak hour', 'straight' road characteristics, 'single
vehicle' collision type, 'rear end' collision type, 'not learner'
driver, 'young age group' and 'mid-age group' showed
significantly higher odds of getting involved in a fatal accident
while 'single vehicle' involves in an accident showed significant
values but had lower odds of getting involved in a fatal
accident. The same variables were observed to be significant
for severe and fatal crashes.
Accidents on the high-speed motorways were considered in
this research study. However, the study does not consider the
accidents on junctions and low-speed areas connecting the
motorways, which could further merit the investigation.
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ABSTRACT: Currently, there are eleven traditional toll plazas in Ireland with eight of them located on the high-speed road
network. On the approach to these facilities, drivers are required to make many rapid decisions which could result in speed
variation, driver’s confusion, and sudden lane change manoeuvres. Therefore, toll plazas are one of the most dangerous
segments on high-speed roads [1]. Collision data obtained from Irish toll plazas and adjoining roads showed that due to
relatively higher concentrations of collisions in the vicinity to toll plazas, these locations are often identified as collision clusters
during regular road safety audits. With varying extent of road safety features at each toll plaza, it is crucial to establish the most
efficient actions which could be followed universally by all these facilities, thus resulting in decreasing occurrence and severity
of collisions. This paper combines analysis of worldwide literature, road safety audit reports, interviews with road safety
auditors and online survey amongst relevant professionals. The research was to establish the best low-budget solutions to the
road safety problem at toll plazas in Ireland. It was found that different improvements concerning road markings, signage and
geometrical layouts may positively impact on road safety in toll plaza locations. Results from analysis of primary and secondary
data showed that installation of lane guidance and warning bars on the approaches, installation of Variable Message Signs, lane
guidance layout signs, interactive speed limit signs and other measures allowing free-flow of vehicles through toll plaza were
found to be the most effective.
In summary, measures which contributed to decreasing the approach speed of vehicles and provides clear information to drivers
about oncoming road layout were found to be the most likely applications to reducing occurrence and severity of collisions on toll
plazas.
1

KEY WORDS: CERI 2020; TOLL PLAZA; ROAD SAFETY; SAFETY MEASURES; IMPROVEMENTS; ROAD SAFETY
AUDIT; ROAD TRAFFIC COLLISSION.
1

INTRODUCTION

Currently, road safety in Ireland is at a very high level. In the
latest international road safety statistics, Ireland placed 4 th best
with approximately 3 fatalities per 100,000 inhabitants per
annum [2]. This result was only slightly higher than in the
United Kingdom, Switzerland, and Norway. As shown in
Figure 1, the fatalities decreased significantly after 2007 when
Irish motorway network started developing rapidly. As
construction of these quality roads were mostly funded by
Public Private Partnerships (PPP), toll plazas were installed on
them to regain the investments over the contract period.
Unfortunately, most toll plazas in Ireland became accident
black spots with much higher concentration of collisions than
any other part of the same road.

layouts of different plazas, giving leeway to designs suiting the
operator rather than making it familiar to all road users. As most
collisions occurring on toll plazas are material damage and
minor injuries only, the problem of collisions in these locations
is not prioritised by RSA, TII or Local Government road
Authorities. Therefore, decisions about any improvement
actions recommended during regular periodic road safety audits
are left to private companies owning the road. Since majority
of improvements incur a cost, these companies are
understandably reluctant to any changes. Therefore, any valid
measures proposed in this research should be actively endorsed
by the road Authorities.
Education of drivers in proper use of toll plazas is one of the
important steps which could improve road safety as most
accidents on toll plazas occur due to driver’s error. Varying toll
plaza signage and layout designs which are not strictly unified
across Irish road network are likely to be a contributory factor
to these errors.
Drivers unfamiliar with layout ahead may become confused
and perform sudden braking or lane changes. It was therefore
the aim of this research to seek measures which could be
implemented across all Irish road networks thus making all toll
plazas more consistent in signage and traffic management.
2

Figure 1. Fatalities on Irish roads 1959-2019 [3].
There is a lack of Irish standards specific to geometrical design
of toll plaza facilities. Current plazas’ designs were based on
British Standards which are not strictly enforcing unified
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METHODOLOGY

In search of the most effective measures which could improve
road safety on Irish toll plazas, information was obtained from
the existing toll facilities. Other sources of data involved
interviews and online surveys amongst relevant professionals
who are actively involved with road safety on toll plazas in
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Ireland. A methodology involving all these sources of data is
described in section 2.1 to 2.4 of this paper.
Online Survey
Part of the primary data obtained for the research originated
from an online survey responded by fifteen relevant
professionals. These were predominantly engineering and
management staff of PPP companies operating roads with toll
plazas.
The online questionnaire sought answers about previous
effective improvements and preferred future enhancements to
toll plazas which were likely to decrease collision rates in these
locations. A few proposed measures including introduction of
speed cameras and altering geometrical layouts to hybrid type
toll plazas were also tested amongst participants.
Some questions explored experiences concerning funding
currently available for toll plaza improvements including
opinions on the idea of government incentives towards future
road safety measures. Other topics concerned education of
drivers, their common mistakes when using toll plazas and
usefulness of road safety audits in the process of improving toll
plazas road safety. The survey was confidential to ensure the
opinions were not restricted.

3

RESULTS AND DISCUSSION

After collating and interpreting all obtained data, the results
were grouped into several categories which concerned various
aspects related to the research. As shown in Table 1 these
categories included road signage, road markings, geometrical
layouts, and speed control measures. A discussion detailing
these results are presented in sections 3.1 to 3.4 respectively.
Table 1. Summary of findings from data analysis.
Category of
measure

Signage

Yellow bar
approach
markings,
Road
Markings

Lane
guidance
markings
Speed
limit
roundels

Road Safety Audit Reports
Currently, all PPP roads containing toll plazas are contractually
required to undergo a collision monitoring audits every 3 years.
These audit reports prepared by independent consultants are
known as a collision monitoring report and they include
information about collisions occurred on the project road
within the study period. Auditors analyse the collisions and
provide recommended actions which should be followed to
minimise their occurrence in the future. The audit reports used
for the research were obtained from 6 different toll plazas in
Ireland and contained a total of 25 years study period.
In most of these audit reports, toll plazas featured as collision
clusters and were analysed separately. Collating this data
specific to toll plazas allowed to compile these road safety
measures which were favoured and prioritised by road safety
auditors.

Lane
guidance
signs
VMS
signage

Interviews with Road Safety Auditors
Five road safety auditors were interviewed as part of this
research. All of these professionals interviewed have previous
experience as a team leader in assessing road safety on toll
plazas in Ireland.
The interview framework consisted of structured and semi
structured questions. The content of all questions and topics
was linked to the online questionnaire. This approach allowed
to compare opinions of road safety auditors and other
professionals on the same aspects of road safety on toll plazas.

Proposed
Measures

Geometrical
layouts

Speed
control
Measures

Barrierfree
express
lanes

Interactive
speed limit
signs
Speed
cameras

Benefits
Good
advance
information
for drivers,
less lanechanging
manoeuvres,
visibility of
VMS signs
is better in
all weather
conditions
Better
guidance
while
approaching
toll lanes,
less lane
changing,
better
warning
about
reduced
speed limit
ahead
Better
capacity of
express
lanes, no
collisions
with barriers
Visual
feedback for
drivers
about their
current
speed,
efficient
enforcement
for speed
compliance

Limitations

High Initial
cost of
installation,
power
supply
needed for
VMS signs

Road
markings
require
investment
for initial
installation
and periodic
maintenance,
repainting
which incurs
costs
Higher speed
of vehicles
in
unrestricted
lanes and a
potential
increase in
toll
violations
The
installation
cost for
signs.
Cameras
would have
to be
managed by
An Garda
Siochana

Other sources of data
In conjunction with a detailed literature review of relevant
technical literature which informed the research, unstructured
consultations with other professionals from Ireland and Poland
were conducted. Some information was obtained to supplement
the data obtained from survey, interviews, and road safety audit
reports.

Road Signage
Road signage is the first piece of toll plaza inventory every
driver encounters while approaching these locations. Different
categories of signs have specific roles in warning, informing
and guiding drivers and they need to be used appropriately to
present these messages in clear and efficient way. The signs on
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approaches should give clear and adequate warning to drivers
of which lane they should use at toll plazas [4]. During the
online survey and interviews with road safety auditors, topic of
signage was explored to establish what could be improved with
signage at these toll plazas. It was evident from data collected
from the research interviews, road safety auditors highlighted
the need for improved lane guidance signage before toll plaza
as presented in Figure 2. Signage concerns was also identified
during multiple road safety audits which were analysed during
the research. Some locations in Ireland already benefit from
installing these signs which unfortunately aren’t mandatory to
use on all plazas [5]. Signage of this type informs drivers of the
toll plaza layout ahead and if effective, it minimises occurrence
of sudden lane changes on the approaches.

Figure 3. Example of interactive speed limit sign messages –
a) when the speed limit is adhered to, b) when speeding is
detected (source: author)
Road Markings

Figure 2. Toll plaza advance lane guidance signage [5].
Another important finding from the research concerned
excessive speed of the vehicles approaching toll plazas.
Adequate speed limit signage was therefore found to be an
important measure at toll plazas. As confirmed by the majority
of road safety audit reports and inveterate in the survey and
interviews, interactive speed limit signs were found to be very
effective in decreasing speed of vehicles. As shown in Figure
3, signs of this type display the current speed of the approaching
vehicle and according to the measured values may change font
colour, flash or display pre-programmed messages. Drivers are
more likely to obey these interactive signs more than static ones
which may result in lesser collisions on the approaches to toll
plazas and also resulting in a decrease in severity of any
collisions occurring.
Another finding from the research in relation to signage
concerned Variable Message Signage (VMS). Over half of the
participants of the online survey and majority of road safety
auditors indicated that increased presence of VMS was likely
to improve road safety at toll plazas by showing messages to
drivers more effectively. As most suggestions concerned VMS
speed limit signage, some auditors suggested these signs to be
used as gantries on approaches to the toll plaza showing in real
time closed and opened toll lanes ahead.
With all signage enhancements it should be noted that only
sufficient signage should be included on toll plazas so there is
no sensory overload occurring to drivers [6].
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Road markings were researched on the approach and exit from
toll plazas. The approach markings are predominantly used for
guiding the vehicles towards toll lanes.
It was stated by four of the five road safety auditors that the
priority should be given to installation of lane guidance road
markings before entering into toll plaza lanes. This
recommendation was included in a number of road safety audit
reports where markings of this type were not present. Twenty
percent of online survey participants were in favour of this
measure. However, forty six percent of the online survey
participants prioritised transverse yellow bars on the
approaches to toll plazas. These are designed to warn drivers
about the dangerous area ahead. The markings give a visual and
tactile feedback for the driver and their spacings decrease closer
to the plaza, convincing most drivers to reduce speed on the
approach. These road markings however were not
recommended in road safety audit reports, possibly due to the
cost of their maintenance requiring periodic repainting.
Speed limit roundels presented in Figure 4 were also suggested
by three auditors during the interviews and listed in road safety
audit reports as recommended measures. These markings
supplement vertical speed limit signage which can be missed
by drivers especially in the areas before toll plaza where the
road width is increased. During a study carried out in Hong
Kong, it was confirmed that following introduction of some
additional lane guidance at toll plaza express lane, average lane
changing rate decreased by 23%, conflict count by 44% and
crash count by 38% [7]. Therefore, adequate road markings can
be highly effective in reducing occurrence of collisions on toll
plazas.
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identified during road safety audits are largely attributed to
noncompliance with speed limits. Road safety auditors listed
speeding as one of the major errors of drivers using toll plazas.
Therefore, essential to regulate and unify the approach speed of
all vehicles, minimizing the occurrence of speed differential.
Along with interactive signs and speed limit road markings
described earlier, speed on toll plazas can be effectively
managed by installation of speed cameras. This measure met
with overall approval amongst road safety auditors and survey
participants. It was also listed as a secondary recommendation
for a speeding problem in one of the road safety audit reports.
This measure was used on one of the Polish toll plazas on A4
between Krakow and Katowice and initially provided the
expected results. In Ireland, these speed cameras would have to
be managed by An Garda Siochana and preferred option would
be to have them activated at random times to keep drivers alert
of the speed enforcement measures.
Figure 4. Example of speed limit roundels and warning yellow
bars on the approach to toll plaza (source: Google Maps)

Geometrical Layouts
During the post-construction operational stage of toll plazas,
limitations for revising geometrical layouts are significant.
These limitations may concern lack of available space for
accommodating revised layouts and the cost of construction or
realignment of toll lanes. As detailed in the literature review,
online survey, and interviews with road safety auditors, the
most preferred geometrical layout measure on toll plaza
concerned transition into a free-flow system. This system is the
most effective way of improving road safety on toll plazas as
vehicles can travel through the toll point at normal motorway
speed without the need for braking or changing lanes. Research
of some traditional and hybrid toll plazas in the USA confirmed
the overall 76% reduction in accidents collision rates following
their conversion into all electronic free-flow system [8].
As this is an extreme step which requires investment into new
tolling equipment, demolition of the existing toll booths and
incurs further operational costs it could not be a feasible
improvement for private companies managing toll plazas in
Ireland.
The interim geometrical improvement which could be applied
to Irish toll plazas is removal of barriers from express lanes,
adapting hybrid-like toll plaza layouts. This solution would
increase throughput of all toll plazas and collisions with toll
barriers in express lanes would be eradicated. However, it
would need some planning for non-compliance with payments
and for coping with speed of the vehicles in unobstructed lanes.
Speed control measures
Most vehicles travel towards toll plazas within the applicable
speed limits. As the vehicles approach the toll plazas, the
vehicles not using express lanes are forced to come to a
complete stop at the toll booths. The problem with speeding on
toll plazas is therefore in between these areas and is related to
the occurrence of speed differential between vehicles
approaching at different speeds [1]. The differential has a
negative impact on road safety when vehicles travelling faster
approach slower vehicles. Rear end and side swipe collisions

Data from road safety audit reports, provided evidence that
some Irish toll plazas also introduced speed enforcing measures
in barrier operated express lanes. These barriers do not lift for
vehicles which approach at speed above set threshold – usually
small percentage above speed limit. It was also established in
one of these reports that drivers familiar with this system tend
to enter express lane at slower speeds, thus creating speed
differential with vehicles using other toll plaza lanes located
approximately 200 meters after entrance to express lane.
This issue highlights the need for unified speed of vehicles well
in advance of toll plazas. This would also allow the drivers to
have more time to make decisions and minimize negative
effects of any collisions occurring.
4

CONCLUSIONS AND RECOMMENDATIONS

The main aim of this research was to establish low budget
road safety measures which are likely to improve road safety
at Irish toll plazas. The research data sources included
literature review, online survey, interviews with road safety
auditors and road safety audit reports from multiple toll plazas
in Ireland. The results obtained from all these sources were
analysed and grouped into several topics. It was found that
different improvements concerning road markings, vertical
signage and geometrical layouts can positively impact on road
safety on toll plazas. Results from analysis of primary and
secondary data showed that installation of lane guidance and
warning bars on the approaches to toll plazas were found to be
the most preferred improvements of road markings. It was
established that Variable Message Signs, lane guidance layout
signs and interactive speed limit signs could effectively
reduce speed on the approaches to toll plazas and minimise
lane-changing manoeuvres. Geometrical measures which
allowed a free flow of vehicles through toll plazas were found
to be the most effective.
In summary, measures which contributed to decrease the
approach speed of vehicles and provide clear information to
drivers about oncoming road layout were found to be the most
crucial to reducing occurrence and severity of collisions on toll
plazas.
To add meaning to this research some actions should be
considered by Authorities responsible for road safety in Ireland.
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Some survey and interview questions tested opinions about
additional funding for toll plaza operators exclusively for road
safety improvements at these facilities. The vast majority of
professionals agreed that some additional funding could
accelerate introduction of road safety measures. Road Safety
Authority and Transport Infrastructure Ireland would be the
most adequate to develop and manage such incentives.
Unification of signage and road markings on toll plaza should
also be more enforced by legislation to make all these facilities
more familiar for all drivers.
Finally, relevant road operators should share their experiences
related to any implemented measures and strive to come up
with new solutions for reducing collision numbers and their
severity at toll plazas in Ireland.
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ABSTRACT: Transport sustainability has been the topic of discussion since the past two decades and its importance has been
recognised by most countries. Therefore, strategies and policies incorporating sustainable growth and development have been
initiated as a measure to steer transport growth in the right path. This notion has led researchers to develop many ways of measuring
transport sustainability, especially the frequently used road transport sector. Measurement of sustainability of the transport sector
has been carried out using different methodologies in the past. Considering the complexity and multi-dimensional aspects of
sustainability, multi-criteria analysis decision making tools have been considered in this paper. This paper aims to measure the
efficiency of Irish road transport towards sustainability and assess its rank compared to European Union countries using a Nonradial Data Envelopment Analysis (Non-radial DEA) model. Evaluation and comparison of countries with Non-radial DEA model
will be presented using the data of the year 2012 and 2016. Within the Non-radial DEA model, countries represent the decisionmaking units (DMUs) while the economic, environmental and social (EES) set of indicators are categorised as desirable and
undesirable inputs and outputs. The results of this paper provide a decision-making methodology that can help future decision
makers to make the right decisions in terms of ensuring transport sustainability in existing and future projects.
KEY WORDS: Sustainable Transport; Non-Radial DEA; Sustainable Indicators; EU Countries.
1

INTRODUCTION

Sustainable development has been recognized as the
direction of growth by many countries, which has put immense
pressure on policy makers regarding generation of initiatives to
ensure its attainment [1]. The United Nations (UN) had put
forward the 17 sustainable development goals to be achieved
by 2030. Transportation is associated with eight of them which
means attaining these goals require transport to be sustainable
[2]. In the EU, the transport emissions account for 70% of the
greenhouse gases of which road transport sector was found to
contribute to 21% of the total CO2 emission, which in turn
affects climate change [3]. Recognizing the unsustainable and
negative effects of transport, initiatives such as low-emission
mobility policy etc. has been put forward [4]. Sustainable
development aims to bring economic, social and environmental
prosperity to the society, its practicality in everyday life needs
to be judged to evaluate whether the present state of systems is
moving toward or away from a sustainable path. Once such an
evaluation strategy has been formulated, it will form an integral
part of decision making tools to make future decisions
regarding any sector of the society [5]. For this reason, decision
makers are constantly required to measure the performance of
their transport systems to determine their sustainability to
induce policy change or innovations [6].
Although, sustainability is the main topic of many
research literature a clear cut definition of what sustainability
means to the development of transport hasn’t been obtained [7,
8]. However, several researchers in the past have attempted to
comprehensively define the meaning of sustainable transport.
A sustainable transport system works towards “satisfying
current transport and mobility needs without compromising
future generations to meet these needs” [9]. In other words, a

transport system that uses renewable resources, increases safe
access while being affordable and convenient, appraises
recycling and promotes equity and equality within and among
generations while enhancing cost effectiveness is the true
definition of sustainable transport [10].
Many methods have been used to assess the
sustainability of transport such as cost-benefit analysis (CBA),
life cycle assessments (LCA), Environmental impact
assessment (EIA), Multi-criteria analysis decision method
(MCDA) etc [10]. In this study, the data envelope analysis
(DEA) method is used to assess the road transport sustainability
of selected EU countries and provide a ranking of them based
on sustainability. Further contribution of the paper includes a
suggested sustainable indicator set based on literature and
assessment of sustainability using two non-radial DEA models.
2

LITERATURE REVIEW – STATE OF THE ART
Methods used to assess sustainability of transport

Many literatures have been based on using MCDA
such as TOPSIS, VIKOR, AHP etc. as a decision-making tool
to analyse and rank various sustainable transport systems and
countries [9, 11, 12]. Such methods are apt for sustainability
measurement due to its capability of analysing multi-faceted
systems such as sustainable transport [12]. Despite the many
advantages posed by MCDA methods, their utilization of
subjective weights can affect the results of analysis [13].
Data Envelope Analysis (DEA) is a non-parametric
method of analysing the relative efficiency of almost
homogenous comparable entities named Decision making units
(DMU) that utilize multiple inputs to produce multiple outputs
[2, 14]. Although DEA is highly related to MCDA, it avoids

489

Civil Engineering Research in Ireland 2020

the disadvantage of subjectivity that MCDA methods possess
by generating own weights, thus increasing objectivity [13].
The analysis includes attempts to maximize the outputs for a
given input and can categorize the DMUs as efficient or
inefficient [15]. Hence, DEA method can reveal the best
practice standards [16].
Studies on measuring sustainability of transport using
DEA mainly focusses on the environmental and social
efficiency separately rather than jointly. Since sustainable
transport has an element of environmental and social aspect, the
outputs of transport can have negative effects such as GHG
emissions and accidents which needs to be reduced. This led to
many authors recognizing the need for categorizing the outputs
as undesirable and desirable outputs and conducted analysis
decreasing the undesirable outputs and inputs especially in
environmental based studies. A study done by Evelin Krmac et
al. [17] used the non-radial model proposed by [14] to reduce
undesirable inputs and outputs identified in the energyenvironmental efficiency determination of transport in 28 EU
countries. Mo and Wang [18] aimed to assess the
environmental sustainability of road transport of OECD
countries by using two output oriented radial models that
incorporated outputs as undesirable and desirable. However,
certain inputs in such studies although desirable would require
minimization along with the undesirable inputs and outputs
[15]. A study done by Djordjevi´c et al. [19], utilized a nonradial DEA model to reduce the undesirable inputs, outputs and
desirable inputs to assess the safety at rail-road level crossings
(RLCs) of 25 EU countries. The study emphasized the
necessity to minimize desirable inputs, and undesirable inputs
and outputs. However, these studies focussed mainly on the
environmental and social pillars of sustainability of transport.
Despite many studies focus on environmental and
social sustainability of transport, very few DEA studies have
incorporated all three pillars of sustainability to measure the
sustainable efficiency of transport sectors [18]. A study done
by Tian et al. [8] aimed to measure the sustainability of road
and rail transport in China by identifying an EES indicator set
and applying a super-efficiency slack-based DEA model (SUPSBM model). A study done by Stephaniec et al. [20] aimed to
measure the sustainability of inland transport (road, rail and
inland water) using a triple bottom approach incorporating
economic, environmental and social aspects of each DMU.
Sustainable transport Indicators in Literature
Identifying indicators have been suggested as an
approach of quantifying sustainability of transport systems. An
indicator set could allow the summarization and tracking of the
extent to which transport systems have achieved the goals of
sustainability [21, 22]. A study by May et al. [23] suggested
that it was more useful to develop guidelines for selection of
indicators rather than setting out long lists of recommended
indicators. This project emphasized on the right selection of
indicators for its required purpose. The guidelines should help
pick those indicators with good properties and are measurable,
controllable, understandable and responsive to change. A study
done by Busazi and Csete [24], suggest that indicator selection
can be based on literature review done previously.
The problem of long lists of indicators have been cited
in studies and the appropriate selection of a set of indicators to
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describe the complete picture of sustainable transport can be
challenging [21, 24-26]. The most common criteria is selecting
indicators based on the EES three pillars of sustainable
development (i.e. Environment, Economic and Social) [27].
These indicators have to be valid, reliable and sensitive from a
measurement point of view, transparent, interpretable and
relevant from a monitoring point of view [24]. Haghshenas and
Vaziri’s study [1] involved identification of nine sustainable
transport indicators (STI) classified under the three dimensions
of sustainability. Shiau and Liu’s study [28] involved
identification of 21 indicators which were then grouped into
Environmental, Economic, Social and Energy categories for
purpose of measuring sustainability of transport system at the
county level. Nicholas, Pochet and Poimboeuf [29] identified
20 indicators that was divided into Mobility, Environment,
Economics and social aspects of sustainability to understand
the mobility phenomena. Alonso et al. [30] conducted a study
of the sustainability of transport over 23 European cities and
identified 9 indicators. Based on literature, table 1 shows the
frequency of usage of the most commonly cited road transport
indicators in 12 sustainable transport studies.
Table 1. Frequency of use of common sustainable indicators
Economic
GDP
2
GVA

3

Road
Investment
Employment

9

Density of
road network

3

4

Environmental
Energy
12
consumption
Noise level
5
Land area
used
CO2
emissions
Green energy

7
10
5

Social
Road
fatalities
Cycle
fatalities
Commuting
time
Car mode
share
Bus mode
share
Cycle
mode share

19
6
6
4
5
6

Moreover, the EU has put forward initiatives to
develop measurable set of sustainable transport indicators. The
EEA framework of indicators reflect the dimensions of
sustainable transport, integration of transport and
environmental aspects [31]. The indicator system referred to as
“transport and environment reporting mechanism” (TERM)
includes indicators that address environmental sustainability of
transport, access to infrastructure, desirable modal split, shift to
cleaner fuel and technology. The EUROSTAT database has
identified various sustainable transport indicators that capture
topics such as mode infrastructure, investment, fatalities etc.
that are grouped into relevant themes. In addition, quantitative
targets such as air pollutant emission and fossil fuel use
reduction put forward by the EU SDS and OECD are important
indicators for sustainable transport [4, 32].
Conclusions from Literature review
From the existing literature on sustainable transport
indicator selection, a lack of accessibility and cycling indicators
except for cycling mode share and fatalities has been observed.
Inclusion of more cycling indicators to the analysis of transport
is necessary since it denotes a contribution to sustainability.
Moreover, the indicator ‘density of transport network’ has been
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commonly used as an economic indicator even though it can
also be used as an accessibility indicator under the social pillar.
Few DEA studies have combined all pillars of
sustainability to measure sustainable transports. Papers have
focussed on certain pillars of sustainability that minimizes
undesirable inputs and outputs alone. However, there are
certain desirable inputs that would also require minimization as
suggested in [19]. In other words, the non-radial DEA model
extension that reduces desirable inputs, undesirable inputs and
outputs, introduced by [19], hasn’t been used in sustainable
transport studies. This paper aims to include cycling indicators
in the sustainable transport indicator set, utilize the non-radial
DEA model in [19] for sustainable transport measurement and
analyse its results compared to the non-radial DEA model that
reduces only undesirable inputs and outputs.
3

METHODOLOGY

The following section describes the methodology used in
assessing the sustainability of road transport systems of
selected EU countries, using indicators and DEA method.
Sustainable transport Indicator selection
. The indicators selected to measure sustainability of road
transport was done considering the satisfaction of the criteria in
table 2, frequently used relevant indicators as shown in table 1,
EEA TERM indicators and EUROSTAT. From table 1, the
road transport indicators except for GDP, noise level and land
area were adopted for this study. This is due to the
unavailability of data of noise level and land area for the
selected EU countries.
Table 2. Criteria selected for Indicator selection.
Criteria
Relevance

Data availability
and quality

Comparability
and
ease
to
comprehend
Consensus
of
actors in the field

Description
Indicators should be of some form
of measure to assess the progress or
deviation from sustainable transport
and belong to EES category
Reliable data for the respective
indicators must be available and
accessible through known data
sources
Data of the respective indicators
must be comparable among countries
and easily understandable to DM
Indicators selected must be
frequently used in literature and EU
studies

Table 3 provides the description of the finalized
sustainable transport indicators used in the study. These
indicators were found to be important since they have been
reflected in many EU policies [4, 32].
GVA was used over GDP because it is the aim of the
study to capture the contribution of transport sector to GDP and
view sustainable transport as an economic activity that supports

the economy [9, 32]. In addition, ‘bicycle sales’ was included
to account for a lack in cycling indicators in the economic
dimension. The indicator ‘density of road’ was used to
represent accessibility considering the infrastructure-based
definition as in [33].
Data Envelope Analysis (DEA) method
Introduced by Charnes et al. (1978), the DEA model
assesses the DMUs based on their distance from the efficient
frontier that has all the most efficient DMUs in terms of a single
unified efficiency value [19, 34]. The DEA model can handle
multiple inputs and multiple outputs; and doesn’t require the
inputs and outputs to be of the same units or have prior known
relationships between them [2, 14, 15, 19, 35, 36].
The classical CCR DEA model considers a typical
production process where labour, capital and resource are
treated as inputs and the products are treated as outputs and
basic goal is to maximize the outputs with given input levels
[15]. Consider a set N containing n DMUs where each uses p
number of inputs to produce r number of outputs. The input
vector is represented as Xj = {x1, x2,…..,xp} and output vector
is represented as Yj = {y1, y2,….,yr}. The efficiency analysis is
carried out by solving the LPP as shown in Baran and Gorecka
[2] :
min 𝜃; 𝑆. 𝑇: 𝑋𝜆 ≤ 𝑥𝑗 , 𝑌𝜆 ≥ 𝑦𝑗 , 𝜆 ≥ 0
where DMUj is identified as efficient if θ has the value of 1 and
inefficient if the value of θ is less than 1 [2].
Most traditional DEA models are radial models that
try to proportionally maximize the output for a given input or
proportionally minimize the input for the same output, which is
not suitable for environmental studies where emissions never
change proportionally [16, 17, 37]. However, a non-radial
model is apt for sustainable transport studies than radial due to
its higher discriminatory power and realism [14, 17, 38].
Another advantage is that non-radial models have the potential
to incorporate decision-maker weights based on the importance
given to certain outputs [38]. In this study, two non-radial
models are used to assess sustainability of road transport; one
which decreases the undesirable inputs and outputs for a given
desirable input and output (M1), the other which decrease the
undesirable inputs, outputs and desirable inputs for a given
desirable output (M2). A comparison between the models for
its suitability is also described as part of the results. The
following describes both models used.
M1 is an extension to a radial model done by Wu et al.
[2015] [14], consider k DMUs that utilize n desirable inputs
indicated by x and l undesirable inputs indicated by e to produce
m desirable outputs indicated by y and j undesirable outputs
indicated by u. The non-radial DEA model M1 is as shown:

𝐿

𝐽

𝑙=1

𝑗=1

1 1
1
𝑀𝑖𝑛 ( ∑ 𝜃𝑙 + ∑ 𝜃𝑗 )
2 𝐿
𝐽
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Table 3. Description of the final Indicator set for measurement of road transport
Indicators
GVA
Bicycle Sales
Infrastructure spending
Employment in transport
Energy consumption
CO2 emissions
Cycle fatalities
Road Fatalities
Cycle mode share
Passenger car mode
share
Commuting time
Density of Road network

Description
Economic Indicators
GVA added by transport, storage and communication
Number of bikes sold in countries
Infrastructure and maintenance spending of road sector in EUR
Percentage of share of employment in transport
Environmental Indicators
Energy consumed by road transport in toe
Share of CO2 emissions due to road transport in total CO2 emissions
Social Indicators
Number of fatalities
Number of people injured and killed
Percentage of people using bicycling as mode of transport
Usage of car as percentage of share of transport mode in total inland
transport
One-way travel time between work and home measured in minutes
Length of roadway expressed as km per 100 sq. km.

∑𝐾
𝑘=1 𝜆𝑘 𝑥𝑛𝑘 ≤ 𝑥𝑛0 , 𝑛 = 1,2, … . , 𝑁

S.T:

𝐾

∑

𝜆𝑘 𝑒𝑙𝑘 ≤ 𝜃𝑙 𝑒𝑙0 , 𝑙 = 1,2, … , 𝐿

𝑘=1
𝐾

∑
𝑘=1
𝐾

𝜆𝑘 𝑦𝑚𝑘 ≥ 𝑦𝑚0 , 𝑚 = 1,2, … , 𝑀

∑
𝑘=1

𝜆𝑘 𝑢𝑗𝑘 = 𝜃𝑗 𝑢𝑗0 , 𝑗 = 1,2, … , 𝐽

𝜆𝑘 ≥ 0, 𝑘 = 1,2, … , 𝐾
Where λ is the variable weights vector of DMUs.
The non-radial model suggested has the capability of
reducing undesirable inputs and outputs for a given level of
desirable outputs and inputs. However, it may be required to
assess the DMUs which are efficient in terms of its ability to
reduce certain desirable inputs, which may lead to
unsustainability, while increasing the desirable outputs. This
can be done by using the non-radial DEA model M2 extended
by [19] and is given as:
1

1

1

𝑁

𝐿

𝐽

𝐽
𝐿
Min Wn ∑𝑁
𝑛=1 𝜃𝑛 + 𝑊𝑙 ∑𝑙=1 𝜃𝑙 + 𝑊𝑗 ∑𝑗=1 𝜃𝑗

∑𝐾
𝑘=1 𝜆𝑘 𝑥𝑛𝑘 ≤ 𝜃𝑛 𝑥𝑛0 , 𝑛 = 1,2, … . , 𝑁

S.T:

𝐾

∑
∑
𝑘=1
𝐾

𝜆𝑘 𝑦𝑚𝑘 ≥ 𝑦𝑚0 , 𝑚 = 1,2, … , 𝑀

∑
𝑘=1

𝜆𝑘 𝑢𝑗𝑘 = 𝜃𝑗 𝑢𝑗0 , 𝑗 = 1,2, … , 𝐽

𝜆𝑘 ≥ 0, 𝑘 = 1,2, … , 𝐾
Both models have strong suitability for assessment of
sustainability due to its strong discriminatory power which
makes it easier to rank the DMUs contrast to radial models [15].
Categorization of Inputs and Outputs and DMUs
In DEA, the selected indicators were categorized into
desirable inputs, outputs and undesirable inputs and outputs as
shown in table 4. Desirable outputs (DO): GVA, cycle mode
share and road density were categorized as desirable outputs,
since these are elements that increases the sustainability of
transport. An increase in road density as an accessibility
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UNSD
COLIBI
OECD
OECD
EUROSTAT
OECD
EC
OECD
ECF
EUROSTAT
EUROSTAT
OECD

criterion, would mean an increased accessibility to public
transport such as Buses which is a sustainable mode of
transport. Undesirable Outputs (UDO): A sustainable transport
system aims to reduce environmental and safety negatives of
transport such as CO2, fatalities and reduce travel time.
Desirable Inputs (DI): Although, bicycle sales are a desirable
input that may increase cycle mode share which increases
sustainability; it may also increase cycle fatalities which is
against the concept of sustainability, hence its minimization is
necessary. Employment contribution of transport is also highly
desirable as a part of sustainability. Undesirable Inputs (UDI):
Curbing conventional energy consumption at optimum costs
can help reduce the CO2 emissions, hence is taken as an UDI.
It is also an aim to reduce road infrastructure spending and car
use to attain sustainability.
Table 4. Categorization of inputs and outputs as desirable and
undesirable.
Category
Desirable Outputs (DO)
Undesirable Outputs (UDO)

𝜆𝑘 𝑒𝑙𝑘 ≤ 𝜃𝑙 𝑒𝑙0 , 𝑙 = 1,2, … , 𝐿

𝑘=1
𝐾

Data Source

Desirable Inputs (DI)
Undesirable Inputs (UDI)

Indicators
GVA, Cycle mode share,
Density of road
Commuting
time,
CO2
emissions, Cycle and road
fatalities
Bicycle sales, employment
Energy used, Road spending
and Car mode share

The EU countries chosen as the DMUs were based on
the data availability of the selected indicators, as shown in table
5. The data of two years 2016 and 2012 were collected for 19
EU countries such that each country-year acts as a DMU. It
satisfies the condition that the number of DMUs should be
greater than three times the number of inputs and outputs.
Table 5. Countries chosen for evaluation
Countries as DMUs
Austria (AT), Belgium (BE), Croatia (HR), Czechia (CZ),
Denmark (DK), Finland (FI), France (FR), Germany (DE),
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Hungary (HU), Ireland (IE), Italy (IT), Latvia (LV),
Lithuania (LT), Luxembourg (LU), Poland (PL), Romania
(RO), Spain (ES), Slovenia (SL), United Kingdom (UK)
4

RESULTS

The efficiency of each country-year (DMU) was obtained
using Excel Solver. The results for the non-radial DEA model
M1, which includes the road transport sustainable efficiency
scores of EU countries is shown in figure 1. The two countries
with the most sustainably efficient road transport sector for
both years 2016 and 2012 were Hungary and Belgium, while
Denmark and Croatia attained sustainability in 2012 and
Luxembourg in 2016. Although Romania improved its road
transport sustainability in 2016, it remained the least
sustainable out of the analyzed 19 EU countries. Hungary and
Belgium performed similar in sustainability in 2016 and 2012,
hence can be considered as the best practice. Other countries
such as Denmark, Luxembourg, Lithuania and Slovenia also
attained similar high efficiencies for both years and have
sustainable road transport sector. The most significant
improvement in sustainability was observed in Luxembourg in
2016, while the most significant deterioration was observed in
Croatia in 2016. The sustainably inefficient countries were
Romania, Italy, Germany, Spain, UK, Poland and France.
The results for the non-radial DEA model M2 is shown in
figure 2. This model produced the same two countries with the
highest sustainable road transport score in both years 2016 and
2012 namely, Hungary and Belgium, while only Denmark
attained sustainable efficiency in 2012. The most unsustainable
road transport sector in 2012 according to M2 was that of
Romania, while in 2016 it was that of Italy. However, Italy had
increased its sustainable efficiency of road sector from 2012
although the increase was insignificant when compared to
Romania. Since Hungary and Belgium both resulted as the
most efficient DMUs in 2016 and 2012, they can be considered
as best practice for sustainable road transport. Other countries
such as Ireland, Denmark, Luxembourg, Lithuania and
Slovenia also attained similar high efficiency scores for both
years and are considered to have sustainable road transport
sector whereas Germany, Romania, Italy, Spain, UK, Poland,
France is found to be inefficient.

Figure 1. M1 model sustainable transport scores.

Figure 2. M2 model sustainable transport scores.
On comparison of the 2016 results of both models, Ireland
is observed to have a relatively high sustainability efficiency.
Both models revealed Ireland to have similar efficiency scores
in both years, with 2016 being lower than 2012. Taking
Hungary and Belgium to be the first rank, Irish road transport
ranks 5th position in 2016.
5

DISCUSSION

The results of both models revealed Hungary and
Belgium to be the most efficient DMUs in both years 2012 and
2016. This may be due to their higher values of desirable
outputs such as GVA, cycle mode share and density of road and
low values of undesirable outputs such as CO2 emissions and
fatalities as compared to the other DMUs. The most sustainably
inefficient countries were Romania and Italy; both had higher
values of undesirable inputs such as energy consumption and
road fatalities. Both models captured the significant downfall
of Croatia’s road transport in terms of sustainability in 2016.
The ranking obtained for both models were similar except
for the LT, IE, AT, HR, RO and IT. Both models can be used
to identify measures that can be applied in improving transport
sustainability and they are also suitable to be conducted on
different levels such as city level. However, the DEA model
M2 focusses on minimizing the DI, UDI and UDO while
maintaining the level of DO, whereas M1 focusses on
minimizing the UDI and UDO for the same level of DO and DI.
In the context of sustainable road transport, although an
increase in desirable inputs such as bicycle sales would in turn
increase cycling mode implying higher sustainable road
transport, it can also lead to higher cycling fatalities which is
unsustainable. For this reason, it is essential to assess countries’
road transport sustainability in terms of its ability to minimize
such DI along with UDO and UDI and produce the same level
of DO [19]. Moreover, the discriminatory power of M2 is
higher than M1 as seen from the results. The model M1
produced seven efficient DMUs while the model M2 produced
only 3 efficient DMUs. This higher discriminatory power of
M2 can be utilized to distinguish those DMUs which M1 model
produced as efficient. Hence, the DEA model M2 is suitable for
complex systems such as sustainability assessment of road
sector of EU countries.
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6

CONCLUSION

The measurement of sustainability of transport has been
recognized as an objective to achieve sustainable development.
However, there has been no standard procedure of its
measurement recognized in literature. The use of sustainable
indicators as a means of measurement is highly popular which
this paper utilizes. From literature, a lack of cycling and
accessibility indicators has been cited. An indicator set
considering this deficit and based on adopted criteria and
literature has been used to measure road transport sustainability
of EU countries. Two non-radial DEA models have been used
to assess the road transport sustainability of 19 EU countries
for the year 2012 and 2016. The analysis revealed Hungary and
Belgium to have the most sustainable road transport in 2012
and 2016, with Ireland taking 5th place. The suitability of the
non-radial DEA model M2 was suggested as more appropriate
for sustainability measurements considering its higher
discriminatory power and its capability to minimize desirable
inputs which may cause unsustainability along with
undesirable outputs and inputs. This paper suggested a
decision-making methodology that can help future decision
makers to make the right decisions in terms of ensuring
transport sustainability in existing and future projects
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ABSTRACT: Sustainable Urban Mobility Plans (SUMPs) provide a concept and process for the planning,
development and implementation of urban transport strategies. EU SUMP guidelines have not been utilised in
Ireland. The research question asks if there is any benefit in developing Irish urban transport strategies as SUMPs.
The literature review examines the historical development of EU and Irish transport policy and reviews academic
reports and journal articles on SUMPs. The EU SUMP process is reviewed in detail before reviewing recently
published Irish urban transport strategies and a European SUMP case study. The research methodology involved
collecting qualitative data from primary sources, semi-structured interviews with professionals working in the
Irish sustainable transport planning sector, and from secondary sources, the published Irish transport strategies.
Thematic analysis of the collected data was undertaken to establish common themes. The results found that Irish
urban transport strategies are partially compatible with the SUMP process but thematic analysis identified gaps.
The conclusion expresses benefit in developing Irish urban transport strategies as SUMPs to address gaps
identified, such as stakeholder engagement, baseline analysis, strategic indicators and evaluation, implementation
and funding, national support and lack of integration. The recommendations are that Irish urban transport
strategies should be developed as SUMPs and further research should examine upcoming Irish transport strategies.
KEY WORDS: Sustainable Urban Mobility Plans; Transport strategies; Stakeholder engagement.
1.

INTRODUCTION

1.1

Background

Sustainable transport planning plays a key role in
sustainable development through encouraging a
modal shift to sustainable transport forms.
Sustainable Urban Mobility Plans (SUMPs) provide
a concept and process for transport agencies to plan,
develop and implement strategies to bring about this
modal shift. The EU Guidelines for Developing and
Implementing a Sustainable Urban Mobility Plan
(SUMP) – 2nd Edition describe a SUMP as ‘a
strategic plan designed to satisfy the mobility needs
of people and businesses in cities and their
surroundings for a better quality of life. It builds on
existing planning practices and takes due
consideration of integration, participation and
evaluation principles’ [1]. Unlike other EU
countries, the EU SUMP guidelines have not been
utilised in strategic urban transport planning in
Ireland.
1.2

Aims and Objectives

The research question asks if there is any benefit in
developing Irish urban transport strategies as
SUMPs. The aims and objectives of this paper are to
present the SUMP process set out in the EU
guidelines and to rigorously compare this with the
planning and development of Irish transport
strategies in Cork and Galway. The findings of this
comparison exercise are supplemented by the results
of data collected from interviews with professionals
involved in the field of sustainable transport
planning in Ireland. The qualitative data collected is

evaluated using thematic analysis to produce
comparative findings and inform study conclusions.
A literature review provides background by way of
an account of the historical and current status of the
development of EU and Irish sustainable transport
legislation and policies. It also provides valuable
secondary data from published journal articles and
conference proceedings.
1.3

Layout

The literature review examines the development of
EU policy and legislation on the transport sector by
focussing on urban mobility, which led to the
publication of the EU SUMP guidelines. The
development of Irish spatial planning and urban
mobility policy is discussed, including a brief
introduction to the National Transport Authority
(NTA). The literature review includes an overview
of academic reports and journal articles focussing on
SUMP developments.
The research methodology outlines how data was
collected from both secondary and primary sources.
The SUMP guidelines are outlined in technical
detail and a Spanish case study is described. Primary
data was collected by semi-structured interviews
with professionals working in the field of
sustainable transport planning in Ireland. Secondary
data was collected from published transport
strategies in Cork and Galway. Thematic analysis of
the reported and researched case studies along with
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the interview findings was performed to establish
common themes.
The results and findings are identified. Secondary
data was analysed by comparing the development of
the published transport strategies in Cork and
Galway with each planning and development step of
the SUMP guidelines. The collected data was
analysed and common overarching themes
identified for further discussion. The discussion of
the overarching themes identifies their relevance to
the research question and informs the conclusions
and recommendations.
2.
2.1

LITERATURE REVIEW
European Policy and Legislation

In 2001, the European Union published legislation
on sustainable urban mobility with the
Commission’s white paper on European transport
policy to 2010 [2]. In 2007, the European
Commission published a green paper focused solely
on urban mobility called ‘Towards a New Culture
for Urban Mobility’ [3]. In 2009, the European
Commission published the ‘Action Plan on Urban
Mobility’, which built on consultation and debate
following the publication of the 2007 Green Paper
[4]. It sought to develop a coherent EU level
framework for urban mobility initiatives while
respecting the principle of subsidiarity, in respect of
local authority work on urban mobility. In 2014, the
European Commission published guidelines for
developing and implementing Sustainable Urban
Mobility Plans (SUMPs) [5], which were updated in
October 2019 [1].
2.2

Irish Sustainable Mobility Policy and
Legislation

In 2002, the National Spatial Strategy 2002-2020
was published and stated that land-use decisions
must take into account existing public transport
networks or support the development of new or
upgraded networks [6]. The National Transport
Authority (NTA) was established in 2009 to operate
as a statutory non-commercial body under the aegis
of the Department of Transport, Tourism and Sport.
The NTA was charged with making a strategic
transport plan, to provide a long-term strategic
planning framework for the integrated development
of transport infrastructure and services in Dublin.
Aspects of its remit extended to the regional cities.
The statutory remit to undertake strategic transport
planning applies only to the Greater Dublin Area
although the NTA has developed transport strategies
for Galway and Cork. In 2009, the document
Smarter Travel – A Sustainable Transport Future –
was published as national policy on sustainable
transport development and it informed Irish
metropolitan transport strategies [7]. In 2018, the
Irish government published the National Planning
Framework (NPF) 2040 in order to guide the high
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level strategic planning and development of Ireland
up to 2040. It is the national planning context in
which current Irish urban mobility policies and
strategies sit [8]. The regional planning policy
encompassing the Cork region is the Regional
Spatial and Economic Strategy for the Southern
Region [9].
2.3

Published Literature on Sustainable Urban
Mobility

Mozos-Blanco et al. (2018) reported on a
comparative analysis of sustainable mobility plans
in thirty-eight Spanish cities [10]. Bakogiannis E. et
al. (2016) recommended stakeholder engagement
methods used in Greece [11]. Lindenau and BöhlerBaedeker (2014) commented that SUMPs encourage
public participation from the beginning and not
when plans are largely complete with only minor
amendments possible. Public participation can
prevent failure of a plan by bringing all stakeholders
together, which means delays and costs are reduced
during both planning and implementation phases
[12]. SUMPs involve developing a vision and
strategy for the city’s sustainable mobility future and
Bos and Temme (2014) noted that Breda, in the
Netherlands, has a vision to be a carbon neutral city
by 2044 [13]. Kukely et al. (2017) recommended
that sustainable mobility objectives should be
developed from, and integrated with, general urban
planning objectives and sustainable city objectives
[14]. Arsenio et al. (2016) noted that use of unclear
targets increased uncertainty and made it difficult to
address strategic goals [15]. Kiba-Janiak and
Witkowski (2019) noted that cities with a
comprehensive transport plan and that consistently
collaborate with stakeholders, have implemented the
greatest number of measures in the field of
sustainable mobility [16].
3.
3.1

RESEARCH METHODOLOGY DATA
COLLECTION AND CASE STUDIES
Methodology Design

This was an interpretivist study and qualitative
research data was collected from two sources –
secondary and primary. The secondary data source
was published Irish transport studies, namely Cork
and Galway transport strategies, neither of which
was formally planned or developed as a SUMP. A
step-by-step analysis was undertaken of these case
studies comparing their planning and development
processes to the EU SUMP Guidelines and case
studies.
3.2

EU SUMP Guidelines

The SUMP process consists of four phases made up
of twelve steps and these were used in the
comparative analysis of case studies with the SUMP
process.
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Phase 1 - Preparation and Analysis
Step 1 – Set up working structures and plan
citizen & stakeholder involvement
Step 2 – Determine national, regional,
metro and local planning framework
Step 3 – Analyse current mobility situation
Phase 2 – Strategy Development
Step 4 – Build & jointly assess future
scenarios - involve citizens & stakeholders
Step 5 – Develop vision and agree
objectives with stakeholders
Step 6 – Identify indicators for all
objectives & agree measurable targets
Phase 3 – Measure Planning
Step 7 – Select measure packages with
stakeholders
Step 8 – Agree actions and responsibilities
including funding sources
Step 9 – Develop financial plan and adopt
final SUMP document
Phase 4 – Implementation and Monitoring
Step 10 – Manage implementation and
procure goods and services
Step 11 – Monitor progress, adapt and
inform & engage citizens & stakeholders
Step 12 – Review, share lessons learned.
3.3

Vitoria-Gasteiz SUMP

Data was collected from an EU SUMP case study for
comparative analysis with Irish transport strategies.
Vitoria-Gasteiz is a mid-size inland compact city of
250,000 in Spain. In 2006, the creation of a SUMP
was instigated. At the very start of the development
process a participatory process was initiated
comprising a group of social actors, politicians and
technical staff and they worked on defining a
consensual scenario regarding sustainable mobility.
In 2007 the forum signed a pact that reflected this
consensual scenario and provided a route map for
the strategy to plan the city’s mobility system. The
superblock concept is the mainstay of the PMSEP
and is integrated into the city’s master urban plan. It
is a reprioritisation of roads and urban spaces in a
group of city blocks so that roads are classified into
two groups – basic roads, which serve passing traffic
and allow it to pass through the area, and interior
streets, which prioritise walking and cycling and
public spaces are oriented more towards social
interaction than mobility [17].
3.4

Cork Metropolitan Area Transport Strategy
(CMATS)

The Cork Metropolitan Area Transport Strategy
(CMATS) was selected as a current Irish case study
for a comparative analysis with the EU SUMP
model and other case studies. It derives from the

National Planning Framework (NPF) 2040, which
envisages that Cork will be the fastest growing city
region in Ireland up to 2040. There is limited
capacity for additional private motor traffic so landuse and transport planning need to be aligned to
support a sustainable and integrated transport
system. CMATS states its vision is to ‘deliver an
integrated transport network that addresses the needs
of all modes of transport, offering better transport
choices, resulting in better overall network
performance and providing capacity to meet travel
demand support economic growth’ [18].
Three scenarios were developed and appraised using
the Common Appraisal Framework (CAF) of the
Department of Transport and the transport network
options modelled using the NTA’s South West
Regional Model (SWRM) to ascertain impacts on
travel conditions, mode share and delay.
CMATS proposes a number of indicators and targets
related to mode share and a reduction in vehicular
emissions. In respect of funding, CMATs estimates
an overall cost for the proposed strategy, at €3.55
billion, but gives no indication as to the funding
source. The implementation plan outlines short-,
medium- and long-term timescales.
CMATS contains a volume that summarises the
public consultation process. Non-statutory public
consultation ran for a six week period from mid-May
to the end of June 2019, during which five public
information events were held in Cork. Stakeholders
were invited to make submissions in response to the
draft strategy publication [19].
3.5

Galway Transport Strategy (GTS)

The Galway Transport Strategy (GTS) was selected
as a current Irish case study for a comparative
analysis with the EU SUMP model and other case
studies. The strategy provides a framework for the
area for the twenty years after its adoption in 2017
and will be used to secure funding to deliver projects
in phases [20]. The strategy lays out a series of
proposed measures covering infrastructural,
operational and transport policy with the aim of
making best use of limited road space and providing
new infrastructure in appropriate locations for
appropriate modes. The GTS states that its overall
vision is ‘to create a connected city region driven by
smarter mobility’.
The GTS undertook a comprehensive baseline
review of the transport supply and demand in the
study area. Measures were developed from scenario
assessment and included:
• An upgraded and integrated public
transport network
• City centre public transport prioritisation
• Improvements to walking and cycling
infrastructure
• Integrated Park and Ride facilities
• Demand management measures

497

Civil Engineering Research in Ireland 2020

• Full orbital bypass of Galway.
The implementation of the GTS is subject to a
number of influencing factors. Primarily, it depends
on funding availability so implementation is to be
through a series of multi-annual ‘Implementation
Plans’ to be agreed by the authorities. The
implementation plans are designed to set out short
term delivery programmes for the strategy’s
proposals.
Public consultation consisted of two events – one
held in May 2015 at the beginning of the
development of the GTS and public feedback on
transport issues was received. The second event was
held on publication of the draft GTS in June 2016
and consultation material was made available online
and at City Hall.
Primary data

3.6

Primary data was collected by means of semistructured interviews with professionals working in
the sustainable transport planning sector in Ireland.
As a prelude, interviewees were sent a
questionnaire, developed from the detailed review of
the EU SUMP Guidelines which comprised eleven
questions, reproduced as follows:
1.

2.

Are you familiar with the European Union
Guidelines
for
Developing
and
Implementing a Sustainable Urban
Mobility Plan and its underlying
principles?
Have you ever applied the SUMP process
to planning and development of a transport
strategy or plan in which you have had an
involvement?

Choosing one of the transport strategies or
plans in which you have had a role, please
consider the following questions,
3.
4.
5.
6.

7.

8.

498

At what stage of strategy planning or
development was the engagement of
stakeholders started?
Was there stakeholder engagement in the
development of the strategy’s vision and
objectives?
Was the strategy or plan integrated with
other planning processes, such as land-use
planning?
What strategic indicators were identified to
achieve the objectives of the strategy’s
vision and what measurable targets were
set for these indicators?
What was the level of stakeholder
engagement in creating and assessing
measures and in defining integrated
measure packages?
How much involvement did stakeholders
have in the implementation of the strategy
or plan?

9.

Has there been monitoring of the
implementation of the strategy or plan?
10. Has the implementation been evaluated
and have you shared lessons learned?
11. With your knowledge of the SUMP process,
how could transport strategies or plans, in
which you have had a role, be made more
SUMP compatible?
Fifteen transport professionals were approached
based their expertise, contribution to the
development of Irish transport plans or wider
knowledge of transport planning in Ireland. The
interviews were designed to solicit the views and
experiences of the professionals relating to
principles and practice of the sustainable urban
mobility planning (SUMP) and Irish transport
planning process. It proved difficult to obtain
agreement for interview from some of those
approached and some did not reply. A second round
of emails was issued to those who did not reply and
this resulted in additional interviews. The interviews
were held between February and April 2020.
Immediately following the interviews, the records
were transcribed in order to ensure all responses
were captured.
Collecting qualitative data was considered
appropriate for this study as the purpose of the
research was to analyse and draw conclusions from
the professionals’ understanding, opinions, memory
of events and their perception of learning
experiences [21].
3.7

Data Analysis

Thematic analysis of the collected primary data was
undertaken to establish the common themes that
arose and the respondents’ views on the level and
extent of stakeholder engagement, approaches and
methodologies used to create sustainable urban
transport plans, sources of funding, and
implementation of Irish transport plans and
strategies and comparison with SUMP processes and
themes.
4.
4.1

RESULTS AND FINDINGS
Secondary Data

The key secondary data sources were the current
Cork Metropolitan Area and Galway Transport
Strategies. The method for collecting this data was a
detailed review of the planning and development
processes set out in these strategies by comparing
them directly to the phases, steps and activities in the
EU SUMP Guidelines. This showed the similarities
between the strategies and the SUMP process and
also the divergences. The similarities occurred, to
varying degrees, for SUMP Steps 1 to 7 whereas
Steps 8 to 12 did not feature comprehensively in the
Irish strategies. Additionally, secondary data from
the literature review of current policies, legislation
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•

and publications relating to sustainable transport
planning was also used. The initial themes, which
informed the SUMP questionnaire used in the semistructured interviews, arose from the collection of
this data.
4.2

•
•

Expert Interview Findings and Thematic
Analysis

The raw data from the six interviewees was
compiled into transcripts and, following thorough
familiarisation with their content, the data was
disassembled into codes. The codes refer to ideas
and issues that arose across the interviews. Initial
codes developed from the literature, technical
review and secondary data sources while further
codes developed following analysis of the interview
transcriptions. It was expected that the initial codes
were likely to occur during interviews and that this
approach would develop other codes [22]. The codes
identified are presented in Table 4-1 below with
information showing the number of interview
sources that mentioned issues and topics relating to
each code and the number of times the code was
referenced throughout all interviews.
Table 4-1: Coding Table for Thematic Analysis
Data
Grouping
Stakeholder
Engagement
Strategic
Indicators &
Targets
SUMP
Comparison
Implementatio
n
Baseline
Analysis
Funding
Mechanisms
Monitoring &
Evaluation
Vision
Planning
Framework
Scenarios
National
Support
Lack of
Integration

Code

Sources

References

SE

5

11

SIT

3

9

SCO

3

5

IMP

3

4

BAS

2

4

FM

2

4

2

3

2

2

PF

1

1

SCE

1

1

NS

1

1

LoI

1

1

M&
E
VIS

The next step in the thematic analysis methodology
was to identify patterns in the codes and reassemble
into themes to show the bigger picture. Four key
themes emerged from the interview transcripts
grouped as follows:
• Stakeholder Engagement

5.

Baseline Analysis, Strategic Indicators &
Targets and Monitoring & Evaluation
Implementation and Funding
SUMP Comparison – This theme includes
sub- themes of national support and lack of
integration and arose from direct
comparisons made by some of the
interviewees between Irish transport
strategies and the EU SUMP process.

DISCUSSION OF RESULTS AND FINDINGS

Stakeholder engagement was considered by the
interviewees to have a high degree of variance in an
Irish context from the SUMP process which calls for
stakeholder engagement, public consultation and
citizen involvement to be as wide as possible and
undertaken from the very start of the process. To
date Irish transport strategies have involved narrow
stakeholder groups and citizen involvement and
public consultation has largely happened after
publication of the draft strategy. This was confirmed
by secondary data sourced from both Cork and
Galway transport strategies. It was suggested that
there are proposed moves in Ireland to widen
stakeholder engagement and introduce it earlier in
the strategy development process. One of the
interviewees commented on the upcoming
Limerick-Shannon Transport Strategy and said that
stakeholders have been identified by the local
authorities and were involved in advanced
consultation at earlier stages.
Baselines, indicators and evaluations refer to steps
in the SUMP process, all of which occur during
different phases. Some of these specific steps are
missing from similar stages in Irish transport
strategies, such as the absence of indicators and
targets from the Galway Transport Strategy (GTS).
Baseline analysis is common to all transport
strategies reviewed. Monitoring and evaluation are
integral steps in the final implementation phase of
the SUMP process but remain largely unmentioned
in Irish transport strategies.
The SUMP process recommends that sources of
funding are in place prior to adoption of the SUMP.
The Cork and Galway transport strategies reference
funding in vague terms. Implementation is another
area of divergence. The SUMP process recommends
that actions to achieve proposed measures are
devised before adoption. The Cork and Galway
strategies do formulate actions but have
implementation timelines for the broad measures.
The theme of SUMP comparison was made by
interviewees who made comparisons between the
SUMP process and Irish transport strategies. The
literature review and primary data sources note that
successful SUMPs require national and regional
government support with a strong political or public
servant champion. This has not been the case in
Ireland and is one of the reasons that the country is
considered an outlier in terms of SUMP adoption.
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Other issues dealt with under this theme include lack
of integration between local and national transport
agencies.
6.

CONCLUSION AND RECOMMENDATIONS

The research question asks if there is any benefit in
developing Irish urban transport strategies as
SUMPs. To conform to the SUMP process, Irish
urban transport strategies would need to undertake
wider and earlier public participatory processes.
This would benefit these strategies as this level of
engagement with stakeholders and citizens would
create a sense of ownership that could lead to
behaviour change and wide community acceptance.
In addition to that, Irish urban transport strategies
need to enhance their baseline data collection, to set
quantitative and relevant strategic indicators and
targets and timelines with consequent monitoring
and evaluation. These steps would lead to better
understanding of the strategies and allow for the
objective assessment of those strategies in a way that
is quantifiable and visible to all. The SUMP process
would also benefit urban transport strategies with
the issue of lack of integration between national and
local transport agencies. This is because one of its
guiding principles is closer co-operation across
institutional boundaries. It is unclear from this study
if the inclusion of actions, or projects, and funding
mechanisms in the transport strategy is beneficial.
While recognising the benefits to Irish urban
transport strategies of the SUMP process, the issue
of national support needs to be addressed as this is
the key to wider acceptance of SUMPs. A major part
of this is tying the successful implementation of
SUMPs to funding from national sponsoring
agencies.
It is recommended the following steps should be
taken within the SUMP process:
• Wide and comprehensive stakeholder
engagement should be undertaken from the
very beginning.
• The setting of comprehensive indicators
with associated quantitative targets and
timelines should be an integral part of
future Irish transport strategies. Data for
assessing the current mobility situation
should be formulated into indicators and
targets, which in turn should support
subsequent monitoring and evaluation.
• There should be a national champion
supporting
SUMPs.
The
strategic
indicators and targets should be used as
measurable milestones to release funding.
• Better integration between local and
national transport agencies should be
undertaken in conformance with SUMP
guiding principles.
For further research on this topic, it is recommended
that review, analysis and SUMP comparison is
undertaken on current developing Irish urban
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transport strategies. Two currently underway that
could be used are the Limerick-Shannon transport
strategy and the Dublin BusConnects strategy.
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An overview of cyber-physical threats to critical transportation infrastructure
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Abstract: Critical transportation infrastructure is of major importance in all aspects of society. The impact of its
exposure to severe natural or manmade hazards, such as earthquakes terrorist attacks, floods, in the past has
highlighted the need for advancing vulnerability assessment and a holistic approach for sustainable measures. The
gradual modernization of transportation infrastructure, through information and communication technologies, under
the umbrella of Intelligent Transport System (ITS), Smart Cities applications and the development of Internet of
Things (IoT), all have introduced new layers of vulnerability that need to be assessed. As a result, natural hazards are
no longer the only threat that critical transportation infrastructure is subjected to. Cyber threats are now linked directly
to the physical systems. Recent cyber-attacks in networks and communication systems have indicated the presence of
novel hazards that could harm the physical operation of infrastructure. In this paper, we aim to develop an initial
framework to assess the risk of the system, rationalize combined cyber and physical threats and their integrated
impacts to the integrity of the cyber-physical system (CPS). Moreover, for the first time the interdependency of cyberphysical assets is investigated. A novel case study of a bridge using IoT technology, i.e. wireless sensor network
(WSN), for structural health monitoring (SHM) services, adopting the ZigBee communication protocol is used to
demonstrate the concepts. The impact of both a Denial of Service (DoS) cyber-attack against the WSN and a physical
attack against the physical components of the system is analyzed.
KEY WORDS: Transportation infrastructure – Internet of Things - Cyber and Physical Threat - Integrated Impacts
1.0 Introduction
Transportation systems include complex networks of
different interconnected physical infrastructure such as
bridges, roads, tunnels, etc. They are considered as the
backbone of an urban society, with significant
contribution towards the economy and daily activities
such as logistics and trade [1]. The increasing
urbanization of populations around the world has
established the importance of the reliability of
transportation infrastructure. As a result, significant
research into techniques to ensure the consistent and
reliable functionality of transport systems have been
researched. The exposure of transport systems makes
them vulnerable to individual physical or cascading
threats. The rapid development of technology and the
rise of the IoT applications have established a new
reality in critical infrastructure, where physical meets
cyber and vice versa. Along with the implementation
of IoT in infrastructure, new threats are emerging. The
main assumption of the past was that the cyber and
physical space were independent. Thus, a cyber-attack
could only cause malfunction to the cyber system,
without considering the potential effects in the physical
space. However, recent events in infrastructure, such as
the cyber-attack on a Ukrainian power grid in 2015,
which resulted in power outages to thousands of
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customers, revealed that attacks in the cyber space
could directly damage the physical operation of the
infrastructure [2]. To illustrate our proposed
framework, a smart bridge case study is considered as
an example of a CPS. The bridge is equipped with a
WSN system for SHM services. The WSN adopts the
ZigBee protocol to support communication among the
wireless sensors. This case study is used to investigate
the impact of a realistic DoS attack against the WSN
on the physical operation of the bridge.
2.0 IoT in critical infrastructure and the use of
ZigBee technology
The recent rapid development of IoT applications has
made feasible their gradual adoption in civil
engineering infrastructure applications. Smart Objects
(SO) are increasingly adopted in civil engineering
projects [3], especially to monitor performance within
systems varying from smart homes [4] to large scale
dams [5]. In Smart Cities, networks are implemented
with sensor that monitor traffic in real-time and gather
data [6]. Moreover, SOs can provide emergency
response information during or after an accident as part
of a holistic emergency and crisis planning e.g. by
capturing and sending images via drones [7]. Along
with existing solutions to manage IoT devices in the
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cloud, such as IoT Hub by Microsoft Azure there has
also been an extensive support of the IoT technology in
industry (industrial IoT) by engineering vendors such
as AutoDesk. The use of ZigBee IEEE 802.15.4
technology is typically used for retaining the main
standards in transmission of data (communication
protocol). It’s low-cost, low-power consumption and
easiness of relocation [8] make ZigBee an attractive
solution to support communication in a WSN, instead
of using the traditional wired networks. Researchers
have successfully investigated and tested various
prototype WSN systems for health monitoring of a
suspension bridge, using sensor devices and ZigBee
modules, with reliable results [9]. Moreover, other
WSN systems, using different technologies, through
the Imote2 wireless smart sensor nodes, have been
consistently implemented in infrastructure, such as the
Jindo Bridges in South Korea as part of a SHM project
[10]. The main challenges for civil and computer
engineers, in WSN systems, are related to the efficient
deployment of the system and the reduction of security
risks. The deployment of the system refers to
development of different physical sensor placement
techniques, by achieving a high level of detection
accuracy and minimizing the cost of operating numbers
of sensors [11, 12]. The security risks are related to the
potential impacts of a cyber-attack against the WSN to
the physical operation of the infrastructure. The
ongoing study in security issues in IoT technology is
mainly focused on Smart Homes [13] and Smart Cities
applications [14].
2.1 Cyber security terminology
To better understand the nature of cyber-attack, it is
necessary to clarify the basic terminology used in cyber
security to characterize cyber-attack. An adversary can
launch an attack, by exploiting vulnerabilities that are
present in the cyber components of a system (e.g.
communication protocol), in order to gain access to
valuable system resources (assets), such as information
transmitted over the network. Resultantly, an attacker
can breach, individually or combined, the main
information security requirements, known as CIAA for
Confidentiality, Integrity, Availability, Accountability.
A threat is described as any circumstance or event that
has the potential to exploit a vulnerability and
adversely affect a system such as unauthorized access,
destruction, disclosure, modification of data, or DoS.
An attack is considered an intentional assault to a
system’s security perpetrated by one or more threat
agents. An active attack is one that attempts to alter
system resources or affect their operation, while a

passive attack is one that attempts to learn or make use
of information from a system without affecting it [15].
2.2 Vulnerabilities of ZigBee modules
There are security threats against systems that are using
the ZigBee protocol, such as traffic sniffing
(eavesdropping), packet decoding and data
manipulation/injection, which can be exploited by an
attacker who uses special hardware and software [16].
In this paper, we will consider an energy depletion
attack, so-called Ghost Attack [17], against the Zigbeebased WSN of a smart bridge. In this scenario, the
attacker manages to reduce the lifetime of the targeted
sensors in the WSN by sending several crafted bogus
messages. The vulnerability exploited in this attack is
related to the transmission of security headers in clear
text, which allow an offender to masquerade as a
legitimate sender. Thus, the attacker can craft messages
that can quickly deplete the power of the targeted
sensor nodes, which have to process the received
messages, ultimately causing a DoS. This attack is
divided into two main phases. In the pre-attack phase,
the attacker observes the messages exchanged between
sensor nodes in order to identify the security headers to
be used to act as a legitimate sender. Then, the attacker
can craft bogus messages using the security headers
identified from the overheard messages. In the attack
phase, the attacker simply sends several bogus
messages to the victim node. Although the bogus
messages will not pass the integrity check performed at
the victim node, this node will still consume an amount
of energy necessary to perform the integrity check,
which is prescribed by the Zigbee security architecture.
Thus, the receipt of a huge number of bogus messages
will cause the victim node to run out of power and to
be eventually unavailable. One of the most common
tools to assess and communicate the severity of
vulnerabilities in CPS and software systems, is the
Common Vulnerability Scoring System (CVSS) by
calculating a score ranging from 0 to 10, using the
specific variables as listed below: a) The attack vector,
with the options “Network”, “Adjacent”, “Local” and
“Physical”. b) The attack complexity with options
“Low” and “High”. c) The privileges required with the
options “None”, “Low” and “High”. d) The user
interaction with the option “None” and “Required”. e)
The scope with the options “Unchanged” and
“Changed”. f) The confidentiality with the options
“None”, “Low” and “High”. g) The integrity with the
options “None”, “Low”, and “High”. h) The
availability with the options “None”, “Low” and
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“High”. CVSS is supported by the National
Infrastructure Advisory Council.
3. Cyber-physical transportation system case study
To describe the proposed framework, a case study of a
smart bridge as a part of a wider transportation network
is presented. The bridge is equipped with IoT
technology, in particular it uses a WSN for SHM. To
consider the infrastructure as a CPS the cyber (C)physical (PH) assets are clearly separated as below and
shown in Figure 1. Cyber and physical assets include
components of the system that are vulnerable to cyber
and physical attacks, respectively. The SHM system
consists of a bridge (PH), that is equipped with sensors
(PH), tasked to collect and transmit data (C) for every
excitation they receive. Sensors adopt the ZigBee
communication protocol (C) for transmission of data.
Sensors are placed on the underside of the bridge
beams (PH) and the piers (PH). The gateway (PH)
manages and optimizes data requests, checks sensors
connectivity, and performs system integrity tests. The
gateway works as a link between sensors and the cloud
server (C), that is usually an industrial platform, in
which data are stored. The transmission is
accomplished through the network (PH). The Remote
Control Station (RCS) (PH) is responsible for
monitoring and requested actions are achieved through
a device (PH). The user can interact with the system
remotely. The transmission of data, beyond the
gateway, requires the adoption of specific
communication protocols in every phase. The
communication protocols among the gatewaynetwork-cloud-RCS is considered as a wider
communication network (C).
Depending on the specific use of sensors, a ZigBee
network can be divided into star and mesh type.
Scenarios with large amounts of data (as is the case
here) require a star network (C) where each sensor can
only interact with the gateway. Adapting the cyberattack, described in section 2.1, based on energy
depletion, would lead to a breach of availability of the
sensors. Figure 1 reveals the structure of the CPS for
SHM, with its cyber-physical assets, which can be
harmed by a DoS attack.
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Figure 1. Structure of CPS for SHM
3.1 Interdependencies between the assets and
impacts of Cyber-Physical attack
The nature of IoT technology amplifies the need for
reliable performance of every component within the
system, independently of their nature. In this case, IoT
technology requires the use of SOs, which are
connected through a wireless network. Therefore, the
exposure of the cyber space is larger than the physical
space since the attack can occur in more devices or
communication protocols and with different ways
including remotely or by physical presence of the
attacker. To clarify the interdependencies between the
components, their contribution in the operation of CPS
should be defined. In this case study, the CPS, is based
on a strictly wireless system. So, every asset is highly
based on the proper transmission of data from the
previous one. Figure 2 presents the connection between
the assets, in our case, based on the type of attack
(physical or cyber). Physical and cyber assets are
included based on the CPS structure, shown in Figure
1. Solid and dash lines/arrows represent the direct and
indirect interdependency based on cyber and physical
attacks. In our case, a DoS attack like the one that is
described in section 2.1, could block the transmission
of data to the gateway and possibly breach the
availability of data, through the network and RCS.
However, physical assets that are vulnerable to natural
hazards are also of major importance. The spatial
variability of the bridge, considering the local site
condition, within a transportation network, makes them
vulnerable to several physical events such as
earthquakes, floods, scour of piers, landslides, etc.
Thus, when the bridge or the network, as physical
assets, are subjected to physical attacks, it could
directly damage the communication network and
indirectly breach the availability of data in the RCS. A
failure in the piers or the deck of the bridge because of
a flood and an earthquake respectively could damage
the sensors or the gateway and disrupt the
communication network since it is mainly based on
wireless communication.
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3.2 Risk assessment framework for Cyber-Physical
attacks on infrastructure

Figure 2. Direct/indirect interdependencies based on
cyber-physical attack
For a bridge structure with WSN system, a DoS attack
could lead to unexpected physical impacts that could
influence the entire system. Moreover, a physical
attack could lead to breach of availability of data by
damaging the communication network. In our case
study the bridge is treated as a CPS. Figure 3 presents
the potential impacts from a combined cyber physical
attack, to the Smart Bridge case study. Specifically, a
cyber-attack could lead to insufficient monitoring of
traffic load. Inaccurate or missing traffic data in a
transport network system could result in physical
impacts such as delayed response or non-prevention in
case of an accident or other incidents e.g. overload of
the bridge. Similarly, a physical attack could lead to a
series of cyber impacts, such as damage of
communication network that will disrupt the operation
of CPS. Furthermore, there will be limited access to
services such as monitoring and detection of events in
a cyber-attack and unavailability of data for an
unspecific period. In combined cyber and physical
attacks, the damaged communication network or
sensors, the unavailability of data and limited access to
services will result in undermeasured structural
integrity of the bridge, as shown in Figure 3. Moreover,
it could result in an increase of downtime in responding
to a physical attack that takes place after the initial
cyber-attack. The delays in the recovery phase, after an
attack or bridge closures, would results in economic
losses.

Figure 3. Impacts of cyber-physical attack

This section presents a framework that estimates the
risk of the CPS, subjected to cyber and physical
attacks. Because of the novelty of the field, a new
procedure should be introduced that extract a combined
risk from both cyber and physical vulnerabilities. The
creation of a table is an initial method to approach the
complexity of the problem. The procedure an
infrastructure operator could follow is starting by
simulating the IoT applications in an infrastructure as
CPS, identifying cyber and physical assets along with
their vulnerabilities and extracting potential impacts
from cyber-physical attacks that could result in the
final combined risk. Therefore, Table 1 presents an
overview of risk assessment of the smart bridge
example previously discussed in this paper. The first
column in Table 1, refers to the IoT technology. In the
smart bridge case study, this is the WSN system for
monitoring the structural condition of the bridge. The
second column in Table 1 describes the nature of the
attack (cyber, physical and combined cyber-physical
attacks). The third column in Table 1 includes the cyber
or physical assets that are exploited due to the referred
types of attack. For example, the bridge structure
consists of the physical beams and piers subjected to
natural hazards, while sensors using the ZigBee
communication protocol are subjected to DoS attacks.
The fourth column in Table 1 lists the vulnerabilities of
the assets. For the case study, the vulnerability of the
cyber asset is that the Zigbee protocol does not check
for the identity of the message sender and it does not
prescribe the creation of blacklists of malicious
senders. An attacker can exploit this gap and deploy the
limited energy resources. For physical assets,
inadequate structural capacity, includes usual
engineering issues such as larger displacements, than
calculated, for the deck along with poor performance
of shear keys subjected to an earthquake, failure of
abutments, piers subjected to floods or cracks in the
deck, that is subjected to a landslide. The fifth column
in Table 1 refers to the impacts of the attacks as
separate or combined events as shown in Figure 3. The
sixth column refers to the calculated cyber risk based
on the CVSS tool, as described in section 2.1. The
factors adopted in the CVSS, contribute to the
estimation of the severity of the examined vulnerability
along with the impact it can have on the violation of the
CIAA security requirements, how easily can the
vulnerability be exploited and the likelihood of an
attacker to cause harm.
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a) The “Adjacent” for the attack vector since the
vulnerability is exploitable across a limited logical
network distance.
b) “Low” for the attack complexity, since the attacker
can exploit the vulnerability at any time
c) “None” for privileges required since it can be an
unauthorized attacker.
d) “None” for user interaction since the attack can be
accomplished without any user interaction.
e) “Changed” for the scope since there are impacts
caused to the system beyond the exploitable
component.
f) “None” for confidentiality since there are not
information are disclosed.
g) “None” for integrity since none of the information
were modified or lost their integrity.
h) “High” for availability since the resource is a
critical component of the system and becomes
completely unavailable after the attack.
The structure of the CVSS tool, allows the user to
combine these variables and calculate the cyber risk
ranking. Resultantly, the risk was calculated as “High”
with a score equal to 7.4. Therefore, for every cyberattack in Table 1, the risk is “High”. In case of the
physical attack and its impacts, the cyber risk is
estimated as “High” as it makes the CPS vulnerable to
cyber-attacks, as shown in figure 2. In Table 1, the

physical risks related to potential casualties such as
non-prevention of accidents or undermeasured
structural integrity are equated as “High”. The risk
related to potential economic losses along with
increase of downtime are indicated as “Medium”. The
rest of the risks that are related to a variety of services
and unavailability of data for a period, are indicated as
“Low” risk. The last column of Table 1 is an estimation
of the overall risk by a cyber-physical attack as a standalone or combined event. The uncertainties of an
individual cyber-attack in an infrastructure or a
combined one with a physical attack, make the
computation of the risk complicated. In the cyberattack scenario, the level of cyber risk (column six in
Table 1) along with the physical impacts (column five
in Table 1), result in a “High” level risk estimation. In
the physical attack scenario, the CPS is vulnerable to
multiple cyber-attacks, that is assigned to “High” cyber
risk (column six in Table 1) and the physical risk is
estimated as “Medium” (column seven in Table 1).
Therefore, the worst-case score is considered and the
option “High” is selected. In the combined scenario,
the level of cyber and physical risk (column six in
Table 1), makes the overall CPS risk estimated as
“High”, as the CPS is highly vulnerable to both attacks.
The risk assessment shown in this paper is bespoke to
the case study shown, however some generic principles
could be extended to other similar case study scenarios.

Table 1. Overall risk assessment framework for CPS
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Conclusions
This paper presents a simplified risk assessment
framework for cyber-physical attacks on a bridge
structure using IoT applications. Because of the
novelty of the IoT technology, an initial overview of
cyber-physical threats to critical transportation
infrastructure, was presented. The results are of interest
for stakeholders in infrastructures. This overview can
be used by operators as a guide to assess the risk and
performance levels of an infrastructure by adapting
different conditions. The innovation of the final table
are the unknown details and terms from computer
engineering field, related to the cyber nature of an
infrastructure, that can be easily used to assess its
overall expected performance along with the gradually
implementation of IoT technology. This paper provides

reliable tools to introduce the cyber space and the
correlation with the physical space. An overall frame
should be introduced that considers cyber and physical
components, as interconnecting parts. Industrial
designing-analysis tools should gradually display the
cyber nature of infrastructure. Moreover, the use of this
framework, requires operators to be familiar with IoT
technology. Stakeholders, in national emergency
services should adopt novel practices in their plans and
countermeasures should be considered for mitigation
of impacts.
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ABSTRACT: The Digitalisation of road networks and the rapid developments in Automated Driving will affect the core activities
that National Road Authorities (NRA’s) undertake, offer new business opportunities and provide them with new and more efficient
ways to achieve goals for road safety, traffic efficiency, the environment and customer service. As a result of Digitalisation, NRA’s
can benefit from new opportunities resulting from data sharing and the improvement of traffic management and asset management
processes. Equally, the extensive data collected can support the safe and efficient use of automated vehicles on their networks. To
assist the NRA’s in this regard and realising the benefits of Digitalisation and Cooperative Automated Driving (CAD), the CEDR*
funded DIRIZON** project’s goal is to support NRA’s in identifying how these developments will affect their operations and
their interaction with other actors. Focusing on a growing technical cooperation between NRA’s, service providers and Original
Equipment Manufacturers (OEMs), this goal is achieved by providing a concept for a technical data-exchange platform with
corresponding business models archetypes for its exploitation through the use of three use cases particularly affected by
Digitalisation and Connected Automated Driving namely; Provision of (High Definition) HD Maps for Automated Mobility;
Distribution of Digital Traffic Regulation and Infrastructure Support Services for CAD. The actors relevant to each use case are
identified as well as their current and future roles/ relationships between them in the short, medium, and long term. Ultimately,
the DIRIZON project provides a practical roadmap for step-by-step development and transition of road operation to digitisation.
Equally, a set of business models for co-financing and operation of a suitable platform for data sharing between public and private
sectors and a suitable standard for a platform at the EU-level are proposed.
(* Conference of European Directorate of Roads; **advanced options for authorities in light of automation and DIgitalisation
hoRIZON 2040)
KEY WORDS: CEDR; Digitalisation; Connected Automated Driving; Asset Management; Data Exchange Platform; Business
Models; Connected Automated Mobility; Digital Traffic Regulation; C-ITS; ITS; ISAD.
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INTRODUCTION

Digitalised data facilitates new activities on road networks
and changes the way these activities are carried out. Data plays
a key role in these activities and enables the Connectivity
needed to improve efficiencies in managing, maintaining, and
operating the road network. Equally Digitalisation, along with
Connectivity, are crucial prerequisites to enable Automated
Driving.
NRAs are already working on Digitalisation and
Connectivity as enablers for improved services of the future,
particularly in respect of Automated Driving. This will affect
the core activities that NRAs carry out, offer new (business)
opportunities and provide new and more efficient ways to
enhance road safety, traffic efficiency, the environment and
customer services. Equally, Digitalisation offers the
opportunity to extend data exchange mechanics via, for
example, cloud services, which will be the basis for the
forthcoming development of connected and Automated
Driving on European roads.
These developments will change the way NRAs interact with
the existing actors but also will lead to new opportunities with
new ones. Fundamentally, the roles and responsibilities of both
NRAs and other relevant actors will change as the transition
occurs to the full Digitalisation of road infrastructure. Equally,
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when considering Automated Driving, cooperation between the
relevant actors will change and the roles and responsibilities
will need to be defined considering the challenges ahead.
However, what exactly are these challenges? What changes are
on the horizon and how can the road authorities deal with these
changes? Where do they need to invest? Where do they need to
start new types of cooperation? It is envisaged that there will
be a growth of C-ITS services in the future and this will
encourage industries such as, for example, the automotive
industries and the communication service providers, to invest
further in these areas. Even though C-ITS services are about to
be deployed based on harmonised specifications, it is important
to note that they are only one element making Automated
Driving a reality. Major elements of the digital and physical
infrastructure, including, among others, data access and data
storage, HD maps and physical landmarks, are not harmonised.
Implemented test systems for Automated Driving vary across
different European countries and as a result, Europe is not
homogeneous in these areas. Equally, heterogeneousness on
automated tests can exist in the same country.
In light of the step-by-step Digitalisation of NRAs’ road
assets, DIRIZON seeks to address these issues and questions.
Through exploring the current and expected status of
Digitalisation and Automated Driving in European countries,
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the project aims to not only take a deeper look at the challenges
faced but also to assess the NRA’s roles and responsibilities
which will be assessed in the context of the three analysed Use
Cases and provide a concept for a technical data-exchange
platform, with corresponding business models for its
exploitation.
2

WORK STRUCTURE
Overview

Realising the project objectives is achieved through a set of
structured Work Packages (WPs), Figure 1.

systems platforms or clouds of different stakeholders have to
be connected in order to maximise the benefit.
WP6 will derive requirements, strategic considerations and
propose business model options for NRAs to exploit a dataexchange platform. Business model scenarios will be
developed for each Use Case that promise additional benefit
through cooperation. The analysis will determine which
business model scenarios score high on compatibility and
consistency, and draw conclusions, providing input to WP7, in
which the implementation of a road map is presented.
3

MAIN FINDINGS
NRA’s and Digitalisation

Figure 1. DIRIZON work package structure
As NRAs move towards Digitalisation of their infrastructure
assets, operations and Automated Driving, it is essential not
only to understand how Digitalisation and Automation will
impact the management of their assets in the future, but also to
understand their current levels of Digitalisation and what is
needed to enable Automated Driving on the existing road
networks, thus providing a baseline from which a seamless
transformational change to Digitalisation and Automated
Driving can take place. As such, the focus of WP2 is to define
Digitalisation and Automated Driving in the context of NRAs’
current and future operations and assess, which assets require
Digitalisation and identify not only the roles and
responsibilities, both technical and regulatory of NRAs, but
also relevant actors. Finally, within WP2, three Use Cases
particularly affected by Digitalisation and Automated Driving
deployment, are proposed based on the output of the literature
review, interviews and a multi-criteria selection process. The
latter received input from the CEDR Connected Automated
Driving (CAD) working group.
Using the Use Cases selected in WP2, WP3 will map the
actors and determine the data issues, data requirements and new
opportunities for each Use Case, analysing the data
requirements, its quality, and potential sources.
WP4 will discuss the different actors’ roles within the Use
Cases and identify the congruent and conflicting views in the
present and future with respect to data exchange.
WP5 will focus on a growing technical cooperation between
NRAs, service providers and OEMs. To define such a dataexchange options platform (or integrated platforms) it is
assumed that appropriate backends e.g. already existing

The objective of this work stream was to understand the
current and expected Level of Digitalisation and Automated
Driving across Europe, allowing gaps to be identified and
recommendations to be made for the step-by-step transition
toward full Digitalisation and Automation of the NRA’s road
networks. To this end, the primary objectives were to;
1. Establish what NRA assets and operations are currently
digitalised, and what Digitalisation is required to facilitate
Automated Driving.
2. Identify fundamental roles and responsibilities of NRA’s
and private actors regarding the Digitalisation of their
assets.
3. Assess the current policies and regulations in place and how
these may be required to change.
4. Identify key areas of operation of NRAs in respect of
Automated Driving and Digitalisation
These objectives were accomplished by conducting an
extensive literature review in combination with a series of
interviews with NRA and road operator representatives. From
the findings of this work, the Use Cases (Section 3.2) were
selected for further assessment in subsequent work streams.
Full details can be found in Tucker et. al. [1]. The main findings
of this work stream include;
Collaboration is a significant barrier which can only be
improved through the NRA’s direct involvement in projects
with other relevant actors. Through collaboration ‘trust’ will be
built between the actors, particularly in relation to data
exchange, sharing and usage;
A holistic approach is required with involvement of all
actors, including but not limited to NRA’s, Governments, third
parties, road operators and other stakeholders;
Testing is a significant prerequisite for the implementation of
C-ITS and even more for Connected Automated Driving;
Disparity in levels of Digitalisation & Connected Automated
Driving across countries is evident (planning, development,
implementation/deployment)
Equally,
other
findings
include
Financial
barriers/uncertainties; Roles and responsibilities unclear;
legal/regulatory issues; public acceptability; Interoperability;
Data issues (privacy, cybersecurity, sharing, quality, ownership
etc.); Skills requirements.
Use Cases and Data Requirements
3.2.1

Overview

In WP3, the use cases selected, as presented in [1], were
expanded by developing a future view of the process flow in

509

Civil Engineering Research in Ireland 2020

each use case and identifying the data requirements and data
quality criteria in providing the use cases. This involves
exploring the use cases of the future in which different Society
of Automotive Engineers (SAE) levels of vehicles use the road,
and the activities of the process flow. The process flow
describes how the service is provided and the roles and
activities that are carried out.
Together with the CEDR and the CAD working group the
following sections briefly describe the use cases selected for
DIRIZON and the data requirements. Full details can be found
in Malone et. al. [2]. It should be noted at this point that the
activities described in Sections 3.4, 3.5 and 3.6 are ongoing and
due for completion in September 2020.
3.2.2

Use Case 1: Provision of High-Definition (HD) Maps
for Automated Mobility

responsibilities and authorisation schemes vary a lot between
countries, states and cities and rules are time-and-place
referenced similar to a digital map. This implies traffic
regulations need to be maintained and encoded electronically
to be machine readable, processed and correctly interpreted by
a receiver.;
The process of creating legislation at different
governmental levels (national, regional and local), creating a
harmonized digital equivalent for traffic regulations (e.g.
normally represented thought physical signs) across Europe.
and the enactment of these regulations are prerequisites but not
part of the operations of distribution of digital traffic
regulations. This use case focuses on how the static and
dynamic regulations are distributed to the users (map providers,
etc.). The process flow is shown in Figure 3.

High-Definition (HD) maps are defined here to be the provision
of detailed mapping in a machine-readable format to support a
CAV’s ability to understand its precise positioning, plan
beyond sensor range, possess contextual awareness of the
environment and local knowledge of the road rules. Hence, HD
Maps can assist automated vehicles to optimize their precise
positioning and control on the road surface and potentially
extend their Operational Design Domain (ODD). The process
flow is shown in Figure 2.

Figure 3. Use Case 2 – Distribution of Digital Traffic
Regulations.

Figure 2. Use Case 1 - HD Maps for Automated Mobility.
At this point in time, there are no publicly available explicit
data quality requirements for data to be used by automated
vehicles. Therefore, the focuses is on providing a framework
for thinking about which data quality criteria are appropriate,
the identification of classes of data, and making initial
suggestions for the data criteria. The initial suggestions are
based on the EU-EIP [3] as a starting point. These criteria need
to be checked with the actors involved. The actors would also
need to establish the responsibilities for checking of the data.
Static data means digitized information about the road and
traffic regulations. These include the road model (geometry,
road width, gradients, and junctions), road classification, lane
model (number of lanes and link attributes), HD localization
model (beacons, landmarks), locations of, for example, tolling
stations.
3.2.3

Use Case 2: Distribution of Digital Traffic
Regulations

Distribution of digital traffic regulation becomes more and
more relevant for Connected and Automated Mobility (as well
as for other areas e.g. smart cities) and is currently being
standardized within CEN/TC 278 WG17. Current legal
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The static and temporary (dynamic) regulations can be
triggered by different sources such as European legislation;
New national and regional framework conditions and current
(pre-defined) situations to react on (e.g. weather-related, traffic
condition related, environmental conditions (e.g. within low
emission zones)). A traffic regulation can be the effectuation of
a traffic ban, traffic restriction or a traffic facilitation (either
route/section-related, vehicles category-related or time-related
or a combination of these). The traffic regulation authorities
define the regulation within their area of competence, whether
it be long-term static regulations or temporary traffic
regulations. The enacted regulations are implemented by the
implementing authorities (Road Operators, administrative
bodies, police, etc.). The implementing authorities notify the
traffic regulation authorities of the implementation. Currently,
first standardisation activities in the light for digital traffic
regulations have started. Therefore, this use case is in a nascent
stage. The data needs will be both static, as listed in Use Case
1 on HD maps, and dynamic. Dynamic regulations include
dynamic speed limits; road, lane and bridge closures; and road
works. The definition of the specific content of the digital
traffic regulation also needs further definition and
standardization, and profiles need to be developed. The profile
will include many of the same data definitions already defined
for C-ITS use cases, for example, road works warnings.
3.2.4

Use Case 3: - Infrastructure Support for CAD

Infrastructure Support for Connected and Cooperative
Automated Driving (ISAD) is digitized information, on top of
the HD map and the digitized traffic regulations, to support
CAV functioning. This core topic covers vehicles in a mixed
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environment, supporting CAVs by extending their ODD and
improving safety, traffic flow and environmental impacts. The
focus within this use case is the infrastructure support services
provided by the road operator. The type of data that CAVs need
to extend their ODD are related to the local traffic situation, by
definition beyond its sensor system scope, like data based on
measurements of other vehicles’ real-time speeds and travel
times, traffic volumes, and detection of incidents and accidents,
on the road segment level and, if possible, at the lane level.
Figure 4 shows the process flow diagram for the
infrastructure support for CAD. Data on traffic, incidents and
accidents and environmental data generated by various sources
(loops, cameras, etc) are collected and made available, either
via the National Access Point and/or the Traffic Management
Centre.

Figure 4: Use Case 3 - Infrastructure support for CAD.
The same data required for HD maps and Distribution of
Digital Traffic Regulations is required for ISAD. At this point
in time, there is no definitive list of data required to provide
ISAD. There are some indications of which type of data is
necessary, on the basis of existing documents and direct contact
with the INFRAMIX project [4], and from the Proof-ofConcept currently being carried out by the Data Task Force [5].
Traffic data includes, for example, traffic volume, speed,
occupancy, and travel times per lane, percentage of automated
vehicles in the traffic stream (in space and time), if possible,
enriched with vehicle sensor data. The concepts in INFRAMIX
require knowledge of SAE-levels. Events or conditions are
primarily safety-related and are covered by the Safety Related
Traffic Information (SRTI). These include temporary slippery
road, animal etc. on the road, unprotected accident area, shortterm road works, reduced visibility, wrong-way driver,
unmanaged blockage of a road, and exceptional weather
conditions. Additional data include location and length of
traffic queues, accidents and incidents, availability of parking
and parking costs, and weather conditions.
3.2.5

Data Categories and Quality Criteria

Sections 3.2.2, 3.2.3 and 3.2.4 provide information on the data
needed in the use cases. The paragraphs below provide a nonexhaustive list of a categorisation of the data needed.
• Static data means digitized information about the road and
traffic regulations. These include the road model, road
classification, location of tolling stations, lane model
including speed limits, access conditions, and other traffic
regulations, the HD localization model (beacons,
landmarks), the locations of, for example, parking spaces
and service areas, charging points, public transport stop,

and delivery areas. Note that HD map providers may
provide the locations of parking spaces etc. in a basic map
or in a premium version, depending on the specific client
group.
• Traffic data includes, for example, traffic volume, speed,
occupancy, and travel times per lane, plus vehicle types and
the SAE level of vehicles.
• Events or conditions are primarily safety-related and are
covered by the SRTI. These include temporary slippery
road, animal etc on the road, unprotected accident area,
short-term road works, reduced visibility, wrong-way
driving, unmanaged blockage of a road, and exceptional
weather conditions. This list can be expanded to include
additional services, like end-of-queue warning.
• Dynamic regulations include dynamic speed limits; road,
lane and bridge closures; and road works.
These four categories place requirements on the data quality
criteria for CAVs, which are provided below as identified in the
literature and through interviews and include;
• Geographical coverage
• Refreshment rate
• Availability
• Timeliness/ Latency
• Location accuracy
• Classification correctness
• Event Coverage
• Variance
• Predictability
• Event coverage
Other Stakeholders Views
The main objectives of this work stream are to challenge the
views of NRAs with the results of other stakeholder groups.
Therefore the aim was to collect views of NRAs and other
stakeholder groups on data needs, data exchange (incl.
prerequisites), roles and responsibilities, security, data
protection, privacy and governance issues in respect of the
three aforementioned Use Cases. These objectives were
achieved by desk top studies and a web-based questionnaire
which provide the basis for the further developments regarding
an exchange platform and the related business models in the
subsequent WPs. The findings of the web questionnaire are
based on quantitative analysis methods and analysed using
suitable statistical methods. The main stakeholders targeted by
the questionnaire were identified as follows;
• Road Operators (public/private)
• Transport authorities (national/regional)
• Communication network providers
• (Digital) Map Providers
• OEMs
• Platforms and Associations
The web questionnaire was divided into seven main sections,
as listed below, and then conclusions are drawn based on the
findings under the following headings.
• General Organisational Information on the respondent;
• Description of the core topic incl. overview, process flow
diagram, storyline;
• Evaluation of activities and actors for each phase in the
process flow;
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• Evaluation and feedback on data and data provision;
• Risks, challenges, opportunities and benefits for the core
topic;
• Overall evaluation of the process flow and storylines as
basis for the reflected process;
• Contact data / request for further information on the project.
The findings from the activities in this work stream will be
published in [6].
Towards a Digital Platform
This workstream focuses on a growing technical
cooperation between NRAs, service providers and OEMs. In
order to make this cooperation efficient in the long term, WP5
will provide different data exchange options depending on the
requirements of each use case by concentrating connected
stakeholder backends (cloud-to-cloud services) and elaborating
the necessary key requirements.
Appropriate services would pave the way for providing data
services directly into vehicles, mobile devices or aftermarket
devices used inside vehicles and, vice versa, providing sensordata back to the connected backends. Assuming that such
cooperating backends in combination with an appropriate
business model in the sense of a joint venture (shared costs
principle) will maximise benefits, WP5 will examine the
technical aspects of such a collaboration with regard to the
evolvement over the time (short-, mid-, long-term).
WP5 starts with the thesis that any type of future connected
automated driving scenario will generate a need for substantial
improvements in data exchange between road authority
backend systems, service provider backends and OEM
backends (cloud-to-cloud services). The work is split up in 3
tasks:
Task 1: Analysis of results from previous work streams, with
the requirements of the use cases being derived in terms of the
content to be exchanged (e.g. safety related data, map data,
traffic data, traffic management); Appropriate existing
standards for data-exchange and required new standardisation;
Data ownership; IT security; Privacy and availability
requirements (Service Level Agreements)
Task 2: Development of data exchange options, using
existing data exchange concepts (e.g. existing national access
points or existing platforms in other domains. The architectural
concept will reflect the setup of road authority backend and the
connection to service provider backends and OEM backends on
a European level. The data exchange options will be elaborated
considering the evolvement over the time (short-, mid-, longterm). The cooperation as such depends strongly on the
business models identified in WP 6 and the benefits for the
stakeholder.
Task 3: Validation of the data exchange options together with
NRAs and additional stakeholders.
Any future Cooperative Connected and Automated Mobility
(CCAM) scenario will generate a need for substantial
improvements in data exchange between backends of road
authorities, service providers & OEM backends (cloud-tocloud services). Appropriate services would pave the way for
providing data services directly into vehicles, mobile devices
or aftermarket devices used inside vehicles and, vice versa,
providing sensor-data back to the connected backends.
Potential cooperation models between NRAs, service providers
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and OEMs like the proof of concept signed on the ITS Europe
Congress or further developments regarding National Access
Points will be assessed.
For these reasons, different data exchange options will be
provided according to the use case requirements instead of
creating a concept for a single and unified platform for all
NRAs. In order to provide these data exchange options and
requirements, the current focus of the methodology is on:
• Checking developments and transferable, decentralized
platform concepts like e.g. the International Data Space.
• Definition/Selection of a Meta Model for data-exchange.
• Definition of a potential platform independent dataexchange concept.
• Derivation of data-exchange requirements and related dataexchange options.
In order to enable seamless and interoperable exchange of
traffic and travel data between NRAs, service providers and
OEMs, an approach is also needed which allows the
implementation of the data exchange options in the NRA
specific platforms. For this approach, the Platform Independent
Model, developed within the DATEX II specifications, can be
used and further developed based on the requirements agreed
with the NRAs. The findings from the activities in this work
stream will be published in [7].
Exploration of Business Models
The purpose of this work stream is to identify the roles and
business models that drive the exploitation of the proposed
technology platform.
Digital services in any future CCAM scenario will be created
and delivered by an ecosystem of international and national,
governmental and commercial, small and large service
providers using in-car, mobile or aftermarket devices. The dataexchange platform and its governance must ensure that these
service providers are optimally facilitated in the creation and
proper functioning of these services is, e.g. by providing added
value elements, e.g. by enriching services, toolkits, good
governance and consistent access in all countries.
From the perspective of the service providers, whose use
determines the value of the data-exchange, a “google”-like
platform that is available everywhere for building their services
on top of would be ideal but some questions remain, i.e. how is
this realised decentrally, and under which governance and
conditions?
The findings from the activities in this work stream will be
published in [8] but currently work is focusing on the current
developments and transferable, decentralized platform
concepts like the International Data Space. Equally, the
potential governance models between NRAs among
themselves and, service providers and OEMs is being
considered. Ultimately it is envisaged that the business models
will be based on a Collaborative network framework, Figure 5.
However, the agreement on a uniform architecture for the
exchange of traffic data between NRAs, service providers and
OEMs seems rather unlikely. The further investigations in the
context of data exchange must take up the heterogeneity of the
national system landscapes and examine various options for a
more individually organised data exchange between the
stakeholders. Governance, security mechanisms (e.g.
authenticity of the data source) and technical design options are
expected to play a major role.
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stakeholders, etc.) and necessary framework conditions
(policy, governance) into account.
4

Figure 5: Collaborative Network
In relation to business models for the NRA, the data-exchange
platform is also affected by the various opinions. However, the
‘common’ opinion can be summarized as NRAs are willing to
take a leading, initiating role in the ecosystem and see as clear,
yet specific and unique role for themselves in content
aggregation. Dealing with the ecosystem and expected data
change would require medium governance. The NRAs
currently do not see the necessity to present themselves as a
single seamless platform. Stimulating service innovation on the
platform is seen as public responsibility, yet not exclusive to
the NRAs. This seems to point in a direction where the data
access for service providers is arranged not only on a national
but internationally coordinated level. It will not pursue a ‘onestop shop’ strategy. NRAs will create some NRA
specific/unique data driven services on top of these platforms.
NRAs will participate in international governance bodies and
pro-actively set these up, if needed. Yet such governance body
will probably be focused on consensus rather than decisive
power.
Step by step transition towards full digitalisation of the
road network
This workstream focuses on analysing the outcomes of
previous workstreams and developing a roadmap for a step by
step transition towards full Digitalisation of the road network,
elaborating on a sequence of actions/measures, ensuring a
proper sequence from a technical, as well as process point of
view. Additionally, the use-cases will be analysed to identify
recurring patterns, based on abstractions and generalizations.
Such recurring patterns will help to identify areas where faster
action is needed to achieve even bigger goals as synergies with
other actions could be used.
Consolidating the collected material is key to enable an
analysis of the Use Cases in detail and to separate them into
sequences (short-, medium- and long-term). A comparison of
the single sequences of the use cases will be done to identify
synergies. Together with the model on the digital platform a
comprehensive picture of the short-, medium- and long-term
actions for NRAs will be produced.
This consolidated picture will form the basis to make
recommendations not only on actions needed for NRAs, but
especially also for external stakeholders. The final report [9]
will not only describe the single steps in technical terms, but
especially take the surrounding environment (other

CONCLUSIONS

This paper presents the activities being undertaken in the
DIRIZON project to develop a practical roadmap for the NRAs
to enable a step-by-step transition of road operation to
digitisation. This is achieved by providing a concept for a
technical data-exchange platform with dedicated business
models for its exploitation through the use of three use cases
namely; Provision of (High Definition) HD Maps for
Automated Mobility; Distribution of Digital Traffic Regulation
and Infrastructure Support Services for CAD. The actors
relevant to each use case are identified as well as their current
and future roles/ relationships between them in the short,
medium, and long term.
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Typical Travellers –Applying the European SEGMENT Model to Irish transport use
Claire Rountree, Eileen O’Connell
Interactions Research, Unit 2 Beech Court, Kilcoole, Co. Wicklow

1

INTRODUCTION

This paper will present the original SEGMENT methodology and the 7 segments arrived at, along with the methodology and
findings from the application of the SEGMENT model in Ireland over 2016, 2017, 2018 and 2019.
The 2010-2013 SEGMENT Project was a 3 year IEE STEER funded project, run across 7 European cities, to test the use of
consumer market segmentation techniques in persuading people to change their travel behaviour and adopt more energy efficient
forms of transport.
SEGMENT’s objective was to build capacity to implement behaviour change campaigns across Europe via the use of an
attitudinal (versus purely behavioural or demographic) segmentation approach.
Consumers were targeted at life change moments, such as having recently moved to a new area, such that habitual behaviours
were destabilised. Trigger life change moments were used as this might cause them to question and reconsider their travel habits.
These consumers were clustered (through the use of detailed questionnaires) into relatively homogenous attitudinal groups (in
terms of their attitudes towards car use, cycling, public transport, and wider issues such as climate change and health etc.).
KMeans segmentation arrived at 2 separate segmentations (split by driving behaviour - 3 x non-drivers, 5 x drivers) which, when
combined, cover the full universe of transport users.
The segments are distinguished by their attachment and favourability to driving, self-identification with alternative travel modes
and motivations for fitness and environmental protection.
Figure 2 maps across the 8 segments in terms of both current driving behaviour on the x axis, and attitudes / future intentions on
the y axis.

Figure 2: Segments mapped by current driving behaviour and attitudes to driving
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The same attitudinal segments were found exist in all cities, though in different percentages. Each city can be seen to have its own
distinct ‘personality’ in terms of segments distribution.
METHODOLOGY
Segment Project
7 Partner cities were involved: Hounslow (UK), Athens (EL), Almada (PT), Sofia (BG), Utrecht (NL), Gdynia (PL), Munich (DE).
6 cities tested the segmented marketing approach, and whether the approach can be successful using limited market data.
The SEGMENT methodology used a large number of survey variables to develop the final eight attitudinal segments. A single
questionnaire was developed and translated across the 7 partner cities. Each city asked the same questions, and space was allowed
to add unique additional questions in each city also.
Participants were targeted on accessing public services and asked to fill out a paper questionnaire, for example, in the UK,
participants were recruited through having accessed healthcare services in Hounslow, London.
Golden Questions
Within the total set of questions/ statements, some were found to provide answers which are more helpful in defining which
segment the respondent should belong to.
Discriminant analysis was conducted to identify these ‘golden questions’ so they could be used in questionnaires or online
surveys to help other organisations to conduct similar work. Key questions/statements were developed for car owners and nondrivers, with a number of questions/statements common to both groups. These are shown in Table 1 below.
GOLDEN QUESTIONS FOR BOTH CAR OWNERS AND NON-CAR OWNERS
1. I am not the kind of person who rides a bicycle
2. I feel I should cycle more to keep fit
3. I find cycling stressful
4. Cycling can be the quickest way to travel around
5. I like travelling by bicycle
6. I am not the kind of person who likes to walk a lot
7. I feel I should walk more to keep fit
8. I like travelling on foot
9. I am not the kind of person to use the bus
10. In general, I would rather cycle than use the bus
11. I feel a moral obligation to reduce carbon emissions
12. People should be allowed to use their cars as much as they like
GOLDEN QUESTIONS FOR CAR OWNERS
1. For most journeys, I would rather use the car than any other form of transport
2. I like to drive just for the fun of it
3. I am not interested in reducing my car use
4. Driving gives me a way to express myself
GOLDEN QUESTIONS FOR NON-CAR OWNERS
1. How likely are you to drive in the next 12 months
Table 1: Golden Questions
SEGMENTS in Ireland
Since 2016 Interactions has conducted a series of nationally representative
surveys in Ireland that applied the European Travel Segments 'golden
questions'. We now have a dataset of over 6,000 segmentation interviews
conducted in ROI over 2016, 2017, 2018, and 2019. We also carried out our
first segments analysis in NI in 2020.
For the purposes of this paper, the sample analysed comprises of four discrete
waves of research (outlined below in Table 3), yielding a total sample of 5,465
completed interviews.
Figure 1: Nationally representative quotas applied
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Research is carried out online, with samples provided by independent panel providers. We set quotas based on age, gender, social
class and region to ensure that our samples are relatively aligned demographically with the population at large as at Census 2016.
2

RESULTS
Segments & Profiles

8 segments were identified across the 7 cities as shown in Table 2.
DRIVERS
Active Aspirers
Practical Travellers
Malcontent Motorists
Devoted Drivers
Image Improvers

NON-DRIVERS
Public Transport Dependents
Car Contemplators
Car Free Choosers

Table 2 Segments Identified
European Profiles
All of the segments was found to exist across each of the European cities that took part in the original study. However, each city
presents with its own distinct segments profile, in accordance with its structure and culture – see Figure 3 below.
• Active Aspirers are in greatest evidence in Munich (30%)
• Both London and Utrecht register high proportions of Active Aspirers (both 21% of total).
• Utrecht has by far the greatest numbers of Practical Trekkers (39%).
• 2 in 3 transport users in Gdynia fall into the High Driving behaviour section (Figure 2 above) comprised of Devoted
Drivers, Image Improvers, and Malconted Motorists.
• Athens has the highest number of non-drivers, at almost half (47%) of the total sample.

Figure 3: Segments fall-out across Europe

516

Civil Engineering Research in Ireland 2020

Segments in Ireland
In Ireland, the high mileage driving segments can be seen to dominate the sample – almost 3 in 4 (72%) of the sample surveyed
sit within the Devoted Driver, Image Improver, Malcontent Motorist high driving trio. Furthermore another 1 in 12 (8%) dream
of starting to drive. The more preferable segments, from a multi-modal, sustainability point of view (Active Aspirers, Practical
Treckers, PT Dependents, and Car Free Choosers) are more sparse on the ground in ROI.
This suggests a significant task for behaviour change, however, analysis identified favourable lever points amongst the Image
Improver and Car Contemplator segments, for example attitudes to living an energy saving lifestyle as part of a meaningful life,
interest in electronic vehicles.

Table 3 – Dataset by research wave and total sample

Figure 4: Segments Fall-out Chart in ROI (Total sample, 2016-2019 combined)

Table 5: Demographics analysis x Segments in Ireland (all sample 2016-2019 combined)
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Table 6: Claimed Annual Kilometers driven (average x each driver segment) – ROI 2019

Figure 5: Example of Segment discrete attitudinal profiles – attitudes to road space – ROI, 2017

Figure 6: Example of Segment discrete attitudinal profiles – living a meaningful life – ROI, 2017
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Figure 7: Example of Segment discrete attitudinal profiles interest in electronic vehicles – ROI, 2017
3

CONCLUSION

Segmentation helps to define more precise target audiences for sustainable behaviour change. The use of segmentation gives
insights into how cohorts respond differently to different messaging for more effective campaigns.
Having a defined set of psychologically meaningful segments gives programme designers a practical toolkit for targeted campaigns
and a tool for measuring the success of campaigns over time as transport users attitudes and behaviours develop and move along
the stages of change.
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The purpose of the study presented in this paper is to
introduce an integrated framework for traffic flow simulation
in road networks, which is based on a coupling of a continuum
model of traffic flow e.g. [14], [16] with the ANN approach
e.g. [17], [18]. The proposed framework aims to offer an
alternative traffic flow modeling approach, which takes
advantages of both continuum traffic modeling, and the ANN
approach. The core idea is to use the ANN approach to
estimate traffic volume at some specific locations on
highways, in particular at the entry(ies) and exit(s) of
intersections, while traffic dynamics along sections of
highways is modeled using a continuum type model. As such,
the ANN approach enables a dynamic routing procedure for
traffic flow assignment at junctions while the continuum
model guarantees the conservation of the number of vehicles
as well as the correct propagation of irregularities along
sections of highways.

INTRODUCTION

Due to the rapid growth of traffic density, road traffic will
continue to be a major social and economic problem.
However, because of a wide range of constraints such as
physical space, financial resources, environmental concerns,
the traditional approach, which consists of expanding
infrastructures of highways, has proven to be no longer viable.
Currently, one of the most promising alternatives to ease
traffic conditions on highways consists of an optimal
utilization of the existing highways’ infrastructures via
Intelligent Transport Systems (ITSs). The effectiveness of an
ITSs, in improving traffic conditions on highways depends
highly upon the efficiency of its operational model. Accurate
and timely forecasting of traffic volume is an essential aspect
for an effective management of traffic congestion via ITSs.
Most of the current research activity in the area of ITSs
management focuses on traffic flow forecasting models based
essentially on historical observations including statistical
models e.g. [19] and Artificial Intelligence models such as
Bayesian networks e.g. [20], artificial neural networks e.g.
[22], [23], [26], etc. Due to their ability to capture the
stochastic and complex nonlinearity of time series as well as
their ability to run in a parallel computing environment, ANN
prediction models have shown a considerable potential for use
in ITS applications, where real-time control is essential in
improving the capacity of transportation systems.
However, like most traffic forecasting models based on
historical observations, the ANN approach is suitable for
estimating the traffic flow-rate at a location, in a road network,
where historical observations are available. Generally, traffic
flow data are collected by means of inductive loops and these
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can only be installed locally. Therefore, a very close mesh is
required in order to capture traffic dynamics along sections of
highways. Due to the higher cost of installation and
maintenance of inductive loops, it would be cost-effective to
install them only at some specific areas in the road network,
e.g. around intersections, and then use an appropriate method
to derive the traffic states in the non-equipped areas, i.e. along
sections of highways. Thanks to their ability to reproduce and
capture appropriately the space-time nonlinear features of
traffic flow, continuum models of traffic flow based on
conservation laws appear to be a natural way to model traffic
flow along sections of highways, and therefore they offer
some alternatives to address the aforementioned difficulties
inherent to the use of forecasting methods based on historical
observations including the ANN approach.

Abstract- This paper introduces an integrated framework which
combines the artificial neural networks approach with a
continuum type model of traffic flow in order to simulate
effectively vehicular traffic flow dynamics in road networks. A
such framework aims to improve the predictive performance of
traditional models of traffic flow, thus providing a support for a
more effective traffic management so as to enhance the
operational efficiency and capacity of transportation systems.
The key advantage of the proposed framework, compared to
classical models in the literature, is its ability not only to
reproduce traffic dynamics along road sections but also to take
into account the complex patterns of traffic flow around intersections. Furthermore, the proposed framework provides a
trade-off between accuracy and computational complexity;
hence it complies with real-time computational requirements
for Intelligent Transportation Systems.
Keywords- Macroscopic Model; Traffic Flow; Artificial
Neural Network; Real-time

I.

*2

The remaining part of the paper is structured as follows.
Section 2 is dedicated to a brief overview of macroscopic
modeling of traffic flow – the discussion will be limited to the
continuum model introduced by Lighthill, Whitham and
Richards [14], [16] which will be used in this study – as well
as the application of the ANN approach in traffic flow
forecasting. Section 3 introduces the proposed framework, its
operational structure as some numerical simulations, which
highlight some its interesting features and its potential for realtime applications. Finally, Section 4 concludes the paper and
discusses future works.
II.

MACROSCOPIC MODELLING OF TRAFFIC FLOW

This section is dedicated to a brief presentation of the models,
to be used in this study, namely the continuum model
introduced in [14], [16] and the ANN approach.
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series, due to their ability to map highly nonlinear inputoutput. Furthermore, when properly trained, ANN are
relatively insensitive to missing data which is a valuable asset
in traffic flow prediction since inductive loops are susceptible
to transmission errors and mechanical failure.
The typical use of the ANN approach in the fields of traffic
flow-rate forecasting is the estimation of traffic flow-rate
around intersections. For this aim, a multi-layer neural
network consisting of three connected layers (the input layer,
the hidden layer(s), and the output layer) is usually
considered, see Fig. 1. The dimension of the experimental
data as well as the geometry of the intersection under
consideration determine the number of neurons, in the input
and the output layers.
The feed-forward back-propagation algorithm, which has
proven its good self-learning ability in the vast majority of
transport applications see e.g. [6], is commonly used to train
the artificial neural network. Since traffic flow is a process
which possesses a saturation characteristic, logistic (or
sigmoid) function, hyperbolic tangent function or Gaussian
function are widely used as transfer function between the
input layer and the hidden layer, and between hidden layers
if there is more than one. On the other hand, a linear function
is generally used as transfer function between the hidden
layer and the output layer.

A. Continuum Modelling of Traffic Flow
Based on hydrodynamic analogy, continuum models of
traffic flow describe traffic flow in terms of fluid behavior.
This point of view is more concerned with the overall average
behavior of traffic flow rather than the interactions between
individual vehicles; thereby it involves macroscopic
variables such as the average traffic density, the average
velocity and the traffic flow-rate. Continuum models of
traffic flow, e.g. [14], [16], [1], [12], are governed by mass
conservation equations which are either derived from carfollowing models e.g. [7], [9], or based on perturbations of
the isentropic gas dynamics models. The first macroscopic
model of vehicular traffic flow was introduced in the fifties,
independently, by Lighthill and Whitham [14] and Richards
[16]. This model, which is commonly referred to as the LWR
model, consists of the following single continuity equation:

where ρ = ρ(x, t) and v = v(x, t) denote the average density
and the average velocity of cars, respectively at location x and
time t, whereas q(x, t) = ρ(x, t)v(x, t) denotes the traffic flowrate. However, since equation (1) involves simultaneously
two variables ρ and v, therefore a suitable closure relation
which for example expresses the flow-rate q as a function of
the density ρ is required in order to complete the model. A
such closure relation is generally obtained by reproducing the
typical behaviour of the experimentally observed flowdensity relationship, through which the flow-rate q can be
expressed as a function of the density ρ, i.e. q = f(ρ). This
flow-density relationship is often referred to as the
fundamental diagram. Let ρmax denote the maximum
density of vehicles allowed along a road section (e.g. when
cars are parked bumper to bumper). Generally, the function
f(ρ) is required to be: monotonically increasing from ρ = 0 up
to a certain density value σ ∈ (0, ρmax), monotonically

Fig. 1 Structure of an artificial neural network

decreasing for ρ ∈ [σ, ρmax], and concave with a unique
maximum point ρ = σ. The elementary flow-density
relationship used in the LWR model is given
by:
.

III. TRAFFIC FLOW SIMULATION IN ROAD NETWORKS: AN
INTEGRATED FRAMEWORK

Over the past few decades, extensive investigations have
been dedicated to macroscopic modelling of traffic flow in
road networks, and most of the studies were developed along
the following two lines: either the study is based exclusively
on a continuum modelling approach e.g. [11], [2], [13], [10],
or the study uses approaches based on historical observations
e.g. [6], [19], [20], [22], [23], [26]. Continuum traffic models
are known to be computationally powerful for traffic flow
simulation in crowded road networks. However, the major
limitation of these models lies in their inability to rigorously
describe traffic dynamics at intersections. Therefore, they are
unable to capture traffic features at these specific areas of road
networks. On the other hand, traffic flow forecasting methods,
such as ANN approach, are appropriate for traffic flow-rate
estimation around intersections taking advantage of historical
data collected via installed inductive loops. Although time lag
functions are often used to define which neighboring links
have an effect on the traffic characteristics of other links, these
functions do not enable the modeling and visualization of
traffic flow dynamics along road sections. Therefore, the

The parameter vmax(> 0) denotes the maximum average
velocity, which may be observed by vehicles on an almost
empty road (e.g. the maximum speed limit on a road section).
B. Artificial Neural Networks in Traffic Flow Forecasting
Current research efforts in ITS arena are dominated by traffic
flow-rate forecasting methods. Recent research works, e.g.
[21], [22], [23], [26], [24], [3], in the field of traffic flow- rate
forecasting, have shown that the ANN approach overperform some traditional prediction methods, such as
statistical models which assume stationarity of the time
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major deficiency of traffic flow forecasting models is their
inability to provide a full description of traffic dynamics along
road sections.
In order to capture effectively traffic dynamics in a road
network, a traffic flow model must be capable of taking into
account the nonlinear traffic dynamics along road sections as
well as the complex interactions between flow patterns around
intersections. Since the ANN approach is not suitable for
modeling traffic dynamics along road sections whereas
continuum type models fail to capture the stochastic features
of traffic patterns at intersections, the main focus of this study
is to develop an integrated framework for traffic flow
simulation which will make use of the complementary
features of the aforementioned models while alleviating their
limitations. The key idea is to combine the two types of model
in such a way that the ANN approach enables a dynamic
routing procedure for traffic flow assignment at junctions
while the correct propagation of irregularities along road
sections and the conservation of the number of vehicles are
ensured by the LWR model.

Fig. 2 Flow chart of the operational structure of the proposed integrated
framework

A. Coupling the LWR Model with the ANN Approach

B. Features of the Proposed Integrated Framework

The proposed integrated framework, which couples the LWR
model with the ANN model, is both simple and relevant, and
operates as follows: Traffic flow dynamics along road
sections is described using the LWR continuum model. The
boundary traffic conditions, on each incoming road to a
junction, given by the continuum model are used to determine
the flow-rates, which serve as inputs for the ANN associated
with the junction. The traffic flow on each outgoing road
from the junction is given by the outputs of the ANN
associated with the corresponding junction. The forecasted
flow-rates (i.e. the outputs of the ANN) are used to determine
traffic conditions downstream the junction, which will then
serve to update the boundary conditions for the continuum
model, and the process is repeated throughout the road
network.

In order to perform an effective simulation of traffic flow in
road networks, it is important to consider the completeness of
the model in terms of accuracy in traffic flow-rate estimation,
in particular at intersections, as well as computational
efficiency. The proposed framework provides a complete
description of traffic dynamics in a road network while
maintaining both accuracy and computational efficiency.
Furthermore, since these two aspects are typically at odds
with each other, neither continuum models nor traffic
forecasting methods, used separately enables to model
effectively traffic dynamics in road networks. The study in
this paper establishes a framework, which enables to
reconcile these two conflicting aspects through an
appropriate coupling of a continuum type model – the LWR
model - with a traffic flow forecasting method - the ANN
approach.

More precisely, the algorithm of the integrated framework
can be summarized as follows.
• Step 1: Initialization. Train the ANN using traffic
data collected from induction loops installed around
the intersections, and set the initial and boundary
traffic conditions in the road network.
• Step 2: Traffic simulation along road sections.
Simulate traffic flow dynamics and update traffic
states along road sections using the LWR model.
• Step 3: Flow-rates forecasting at intersections. Use
the boundary traffic flow dynamics provided by the
LWR model around intersection as input for the
ANN model to forecast the traffic flow rate passing
through the junction.
• Step 4: Updating boundary conditions. Use the
forecasted traffic flow-rates in Step 3 as boundary
conditions for the LWR model. And then go to Step
2.

The key features of the proposed integrated framework,
compared to existing models in the literature, e.g. [2], [11],
[15], [3], [22], [13], [20], [21], [26], [6], [19], include not only
its predictive performance but also its ability to handle large
crowded road networks as well as its suitability for real-time
applications. In order to be used in real-time, a model for
traffic simulation in road networks must be able to run
continuously and accommodate with missing data. Therefore,
the model needs not only to be robust to the volatile and
sometimes missing traffic flow data but also to be
computationally powerful enough to produce output in realtime continuously, and the coupling of the LWR model with
the ANN model complies with these real-time application
requirements.
C. Implementation of the Integrated Framework: A Case
Study
In this section, some numerical simulations have been
carried out to illustrate the proposed framework on a case
study. The studied area is a part of East Anglia (England, UK)

The operational architecture of the proposed framework is
structured as shown in Figure 2.
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road network – see the surrounded area in Fig.3 – which
consists of the following highways: A12-A120, A120, A12
and A14. In this study, only a unidirectional traffic flow is
considered on each highway due to the lack of available data
to train the ANNs associated with the junctions; however, the
proposed framework can effectively handled the case of
bidirectional traffic. Therefore, as shown in Fig.3, the studied
area consists of two consecutive junctions: Junction A12A120/A120→A12 (a join junction) and Junction A12→A14North/A14-South (a fork junction).

The ANN associated with the join junction consists of two
nodes in the input layer and one node in the output layer,
whereas the ANN associated with the fork junction has one
node in the input layer and two nodes in the output layer.
Inputs to ANNs are flow-rates corresponding to traffic states
at the vicinity of the junction on each incoming highway at
each time period while outputs of the ANNs correspond to the
forecasted flow-rate in the vicinity of the junction on each
outgoing highway.
The locations of the sites, where flow-rate data were
collected, are indicated with some diamonds in Fig. 3. From
these sites, matching databases of three months of aggregate
fifteen minutes traffic flow-rates were assembled from May
1st to June 29th (2009), resulting in a database of 5760
observations. These flow-rate data sets are used to train the
ANN associated with each junction. In order to highlight the
accuracy of the ANN approach, inflow data on A12-A120 and
A120 (Fig.4) are used to predict outflow on A12 at the join
junction (Fig.4). The obtained results are shown in Fig.5.

Fig. 3 Case study – East Anglia, England UK-: Only unidirectional traffic
flow is considered on each road. The diamond on each highway around the
junctions denotes the site where flow-rate data were collected

Traffic flow dynamics along road sections is described
using the LWR model with the following parameters’ values:
vmax = 90km per hour and ρmax = 140 vehicles per km. It is
well known, in conservation laws theory, that solutions to
equations of type (1)-(3) may develop discontinuities in finite
time, see e.g. [5]. Therefore, numerical methods based on
Riemann solvers are often used to approximate solutions to
the LWR model. In this study, the Godunov scheme [8] will
be used to approximate solutions to the model (1)-(3). Let’s
introduce some grid points in space (xj =j∆x, where j is an
integer) and in time (tn =n∆t, where n is a positive integer)
with (∆x, ∆t) → (0, 0) and ∆t/∆x=constant such that:

Fig. 4 Test sets: Inflows on A12-A120 and A120, and outflow on A12 at
the join junction

Then the Godunov discretization of the LWR model (1)(3) writes:

where ρkl = ρ(xk , tl ) and Φ(·, ·) is the Godunov numerical
flux function.
In order to estimate traffic flow-rates at intersections,
ANNs are constructed using flow-rate data collected by means
of inductive loops installed on highways in the vicinity of
intersections. For sake of simplicity, ANNs with one hidden
layer are associated to intersections. To extract characteristics
of the data set, the learning was achieved using a backpropagation algorithm with a sigmoid transfer function
between the input and the hidden layer:

Fig. 5 Predicted outflow on A12 using the trained ANN and observed
outflow on A12, at the join junction

Initially all the highways are assumed to be empty and the
numerical simulation of the proposed framework has been
performed for 300 units of time (where a time unit is
equivalent to 15 minutes). Using the inflows on A12-A120
and A120 (at about 30km upstream the join junction) shown
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in Fig.6, the results depicted in Fig.7, Fig.8 and Fig.9 have
been obtained using the integrated framework. In Fig.7, the
flow-rates on each highway in the vicinity of the join junction
are shown whereas Fig.8 shows the flow-rates on each
highway in the vicinity of the fork junction. The outflows on
A14-North and A14-South (at about 20km downstream the
fork junction) are depicted in Fig.9.

Fig. 9 Outflow rates on A14-North and A14-South at about 20km
downstream the fork junction

Fig.10-14 show the traffic density on each highway
throughout the simulation time: Fig.10 presents the contour
plot of the traffic density along a section of 30km on A12A120 upstream the join junction; Fig.11 shows the contour
plot of the traffic density along a section of 30km on A120
upstream the join junction; Fig.12 shows the contour plot of
the traffic density along A12 between the join and the fork
junction (length of the section 40km); Fig.13 presents the
contour plot of the traffic density along a section of 20km on
A14-North downstream the fork junction; and Fig.14 shows
the contour plot of the traffic density along a section of 20km
on A14-South downstream the fork junction.

Fig. 6 Inflow rates on A12-A120 and A120 at about 30km upstream the
join junction

D. Discussion of the Results
The numerical results obtained with the proposed framework,
summarized in Fig.7-14, highlight some traffic patterns,
which could not be observed when using either a continuum
type model or an ANN model separately.
For instance, as shown by simulation results in Fig.10 and
Fig.11, the spatial-temporal approach which is commonly
used, in short-term traffic flow forecasting models, e.g. [4],
[23], to define how traffic flows are related in the temporal
and spatial dimension is only valid in certain traffic
conditions. Indeed, a such approach is valid when the traffic
is very light (see Fig.13 and Fig.14) whereas for dense traffic
the dynamics may evolve drastically along a road section (see
Fig.10, Fig.11 and Fig.12) so that the spatial effect cannot be
treated in a predetermined way.
.
On the one hand, although continuum type models enable to
reproduce traffic dynamics along road section regardless of
the traffic condition, their utilization to model intersections is
based on the maximization of the total throughput at a
junction which generally smooth out traffic flow patterns at
intersections and does not allow to observe traffic dynamics
around intersections such as those observed in Fig.12 on
highway A-12 just before the fork junction. In particular,
these patterns could be caused by the maneuvers of drivers
who are trying to change lane when approaching the fork
junction: although the continuum model used in this study is
a one lane model, the use of the ANN approach at the
intersections enables to capture such traffic patterns.
On the other hand, the model exhibits the dynamics of some
traffic patterns along road sections and enables a full view of
these dynamics (see Fig.10-14), which could not be observed

Fig. 7 Inflow rates on A12-A120 and A120 and the outflow rate on A12
around the join junction

Fig. 8 Inflow rate on A12 and outflow rates on A14-North and A14-South
around the fork junction
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using only the ANN approach; furthermore, the model
captures traffic patterns around intersections whereas these
are generally smoothed out when using only a continuum
type model.
Overall, the proposed framework is capable of providing an
effective short-term prediction of traffic flow downstream
intersections as well as an overview of traffic conditions
along road sections.

Fig. 13 Traffic density along a section of 20km on the highway A14-North
downstream of the fork junction

Fig. 10 Traffic density along a section of 30km on the highway A12-A120
upstream of the join junction

Fig 14 Traffic density along a section of 20km on the highway A14-South
downstream of the fork junction

Figures 15 to 19 below present some long-run numerical
simulations for the case-study area described in Fig.3, but
now the time unit is 1 hour. An additional important feature
of the proposed approach is its robustness. Indeed, even with
hourly flow data, the model still captures traffic patterns
observed previously in Figures 10 to 12, when using shortterm flow data (i.e. 15 minutes flow data).
Fig. 11 Traffic density along a section of 30km on the highway A120
upstream of the join junction

Fig. 15 Inflow rates on A12-A120 and A120 at about 30km upstream the
join junction (hourly flow data)
Fig. 12 Traffic density along a section of 40km on the highway A12
downstream of the join junction
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Fig. 16 Outflow rates on A14-North and A14-South at about 20km
downstream the fork junction (hourly flow data)

Fig. 19 Traffic density along a section of 30km on the highway A12
downstream of the join junction (hourly flow data)

IV. CONCLUSIONS
This paper introduced an integrated framework for traffic
simulation, which enables to capture effectively traffic flow
dynamics in road networks. The proposed framework is
based on a coupling of the LWR continuum model of traffic
flow with the ANN approach: the core idea is to introduce
dynamic routing procedure for traffic flow assignment at
junctions through the ANN model while the LWR continuum
model guarantees the conservation of the number of vehicles
as well as the correct propagation of irregularities along road
sections. The promising features of a such integrated
framework, compared to the traditional models in the
literature, includes its ability to reproduce traffic flow
dynamics in a road networks by taking into account the
stochasticity of traffic flow patterns around intersections as
well as its suitability for real-time applications.
Computational results from numerical experiments confirm
the ability of a such integrated framework to capture
effectively traffic flow dynamics in road networks.

Fig. 17 Traffic density along a section of 30km on the highway A12-A120
upstream of the join junction (hourly flow data)

Future extensions of the proposed framework could include
the use of alternative continuum models such as higher order
models e.g. [1], [12] or multi-class models e.g. [25], [10] as
well as the introduction of additional parameters, into the
ANN model, such as weather conditions, incident data,
ongoing and planned road works.
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Fig. 18 Traffic density along a section of 30km on the highway A120
upstream of the join junction (hourly flow data)
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ABSTRACT: Women and men have different needs, constraints and expectations when using transport. Without understanding
women’s travel patterns, key decisions in planning and policy are made in the absence of sufficient information. TII recognises
the need to understand women’s mobility needs in order to better influence modal shift and support a more equitable climate
transition. As part of TII’s broader sustainability and decarbonisation agenda, this study was commissioned to help influence
future transport policy and design in Ireland. This study seeks to understand the realities of how women in Ireland experience
transport and mobility today: why they make the choices they do, what are daily challenges and aspirations they face that can be
better addressed. An ethnographic study with 21 women in Dublin and Cork was conducted. The aim of this was to observe
behaviours in real contexts. In addition to this a survey issued to 1000 respondents across Ireland was completed. Finally, a series
of insights and interventions are suggested which focus on applying a gender-lens to future policy and design.
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1

INTRODUCTION

There are clear differences in overall patterns and trends in
women’s and men’s mobility. Women tend to undertake
activities on a daily basis that make their patterns more
complex. They are exposed to greater levels of ‘travel burden’
than men [1] relating largely to cost, stress, lack of accessibility
and above all concerns for safety.
There is growing research suggesting that this ‘travel
burden’ results in a cohort of women not leaving the house [2].
Differences are particularly notable in the purpose of travel and
the determinants of mode choice. For example, women’s
mobility is more likely to be characterised by multi-purpose
travel and trip-chaining.
Considering these challenges, this study seeks to
understand the realities of how women in Ireland experience
transport and mobility today: why they make the choices they
do, what are daily challenges and aspirations they face that can
be better addressed. Filling this data gap will play an important
role in designing future sustainable transport systems that also
address women’s realities and needs, in order to encourage
adoption and use.
2

LITERATURE SUMMARY

This literature review examines a range of studies from varied
sources, in order to see differences in mobility patterns and
travel behaviour by gender.
Women’s mobility differs from men’s the world over,
with stark differences in some geographical regions. We have
examined studies from across the world that highlight the
challenges faced by women in different geographic regions,
including Ireland, Europe, Australia, the United States, and
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Latin America Women’s travel patterns have not been
extensively studied by governments and transport operators to
date (though there are good indications that this is changing).
Without this, key decisions in planning and policy are made in
the absence of the right information.
Within the Irish context, several available datasets are
commonly used to inform planning and operating decisions.
We reviewed these datasets for evidence on women’s travel
patterns and behaviours. This included data from the National
Transport Agency, the Department of Transport Tourism and
Sport, The Road Safety Authority, The Economic and Social
Research Institute and Plan International. The Central Statistics
Office (CSO) notably provides a multitude of relevant datasets
and statistics covering topics such as transport, crime and
women and men in Irish society, which are relevant to this
study.
Across these agencies, there are varying degrees of relevant
data being collected. The Central Statistics Office provides
some gender-disaggregated data about transport behaviour,
access and reliability of transport. However, there is little data
directly relating to women’s experiences of safety, access,
reliability or convenience and comfort. Although there is a
certain amount of relevant gender-disaggregated data regarding
women’s transport patterns, the vast majority of this data is not
gender-disaggregated, leaving us with an incomplete picture of
women’s experiences.
How women travel is markedly different from how
men travel – in terms of modal choice, motivation and purpose,
trip length, distance travelled, time of the day, and company
amongst others. As mentioned previously, bias towards the
male default traveller has been identified in transport planning,
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with different outcomes for men and women as a result. Male
default journeys are typically denoted as point-to-point
journeys that are direct [3] and classified as “compulsory
mobility”, i.e. for the purposes of employment, or a “twicedaily commute in and out of town” [4].
Existing studies into how women travel have
identified a series of trends and behavioural tendencies that
women display, as well as a set of determinants of women’s
modal choice. Many of these trends and patterns are repeated
and reflected across much of the world, as key indicators such
as safety, age and geographic location are determinants that are
common to all women. Transport is a factor in women’s
empowerment [5], providing access to education, employment,
essential services and leisure. Improving mobility for women
will contribute to the design of a system that better responds to
the needs of its majority users.
There are clear differences in overall patterns and
trends in women’s and men’s mobility. Women tend to
undertake activities on a daily basis that make their patterns
more complex. They are exposed to greater levels of ‘travel
burden’ than men [1], relating largely to cost, stress, lack of
accessibility and above all concerns for safety. Differences are
particularly notable in the purpose of travel and the
determinants of mode choice. For example, women’s mobility
is more likely to be characterised by multi-purpose travel and
trip-chaining.
It is noted that much of the literature to date focuses on
traditional interpretations of women’s travel as constrained by
their role in the mobility of care and the ‘spatial entrapment of
women that limits their employment opportunities’ [6]. It is
acknowledged that mobility trends and attitudes are dynamic
and responsive to new factors such as new technology and
increasing awareness of climate change impacts. Some of these
newer trends are not well represented in existing literature.
Globally, women are more reliant than men on public
transport, walking and cycling, and less likely to have access to
a car [7]. This trend is not reflected in Ireland where low
population density, car affordability and land use policy has
created high car dependency. Women are not only more likely
to drive than to take public transport but are also more likely to
drive than men. In 2016, 71.2% of all journeys made by women
were by private car, compared with 67.4% of all male journeys.
Women’s mobility can be characterised by its complexity.
Based on available data, the key factors that create this
complexity are:
2.1 Safety concerns affecting travel behaviour
2.1.1 Perceptions of safety
Worldwide, personal safety is the most widespread concern
for women when travelling [8]. Women fear for their safety
when travelling alone at night, waiting in or travelling in empty
or isolated locations or in poorly lit spaces. They fear the
pervasive threat of harassment, anti-social behaviour and
gender-based violence. When walking, cycling, on public
transport, in a carpark, taxi or shared ride, women often travel
in a state of constant vigilance, either carrying protection,
traveling accompanied, modifying their route or simply not
travelling at all.
Plan International’s Safe in Ireland report is the only known
data available in Ireland providing insight on women’s

perceptions of safety in and around transport. It found that 93%
of women in Dublin feel vulnerable in public because of their
sex. Forty seven percent of Irish women modify their route or
walk longer distances in order to feel safer, while 60% do not
feel safe taking the bus. However, much of the national and
operator data on user experience is not gender-disaggregated
which makes understanding the female perspective difficult.
International studies into women’s mobility choices show
that women’s perceptions of safety vary across mode, location
and time. Women feel safer on the bus than at the bus stop [1],
and safer on a bus than on a train or a tram [9]. Getting to and
from public transport is seen as the least safe part of the journey
due to the quality of access ways, underpasses, footpaths and
carparks which are areas usually frequented on foot [9].
Whilst statistics about perceptions of safety do not always
correspond with statistics of unsafe experiences, they are the
relevant predictor of travel behaviour. A recent study She
Moves Safe by CAF found that women pass on their fears of
public transport to their children and especially their daughters
[5].
2.1.2 Actual safety
Plan International found that one third of Irish women have
been subjected to physical harassment in public space [10].
However, official crime data in Ireland does not disaggregate
victims of recorded crimes by sex. Better data is required to
understand the extent of the issue with a particular focus on
young women and girls.
Internationally, statistics are alarming with 87% of women in
France declaring they had been victims of sexual harassment,
sexual assault or rape on public transport [11].
All forms of harassment affect women in particular and
impact their access to opportunities and their quality of life [7].
Linked to this is the issue of reporting. Internationally, it is
estimated that 96% of incidents go unreported [7] often due to
fears of further victimisation or trivialisation [12]. In Ireland,
there is no disaggregated data available which looks at
confidence in reporting or rates of reporting of gender-based
harassment or violence in or around transport.
In respect of bike riding safety, women cycle four times less
than men. They have a lower tolerance for risk when riding
and make up 75% of cyclist deaths. Women also face sexual
harassment on bikes. Research from Green Schools shows that
many teenage girls have stopped cycling in part due to verbal
harassment by teenage boys and men. Fewer than one in 250
teenage girls in Ireland cycle to school [13].
2.2 The mobility of care
Across the world, women still play a significantly greater role
in the mobility of care which refers to trips made with and for
dependents such as children and the elderly. Women with
children are twice as likely as men to be responsible for the
school run [14]. This means women have less choice and
flexibility in their mobility, and they can be constrained to
travel at peak and off-peak hours to accommodate the
timetables dictated by schools and childcare.
In Ireland, 98% of those declaring their full-time economic
status to be “looking after the home and family” in 2016 were
women [15] though the number of men in this category almost
doubled from 2006 to 2016.
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In parallel, 77.2% of Irish women undertook paid work in
2018 meaning that the mobility of care is often incorporated
into a longer commute by combining a number of small trips
into a larger journey (known as trip-chaining) [16]. There is
limited data about trip chaining in order to combine work,
family and household responsibilities in the Irish context. A
recent international study found that having a child under 5
increases trip chaining by 54% for working women and by 19%
for working men [17]. Trip-chaining has been clearly shown to
increase overall “travel burden” including trip length and cost.
Customer experience of a transport system is amplified when
multiple trips are undertaken encumbered with bags and with
children or the elderly.
Alternative solutions exist but are not always feasible. Taxis
and ride hail do not always accept rides for short distances or
carry children’s car seats. There are no family friendly bike
riding schemes operating in Ireland. Globally, legal and
insurance concerns combined with inadequate bike
infrastructure have largely prevented bike sharing from
becoming family friendly. Thus, travelling with children is
shown to be a strong indicator of car use [18].
2.3 Gendered work
Combining work with caring responsibilities and household
maintenance means that more women work closer to home than
men [19]. This has been referred to as a ‘spatial entrapment’
which limits women’s economic opportunities. (Waddell,
1996) Recent data from 90 countries showed women devote on
average three times more hours a day to unpaid care and
domestic work than men, limiting the time available for paid
work, education and leisure [20].
Women are more likely to work in medical and health care
professions [21], with children or be full-time carers to people
with disabilities. In Ireland, 83.5% of workers in caring, leisure
and ‘other’ services are female [22]. Women are also more
likely to do paid domestic and part-time work at off peak times
[23]. These roles are often not located in central business
districts or major employment hubs. Transport options can be
limited and poor availability at off peak times means women
have longer wait times to access work and other services.
2.4 Cost of travel
International research shows that women pay a high cost for
mobility for the following reasons:
• trip-chaining often necessitates the purchase of multiple
tickets to complete a journey that includes stopovers, both
for women and the dependents they may be travelling with
• Women are less likely to rely on cost-free active mobility
such as walking and bike riding for their end-to-end
mobility
• Women are more likely to opt for expensive modes of
transport that are perceived as safer, especially private car
or taxi [24].
In Ireland, data on travel costs is currently measured by
household and not disaggregated by sex.
2.5 Poor health outcomes
International evidence suggests that women’s mobility is
overall detrimental to their health and wellbeing. The key
issues can be summarised as:
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significant health and wellbeing impacts from being
a victim of sexual harassment or assault
• reduced physical activity due to avoiding or being
excluded from active mobility such as cycling and
walking
• heightened anxiety due to regularly travelling in
places perceived as unsafe
• time poverty and stress due to long and complex
journeys encumbered with items and accompanying
dependents.
• isolation (compounded by age, disability or caring
responsibilities) and the negative health impacts of
this reduced mobility [25].
Whilst there is no specific data available in the Irish context,
much can be inferred from other statistics. In 2016, 1.8% of
women cycled to work in Ireland compared with 4.2% of men.
Women are more likely to live with disabilities and have an
average life expectancy of 6-8 years longer than men.
•

2.6 Challenge for decarbonisation
In Ireland as in other developed OECD countries with low
population density, women are largely car dependent to manage
their complex mobility needs. The car has become the high
watermark of safe and efficient mobility for women. As
climate policies evolve, this reality presents a challenge for
decarbonising mobility and for continuing to advance gender
equality indicators.
2.7 Studying women’s travel
In 2019, the International Transport Forum launched its Five
Principles for Women and Transport with the core vision that
studying and understanding women’s mobility creates a new
awareness of gender inequalities and is key to developing
sustainable mobility solutions.
Gender roles, mobility trends and attitudes are dynamic and
responsive to many factors including age, socio-economic
status and geography as well as new factors such as access to
and use of technology and concern about climate change
impacts. Some of these newer trends are not well represented
in existing studies.
Public authorities and other bodies are beginning to study
women’s travel patterns and needs. In 2019, L.A Metro
undertook a major study Understanding How Women Travel.
It found four key factors influence women’s mobility patterns:
safety, access, reliability, comfort and convenience These
factors are not exclusively important to women, however, as
women are more likely to experience complex journeys any
difficulties in these areas are exacerbated. These four fields of
inquiry are picked up in this study as a framework for research
design and analysis.
3

METHODOLOGY

We have found a limited amount of sex-disaggregated data
relating to mobility, and furthermore a lack of collection of data
relating to the specific variables that have been shown to
heavily influence and determine women’s mobility choices in
international examples. Based on the evidence, we have
identified a number of gaps in the Irish data that prevent us from
describing with certainty the trends in women’s mobility in
Ireland. Those gaps also inhibit us from painting a total and
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accurate picture of women’s travel patterns in Ireland. As a
result, we have formulated a number of hypotheses in relation
to women’s mobility in Ireland that will be tested through
social research.
1.
2.
3.
4.
5.

Safety: Women feel unsafe at different stages throughout
their user journey: walking to/from the station, at the bus
stop, on buses, on trains/trams
Access: Women have more complex travel patterns than
men and tend to trip-chain more to account for childcare
and household responsibilities
Reliability: Women are more likely to spend longer
travelling than men
Convenience and comfort: Women pay more for public
transport than men as they often make numerous transfers
within journeys
Impacts on women
a. Women are more likely to drive to meet their
requirements in safety, access, reliability, comfort
and convenience for themselves and for the
dependents with whom they travel
b. Women opt out of activities due to mobility
concerns or constraints
c. Women’s mobility is overall detrimental to their
health and well-being
d. Women’s car use is correlated with their
employment

Taking the global literature review as a starting point, we
designed a bespoke methodology to not only validate whether
these influencing factors were present in Ireland but to also
discover new context-specific behaviours and constraints. Our
goal was to capture how social, societal, economic constraints
or incentives translate into individual mental models, concerns,
motivations, and choices. We focused on both the challenges
people experience daily as well as positive reinforcements to
identify levers that can be used to design better transport
systems and encourage sustainable modal shifts.
We designed a two-step research process to exploratively
discover behaviours and needs then validate findings
quantitatively.
Step 1 consisted of an ethnographic study with a small
sample of female respondents to observe behaviours in real
contexts. The aim of this was to generate rich and unexpected
insights about the barriers and challenges specific to the Irish
context and the current infrastructure provision. We conducted
21 2-hour in-home interviews with female respondents in
Dublin and Cork. These research participants were selected to
represent a diverse demographic and geographic background,
including varied daily transportation usage and behaviours. As
part of the fieldwork we also accompanied women on parts of
their daily journeys to observe how they interact with the
existing transportation infrastructure.
Step 2 validated these findings through a statistically
significant survey issued to 1000 respondents across Ireland
with a representative mix of gender, age and income. The table
below summarises the demographics of the respondents.
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Gender
Mix

Male
48.8%

Female
51.2%

Age Mix

18-24
11.2%

25-34
20%

35-44
20.1%

45-54
15.8
%

55-64
14.5%

65+
18%

Employ
ment
Status

Work
Full
time
35.4%

Work
Part
time
15.7%

Selfemplo
yed
4.5%

Stude
nt
8.1%

Unemplo
yed
8.6%

Retired
19.1%

Region

Dublin
28%

Rest of Leinster
27%

Munster
27%

Living
Context

City/Urban area
43%

Small town
29%

Rural
28%

Number
of
Children

None
38%

1-2 children
38%

3 or more children
24%

Homemak
er
8.6%

Connaught/
Ulster
18%

FINDINGS

Drawing on existing and original survey data, a picture of
women’s mobility context in Ireland emerges. We analysed
participants’ responses by many factors, but two in particular
drove differences in responses: gender and location (Dublin
versus non-Dublin).
Consistent with global trends, our survey found that, in
addition to work and education, women in Ireland are
responsible for a large portion of society’s caregiving,
childcare, and household responsibilities.
• 30% of women surveyed provide primary care to
another adult, either in a professional or personal
setting.
• Amongst women with children, 84% women consider
themselves to have the sole or lion’s share of
responsibility for childcare (compared to 48% men).
These responsibilities influence travel patterns. Comparing
men and women with families, on a daily basis, men’s largest
reason for traveling is work, whereas women are to drop off
and collect children/other family members.
Table 1 Breakdown of daily trips split by gender
Percentage of men and women making these
trip types daily

Women with
family
n=364

Men with
family
n=325

Drop and Collect Children/Family

21.4%

14.0%

To and From Work

20.5%

26.4%

To and From Education

14.7%

7.6%

Self-Care/Health (e.g. gym/yoga / shopping
for pleasure etc)

12.0%

10.3%

Family Time (e.g. day trips, leisure activities
with family)

9.7%

12.8%

Household Shopping or Other Domestic
Errands

6.5%

9.9%

Socialising with Friends (e.g. at
restaurants/pubs)

6.5%

5.1%

Community Engagement (e.g. volunteering/
church work etc.)

3.2%

3.7%
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Looking at the data table above, another interesting
observation of the higher proportion of women with families
traveling to pursue education daily - reflecting broader
demographic data on the right of female higher education in
Ireland.
Women in Dublin on average use public transportation at the
highest rate, for 27% all trips, while all other groups use public
transportation 12-15% of the time. Going to school or to work
were the primary use cases for public transportation.
Men in Dublin were most likely to cycle, for 10% trips, while
all other groups cycle at a lower rate of 6-8% of the time. The
biggest use case for cycling was going to school - for education.
Initial evidence suggests strong opportunities to shift away
from the car towards more sustainable transportation modes,
including public transportation and cycling. It also reveals
differences in travel patterns in Ireland between men and
women - characterised by intensity of car use for women
(despite lower car ownership), more localised travel, and the
importance of family pickup/drop offs in addition to work,
education, and other household duties. Dublin women, in
particular, are notably less car dependent and more open to
public transportation - hinting they are an important group to
start with in order to influence the rest of population.
To identify how infrastructure and policy can assist in this
transport by catering to the unique needs, barriers, pain points
and desires faced by women 5 themes were identified.
4.1 Modes of transport
For most Irish women today, the car is their preferred mode
of transport, supporting their basic functional needs as well as
higher-order experiential and emotional needs. While women
view cycling as good for health, this is negated by the
perception that it is the least safe way to travel. Likewise, while
women support the idea of public transport in general, they
prefer the car as they perceive it to be attractive from a
functional and experiential perspective. 95% of women living
outside of Dublin consider the car to be a necessity compared
to 79% of women in Dublin.
To compete with the car, public and active transport modes
need to get the basics right—safety, reliability, accessibility,
convenience—while also delivering on higher-order needs—
comfort, inclusion, joy, community, belonging.
4.2 Family Roles
From an early age, attitudes and perceptions of transport are
shaped by the family. To support independence, some families
are keen for young women to learn to drive, while other
families encourage early public transport use. Most women
learn to use public transport independently before age 18, often
in their early teen years.
As women grow older and start to juggle work, household
duties and childcare, their public transport habits are often
eroded as the appeal of the car, perceived as family friendly and
reliable, grows. Mobility of care drives women’s travel
patterns. Women’s primary reason for travelling is to drop off
and collect children or family, while men’s primary reason is
travelling for work.
Habitual use of the car solidifies as women move through
adulthood, becoming a daily routine that is hard to break.
However, on weekends or holidays many women look to
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walking, cycling or public transport as a welcome “break from
the car”.
4.3 Being Safe
Safety is an issue for everyone. 1 in 3 public transport users
have seen or experienced some form of harassment or violence
while using public transport.
Staying safe is a top priority for many women when
travelling, remaining vigilant at all times, particularly at night
or when alone. 7% of women in Dublin report having
experienced sexual harassment on public transport. As has long
been the case, society places the primary responsibility on a
woman to keep herself safe irrespective of the threats she may
face. 55% of women stated that they would not use public
transport at night. Women often develop strategies like
avoiding travelling at night, carrying car keys in their hands as
a makeshift weapon or feigning listening to music while staying
alert. Fortunately for most women, violent and unsafe incidents
do not happen every day, but the impact of such trauma is felt
daily.
A single incident often has a lasting impact on women’s
sense of safety and daily choices. 34% of women stated that
feelings of insecurity have prevented them from travelling.
For women, a lack of safety infrastructure and support from
fellow passengers, often exacerbates women’s feelings of
isolation and vulnerability when travelling. To build trust in
alternative modes of transport, it is essential to create physical
and psychological safety through social and physical
infrastructure.
4.4 Being inclusive
Not all women have equal access to mobility, or experience
mobility in the same way. Women from Dublin use public
transport regularly, shaping a more positive perception of it
than those with less exposure, as confidence and comfort in
using public transport is acquired through use. Women with
higher household income are more likely to own or have access
to a car, and therefore less dependent on public transport.
Women with lower household income are more dependent on
public transport, and more likely to witness or be victims of
violent behaviour and sexual harassment.
Exposure to risk, inconvenience, and vulnerability can be
amplified for the most disadvantaged women, for whom low
income can intersect with health issues, disabilities, reliance
on social services, lack of family or partner support, and lack
of opportunities.
4.5 How do social factors influence more fundamental
behavioural changes?
There is a high level of general awareness of climate change
in Ireland, but this does not translate into significant transport
behavioural change. To inspire change, there is a need to do
more than discuss the benefits of decarbonisation, as for many
the link between individual transport behaviour and
sustainability is unclear. Policies need to recognise this gap, as
well as the limitations of the existing car-centric land use and
infrastructure in Ireland. Policies that promote practical and
realistic ways of reducing car use may be more successful in
the short term: including promoting car-share schemes,
ridesharing, multimodal park and ride or switching to electric
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vehicles (EV). It is essential to ensure that efforts to reduce car
use do not directly or indirectly penalise women. With schoolaged children strongly influencing the attitudes and behaviours
of the family unit, schools can play a key role in the
transformation.
The research showed that women in Ireland were generally
open to change. We saw this particularly for women in Dublin,
where public transport and density make it a more viable
choice. There is an opportunity to leverage this openness to
encourage behaviour change.
5

CONCLUSIONS

This study is the first step towards improving women’s travel
experiences in Ireland, highlighting some of the differences
between men and women’s travel patterns and how they affect
women’s mobility. Stitching together qualitative and
quantitative data, this report sets out the complex landscape of
mobility patterns and behaviours in Ireland, while pointing
towards opportunities for sustainable modal shift.
There are a number of policy and design opportunities which
can be taken to improve women’s experiences with the
transport network while simultaneously encouraging
sustainable and active modes of travel.
Considerations for improving sustainable transport for
women;
1. Choice is shaped early on and locked in as women enter
adulthood
2. To compete with the car, cycling and public transportation
must deliver on both basic/functional needs, as well as
psychological needs & self-fulfilment.
3. By considering family needs, routines, and habits,
policymakers can potentially support and influence a large
part of the population.
4. Increasing psychological and physical safety is key to
winning the trust and confidence of women.
5. Not all women have equal access to mobility, or
experience mobility in the same way.
6. Awareness of climate issues is high but does not translate
into action.
Potential policy and design interventions include;
- Improved transport security on public transport services,
getting to the service and waiting for the service
- Designing child-friendly public transport
- Designing cycling infrastructure and services for
beginners
- Provide services to accommodate disabled children
- Provide services to support children with independent
travel
- Improve service frequency and reliability
Incorporating these interventions requires that partners,
stakeholders and the wider community work collaboratively to
produce transport networks that the accommodate the needs of
the entire community in a sustainable and resilient way.

REFERENCES
[1]
[2]
[3]

[4]

[5]
[6]
[7]
[8]
[9]

[10]

[11]
[12]
[13]

[14]
[15]
[16]

[17]
[18]
[19]
[20]
[21]

[22]
[23]
[24]

ACKNOWLEDGMENTS
Thank you to Transport Infrastructure Ireland who supported
this study. In particular Rachel Cahill, who has principal
responsibility for this research project.

[25]

LA Metro (2019) Understanding How Women Travel. Los Angeles.
Plan International. (2018). Unsafe in the City - The State of the World's
Girls. Plan International.
Badstuber, N. (2019, May 21). Mind the gender gap: the hidden data gap
in
transport.
Retrieved
from
The
Mandarin:
https://www.themandarin.com.au/108874-mind-the-gender-gap-thehidden-data-gap-in-transport/
Criado-Perez, C. (2019, February 23). The deadly truth about a world
built for men – from stab vests to car crashes. Retrieved from The
Guardian: https://www.theguardian.com/lifeandstyle/2019/feb/23/truthworld-built-for-men-car-crashes
ITF. (2019). Transport Connectivity: A Gender Perspective. Paris: OECD
Publishing.
Waddell, P. (1996). Accessibility and Residential Location: the
Interaction of Workplace, Residential Mobility, Tenure and Location
Choices.
Allen, H. V. (2016). Safe and Sound: International Research on Women's
Personal Safety on Public Transport. FIA Foundation.
Ng, W.-S. a. (2018). Understanding Urban Travel Behaviour for Efficient
and Equitable Transport Policies. Paris: ITF.
Kalms, N. a. (2019, August 1). Complexity and Contradiction: MaaS and
the Gender-Sensitive Lens. Retrieved from Urban Mobility Daily:
https://urbanmobilitydaily.com/complexity-and-contradiction-maas-andthe-gender-sensitive-lens/
Plan International. (2018). ‘SAFE IN IRELAND’ REPORT FINDS A
THIRD OF WOMEN SUBJECTED TO PHYSICAL HARASSMENT
IN PUBLIC. Retrieved from plan.ie: https://www.plan.ie/stories/201810-10-safe-in-ireland-report/
FNAUT. (2016). Inquiry into Sexual Harassment and Sexual Violence
against Women on Public Transport. Paris: Fédération Nationale des
Associations d’usagers des transports (FNAUT).
Stark, J. a. (2018). Women's everyday mobility: frightening situations and
their impacts on travel behaviour. Transport Research, 311 - 323.
Williams, L. (2019, November 25). Harassment adds more danger for
women cycling in Dublin. Retrieved from irishtimes.com:
https://www.irishtimes.com/opinion/harassment-adds-more-danger-forwomen-cycling-in-dublin-1.4093485
Sánchez de Madariaga, I. (2013). The mobility of care. Introducing new
concepts in urban transportation. Fair shared cities. The impact of gender
planning in Europe., 33-48.
CSO.
(2016).
Employment.
Retrieved
from
cso.ie:
https://www.cso.ie/en/releasesandpublications/ep/pwamii/womenandmeninireland2016/employment/
Ryan-Christensen, A. (2019, 11 11). More Irish women drive to work
than
men.
Here's
why.
Retrieved
from
RTE:
https://www.rte.ie/brainstorm/2019/0920/1077145-irish-womendriving-to-work-cars/
ITF. (2019). Transport Connectivity: A Gender Perspective. Paris: OECD
Publishing.
Craig, L. a. (2019). Gender, mobility and parental shares of daily travel
with and for children: a cross-national time use comparison. Journal of
Transport Geography, 93-102.
Aloul, S. N. (2018). Gender in Public Transportation. Sadaqa - Friedrich
Ebert Siftung.
UN. (2019). SUSTAINABLE DEVELOPMENT GOAL 5. Retrieved from
sustainabledevelopment.un: https://sustainabledevelopment.un.org/sdg5
Joyce, T. (2018, April 24). Does Healthcare Have a Gender Problem?
Retrieved
from
Health
eCareers:
https://www.healthecareers.com/article/healthcare-news/doeshealthcare-have-a-gender-problem
CSO.
(2016).
Employment.
Retrieved
from
cso.ie:
https://www.cso.ie/en/releasesandpublications/ep/pwamii/womenandmeninireland2016/employment/
European Institute for Gender Equality. (2016). Gender In Transport.
Vilnius: European Institude for Gender Equality.
Marshall, A. (2018). The Pink Tax Means Women Spend More Than Men
to
Get
Around
NYC.
Retrieved
from
Wired:
https://www.wired.com/story/nyc-public-transportation-pink-taxgendergap/?utm_source=facebook&utm_medium=social&utm_campaign=wir
ed&utm_brand=wired&utm_social-type=owned&mbid=social_fb
Hine, J. (2007). Transport Disadvantage nad Social Exclusion.
International conference on public transport and urban citizenship.
Dublin: Trinity College Dublin.

533

ITRN 4 - Transport &
Environment

Civil Engineering Research in Ireland 2020

An Ex-post Analysis of the 2008 Car Tax Change on Private Vehicle CO2 Emissions and
Tax Revenue using a Private Vehicle Stock Model
Vera O’Riordan1, Fionn Rogan,1 Brian O Gallachóir1, Hannah Daly1
Energy Policy and Modelling Group, MaREI, Environmental Research Institute, University College Cork
Email : vera.oriordan@ucc.ie, f.rogan@ucc.ie, b.ogallachoir@ucc.ie, h.daly@ucc.ie

1

ABSTRACT: In 2008, the government of Ireland introduced a change to the Vehicle Registration Tax (VRT) and Annual Motor
Tax (AMT) from a tax based on the vehicle sales price to one based on the emissions class of the vehicle [1]. This paper aims to
assess the impacts of the car taxation change on vehicle CO2 emissions and tax revenue in Ireland using a private vehicle stock
model. This study also observes how changes in fuel type choice, vehicle emission bands, and on-road factors impacted CO2
emissions from the period of 2008 – 2018.
Estimates show the tax change caused cumulative CO2 savings of 2,150 kT over the 10-year period, while efficiency
improvements from the European Directive (EC 443/2009) accounted for 276 kT of CO2. A key finding meant that actual savings
are one-third lower than the anticipated savings from the measure based on the rated emissions intensity. The exclusion of onroad factors underestimates the annual emissions profile of private vehicles by 6% over the period of 2001 - 2018. The private
vehicle stock carbon intensity of the Irish fleet fell from 185 g/km in 2001 to 170g/km in 2018. Without a change in emissions
bands or on road factors from 2007 onwards, the stock carbon intensity of the fleet would have been 173g/km.
Recorded receipts from annual motor tax stood at €0.7 billion in 2018. Had the original pre-2008 tax regime remained in
place; revenue would have been €1.2 billion with the current vehicle car stock. With the current regime based on emissions bands,
if on-road factors were accounted for when calculating tax, revenue generated from the annual motor tax would have been €1.95
billion for 2018.
KEY WORDS: Transport Emissions; Motor Taxes; Private Vehicle Transport.

1

INTRODUCTION

Private vehicle emissions are responsible for
approximately 20% of Ireland’s energy related carbon dioxide
emissions [2]. The Irish Government has committed to a 20%
reduction in emissions not included in the European Emissions
Trading Scheme (ETS) (Department of Communications
Climate Action & Environment, 2020). Transport in Ireland is
responsible for 40% of these “non-ETS” emissions. In
response to this, the government has recently issued the
Climate Action Plan which outlines ambitious future measures
to reduce CO2 emissions from the transport sector [4]. This
study focuses on the past policy change introducing a change
to the Vehicle Registration Tax (VRT) and Annual Motor Tax
(AMT) from a tax based on the vehicle sales price to one based
on the emissions class of the vehicle.
Previous work in this area includes a one-year ex-post
analysis of the 2008 annual motor tax and vehicle registration
tax [5], where in the first year of the new taxation system the
average specific emissions of new cars fell by 13% to
145 g/km. This was brought about, not by a reduction in engine
size, but rather through a significant shift to diesel cars. Despite
an unexpected reduction in car sales due to a recession in 2008,
the policy measure has had a larger than anticipated impact on
CO2 emissions, calculated to be 5.9 ktCO2 in the first year of
the measure. The strong price signal did however result in a
33% reduction in tax revenue from VRT (Vehicle Registration
Tax), in financial terms amounting to a drop of €166 million
compared to a baseline situation. Another study on Irish private

vehicles focused on the negative effect of a CO2-reducing car
taxation policy on NOX emissions, where NOx emissions were
projected to by 28% higher in 2020 compared to the pre-tax
scenario [6]. Another study completed a 6-year ex post analysis
on the Dutch where an econometric approach is used to
determine the emission and revenue impacts of a similar
taxation regime based on private vehicle CO2 emissions [7].
2

METHOD
Previous private vehicle transport models

A technological stock model of the Irish private vehicle fleet
was first applied to calculate the growth in private vehicle
energy consumption over the period of 2000 and 2008 [8]. The
vehicle stock was disaggregated by vehicle technology, petrol
and diesel and age to produce a detailed look at private vehicle
activity and energy consumption. The paper developed
methods of calculating “on-road” energy efficiency in terms of
an “on-road factor” (ORF).
The private vehicle stock model then populated a
base-line scenario for a future projection of vehicle technology
from 2008 to 2025. The model focused on vehicle stock,
activity and energy consumption projections combining a
technological stock model with econometric analysis applying
fuel and income elasticities [10].
The model also is a baseline in future energy and
emissions policy scenarios in Ireland for private car transport
that highlighted a potential 32% improvement in in car stock
efficiency, the achievement of 7.8% renewable energy share of
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road and rail transport and a 22% reduction in non-ETS private
car CO2 emissions relative to 2009 levels by 2030 [9].
The Irish private vehicle model also featured in a
multi-model analysis combining the Irish TIMES least-cost
optimisation model with the private vehicle transport model
[11], forecasting future carbon dioxide emissions based on a
range of new vehicle technology preference changes. The
future projections incorporated fuel advancements such as
biofuel mixing, the use of hydrotreated vegetable oil (HVO)
and complete engine technology changes from internal
combustion engine (ICE) to electric.
The private vehicle stock model was also used in a 10year decomposition analysis of the drivers of energy demand in
private vehicle transport. It observed the increasing share of
diesel sales over the period of 2005 – 2015 and the growing
divergence between stated manufacturer and on-road CO2
emissions [12].
The Irish car stock model follows a similar structure
to the car stock inventory in TREMOVE, a transportation
optimization model developed by the European Commission’s
Joint Research Council, focusing on the purchase of new cars,
the survival rates of old vehicles and the eventual scrappage of
these vehicles, where a car stock model is applied across the
entire EU to get an insight into future car ownership levels [13].
A comparative study with Norway and the
Netherlands applied a systems dynamics model PPTNAM to
examine the past uptake of Electric Vehicles. The systems
dynamics model implements a series of feedback loops to
examine uptake rates among 16 types of powertrain
technologies, including plug-in hybrids, electric vehicles and
internal combustion engines, technologies that are also
included in the Irish car stock model [14].
Another study on transport decarbonization policy in Sweden
applied a consumer choice model to the Swedish fleet to
determine what the overall impact of the incentives for
alternative fuelled vehicles [15]. The study applied a consumer
choice model rather than an overall car stock model and
alternative scenario generation to deduce the CO2 emission
reductions and provides an ex-post analysis of a taxation
policy, as achieved in this study for Ireland.
Car ownership models for China incorporates income
levels as a predictor of future car ownership numbers. The car
ownership model for China provides simulations of car
ownership on an income level basis. This model is used to
project future car ownership levels in developing areas of
China, however the characteristics of the vehicles nor the
resulting emissions profile is not explored [16].
The UK Transport Carbon Model (UKTCM) applies a leastcost technology optimisation model to project private vehicle
transport usage to 2050 [17] . This model provided socioeconomic insights into future transportation demands for the
UK to 2050.
Other car stock models incorporated into TIMES used the
JRC-EU-TIMES model to evaluate the effects up to 2050 of
three scenarios based on the EU car CO2 legislation [18].
Private vehicle stock modelling using TIMES is suitable for
projecting transport energy and emissions futures, however it is
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not suitable for analysing custom past policy impacts as done
by the Irish car stock model, due to its prescriptive nature

Updated private vehicle transport model
Model Description
The model in this paper is based on an updated version of
an existing private vehicle stock model initially developed by
Daly et al [7]. In this model, the annual car sales disaggregated
by fuel type, engine cc and vintage are recorded. The
calculation for the emissions is described by the equation;
𝐸=∑

, ,

𝑆

, ,

×𝐷

, ,

× 𝐹𝐶

, ,

(1)

× 𝐸𝐶 × 𝑂𝑅𝐹

where 𝑆 , , , 𝐷 , , , 𝐹𝐶 , , , 𝑆𝐹𝐶 , , are the vehicle stock,
distance travelled (km), fuel consumption per kilometer (l/km)
and energy content (kWh/l) of vehicle fuel f, vintage v and
engine cc e. ORF represents the on-road factor which outlines
the difference between the tested on-road fuel consumption
and the emissions for a specific fuel type are calculated using
conversion factors sourced from the Sustainable Energy
Authority of Ireland.
(2)

𝐸𝑚 = ∑ 𝐸 × 𝑓𝑎𝑐𝑡

Rebuilding the car stock model post 2007 required
applying a survival rate from the car stock of the previous year.
Survival rates are defined as the probability a vehicle of engine
cc, fuel type and vintage of continuing to be registered as the
years progress. Survival rates are calculated from empirical
data over the period 2001 – 2018, using Eq. 3
𝑆𝑢𝑟𝑣𝑖𝑣𝑎𝑙 𝑅𝑎𝑡𝑒

, ,

= 𝑋(

, ,

, ,
, ,

)

(3)

where 𝑆𝑡𝑜𝑐𝑘 is the vehicle stock of vintage v, vehicle fuel f,
and engine cc e.
Baseline
The baseline CO2 emissions, vehicle stock carbon intenisty and
taxation revenue is a reflection of the modelled CO2 emissions,
vehilce stock carbon intensity and taxation revenue from the
recorded sales, observered on-road factors and recorded
distance travelled by private vehicles in Ireland. The baseline
provides the actual real-life calculated emissions, vehilce stock
carbon intensity and taxation revenue generated over the period
of 2001 – 2018 and acts a reference for comparison for the
alternate “scenarios”.
Carbon Dioxide Emissions Profile of Private Vehicles in
Ireland 2001 – 2018
The carbon dioxide emissions profile of the private vehilce
stock was calculated as a function of the vehilce distance
travelled,
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Scenarios
The following four scenarios are developed, one baseline
representing what happened over the period 2001-2018, and
three counterfactual scenarios to model the impact of what
might have happened in the absence of the tax change and
increasing ORF. Table 1 and Figure 3 illustrate the key
differences in input data behind the respective scenarios.
1. “Baseline” – Calculates actual CO2 emissions based
on stated progression of emissions bands and on road
factors from actual data. The baseline scenario
models what happened to CO2 emissions, stock
carbon intensity and taxation revenue over the period
2001-2018. It is based on actual recorded sales,
observe red on-road factors and recorded distance
travelled by private vehicles in Ireland and acts a
reference for comparison for the alternate
counterfactual scenarios
2. “No on-road factors - ORFs are excluded from the
calculation to highlight the impact they have on the
actual emissions as determined in the “Baseline”
Scenario.
3. “No on-road performance gap increases from 2007”:
Calculated CO2 emissions based on actual
progression of emissions bands (as in “Baseline”)
with ORFs from 2007 are held constant. The purpose
of this scenario is to create a counterfactual to
measure the impact of the increasing gap between
rated and real-world emission factors on emissions
and revenue, against the Baseline scenario.
4. “No taxation change”: Progression of sale of vehicles
by emissions bands, fuel type and engine cc continue
as recorded until 2007 and then remains constant,
fixed to 2007 values. The purpose of this scenario is
to provide a counterfactual scenario where the car tax
change did not take place, and there was not a shift to
diesel cars and cars in lower emitting bands
5. “No taxation change and no efficiency
improvement”: Progression of sale of vehicles by
emissions bands, fuel type and engine cc continue as
recorded until 2007 and then remains constant, fixed
to 2007 values. No efficiency or on-road factor
improvement to highlight impact of the European
Regulation (443/2009) on emissions when compared
to “no taxation change” scenario.
6. “No taxation change and no on-road performance
gap increase”: Progression of sale of vehicles by
emissions bands, fuel type and engine cc continue as
recorded until 2007 and then remains constant, fixed
to 2007 values. This scenario highlights the
increasing ORF over the period of 2007 – 2018,
highlighting the anticipated changes based on
manufacturer values are higher than the realised
emission savings from the car taxation change.

Stock carbon intensity profile: 2001 – 2018
Weighted stock carbon intensity took the distance travelled by
each vehicle type into account. Based on information acquired
from the National Car Test centre on annual distance travelled,
new vehicles travel further than vehicles of older vintages and
vehicles of a larger engine cc also travel further.
The total grams of carbon dioxide for a given year without onroad factors and fuel type was calculated as follows,
𝑔𝐶𝑂 = ∑ 𝑆 , , × 𝐷 , , × 𝑔𝐶𝑂 , ,
Including on-road factors, the total grams of carbon dioxide for
a given year was calculated as per equation,
𝑔𝐶𝑂 =

𝑆

, ,

×𝐷

, ,

× 𝑔𝐶𝑂

, ,

× 𝑂𝑅𝐹 ,

,

(5)

𝑆 , , , 𝐷 , , , 𝑔𝐶𝑂 , , , 𝑂𝑅𝐹 , , are the vehicle stock, distance
travelled (km), gCO2 represents the average grams per
kilometer, and the on-road factor of vehicle fuel f, vintage v and
engine cc e.
The stock carbon intensity is then calculated from the distance
travelled by vehicles and the total number of vehicles.
𝑇𝑜𝑡𝑎𝑙 𝑔𝑟𝑎𝑚𝑠 𝑜𝑓 𝐶𝑂
𝑆𝑡𝑜𝑐𝑘 𝑐𝑎𝑟𝑏𝑜𝑛 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 =
(6)
𝑇𝑜𝑡𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

Impact of biofuels and electric vehicles on emissions
reductions
Based on biodiesel and bioethanol sales recorded by the
National Oil Reserve Agency (NORA), the proportion of
biodiesel used to fuel diesel vehicles, and bioethanol used to
fuel petrol vehicles was determined as shown in Table 1 [19].
Table 1. Biofuel mixing rates: 2008 - 2018
Year
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
2020

% Bioethanol
Energy content
0.0%
0.0%
1.8%
3.4%
3.6%
3.9%
3.9%
4.6%
5.3%
5.4%
5.5%
5.5%
5.5%

% Biodiesel
Energy content
0.0%
0.0%
2.7%
3.8%
3.0%
3.8%
4.4%
4.4%
3.6%
5.4%
5.0%
6.3%
7.2%
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It is assumed that bioethanol and biodiesel have net zero carbon
dioxide emissions and that there is no biofuel mixing prior to
2008.
The CO2 emissions offset by electric vehicles was calculated
by applying the average stock carbon intensity for each year to
the vehicle kilometres travelled by electric vehicles.
The cumulative savings from electric vehicles in the fleet over
the period of 2001 – 2018. The carbon dioxide emissions
savings are limited to the tail-pipe emissions savings and do not
account for the carbon dioxide emissions from electricity
generation. Carbon dioxide emissions from electricity
generation are accounted for under the emissions trading
scheme and are not counted as transport emissions.
Revenue Forgone from private vehicle taxation change
Revenue from annual motor tax is recorded by the Government
Climate Action and Tax Strategy Group [1]. These values are
compared with the revenue calculated from the stock model.
Taxation rates based on the engine cc as shown in Table 2:
Table 2. Engine cc-based taxation rates [16]
Engine CC
≥ 1,000

Annual
Payment
€199

Engine cc
2,001-2,100

Annual
Payment
€906

1,001-1,100

€299

2,101-2,200

€951

1,101-1,200

€330

2,201-2,300

€994

1,201-1,300

€358

2,301-2,400

€1034

1,301-1,400

€385

2,401-2,500

€1080

1,401-1,500

€413

2,501-2,600

€1294

1,501-1,600

€514

2,601-2,700

€1345

1,601-1,700

€544

2,701-2,800

€1391

1,701-1,800

€636

2,801-2,900

€1443

1,801-1,900

€673

2,901-3,000

€1494

1,901-2,000

€710

>3,001

€1809

Taxation rates based on emissions bands were calculated
using the rates shown in Table 3.
Table 3. Emissions based taxation rates [16]
Band

CO2 emissions- g/km

Annual Payment

A0

0

€120

A1

1-80

€170

A2

81 - 100

€180

A3

101 - 110

€190

A4

111 - 120

€200

B1

121 - 130

€270
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B2

131 - 140

€280

C

141 - 155

€390

D

156 - 170

€570

E

171 - 190

€750

F

191 - 225

€1200

G

> 255

€2350

Scenarios:
1. Revenue with on-road factor: the on-road factors,
which increase the vehicles grams per kilometre
emissions of carbon dioxide, are included in the
calculation for the vehicle’s respective taxation
category. The engine cc-based taxation regime is
applied to all vehicles in the stock registered during
or before 2007.
2. Revenue without on-road factors: the emissions
category is based on the manufacturer specified
emissions band of the vehicles. The engine cc-based
taxation regime is applied to all vehicles in the stock
registered during or before 2007.
3. Revenue from engine band calculation: the emissions
band taxation scheme is not applied to the vehicle
stock and annual motor tax is calculated based on the
engine cc equivalent rate for all vehicles up to 2018.
4. Recorded receipts: revenue generated from the
annual motor tax as recorded by the Department of
Finance [1].
3

RESULTS
Carbon Dioxide Emissions Profile of Private Vehicles in
Ireland 2001 – 2018

Once the increasing on-road factors over the period of 2008 –
2018 are considered, the net savings from the post-tax
purchasing trends are 2,150 kT CO2. The efficiency
improvements attributed to the European Regulation (EC
443/2009) accounts for a saving of 276 kT CO2. Combining
the impact of the taxation change and efficiency improvements
results in a net reduction of CO2 emissions of 2,426 kT CO2.
Increasing on-road factors account for a net emission gain of
782 kT CO2 than what would have been expected. This
highlights the impact of increasing on-road factors on carbon
accounting. The savings from the efficiency improvements are
just over 1/3 of the anticipated savings, and the taxation change
impact is just over 1/3 lower than expected due to the increasing
performance gap between on-road and manufacturer rated CO2
emissions factors. Results are highlighted in Fig. 1 below.
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Fig. 1. Carbon Dioxide Emissions Profile of Private Vehicles
in Ireland 2001 – 2018
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reduction rate’ highlights the projected stock carbon intensity
had the carbon intensity reduction rate pre 2007 continued to
2018. It is used as a reference to highlight the ongoing carbon
reduction occurring in the fleet prior to the 2008 emissionsbased car tax. By 2018, the stock carbon intensity in this
scenario would have been 180 gCO2/km. The overall carbon
intensity of the fleet with on-road factors accounted for falls
from 185 gCO2/km in 2007 to 169 gCO2/km in 2018. However,
had the new vehicles in 2007 had not been further improved
upon and the purchasing trends from 2007 continued to 2018,
with emissions bands and on-road factors remaining constant
from 2007 values the stock carbon intensity would have fallen
to 173 gCO2/km.
While reported carbon intensities of newly purchased vehicles
highlight a drop to 112 gCO2/km by 2018, once residual vehicle
stock from previous years and on-road factors are accounted
for, the stock carbon intensity is 170 grams per kilometre. Onroad factors have been increasing since 2007 and this is
reflected in the relative difference between manufacturer stated
gCO2 per kilometre and the carbon intensity of new vehicles
with on-road conditions considered.
Revenue Forgone from private vehicle taxation change
Recorded receipts over the period of 2014 – 2018 were
significantly lower than the revenue that would have been
collected had the emissions bands ratings with which the tax
had been applied to better reflected the on-road performance of
the vehicles. If the manufacturer specified emissions bands
represented the on-road CO2 emissions performance, revenue
from annual motor tax would have been €1.25 billion in 2018.
Recorded receipts for that year stood at €0.77 billion. The
change in the tax regime resulted in a drop in the annual motor
tax revenue for the Department of Transport, based on the stock
calculations.
By 2018, revenue from the engine cc regime would have
reached €1.195 billion per year. Recorded receipts from the
emission band regime with the engine cc regime for vehicles
registered before 2007 was €0.77 billion, one-third less than the
revenue that would have been collected for the same vehicle
stock under engine cc rates.

Weighted stock carbon intensity
Stock Carbon Intensity - pre 2007 reduction rate
No change in emissions bands or on road factor
New Vehicle Carbon intensity - manufacturer value
New Vehicle Carbon Intensity - On road conditions

Fig. 2. Carbon Intensity profile of the entire vehicle stock and
new vehicle purchases.
‘Weighted stock carbon intensity’ is a representation of the
carbon intensity of each kilometre driven by the Irish private
passenger transport fleet. It considers the variation in distance
travelled by vehicles of different vintages; fuel types and
engine cc. New diesel vehicles are driven further than older
petrol vehicles for example. ‘Stock Carbon Intensity – pre 2007
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However, if the purchasing patterns with respect to the carbon
intensity of vehicles purchased in 2007 under the engine cc
regime continued, a reduction from 185g/km to 173g/km would
have been achieved by 2018 with the renewal of older vehicles
in the fleet to 2007 standards.
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has reduced from 185g/km in 2007 to 170g/km in 2018.
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ABSTRACT: This paper focuses on understanding the perception of both haulage company owners and stakeholders from
government, academia, and consultant agencies on several emission mitigation strategies from the freight industry. To draft
effective policies, there is always a need to understand the perception of all the stakeholders. Therefore, in this research, in-person
interviews were conducted with haulage company owners to understand their perception about emission mitigation measures such
as the use of alternative fuels, engine techniques, re-routing, Irish diesel rebate policy, physical internet system and their
preparedness, barriers, and expectations from the government for implementing emission mitigation measures. Further, based on
the pilot survey in the form of in-person interviews, a detailed online survey was designed and conducted to understand the
perception of both haulage company owners and stakeholders to establish best practices, barriers, and solutions to reduce emissions
from heavy-duty vehicles. The results indicate that most companies are eager to introduce eco-driver training programs within
their companies. Based on the results from the online survey, both stakeholders and company owners agree that driver training
programs could be an effective solution to encourage eco-driving measures in HDVs. Both stakeholders and company owners
agreed that the top three expected policies from the Irish government would be incentives for CNG trucks, electric trucks, and
driver training programs. Also, improvement in fuel rebate policy has mixed responses from both companies and stakeholders,
and it is least likely to be expected from the government.
KEYWORDS: Heavy-duty vehicles; stakeholders; in-person interviews; online survey; policy
1

INTRODUCTION

A large portion of Irish Road Freight Transport is travelled
using heavy-duty vehicles (HDVs) (trucks >3.5 tonnes), which
contribute 17% of all road transport-related greenhouse gas
(GHG) emissions in Ireland [1]. Total tonnes of materials
transported in 2018 was 1.9% higher than in 2017 and is
expected to increase in road freight activities [2] and, therefore,
to curb future emissions from the road freight sector, policies
need to be implemented in Ireland. In order to draft effective
policies, there is always a need to understand the perception of
all the stakeholders, including industry, government agencies,
consultancy agencies, and academia. The European
Commission has listed three main strategies to reduce
emissions from the transport sector (EU commission MEMO16-2497), which are 1)increasing efficiency by use of digital
technologies, 2) use of alternative fuels such as advanced
biofuels, hydrogen, renewable synthetic fuels, electrification of
transport modes,
and 3)encouraging low/zero-emission
vehicles. [1]
At the national level, the National Policy Framework (NPF)
on Alternative Fuels Infrastructure for Transport in Ireland 2017 to 2030 developed by DTTaS indicates eco-driving
technique to be a possible measure to reduce GHG emission
[4]. The National Mitigation Plan (NMP) published by the
Department of Communications, Climate Action and
Environment (DCCAE) in 2017 reiterates that the growth in the
economy may increase the pollution and GHG emission from
HDVs in Ireland [5]. In addition to alternative fuels, both NPF
and NMP indicate exploring other options, including ecodriving techniques. In Ireland’s National Energy Efficiency
Action Plan (NEEAP), it is targeted that a 20% energy
efficiency will be achieved from all sectors, including
transport. The NEEAP provides a set of policy measures such
as electrification of fleet and eco-driving to improve energy
efficiency in the transport sector. Further, Huang et al. (2018)
summarized several aspects to reduce emissions from the

542

transport sector which are improve mobility and reduce
recurrent traffic congestion, fleet renewal (e.g., EURO VI
engines in Europe), improved engine and vehicle technology
(e.g., hybrid electric vehicles), better fuel quality and use of
renewable fuels (e.g., biofuels and higher-octane rating petrol),
and driver education or training [6].
Research studies have used survey techniques to
understand the efficiency of road freight industry. Liitmatainen
et al. [7] collected and analysed 295 road transport
firms/hauliers in Finland. A survey was focused on assessing
the current and prospects of energy efficiency and CO2
emission reduction targets in Finland. The research concluded
that small companies are familiar with energy efficiency
actions. However, they lack knowledge regarding
implementation strategies. Bigger hauliers are more informed
and active concerning fuel efficiency compared to smaller
companies. Further, Marcilio et al. [8] studied and compared
the variables of environment and performance in Green
manufacturing and lean manufacturing context in road freight
transportation system. In their study, a questionnaire survey
was conducted between customers, workers, and managers. It
was observed that managers manage strategies related to the
type of commercial vehicle, age of the vehicle, and eco-driving
among drivers. The simulation model was employed in their
study. The study concluded that different scenarios would
result differently in the performance when the aforementioned
factors were considered. Also, the behaviour of greener
consumer would carry higher weight on the manager’s decision
in the supply chain mechanism. Likewise, research studies have
used focus groups and survey methods to study the perception
of eco-driving [9-10]. Eco-driving is a specific way of driving
any vehicle. Typical characteristics of eco-driving are
accelerating moderately, anticipating real-time traffic and
signals, avoiding sudden stops and starts, eliminating excessive
idling, and maintaining driving pace using cruise control on
highways [11].
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Overall, studies have focused on understanding the
effectiveness of a particular emission mitigation strategy or
strategies. However, the present research study focused on
understanding the perception of both haulage company owners
and stakeholders on implementation of several emission
mitigations or fuel consumption strategies. The results from
this study help to draft policies to curb emissions from the road
haulage sector by incorporating perceptions from professionals
and decision-makers.
2

METHODOLOGY

The flowchart of the proposed study is presented in Figure 1.
Firstly, in-person interviews were conducted with haulage
company owners and fleet managers. The pilot survey was
focused on understanding the background of haulage
companies in terms of the type of goods they transport, engine
types, trips, common routes travelled within Ireland, average
fuel consumption at the fleet level, adopted eco-driving
practices. Also, discussions were targeted to understand their
perception about emission mitigation measures such as the use
of alternative fuels, engine techniques, re-routing, diesel rebate
policy, and physical internet system. Finally, their
preparedness, barriers, and expectations from the government
for implementing emission mitigation measures were discussed
during in-person interviews.

Figure 1. Methodology flowchart.
Based on the results from the pilot survey, a detailed survey
was designed to understand the perception from haulage
company owners and stakeholders (Government, consultancy,
and academia), which contribute to drafting the policies.
Haulage company owners were asked about the fleet size,
composition by engine types, driver information, average fuel
economy, decisions based on vehicular emission, incentive
programs for drivers, and willingness to participate and
implement different types of eco-driving measures. Further,
perception about the different driver behavior factors
contributing to fuel consumption and the importance of
different emission mitigation measures were asked to haulage
company owners. Also, hauliers were asked about the likeliness
of several policies, which could be implemented in Ireland.
Moreover, stakeholders were also asked about the
importance of different emission mitigation measures, the
likeliness of different types of eco-driving measures, support

for the driver training program in commercial driver’s license
tests, and the likeliness of several policies, which could be
implemented by the Irish government.
3

RESULTS

The results from the pilot study and online survey are
presented below.
Perception of hauliers by in-person interviews
Six companies participated in in-person interviews, which
include two companies located in Waterford, two of them in
Sligo, and one company located in Kilkenny. Different
companies transport different types of materials, such as
refrigerated goods, food products, steel, raw materials, timber,
and containers. Fuel economy of HDVs change with the type
of goods and type of engines. As diesel is the primary source of
expenditure and profit margins, company owners tend to
purchase upgraded engine trucks, which are fuel-efficient.
Drivers are encouraged to use motorways rather than rural or
urban routes. In terms of eco-driving training and
implementation, many of the companies provide personalized
driver training and incentive programs to encourage drivers to
be fuel-efficient. For example, drivers are informed about their
weekly performance in terms of % of hard acceleration, the
number of harsh brakes, % of overspeeding, and overall fuel
economy. This information is collected from telematics data.
Based on the fuel economy and other driver behaviour
characteristics, drivers are incentivized for adopting fuelefficient driving. One of the big size company reported that the
use of top quality of tyres helped them to improve fuel
economy.
Moreover, discussions were held on the acceptability
of the use of alternative fuels (electric, Compressed Natural
Gas (CNG), and biodiesel), use of engine techniques (particle
filters, catalytic, waste heat recovery), re-routing, diesel rebate
policy, and physical internet system. Some of the companies
have tried alternative fuels, but due to the lack of available
infrastructure (charging stations), mileage of alternative fuel
trucks, and the time required to fill CNG tanks were some of
the restraining factors in adopting alternative fuel trucks. Most
of the companies are moving towards the use of EURO VI
engine trucks, which uses advanced engine techniques and are
fuel-efficient compared to EURO III and IV engines. Further,
in terms of re-routing by empty running, shorter routes, and less
congested routes, companies stated that they cannot afford
empty running of vehicles and encourage their drivers to use
motorways to avoid congestion and to improve fuel economy.
In terms of Ireland’s diesel rebate policy, companies
acknowledge the current fuel rebate policy and are hoping to
get a better rebate scheme. One of the ways could be
incentivizing based on advanced engine types and alternative
fuel trucks. Companies with a higher number of low emission
trucks (EURO VI) would be incentivized compared to the
companies with high emission trucks (EURO III and EURO
IV).
A physical internet system helps to avoid the empty
running of trucks. In this system, registered trucks show their
availability and destinations in real-time. Companies can take
orders from other companies to haul products from one point to
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another. Company owners provided mixed responses in terms
of adaptability.
Most of the companies are eager to introduce
measures to reduce emissions such as upgrading their fleet,
eco-driver training, driver incentive programs, and use of
hydrogenated vegetable oil as a fuel. The main barriers for
companies to implement additional measures to reduce
emissions are the cost of vehicles and uncertainty / or
fluctuations in policies from the Government side.
Based on the discussions mentioned above, a series of
questions were asked to haulage company owners and
stakeholders by an online survey. The results from the online
survey are presented below. Responses were collected between
February 2020 till April 2020. A total of 42 participated in the
survey. Out of which 15 participants were from haulage
company owners, and remaining participants were stakeholders
from the Government sector, consultant agency, and academia,
as shown in Figure 2.

Moreover, the importance of several measures and scenarios
to reduce fuel consumption were asked to the company owners,
as shown in Figure 3. Company owners stated that use of cruise
control (100% of respondents), barrier-free toll lane (90% of
respondents), maintenance of vehicles (90% of respondents),
loading under the permitted limit (88% of respondents) and
driver training (82% of respondents) were found to be
extremely important or very important measures, which could
reduce fuel consumption from HDVs. On the contrary, 22% of
the respondents stated that vehicle routes based on terrain
condition were not an important measure to reduce fuel
consumption and 10% of the respondents stated that driving
during off-peak hours, barrier-free toll lanes, and empty
running trucks were not essential measures to reduce fuel
consumption.

Figure 2 Survey sample distribution.
Perception of Haulage Company Owners by Online
Survey
Out of the total 15 participant companies, one company has
less than five trucks, four of the companies have 5 to 10 trucks,
four of them have 11 to 30 trucks, two companies have 31 to
50 trucks, and one company has more than 50 trucks. Three of
the respondents have skipped the answers or did not respond.
The average number of drivers within these companies is 27,
ranging from 5 to 160 drivers, and average fuel consumption at
the fleet level is 32 liters per 100 km. Further, 83.33% of the
companies consider vehicular emissions while operating their
business, and all the companies are willing to participate in the
driver training programs to educate their drivers. Further, out
of the 12 companies, seven companies (58.33%) have an
incentive program for fuel-efficient drivers within their
companies. The other five companies who have not
implemented incentive programs asserted that time, do not
think it works, tried it before, and do not want to put drivers
under pressure were some of the reasons for not introducing
incentive programs.
Typically, eco-driving can be achieved through driver
training, eco-driving assistance or feedback technology, and by
use of eco-routing navigation system. Out of these three ways,
companies were more willing to adopt driver training program
(58% of respondents) compared to eco-driving assistance
technology (33% of respondents) and eco-routing navigation
system (9% of respondents).
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Figure 3 Perception of haulage company owners on several
measures to reduce fuel consumption.
Company owners were asked about the expected policies by
the Irish government, as shown in Figure 4. Respondents stated
that policies such as incentive for barrier-free toll lanes (45%
of respondents), electric trucks (40% of respondents), CNG
trucks ( 40% of respondents), and driver training program (40%
of respondents) are extremely likely or very likely to be
adopted by the Irish government.
Perception of Stakeholders
Participants from stakeholders were from government,
consultant, academia, and energy sectors. The importance of
several measures and scenarios to reduce fuel consumption was
asked to the stakeholders, as shown in Figure 5. Stakeholders
stated that upgrading fleet to EURO VI (88% of respondents),
driver training (79 % of respondents), use of alternative fuels
(79% of respondents), loading under the permitted limit (69%
of respondents), installation of ant-idling devices (69% of
respondents), and restrict truck movements in urban centers
during daytime (68% of respondents) are extremely relevant or
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very relevant measures to reduce fuel consumption from
HDVs. However, 26% of respondents stated that improvement
in the fuel rebate scheme is not a relevant measure to fuel
consumption.

Figure 6 Responses from stakeholders on eco-driving
measures.

Figure 4 Responses from haulage company owners on
expected policies in Ireland

Moreover, stakeholders were asked about the
expected policies by the Irish government, as shown in Figure
7. Respondents stated that policies such as incentives for the
driver training program (63% of respondents), CNG trucks
(53% of respondents), and electric trucks (48% of respondents)
are extremely likely or very likely to be adopted by the Irish
government. However, 32% of respondents stated that
improvement in fuel rebate policy is not likely to be adopted,
and 21% of respondents stated that incentives for anti-idling
devices and the use of barrier-free toll lanes are not likely or
not likely at all to be adopted by the Irish government.

Figure 7 Responses from stakeholders on expected policies in
Ireland
Figure 5 Perception of stakeholders on several measures to
reduce fuel consumption.
Out of the three eco-driving measures, stakeholders stated that
driver training (68% of respondents) and eco-driving assistance
technology (53% of respondents) are extremely likely or very
likely to be adopted by the Irish government, as shown in
Figure 6. However, 16% of respondents stated that the ecorouting system is not likely to be adopted by the Irish
government.

4

CONCLUSIONS

The paper focuses on understanding the barriers, and
challenges faced by haulage companies, and their participation
to improve fuel economy and reduce emissions by introducing
additional measures such as the use of alternative fuels, engine
techniques, re-routing, Irish diesel rebate policy, a physical
internet system. Overall, highlights from the pilot and online
surveys are:
1. As diesel is the primary source of profit margin, companies
are self-motivated to upgrade their fleet to fuel-efficient
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2.

3.

4.

5.

6.

vehicles, which ultimately reduce their emission
contribution.
The use of alternative fuels could be a solution to curb
emissions from HDVs. However, due to the lack of
infrastructure and vehicle technology in terms of mileage,
companies are hesitant to purchase trucks. With appropriate
support such as incentives or tax relief from the government
may encourage companies to use alternative fuels.
Most companies are eager to introduce eco-driver training
programs within their companies. Based on the results from
the online survey, both stakeholders and company owners
agree that driver training programs could be an effective
solution to encourage eco-driving measures in HDVs.
From stakeholder’s perceptive, the top five measures to
reduce fuel consumption and emissions are alternative fuels,
followed by upgrading to EURO VI fleet, driver training
programs, use of anti-idling devices, and loading within the
permitted limit. From companies' perspective, the top five
measures to reduce fuel consumption and emissions are the
use of cruise control, followed by maintenance of vehicles,
loading within the permitted limit, driver training programs,
and upgrade the fleet to EURO VI.
Also, both stakeholders and company owners agreed that
the top three expected policies from the Irish government
would be incentives for CNG trucks, electric trucks, and
driver training programs.
Improvement in fuel rebate policy has mixed responses
from both companies and stakeholders, and it is least likely
to be expected by the government.

Collecting the data from more haulage company owners and
stakeholders merits an investigation for future study.
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ABSTRACT: The activities of a port have critical economic importance due to its role in international trade as well as due to their
large environmental footprint contributing to climate change and global warming. Owing to the steady growth of this sector, an
investigation into reducing the environmental impacts of port services by improving efficiency is crucial. In this paper, the
environmental efficiency of a port is analysed using a Data Envelopment Analysis (DEA) based decomposition methodology. A
2-stage DEA model for measuring port environmental efficiency has been developed which includes both desirable and
undesirable inputs, intermediate measures and desirable and undesirable outputs. As a case study, the overall environmental
efficiency of Dublin port was analysed using the proposed NRDEA method over a period of 10 years (2009-2018). Based on the
results, factors contributing to the efficiency of Dublin port have been isolated along with possible policy interventions to improve
efficiency.
KEYWORDS: Environmental efficiency, Port Emission, Two-stage DEA, Non-radial DEA, optimisation, Dublin port.
1

INTRODUCTION

Considering that global trade, supply chains, production
processes and economies of countries are interconnected
through well-functioning port systems, it is becoming
increasingly important to monitor and measure the
environmental performance of ports in addition to their
operational, financial, economic, and social performances [1].
These are largely driven by the port city policies and politics.
Port authorities can influence the ship’s GHG pollutions,
through incentivising services, improved technologies that
facilitate fuel savings in port [2]. Introduction of different
solutions for reducing GHG emissions within the ship-port
interface aim at decarbonisation of maritime transport [3].
Recognizing the environmental concern, the European Union
(EU) is focused on the collection and reporting of GHG
emissions from international shipping to the International
Maritime Organisation (IMO) and has also launched
legislation, from 2018, in this regard [4]. Furthermore, EC
supports further consideration of measures and best practices
for reducing air emissions and improve overall efficiency in the
port area [5, 4].
In literature, the Data Envelopment Analysis (DEA) method
has received significant attention in the efficiency evaluation of
ports. In order to improve all disadvantages of traditional and
radial models related to remaining slacks, overestimation score
of efficiency, discriminatory power, and absence of preference
weights Non-Radial DEA (NRDEA) models have been used
for evaluation of port efficiency considering environmental
variables to improve the sustainability of port operations [6].
Gobbi et al. [7] reviewed studies related to the environmental
evaluation of ports and concluded that the main reason of using
different traditional DEA models due to their ability to combine
multiple inputs and outputs in an optimisation framework. It
was observed that existing DEA models used in port
environmental efficiency evaluation could not isolate the effect

of specific variables to support decision making requirements
of the policy makers to improve efficiency. Consequently, a
new 2-stage NRDEA model with the added flexibility of
incorporating decision maker’s requirements (weights) and
strong discrimination power has been developed in this study
for evaluation of environmental efficiency of port services
considering environmental and operational factors.
The operation processes in the port terminal can be divided into
areas of the port: the berth, quay, transport area, (storage) yard,
and (terminal) gate. Berth and quay can together represent the
sea-side area, while the yard and gate can be presented landside area. The overall efficiency of a port depends on both seaside and land-side services and are influenced by equipment
and operation flows. Previous studies related to the evaluation
of port efficiency have employed one-stage DEA models.
Therefore, in 2-stage NRDEA method was employed to
evaluate environmental efficiency of Dublin port in Ireland
considering environmental and operational factors.
program of the conference.
2

METHOD
2-stage non-radial DEA model

An extension of the improved NRDEA model presented by [8]
has been made to develop this novel 2-stage NRDEA model.
The extension is based on the introduction of intermediate
measures. This novel 2-stage NRDEA model is based on the
efficiency decomposition methodology. The model can be
represented in the following way as a 2-stage NRDEA model.
For each stage individual efficiency scores 𝜃 and 𝜃 are
defined.
The overall efficiency of these 2-stages can be obtained as
average { (𝜃 + 𝜃 )} or product 𝜃 ∗ 𝜃 of efficiencies from
each stage, while in input-oriented model it is required 𝜃 ≤ 1
and 𝜃 ≤ 1. Following [9] and [10], overall efficiency score of
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the 2-stage NRDEA model can be represented as 𝜃 ∗ 𝜃 . In
that manner, the independent and separate evaluation of two
processes within the model is being overcome. The 2-stage
process will be considered efficient if and only if 𝜃 = 𝜃 =
1. Within the 2-stage NRDEA model, in the first stage for K
DMUs each DMU use N desirable inputs and L undesirable
inputs and M desirable outputs and J undesirable outputs of the
first stage denoted respectively as 𝑥 = (𝑥 , … , 𝑥 ), 𝑒 =
(𝑒 , … , 𝑒 ), 𝑦 = (𝑦 , … , 𝑦 ) and 𝑢 = 𝑢 , … , 𝑢 . Variable
𝑥 denotes desirable inputs of first DMU, while 𝑥 denotes nth desirable inputs of k-th DMU. This is true for other variables
such as desirable outputs and undesirable inputs and outputs.
The duality of linear programming can be denoted by the real
variable and the non-negative vector 𝜆 = (𝜆 , 𝜆 , … . , 𝜆 ).
Within the models (6) and (12) for undesirable inputs,
intermediate measures of the first stage 𝜃 and 𝜃 and
undesirable inputs and outputs of the second stage 𝜃 and
𝜃 along with decision maker weights 𝑊 ,𝑊 ,𝑊 were defined
in order to improve the discriminating power of the model. In
some real measurement, desirable inputs should be reduced, 𝜃
within the first stage and second stage with decision maker
weight 𝑊 was defined also in goal function.
STAGE 1
1
𝑁

𝜃 = 𝑚𝑖𝑛 𝑊

𝜃 +𝑊

1
𝐿

1
𝐽

𝜃

+𝑊

𝜃

(1)

s.t.
, 𝑛 = 1, . . , 𝑁. (2)

∑

𝜆 𝑥

∑

𝜆 𝑒 ≤ 𝜃 𝑒 , 𝑙 = 1, . . , 𝐿. (3)

∑

𝜆 𝑦

∑

𝜆 𝑢

≤𝜃 𝑥

≥𝑦

, 𝑚 = 1, . . , 𝑀. (4)

= 𝜃 𝑢 , 𝑗 = 1, . . , 𝐽. (5)

𝜆 ≥ 0, 𝑘 = 1, . . , 𝐾.
𝜃 ≤1
𝑊 +𝑊 +𝑊 =1
(6)
STAGE 2
1
𝑀

𝜃 +𝑊

1
𝐽

𝜃 +𝑊

1
𝑇

𝜃
(7)

s.t.
𝜆 𝑦
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𝜆 𝑢

∑

𝜆 𝑧 ≥𝑧

∑

𝜆 𝑣

𝑗 = 1, . . , 𝐽. (9)

≤𝜃𝑢

𝑖 = 1, . . , 𝐼. (10)

= 𝜃 𝑣 𝑡 = 1, . . , 𝑇. (11)

𝜆 ≥ 0 𝑘 = 1, . . , 𝐾.
𝜃 ≤1
𝑊 +𝑊 +𝑊 =1
(12)
In the second stage, the NRDEA model includes M desirable
outputs 𝑦 = (𝑦 , … , 𝑦 ) and J undesirable outputs 𝑢 =
𝑢 ,…,𝑢
of the first stage which represents desirable and
undesirable inputs of the second stage (-i.e., intermediate
measures) and z desirable outputs 𝑧 = (𝑧 , … , 𝑧 ) and t
undesirable outputs 𝑣 = (𝑣 , … , 𝑣 ) of the second stage. This
observance for n desirable inputs, l undesirable inputs and m
desirable outputs and j undesirable outputs of the first stage and
z desirable outputs and t undesirable outputs of the second stage
is satisfied and confirmed through equations (1-5, 7-11).
Based on this model, the inefficiency of each DMU through
stages can be recognized and evaluation of efficiency
decomposition of the whole process is possible. The NRDEA
model proportionally and simultaneously decreases the number
of desirable and undesirable inputs and undesirable outputs of
the first stage which are desirable and undesirable inputs to the
second stage (-i.e., intermediate measures) and undesirable
outputs of the second stage as much as possible for the given
level of desirable outputs. The efficiency score of each stage
and the overall efficiency score denoted as 𝜃 ∗ 𝜃 can be in
the interval between 0 and 1. DMU with efficiency score equal
to 1 is an efficient DMU. DMU with efficiency score nearer to
1 has better efficiency and cannot reduce more desirable inputs,
intermediate measures, and undesirable outputs. The main
advantage of NRDEA model is related to stronger
discriminatory power. Better discriminatory power of this
model is achieved based on the efficiency scores 𝜃 , 𝜃 , 𝜃
assigned to the desirable and undesirable inputs, intermediate
measures and outputs. Further, the stronger discriminatory
power of this model can be achieved through the specified
decision-maker weights for desirable and undesirable inputs,
intermediate measures and outputs. With decision-maker
weights, priority and degree of desirability of the adjustments
of desirable and undesirable inputs, intermediate measures and
outputs can be determined.
Selection of DMUs and Variables

𝜃 = 𝑚𝑖𝑛 𝑊

∑

∑

≤𝜃 𝑦

𝑚 = 1, . . , 𝑀. (8)

In this study, the period of 10 years from 2009 to 2018 was
selected because of the limited real data. Each year of Dublin
port operation represents a particular DMU. Evaluation of each
DMU was conducted firstly through stage 1 and after that
through stage 2. The overall efficiency of DMU is obtained
based on the results obtained separately through stage 1 and
stage 2 using equation 𝜃 ∗ 𝜃 . In order to avoid bias, during
the application of the model the same weights for all variables
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2018
15
17
7860

2017
15

2012
15
17

2011
15
17

2010
15
17

17

16922

UDO*

7713

kgCO2

15889

Total emissions
produced per year

15177

Goods
forwarded*

8672

DO*

14205

Number

13440

Total number of
vehicles/trucks

8000

Goods received

7639

Classification

12713

Unit

7153

Outputs

6624

Outputs/Inter
mediates
12160

UDIM*

7178

kWh/Tons

6767

Total energy
consumed per
tonne of volume
throughput

12275

Vessels arrived

7192

DIM

7434

Total number
of terminals

12750

1000
Tonnes

DIM*

6797

Classification

15

Unit

17

Intermediate
measures

Inputs
Total number
of cranes

UDO*

7247

kWh/Tons

Goods forwarded

Variables

2009

DMUs

Total energy
consumed per
tonne of volume
throughput

Goods received

Stage
2

DO

12667

Goods forwarded

9410

DO*

9107

1000
Tonnes

2016

Goods received

15

Classification

17

Unit

7665

Outputs

2015

UDI*

15

Number

17

Vessels arrived

7106

DI

2014

Number

15

Total number of
terminals

17

DI*

7040

Number

2013

Total number of
cranes

15

Classification

17

Unit

5939

Stage
1

Inputs

*DI-Desirable Input; *UDI-Undesirable Input; *DIMDesirable Intermediate Measure; *UDIM-Undesirable
Intermediate Measure; *DO-Desirable Output; *UDOUndesirable Output.
For the past 10 years data for Dublin port related to the vessels
arrived, goods received and forwarded, the total number of
vehicles/trucks were collected from the Central Statistics Office
(CSO) of Ireland. The vessels arrived was categorized as
undesirable input because a number of vessels directly
represent one of the major sources of emissions at the sea-side
of the ports [11].
Outputs goods received and forwarded were selected because
the goods throughput causes equivalent energy consumption
and produces emissions on the land-side and sea-side of the
port. These outputs are presented as desirable variables because
the amount of handled goods indicate the activity of the port.
Total energy consumed per tonne of volume throughput was
selected and represents the undesirable output of the operation
processes of ports. The data for the total energy consumed per
tonne of volume throughput have been extracted from
Sustainability Reports of Dublin port. Outputs of the first stage
in the NRDEA model represent intermediate measures which
are inputs in the second stage (see Table 2). Trucks represent a
source of emission at the land-side of the port, but their
operations within the ports are closely linked with the
throughput of goods and have been identified as DO. Total
emissions produced per year by the port have been classified
as a UDO of the second stage in the evaluation of the overall
environmental efficiency of the Dublin port. The data related to
total emissions produced per year in Dublin port have been
collected from Dublin port company. In stage 1 and stage 2 of
the model NRDEA data for all inputs and outputs are
summarized in Table 2.
Table 2. Summary of the data of Dublin port

6651

as 1/3 (-i.e., 𝑊 = , 𝑊 = , 𝑊 = , 𝑊 = , 𝑊 = ) for
each efficiency score have been selected. Inputs, intermediate
measures and outputs listed in Table 1 have been employed for
measuring the environmental efficiency of the Dublin port
using 2-stage NRDEA model. Distribution of these variables
on desirable and undesirable categories has been done based on
the reviewed studies, the operational process of the Dublin port
and the environmental impacts.
The data for the total number of cranes and a total number of
terminals for 2017 and 2018 have been taken from Dublin Port
Yearbooks. For the other years, the same value of these inputs
was assumed. These inputs were categorized as desirable inputs
because their number and efficiency positively contribute to the
overall efficiency of the port operation. The total number of
cranes has been selected also because cranes are directly related
to energy consumption and CO2 emissions are the product of
energy consumption [11]. Although the total number of
terminals is not directly related to the emissions, this input was
selected due to their relation with the port extension and overall
negative contribution to the environment.
Table 1. Inputs, Intermediate measures, and Outputs
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535

540
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RESULTS

Using Excel Solver the 2-stage NRDEA model was created in
Excel file and calculated using Solver. The results of the
environmental efficiency of the Dublin port are presented in
Figure 2. In the figure unified efficiency of the first stage 𝜃 ,
the second stage 𝜃 and the overall efficiency of NRDEA
model has been presented. The unified efficiency is the highest
in 2018 and it shows that the Dublin port was the most
environmentally efficient in 2018 out of the 10 years analysed.
This may be due to the low values of undesirable variables such
as the energy consumed and emissions in 2018. The main
reason for lower values of undesirable variables and overall
improved environmental efficiency of Dublin port is
particularly related with used advanced technologies last years.
Based on the overall efficiency, it can be seen that the
environmental efficiency of Dublin port has gradually
improved. This fact is related to the increasing values of DO
and decreasing values of UDIM and UDO. On the other hand,
the environmental efficiency of the Dublin port was the lowest
in 2010. Regarding the inefficiency, both stages of the NRDEA
model have shown the lowest values of 𝜃 and 𝜃 for 2010.
Regarding the ranking of the DMUs, in 2010, the second stage
of the NRDEA model performed better than 2009, while the
results of the first stage are contrary. Further, in the first stage,
the efficiency in 2011 is higher than it is in 2010 and 2012. In
the second stage, the efficiency in 2011 is higher in comparison
to 2010 but not in comparison with 2012. Based on the
described differences, the loss of efficiency of each DMU
within each stage can be identified and the effect of desirable
and undesirable variables on the efficiency can be better
understood. Therefore, this is the main advantage of such a 2stage calculation of the efficiency within the NRDEA model.

Figure 1. Environmental efficiency of Dublin port
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Figure 2. Ranking of DMUs
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0
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4016

650
726358
4754

Total
emissions
produced per
year

600

Total number
of
vehicles/trucks

3962

Total energy
consumed per
tonne of
volume
throughput
Outputs

642046

Civil Engineering Research in Ireland 2020

Scenario-based Sensitivity Analysis
The sensitivity analysis was conducted through two scenarios.
The necessary level of restriction of DI, UDI, DIM, UDIM and
UDO for improving the environmental efficiency of the port is
shown through the scenarios. These scenarios can be useful for
all stakeholders. Based on the results of scenarios (see Table 3)
policy makers can see how much they have to reduce factors
(especially input variables) in order to improve port
environmental efficiency. Scenario 1 - DI and UDI, DIM and
UDIM, as well as the UDO were reduced 10% for inefficient
DMUs, while for efficient DMU (2018) these variables were
increased by 10%. However, the values of desirable outputs
were unchanged. Scenario 2 – For inefficient DMUs DI and
UDI, DIM and UDIM, as well as the UDO, were reduced with
20%, while for efficient DMU same variables were increased
for 20% within NRDEA model. Based on the comparison
results in Figure 2 and Table 3 the first changes of unified
efficiency can be recognized with 10% reduction and
increment. From Table 3, it can be seen efficient DMU
becomes inefficient after the 10% changes of DI, DIM, UDIM
and UDO. In both scenarios, 2017 becomes efficient DMU.
With 20% of reduction and increment, the unified efficiency of
2018 within the model was further reduced.
Table 3. Environmental efficiency with changed values of
variables
Changes in DI, DIM, UDIM and UDO
DMU

𝜃

𝜃

𝜃 ∗𝜃

10%

20%

10%

20%

10%

20%

2009

0.788

0.788

0.644

0.644

0.507

0.507

2010

0.767

0.767

0.653

0.653

0.501

0.501

2011

0.808

0.808

0.705

0.705

0.570

0.570

2012

0.805

0.805

0.722

0.772

0.581

0.621

2013

0.816

0.816

0.813

0.813

0.663

0.663

2014

0.868

0.868

0.885

0.885

0.768

0.768

2015

0.904

0.904

0.872

0.872

0.788

0.788

2016

0.951

0.951

0.960

0.960

0.913

0.913

2017

1

1

1

1

1

1

2018

0.869

0.708

0.863

0.703

0.750

0.498

Civil Engineering Research in Ireland 2020

4

CONCLUSIONS

This paper evaluates the environmental efficiency of Dublin
port considering environmental and operational factors using a
novel 2-stage NRDEA model. The paper combines the wellknown 2-stage DEA processes [9] with a novel NRDEA
formulation introduced by the authors in their previous work
[8] to achieve stronger discriminatory power and more accurate
picture of DMUs efficiency. The combined model uniquely
distinguishes all variables as desirable or undesirable, utilises
specified decision-maker weights and employs efficiency
scores to all variables except DO. In relation to port services,
factors which do not have a significant negative environmental
impact were identified as desirable variables, while
environmentally harmful variables were grouped as
undesirable.
The model showed improved environmental efficiency in
recent times which should be attributed to the improved
technologies used in handling cargo and implemented
standards for energy and environment management. Measures
that can be helpful for better efficiency of ports are the
modernization of port services and operations and ensuring
investments in ports. However, for further improvement of
environmental efficiency modal shift to rail was pointed [12].
There were four options towards reducing the GHG emissions,
with respect to the shore side operations such as (1) slow
steaming, during the manoeuvring stage approach/departure
from port, (2) reduced port stay-quick turnaround ensures lower
ship emissions and shorter pollutions from port machinery, (3)
onshore power supply, thus reducing and/or eliminating the use
of fossil fuel powered auxiliary engines on board, as well as (4)
alternate fuels-changing away from fossil fuels onto other
power options (LPG, LNG, Hydrogen, etc).
The main limitation of this study is related to the lack of data
availability. This resulted in some assumptions for some input
variables as mentioned previously. The length of the timeperiod investigated was also limited due to this which
comprised the sample size required for DEA applications. The
choice of variables for the evaluation of the overall
environmental efficiency of Dublin port was also limited due
to the lack of availability of data about other variables.
Consequently, future works should be conducted with the more
detailed dataset and a greater range of variables.

[4] European Commission. 2016. A European Strategy for
Low-Emission Mobility-COM (2016) 501 final.
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MODELLING RAW-MILK TRANSPORTATION IN IRELAND: FASTEST OR SHORTEST ROUTE FROM FARM TO FACTORY.
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ABSTRACT: Post milk quota removal across the European Union, the Irish dairy industry has seen a significant increase in

overall milk production. This has had a knock-on effect on the transportation requirements of the industry. Schedulers face
multiple challenges when planning collection routes. One of these is should the schedule minimise distance or time when
planning collection routes? This study employs a simulation that incorporates GIS road data, individual farm locations, and
two separately located depot sites in order to calculate the trade-off between time and distance in the transportation of raw
milk to the processor site. A testbed of 50 simulated farms was created to simulate the seasonal milk production pattern,
with various scenarios examined. The findings suggest that the seasonal milk production pattern requires dynamic
scheduling of milk routes. Also, relatively small changes in site location can lead to large increases in transportation
distances. Finally, a focus on minimising distances may be short-sighted, in particular, where farms are located at even a
modest distance from the processing site.
KEYWORDS: Seasonal, Transportation, Raw Milk; Capacitated Vehicle Routing Problem (CVRP); Fastest Route;

Shortest Route; Simulation; Large Neighborhood Search (LNS); Optimization.
for VRPs have found solutions within one percent of the
optimum for problems where a large number of customers are
considered such as those involved in milk collection (Lahrichi
et al., 2012; Vidal et al., 2014). A highly successful approach
to solving large VRPs has been the introduction of the Large
Neighborhood Search (LNS) technique which employs greedy
search methods to solve VRPs (Shaw, 1997). Through the use
of this technique, researchers were able to demonstrate that the
approach could be reliably used and developed to produce
highly accurate solutions to VRPs which contain large numbers
of customers that needed to be visited (Lusby et al., 2016; Lutz
et al., 2014; Kytöjoki et al., 2007). The LNS method was further
developed to incorporate an efficient adaptive destroy and
repair algorithm. The Adaptive LNS (ALNS) extending the
ability of this approach to solve various real-world
transportation and scheduling problems (Pisinger and Ropke,
2010). For example, this approach was successfully used by
researchers to model sugarcane harvesting and transportation
scheduling (Pitakaso and Sethanan, 2019).

INTRODUCTION AND BACKGROUND

In 2019 almost 8.7 billion litres of milk was transported to the
19 main milk processing sites distributed throughout the
Republic of Ireland. Almost 8 billion litres of this milk was
produced south of the border by approximately 17,500 dairy
farmers, with the remaining 710 million litres originating North
of the border (CSO, 2019). A previous industry survey
estimated that the overall cost of raw milk collection in 2004 to
be in the region of €57 million per year, which equated to 1.15
cents per litre (Quinlan, 2013). Extrapolating this to the 2019
processing of over 8.7 billion litres represents a cost in excess
of €100 million. Added to this financial cost is the
environmental cost of milk collection such as greenhouse gas
emissions, road degradation, and traffic congestion for
example. Taking a typical milk tanker with a capacity of 29,000
litres this represents almost 316,000 loads in 2019, should these
tankers achieve an average of 95% capacity or 333,300 at 90%
capacity.

Internationally, researchers have investigated the costs directly
associated with various aspects of the raw milk collection
supply chain. Within the dairy industry in New Zealand,
researchers considered the use of a decision support system
(DSS) to reduce the overall costs of milk collection (Foulds et
al., 1996). They presented a DSS tool that was designed to find
efficient routes for collection schedules which also allowed
schedulers to manually fine-tune their routing schedules when
required. The research suggests that at busy times the arrival of
full tankers to the processor plant could be more carefully
managed by the schedulers. More recently, researchers have
described a similar two stage spatial decision support system of
milk collection in Spain (Amiama et al., 2015). Stage one

The milk collection problem is typically considered a
Capacitated Vehicle Routing Problem (CVRP), which in turn
can be seen as a generalization of the Travelling Salesman
Problem (TSP). While TSP’s can now be solved for large
numbers of customers (Laporte, 2009; Pillac et al., 2013) it has
been difficult to consistently solve instances of the CVRP, even
with comparatively small numbers of customers, by means of
exact algorithms (Baldacci et al., 2012; Toth and Vigo, 2014;
Vidal et al., 2014). As a result, much of the research efforts
have turned to the development of powerful metaheuristics.
Recently, researchers have shown how efficient metaheuristics
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solves the overall routing problem using VRP algorithms. In
stage two, the route manager, where necessary has the
flexibility to relax some constraints in order to achieve
optimum solutions. In Thailand, researchers employed a
differential evolution metaheuristic approach to determine
routes for raw milk collection from collection centers to dairy
factories with the objective of minimizing the total costs
(Sethanan and Pitakaso, 2016). Canadian researchers
considered a variant of the VRP, the Dairy Transportation
Problem (DTP) (Lahrichi et al., 2012). They studied the routing
problem which occurred when there are multiple hauliers and
depots involved. Through the application of their model, they
found improvements in distances travelled by hauliers ranged
from 0.5% to 4%. Furthermore, the research found that the use
of an ALNS approach for multi-period vehicle routing problem
was able to produce high-quality solutions for milk collection
in Canada (Dayarian et al., 2016). More recently, researchers
considered the transport requirements of a sample case
involving a large number of farms in a rural region of Chile
(Paredes-Belmar et al., 2016, 2017). The researchers
investigated the trade-off between lower costs of transportation
and segregated collection of different blends of milk. Using
blending, the authors were able to increase overall payload
capacity which in turn increased the feasibility, profitability,
and efficiency of the vehicles used in the collection process.

mapping data on the location of farms and milk processing sites
Microsoft Bing maps were used to estimate both the shortest
route and the fastest route between locations. A comparison of
these options is presented in detail in this paper. Erdoğan, 2017
conducted case studies within the tourist and health care
industries demonstrating the flexibility of the solver. This
analysis will help inform milk collection schedulers address
one of the many decisions they need to make, such as which
farmers to add to a particular schedule, which sequence to
collect the milk how often to collect from each farm for
example.
The remainder of the paper is organised as follows. In Section
2, the methods and materials used in the creation of the
simulation model are described, Section 3, the results obtained
from the running of a number of relevant simulations are
presented. Section 4 discusses the findings of the research and
draws conclusions with some suggestions for future research.
MATERIALS AND METHODS

The Irish dairy sector is highly dependent on the effect that
seasonal meteorological conditions have on grass growth
(Hurtado-Uria et al., 2013). Figure 1 compares the monthly
national volumes of domestic milk collected in 2014, the last
year that milk quotas applied, and 2019. Peak production
occurs between mid-May and early June, tailing off during the
winter months each year, giving a peak to trough ratio of
approximately 6:1. The overall increase in annual production
of circa 41.4% is not uniform across the months. While
November volumes have increased by 76% and May by 36%,
the actual deliveries increased by 180 million litres and 286
million litres respectively. This explains why a dynamic milk
collection schedule rather than a static model is desirable in
Ireland. A schedule based on May volumes would be highly
inefficient in the spring, autumn, and winter months.

Unlike the international dairy industry experience, research in
the area of milk transportation in Ireland is relatively sparse.
Now significantly dated, a previous study compared the effect
of farm size and the levels of milk production in Ireland on
collection costs using a Lockset analysis of raw milk collection
(O’Dwyer and Keane, 1971). While (Butler et al., 1997)
applied a variant of the TSP to model the collection process of
dairy farms located in north county Dublin, Republic of Ireland.
They modelled distances between the farms which were only
accurate to 1/10th of a mile (0.16 of a kilometre). More
recently, based on the smallest legally defined administrative
areas in the Irish republic, District Electoral Divisions (DED’s)
researchers created an estimate of road distance from a central
or appropriate point from each of the administrative areas
(Quinlan, 2013).

1500
1000
500

Irish milk production relies on an efficient grass-based spring
calving system (Smyth et al., 2009). However, grass growth in
Ireland is highly seasonal leading to variable milk production
pattern which is described later. Due to volatile production
levels, milk hauliers face the dilemma of having to decide
between keeping routes static or potentially changing routes to
fully optimise the collection process as volume patterns
continually change on individual farms throughout the year.
Any savings in financial costs, improved CO2 emissions and
other environmental factors that can be gained during the
planning of collection schedules, through the application of
modern technology must be continually examined, and thus
provide the motivation for this study.

0

2014 Deliveries

2019 Deliveries

Figure 1 Monthly domestic milk intake by creameries and
pasteurisers 2014 and 2019 (Million litres) Source CSO
2019
There are two distinct components related to the collection and
transportation of raw milk, transport driving, and assembly
driving. Transport driving, also referred to as trucking, can be
described as the driving-related to travelling between the milk
collection depot and the initial farm and the return journey from
the final farm visited on each route back to the collection depot.
While assembly driving is the driving from farm to farm
(Quinlan, 2013). Due to the highly seasonal nature of Irish milk

In order to model Irish milk production and transportation from
farm to factory, a testbed of 50 representative farms was
created, and a number of simulations considered. An opensource VRP Spreadsheet Solver (Erdoğan, 2017a) was adapted
to create milk collection routes and estimate the associated
travel distances based on these routes. As the solver requires
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production patterns, the balance between these two categories
of driving can vary significantly over the year. Figure 2 shows
an example of the significant variation of route schedules for
the efficient collection of milk from a cluster of farms at peak
through to trough times during the year.

𝑆 = 𝑉/𝑑

(2)

The amount of raw milk produced on each farm over a given
two-day collection period is given by {q1, q2, q3, …, qn}. Let Q,
the total volume of milk to be collected be defined as follows
𝑛

𝑄 = ∑ 𝑞i

(3)

𝑖=1

January

The number of vehicles required for a given collection window
is defined as k. It is assumed that all vehicles are homogeneous
and have a maximum capacity of 𝐶 .The minimum value of k
can be estimated as the ceiling of the total volume collected
divided by vehicle capacity.

May

Figure 2 Seasonal variation in Transport and Assembly
driving patterns.

𝑄
min{ 𝑘} = ⌈ ⌉
𝐶

The simulation model used here is formulated to investigate the
optimum routing schedule to collect raw milk from producers
and deliver to a milk collection depot. A simulation testbed
which incorporates a milk catchment area made up of fifty
sample farm locations is created. Using web-based mapping
services, for each of the randomly selected sample farm
locations, within the catchment area, a GPS location is recorded
(O’Callaghan et al., 2018). For this simulation, the sample
catchment area covering the cluster of farm locations is
approximately 800 km2 in size. Each farm within the catchment
area is assigned a random number of lactating cows. Individual
herds ranged in size from 37 to 330 cows with an overall
average herd size of 91 cows per herd. Overall, the testbed has
a total population of 4,571 cows. Each herd’s yield per cow is
set at 5,000 litres per year which is close to the national average
of 5,100 litres per year. Seasonal production levels are imposed
that follow the national pattern as shown in Figure 1. The
seasonal volumes produced during an average two-day cycle
for each month over a peak to trough cycle are calculated. In
relation to milk collection depots, two depots are considered.
Depot A, adjacent to the milk catchment area with Depot B
located approximately 40 Km from Depot A.

It should be noted here that in practice this is not always
reflective of how many trucks are used in an effort to minimize
overall distances, more trucks maybe required. Let 𝑆𝑡 be the set
of farms visited by a single collection vehicle.
𝑆𝑡 ⊆ S ∶ t = {1, … , k}

𝑋𝑖𝑗 ∈ {0, 1}

(6)

Where, the decision variable is defined such that only one
vehicle can enter a farm
∑

𝑋𝑖𝑗 = 1,

∀ 𝑗 ∈ 𝑆𝑡 ⋃ 𝑑 , i ≠ j

(7)

𝑖 ∈𝑆𝑡 ⋃ 𝑑

Only one vehicle can exit a farm
∑ 𝑋𝑖𝑗 = 1,

∀ 𝑖 ∈ 𝑆𝑡 ⋃ 𝑑 , i ≠ j

(8)

𝑗 ∈𝑆𝑡 ⋃ 𝑑

The following distance variables are defined
𝑌𝑖𝑗 = Distance between individual nodes (i, j)
: 𝑖, 𝑗 ∈ 𝑆𝑡 : 𝑖 ≠ 𝑗
𝑌𝑑𝛼𝑡 = Distance from depot to first farm 𝛼 of
route 𝑆𝑡

(9)

𝑌⍵𝑡𝑑 = Distance from the last farm ⍵ of 𝑆𝑡 back
to the depot

The mathematical formulation for the model presented in this
paper is based on the unified formulation as presented in
(Erdoğan, 2017a). Define 𝐺 = (𝑉, 𝐴) to be a directed graph
where 𝑉 = (0, 1, 2, 3, 4, … , 𝑛) is defined as a set of vertices
and 𝐴 = {(𝑖, 𝑗): 𝑖, 𝑗 ∈ 𝑉: 𝑖 ≠ 𝑗} is the set of arcs between each
vertex. The collection depot, d, is a single vertex, for simplicity
is defined as follows

Equation (9) describes three distinct distance variables for each
route. The assembly distance between each farm, the transport
distance from the depot to the first farm and the return distance
to the depot from the last farm visited.
𝑌𝑡 = ∑𝑖,𝑗∈𝑆𝑡 𝑋𝑖𝑗 𝑌𝑖𝑗 + 𝑌𝑑𝛼𝑡 +
𝑌⍵𝑡𝑑

(1)

(10)

The function 𝑌𝑡 yields the total distance travelled for each
defined route. The following function is to be minimized

S is defined as the set of all dairy farms producing raw milk that
are to be visited and each supplier (farm) is denoted as 𝑆 =
{1, … , 𝑛} where
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(5)

The following decision variable 𝑋𝑖𝑗 is defined with a value of 0
or 1. Where the value 1 denotes edges that are traversed and a
value of 0 is assigned to those edges that are not utilized as part
of a route.

Several factors were considered in the selection of depot
locations. Including several practical characteristics, such as
having a relatively good road network which would allow for
high-quality access to and from the initial depot location.
Moreover, in the event of any road issues arising on the primary
route to be used by the haulers, there must be alternative but
similar routes available that can be taken by the driver to allow
the collection vehicle access to the designated milk processing
depot location.

𝑑 = {0}

(4)
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𝑘

∑ 𝑌𝑡

Table 1. Comparison of total distances (km) and percentage
differences for January and May using shortest routes

(11)

𝑡=1

Subject to the following conditions:
C ≤ 30,000

(12)

𝑄
⌈ ⌉ ≤ 𝑘 ≤𝑛
𝐶

(13)

𝑌𝑡 ≤ 400 km

(14)

Depot

Trip
Distance
Jan (km)

Relative
Distance
(Jan)
Index

Trip
Distance
May
(km)

Relative
Distance
(May)
Index

(%)
Distance
Travelled
Jan to May

A

300.6

100

491.8

100

64

B

642.6

214

1864.7

379

190

Source Own Calculations

It should be noted that a number of conditions were imposed.
A maximum tanker capacity for each vehicle was set at 30,000
litres (12). The number of vehicles to be used must be greater
than or equal to the total capacity of raw milk to be collected
divided by the capacity of the tanker used (13). Furthermore, a
distance limit of 400 km was set for each trip, as it would be
considered impractical for a milk tanker to travel longer
distances in an Irish context (14).

As discussed earlier milk collection comprises of two distinct
elements, transport driving and assembly driving. Error!
Reference source not found. displays the shortest transport
driving distances and the percentage that it contributes to the
overall collection journey for each route. From this table, we
see that the number of vehicles required (V) increased from 2
to 8 for both depots as we move from January to May.
Table 2 Transport driving distances and (%) of the overall
distance (km) travelled per collection

To solve the various scenarios, simulations were deployed to a
set of standard Dell desktop computers. Each device is
configured with an Intel i5 CPU and 8GB of RAM. Microsoft
Office version 2013 and Windows 7 operating system was
installed on all of the machines used. Version 2.2 of the VRP
Spreadsheet solver was employed (Erdoğan, 2017b). There is a
built-in console interface which is used to configure the solver
for the simulations - Solver Console. Using this interface, a
number of required criteria and data values were entered for the
solver. Additionally, the number and locations of the sample
farms which were obtained from Microsoft Bing Maps, the
capacity and number of the collection vehicles to be used were
also recorded. Two approaches were taken for the simulations.
The shortest route and the fastest route were obtained from
Microsoft Bing maps for each edge for all nodes used in the
simulations. Varying levels of CPU running time limits were
considered for the simulations. It was decided to run each
simulation for one hour, to ensure that feasible solutions were
found.

Depot A
Jan
May
Depot B
Jan
May

V1
12.4
4%
34.4
83%
V1
187
49%
205
83%

V2
8.6
49%
31.6
37%
V2
175
67%
209
87%

V3

V4

V5

V6

V7

V8

34.4
64%
V3

7.8
17%
V4

44.0
48%
V5

15.3
22%
V6

41.8
46%
V7

10.1
84%
V8

182
80%

191
97%

197
74%

218
92%

203
87%

184
84%

Source Own Calculations
When production increases, as would be expected, there are
more deliveries to the individual milk collection depots. As
fewer farms are visited there is an increase in the proportion of
trucking that is required as part of the overall journey time that
must be undertaken for each collection. Likewise, as the
collection depot site is located at further distances from the
milk pool catchment area, or where the catchment moves, the
trucking element becomes a more significant component for
each of the routes. Of the distances covered by drivers
transporting to Depot B in May more than 75% is spent driving
between the depot and first farm or last farm and depot.

RESULTS
Table 1 presents a summary of the combined total shortest
distances travelled over a single two-day collection period for
the months of January and May. These represent the months of
the least and highest levels of production, respectively. Taking
Depot A, for example, the shortest combined route distances
required to be travelled in May is approximately 64% greater
than the shortest distance that is necessary to be completed in
January. Whereas, when Depot B is considered, there is almost
three times the difference in the total distance travelled between
the trough and peak months.

Table 3 Combinations of shortest (S) and fastest (F)
distances (km) and duration (hh: mm) of assembly (a)
and transport (t) components for May collection
window for Depot A and Depot B
Depot A
V1
V2
V3
V4
V5
V6
V7
V8
Total
Duration

Furthermore, it can be seen that there is a significant increase
in the combined route distances required as the site of the target
depot is relocated from Depot A to B. The relative distance
travelled index for January increases from 100 for Depot A to
214 for Depot B (an overall increase of 114%). Similarly, for
May there is an increase in the index from 100 to 379 (an
overall increase of 279%).

SaSt

FaSt

SaFt

FaFt

41.57
85.95
54.04
45.48
92.36
69.27
91.19
11.96
491.82
10:40

45.48
67.11
29.38
42.69
106.87
84.76
57.50
68.71
502.50
10:35

45.48
70.84
29.38
57.29
109.89
83.12
44.53
74.14
514.68
10:07

45.55
71.65
11.96
43.65
102.59
95.92
62.67
90.84
524.82
9:56
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Table 3 continued
SaSt
FaSt
Depot B
246.4
252.11
V1
240.36
238.84
V2
226.91
225.1
V3
196.93
196.93
V4
266.92
279.35
V5
236.51
233.88
V6
233.34
230.58
V7
217.28
217.28
V8
1864.65
1874.06
Total
35:30:00
Duration 36:00:00
(Source Own Calculations)

S aF t
271.09
259.55
233.29
211.24
288.37
253.24
248.00
227.42
1992.19
26:09:00

for V3 has a larger calculated distance of 227 km. In short, the
objective of any CVPR optimiser is to search for an optimised
aggregate set of feasible routes that will meet the conditions set
by the problem. Solutions consider a combination of different
length routes where some routes are longer, and others used in
the solution are shorter than those used in a solution that has an
overall shorter distance value for all routes when combined
together.
The results in Table 3 suggest that as transport driving becomes
a greater proportion of the overall journey distances there is a
greater difference in the overall journey times required for
various combinations of routes. Access to this high-level data
gives the scheduler the flexibility to choose alternative
approaches that maybe, depending on circumstances, more
closely align with the company’s overall transport objectives.

FaFt
268.82
259.92
243.13
211.24
290.24
253.14
249.64
227.44
2003.56
25 h 45 m

In Table 3 the effect on the total distance of using combinations
of the fastest route times with the shortest route times is
estimated. This analysis focus on May collections for both
depots and four combinations are considered based on
assembly and transport driving. In the first instance, the shortest
transport and shortest assembly driving are considered (SaSt).
This is directly analogous with the May data in Error!
Reference source not found.. Next, the fastest assembly times
are combined with the shortest transport times (FaSt). This is
followed by the shortest assembly times and fasted transport
driving times (SaFt). Finally, the fastest assembly time is
combined with the fastest transportation times (FaFt). In
addition, the overall times required for these different route
combinations are presented.
The routes that would provide the shortest and the fastest nodeto-node distances between the individual farms and from farms
to both collection depots were obtained from Bing maps online
mapping service. The duration time for any given route is
calculated by the mapping service using the average speed
limits along the route that would apply to a small vehicle. It
should be further noted that these are estimated values which
do not consider payloads, vehicle types, size, etc. The results of
the duration time can only be considered as indicative values.
In real-world situations, actual journey times recorded by
vehicles would be used in place of these indicative duration
times. In the Irish republic the standard speed limits that apply
for a small vehicle range from 30 km/h to 120 km/h.
Additionally, trucks with a gross weight of more than 3,500 kg
have an upper-speed limit on motorways of 90 km/h and a
maximum of 80 km/h on all other roads types.
The results for Depot A show that even though there is only 33
km of a difference between combinations SaSt and FaFt there is
a time difference of 44 minutes between the two combinations
of routes. For Depot B a total distance of 1874 km was
identified for FaSt, whereas, a slightly shorter distance of 1,865
km was found by SaSt. More interesting, for this particular
scenario the findings show that the shortest route distance SaSt,
(1,865) is just 139 km shorter than the longest FaFt (2,004) a
difference of less than 7%. However, there is a 40% increase in
the estimated time required to complete the collection, giving
an actual difference of 10 hrs and 15 min in the estimated time
duration for these combinations is considered.
A question this approach poses is, why are certain individual
FaSt truck routes shorter than those found for SaSt, even though
the overall combined distance is longer? For instance, Depot B,
FaSt V3 has an aggregate distance of 225 km, whereas, for SaSt

(a) Depot A: Straight-line map of Feb routes

(b) Depot A: Road map of Feb routes
Figure 3 Comparison of the straight-line distance map and
the actual road routing map
Finally, as can be seen from Figure 3 straight-line mapping of
the routes can often underestimate the actual journey path that
is required by the driver to complete the schedule. There can be
significant variations on the actual routes (see Fig 3 (b)) that
need to be driven by drivers to optimally complete the
collection sequence that the vehicle drivers would have
originally been issued with by the scheduler. For example,
Figure 3 (b) has a number of instances circled where a driver is
required to double back on part of their route to efficiently
reach the next location.
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future avenues for research that can be explored using the
model presented in this paper. This then needs to be balanced
with the driver costs associated with spending additional (less)
time on the road.

DISCUSSION AND CONCLUSIONS
Against a background of highly variable seasonal milk
production GIS data is integrated with an ALNS metaheuristicbased approach to solve the CVRP that arises from the
collection of milk from a simulated set of fifty milk-producing
farm locations. For this research, the objective was to minimize
the overall distance required to complete the collection routes
for the seasonal production period and then make comparisons
with the fastest routes.
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ABSTRACT: Transport Infrastructure Ireland (TII) is responsible for providing high quality transport infrastructure and services
across Ireland. TII is conscious of the need to take a leadership role in ensuring Ireland’s national road and light rail infrastructure
is safe, sustainable and resilient whilst facilitating better accessibility and mobility for people and goods. In response to increasing
demands to address climate change, TII has engaged Arup to baseline their equivalent carbon emissions in order to understand
their potential contribution in assisting Ireland to achieve the EU emissions targets. TII’s carbon baseline covers emissions on the
National Road Network resulting directly from activities by TII, its appointed contractors and Local Authority works allocated
funding by TII, along with those emissions resulting indirectly from the end user of the infrastructure. The full spectrum of TII’s
carbon emissions has been categorised into three pillars: Operational Carbon Emissions, Asset Base Carbon Emissions, and End
User Carbon Emissions. Existing consumption data for each pillar in the years 2016, 2017 and 2018 was collated, and using
benchmarked carbon factors the current emissions profile of each pillar was calculated. This provided baseline for TII’s carbon
emissions based on recent years. The result of this study showed that End User Carbon Emissions account for 95% of emissions
related to TII’s activities and provided key insights into the major sources of emissions in the other pillars. The Luas (light rail
system) accounts for 38% of Operational Carbon Emissions, and embodied carbon of pavement material contributes 58% of
emissions in Asset Base Carbon Emissions. The insights from this study will inform TII’s strategy to reduce its carbon impact
while continuing to provide for Ireland’s national transport needs.
KEY WORDS: Carbon Baseline, Carbon Accounting, Carbon Emissions, TII (Transport Infrastructure Ireland), DTTaS (Dept.
Transport, Tourism, and Sport), Climate Action, Pillars
1

INTRODUCTION

Ireland’s Government Climate Action Plan requires public
agencies to “adopt a mandate for climate action” in “every
network which supports our lives”, including transport, to “act
rapidly”. It also highlights the importance of “carbon proofing”
all government decisions and “major investments”. TII, as a
key entity in the transport sector in Ireland, will have a
responsibility to contribute to Ireland’s national carbon
reduction targets. TII has engaged Arup to begin to assess the
impact that their business is having in terms of equivalent
carbon emissions. This paper sets out the methodology and
results of the baseline calculation as of March 2020.
2

Table 1. Three Pillars.
Pillar
Pillar 1:
Operational
Emissions

Pillar 2:
Embodied
Carbon

BASELINE CALCULATION

To define the pathway to a carbon neutral future, Arup are
working with TII in developing a model of their own carbon
footprint. Three pillars were established to evaluate the total
spectrum of carbon emissions directly related to TII’s activities
including its appointed contractors and Local Authority works
allocated funding by TII, along with those emissions resulting
indirectly from the end user of the infrastructure. The
constituent parts of the three pillars are outlined in Table 1.
Emissions were calculated by gathering relevant source data
and applying emissions factors from

Pillar 3:
Emissions in
Use

Constituents
Estates and Traffic
Fleet Energy Consumption
Luas services
Road lighting
Tunnel servicing
ITS Energy Consumption
Major and Minor road schemes
Motorway construction
Luas construction and maintenance
Pavement renewals and
maintenance by Local Authorities
Motorway Maintenance and
Renewals Contract (MMaRC)
Emissions from vehicles using the
national road network

Pillar 1: Operational emissions
Operational Emissions are all non-material-based emissions
required to uphold or provide services on the National Road
and Luas (light rail system) Networks. The composition of this
includes the water, liquid petroleum fuel, electricity and gas
consumption as well as waste generation. All components as
consumed/generated by TII Business Operations and personnel
were evaluated. Luas, Motorway Maintenance and Renewal
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2.1.1

Business consumption

A number of methods of data collection and manipulation were
implemented to determine the business consumption
emissions. TII are obligated to report data to Sustainable
Energy Authority Ireland (SEAI) through the Monitoring and
Reporting (M&R) system. In this system, public sector
organisations such as TII are required to report the annual
energy consumption data for all energy types. This does not
include energy consumption due to capital works. Fuel
consumption of TII maintenance fleet was provided by TII.
Emissions were calculated by applying emissions factors to the
consumption data gathered. Carbon emissions factors were
used from the SEAI [1], the UK government carbon conversion
factors [2] and the Inventory of Carbon and Energy (ICE) [3].
2.1.2

Emissions summary

The results of the 2016 baseline calculation are in Table 2.
Electricity emissions made up 86.45% of pillar 1 emissions in
2016.
Table 2. Summary of 2016 Pillar 1 emissions.
Category

Unit

Emissions

Electricity
Gas
Oil
Petrol
Diesel
Biodiesel
Bioethanol
Water
Staff
commutes

MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e

0.049269
0.000781
0.000598
0.000016
0.003343
0.000001
~0
0.000001
0.000030
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Proportion
of Pillar 1
86.45%
1.37%
1.05%
0.03%
5.87%
0.00%
0.00%
0.00%
0.05%

Unit

Emissions

Proportion
of Pillar 1
0.00%

Ordinary
MtCO2e
0.000001
road
maintenance
Winter road MtCO2e
0.002464
4.32%
maintenance
Total
MtCO2e
0.154288
100%
From 2016 to 2019, Pillar 1 emissions were found to decrease
year-on-year as shown in Figure 1. This is thought to be a result
of both efficiency improvements implemented by TII, and the
national electricity grid becoming less carbon intensive as the
proportion of electricity generated by renewable sources
increases.
0.06
0.05

Maintenance schemes

Using the CSO data for road lengths per Local Authority (LA),
a length distribution per km is generated. From the median
value, an index was calculated for all LAs. Using the TII
Carbon Tool a medium intensity ‘works’ activity benchmark
for typical maintenance work was applied to the median LA
value. The TII Carbon Tool is a tool developed for TII to enable
the carbon impact of road and light rail schemes to be appraised
early in the design process. Using internationally accepted
carbon emissions factors, it enables the carbon impact of
schemes to be assessed in terms of construction activity,
embodied carbon of materials and estimated carbon impact
related to vehicular use of the new scheme. Applying the road
length distribution to the typical maintenance estimate, the
potential impact of general maintenance works can be
estimated and outlined. Combining the typical maintenance
carbon impacts with the length of asset index gives an
aggregate estimate of the carbon impact of maintenance
activities on national roads.
2.1.3

Category

MtCO2e

Contracts (MMaRCs), Road Network services, as well as Local
Authority Maintenance & Winter Operations were included in
the study for the electricity, gas, and liquid petroleum fuel
consumption only; i.e. not including waste generation and
water consumption for these areas.

0.04
0.03
0.02
0.01
0.00

2016

2017

2018
Year

2019
Projection

Figure 1. Pillar 1 carbon equivalent emissions 2016-2019.
Pillar 2: Embodied carbon
Embodied carbon emissions are those incurred through the
development and delivery of TII’s capital assets, renewals and
physical material maintenance. Minor & major schemes,
pavement schemes as a part of the Pavement Asset Renewal
and Replacement (PARR) schemes, Luas schemes and Winter
maintenance material including de-icing materials delivered on
the national road network are included in this pillar.
2.2.1

Major & minor scheme delivery

TII’s Cost Management Protocol approved tool was used to
establish per-km material quantities for each TII road type. In
order to integrate these quantities with the TII Carbon Tool, we
converted the TII Road Type Series to ICE CESMM (Institute
of Civil Engineers the Civil Engineering Standard Method of
Measurement) standards. Carbon factors for each noted
material type were combined with typical quantities per km to
estimate carbon impact per km per road type. Using publicly
published information of the construction programme of road
schemes, the per km carbon emission rates were scaled up per
road type for actual scheme construction in the years 20162018. These calculated carbon emissions per road type were
then aggregated to provide the overall Major Schemes impact.
2.2.2

Pavement scheme delivery

TII provided 2018 PARR scheme details including type of
scheme, overall length etc. Typical details were developed per
PARR activity type. Quantities were calculated from the
generic PARR details, and assigned carbon impacts using the
TII Carbon Tool carbon factors. All-in rates per Subnetwork
type per activity were used to establish the carbon impact for
materials and works respectively on a per euro per subnet per
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type basis. Rates for carbon impacts were applied to the PARR
schemes provided in the year available and aggregated to give
an overall PARR carbon impact. The 2018 figure for PARR
schemes carbon emissions were then scaled using the annual
published figure for length of PARR schemes completed in
2016 and 2017 [4].
Luas scheme delivery

Construction for the Luas Cross City scheme took place
between 2013 and 2017 resulting in emissions from
construction for the time period concerned. Material quantities
from a tender stage bill of quantities for the entire Cross City
scheme were converted to the ICE CESMM standard and
inputted into TII’s Carbon Tool. This calculated the carbon
emissions associated with the materials and construction
activity of the entire scheme. The carbon emissions were
averaged out over the total time for the construction of the
scheme, and then the emissions associated with 2016 were
collated.
2.2.4

MtCO2e

2.2.3

that embodied carbon of materials represents 91% of Pillar 2,
with the largest constituents of those materials shown in Table
4.

2016

2017

2018
Year

2019
Projection

Figure 2. Pillar 2 carbon equivalent emissions 2016-2019.
Table 4. Summary of 2016 largest contributors to Pillar 2.

Winter maintenance materials

TII annually publish the tonnage of salt used on the National
Road Network for the purpose of winter maintenance in their
National Road Network Indicators [5]. A carbon factor
published by ICE [3] was then applied to determine the
embodied carbon associated with the material used for each
year 2016-2018.
2.2.5

0.18
0.16
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00

Item

Unit

Emissions

Schemes
Materials
Pavement
Asphalt
Fill for
Roads

MtCO2e

0.14076

Proportion
of Pillar 2
91%

MtCO2e

0.08399

54%

MtCO2e

0.03329

22%

Emissions summary

The results of the 2016 baseline calculation are in Table 3Table
2. Minor and major schemes were responsible for 81.98% of
Pillar 2 emissions. Pavement renewal also caused a significant
level of emissions of 16.71%.
Table 3. Summary of 2016 Pillar 2 emissions.
Category

Unit

Emissions

Major/Minor
Schemes
Pavement
Renewal
Schemes
Luas
Construction
Luas
Maintenance
Winter
maintenance
- Salt
Total

MtCO2e

0.126481

Proportion
of Pillar 2
81.98%

MtCO2e

0.025779

16.71%

MtCO2e

0.001820

1.18%

MtCO2e

-

-

MtCO2e

0.000207

0.13%

MtCO2e

0.154288

100%

From 2016 to 2019, Pillar 2 emissions were found to decrease
year-on-year as shown in Figure 2. The Luas Cross City scheme
commenced operation in 2017, so no there were no
construction activities in 2018. Major and minor scheme
construction activity decreased from 2016 to 2019, whereas
pavement renewal scheme activity increased over this time.
This is to be expected because as TII’s road network matures,
new construction will decline while pavement renewal and
larger scale maintenance will increase. The calculation showed

Pillar 3: Emissions in use
Pillar 3 represents the proportion of overall Environmental
Protection Agency (EPA) estimated Road Transport CO2
emissions on the National Road Network on a vehiclekilometres of travel (VKT) proportion basis.
2.3.1

Vehicular emissions on National Road Network

The overall impact of road transport emissions was established
from the EPA National Inventory Submissions [6]. This
estimate using average vehicle speeds and types and is
therefore not entirely representative. Using DTTaS published
data on proportional VKTs on National vs Regional roads [7],
emissions were apportioned to the National Road Network.
Using a visual assessment of the Network performance
indicators [5], AADT counts and inferred midpoints, and an
estimate of average VKT on each journey, the emissions were
distributed by County based on the length of road in each
County [8]. The overall EPA estimate of the impact of road use
on Irish emissions is loosely distributed across counties to
produce a potential emissions map. It is suggested that a more
robust process using more effective agent-based or similar
modelling to accurately attribute emissions to vehicle use and
speed should be explored.
2.3.2

Emissions summary

The results of the 2016 baseline calculation for Pillar 3 are in
Table 5. It displays that Dublin, Cork and Kildare are the
primary sources for carbon emissions on the national Road
Network.
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Table 5. Summary of 2016 Pillar 3 emissions.
Emissions

Dublin
Cork
Kildare
Tipperary
Limerick
Galway
Meath
Westmeath
Kerry
Clare
Mayo
Kilkenny
Wicklow
Laois
Donegal
Louth
Wexford
Roscommon
Sligo
Waterford
Cavan
Monaghan
Carlow
Longford
Offaly
Leitrim
Total

MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e
MtCO2e

0.87394
0.72441
0.40507
0.32027
0.24948
0.24514
0.23074
0.21208
0.20553
0.18605
0.17641
0.17083
0.16976
0.16469
0.16374
0.14977
0.13250
0.12505
0.08838
0.07132
0.06211
0.06022
0.05514
0.05094
0.04608
0.02707
5.28803

Proportion
of Pillar 3
16.28%
13.50%
7.55%
5.97%
4.65%
4.57%
4.30%
3.95%
3.83%
3.47%
3.29%
3.18%
3.16%
3.07%
3.05%
2.79%
2.47%
2.33%
1.65%
1.33%
1.16%
1.12%
1.03%
0.95%
0.86%
0.50%
100%

A visual representation of Table 5 can be seen in Figure 3,
where darker shades represent a higher quantity of carbon
emissions. The map reflects the location of the motorway
network.

5.35
5.30
MtCO2e

Unit

5.25
5.20
5.15
5.10
5.05

2016

2017

2018
Year

2019
Projection

Figure 4. Pillar 3 carbon equivalent emissions 2016-2019.
Calculation summary
The summary of the calculation for all pillars from 2016-2019
is presented in Figure 5.
6.00
5.00
MtCO2e

County

5.40

4.00
3.00

Pillar 3

2.00

Pillar 2

1.00

Pillar 1

0.00

2016

2017

2018

2019
Projection

Year

Figure 5. TII carbon equivalent emissions 2016-2019.
3

STATUS OF CALCULATION

Any baseline calculation is the product of the basis of its
mathematical validity and the information and data used in its
undertaking. If either of these have deficiencies, pragmatic or
otherwise, then one must be realistic in its efficacy to represent
the wider baseline. The draft calculation confidence level was
determined to represent the validity of the results. Confidence
scores were assigned using a number of distinct factors for each
pillar, such as measured data vs. estimated data and data source.
An overall assessment of the calculation is presented in Table
6.
Table 6. Assessment of calculation.

Figure 3. Pillar 3 emissions map.
From 2016 to 2019, Pillar 3 emissions were found to increase
overall, with some dips in-between as shown in Figure 4. This
upward trend is thought to be associated with economic growth.

Property
Confidence in
calculation
Confidence Factors

Proportional impact
Level of influence

Pillar 1
80%

Pillar 2
50%

Pillar 3
30%

Energy
Source Bills
& Reporting
– SEAI

Scheme
Details &
Design

1%
Very High

3%
High

Vehicular
Carbon
Factors
and Road
Usage

96%
Medium

Confidence is highest in Pillar 1 given that TII currently record
and monitor energy consumption under the Monitoring &
Reporting system. Pillars 2 has a lower level of confidence due
to the use of typical details being applied across schemes rather
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than actual data of materials used in schemes. Pillar 3 has the
lowest levels of confidence due to a lack of detail in the source
data used in the top-down calculation approach. Detail of speed
and journey length will enhance the accuracy, as well as a
discrete choice vehicle assignment model to more accurately
fix carbon factors to vehicle types. Access to the National
Transport Model and other traffic data is needed. Pillar 3 has
the highest level of impact and would greatly benefit from a
higher confidence level to better inform strategic action that
may need to be taken.
4

CURRENT LIMITATIONS

There are several limitations to the current calculations, set out
in the following sections.
2019 projections
Due to lags in reporting, not all data is available for 2019. TII
operations data may not yet be compiled, EPA is yet to publish
2019 submission files. As a result, the 2019 figures were
linearly projected from the previous years. This is excepting the
Pillar 3 2019 calculation, which was based on the EPA’s
projected figures for 2019 road transport emissions published
in 2018.
Pillar 1
4.2.1

Waste generation data

Further information regarding waste generated by TII activities
would assist in more accurately ascertaining the associated
carbon impact.
4.2.2

No Travel to Work Survey data

A greater level of understanding around the commuting habits
of TII employees is required. A Travel to Work Survey would
be sufficient to address this.
Pillar 2
4.3.1

Standard details

Collaborative development of approved standard details for
carbon assessment in line with standards would assist in
improving the accuracy of assumptions across Pavement Asset
Renewal & Replacement (PARR) schemes.
4.3.2

Major and minor scheme details

Further information regarding the composition, programme,
chainage per type and other specific considerations per major
scheme would assist in enriching the baseline calculation.
4.3.3

TII Carbon Tool

At the time of undertaking the calculations, there was no direct
alignment between the TII Carbon Tool (which utilises the ICE
CESMM) and TII Cost Management Standards for Roads
resulting in a certain level of possible inaccuracy. It is our
opinion that the TII Cost Management Standards more
accurately represent the delivery of road schemes and as such
it would be more useful if the TII Carbon Tool were to reflect
this.
4.3.4

PARR data

Detailed PARR information could only be obtained for 2018
and has been scaled for 2016 and 2017 calculations. Obtaining

the detailed for 2016 and 2017 would further improve the
calculation accuracy.
Pillar 3
4.4.1

National Transport Model (NTpM) access

In order to accurately assess the impact of road use on the
environment, access to suitable validated models is required.
Without access to a validated model, a top-down approach was
adopted which misses out on detail that could provide insights
and inform interventions to reduce Pillar 3 emissions. The use
of a verified transport model would provide greater insight into
where, why and how road trips are being taken, and what
actions could have the greatest impact to reduce the carbon
emission levels in Pillar 3 i.e. technology upgrades, modal shift
etc.
5

CONCLUSION

The baseline calculation of carbon emissions from 2016 to
2019 aimed to provide insights into key areas that TII can target
to affect the greatest level of change possible in its carbon
impact.
Pillar 3 has been shown to form circa. 96% of TII’s carbon
emissions annually. Despite being the largest portion of TII’s
carbon impact, it is the pillar over which TII has the least
control, and only has a level of influence. Pillar 3 is a result of
transport technology, mode of transport, and individual
behaviour and decision making. Therefore, it is recommended
that further study should be done on Pillar 3, to gain a better
understanding of where, how and why end user carbon
emissions are happening on the National Road Network.
Pillar 1 is believed to be the most accurate calculation due to its
source data already being monitored by TII. Electricity
consumption is the largest portion of Pillar 1, and this indicated
that programmes targeting efficiency in consumption and
greener electricity generation will have a significant impact on
Pillar 1 emissions.
Pillar 2 has limitations associated with its calculation, but
despite this it is clear that the majority of emissions are
associated with embodied carbon of materials used in
construction. This indicates that a greater level of focus should
be placed on reducing the embodied carbon of materials
through reuse of materials amongst other things.
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ABSTRACT: This study presents an assessment of a new integrated hydrological-WQ model used to simulate hydrological and
water quality (WQ) parameters (flow, suspended sediments (SS), phosphorus (P) and nitrogen (N)) in the Dripsey catchment in
County Cork, Ireland. The tool consists of the physically-based HBV-Light hydrological model and a set of Artificial Neural
Network (ANN) WQ empirical models. Fitting the models to the study catchment entailed undertaking calibration and validation
to obtain optimised models that reasonably predict the modelled parameters. The HBV-Light model was calibrated and validated
using historical measured flow data at three hydrometric gauging stations while the measured concentrations of SS, P, and N at
the same stations were used to calibrate and validate the ANN models. The calibration and validation results were assessed using
visual and statistical criteria. Results of these criteria demonstrated good agreement between simulated and measured values of
the modelled parameters. The resulting ANN models were then employed to predict SS, P, and N values to fill in the gaps of data
set along with the simulated flow by the HBV-Light model.
KEYWORDS: Civil Engineering; Catchment; Hydrological; Water Quality; Modelling; Artificial Neural Network.
1

INTRODUCTION

Studies have shown that the concentrations of phosphorus,
nitrogen and suspended sediments in rivers and streams are
significantly influenced by catchment characteristics, climatic
conditions, and land use. The management of such waters
required an integrated approach whereby baseline data on
hydrology, water chemistry and farm management practices in
the catchment are combined in order to control the release of
nutrients and suspended sediment to rivers and streams.
Conceptual numerical modelling has become an increasingly
popular approach for the study of the hydrological processes
within these catchments due to their simplicity, sustainability,
efficiency, and compatibility. The application of conceptual
hydrological models are well-cited within the literature (see for
examples [1], [2] and [3]). Of these models, Hydrologiska
Byrans Vattenavdelning (HBV) is widely applied within
Europe and elsewhere and had been tested on various types and
sizes of river catchments.
A wide variety of physically-based models are available for
predicting water quality (WQ) parameters in rivers and stream.
Some have reported limited success, mostly due to the fact that
natural conditions are too complicated for the mathematical
modelling methods to simulate and also due to the exhaustive
data requirements of these models. The recent advances in
technology have promoted numerical techniques such as,
Artificial neural network (ANN). These techniques have
demonstrated notable performance as regression tools when it
comes to pattern recognition and function estimation and have
increasingly became a useful and adaptive means of water
quality estimation. Its structure has a sophisticated visualisation
capability to study and evaluate multi-variate data of water
quality, which can easily substitute traditional physically-based
models.
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2

DESCRIPTION OF THE STUDY AREA

The catchment under study is located in the North-West
County Cork, Ireland (Figure 1). The primarily agricultural
catchment is located in the upland region of the Dripsey
tributary of the River Lee that flows through Cork city. The
catchment is a sub-catchment of water body DRIPSEY_020
coded IE_SW_19D060400 by EPA [4].
This study uses the data gained from an earlier research
carried out [5] for three nested grassland catchments (areas S117ha, S2-211ha and S4-1524ha in Figure 2), which aimed to
understand the controls on the release of nutrients and
suspended sediment to water bodies [5].

Figure 1. Location of Dripsey catchment
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model calibration and validation. A two-year record was used
for warmup.
The model performance of the HBV-light model was
evaluated using both visual assessment and statistical analysis
of the modelling results (using the Nash-Sutcliffe coefficient).
HBV-Light uses an optimisation process called GAP
Optimisation, where the model systematically assigns values
for the various parameters in a specified number of model runs
in search for the optimum values of these parameters. Once
completed, parameter values are optimised within the given
ranges. The results (parameter values and values of the
objective functions) from the calibration stage are stored in log
files which show the progress of the calibration and optimised
parameters for the best-performed simulation. The optimized
parameters are then used for model validation. In this study, the
application of GAP Optimisation was completed with 10,000
model runs and 2,000 local optimisations.
Figure 2. Schematic map of study catchment [6]
Flow data was collected at locations S1, S3 and S4 shown in
Figure 2 between 2001 and 2003. The available flow record for
location S1 spanned the duration 2001-2003 and part of 2002
for locations S3 and S4. Moreover, the relevant water bodies
are not monitored by EPA so there is no external flow data
available. Therefore, due to data availability, the hydrological
modelling is limited within the area of sub-catchment S1 (with
flow data at location S1) with a total area of 17 hectares.
In addition to flow data, the hydrological model requires
precipitation data and weather data. These were obtained from
Met Eireann’s Cork Airport Synoptic Station (No. 3904) which
is approximately 18 kilometres from Dripsey catchment (Table
1).
Water samples from the three sites S1, S3 and S4 were taken
daily and measured in the laboratory during the years 2002,
2003 and 2004. The measured WQ parameters included
Ammonia (NH4), Soluble Reactive Phosphorus (SRP), Total
Oxidised Nitrogen (TON), Total Dissolved Phosphorus (TDP),
Total Phosphorus (TP) and Suspended Sediments (SS).
Comprehensive studies for a catchment require both
hydrological and WQ data in respective years. Therefore, this
study will also attempt through model predictions to fill in data
gaps in the hydrological data in 2004 and WQ data in 2001.
3

METHODOLOGY

The integrated hydrological-WQ tool was applied to the
Dripsey catchment in two stages (Figure 3). Firstly, the HBVLight hydrological model was set-up using three years of
available flow data. Also a six years record of weather data
(temperature, rainfall, and evaporation) was used for the
purpose of model warm up, calibration, validation and
prediction (Table 1). These spanned the period 1999-2004.
Temperature, rainfall and evaporation data were used as inputs
to the model while flow data was used for calibration and
validation. The model was calibrated using the dataset record
of 2001, 2002 and validated using the flow data of 2003. Prior
to the calibration process, HBV-Light model requires warming
up period, which is necessary to adjust the soil moisture before

Figure 3. Modelling flow chart

In the second stage, the ANN WQ model was developed for
each of the three WQ parameters (SS, P, and N). Input variables
for each model were determined by studying the intercorrelations between the modelled WQ parameter, the flow,
and the remaining WQ parameters. Only variables showing
strong correlation were included as inputs to the respective WQ
parameter model. The available WQ data was split for the
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purpose of calibration and validation. Results of the ANN
models were statistically assessed using the coefficient of
correlation between measured and predicted concentrations of
the modelled WQ parameters.
Table 1. Required parameters for modelling.
Source

Data

Record Length

Cork Airport –
Weather station 3904

Temperature

1999, 2000, 2001,
2002, 2003, 2004

Evaporation

Figure 4 - Model 1 flow chart
-

Rainfall
Dripsey Catchment

Flow

2001, 2002, 2003

Q and SS as inputs and TP as output (Model 2 – Figure
5) – there is a correlation between flow, suspended
sediment and total phosphorus as the literature had
shown that there was an increasing trend in total
phosphorus with the increasing flow in the study
catchment and suspended sediment was also contributed
by the P in the applied fertiliser.

Table 2. HBV-Light Model Designs.
Stage
Warming up
Calibration
Validation
Prediction

Data Time Period
1999, 2000
2001, 2002
2003
2004

With the flow data predicted for the year of 2004, the use of
WQ data can be extended for the whole study period, 2002 2004, which consists of NH4, SRP, TON, TDP, TP and SS. The
available data comprises of 149 data samples at site S1, 99
samples at site S3, and 66 samples at site S4. The data were
imported into MATLAB for further processing.
One integral part of the modelling process is to train the data.
There are three training algorithms provided by the neural
network model in MATLAB; one of them is the LevenbergMarquardt (LM) algorithm. The other algorithms are the
Bayesian Regularisation (BR) algorithm and the Scaled
Conjugate Gradient (SCG). Of the three algorithms, BR was
selected following a number of pre-runs as it gave best
modelling results.
For the purpose of WQ model development only Site S1 was
included due to the availability of a complete set of flow data
corresponding to the WQ simulation years. Six ANN WQ
models were built up in Matlab:
- Q as input and SS as output (Model 1 – Figure 4) – This
model is based on the concept that the sediments are
transported by flows in river and stream. Thus, the flow
data would correlate with suspended sediment records
and all other WQ parameters in the study.
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Figure 5 - Model 2 flow chart
-

Q, SS and TP as inputs and NH4 as output (Model 3 –
Figure 6) – In addition to the correlation to flows and
suspended sediments, ammonium was found to have a
linear relationship with total phosphorus in the
catchment [2]. Therefore, the model would attempt to
predict ammonium based on three other parameters.

Figure 6 - Model 3 flow chart
-

Similarly, SRP and TDP will be the outputs for model 4
(Figure 7) and model 5 (Figure 8) using Q, SS and TP as
inputs. Soluble reactive phosphorus and total dissolved
phosphorus are found to both correlate with total
phosphorus, flow and suspended sediments [5].
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September-March. However, the simulated flow did not present
a good fit to observed peak flow values.

Figure 7 - Model 4 flow chart
Figure 10. Flow graph from optimised parameters (calibration
phase 2001-2002)
The process of model validation entails running the model
using a different set of flow data while retaining the values of
parameters obtained during the calibration phase. The validated
model (Figure 11) exhibited a similar behavior to the
calibration phase where the pattern was well-matched but
observed peak flows were under predicted (Figure 10).
Figure 8 - Model 5 flow chart
-

Q, SS and NH4 will be the inputs to predict TON (Model
9 – Figure 10) – It was found [5] that the total oxidised
nitrogen is independent with all constituent of P as it is
transported under different conditions. Similarly, the
power relationship between flow and total oxidised
nitrogen had a poor fit between predictions and
observations. Therefore, the study would attempt to
predict total oxidised nitrogen based on ammonium and
suspended sediments even though there is no clear
evidence of correlation.

Figure 11. Flow graph from optimised parameters (validation
period 2003)
Table 3. Summary of results
Phase

Figure 9 - Model 6 flow chart
The output results from the modelling of site S1 were plotted
against and compared with. Moreover, the derived equations in
a previous study [5] were used to assess and compare the
predictive capacity of the ANN model.
4

MODELLING RESULTS
Hydrological Modelling

Figure 10 below shows the results of the calibration stage of
the model. As shown in Figure 10, the model has matched well
the observed seasonal flow pattern. The seasonal pattern in the
catchment can be seen from the graph in which the dry months
extend from April to August and the wet months are

Model
Simulation
efficiency (Reff)
Duration
Calibration
0.5979
2 years
Validation
0.6309
1 years
Table 3 displays the model efficiency (Reff) during the
calibration and validation phase as 0.5979 and 0.6309,
respectively. These average values of model efficiency are
common in similar modelling studies and may be attributed to
the discrepancy between simulated and observed peak flow
values. The under-prediction of peak flow values is not
uncommon and has been documented in a number of studies in
the literature. The calibrated and validated model was then used
to predict flow values for the year 2004 using precipitation data
and model parameters as inputs.
WQ Modelling
The outputs of model training are presented in Table 5. All
modelling attempts bring better efficiency when compared with
mathematical equations found in [5].
The first model’s objective is to predict the TP concentration.
There is only a slight improvement of accuracy when using
ANN approach compared with the previous study (RANN = 0.79
and RLewis = 0.71). However, the derived equation from [5] has

569

Civil Engineering Research in Ireland 2020

one disadvantage that it has the probability of predicting
negative values (TP = 0.0629SS – 0.144). Therefore, the
established network from ANN method is more favourable than
the worked-out equations.
Similarly, three water quality parameters NH4, TDP and SRP
are found to be correlated to TP concentrations. As a result,
three different equations are used to predict the NH4, TDP and
SRP concentration based on the linear relationships with TP
(NH4 = 0.26TP; TDP = 0.694TP; SRP = 0.667TP). The
equations are straightforward, easy to use and have relatively
good accuracy when compared with observed data (RLewis =
0.58, 0.92 and 0.93 respectively). However, the established
models by the ANN method have better predictive accuracy,
especially when forecasting the NH4 concentration (RANN =
0.89), an 153% increase compared to [5] model.
TON is the most challenging parameter to predict as the
literature indicated that there is no simple relationship between
TON and any of the forms of phosphorus (TP, TDP, SRP and
PP). The ANN model uses Q, SS and another nitrogen
constituent NH4 to predict TON. The trained network has the
ability to predict TON with acceptable accuracy (RANN = 0.56)
when compared with observed concentration.
Overall, the established models by the ANN method have
shown favourable accuracy in predicting various WQ
parameters by using only hydrological data as starting points.
These models were then used to predict the WQ of the year
2001 for site S1, thereby fulfilling the initial objective set at the
beginning of the study.

5

Table 5. Summary of modelling results using ANN module in
Matlab
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DISCUSSION AND CONCLUSION

The HBV-Light modelling results demonstrated a good fit
between measured and simulated flow values. The calculated
Nash-Sutcliffe coefficients for the calibration and validation
periods were 60% and 63% respectively. Both values are
considered satisfactory according to similar studies. Visual
inspection of measured and simulated flow hydrographs
showed an acceptable match except for some peaks where the
model underestimated these peaks. This may be attributed to
some uncertainty in the data as well as the complexity in
catchment behaviour that cannot be fully captured by the
hydrological model.
The ANN models for the modelled WQ parameters showed
a good predictive capability to the measured concentrations.
The calculated correlation coefficients of the ANN models for
the modelled WQ parameters ranged between 0.76 to 0.98 with
exception of one model (0.56). The resulting ANN models was
also successfully used to predict WQ data for a period when
only flow data were available.
Overall, both HBV-Light and ANN models have
demonstrated an acceptable performance in predicting
observed flow and suspended sediments using limited
resources of input data. This can help to predict other data gap
in similar agricultural catchments. One of the main advantages
of these approaches is the minimal requirement of spatial data,
the site features are already characterised by the input data
itself.

The study was conducted as part of Irish Aid Scholarship
Programme 2018-2019, supported by Irish Council for
International Students (ICOS). Weather data is obtained from
Met Éireann Database and licensed under a Creative Commons
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ABSTRACT: Hydraulic conductivity or coefficient of permeability (K) is one of the most difficult soil properties to measure with
its accuracy is highly dependent on the method used. Knowing realistic values of K is essential in many civil engineering projects,
in which groundwater flow can play an important role. Several approaches can be taken to estimate K, which can be grouped into
two general categories, namely hydraulic and indirect methods. Presented here is a comparison of the saturated hydraulic
conductivities, estimated using six different methods applied to the relatively uniform coastal sand aquifer underlying Benone
Strand (Magilligan, Northern Ireland). K has been indirectly estimated from: 1) Cone Penetration Test (CPT), 2) Hydraulic
Profiling Tool (HPT) system, and 3) tide aquifer interaction techniques, and directly using 1) grain size analysis, 2) pumping test
data, and 3) groundwater flow modelling. Estimated K values lie within the typical ranges for sands in all the cases, but there are
significant differences between the K values estimated using the six methods (K ranges between 1.2 and 87 m/d). CPT data and
grain size analysis provided order of magnitude estimates of K. However, CPT data overestimated K calculated from HPT data.
Different empirical equations commonly used to estimate K from grain size analysis showed variations of one order of magnitude.
HPT data indicated that K decreases with depth due to an increase in soil compaction. K estimated from tide aquifer interaction
techniques depend greatly on the model selected, with hydraulic conductivities estimated using the time lag model are between
two to eight times larger than those estimated using the tidal efficiency model. While analysis of pumping test data offered a
representative average K of the aquifer, numerical models provided an estimate of the spatial distribution of K.
KEY WORDS: Hydraulic conductivity; Coastal aquifer, Cone Penetration Test, Hydraulic Profiling Tool; Numerical modelling.
1

INTRODUCTION

Hydraulic conductivity or coefficient of permeability (K)
reflects the saturated soil’s ability to transmit water through
pore spaces and fractures under a hydraulic gradient. Hydraulic
conductivity plays a crucial role in groundwater flow and
contaminant transport. Knowing realistic values of hydraulic
conductivity proves essential in many civil engineering projects
due to its importance, for example, in the design of earth dams
and waste storage facilities, in the stability analysis of earth
retaining walls subjected to seepage forces or its influence on
the rate of settlement of a saturated soil under load. However,
the measurement of K is subject to considerable uncertainties
due to its spatial variability and scale dependence. Generally,
hydraulic conductivity can vary up to more than 10 orders of
magnitude from coarse to very fine grained solids and is highly
variable within the same deposit [1].
Several different approaches can be taken to estimate
hydraulic conductivity, which can be grouped into two general
categories: hydraulic and indirect methods. Indirect methods
use empirical relationships between readily evaluated soil
properties and K values. Hydraulic methods are generally based
on Darcy’s Law and estimate K from head variations caused by
water injection or extraction. Selecting suitable methods to
obtain reliable K values is essential as no one method is
appropriate for all soils. In practice, however, the economic
cost or the application time of the methods can be as important
as the accuracy when choosing a method to estimate K. Thus,
the comparison of methods provides an essential source of
information to help establish a suitable method for the specific

circumstances of a project. Some studies have previously
focused on comparing the estimated K through various
methods [2-4]. Nevertheless, further research is still necessary
due to the large number of methods that can be used to estimate
K and the responses observed depending on soil type. Here we
present a comparison of the saturated hydraulic conductivity
estimated through hydraulic and indirect methods in the
relatively uniform coastal sand aquifer underlying Benone
Strand (Magilligan, Northern Ireland). K has been estimated
from Cone Penetration Test (CPT), Hydraulic Profiling Tool
(HPT) system, tide aquifer interaction techniques (by using the
tidal efficiency and time lag models), grain size analysis,
pumping tests and numerical modelling.
2

STUDY AREA

The study area is located at Magilligan, in the northwest of
County Derry (Northern Ireland). Magilligan is one of the
largest coastal dune systems in the Britain and Ireland with an
area of about 800 ha. Specifically, this study was conducted on
Benone beach (Figure 1). The beach is a mildly sloping sandy
beach in which its width can vary more than 150 m between
low and high tide. Tides are semidiurnal with a mean range of
1.72 m and 0.65 m for spring and neap tides, respectively.
Magilligan benefits from a high annual average rainfall (> 1000
mm) that recharges the aquifer. Annual average groundwater
recharge was estimated to be 400 mm.
Geotechnical and geophysical tests carried out in the study area
showed that the coastal aquifer is relatively homogeneous,
while grain size analyses showed the sand to be well sorted with
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a median grain size of 0.2 mm [5]. The sand aquifer is
approximately 20 m thick and rests directly on Lr. Jurassic
mudstones. Hydrogeologically, the sand is a highly dynamic
system with significant interactions between freshwater and
saltwater and a rapid response to rainfall.

When 3.27 < 𝐼 ≤ 4.0
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Six methods were used to determinate the saturated hydraulic
conductivity of the sand coastal aquifer at Magilligan.
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METHODOLOGY

The CPT is a common in-situ testing method for determining
geotechnical properties of soils and delineating soil
stratigraphy. In this test, an instrumented cone is pushed into
the ground at a controlled penetration rate of 2 cm/s. Seven CPT
soundings were performed down to refusal (20 m deep) at
Magilligan using a 14 tonne track mounted CPT rig. The
location of the tests is shown in Figure 1 (T1-T7). Each test
measured cone resistance (qc), sleeve friction (fs), porewater
pressure (u2) and inclination (I) every 10 mm of penetration.
The CPT confirmed that the coastal aquifer is 20 m thick and is
composed of relatively homogeneous sand according the
classification proposed by Robertson [6].
Hydraulic conductivity can be estimated from CPT based on
the soil type. Robertson et al. [7] proposed a soil behaviour type
(SBT) chart consisting of twelve zones distinguished by the
measured cone resistance and sleeve friction. This SBT chart
provides reasonable predictions of soil type and hydraulic
conductivity ranges. CPT data measured at Magilligan is
located in the zone corresponding to sands with a K range
between 10-4 and 10-3 m/s (8.6 - 86.4 m/d).
Hydraulic conductivity can also be estimated from CPT data
by using the soil behaviour type Index (Ic). According to
Robertson [8], the soil behaviour type index can be determined
iteratively from the normalized cone resistance and friction
ratio. It has been shown that Ic increases as the soil becomes
finer [9]. Hence, hydraulic conductivity generally decreases as
Ic increases. K can be estimated from Ic by the following
relationships [8]:

.

Eqns (1) and (2) provide an approximate estimate of
hydraulic conductivity with depth from the CPT soundings.
Figure 2 shows the hydraulic conductivity estimated from the
seven CPT soundings conducted at Magilligan by using the soil
behaviour type index. To analyse K variations in depth, K has
been calculated using a moving average for every meter of
depth in each CPT. According to CPT data, the hydraulic
conductivity of the sands in the study area ranges from between
2 and 87 m/d. K in the first 8 m is slightly larger than in the rest
of the aquifer. CPT data shows a slight decrease in K values
with depth that is probably due to an increase in soil
compaction. The first metre of the aquifer is not fully saturated
and may be the reason why lower K values have been estimated
in this zone than in the rest of the sands. There are no
considerable differences between K values estimated from data
collected in the seven CPT soundings (T1-T7), which suggests
that the sand aquifer is relatively homogeneous. Hydraulic
conductivity estimated in the mudstones (20 m deep) is four
orders of magnitude lower than that of sands.

Figure 1. Location of the study area with the position of the
CPT and HPT soundings (yellow squares), monitoring wells
(red circles) and pumping wells (blue circles).
3
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Figure 2. Hydraulic conductivity estimated from the data
obtained in the seven CPT soundings (T1-T7) by using the
soil behaviour type Index (Ic).
Hydraulic Profiling Tool (HPT) system
The HPT system is a direct pushing (DP) method designed to
evaluate the hydraulic behaviour of unconsolidated materials.
As the HPT probe is pushed into the subsurface at a rate of 2
cm/s, clean water is pumped through a screen on the probe at a
low flow rate (less than 300 mL/min). The HPT uses a sensitive
down-hole transducer to measure the pressure required to inject
the flow of water into the soil. This injection pressure log
provides an indication of formation permeability.
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𝐾 = 21.14 ln

− 41.71

(3)

where Q is the HPT flow rate and Pc is the corrected HPT
pressure at each depth increment.
Figure 3 shows hydraulic conductivity logs in the T3 and T6
HPT tests. K estimated from HPT data ranges from between 2
and 25 m/d. Hydraulic conductivity logs suggest that K
decreases slightly with depth. A statistical analysis linking the
estimated K values and the depths at which the measurements
were taken confirmed the decrease in K with depth. In the first
3 m of the aquifer, hydraulic conductivity of the sands is higher
than 10 m/d. From 3 to 12 m depth, K gradually decreases from
10 m/d to about 5 m/d.

efficiency are two models commonly used to estimate
hydraulic diffusivities in coastal aquifers.
The time lag (tlag) method estimates aquifer parameters by
analysing the time difference between peaks or troughs of tidal
and groundwater hydrographs. The tlag of groundwater
fluctuations with respect to tidal oscillations is defined as [12]:
𝑡

(4)

=

where x is the distance from the observation wells to the
seashore, t0 is the tidal period, S is the aquifer storage
coefficient and T is the transmissivity (T = K b, where b is the
saturated thickness of the aquifer).
Tidal efficiency (TE) is the ratio of the amplitude of
groundwater fluctuations recorded in wells to the amplitude of
tidal fluctuations. Hydraulic diffusivity can be estimated by
using the TE method according to [12]:
(5)

𝑇𝐸 = 𝑒

In August 2019, 12 monitoring wells and 3 pumping wells
were drilled in the upper part of Benone beach (Figure 1). All
monitoring wells have a diameter of 100 mm and were installed
0.5 m below ground surface. The monitoring wells were
grouped into three clusters of 4 piezometers each (clusters A, B
and C). Monitoring piezometers are 2, 4, 6 and 8 m deep in each
cluster. The nomenclature assigned to each piezometer consists
of a letter corresponding to the cluster and a number that refers
to the depth of the well. Well screens are 1 m and are located at
the bottom of all piezometers. Solinst LTC Leveloggers were
installed to measure groundwater levels, temperature and
specific conductivity in each monitoring well.
Tide aquifer interaction techniques were used to estimate K
in the study area by analysing groundwater level responses in
monitoring wells to changes in sea level. Figure 4 shows tidal
oscillation and groundwater level fluctuations recorded in the
monitoring wells A2, B2 and C2 from 26/11/19 to 28/11/19.
The effect of tides on groundwater levels decreases with
increasing distance from the shoreline.
3
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Seven HPT tests were conducted at Magilligan at the same
locations where the CPT soundings were previously carried out
(Figure 1). HPT tests were performed to a depth of 12 m. Probe
advancement and water flow stopped approximately every one
meter of drilling to perform dissipation tests and determinate
the local piezometric pressure. Dissipation tests are essential to
calculate the pressure required to inject water into the formation
at the given flow rate. However, HPT dissipation tests should
not be used to estimate K directly because HPT trunk-line
above the water level interferes with the early time dissipation
of the observed pressure down hole. Hydraulic conductivity
was estimated by using an empirical model developed by
Geoprobe Systems® [10]:

0.5

1

0

0.8

Figure 3. Hydraulic conductivity logs in the T3 (left) and T6
(right) HPT tests.
Tide aquifer interaction techniques
The response of groundwater levels to precipitation events is
often used in hydrogeology to estimate groundwater recharge
[11]. However, coastal aquifers are generally dynamic systems
in which groundwater flow is greatly affected by changes in sea
levels. Tide aquifer interaction techniques analyse groundwater
level fluctuations in wells during tidal cycles to determinate
hydraulic properties of coastal aquifers. Time lag and tidal

Figure 4. Tidal oscillation and groundwater levels fluctuations
recorded on the monitoring wells A2, B2 and C2.
Hydraulic conductivity was estimated from data measured in
eleven monitoring wells using the time lag and tidal efficiency
methods (Table 1). K could not be estimated from data
measured in well C6 due to erroneous measurements of the
Levelogger. Aquifer storage coefficient (S) was assumed equal
to 0.1 to calculate K from Eqns (4) and (5). K estimated with
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the time lag method ranges between 5.6 and 19.7 m/d while K
estimated with the tidal efficiency method ranges between 1.2
and 2.7 m/d. K based on the time lag model are higher (between
two to eight times) than those based on tidal efficiency model.
The data does not reveal clear evidence linking the estimated K
values to the depth of the wells.
Table 1. Hydraulic conductivity values estimated with the
time lag and tidal efficiency methods in each monitoring well.
Well

K (m/d)
Tidal efficiency
method
1.8
1.6
2
2.2
2.2
2.7
1.2
1.2
2.1
1.7
1.8

Time lag
method
9.1
11.2
16.7
15
5.6
6.5
6.9
7.2
15
11.9
11.7

A2
A4
A6
A8
B2
B4
B6
B8
C2
C4
C8

Grain size analysis
In granular soils, hydraulic conductivity is affected by their
grain size distribution. Representative soil samples were
extracted in the study area up to a depth of 10 m to determine
the equivalent particle diameters in laboratory. However, sand
samples have not yet been analysed in detail due to restrictions
on access to the laboratory caused by the COVID-19 pandemic.
In any case, d10 (grain diameter for which 10% of the sample is
finer during a sieve analysis) was estimated equal to 0.15 mm
in previous studies at Magilligan [5]. An extensive research
literature exists concerning the estimation of K from grain size
distribution data. K in the study area was calculated using
equations proposed by Hazen [13] (Eq. 6), Kozeny-Carman
[14] (Eq. 7), Slichter [15] (Eq. 8) and Terzaghi [16] (Eq. 9):
𝐾 = 6 ∙ 10 [1 + 10(𝑛 − 0.26)]𝑑
𝐾 = 8.3 ∙ 10
𝐾=
𝐾=

0.01 𝑛
8.4 ∙ 10

(

)

.

.

(6)
(7)

𝑑

(8)

∙𝑑
√

measured in observation wells. Hydraulic properties of aquifers
are commonly estimated from pumping tests by analysing
groundwater level variations. A constant-rate pumping test was
carried out at Magilligan pumping 1.25 l/s during almost six
hours from PW1 well (Figure 1). PW1 is 10 m deep and the
well screen is in the last 5 m. Water level variations were
automatically registered every minute in 12 monitoring wells.
Hydraulic properties of the coastal aquifer at Magilligan were
determined by applying the solution proposed by Neuman [17].
This method involves matching type curves to drawdown data
collected during pumping tests in anisotropic unconfined
aquifers with delayed gravity response. Early-time response of
drawdowns is controlled by T and S, while late-time response
is a function of T and Sy (specific yield). To reliably estimate
aquifer parameters, drawdown data should match Neuman
curves at early-time (Type A) and late-time (Type B). Figure 5
shows the drawdowns recorded in monitoring well C8 on the
Neuman type curves at early and late times. The best fit is
achieved with the Neuman curve with β equal to 0.06. Two
arbitrary points (A and B) were selected and the values of
Neuman’s parameters (1/uA, W(uA), 1/uB, W(uB)), drawdowns
(sA, sB) and times (tA, tB) were annotated. W(uA) = 1, uA = 0.1,
sA = 0.07 m and tA = 5.2 min for early drawdown data, while
W(uB) = 1, uB = 1, sB = 0.06 m and tB = 12 min for late
drawdown data. From these values, aquifer parameters were
estimated by applying the Neuman method [17].
Horizontal and vertical hydraulic conductivity (Kh and Kv)
estimated from drawdown data measured in monitoring well
C8 are equal to 6.6 and 3.8 m/d, respectively. Thus, the coastal
aquifer at Magilligan may be anisotropic (Kh/Kv = 1.76). Sy and
Ss (specific storage) were also estimated from pumping test
data obtaining values of 0.11 and 2⸱10-4 m-1, respectively. The
same analysis made from the drawdown measured in well C8
was repeated with the data recorded in the rest of the
monitoring wells. Hydraulic conductivity (Kh) in all cases
ranges from between 4 and 7 m/d with an average value of 6
m/d. Kh/Kv ranges between 1 and 2. No clear links could be
established between the values of the parameters estimated
from the pumping test and the depth of the wells.

𝑑

(9)

where g is the gravity, ν is the kinematic viscosity and n is the
porosity (0.27 estimated from the water saturation method).
Hydraulic conductivity estimated from grain size analysis
ranges between 2 and 9.7 m/d. The highest K values were
calculated with the Hazen method (9.7 m/d) while the lowest K
values were calculated using the Slichter method (2 m/d). K
estimated with the Kozeny-Carman and Terzaghi methods were
4.5 and 3 m/d, respectively.
Pumping test
A pumping test is a field experiment in which a well is pumped
at a controlled rate and water level response (drawdown) is
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Figure 5. Drawdown recorded in monitoring well C8 (red
graphics) on Neuman curves at early (a) and late (b) times.
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Numerical modelling
Groundwater models describe the natural groundwater flow by
mathematically representing hydrogeological systems. Aquifer
properties can be estimated from numerical modelling during
the calibration process. A 3D groundwater flow model was
performed to simulate the unconfined coastal aquifer at
Magilligan by using MODFLOW code [18]. The model domain
was discretized with a finite difference scheme through a nonuniform grid of 1200 x 1000 x 40 m (Figure 6). Two material
zones were defined in the model: sand and mudstone. The sand
aquifer was discretized in 15 layers with thickness between 0.5
and 1.75 m to take into account variations in the aquifer
parameters with depth. A hydraulic head (H) of 13.6 m was
prescribed at the northern boundary of the model. Since
groundwater is assumed to move from inland to the sea, no flow
boundaries were defined to the west and east of the model. The
flow model does not take into account tidal variations, so the
sea was simulated with a constant hydraulic head (H = 0 m).
The model assumed a constant groundwater recharge of 400
mm/y.

advantages of using numerical modelling to estimate aquifer
parameters is that this method reveals the impact of parameter
variations on groundwater levels. Sensitivity runs can be
performed with the numerical model to ascertain the
parameters to which groundwater levels are most sensitive.

Figure 7. Measured and computed drawdown in the
monitoring wells A2, C4 and A8 during the pumping test.
4

DISCUSSION AND CONCLUSIONS

Hydraulic conductivity is one of the soil properties most
difficult to measure and its accuracy highly dependent on the
method used, soil and surface characteristics. The combination
of several methods can help reduce uncertainty in estimating K.
In this paper, saturated hydraulic conductivity of a coastal sand
aquifer has been estimated using six different methods. Table 2
summarizes the ranges of the K values estimated with each
method. K values lie within the typical ranges for sands [19] in
all cases. However, there are significant differences (greater
than an order of magnitude) between the K values estimated
using the six methods.
Table 2. Hydraulic conductivity of the sand aquifer at
Magilligan estimated using six different methods.

Figure 6. 3D groundwater flow model with the spatial
distribution of horizontal hydraulic conductivity.
The 3D groundwater flow model was used to calibrate
hydraulic conductivities to reproduce the measured drawdown
during the pumping test. The calibration process was carried
out by trial and error. The best fit between measured and
computed drawdowns was achieved when hydraulic
conductivity of the sands slightly decreases with depth.
Calibrated Kh decreases from 20 to 5 m/d in the first 10 m of
the sand aquifer and remains constant (5 m/d) to the base of the
aquifer (Figure 6). The model considers an anisotropy (Kh/Kv)
of 1.75. K of the mudstone was assumed equal to 10-3 m/d.
Other parameters such as the specific yield and specific storage
were also estimated with the numerical model (Sy = 0.1 and Ss
= 3.5⸱10-4 m-1). Figure 7 shows the comparison between
measured and computed drawdown in the monitoring wells A2,
C4 and A8. A good agreement has been achieved in all three
cases, although the measured drawdown in the well A2 is
slightly greater than that calculated with the model. One of the

Method
Cone Penetration Test
Hydraulic Profiling Tool
Time lag
Tide-aquifer
techniques
Tidal efficiency
Hanzen
Kozeny-Carman
Grain size
analysis
Slichter
Terzaghi
Pumping test
Numerical modelling

K (m/d)
2-87
2-25
5.6-19.7
1.2-2.7
9.7
4.5
2
3
4-7
5-20

The range of K values estimated from CPT data was wider
than that calculated using the other methods. However, CPT
was very useful in defining different geological zones since it
was the only method that sampled the base of the aquifer. CPT
data demonstrated that the sand aquifer is 20 m thick and that
K of the mudstone is four orders of magnitude lower than that
of the sands. Furthermore, a slight decrease in K values with
depth was also detected from CPT data.
K estimated with the HPT method varies from 2 to 25 m/d,
which is a much narrower range than this estimated from CPT
data (2-87 m/d). Therefore, K values calculated with the HPT
method may be more accurate than those calculated with the
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CPT method. Nevertheless, K values estimated from HPT data
should be compared with those calculated with other methods
since the HPT injection port can easily be blocked with the
unconsolidated material and underestimate K. HPT data also
showed that K of the sands decreases with depth.
In coastal aquifers, tide aquifer interaction techniques are a
good alternative to make preliminary estimates of hydraulic
diffusivity. However, specific yield has to be known
beforehand in order to estimate K. At Magilligan, K estimated
with the time lag method ranges between 5.6 and 19.7 m/d
while K estimated with the tidal efficiency method ranges
between 1.2 and 2.7 m/d. K based on the time lag model are
larger (between two to eight times) than those based on tidal
efficiency model. Such differences are consistent with previous
studies [20].
The grain size distribution method provided order of
magnitude estimates of K. However, different empirical
equations commonly used to estimate K from grain size
analysis showed considerable variations. Hydraulic
conductivity estimated using the formula proposed by Hazen is
larger than that calculated using other formulae. The reason for
these differences could be because the Hazen method is only
based on the d10 particle size, while the other methods used are
based on the particle size distribution and porosity. Some
authors reported that the formula proposed by Hazen is less
accurate than the Kozeny-Carman formula [21]. Slitcher and
Terzaghi's formulae slightly underestimated K of the sands in
comparison to the formula proposed by Kozeny-Carman.
The pumping test is one of the most commonly used methods
to estimate aquifer parameters. The pumping test offered a
representative average hydraulic conductivity of the sand
aquifer at Magilligan. However, K estimated from drawdown
data measured in wells of different depths did not make it
possible to detect a decrease of K values with depth as was
identified from the CPT and HPT methods. On the other hand,
additional aquifer parameters, such as storativity, specific yield
and anisotropy, could be estimated from pumping test data.
The 3D groundwater flow model used to simulate the aquifer
at Magilligan was very useful in estimating the spatial
distribution of K and to ascertain the parameters to which
groundwater levels are most sensitive. The numerical model
showed that a slight decrease in K values with depth improves
the fit between measured and computed groundwater levels.
Given the potentially huge variation of K in natural deposits,
the K values estimated with the six methods are really
consistent. However, there is no generalized method for
estimating K. According to this research, the combination of
several methods can help reduce uncertainty in estimating K in
engineering projects in which the groundwater flow plays a
relevant role. Moreover, it is important to be aware that each
method has its own limitations and shortcomings which should
be taken into consideration when K is estimated.
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ABSTRACT: Increased water consumption combined with the effects of sea level rise and change in rainfall patterns have
intensified seawater intrusion in coastal aquifers. Sandbox setups have been utilized over the years to recreate saline intrusion on
a laboratory scale and study the mechanisms of this phenomenon. Recreating saltwater concentration fields from light intensity
values is a widely applied image analysis practice in such investigations. The current paper investigates the effect of image colour
depth and resolution on this procedure. Glass beads of three different diameters were utilized to recreate three homogeneous and
one heterogeneous aquifer in a sandbox setup. High resolution images of saltwater intrusion were acquired using a digital camera.
From these images, new ones with modified colour depth (16-bit and 8-bit) and smaller resolution were reconstructed. Deriving
regression coefficients for the 16-bit experimental images was 36% ~ 51% faster than doing so for their equivalent 8-bit versions.
Nevertheless, utilizing lower colour depth images did not lead to a significant increase in the regression error, constituting their
use a viable alternative in cases where data storage limitations apply. Smaller versions of the 16-bit experimental images were
processed to derive saltwater concentration flow fields. These fields were compared with those of the original data, and the
difference between the basic saline intrusion characteristics was quantified. The toe length of the intruding wedge, the width of
the mixing zone and the angle of intrusion were calculated for all four downscaled images. The relative difference from the original
images for each parameter is up to 0.36%, 1.63% and 0.35% respectively. This indicates that lower resolution experimental images
can be employed to derive accurate estimations of the basic saltwater intrusion characteristics, while minimizing processing time.
KEY WORDS: Saltwater Intrusion; Sandbox; Image Analysis; Regression Analysis
1

INTRODUCTION

Sandbox setups have been widely used to study aquifer
saltwater intrusion on a laboratory scale. Image analysis has
been successfully utilized to recreate saltwater concentration
fields using the values of light intensity (LI) ([1], [2], [3]),
enabling the precise calculation of the fundamental saline
intrusion characteristics: toe length (TL), width of the mixing
zone (WMZ) and angle of intrusion (AOI) [4]. The optimization
of data acquisition ([5], [6], [7]) and data processing ([8], [9])
methods has been investigated in multiple studies. The current
paper constitutes a contribution to this effort. To the best of the
authors’ knowledge this is the first time that the impact of
image colour depth and image resolution on the post processing
procedure is investigated.
2

Saltwater intrusion was instigated by the head difference
between the two cylinders.

METHODOLOGY
Experimental Setup

The experimental data were acquired in the sandbox setup
depicted in Figure 1. It consisted of a central viewing chamber
of dimensions 0.38 m × 0.15 m × 0.01 m, with two cylindrical
chambers at each side. The left side was filled with freshwater,
while saltwater was supplied on the right one. Red food
colouring was used to dye the saltwater, with a dye
concentration of 0.15 g/L. Water level in the tank was adjusted
via two flow outlets at each side chamber. Two ultrasonic
sensors by Microsonic® constantly monitored the level with an
accuracy of 0.2 mm. Clear glass beads were siphoned into the
viewing chamber to recreate the aquifer porous medium. Fine
mesh screens were placed between the central and side
chambers to immobilize the beads while permitting water flow.

Figure 1. 3-d depiction of the utilized sandbox setup
Measurements took place in a totally dark room. Two LED
light panels placed on the back of the experimental rig, at a
distance of 25 cm, provided illumination. Data were captured
using a Nikon D850 Digital SLR Camera. The acquired images
had a 14-bit colour depth and a resolution of 7360 × 4912
pixels, corresponding to a pixel size of 0.08 mm.
Calibration
The pixel wise regression algorithm introduced by Robinson
et al. [4] was utilized to derive saltwater concentration using
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the values of light intensity in the experimental images.
Monochromatic light intensity values were correlated with
saltwater concentration values via a non-linear relationship
([2], [4], [10]) employing three regression coefficients a, b, c:

𝐶 = 𝑎𝐿𝐼 𝑏 − 𝑐

(1)

bead sizes, were recreated. Calibrations images were acquired
for all the experimental aquifers. An intruding saltwater wedge,
was initiated by a hydraulic head difference of dH = 6 mm on
the homogeneous 1325 μm and the heterogeneous aquifer
(Table 1). In both cases the system reached steady state in
approximately 50 minutes.
Table 1. Acquired experimental datasets

The calibration method involved the acquisition of eight
calibration images of pre-determined saltwater concentration (0
%, 5 %, 10 %, 20 %, 30 %, 50 %, 70 %, 100 %) for every
investigated aquifer (Figure 2). Regression analysis in the
current investigation was based off of the green colour channel
component. Red and blue channel light intensities had either
extremely small or big values for the SW = 0% and SW =100
% concentration images. Regression analysis was done on
parallel in a 12-core CPU.

Aquifer

8 cal. images

homog. 780 μm
homog. 1090 μm
homog. 1325 μm
heterogeneous






test images






Image post processing
Image post processing was carried out using MATLAB
R2018a [11] application and programming language. The
utilized algorithms were those proposed by Robinson et al. [4].
Initial post processing included the isolation of the sandbox’s
viewing chamber from the rest of the photo and the
implementation of median filtering contributing to the removal
of outlying pixels. Two different subsets of the originally
acquired experimental images were derived in order to
investigate the effect of image colour depth and resolution on
the derivation of saltwater concentration flow fields.
Data-subset 1
Colour depth, also called bit depth, equals to the number of
bits used to indicate each one of the three colour components
(red, green, blue) of a single pixel. 16-bit and 8-bit versions of
the original experimental images were derived. 16-bit images
express LI with integer values ranging from 0 to 65535 (2 16),
while 8-bit ones, utilize 28 = 256 values respectively. The 8-bit
datasets size equalled to 18 % ~ 25 % of the size of the 16-bit
ones (Table 2).
Table 2. Size (MB) of the 16-bit and 8-bit monochromatic
green experimental calibration datasets for the four
investigated aquifers

Figure 2. Calibration image with a) SW% = 0 % b) SW% = 50
% c) SW = 100 % and d) and intruding saltwater wedge image
of the investigated heterogeneous aquifer
Laboratory Test Cases
In total three homogeneous aquifers, one for each utilized
bead diameter (780 μm, 1090 μm, 1325 μm) and a randomly
heterogeneous one, comprising of equal quantities of the three
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Aquifer

16-bit

8-bit

homogeneous 780 μm

93.61

17.59

homogeneous 1090 μm

97.05

24.29

homogeneous 1325 μm

97.35

23.81

heterogeneous

96.05

19.44

Data-subset 2
The effects of image resolution were investigated only for the
homogeneous 1325 μm and heterogeneous aquifers. The
original 16-bit images were resized to recreate lower pixel
resolution datasets. This task was achieved via bicubic
interpolation [12]. The dimensions of the derived calibration
datasets and their size for the homogeneous 1325 μm aquifer
are presented in Table 3. It is worth noticing that image pixel
size and file size were not linearly correlated.
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Table 3. Dimensions and size of the original and lower
resolution monochromatic green 16-bit calibration datasets of
the homogeneous 1325 μm aquifer

3

Calibration Dataset

Pixel Size

Size (MB)

original resolution

1579 x 4669 x 8

88.92

resolution / 4

790 x 2335 x 8

68.00

resolution / 16

395 x 1168 x 8

21.02

resolution / 36

264 x 779 x 8

11.96

resolution / 100

158 x 467 x 8

4.29

saltwater intrusion if higher bit depth images are not available
or where data storage limitations apply.

RESULTS
Colour depth

In order to find the three coefficients that correlate saltwater
concentration with light intensity, regression analysis was
carried out using the built-in lsqcurvefit Mat Lab equation. This
is a nonlinear curve-fitting solver that utilizes trust region
reflective algorithm as its default regression algorithm [13]. It
is an iterative procedure that concludes when the minimum
function tolerance (1e-06 in this study) is achieved. The more
detailed depiction of light intensity in the 16-bit images, using
216 integer values in comparison to only 256 in the 8-bit
photographs, resulted in a faster converging search algorithm,
with less algorithm iterations executed per pixel (Figure 3), in
all four investigated aquifers. Essentially regression analysis
for the 16-bit images was 36% to 51% shorter than that
conducted for their 8-bit image versions (Figure 4).

Figure 4. Total calibration time for the 16-bit and 8-bit versions
of the four investigated experimental aquifers

Figure 5. Total calibration time for the high resolution 16-bit
datasets and their corresponding lower resolution versions
Image resolution

Figure 3. Total search algorithm iterations conducted during
regression analysis for the 16-bit and 8-bit versions of the
homogeneous 780 μm calibration images
No clear correlation between colour depth and regression error
was established. Mean squared error was relatively low (less
than 1.5) for both the 16-bit and 8-bit images in all the
investigated aquifers. The difference between the calculated
values of TL and WMZ derived using the two bit depth image
versions was less than a pixel size, proving that the recreated
flow fields were identical. This is a clear indication that 8-bit
images can be successfully utilized in investigations of

Regression analysis was conducted for the five different
resolution versions of the homogeneous 1325 μm and
heterogeneous aquifers alike. A linear relationship between
regression time and image resolution was established (Figure
5). The average regression time per investigated pixel varied
between 2.53 × 10-3 sec and 4.31 × 10-3 sec. Saltwater
concentration fields derived for the homogeneous case are
presented in Figure 6. The five reproduced fields are
indistinguishable from each other through simple visual
observation. Three basic saltwater intrusion characteristics,
TL, WMZ and AOI were calculated for all the versions of the
two test images, and their absolute difference from those in the
original images is presented in Figure 7. The change in the
values of TL varies from 0.1 mm to 0.6 mm, that is less than the
diameter of a single bead (1 mm). Similarly, WMZ was
calculated with an accuracy of less than a pixel, i.e. 0.08 mm,
while the maximum difference in the calculated AOI was less
than 0.1o. This confirms that for most laboratory scale
investigations, lower resolution images can be utilized to
accurately calculate the various saltwater intrusion
characteristics. Since the difference between the presented
image versions is so small, no clear trend between the deviation
of measured variables and image resolution was established.
This variation could be attributed to random experimental
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errors and possible shape distortion introduced by the resizing
procedure.

resizing becomes evident. This indicates that where precise
determination of the saltwater freshwater interface is crucial,
the use of higher resolution images should be a priority.

Figure 6. Saltwater concentration flow fields of the
homogeneous 1325 μm aquifer, generated using the a) full b)
four c) 16 d) 36 and e) 100 times less resolution versions of the
experimental images

Figure 7. Absolute difference between the values of TL, WMZ
and AOI calculated from the original resolution experimental
images and their lower resolution versions for the
homogeneous 1325μm and heterogeneous aquifer

To further investigate the impact of image resolution in the
structure of the generated flow fields, and in particular its effect
on the width of the mixing zone, the concentration values of the
pixel column at x = 27.5 cm were plotted against each other for
the original image and the 16 and 100 times smaller versions of
the homogeneous 1325 μm test case (Figure 8). The three
curves presented a relatively good fit, but when examined in
detail (Figure 8.b), the amount of information loss due to image

4

580

CONCLUSIONS

This study constitutes an attempt to optimize the image
analysis procedures that accompany laboratory scale
investigations of saltwater intrusion. The effect of two distinct
image characteristics, colour depth and pixel resolution, on the
derivation of saltwater concentration fields from the values of
light intensity, was quantified. Four synthetic aquifers were
constructed in a thin sandbox setup, and seawater intrusion was
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initiated. The acquired experimental data were processed to
recreate new datasets of varying bit depth and resolutions.
Regression analysis was conducted for all the aforementioned
datasets and their concentration flow fields were visualized.
Total regression time and regression error per investigated
aquifer as well as the precision in the calculated values of TL,
WMZ and AOI, were used to assess the impact of colour depth
and resolution on the image analysis procedure.

successfully utilized to recreate saltwater concentration fields.
Total regression time was linearly correlated with image
resolution. TL was calculated with an accuracy of 0.1 mm –
0.6 mm, WMZ with 0.016 mm (less than a pixel), while the
maximum difference in the calculated AOI was less than a tenth
of the degree. This affirms that lower resolution images can be
successfully utilized in laboratory investigations of saltwater
intrusion.
In order to minimize total regression time and regression
error, further work should investigate the use of regression
procedures other than trust region reflective least squares
algorithm, such as interior point linear least squares or the
Levenberg-Marquardt method.
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ABSTRACT: Numerical models are important for predicting motion and saline concentrations of groundwater in freshwater
aquifers near the oceans. Coastal aquifers in and near the intertidal zone experience frequent surges of saltwater through the upper
surface of the medium which generates a saline recirculation cell. This has been observed for a sand aquifer underlying Benone
Strand, Magilligan, County Derry, Northern Ireland, which serves as a pristine location for empirical observations of coastal
hydrogeology and groundwater pumping tests. We discuss the physical development of the tidal plume using four different
computational models of the beach site and their implications for coastal water abstraction. With fixed-grid finite element
simulations, we show the tide develops a diffuse saltwater interface in the intertidal aquifer, where the unsaturated zone in the
beach allows saltwater intrusion into the upper surface of the beach to force plume evolution. Diurnal cycles increase the span of
the tidal intrusion and force the classical wedge-shaped saline interface out to sea at a distance related to the mean sea level. The
simulated tidal plume and freshwater discharge zones show reasonable qualitative agreement with empirical cross-sectional site
data. Three-dimensional adaptive finite element models show density-driven fingering instabilities generate a spatially
heterogeneous plume shape in the intertidal zone despite ostensibly homogenous geology. Furthermore, simulated pumping tests
using the empirical saltwater plume concentrations predict substantially greater saltwater intrusion into the well than the classical
saltwater wedge. The results indicate the need for accurate characterization of intertidal zone saltwater dynamics to predict
saltwater effects on civil infrastructure in sandy coastal beaches.
KEY WORDS: Saltwater intrusion; Tide effects; Groundwater modelling; Coastal aquifers
1

BACKGROUND

Saltwater intrusion (SWI) is the spontaneous or driven
advancement of saltwater into freshwater aquifers [1–3]. For a
homogenous aquifer with simple head-driven flow between
freshwater (FW) and saltwater (SW), the saltwater extends
under the freshwater in a wedge shape [4]. When it occurs near
the coast, SWI can expose subsurface construction materials
and water sources to the corrosive and contaminating effects of
the saltwater [5,6].
Several additional phenomena may also occur in coastal
aquifers. On a small scale, saltwater can intrude into the aquifer
unevenly due to density-driven fingering of the SW through the
porous medium, particularly when SW overtops a FW aquifer
[7]. Man-made effects such as pumping, barriers, and artificial
flow channels can change the saltwater distribution in the
aquifer [8–10]. Recently more attention has been paid to the
influence of the tidal recirculation on the saltwater profile in
coastal aquifers [11–13]. The varying sea level generates a
recirculation cell of variable SW concentration in the intertidal
zone which can pollute nearby groundwater resources,
contaminate agricultural land, or increase corrosion rates in
near-beach subsurface constructions. Some changes in the
plume shape occur over the course of the diurnal tidal cycle,
but the SW profile is fairly stable [14]. Seasonal variations due
to storm surges and recharge also influence the location of the
tidally-generated saline plume [15,16].
Computational modeling of SWI has developed as an
essential analysis tool of saltwater dynamics, which are
generally too complex for analytical solutions, and sufficient
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experimental data is often too challenging to obtain [17–19].
SWI modelling has primarily been carried out with fixed grid
numerical methods which offer model simplicity and numerical
stability [20,21]. Adaptive mesh methods have been
increasingly used in fields of fluids modelling. Adaptive
methods refine the numerical mesh during the simulation to
have a higher density of computed nodes in regions which
require greater spatial resolution, such as fluid interfaces, high
vorticity regions, or substantial pressure changes. This allows
the simulation to expend the computational effort on the more
important portions of the model such as the SW interface
[22,23].
In this study, we show several physical phenomena to
illustrate the complex behavior of saltwater in coastal aquifers
as applied to the coastal site being studied in Northern Ireland.
We use both fixed and adaptive methods to capture the relevant
physics of the SW-FW dynamics. First, we reproduce the
classical saltwater wedge, then show behaviors of density
driven saltwater fingering and intertidal saltwater recirculation
to illustrate the flaws in predictions made with the classical
wedge. Finally, we discuss the importance of these variations
when pumping water from the beach aquifer.
2

NUMERICAL MODELS
General Physical Model

In this paper, we utilize models for a two-dimensional (2D)
cross-section and three-dimensional (3D) segment of the
Magilligan coastal aquifer. The eight square kilometer aquifer
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is located along Benone Strand, County Derry, Northern
Ireland between the Lough Foyle to the southwest and the sea
to the north [24]. Recent geotechnical data show the depth of
the sandy coastal aquifer in the north-facing beach is
approximately twenty metres. The impermeable base of Mercia
mudstone bedrock has a shallow slope of 1% dipping towards
the sea. As illustrated in Figure 1, the cross section for the
model aquifer begins 500 m into the inland dune system, and
ends 500 m out to sea, with 180 m of sloping intertidal beach
in between. The imposed recharge boundary condition (BC) in
the dunes is 400 mm/year [24], and a hydrostatic boundary
condition is set on the upper portions of the model domain
within the sea-zone, where the depth and extent depends on the
specified tidal level in the model. All other boundaries have noflow conditions. From geotechnical analysis, the permeability
of the aquifer decreases as a function of depth from the surface
to the base by a factor of four with an average value of 8.8´10–
12
m2, or equivalently, a hydraulic conductivity of 7.4 m/day.
The vertical permeability is set to one tenth of the horizontal
value to account for possible aquifer anisotropy. In the model,
the porosity and dispersivity of the sand are 0.35 and 5´10–5
m2/s, respectively [25].
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Figure 1. Cross section of geometry: (a) full model aquifer
(surrounded by blue contour) with external sea and bedrock,
and (b) enlarged view of model beach region with well
locations and tidal markers
Fluid transport within both of the numerical methods is
modelled using the generalized anisotropic Darcy’s law for
bulk fluid motion through porous media [26]. In addition, the
saltwater is simulated using Fick’s law for the solute transport
with density computed from the SW concentration and coupled
to the general transport equation [27]. This provides the
characteristic density-driven solute transport through porous
media required for SWI simulations [1,20].
Fixed Mesh Finite Element Models
The USGS Saturated-Unstaturated TRAnsport (SUTRA)
fixed-grid finite element software [20] is used for the
elementary and tidal 2D models of the physical aquifer. The
element sizes in the horizontal direction were one metre wide
in the beach aquifer, two metres in the surrounding 100 m of
the sea and dunes, and ten metres in the remaining outer

portions of the aquifer. The mesh was uniformly 20 elements
thick in the vertical direction, which resulted in an
approximately one metre vertical mesh resolution.
A 2D model of the classical wedge was run in SUTRA, where
the static sea surface boundary condition is set at the Mean Sea
Level (MSL) shoreline which is 80 m seaward from the
backshore with a 0.2 m elevation for the sea BC. This model
was run for 25 years to achieve steady state and was run from
an initial condition with SW below the aquifer to the north of
the shoreline and FW to the south.

Figure 2. Sea water level with time for tidal model
For simulating the varying tidal levels in the aquifer, Figure
2 shows the sea height imposed on the hydrostatic boundary
condition of the sea to recreate the local diurnal tidal cycle. The
mean tide amplitude is 0.60 m, while the spring-neap variation
amplitude is 0.27 m. This sinusoidal signal was imposed on an
unsaturated model to properly account for the saltwater
intruding into the uppermost portions of the aquifer. The
unsaturated model provided the vadose zone on the beach
during low tide which allowed the saltwater to enter the
simulated aquifer during high tide. The unsaturated model
made use of the van Genuchten equation with parameters for
sands [28,29]. The boundary condition on the beach and sea
had standard hydrostatic pressures below the sea level, and
negative seepage pressure in the exposed intertidal zone above
the sea [30].
Adaptive Mesh Finite Element Models
For 3D modelling of the saltwater behaviour, a novel
implementation of the saltwater transport has been incorporated
into IC-Ferst, an adaptive control volume finite element
software [23]. The method refines the mesh to the SW interface
at each time step. The minimum and maximum elements sizes
are 0.5 m and 25 m, respectively, except in the immediate
vicinity of pumping wells on the beach, where the sizes are 7.5
cm and 15 cm, respectively, with a progressive increase in
mesh size ranges in the immediate half-metre around the 15 cm
diameter wells.
The 3D model of the simple saline wedge is set with the same
parameters as with the 2D fixed mesh model, and the model
domain is 30 metres wide. To simulate density driven fingering,
the aquifer was initialized from the MSL in the same way as the
wedge models. Then the sea boundary condition during the
simulation was changed so that the new shoreline was at 30 m
from the backshore, and the sea level was elevated to 1.5
metres. Similar to the ordinary wedge model, this simulation
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was run for 25 years to allow for the SW overtopping with
return to steady state.

Figure 3. Empirical saltwater concentration profile in the
intertidal region generated from ERT survey results.
For the simulation of pumping in the aquifer, three pumping
wells were placed on the beach near the dunes in a symmetric
triangular shape with the principal well (10 m deep) located 17
metres from the backshore and the other two (8 m deep) were
13 m from the backshore and 10 m apart. The pumping wells
discharged at a simulated rate 2.5 L/s each for seven days. The
model extended 20 m laterally from the principal well in both
directions for the pumping simulations to improve the SW
concentration dynamics. Four different initial conditions (ICs)
were used with the model to show the effect of varied
assumptions about the tidal plume on the SW entering the main
pumping well. The four ICs are: the classical SW wedge at the
mean sea level (80 m shoreline, see Figure 1), the SW wedge
at the mean high water mark (45 m shoreline), empiricallybased diffuse saltwater concentration field (as shown in Figure
3), and a linear approximation of the empirical concentration.
The empirical data are based on electrical resistivity
tomography (ERT) data taken at low tide on the field site
[13,17].
3

RESULTS
Classical SWI Wedge
(a)

(b)

Figure 4. Classical steady state SW wedge using (a) 2D fixed
mesh model and (b) 3D adaptive mesh model
The standard picture of salt water intrusion behavior is of a
curved wedge of SW protruding inland under the freshwater
[4]. The wedge develops over time due to the density of the SW
forcing itself under the FW, while the FW resists and flows over
it, mixing, and slowly returning back to the sea. As an
elementary model of the Magilligan aquifer system, one may
set a static elevation of the sea to the mean sea level. In such a
case, as shown in Figure 4, we see that the wedge follows the
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standard side-ways parabolic shape, bringing the SW interface
to within 15 m of our modelled wells. Given the properties of
this sandy shallow aquifer, the SW profile develops over
approximately two decades from general initial conditions
provided to the model. Substantial literature is devoted to
mitigating the degree of intrusion that such wedges introduce
via man-made interventions such as intra-aquifer discharge or
subsurface dams [6]. However, the classical wedge is an
inaccurate representation of the coastal SW concentration field
for tidal aquifers.
Saltwater Fingering via Inundation
(a)

(c)

(b)

(d)

Figure 5. Interfacial development with SW fingering: (a) 1
year, (b) 2 years, (c) 3 years, and (d) 4.5 years
When the sea level changes due to tides, SW is elevated above
the less-dense fresh or brackish water below. This creates a
density gradient counter to the gravitational potential. As such,
the higher density saltwater slowly forces itself into the aquifer.
In the case of prolonged forcing, due to microscale fluctuations
in the SW interface, the saltwater can develop preferential
downward flow paths. This results in the phenomenon of
density-driven fingering, as can be observed in Figure 5.
Starting with the shoreline at the mean sea level, 80 m from the
backshore, the water surges 1.2 metres to be 50 m nearer. Over
the course of the first five years, we observe the water finger
down into the aquifer from above, then remerge with the
intruding wedge. As the fingering occurs, the SW wedge is also
moving inland and the two meet and reform into a classical
wedge. Some variability in the concentration profile remains
near the higher concentrations which lag behind the advancing
SW interface. For this aquifer, the SW fingering generally
develops on the time scale of one to two years. Thus, densitydriven flow instabilities can generate transient spatial
concentration variability in the intertidal aquifer [7,31].
Such a phenomenon is clearly important during significant
long-duration sea level rise [32]. This includes sudden
inundation events where the saline or brackish water is retained
above the ground surface for a long time.
Tidal plume generation and wedge regression
In Figure 6, we see a tidal plume distribution generated by
diurnal tides incorporated in the 2D SUTRA model (Figure 2).
In this simulation, the SW is pressed back towards the sea over
only a couple of years, whereas the classical saline wedge takes

Civil Engineering Research in Ireland 2020

a couple of decades to fully develop when pressing inland. The
diffuse tidal wedge is driven seaward by the tidal variability,
and comes to rest beyond the mean sea level shoreline, some
twenty metres further out to sea than the MSL classical wedge
discussed previously (Figure 4). The tide also increases the
total mixing in the aquifer which results in the SW interface
being diffused over about forty metres instead of the shaper one
to five metre interface of the classical wedge.

Whereas when the SW interface is initially further away, as in
the case of the Mean Sea Level wedge (MSL, see Figure 4), the
SW never reaches the well. In each of the simulations the initial
condition significantly effects the concentration of the water
pumped from the well. As such the tidal effect needs to be
substantially quantified to produce accurate predictions of
saltwater intrusion into pumping wells on coastal aquifers.

Figure 6. Saltwater concentration contours of simulated
diurnal tidal plume
The maximum subsurface concentration in the inter-tidal
zone occurs about 60 m from the backshore. The discharge of
brackish groundwater occurs between about 80 to 90 m, which
has been observed on the beach during low tide. The spatial
positioning of these concentrations strongly correlates with the
geophysical data (Figure 3). However, the current model gives
a value for the simulated concentrations that is considerably
below the measured concentrations in the real aquifer, and does
not include some of the diffuse SW further into the beach that
is caused by lower frequency astronomical high tides and storm
surges. Also, the simulated concentration in the near-surface
portions of the model are very sensitive to the specifications of
the tidal boundary condition, while the diffuse seaward
saltwater is fairly stable [7].
Model output shows the significant change to the SW
concentration in the intertidal zone due to the tidal motion
cannot be sufficiently predicted by the classical SW wedge of
the non-tidal coastal aquifer model (Figure 4). However, in the
general case the tidal effect could be less relevant for coastal
aquifers where the slope at the intertidal zone is steeper and the
depth of the aquifer is substantially greater than the length of
the intertidal zone. In such a case, the SW wedge should be the
predominant determinant of saline concentration in the aquifer
because the tidal variability would have less influence on the
freshwater motion. However, in this and similar coastal sand
aquifers the influence of the tide dominates the SW
concentrations in the intertidal zone.
Saline Migration under Pumping
In the final aquifer model, pumping wells that have been
installed on the site were added into the three-dimensional
model. The wells were pumped for one week to determine the
pumping effect on movement of salt water in the aquifer. Figure
7 shows the concentration of SW entering the main pumping
well as a function of time with various SW initial conditions for
each simulation. The concentration increases most rapidly and
realistically with the empirical data as the initial condition
(ERT, see Figure 3), while it is followed closely by the
approximate diffuse interface model based on the ERT data
(xERT). The higher-elevation Mean High Tide (MHT) mark is
sufficient for saltwater to be brought into the well via up-coning
when the classical SW wedge is used as an initial condition.

Figure 7. Saltwater entering primary pumping well with time
for varied saline initial conditions
4

CONCLUSIONS

In this paper, we reproduced several key phenomena related to
the development of saltwater profiles in tidal coastal aquifers
using numerical models. Firstly, we developed the classical SW
wedge for coastal aquifers. Next, increased elevation of
seawater overtopping a freshwater aquifer was shown to
produce spatially variable transient fingers of saltwater
intruding into the aquifer, before combining with the SW
wedge traveling further inland. Thirdly, we demonstrated the
diurnal tidal cycle generates a diffuse plume within the intertidal zone of the beach. Finally, we showed that the tidal plume
results in distinct predictions of salt-water concentrations
pumped into beach wells relative to the classical SW wedges.
These results give general correlation with current field
observations, in addition to reproduction of phenomena
discussed in the literature. Thus, these models present a
pathway to further produce accurate predictions of the saltwater
profile and pumping test results in the Magilligan beach
aquifer.
In future, we will improve these models by developing a
single unified three-dimensional model of the unconfined,
multi-phase aquifer with tides using the IC-Ferst adaptive code.
This will allow for the analysis of the degree of influence of
each of the physical phenomena in the Magilligan aquifer to be
combined together and make predictions for the field data
during real pumping tests and tidal cycles. Such simulated
information will be compared with forthcoming experimental
datasets from pumping tests to provide quantification of the
significance of the tidal cycle on the spatial distribution of
saltwater concentration on the beach.
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ABSTRACT: The paper investigates the application of different Water Quality Index (WQI) models for to estuarine waters. WQI
models are aggregation based mathematical models that convert extensive water quality data into a single value. They typically
contain four crucial components with the functions of (1) selecting parameters, (2) developing sub-index rules, (3) generating
weighting values, and (4) aggregating the sub-indices. They are attractive because of their relative simplicity and ease of
application. However, there is a level of uncertainty in the final aggregated indices due to the potentially large spatial and temporal
variations in the input water parameter values. Here we apply seven different WQI models to Cork Harbour, an estuary on the
southwest coast of Ireland. The water quality data input data included measurements of nine water quality monitoring parameters
from 31 monitoring sites in Cork Harbour. The spatial uncertainty of the WQI models was estimated based on the standard
deviation of the computed indices. The spatial uncertainty of the input water quality data was also determined and compared with
that of the WQIs for any correlation.
KEY WORDS: Water Quality Index; WQI model; estuary; uncertainty
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INTRODUCTION

Water is a crucial component of the biosphere since it is
essential for living organisms. Surface water quality has
gradually been deteriorated by both natural and anthropogenic
processes in the last number of decades. In recent times, the
global community has been faced with a significant challenge
to maintain good water quality status. Management of water
quality requires effective water quality assessment tools and
techniques.
The Water Quality Index (WQI) model has become a popular
method for assessing water quality since it was first developed
by Horton in 1965. It is a relatively simple tool which allows
one to convert extensive water quality data into a single
numerical value which describes the water quality. Since it is
relatively easy to use by professionals and the output is easy to
understand, particularly for non-professionals, it is widely used
around the world.
Many countries/agencies have developed different WQI
models to evaluate different types of waterbodies (Fig. 1). A
review of 107 studies of WQI applications determined more
than 35 different WQI models with 80% of the applications to
rivers, 10% to lakes and 10% to estuaries. Of the 35 different
WQIs, many are variations of earlier models.
Due to the many variations between models and the nature of
their basic function (i.e. converting large amounts of
temporally- and spatially-varying data into single values), the
resulting WQI model index values have differing levels of
uncertainty. This uncertainty is mainly associated with the
formulations of the WQI model components [1]. Most WQI
models have four components including: (1) selection of
parameters to be included in the model, (2) development of subindices for each water quality parameter, (3) generation of
weightings for each parameter and (4) aggregation of the subindices.
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Figure 1: Global applications of WQI models.
Some researchers have shown that most of the model
uncertainty is contributed by the sub-indexing and parameter
weighting components [2, 3] but, more recently, other
researchers have reported that the aggregation function is the
primary source of the uncertainty [4].
The present research applies seven of the most commonly
used WQI models to an Irish estuary – Cork Harbour – and
assesses the levels of uncertainty in the computed water quality
indices. Cork Harbour was chosen for the study as a broader
research aim is to explore the viability of using WQI models
for assessment of water quality in estuaries; there is currently a
dearth of literature in this area.
Section 2 of this paper presents a description of Cork Harbour
and the monitoring stations. Section 3 describes the materials
and methods and Section 4 presents the results of the WQI
applications and the uncertainty assessment. Section 5 presents
some conclusions based on the research.
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THE STUDY AREA – CORK HARBOUR

Cork Harbour is a macro-tidal estuary on the southwest coast
of Ireland. It has a typical spring tide range of 4.2 m at the
entrance to the harbour [5]. Water depths are generally
relatively shallow with much of the estuary having a depth of
less than 5 meters on spring tides. At low water, a major portion
of the harbour area is exposed with mud-flats and sand-flats
(Fig 2). The harbor deepens towards the mouth in the main
Channel to depths of about 30 m.

The Scottish Research Development Department
(SRDD) model
 The Canadian Council of Ministers of the
Environment (CCME) model
 The West-Java (WJ) model
 The Bascaron model
 The Hanh model.
Details of the model structures, mathematical approaches and
their applications can be found in [6].
Water quality Input Data
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Figure 2: Plan view of Cork Harbour showing mean water
depths. Green areas are inter-tidal.
Cork Harbour is the largest natural harbor in Ireland and it is
heavily populated and industrialised. A number of rivers flow
into the estuary, the largest being the River Lee which flows
through Cork City and accounts for approximately 75% of the
freshwater delivered to the estuary [5]. Cork city on the River
Lee is home to a population of approximately 125,000. When
its immediate suburbs are included, the population rises to
approximately 200,000. The city is the industrial centre of the
Irish southwest region. It is home to a number of large
multinationals in the pharmaceutical (e.g. Boston Scientific and
Pfeizzer) and ICT (e.g. Apple and Logitec) sectors as well as
having a strong domestic industry base. In addition, the
surrounding hinterland is subject to relatively intense
agricultural activity. As part of the water quality framework,
water quality is monitored by the Irish Environmental
Protection Agency at 31 monitoring stations in the harbour (Fig
3).
3

MATERIALS AND METHODS

Seven WQI models were applied to Cork Harbour for the study
area extents shown in Fig 3. Brief descriptions of the WQIs and
the input water quality data follow.
Water Quality Index (WQI) Models
A review of WQI models used in the literature, identified seven
basic models which are evaluated in this research [6]. These
are:
 The Horton Index model
 The National Sanitation Foundation (NSF) model

In total, nine water quality parameters were used in the WQI
models, namely:
 Salinity
 Temperature (0 c)
 pH
 Dissolved oxygen (DO)
 Total organic nitrogen (TON)
 Ammoniacal nitrogen (NH3+)
 Nitrate (NO3-)
 Orthophosphate (PO43-)
 Chlorophyll-a (Chl-a) (as a measure of algae)
Water quality parameters were selected based on the WQI
model's requirements and monitoring guidelines of surface
water quality. Data from the 31 EPA monitoring locations in
Cork Harbour shown in Fig 3 were used. 2007 was selected as
the test year as the data were available from another research
project. EPA generally take measurements at each location at
approximately high and low tide on the same day in winter and
summer conditions, although the months of collection vary
from year to year.

Figure 3: Water quality monitoring locations used in study.
WQI Application Procedure
The water quality data at each location were depth- and timeaveraged at to give an average annual value. The same input
water quality data were then supplied to all seven WQI models.
The parameter weighting values for the models were produced
by applying the Analytical Hierarchy Process (AHP) technique.
Final WQI scores were obtained according to the aggregation
functions of each WQI model. The different WQI model
aggregation functions are defined in equations (1)-(7).
𝑊1 𝑆1 +𝑊2 𝑆2 +𝑊3 𝑆3 +⋯.+𝑊𝑛 𝑆𝑛

Horton index = [

𝑊1 +𝑊2 +𝑊3 ……+𝑊𝑛

] 𝑚1 𝑚2

(1)
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where si and wi are the sub-index and weight values of water
quality parameter i, n is the number of parameters, and
m1 correction factors of temperature and m2 is the correction
factor for pollution respectively; both are ranges between 0.5 to
1.0.
𝑛

𝑁𝑆𝐹 𝑖𝑛𝑑𝑒𝑥 = ∑ 𝑤𝑖 𝑠𝑖

water quality was evaluated with good status, while the
remaining locations were attributed medium quality status (Fig.
5). The SRDD model indices ranged from 55 to 98 and gave
excellent water quality in 15 of the 31 stations (Fig. 6). For the
CCME model, indices ranged from 93-100 and excellent water
quality was therefore observed at 17 locations (Fig. 7).

(2)

𝑖=1

𝑆𝑅𝐷𝐷 𝑖𝑛𝑑𝑒𝑥 =

𝐶𝐶𝑀𝐸 =

1
100

(∑𝑛𝑖=1 𝑆𝑖 𝑊𝑖 )2

(3)

√𝐹1 2 + 𝐹2 2 + 𝐹3 2

(4)

1.732

where F1 is the percentage of failed parameters that do not meet
with regarding their guideline value; F2 is the percentage of
individual test cases these do not meet with the guideline value
and F3 is the variation percentage of the failed test parameters
that do not meet their objectives; and 1.732 is a divisor that is
applied for normalization [7].
𝑛

Figure 4: Horton WQI scores

𝑊𝑒𝑠𝑡 𝐽𝑎𝑣𝑎 𝐼𝑛𝑑𝑒𝑥 = ∏ 𝑆𝑖 𝑤𝑖

(5)

𝑖=1
∑ 𝐶𝑖 𝑃𝑖

𝐵𝑎𝑠𝑐𝑎𝑟𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 =
1

(6)

∑ 𝑃𝑖
1

𝐻𝑎𝑛ℎ 𝐼𝑛𝑑𝑒𝑥 = [6 ∑6𝑖=1 𝑞𝑖 × 2 ∑2𝑖=1 𝑞𝑗 × 𝑞𝑘 ]

1⁄3

(7)

where qi is the sub-index value of the organic and nutrients
group including pH, DO, NH4+ NO3-, PO43-, TON; qj is the subindex value of the particulates group, including temperature
and salinity; and qk is the sub-index value of the biological
group containing only Chlorophyll-a.
Uncertainty analysis
Each WQI model produced 31 index values, one for each
monitoring station. For each WQI model, the standard
deviation of the 31 indices was used as the measure of spatial
uncertainty. The spatial uncertainty of the water quality input
data was also determined in the same way for each water
quality parameter. All statistical parameters were calculated
using SPSS.
4

Figure 5: NSF WQI scores

RESULTS AND DISCUSSION

3.1 WQI Index Values
The model indices computed at each monitoring location are
presented in figure (4) – (10) for each of the WQI models. Each
station is attributed a ranking using the model ranking scales.
The ranking systems used are shown in Table 1.
Unlike the other models, for the Horton model a lower score
indicates better water quality. The lowest index obtained was
18 while the highest index was 24 (Fig. 4). According to the
ranking system, excellent water quality was observed at all
stations. The NSF indices ranged from 68 to 98 and 15 of the
31 stations (48%) in Cork harbour were attributed excellent
water quality status. Around 23 % of monitoring locations

590

Figure 6: SRDD WQI scores
Approximately 41% of monitoring locations were ranked
excellent quality by the West Java model for which indices
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ranged from 0-55 (Fig. 8). The other locations water quality
was determined “good” to “fair”. Comparatively, the poorest
water quality status was estimated by the Hanh model.
Approximately, 16 locations water quality were ranked in the
marginal category that ranges between 26 – 50 (Fig. 10).

Figure 10: Hanh WQI scores

Figure 7: CCME WQI scores

In general, looking across all the models, with the exception
of the Horton model water quality status was poorer in stations
A1-A13 relative to the rest of the harbour. These stations lie in
the River Lee and are thus subject to agricultural run-off from
the Lee catchment and combined sewer overflow discharges
from Cork city which straddles the river.
Table 1 Water quality ranking scales of different WQI model
WQI model
Horton

NSF

SRDD

Figure 8: West Java WQI scores
CCME

West Java

Bascarón

Hanh

Figure 9: Bascaron WQI scores

Ranking scales
0 – 25
25 – 50
51 – 75
101 – 150
90 – 100
70 – 89
50 – 69
25 – 49
0 – 24
90 – 100
70 – 89
40 – 69
30 – 39
0 – 29
95 – 100
80 – 94
65 – 79
45 – 64
0 – 44
90 – 100
75 – 89
50 – 74
25 – 49
0 – 24
91 – 100
61 – 90
31 – 60
16 – 30
0 – 15
91 – 100
76 – 90
51 – 75
26 – 50
<25

WQ status
Excellent
Good
Fair
Very poor
Excellent
Good
Medium
Bad
Very bad
Excellent
Good
Tolerable
Polluted
Severely polluted
Excellent
Good
Fair
Marginal
Poor
Excellent
Good
Fair
Marginal
Poor
Good
Acceptable
Regular
Bad
Very bad
Excellent
Good
Fair
Marginal
Poor
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3.2 Uncertainty analysis of WQI Indices
Uncertainty is a fundamental inherent feature in any
hydrological model that is associated with different
components of the model [1]. Its quantification is crucial for
assessing the model reliability [8]. A number of studies have
used SD to evaluate uncertainty of WQI models. [3] and [4]
used the SD for estimating the model uncertainty of the
sustainability index model and the West-Java WQI model,
respectively. The smallest SD value indicates the final outputs
does not propagate by the model input components [7].
However, the standard deviation must be assessed in relation to
the mean value. The spatial uncertainty of the WQI models was
therefore apprised using the coefficient of variation (CoV)
calculated as the ratio of the standard deviation (SD) of the
indices to the mean across all 31 stations. These values are
given in Table 2 along with the maximum and minimum values
recorded across all stations. The CoV was lowest for the CCME
model (0.03) followed by the Bascaron and Horton models
(0.08, 0.09) respectively. The spatial uncertainties of the other
models were significantly higher with CoV values ranging
from 0.15 to 0.21.
Table 2. Analysis of the spatial uncertainty of measured WQI
models.
WQI Models Minimum Maximum Mean
SD
CoV
Horton
NSF
SRDD
CCME
WJ
Bascaron
Hanh

18
68
55
93
54
74
0

24
98
98
100
100
99
55

22.16
83.23
82.71
96.45
82.68
90.71
47.87

1.92
12.56
13.38
2.92
15.81
7.45
9.99

0.09
0.15
0.16
0.03
0.19
0.08
0.21

3.3 Uncertainty analysis of WQI Input Data
Some of the spatial uncertainty of the indices calculated by
the various model undoubtedly comes from the spatial variation
of the input water quality parameters. Many researchers have
determined input entities are one of the main sources of
uncertainty in WQI models [1, 8]. The uncertainty of the model
input parameters was also evaluated using CoV values of the
measured time-averaged water quality data at each station.
Water quality parameters statistics are presented in Table 2.
The highest levels of spatial uncertainty were recorded for
TON, NO3- and Chl-a where CoV was greater than 1.
Significant levels of spatial uncertainty were also observed for
salinity, NH3+ and PO43- ; while the lowest CoV was calculated
for DO, pH and water temperature, respectively (Table 3).
Table 3. Spatial uncertainty analysis of WQI models inputs.
WQ Parameters Min
Max Mean
SD
CoV
Salinity (g/Kg)
Temp (0 C)
pH
DO (mg/l)
TON (mg/l)

592

.25
12.45
7.66
5.05
.02

34.68
16.46
8.21
10.55
8.05

19.45
14.83
8.01
8.59
1.73

13.69
0.99
0.17
1.07
1.99

0.70
0.07
0.02
0.12
1.15

NH3+(mg/l)
NO3-(mg/l)
PO43- (µg/l)
Chl a (µg/l)

.02
.02
9.90
.65

.32
8.05
68.50
76.90

0.08
1.73
25.75
6.13

0.07
1.99
13.03
13.27

0.88
1.15
0.51
2.16

In the WQI models, weightings are attributed to the various
water quality parameters when the parameter sub-indices are
combined into the overall index using the aggregation functions
in equations (1)-(7). The same parameter weight values were
used in each model. One of the highest weight values is
attributed to Chl a given that is a result of eutrophication and
thus an indicator of heavily polluted waters. Since Chl-a also
had the highest CoV of all the input parameters, it is likely that
spatial variations in chlorophyll-a are one of the main sources
of the spatial uncertainty in the computed water quality indices.
4. Conclusion
Water Quality Index (WQI) models are a useful method to
assess water quality. Worldwide it has become a popular tool
due to its simplicity, ease-of-use and low computational cost.
However, there have been relatively few applications of WQIs
to estuarine waters. The present study was conducted firstly to
determine the ease of application of a number of WQI index
models to an estuarine system. Seven WQI models were
successfully adapted for application to estuaries and indices
were successfully calculated. Water quality was assessed
mostly in the “fair” to “excellent” classes in Cork harbour but
water quality in the River Lee was consistently assessed as
poorer quality than the rest of the harbour. A second objective
was to assess the level of spatial uncertainty in the computed
indices across the 31 monitoring stations used in the study. The
lowest uncertainty was found in the CCME, Bascaron and
Horton models while the highest uncertainty was found in the
Hanh model. Given that chl-a had the highest spatial variation
of all of the input water quality parameters and one of the
highest parameter weight values, it therefore contributes
strongly to some of the observed model uncertainty.
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ABSTRACT: Water quality index (WQI) models are popular tools to evaluate the quality of water; as such they have been
developed and used by many agencies worldwide. However, the WQI model may generate excessive uncertainties in the
aggregation process. This research is focused on the performance of various WQI modes. In this study, seven WQI models
(Horton, CCME, NSF, West-Java, SRDD, Baccarin and Hanh) were applied in order to intercompare their performances and
results generated by them. The Cork Harbour in the south of Ireland is used as a study case. Six years (2007 - 2012) of water
quality monitoring data across the Harbour is used to conduct the analysis. Development of a WQI model involves four consecutive
steps: (1) parameters selection, generation of (2) sub-indices, (3) weight values and (4) aggregation function; these were applied
in the study. In total, nine crucial water quality parameters from 31 monitoring locations were selected in step (1) of the analysis.
The EU Water Framework Directive (WFD) guidelines were applied to create the parameter sub-index rules (step 2). In step (3)
the parameters weight values were generated by applying the Analytic Hierarchy Process (AHP). Finally, in step (4) the WQI
model aggregation functions were applied to estimate the final WQI score for each of the seven models. Ultimately, the advanced
geostatistical Empirical Bayesian Kriging (EBK) technique was used to spatially interpolate WQI calculated at the monitoring
stations onto the whole domain of Cork Harbour. A comparison of the cross-validation parameters (ASE, MSE, RMSE, RMSSE
and CRPS) was used to select the WQI model for the least uncertainty interpolation. The results show that the lowest uncertainty
was generated by the EBK model for WQI generated by the CCME model, while the highest uncertainty obtained for the Hanh
and West Java WQIs. Based on the EBK result, a ranked water quality map was proposed to be used for an assessment of surface
water quality and its classification. The water quality ranked map proposed in this research can help not only to assess water
quality but also to enhance understanding of water quality spatial variability in any waterbody. Based on the analysis of WQI
models, it was concluded that the Cork Harbour water quality was of ‘good’ to ‘excellent’ status during the period of analysis
2007-2012.
KEY WORDS: Modified WQI architecture; Empirical Bayesian Kriging (EBK) technique; model prediction uncertainty; Cork
Harbour water quality; water quality ranked map
1. INTRODUCTION
Environmental concerns are central to sustainable water
resource management and planning. Over many decades,
freshwater consumption has been increasing worldwide due to
population growth, industrialisation and urbanisation [1]. The
surface water quality deteriorates in many basins due to
pollution of anthropogenic sources [2, 3]. In this context, a
water resources conservation and sustainable management are
critically important for achieving at least good surface water
quality status.
In recent years, a range of tools and techniques has been
developed to evaluate surface water quality and diagnose the
health of aquatic ecosystem. The water quality index (WQI)
model is one of such tools. It assesses the status of water quality
based on a characteristics of water quality parameters [4, 5, 6]
by converting extensive water quality data into a single
number. This number as the WQI model output can be
associated with a simple description of water quality status
using a simple terminology such as “excellent”, “good”,
“medium”, “bad or acceptable”, “very bad or unfit” [6, 7] . This
allows the non-expert communities to easily understood the
status of the water quality without an expert knowledge of
underlying conditions and processes [2].
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Due to its simple structure and application process, the WQI
models have gained popularity in recent years. As the number
of models and their application increases, more sensitivity and
uncertainty analyses have been conducted to reveal
shortcomings of the WQI models. A significant contribution of
the model uncertainty has been associated with the model
aggregation function [4, 8]. The parameter sub-indexing and
weighting process are known to generate uncertainty in the
WQI models too [9].
The aim of this study is to assess surface water quality in
Cork Harbour by apply various WQI models. The assessment
is initially made for the monitoring stations and later extended
to the whole domain of Cork Harbour using a sophisticated
interpolation technique. Also in this study, a comparative
analysis of the various WQI models is performed.
2. MATERIALS AND METHODS
2.1 Water quality data
Cork Harbour is designated as the Special Protection Area.
Water quality in the harbour is assessed by the Environmental
Protection Agency (EPA), Ireland through their monitoring
programme which comprises of 31 sampling stations (Fig 1).
In total, nine water quality parameters listed in Table 1 are
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routinely analysed as part of the programme. From this dataset,
water quality data for the period 2007-2012 was used to
calculate WQI for each year and each station.

2.3.3 Parameter selection
The parameter selection is based on screening of the water
quality parameters in respect of their environmental
significance [5]. As such the process is subjective, site specific
and lacks universality. Table 1 lists these parameters along with
recommended and optional parameters for each WQI model.
Table 1: Developed WQI model parameters

Fig 1. Map of EPA monitoring stations and effluent discharges
in Cork Harbour (from EPA report 2016, pp. 135).
2.2 ANALYTICAL PROCEDURES
2.2.1 WQI models
For the purpose of this research, the existing WQI models have
been extensively reviewed and their suitability to the current
study preliminarily assessed. In total, seven WQI models were
ultimately selected for in-depth analysis of their performance.
They are (1) the National Sanitation Foundation (NSF WQI),
(2) Canadian Council of Ministers of the Environment (CCME
WQI), (3) Scottish Research Development Department
(SRDD), (4) West Java (WJ WQI), (5) Horton Index, (6) Hanh
Index, and (7) Bascaron Index.
2.4.2 WQI model architecture
Commonly, the WQI calculations comprise of four consecutive
steps: (1) parameter selection, (2) parameter sub-index
selection, (3) parameter weighting, and (4) application of the
aggregation function [4, 6]. The WQI model architecture and
parameters used are discussed in [2].
The following steps were applied to calculate WQI and to
estimate uncertainty for each WQI model:
(a) Acquisition of water quality data for Cork Harbour
(b) Selection of water quality parameters based on the EU
water quality monitoring guidelines, WQI model
requirements and data availability
(c) Transformation of WQ parameter units and
dimensions to a common dimensionless scale using
sub-indexing process
(d) Determination of weight values for each WQ
parameter using the Analytic Hierarchy Process
(e) Aggregation of sub-indices for each of the WQI model
to obtain final WQI scores for each model and dataset.
(f) Implementation of the Empirical Bayesian Kriging
(EBK) advanced geostatistical interpolation technique
to produce spatial variability maps of WQI and WQ
ranks in Cork Harbour, and finally
(g) Assessment of the EBK model uncertainties by
utilizing the cross-validation statistical methods.
In this study, a range of WQI models is reviewed and best
performance model is utilized to evaluate the surface water
quality and its classification in Cork Harbour.

2.3.4 Parameter sub-indexing
The parameters sub-indexes are established to transform
dimensions and units of each parameter to a common scale [5].
Typically, the conversion rates are adopted from legislated
water quality standards guidelines for the water quality
classification operated in a given country [e.g. 5, 10, 11].
Similarly here, the sub-index rules were developed based on the
EPA guidelines for surface water quality assessment [12] with
is an implementation of the European Communities regulations
for ‘Quality of surface water intended for the abstraction of
drinking water (1989)’[20], ‘Quality of Shellfish waters
(2006)’ and OECD classification scheme for lake waters
(1982). Depending on their values, each parameter is assigned
to one of the three categories A1 – A3. Table 2 describes
classification criteria for each water quality category.
The conversion of a parameter value to sub-index is based on
a reference value for a parameter and rules for each category.
Sub-index score normalizes a parameter value into 0-100 range
with the value of 100 assigned to A1 class and value of 0 to A3
class. The exception for this rule is West-Java WQI model
where for the for computational reasons the lowest sub-index
value assigned to 5.
Table 2. Classification of the surface water quality and required
actions proposed by the European Communities regulations.
Category

Definitions and required actions

A1

Need to modest physical treatment and disinfection, e.g. rapid filtration and disinfection.

A2

Typical physical treatment, chemical treatment and disinfection, e.g. prechlorination, coagulation, flocculation,
decantation, filtration, disinfection (final chlorination).
Required to intensive physical and chemical treatment, extended treatment and disinfection, e.g. chlorination to

A3

break-point, coagulation, flocculation, decantation, filtration, adsorption (activated carbon), disinfection (ozone,
final chlorination).

2.3.5 Parameters weighting process
The third step in the determination of WQI involves an
assignment of weight values to each parameter to produce a
hierarchy of all parameters with respect to their environmental
significance and impact on water quality. The Analytic
Hierarchy Process (AHP) proposed by [18] was adopted to
develop a rank of parameters (or their weight values) based on
a multi-criteria analysis of their importance respectively to
other parameters. A ranged of water quality guidelines issued
by EPA Ireland, EPA USA, the UK as well as the personal
experience of the research team and environmental conditions
in Cork Harbour were used to establish importance of each
parameter on water quality. The AHP ranking scale ranges
from 1 – equal importance to 9 – extreme importance, and their
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assigned values for parameters selected in step 1 are shown in
Table 4. The normalized AHP values were used to develop
paired comparison of criteria in a pair-wise all-parameter
matrix [9x9] to ultimately generate weight values for each
parameter (Table 4). Such methodology was previously
successfully applied for a range of water quality studies [5].
The second step of the weighting process is to calculate
consistency ratio (CR) to evaluate consistency of the set of
judgments made in relation to AHP ranking and weights. A
true Consistency Ratio (CR) is calculated by dividing
the Consistency Index (CI) for the set of judgments by the
Random Index (RI) for the corresponding random matrix as
follows
Consistency Ratio (CR) =

Consistency Index (CI)
Random Index (RI)

Table 3. Water quality parameters, standard values, classes,
sub-index rules and their Si values.
Units

a

References
values

b

Water categories

Rules

Sub-index values (Si)

A1
A2 -A3
A1 – A2
A3
A1
A2
A3
A1 -A2
A3
A1
A2
A3
A4
A1
A2 -A3
A1
A2
A3
A1
A2
A3
A1
A2 -A3

5.5 – 8.5
> 8.5
= <25
>25
equal or >6
>5
>3
equal or <50
>50
equal or <35
> 10
< 10
0 or >35
equal or <8
>8
equal or < 0.2
equal or < 1.5
equal or > 4
equal or <1
equal or >2
equal or >3
equal or <500
equal or > 700

100
0 or 5e
100
0 or 5e
100
75 <Si ≤ 50
50 < Si ≤ 25 or 5e
100
0 or 5e
100
75 < Si ≤ 50
50 < Si ≤ 25
0 or 5e
100
0 or 5e
100
50
0 or 5e
100
75 < Si ≤ 50
0 or 5e
100
0 or 5e

pH
Temperature

(0C)

DO

(mg/L)

NO3

(mg/L)

Salinity

(g/Kg)

Chlorophyll a

(µg/L)

NH3

mg/L as N)

6.5 – 9.0
25

>6

c

50

35
d

8
0.2
TON

(mg/L)

1

PO4

(µg/L as P)

500

𝐶𝐶𝑀𝐸 =

a

EPA, Ireland (2001), recommended values for the surface water/freshwater/river water/aquatic life.
b
water categories were defined as per guidelines of the European Communities (Quality of surface water intended for the abstraction of drinking water)
regulations, 1989 (S.I. No. 294/1989).
c the European communities (Quality of Shellfish waters) regulations, 2006 (S.I. No. 268/2006).
d
the Organisation for Economic Cooperation and Development (OECD) classification scheme for lake waters, 1982, adopted by (with modifications) EPA,
Ireland.
e
this scale only applied for West Java WQI model when criteria do not meet to the objective values .

(1)

where si and wi are the sub-index and weight values of water
quality parameter i, n is the number of parameters.
𝑛

𝑖=1
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(3)

√𝐹1 2 + 𝐹2 2 + 𝐹3 2

(4)

1.732

𝑛

𝑤𝑖

(5)

𝑖=1
∑ 𝐶𝑖 𝑃𝑖

𝐵𝑎𝑠𝑐𝑎𝑟𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 =

(6)

∑ 𝑃𝑖

1

1

6

2

𝐻𝑎𝑛ℎ 𝐼𝑛𝑑𝑒𝑥 = [ ∑6𝑖=1 𝑞𝑖 × ∑2𝑖=1 𝑞𝑗 × 𝑞𝑘 ]

1⁄3

(7)

where qi is the sub-index value of the organic and nutrients
group including pH, DO, NH4+ NO3-, PO43-, TON; qj is the subindex value of the particulates group, including temperature
and salinity; and qk is the sub-index value of the biological
group containing only Chlorophyll-a.
2.5 EMPIRICAL BAYESIAN KRIGING (EBK) TECHNIQUE
In this study, the water quality indices are produced for
geographical locations in Cork Harbour where WQ data are
available. In order to better understand horizontal distributions
of water quality within the Harbour, WQI were spatially
interpolated. From a arrange of interpolation techniques, the
Empirical Bayesian Kriging (EBK) was selected to predict
WQI at points not included in the monitoring programme. EBK
is a geostatistical interpolation method that automatically
calculates the kriging model parameters through a process of
sub-setting and simulations. Also, the model, when calculates
the samivariogram, takes into account the uncertainty of
semivariogram estimation and by that reduce underestimation
of standard errors of predictions [21]. These are the significant
advantages of the method over the other kriging models [16].
The empirical semivariogram was calculated using the
following equation
1
2
𝛾 (ℎ ± 𝛿) =
∑
|𝑧𝑖 − 𝑧𝑗 |
(8)
2|𝑁(ℎ ± 𝛿|
(𝑖,𝑗)∈𝑁(ℎ±𝛿)

Final step in calculation of WQI scores employs aggregation
functions of each WQI model. The different WQI model
aggregation functions are defined in equations (1)-(7).

𝑁𝑆𝐹 𝑖𝑛𝑑𝑒𝑥 = ∑ 𝑤𝑖 𝑠𝑖

(∑𝑛𝑖=1 𝑆𝑖 𝑊𝑖 )2

𝑊𝑒𝑠𝑡 𝐽𝑎𝑣𝑎 𝐼𝑛𝑑𝑒𝑥 = ∏ 𝑆𝑖

2.3.4 The aggregation process

Horton index = ∑𝑛𝑖=1 𝑤𝑖 𝑠𝑖

1
100

where F1 is the percentage of failed parameters that do not meet
with regarding their guideline value; F2 is the percentage of
individual test cases these do not meet with the guideline value
and F3 is the variation percentage of the failed test parameters
that do not meet their objectives; and 1.732 is a divisor that is
applied for normalization [15].

( 1)

The RI value is set to 1.45 for 9 as recommended in [24] while
the CI value was calculated using the following equation
𝜆
−𝑛
CI = 𝑚𝑎𝑥
(2)
n−1
where λmax is the largest eigenvalue of the matrix and n
represents the total associate of the matrix [13]. If the
CR exceeds 0.1 the set of judgments may be too inconsistent to
be reliable and as such the set of judgments needs to be revised
[14]. The CR was found to be close to 0 and as such the
consistency of subjective judgment in relation to the derived
AHP ranking is satisfied.

Selected parameters

𝑆𝑅𝐷𝐷 𝑖𝑛𝑑𝑒𝑥 =

(2)

where h is the distance between sampling points, 𝛿 is the
tolerance range between points, N(h ± 𝛿) is a set of points
N(h ± 𝛿) ≡ {(𝑆𝑖, 𝑆𝑗 ): |𝑆𝑖 𝑆𝑗 | = ℎ ± 𝛿; 𝑖, 𝑗 = 1,2, … . , 𝑁}.
2

|𝑧𝑖 − 𝑧𝑗 | are the squared variances between observations. The
squared variances are added and normalized by the natural
number N(h ± 𝛿). The empirical transformation function was
employed to predict the probability distribution of the
aggregation value of WQI model.
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2.6 EBK validation process

4.1. GENERATION OF WQI

The cross-validation of the interpolated data was used to assess
the accuracy and uncertainty of the EBK interpolation model
[17]. The EBK model uncertainty was estimated using the
prediction standard errors parameters. When the average
standard error (ASE) is close in value to the root mean squared
error (RMSE), then the EBK output exhibits the lowest
uncertainty for a given WQI model. ASE values smaller than
RMSE indicate an underestimation of variability in interpolated
data. Also, the root mean squared standardised errors (RMSSE)
close to one suggests that the model prediction standard errors
are valid. The RMSSE value larger (smaller) than 1 indicates
underestimation (overestimation) of variability in model
predictions.

For each of the 7 WQI models, the generation of WQIs consist
of four consecutive steps: (1) parameters selection, generation
of (2) sub-indices, (3) weight values and (4) aggregation
function. Steps (1) – (3) are identical for each model. Outputs
of these steps are discussed below.
With regards to the parameter selection, nine parameters
were selected to determine WQI. The selection was based on
recommendations given by each model developer, data
availability,
parameter
cross-correlation
and
EPA
recommendations. The list of parameters is shown in Table 1.
The generation of sub-indices in step (2) allows to convert
dimensions and units of each parameters to a universal scale so
the parameters can be intercompared. The process is described
in section 2.3.4; sub-index values were determined for each
parameter based on rules and criteria summarised in Table 3. In
step (3) parameter weights are generated to rank an importance
and contribution of induvial parameters to the overall water
quality score. The rank of parameters on AHP scale of 1 to 9
is shown in Table 4. The numbers were assigned with respect
to impact of a parameter on water quality and hence
environmental conditions and ecosystem. From the assigned
AHP ranks, the weights were calculated and are presented in
Table 4. As the process of assignments of AHP sores is based
on a set of subjective judgments in relation to a significance of
the parameter, consistency of the set of judgments was
evaluated using the Consistency Ratio, which was found to be
close to 0 (< 0.1). This confirms that the judgments made are
consistent throughout the dataset and there are no conflicts
between assigned values. Consequently, the derived weights
are consistently assigned and can be used in step (4).

𝑛

𝑛

𝑖=1
𝑛

𝑖=1

1
𝐴𝑆𝐸 = ∑(𝑝𝑖 − (∑ 𝑝𝑖 )⁄𝑛)2
𝑛

(4)

1
∑(𝑝𝑖 − 𝑚𝑖 )
𝑛

(5)

𝑀𝑆𝐸 =

𝑖=1

𝑛

1
𝑅𝑀𝑆𝐸 = √ ∑(𝑝𝑖 − 𝑚𝑖 )2
𝑛

(6)

𝑖=1

2

𝑛

1
𝑅𝑀𝑆𝑆𝐸 = √ [∑(𝑝𝑠𝑖 − 𝑚𝑠𝑖 )⁄𝜎𝑠𝑖 ]
𝑛

(7)

𝑖=1

where n is the number of measured sampling locations; p is the
predicted value at ith sampling locations (I = 1, 2,.. …n); m is
the calculated value; ps is the standardized predicted value; ms
is the standardized measured value and 𝜎𝑠 standardized
deviation.
The average Continuous Ranked Probability Score (CRPS)
is used to estimate uncertainty of EBK predictions [5]. CRPS
measures the deviation of cumulative distribution function [9].
𝑛

𝐶𝑅𝑃𝑆 =

𝑛

𝑛

2

1
∑ (∑ 𝑝𝑗 − ∑ 𝑚𝑗 )
𝑛−1
𝑗=1

𝑗=1

(8)

𝑗=1

where n is the number of outputs, pj is the predicted probability
of output jth location, and mj is the measured probability of
output jth location. Usually, the CRPS score lies between 0 to 1.
The smaller CRPS score is the better the fit of EBK model to
data.
4. RESULTS
In this study the accuracy and usability of existing water quality
index models were evaluated. In total 7 WQI models were used
to generate WQIs. Cork Harbour, a hydrologically compound
estuary characterised by complex ecosystem dynamics and
dependencies was used as a case study. The water quality
dataset consists of 9 parameters collated annually at 31
locations within the study domain during the period 2007-2012.
This dataset was used to produce WQI maps and ultimately to
selected best-performance WQI model.

Table 4: Estimated parameters weight values.
WQ Parameters

Weight values

DO

0.16

Temperature

0.16

Chl a

0.13

pH

0.13

Salinity

0.09

TP

0.09

Nitrate

0.09

TON

0.09

TA

0.05
1

Sum

Finally, in step (4) WQI are calculated for given sub-index
and weight values using the aggregation function defined in
section 2.3.4. Each model applies different aggregation
function so the differences in WQI values obtained for various
WQI models are directly related to the aggregation method
used. Table 5 shows WQI values (AMV) averaged spatially
over 31 datasets (locations in Figure 1). All models (except
Horton) operate on 0-100 scale; the higher the number is the
better water quality. The Horton WQI model with value of 0
describes excellent water quality status while WQI >100
represents very poor conditions[19]. The WQIs are ultimately
used to categorize water quality into classes. From the analysis
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of WQI it is apparent that for a given dataset the water quality
is good to excellent depending on the applied model. Such
discrepancies may lead to erroneous interpretations of the water
quality status and result in inappropriate management decisions
and actions.

Java models. Based on the uncertainty analysis, the EBK model
was found to exhibit the best performance in conjunction with
the CCME model outputs. Consequently, CCME is further used
here to produce maps of water quality indices and ranks in Cork
Harbour.

Table 5: WQI values generated by WQI models (AMV) and
interpolated using EBK model (APV) with average statistical
error (ASE).

Table 6: Statistical analysis of the EBK model performance.

4.2 MODEL PERFORMANCE AND UNCERTAINTY ANALYSIS
WQIs calculated for 31 monitoring stations were interpolated
over the domain of Cork Harbour. From a range of interpolation
techniques, the EBK was selected to perform the interpolation
of WQI scores.

Figure 2. Maps of CCME WQIs spatially interpolated using
EBK technique.
The cross-validation process was utilized to estimate the
propagation of uncertainties in EBK predicted values. This
analysis was conducted to establish for which of WQI models
the EBK performs best. In general, the smallest RMSE and
MAE values indicate the best performance of the EBK with the
lowest propagation of uncertainties [3]. The CRPS scores were
used to estimate the interpolation uncertainty [22].
Table 6 summarizes statistics of EBK predictions for various
WQI models. The lowest cross-validation parameter values
were obtained by the CCME model for each year in the range
2007 – 2012. In contrast, the West-Java and Hanh models were
generating the highest RMSE values, and as such the EBK for
these model data exhibits worst performance.
The EBK model uncertainty was estimated using the average
continuous ranked probability score (CRPS) of predicted
values. The lowest uncertainty was associated with the CCME
WQI model while the highest with the NSF, SRDD and West
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Figure 2 presents distribution of WQI calculated using the
CCME model and interpolated using EBK. In general, higher
WQI scores (better water quality) are found at the Harbour
mouth and along the western coastline while river inflows are
characterized by low WQIs (worst water quality). This is a
temporarily consistent spatial pattern. The water quality in
Lower Cork Harbour varies substantially on the horizontal and
temporal scale with generally high variability along eastern
coastline.
4.3 RANKING OF THE WATER QUALITY
The CCME WQI model was employed to establish water
quality status in Cork Harbour. Three ranks A1, A2 and A3 as
described in the EC surface water quality guideline (1998) are
adopted in this study. The WQI ranges corresponding to each
class are shown in Table 7.
Table 7: WQI scores and corresponding water quality classes.
Best
interpolated
WQI

Categorization
schemes

Water
Classes*

95 - 100
A1
80 - 95
A2
CCME model 65 - 79
45 - 64
A3
0 - 44
*Based on EC guidelines for the surface water

Description

Excellent
Good
poor
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A ranked water quality map allows to determine spatial
distribution of water quality, assess water quality status and
enhance understanding of water quality spatial variability.
Figure 3 shows that within the study period, the water quality
varies from good to excellent and this confirms assessments
conducted by the EPA, Ireland. There is no consistency in
spatial or temporal variations, and this implies that Cork
Harbour is a highly hydrologically dynamic system with many
sources of instantaneous pollution.

REFERENCES
[1]

[2]

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

Figure 3. Maps of WQ ranks based on CCME WQIs.

[11]

5. CONCLUSION
The aim of this study was to apply various WQI models to
assess surface water quality in Cork Harbour. To Authors
knowledge the application of WQI to assess water quality is the
first of this kind of studies in Ireland. Each model has been
substantially modified in terms of parameter selection and
aggregation method for the most accurate assessment of water
quality.
The results show that water quality is good to excellent
depending on the WQI model used. This implies that the right
selection of WQI is paramount to a correct determination of
water quality status. Also, a choice of the interpolation
technique plays a fundamental role in understanding of spatial
variations in water quality. The EBK interpolation model
produces the least uncertainty levels when combined with the
CCME model. The EBK interpolated WQIs were ultimately
used to produce ranked water quality maps. Such maps are
excellent tools to understand dynamics of water quality,
optimize network of field observations, and to communicate
status of the water quality and associated issues to non-expert
stakeholders. Based on the analysis of WQI models, it was
concluded that the Cork Harbour water quality was of ‘good’
to ‘excellent’ status during the period of analysis 2007-2012.
ACCKOWLEDGEMENTS
This research was funded by the Hardiman Scholarship
Programme, NUI Galway. The authors would like to thank the
Environmental Protection Agency for water quality data.

[12]

[13]

[14]

[15]

[16]
[17]
[18]
[19]
[20]

[21]

[22]

Javed, S., Ali, A., Ullah, S., 2017. Spatial assessment of water quality
parameters in Jhelum city (Pakistan). Environ. Monit. Assess. 189.
https://doi.org/10.1007/s10661-017-5822-9
Uddin, M.G., Nash, S., Olbert, A.I., 2020b. A review study of water
quality index models and their use for assessing surface water quality.
Manuscript submitted for publication.
Uddin, M.G., Moniruzzaman, M., Quader, M.A., Hasan, M.A., 2018.
Spatial variability in the distribution of trace metals in groundwater
around the Rooppur nuclear power plant in Ishwardi, Bangladesh.
Groundw. Sustain. Dev. 7. https://doi.org/10.1016/j.gsd.2018.06.002
Abbasi, T., Abbasi, S.A., 2012. Water Quality Indices, Statistical
Accounting of Water Resources. Elsevier publications.
Sutadian, A.D., Muttil, N., Yilmaz, A.G., Perera, B.J.C., 2017.
Development of a water quality index for rivers in West Java Province,
Indonesia.
Ecol.
Indic.
85,
966–982.
https://doi.org/https://doi.org/10.1016/j.ecolind.2017.11.049
Uddin, M.G., Moniruzzaman, M., Khan, M., 2017. Evaluation of
Groundwater Quality Using CCME Water Quality Index in the Rooppur
Nuclear Power Plant Area, Ishwardi, Pabna, Bangladesh. Am. J. Environ.
Prot. https://doi.org/10.12691/env-5-2-2
Zotou, I., Tsihrintzis, V.A., Gikas, G.D., 2018. Comparative Assessment
of Various Water Quality Indices (WQIs) in Polyphytos ReservoirAliakmon
River,
Greece.
Proceedings
2,
611.
https://doi.org/10.3390/proceedings2110611
Smith, D.G., 1990. A better water quality indexing system for rivers and
streams. Water Res. 24, 1237–1244. https://doi.org/10.1016/00431354(90)90047-A
Juwana, I., Muttil, N., Perera, B.J.C., 2016. Application of west Java
water sustainability index to three water catchments in west Java,
Indonesia.
Ecol.
Indic.
70,
401–408.
https://doi.org/10.1016/j.ecolind.2016.06.017
House, M.A., 1989. A Water Quality Index for River Management. Water
Environ.
J.
3,
336–344.
https://doi.org/10.1111/j.17476593.1989.tb01538.x
Pham, T.M.H., Sthiannopkao, S., Ba, D.T., Kim, K.W., 2011.
Development of Water Quality Indexes to Identify Pollutants in
Vietnam’s Surface Water. J. Environ. Eng. 137, 273–283.
https://doi.org/10.1061/(ASCE)EE.1943-7870.0000314.
EPA, 2001. Parameters Of Water Quality: Interpretation and Standards,
Environmental Protection Agency, Ireland. The Environmental
Protection
Agency,
Ireland.,
Ireland.
https://doi.org/10.1017/CBO9781107415324.004
Jozaghi, A., Alizadeh, B., Hatami, M., Flood, I., Khorrami, M., Khodaei,
N., Tousi, E.G., 2018. A comparative study of the AHP and TOPSIS
techniques for dam site selection using GIS: A case study of Sistan and
Baluchestan
Province,
Iran.
Geosci.
https://doi.org/10.3390/geosciences8120494
Chandio, I.A., Matori, A.N.B., WanYusof, K.B., Talpur,
M.A.H.,Balogun, A.L., Lawal, D.U., 2013. GIS-based analytic hierarchy
processas a multicriteria decision analysis instrument: A review. Arab. J.
Geosci. https://doi.org/10.1007/s12517-012-0568-8
Dojlido, J.A.N., Raniszewski, J., Woyciechowska, J., 1994. Water
Quality Index Applied to Rivers in the Vistula River Basin in Poland.
Environ. Monit. Assess. 33, 33–42.
Krivoruchko, K, 2012. Empirical Bayesian Kriging. ESRI Press.
Carlin, B.P., Louis, T.A., 2009. Bayesian Methods for Analysis.
Saaty, R.W., 1987. The analytic hierarchy process-what it is and how it
is used. Math. Model. https://doi.org/10.1016/0270-0255(87)90473-8
Horton, R.K., 1965. An Index Number System for Rating Water Quality.
J. Water Pollut. Control Fed.
European Union, 2009. S.I. No. 272/2009 - European Communities
Environmental Objectives (Surface Waters) Regulations 2009. Electron.
Irish Statut. B. 2009, 38–40.
Gupta, A., Kamble, T., Machiwal, D., 2017. Comparison of ordinary and
Bayesian kriging techniques in depicting rainfall variability in arid and
semi-arid regions of north-west India. Environ. Earth Sci.
https://doi.org/10.1007/s12665-017-6814-3
Chilès, J.P., Delfiner, P., 2012. Geostatistics: Modeling Spatial
Uncertainty: Second Edition, Geostatistics: Modeling Spatial
Uncertainty: Second Edition. https://doi.org/10.1002/9781118136188

599

Civil Engineering Research in Ireland 2020

Image Analysis and CFD investigations of the transition flow sequences within a
vortex flow control device
Muhammad Shahzaib Choudhry1, Gerard Hamill1, Desmond Robinson1, Muddasar Anwar1,2, Gareth Robinson2, Su Taylor1
1
School of Natural and Built Environment, Queen’s University Belfast, David Keir Building, Belfast, Northern Ireland
2
FP McCann Ltd, 3 Drumard Road, Knockloughrim, BT45 8QA, Northern Ireland
email: mchoudhry01@qub.ac.uk, g.a.hamill@qub.ac.uk, des.robinson@qub.ac.uk, m.anwar@qub.ac.uk,
grobinson@fpmccann.co.uk, S.E.Taylor@qub.ac.uk

ABSTRACT: Climate change, combined with an increase in urbanisation, has resulted in a significant increase in flood risk, with
high-intensity short-duration floods entering the watercourse. To limit the runoff from developed catchments, legislation now
prescribes a maximum allowable flow that typically corresponds to the natural response of the catchment area. A range of devices
can be incorporated in the drainage system to achieve water quantity control, however lack of understanding of complex flow
behaviour limits their effect as well as performance. Vortex Flow Control (VFC) is a self-activating device with no moving parts
and operates like a natural hydraulic brake. At high inflow rates, VFC induces a swirling motion of flow and restricts the outflow
to the desired flow rate. The transient phenomena of flow throttling by virtue of a vortex air-core formation is known as the
transition stage. The transient phenomena of flow throttling by virtue of a vortex air-core formation is known as the transition
stage. This research sheds lights on the transition stage of the VFC, which has a direct impact on its performance. The highly
chaotic and discontinuous behaviour of the multiphase flow during the transition stage is a challenge to model efficiently. In this
research, the behaviour of the transition stage is investigated using the opensource Computation Fluid Dynamics (CFD) framework
OpenFOAM. A prototype VFC manufactured from Perspex was used to capture the physical phenomena via image analysis in a
full-scale experimental programme. This paper describes an investigation that validates CFD simulations against the experimental
image analysis captured during the key transition period. With better simulation accuracy, the design and operation of the VFC
can then be further optimised.
KEYWORDS: Vortex Flow Control; Transition Stage; Computational Fluid Dynamics; Large Eddy Simulation.
1

INTRODUCTION

Due to climate change, rainfall patterns are frequently changing
and becoming more intense, causing larger volumes of runoff
which trigger unmanageable peak volumes of surface water to
develop resulting in flooding in urban areas [1]. Each year
Ireland and the UK suffer from surface water runoff, pluvial,
fluvial and coastal flooding [2]. This flooding can cause
millions of euros/pounds in damage to property, businesses,
infrastructure, the environment and sometimes human life
[2][3].

(a)
(b)
Figure 1: Aerial view of flood effective urban areas (a)
Shannon town, Ireland (b) Carlisle North West England, UK
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Design guidelines under Sustainable Drainage Systems (SuDS)
have come to be viewed by most engineers and contractors as
the only acceptable means of dealing effectively with the
growing impermeable surfaces covering our towns and cities.
Controlling surface water runoff as close as possible to the
source is a core principle of SuDS. Infiltration into the ground
is natural way of dealing with the water rainfall however,
because of impermeable surfaces the route to natural absorption
is removed and hence the surface water builds up. Rather than
allowing unmanageable peak volumes of rainwater to develop
and cause flooding, surface water must be stored, with the
stored volume being released in a controlled manner [4].
The legislation has responded to this situation by introducing
the Flood and Water Management Act 2010 [5]. The priority of
this legislation is to recommend, and later mandate, the
implementation of systems like SuDS. Devices used so far for
the control of rainfall runoff are orifice plates, penstocks, weirs
and Vortex Flow Controls (VFC). A VFC is a better performing
and more advanced flow control device when compared to
other options such as an orifice plate. For instance, a VFC has
the advantage of higher average throughput over a specified
head range compared to an equivalent orifice plate. This means
that a smaller attenuation volume is needed to prevent
surcharging and flooding [6]. Moreover, due to its larger inlet
and outlet area, the risk of blockages is significantly reduced.
Full-scale physical model of VFC is shown in figure 2.
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Figure 2: VFC model in a flow control chamber
There are three phases that define the performance of the VFC.
1.

Pre-vortex Phase: In this phase, standard orifice flow
patterns prevail due to low-velocity inlet, and low
upstream head, (Figure 3a).

2.

Transition phase: High peripheral velocities initiate
the flow throttling, and chaotic movement of flow
leads to the starting of swirling flow. During the
transition stage, back pressure exerted by the trapped
volume of air inside the VFC. Therefore, the process
lacks energy and flowrate reduces. As a result, full
vortex formation does not take place instantly instead
a vortex forms and collapses continuously. This phase
starts at the flush flow point and continues until the
kickback point, (Figure 3b).

3.

Vortex phase: An air-cored fully forms inside the
vortex and imposes the quasi-physical flow restriction
by reducing the cross-sectional area available to the
water, (Figure 3c).

Figure 4: Typical VFC performance curve
2

METHODOLOGY

The experimentation involved replication of actual flow
conditions through the unit, with image data of the transition
stages acquired using a submersible GoPro camera. Numerical
simulations of two-phase (water-air) flow through the VFC was
setup using the InterFoam solver within OpenFOAM.
Geometry was built using the open-source platform of Salome
Mecca
and
meshed
using
OpenFOAM’s
native
snappyHexMesh utility. Post-processing of the simulation was
conducted using Paraview, and data from the experiment was
visualised using MATLAB.
Experimental Procedure
The full-scale prototype model of Vortex Flow Control (VFC)
was fabricated using stainless steel and transparent acrylic
material, as shown in figure 5.

(a)
(b)
(c)
Figure 3: Shows the three stages of flow in VFC.
(a) Pre-vortex phase (b) Transition phase
(c) Vortex phase
The performance of the VFC could be comprehensively
represented through a design head and flow rate graph in which
pre-vortex stage is up to the flush flow point, the transition
stage is bound in between the flush-flow and kickback point.
The vortex stage starts at kickback point and continues until the
design point and beyond, as shown in figure 4. This paper will
compare the numerical results with the experimental to validate
the better performing numerical model.

Figure 5: VFC model in the flume
VFC unit was then mounted in the flume for an experiment, as
shown in Figure 5. The flume is approximately 18.8 m long,
0.75 m wide and 0.75 m in height. The flume has a water
storage tank connected to it in a closed-loop and the storage
tank has a freshwater stream pipe connected to it with a valve
controller. The flume is equipped with a magmeter electronic
flow control system, which controls and adjusts the flow rate.
An ultrasonic sensor is used to measure the rising water level.
Health and Safety assessment was conducted for the flume
prior to choosing the size and model of the VFC. Flow rate is
calculated using the measured inflow rate and rising upstream
head values. Both sets of data are then plotted as performance
curve. Figure 6 shows the performance graph of the
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experimental trials. Two-phase flow in the transition stage was
studied through image profiles which were captured using the
submersible GoPro camera. Figure 7 shows the two-phase (air
and water) profile of flow captured during the transition stage.

and provides statistics and quality. Figure 8 shows the CAD
and mesh grid of the VFC used for CFD modelling.

(a)
(b)
Figure 8: (a) CAD diagram (b) mesh of the computational
domain
Figure 6: Performance curves of experimental replications

Figure 7: Visuals of water profile chaotic disturbance and
formation of a vortex during the transition stage
Computational Fluid Dynamics
An open source C++ toolbox, OpenFOAM, is used for
computational modelling of the VFC. OpenFOAM comes with
built-in meshing tools, pre-written solvers, algorithms and
turbulence model cases which helping in studying and
modelling of the complex behaviour of flow inside a VFC. The
InterFOAM solver was selected as it solves the Navier-Stokes
equations for two incompressible, isothermal, immiscible
fluids by utilising the VOF method. VOF is the most common
technique used for the tracking and locating of free surface
flows [7]. The pressure-velocity coupling of the VFC model
calculated by the combined Pressure-Implicit with Splitting of
Operators (PISO) and Semi-Implicit Method for Pressurelinked Equations (SIMPLE) algorithm called PIMPLE [8]. The
three-dimensional meshing of the model was generated using
the snappyHexMesh utility, which created the hexahedral
dominant mesh [9]. Several meshes were generated, leading to
the one suitable for reasonable computational cost and time. A
mesh with approximately 2.7 million cells was initially deemed
suitable for the study. The quality of the final mesh was
analysed with the checkMesh utility, which evaluates the mesh
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There are three mainstream approaches of simulating turbulent
flows computationally, which are Direct Numerical Simulation
(DNS), Large Eddy Simulation (LES) and Reynolds-averaged
Navier-Stokes equations (RANS) [10]. The DNS method
directly solves the Navier-Stokes equation and does not require
any turbulence model. It does however require a very fine
meshing to resolve the smallest physical spatial scales
(Kolmogorov microscales). The computational cost to run such
extensive and large simulation is impractical for industrial
applications with complex geometries. The LES method is used
widely in engineering applications as it reduces the cost that
DNS poses. In LES, flow eddies are solved in two ways. Firstly,
large scale eddies of turbulent flow are directly solved (without
any filtering or averaging) and then small-scale eddies using
the subgrid-scale (SGS) model are computed; as a result, the
computational cost is decreased compared to DNS. LES is
more accurate than the RANS modelling since the large eddies
are responsible for most of the momentum transfer, and
turbulent mixing and LES captures these details in full while
these are only modelled and averaged in RANS equations of
flow motion.
The SGS models used in this research are Smagorinsky, which
is based on eddy viscosity assumption and assumes local
equilibrium to compute the subgrid-scale kinetic energy. [11].
K-equation is a one equation eddy viscosity model in which
eddy viscosity is computed using SGS kinetic energy, where
model constant used to calculate eddy viscosity have a constant
default value of 0.094. However, it solves the transportation
equation of subgrid-scale kinetic energy, overcoming the
deficiency of local balance assumption between the SGS
energy production and the dissipation adopted in algebraic
eddy viscosity model [12]. Wall-Adapting Local Viscosity
(WALE) subgrid-scale model is an algebraic eddy viscosity 0equation model and designed to return the correct wall
asymptotic behaviour for wall-bounded flows [13].
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Dynamic K-equation model employs the one equation eddy
viscosity model where constant used to calculate the eddy
viscosity derived from local flow properties [14]. The KOmega SST is a two-equation eddy viscosity model of RANS.
This model is the combination of the K-epsilon and K-omega
model [15].
3

RESULTS AND DISCUSSION

Simulations using multiple LES SGS models and K-Omega
SST model of RANS were run on the VFC model grid, for
comparison of numerical and experimental performance.
Comparisons are made by plotting stage (head) flowrate curves
for the model of the VFC device. The design limit is also
included on each figure, and this was 5 l/s at 0.5 meters head.
Figures 9 - 13 show the pre-vortex, transition and vortex stage
of the numerical simulations and experiment, in which the prevortex and the vortex stage are under the design limits while in
the transition stage the results were over predicted for the
numerical simulations. Figure 9 shows a comparison between
the Smagorinsky -LES SGS and the experimental points. It can
be seen that the numerical performance curve in the pre-vortex
stage do not fully align with the experimental points. In
contrast, numerical performance curve of transition, and vortex
stage are in good agreement with the experimental points.
Figure 10 shows a comparison between the performance curve
graph between the K-equation-LES SGS and experimental
data.
Numerical performance curve passes through most of the
experimental points through all three stages of the VFC except
the overpredicted flow rate in the transition stage. Figure 11
shows a comparison between the performance curve WALELES SGS and experiment. In this model, the numerical
performance curve is off from the experimental points in the
pre-vortex, and vortex stage, except a few points that match the
transition stage curve. Figure 12 shows a comparison between
the dynamic K-equation-LES SGS performance curve graph
and experiment. In this figure, the experimental points do not
agree with pre-vortex, vortex and most of the transition stage
numerical performance curve. Figure 13 shows a comparison
between the K-Omega SST RANS performance curve graph
and experiment. Arguably, RANS modelling shows the worst
performance during the transition stage [16]. After comparing
all the numerical model with the experimental points of the
performance curve, LES K-equation model provides the
greatest level of agreement to the experimental data set.

Figure 9: Shows the comparisons between LES
(Smagorinsky) model and experimental points.

Figure 10: Shows the comparisons between LES (K-equation)
model and experimental points.

Figure 11: Shows the comparisons between LES (WALE)
model and experimental points.
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In the vortex stage, the experimental image shows that air-core
fully formed vortex and compared with the fully formed vortex
in the CFD simulations. Both the experimental and simulation
shows good agreement in vortex stage.

(a)
(b)
Figure 14: Shows the image analysis of Pre-vortex stage of
VFC. (a) LES [K-equation] (b) Experiment
Figure 12: Shows the comparisons between LES (Dynamic Kequation) model and experimental points.

(a)
(b)
Figure 15: Shows the image analysis of the Transition stage of
VFC. (a) LES [K-equation] (b) Experiment

Figure 13: Shows the comparisons between RANS (K-Omega
SST) model and experimental points.
Pre-vortex stage, transition stage and vortex stage studied
through image analysis of the experiment and compared with
the contours captures at the different timestep of the CFD
results of LES SGS K-equation model. Figure 14,15 and 16
shows the image analysis comparison between the
experimental and numerical simulations. At the pre-vortex
stage, water profile in the experiment and CFD simulations are
passing through the outlet with lower velocity, laminar flow as
water/air interface curve is showing approximately straight
line, with no sign of flow disturbance.
Image analysis at the transition stage of the experiment reveals
that as the flow rises circumference of the VFC device.
Interface curve starts showing chaotic behaviour, and the
process of vortex starts and collapsing. Hence the experimental
image of the transition stage compared with the contours of the
CFD model simulations at different time steps and find out the
transition stage starts in between 25-30 second in the
simulations.
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(a)
(b)
Figure 16: Shows the image analysis of the Vortex stage of
VFC. (a) LES [K-equation] (b) Experiment
4

CONCLUSION

Image analysis of the VFC experiments shows the formation of
a pre-vortex phase, a transition phase, and the full vortex phase.
Through observations and comparisons, the pre-vortex phase
and vortex phase are in good agreement with the CFD
simulation of LES subgrid-scale model K-equation. Within the
transition stage, image analysis from multiple experiments
suggests that the collapsing and formation of the free surfaces
are less significant compared to that of CFD simulation
prediction which indicated that the CFD model is over
predicting the turbulence in the transition stage. Currently,
further investigation is being carried out to improve the
understanding and modelling of the transition stage, which
correlates directly to an increase in an overall efficiency of
VFC.
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Modelling dispersed phase behaviour in vortex separators using Multiphase
Eulerian-Lagrangian formulation
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ABSTRACT: Vortex separators use the rotational effect, inter-phase body forces, and gravity for separation of immiscible solids,
fluids, or mixtures. The representative device used in this research paper is a hydrodynamic vortex separator. It is incorporated in
the drainage network to rid incoming water from particulate impurities by causing sedimentation by outward radial motion and
separation of dispersed media. The increasingly relevant Sustainable Drainage Systems (SuDS) guidelines call for drainage
product designs with minimum environmental footprint and high efficiency. Hence, accurate numerical modelling of sediment
behaviour in variable structures and flow conditions has become increasingly relevant and mainstream. Numerical modelling
allows for a predictive model of device separation performance, as a function of geometric parameters and flow variables. The
modelling of mass conservation as well as fully coupled momentum transfer between phases demands extensive computational
resources. This is especially paramount when strictly Lagrangian methods are employed. On the other hand, the Euler-Euler
continuous phase (mixture) models are computationally inexpensive but lack the particulate level physics formulation. High
concentration of impurity (dispersed phase) in water (continuous phase) increases simulation complexity, scale, and computational
resources. The existing formulation of Multiphase Particle-in-Cell (MP-PIC) numerical method is employed and enhanced to
demonstrate its utility for vortex separation phenomena. This research serves as an application of MP-PIC to simulate a full-scale
three dimensional complex flow domain, and enables reproducibility in wide-ranging applications of vortex flow, dispersedcontinuous phase interactions, and separation phenomena.

KEY WORDS: Sustainable Drainage Systems (SuDS); Vortex Separator; Dispersed Phase; Continuous Phase; EulerianLagrangian; Multiphase Particle-in-Cell (MP-PIC) Method; Discrete Phase Modelling (DPM).
1

INTRODUCTION

Increased urbanization and stormwater management presents
modern drainage networks with environmental challenges of
control, harvesting, and decontamination, of urban rain and
stormwater run-off. Sustainable Drainage Systems (SuDS) and
its incorporation in drainage network designs, are becoming
increasingly more relevant [1]. The natural and built drainage
systems used in the drainage network, both for water quality
and quantity management, vary greatly in their performance
and footprint. The water quality control performance is
generally narrowed down to a scalar, called Pollution
Mitigation Index (PMI). The PMIs vary based on multiple
factors such as: footprint, performance, surface permeability,
and pluvial flooding risk [2]. Some of the propriety water
quality control devices are: Filter Drains, Hydrodynamic
Vortex Separators, Hydrodynamic Filters, Geocellular tanks,
Detention Basins, and Swales [3].
Vortex separators have wide ranging applications in the
industry. Depending on the participating media and application,
vortex separators are more specifically known as cyclone
separators, hydro-cyclones, or hydrodynamic vortex separators
(HVS). In this research, vortex separator specifically refers to
a hydrodynamic vortex separator with the terms being used
interchangeably, and in context of its application in SuDS.
Some of the benefits of this device are: smaller footprint, low
maintenance frequency, and high separation efficiency. The
separable impurity ranges from micro to macro scale, while the
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types are generally categorized under suspended solids
(particulate and granular media), metals, and hydrocarbons.
HVS generally comprises of a static assembly of flow control
surfaces inside a cylindrical tank. The operating principle of a
hydrodynamic vortex separator is to tangentially guide the
incoming water flow stream into low energy rotational flow,
enabling a forced vortex flow regime. The denser solid particles
in the flow experience a dominant centrifugal force and tend to
move radially outwards to the wall while simultaneously
moving downwards due to gravitation and other body forces
(Figure 1).

Figure 1. A particle in forced vortex flow streamlines
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Other contributing body forces such as inter particle collisions,
wall collisions, lift and drag forces, and interphase drag, further
affect the trajectory (and fate) of a particle. Ultimately the
denser particles undergo sedimentation near the walls and sink
to the bottom catchment/trap zone while the lighter media
(hydrocarbons, floatable debris, trash, etc.) floats at the surface
level. Hence, the incoming flow is treated by separating and
storing a specific range of impurities, and then allowed to head
downstream with only the remaining dissolved or sub-micron
level impurities.
Developments and advancements in computational science
and power, especially over the last few decades, has enabled
simulation of large scale physical phenomena involving
multiple phases and components, including applications in
complex urban drainage systems, such as vortex separators,
sedimentation tanks, and filtration devices [4]. The numerical
methods to model separation phenomena are developed to
accurately resolve both dispersed and continuous phase flow
fields, the sharp interface between these phases, as well as the
relevant interphase and intercomponent momentum and energy
transfer.
Several distinct numerical models have been devised over the
years to accurately model the separation or sedimentation
phenomena. The two broadly termed approaches are known as:
Euler–Euler and Euler–Lagrangian frameworks. The choice is
influenced by type of application, stability and accuracy of
numerical model, discretization stencil, and computational
efficiency. Euler-Euler model, sometimes referred to as twofluid model (TFM), solves the continuity and momentum
equations of the inter-penetrable continuous and dispersed
phases separately, on the same fixed grid [5]. The coupling
between the phases is modelled using pressure (momentum
equation) and phase exchange parameters. Euler-Euler treats
the dispersed phase using an ensemble averaging scheme
(dispersed phase probability density functions). It employs
phase tracking schemes to track the separation between the
continuous and dispersed phases [6]. Euler-Lagrangian model,
on the other hand, models the ‘background’ continuous
phase(s) in a fixed Eulerian frame of reference, while
particulate media is resolved in the Lagrangian frame i.e. local
(moving) frame of reference. The phase coupling is achieved
by using interpolation schemes at grid nodes or droplet location
on the grid. One of the Euler-Lagrangian type numerical
models is the Discrete Phase Modelling (DPM) approach[7].
DPM fully resolves the dispersed phase trajectories using
Newtonian equations of motion at the level of every individual
particle i.e. local inertial frame, as well as fully resolved inertial
and body forces and momentum [8]. DPM is more applicable
generally for dilute applications, where dispersed to continuous
phase volume ratio is low. This limitation is of practical nature
and arises due to exponentially increasing particle-particle,
particle-wall, fluid-particle, and particle-fluid interactions and
the associated computational cost. Multiphase Particle-in-Cell
(MP-PIC) is also a Euler-Lagrangian numerical method which
was developed to capture the best of both Euler-Euler and
Euler-Lagrangian methods. It uses the fixed mesh frame of
reference to solve the continuous phase fields while using the
continuum phase derivatives to then map those back to the
dispersed phase (particles/droplets). MP-PIC efficiently deals
with both dilute and dense dispersed phase applications due to

its computational efficiency. However, unlike traditional EulerLagrangian methods, MP-PIC only uses the Lagrangian frame
to compute continuum derivatives and does not resolve the
deterministic Newtonian trajectories [9]. This makes it a
candidate for dense particle laden flow applications, such as
sedimentation and separation modelling in previously
mentioned drainage products. MP-PIC approach offers a
middle ground between modelling computationally
burdensome but precise dilute dispersed phase physics (as
discrete elements), and, computationally inexpensive but
imprecise continuous phase abstraction of the dispersed phase.
This research is focused on the MP-PIC numerical method
and its applicability for simulating large scale vortex separation
phenomena. The paper leads the reader from the description of
methods in Section 2, to some key results and discussion in
Section 3, and finally the research effort summarized and
concluded in Section 4.
2

METHODS

This section focuses on the MP-PIC method governing
equations as well as simulation setup details, using a Finite
Volume Method (FVM) stencil. MP-PIC numerical method is
used to simulate the behaviour and interactions of the high
volume of particulate matter in water. This numerical method
offers the stability and simplicity of Eulerian frame especially
for the continuous phase while Lagrangian frame is employed
to model fully coupled: inter-particle, particle-fluid, and
particle-boundary interactions, using interpolation schemes and
particle distribution functions. The opensource CFD
framework, Open-source Field Operation and Manipulation
(OpenFOAM) was employed to simulate the physical
phenomena. OpenFOAM is a Finite Volume Method (FVM)
based object-oriented CFD framework. MP-PIC model has
already been implemented in OpenFOAM, and was used with
the enhanced dispersed phase kinematic properties, to resolve
particulate behaviour in transient and turbulent hydrodynamic
vortex flow regime.
The HVS separation performance is evaluated generally by
measuring the average influent mass concentration i.e. mass per
unit volume and average sampled effluent mass concentration,
termed as the retention efficiency (Equation 1).
𝑅𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

(𝑚⁄𝑉 )
− (𝑚⁄𝑉 )
𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡
𝑒𝑓𝑓𝑙𝑢𝑒𝑛𝑡
𝑚
( ⁄𝑉 )
𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡

× 100

(1)

Physical Model
Extending the discussion from Section 1, a quick overview of
the governing equations of MP-PIC solver are restated here,
taken from Andrews and O’Rourke’s paper [10]. The
continuous phase in Eulerian frame is modelled using the
general mass continuity equation (2).
∂θc
∂t

+ ∇ ⋅ (θc uc ) = 0

(2)

where, θ𝑐 is the continuous phase (fluid) volume fraction scalar
field, 𝑢𝑐 is the fluid velocity vector field.
∂θ𝑐 𝑢𝑐
∂𝑡

∇𝑝

+ ∇ ⋅ (θ𝑐 𝑢𝑐 𝑢𝑐 ) = − ρ +
𝑐

µ∆𝒖𝑐
𝜌𝑐

𝑭

− 𝜌 + 𝜃𝑐 𝒇
𝑐
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Momentum equation (3) is acquired as a variation of the
Navier-Stokes equations, incorporating continuous phase
volume fraction and momentum exchange tensor 𝐅. 𝜌c is the
fluid density, p is the fluid pressure, and 𝒇 is the body force
vector; gravity in case of the studied sedimentation application.
Fluid viscosity µ terms in equation (3) have a negligible
effect in case of dense particulate flows. Momentum transfer
and coupling between continuous and dispersed phase is
achieved using the tensor 𝐅, which is defined as the rate of
momentum exchange per volume between the fluid and particle
phases. The fluid phase equations are solved in OpenFOAM,
using a finite volume approach.
∂ϕ
∂𝑡

+ ∇ ⋅ (ϕ𝑢𝑑 ) + ∇𝑢𝑑 ⋅ (ϕ𝐴) = 0

wide ranging application of the MP-PIC approach to model
dense dispersed phase flows.
Simulation Setup
The geometry was generated using opensource CAD
application Salome Python API (Figure 2). A hex dominant
mesh of the flow domain was generated using OpenFOAM
native snappyHexMesh utility, with surface layer refinement.
Table 2. Key simulation setup parameters
Parameter
Inlet Flow Rate
Solver
Turbulence Model
Simulation Cores
Mesh Size (cells)
Mesh Max. Skewness
Mesh Non-orthogonality

(4)

The dispersed (particulate) phase given in equation (4) is
modelled using the probability density function 𝜙 and its
conservation. This PDF is a likelihood measure of finding a
particle with the velocity equal to that of the continuous phase,
at a mesh location, of specific volume and density, at a given
time. Particle volume, density, and velocity are found by taking
higher order moments of the 𝜙 continuous distribution. The
subscript ‘d’ is used to represent the dispersed phase.
∇𝑝

𝐴 = 𝐷𝑑 (𝑢𝑐 − 𝑢𝑑 ) − ρ + 𝒇 − θ
𝑑

∇τ
𝑑 ρ𝑑

Value
50 L/s
MPPICInterFoam
kω-SST
20
482596
1.960
48.394 (Max.)

(5)

Equation (5) stipulates the inter-phase coupling, using a
particle acceleration tensor 𝐀. 𝐷d is determined from the
particle drag model while 𝜏 is calculated from the particle stress
model (Section 2.2).
Particle (Kinematic) Properties
The inflow sediment properties were defined in the kinematic
properties dictionary as shown in Table 1. MP-PIC particle
properties use the term ‘parcels’ to denote the particulate
injection. This allows the option to simulate the sediment
particles as clouds of particles, individual particles, or a
combination of both. This simulation uses the individual
particle like treatment of the dispersed media and a
representative number of particles per second were chosen to
depict the overall performance of incoming sediment stream.
Table 1. Sediment Properties
Parameter

Value

Parameter

Value

D50
Mass Feed Rate
Material Density
Bulk Density

63µm
10 g/s
2650 kg/m3
1200 kg/m3

Drag Model
Packing
Parcel Basis
Particle Stress
Model

WenYuDrag
Implicit
Mass
HarrisCrighton

The particle packing stress model, in equation (6), employed
by MP-PIC solver is taken from [11], which is an extension
from the original Harris-Crighton model [11].

𝜏=

𝑃𝑠 𝛼𝛽
max(𝛼𝑝𝑎𝑐𝑘 −𝛼,𝜖(1−𝛼))

(6)

Where, 𝛼𝑝𝑎𝑐𝑘 is the packing volume fraction and 𝑃𝑠 , 𝜖, 𝛽 are
constants. The particle stress model is extremely crucial to the
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Figure 2. HVS geometry for MP-PIC simulation
The flow rate (Dirichlet boundary condition) to treatment area
ratio for the simulation and experimental tests was chosen to be
higher than comparative performance data of typical HVS. This
ratio was chosen to replicate and simulate a much denser flow
scenario, both in MP-PIC simulations and hydraulic
experimentation. The simulation mass feed concentrations are
mainly influenced by prominent regulatory testing protocols.
The combination of above mentioned governing parameters,
provides a flow rate and mass feed rate at which a constant mass
feed concentration would yield appropriate amount of outflow
sample size for efficient sample acquisition and sampling data
consistency.
3

RESULTS AND DISCUSSION

The numerical simulation data was post-processed and the
results were evaluated through three main criteria, transient
mass retention and mass retention gradient, separation
categorized by PSD, and lastly comparison with experimental
results. The accuracy of the MP-PIC simulation results was
assessed and benchmarked against experimental tests
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conducted at identical flow, geometric, and dispersed phase
concentration.

Particle Size Retention
The detailed particle size distribution of the escaped particles
was generated (Figure 5). The distribution highlights and
reaffirms that the particles smaller than the D50 contribute the
most to the escaping parcel population. The PSD of escaped
particles shows an insignificant fraction of heavier particles as
well, which demonstrates the usefulness of such detailed
particulate level separation knowledge, helping improve and
optimize the device. The insight could be attributed to the value
of Euler-Lagrange i.e. MP-PIC model, unlike Euler-Euler
framework which lacks the structure to inspect sub-particle
level details of the dispersed phase.

Figure 3. MP-PIC dense particulate flow in a hydrodynamic
vortex separator (particles scaled up to aid visualization)
Mass Retention and Mass Retention Gradient
The graph in Figure 4 shows the mass retained in the HVS as a
function of time. As observed, the mass retained in the system
decreases over time and the difference between the cumulative
mass fed increases over time. Although, at around a minute’s
mark the rate of decrease in retained mass i.e. calculated
numerical derivative tends to saturate and asymptote towards a
constant value, shown on the secondary y-axis. This is a crucial
correlation to predict the separation performance as a function
of time. The slope of the retained mass provides the ability to
analyse and attribute empirical relations to the separation
phenomena in a HVS, i.e. in terms of exponential curve
saturation coefficients. This could be seen as an insight in to
separation performance over longer durations of time, more
importantly during actual conditions of pluvial flood events and
delayed exposure to suspended solids in flow stream.

Figure 5. Discrete particle population distibution (left) and
Particle Size Distribution (PSD) of escaped mass (right)
Experimental Results
A full-scale experimental rig was setup to establish correlation
between the simulation performance curve and the physical test
data. The sampling and particulate media feeding consistency
was identified as the key challenge. The accuracy of the
aforementioned was critical to acquire the least noisy data set.
The full-scale geometry and fabrication inaccuracies inherently
induce losses, such as surface friction and geometric deviation,
which could only be modelled to an approximation in
numerical simulations. The particulate media of identical
particle size distribution (PSD), with minor quantifiable
differences, was used for (a constant) mass feed. Lastly, the
probability distribution functions of mass concentrations
(grams per litre) were plotted. The experimental results per
shown in Figure 6, for the tested flow rate, are found to be in
close agreement (|𝜖| ≅ 10%) with the extrapolated simulation
curve.

Figure 4. MP-PIC simulated time variation of mass retention
and mass retention gradient
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[5]

[6]

[7]
Figure 6. Comparison of experimental results and MP-PIC
numerical simulation
More experiments are underway to validate the entire
performance curve for a range of flow rates, and extend the MPPIC simulations further, to variable PSDs and geometric
parameters.
4

CONCLUSION

The results detailed in Section 3 suggest and recommend the
explored numerical model to simulate behavior of fully coupled
dense and immiscible sediment, in transient turbulent flow
field. MP-PIC based numerical framework could be used to
characterize the sedimentation and separation performance of
industrial scale chemical and wastewater sedimentation
devices, in order to improve the performance by iterative
modelling and virtual prototyping. This research provides a
pathway to predict the separation performance of dense
dispersed phase application devices, with detailed knowledge
of mass retention over time, particle size distribution based
separation, and lastly an empirical performance correlation
between MP-PIC numerical simulation data and full-scale
experimentation samples. The discussed numerical method
also helped in formulating a design of experiments to acquire
relative statistical performance indicators and optimize the
HVS as a function of flow and geometric variables. Lastly, the
research is thought as a potential contribution to continuously
improve performance of stormwater run-off quality
management devices in SuDS; leading to improved mitigation
of water pollution and the associated impact to the
environment.
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ABSTRACT: Recycling derived fertilisers (RDFs) are recycled products that can be used to replace mineral fertilisers. Rock
phosphate and potash are finite resources, and the production of nitrogen fertiliser is energy-intensive. Crop production in the EU
is dependent on importing phosphorous and potassium. Therefore, utilising local nutrient sources of NPK results in a more
sustainable local product compared to mineral fertilisers. These RDF products come from several different sources including,
animal manure, agri-food business, urban green waste, food waste as well as sewage sludge from wastewater treatment. A survey
was compiled to determine the farmers’ opinion of and attitudes on utilising RDFs, their willingness to accept RDFs from different
sources of waste and their knowledge of different types of RDFs. A total of 1225 farmers in North-West Europe, from seven
different countries including Ireland, were surveyed. The results were collated, assessed and statistically analysed. Overall, Ireland
was one of the most willing countries to accept RDFs. The sources of RDFs that participants in Ireland were particularly willing
to utilise were animal manures (90%) and food industry waste (72%), compared to sewage sludge at just 41%. The RDF products
participants in Ireland had heard of the most were compost (93%) and sewage sludge (68%). Although those in Ireland are willing
to accept RDFs, the results from the survey suggested that Irish participants have not used RDFs (23%) as much as their European
counterparts (59%) have. It is important to inform farmers of the many benefits of RDFs, their high quality and nutrient value,
their traceability and biosecurity. Equally, it is important to advise farmers that RDFs are safe to use, so the farmer can have
confidence in their performance. Using RDFs is an example of the circular economy in action.
KEY WORDS: Recycling derived fertilisers; Farmers survey; Circular economy; Food waste; Sewage sludge; Urban green waste.
1

INTRODUCTION

Recycling derived fertilisers, (RDFs) are a by-product of, not
only the farming industry but also from domestic sources and
commercial industries. They can be used as sustainable
alternatives to mineral fertilisers. The mineral reserves of rock
phosphate and potash are being depleted globally. In 2017 the
European Commission added rock phosphate to is critical raw
materials list [1] as the supply security is at risk. It cannot be
substituted with any other mineral and it is of high economic
importance [1]. Nitrogen fertiliser is heavily dependent on
natural gas for its production [2]. Utilising natural gas to
produce nitrogen is considered unsustainable going forward.
This energy-intensive process also incurs high fuel costs, which
in turn drives up the costs for mineral fertiliser. Crop
production in North-West (NW) Europe is dependent on
importing phosphorous and potassium. However, there are
more sustainable and low-cost alternatives available. Utilising
local nutrient sources of NPK in the form of RDFs results in a
low cost, local product compared to imported mineral
fertilisers.
Sources of RDFs
These recycled products come from several different sources,
all of which are waste by-products. Animal manure has been
used in agriculture as a soil improver for many years [3]. It is
an important source of nutrients and trace elements necessary
for crop production and provides organic matter that nourishes
the soil. The main sources of animal manure are from cattle,
pig and poultry and can be in solid (farmyard manure) or liquid
(slurry) form. The nutrient content of manure can vary from
farm to farm and is dependent on the types of livestock, their
breed, their diet and how the manure is stored [4]. Sewage
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sludge comes from the treatment of wastewater and is produced
globally [5]. Once treated it is high in N, P and organic matter
that is in a plant-available form [6]. Due to this, it can be used
as a soil improver by increasing the plant-available nutrients.
The application and use of sewage sludge in agriculture are
regulated under S.I. NO. 267/2001 [7] which refers to waste
management regulations in Ireland.
Over one million tonnes of food is disposed of in Ireland [8],
either sent to landfill or digested and recycled, each year. Of
this, one third comes from household waste and almost a half
comes from factories and industries [9]. Examples of household
waste include raw or cooked food including meat or vegetable
peelings, food scraps and bones. Food industry waste refers to
by-products of food processes such as the dairy industry, out of
date food and non-product raw materials. Food waste can be
anaerobically digested [10] or composted to produce RDF
products high in NPK. Green cuttings, branches, leaves and
grass from urban parks, recreational areas and greenways are
referred to as urban green waste. This type of waste can be
composted. Although it does not have a high nutritional value,
the product can be used in the horticultural industry [11].
Types of RDF products
Many different products are derived from RDFs, however,
composting is one of the most commonly known. It is an old
technique [12] and is typically used as an organic soil enhancer.
It contains a high level of P and organic carbon content [13]. It
can be made from green waste [14], household waste [15], food
industry waste [16] and sewage sludge [17]. Digestates are
produced from various sources including animal manure, green
waste, food industry by-products and household wastes [18]
that have been digested in an anaerobic digester. Anaerobic
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digestion is considered to be a well-developed process across
Europe [19] and is a growing solution for both waste recycling
and green energy production [18] in the form of biogas. This
technique is capable of mineralising nutrients, in particular N
and P, to increase their plant availability.
Animal manure, such as pig slurry [20] and digestates [21]
can also be separated into solid or liquid fractions. The solid
fractions have a higher P and organic matter content, and the
liquid fractions have a higher mineral N and K content [22].
The RDF product struvite is produced by precipitation from
wastewater. It is formed by the combination of magnesium,
ammonium and phosphate and is an excellent source of P [19].
Biochar is produced by heating plant or animal waste in the
absence of oxygen (pyrolysis). Currently, animal manure and
in particular, pig manure can be used as a source for this
product [23]. Biochar is high in P, K, micronutrients [24] and
stable carbon which can be applied to the soil.
RDFs and the circular economy
The circular economy aims to extend the normal life-cycle of
products by reusing, sharing and recycling products for as long
as possible. RDFs by their nature are recycled, reused and often
shared products that contribute to the circular economy. The
use of digestates and struvite, among others, recover P that has
been listed on the critical raw materials list. Phosphorous is
important for Europe’s economy due to its scarcity and
exploitation [25]. Biological processes such as anaerobic
digestion are important for closing the phosphorous loop in
particular, as this form of P is more bioavailable to plants. This
technique also utilizes organic sources in wastewater to
produce biogas and digestate [26]. A significant amount of food
is wasted in Ireland each year. Recycling this food-waste into
fertilisers that are reapplied onto the land is an example of the
circular economy in action. RDFs are an excellent example of
recycling organic products and keeping these resources in the
economy.
However, despite several recovery technologies been at a
mature stage, the use of RDF products by farmers has been
limited to date. To determine why there is such little uptake in
RDF products, farmers across seven NW Europe countries
were surveyed. The farmers’ opinions and attitudes to using
RDF products were explored, and their willingness to accept
RDFs from different sources were investigated. The types of
RDF products they had heard of, and if they currently use or
have used RDFs in the past were also examined.
It is important to know the farmers’ responses to these
questions to understand why the uptake of these products is low
and what is holding the farmers back from using these products.
Central to this study is to inform farmers of the benefits of these
products, not only as sustainable substitutes for mineral
fertilisers but also to protect the soil and environment for the
future. The use of these recycled products is an example of the
circular economy in action.
2

METHODOLOGY

A survey was conducted to determine the farmers’ opinion and
attitudes on utilising RDFs, their willingness to accept RDFs
from different sources of waste and their knowledge of
different types of RDFs. The survey was compiled on Survey
Monkey and consisted of a mix of question types including

multiple-choice, rating scale and open-ended questions. It
covered eight different topics, including fertilisation strategies
and techniques, users and non-users of RDFs and future use of
RDFs. The survey was available in five languages to
participants in Belgium, France, Germany, Ireland,
Luxembourg, the Netherlands and the United Kingdom. The
survey opened in December 2018 and closed in April 2019. The
survey responses were collated from the participating countries
and translated to English.
In total, 1225 participants, which were predominantly
farmers, responded to the survey. The highest number of
respondents were from those in France (679 respondents),
Belgium (250 respondents) and Ireland (149 respondents). The
responses from the respondents in all the participating NW
Europe countries were combined (1076 respondents),
excluding those from Ireland. The number of responses per
survey question varied according to the respondents’
participation. The results for the survey questions were
analysed and the responses received from participants in
Ireland were directly compared to those from the combined
NW Europe countries.
The quantitative closed-question responses were assessed
and statistically analysed with a Pearson Chi-Square test
followed by a Bonferroni post-hoc test, using the statistical
package SPSS version 26 (IBM Statistics). The open-ended
questions were assessed, the word counts recorded and themes
identified using the qualitative data analysis software NVivo 12
Plus (QSR International).
3

RESULTS
Willingness to accept RDFs from different sources

Survey participants were asked about their willingness to
accept RDFs from different sources (see Figure 1). It was a
closed question with a matrix style structure and included a
series of Likert scale options. The participants had the choice
of indicating their willingness to utilise RDFs from the
following sources: sewage sludge, household waste, food
industry waste, urban green waste and animal manure. The
participants could choose from the following options, very
likely, likely, unlikely and very unlikely to use RDFs from
those sources. For analysis, the positive responses, very likely
and likely were combined, as were the negative responses
unlikely and very unlikely.
In total, 891 respondents interacted with this question
including 119 respondents from Ireland. This resulted in 4137
responses overall of which, 501 responses were from
participants in Ireland. Overall, 65% of participants in Ireland
were willing to accept RDFs from different sources (328
responses) compared to 57% of respondents in the other NW
Europe countries (2092 responses). Participants in Ireland were
most willing to accept animal manure (90%), food industry
waste (72%) and urban green waste (67%) as a source of RDFs.
These responses were similar to those from the other NW
Europe countries and therefore there were no statistically
significant differences between them. However, respondents in
Ireland were significantly more willing to utilise household
food waste (57%) and sewage sludge (41%) as a source of RDF,
compared to the other NW Europe countries (p < 0.01,
respectively).
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The number on each bar refers to the number of responses from the participants. Values marked with
letters indicate a signiﬁcant difference in the post hoc statistical analysis between Ireland and NW Europe
for each RDF source. The same letters indicate no statistically significant difference.

Figure 1. Percentage willingness of participants in Ireland and
NW Europe to accept RDFs from different sources.

Attitudes and opinions of using RDF products from
different sources
The open-ended question, why or under which conditions
would you consider or not consider using products from these
sources (mentioned in Section 3.1) was asked, to established
the attitudes and opinions of the respondents. In total, 404
respondents replied to this question, of which 47 respondents
were from Ireland. Figure 2 describes the most frequently
occurring words to this question from participants in Ireland.
The darker and bigger the words are in the figure; indicates they
occur more frequently. When asked the question, why
participants in Ireland would not consider using products from
these sources, 23% answered waste (11 counts), 17%
responded with the word disease (8 counts), 11% indicated due
to contamination (5 counts) and 9% suggested it would affect
biosecurity (4 counts).

Figure 2. Attitudes and opinions of participants, in Ireland, to
using RDF products from different sources. A word cloud
generated by NVivo, representing the most commonly
occurring words associated with using products from different
RDF sources.
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Participant responses from Ireland, who highlighted concerns
about waste included they were unlikely to use household waste
(5 counts) and sewage waste (4 counts) unless the composition
is known (2 counts). Household waste (1 count) and food
industry waste (1 count) need to be standardized to avoid soil
contamination (5 counts). Also, sewage sludge waste (2 counts)
is not allowed in quality assurance schemes and may contain
heavy metals (1 count). Participants in Ireland also indicated
they were very unlikely to use urban green waste (6 counts) due
to the presence of dog fowl and the risk of spreading disease (8
counts) and invasive plant species, such as Japanese knot-weed
(2 counts).
Respondents in Ireland highlighted that public perception
could be an issue when using sewage sludge from human waste,
in particular from consumers with food safety concerns.
Similarly, the issue of biosecurity (4 counts) was also
highlighted, which ties in with the participant's concerns about
adding contaminated products, introducing disease and
spreading invasive plants on their farmland. In particular, they
emphasized the need for these products to be treated before
being sold to the farmer.
There were also six responses from participants in Ireland
that had a positive opinion on using RDF products from organic
sources. They indicated that if the products were treated
correctly, passed as safe by the relevant authorities and there
was no risk of disease, they would be happy to use them (2
counts). Provided they complied with regulations for heavy
metals, observed the organic farming regulations and are safe
for food production that they would also use them (2 counts).
Other participants acknowledged that they are an excellent
source of nutrients and that they are an important substitute for
reducing the amount of mineral fertiliser applied to their land
(2 counts).
In comparison to the concerns highlighted from respondents
in Ireland to using RDF products from different sources, 14%
of participants in NW Europe indicated they were mainly
concerned about the addition of heavy metals (51 counts) to
their farmland. The cost of these products from different
sources was also a large concern to participants in NW Europe
with 16% indicating the products must be competitively priced
(35 counts), if not cheaper or less than mineral fertilisers (8
counts) or completely free of charge (19 counts).
Similar to Ireland, 8% of participants in NW Europe were
concerned about waste (29 counts) and 6% were apprehensive
about pollutants (21 counts). In particular, they highlighted that
the RDF products must be free from metals (51 counts), plastics
(36 counts), chemicals (9 counts), antibiotics (8 counts), and
glass (8 counts). Overall, 9% of participants in NW Europe
were also concerned that the products were rigorously analysed
(32 counts) with total component physio-chemical analysis (2
counts) in an independent lab (1 count), and in some instances
with certification (16 counts). Respondents from NW Europe
suggested that a guarantee (11 counts) of full traceability (32
counts) to their source was required for added safety and
security (11 counts).
Like the attitudes from Ireland, those in NW Europe also
expressed concern over public opinion (4 counts) of the use of
RDFs from these sources. Concerns that if the farmer accepted
these wastes, it may reflect poorly on the farmer and therefore,
the farmer may be seen as a source of pollution (2 counts). They
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emphasise that it is important to confirm to the public that, the
farmers are contributing to the circular economy by recycling
and eliminating their waste (2 counts). They also highlight that
it is important the consumer is assured of the quality (24 counts)
of the products that are being spread on the farmland.
There were 41 responses from participants in NW Europe,
which had a positive attitude towards utilising RDF products
from different sources. Like those in Ireland, many indicated
that it was an interesting concept and that if it was safe to use
(6 counts), good for the environment (11 counts), at an
affordable price (7 counts), that they would be willing to use it
on their farmland. Other participants were more conscious that
if the products were standardised (6 counts), traceable (5
counts), with guaranteed quality (6 counts), and free from
contaminants (19 counts) that they would also be willing to use
them. One respondent described using RDFs as ethically more
interesting than chemical fertilizers. Another indicated that
they would use them, as to do so would preserve the mineral
resources, under the condition, however, that they would not
pollute their land. Another respondent indicated they would be
interested in using the products, as they contribute to the
circular economy and the recycling of organic nitrogen.

countries and therefore there were no statistically significant
differences between them. Overall, 73% of participants in NW
Europe had heard of digestates compared to only 45% of those
in Ireland (p < 0.001). Respondents in Ireland had heard of the
products, ash (38%) and mineral concentrates (29%)
significantly more than those in the other NW Europe countries
(p < 0.01).
RDFs current and past use
This section involves two different questions. The first question
looked at if the participants had used RDFs before. This was a
closed dichotomous question with a yes or no answer. Overall,
864 respondents interacted with this question including 102
respondents from Ireland.
In total, 471 respondents replied yes, that they had used RDFs
before, including 23 respondents from Ireland. The results
indicate that participants in Ireland (23%) had not used RDFs
as much as their NW Europe counterparts (59%), which were
significantly higher (p<0.001).

RDF products heard of the most
To assess the current knowledge of RDF products currently in
use in NW Europe, participants were asked about the various
types of RDF products they had previously heard of. This was
a closed question, with multiple-choice options. The
respondents could select one or more options from a predefined
list of 15 different types of RDF products, including compost,
liquid fractions of manure or digestate, sewage sludge, manure
processing effluent, digestates, municipal wastes, mineral
concentrates, solid fractions of manure or digestate, struvite,
biochar or ash. Figure 3 gives an overview of the responses.

The number on each bar refers to the number of responses from the participants. Values marked with
letters indicate a signiﬁcant difference in the post hoc statistical analysis between Ireland and NW Europe
for each RDF type. The same letters indicate no statistically significant difference.

Figure 4. The most common types of RDFs participants
currently use or have used in the past.

The number on each bar refers to the number of responses from the participants. Values marked with
letters indicate a signiﬁcant difference in the post hoc statistical analysis between Ireland and NW Europe
for each RDF product. The same letters indicate no statistically significant difference.

Figure 3. Types of RDF products participants in Ireland and
NW Europe had heard of the most.

The second question, described in Figure 4, explored which
RDFs the participants currently use, or have used in the past.
This was a multiple-choice question. The respondents could
select one or more options from a predefined list of 15 different
types of RDF products. This included compost, liquid fraction
of manure or digestate, agro-industrial effluents, digestate,
sewage sludge, municipal wastes, biochar and ash, under the
categories of current use or past use. In total, 459 respondents
interacted with this question including 22 respondents from
Ireland. This resulted in 1187 responses overall, of which, 43
responses were from participants in Ireland.
Compost is currently used and has been used the most in both
Ireland (27% currently use and have used in the past) and in
NW Europe (46% currently use and 29% have used in the past)
compared to the other RDF types assessed.
4

In total, 858 respondents interacted with this question including
101 respondents from Ireland. This resulted in 4979 responses
overall of which, 525 responses were from participants in
Ireland. The RDF products participants in Ireland had heard of
the most were compost (93%) and sewage sludge (68%). The
responses were similar to those from the other NW Europe

DISCUSSION

For the development of RDF products, and to progress their use
and distribution throughout NW Europe, it is important to
investigate the farmers’ attitudes in utilising products from
different sources of RDFs. We know from the farmers’ survey
analysis that participants in Ireland are more willing to accept
RDFs from different sources compared to those in NW Europe.
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In particular, their willingness to utilise RDFs from animal
waste, food industry waste and urban green waste sources is on
par with the other NW Europe countries. Likewise, it is evident
in Figure 1, that participants in Ireland are willing to utilise
RDFs from household waste and sewage sludge sources,
statistically significantly more than their NW Europe
counterparts. In Ireland, the use of sewage sludge in agriculture
has been widely utilised for many years and has been heavily
regulated since 1986 under the EU Directive 86/278/EEC [27]
on the protection of the environment, and in particular of the
soil, when sewage sludge is used in agriculture. Household
food waste in the form of compost is also strictly regulated in
Ireland under the EU regulation 1774/2002 [28]. From the
survey, 27% of participants in Ireland currently utilise it or have
used it in the past. Due to the familiarity of the products and
regulations, participants from Ireland are more willing to utilise
RDF products from these sources.
Though participants in Ireland have heard of RDF products,
such as compost and sewage sludge, it is also evident that some
of those in Ireland have not heard of other RDF products as
much as their NW Europe counterparts. In particular, they have
not heard of digestates, which was statistically significantly less
than those in NW Europe. Digestates are nutrient-rich products,
as a result of anaerobic digestion, the by-product of this process
in biogas. Currently, there are only six biogas plants in
operation in Ireland, compared to 8,000 biogas facilities in
Germany [29]. The lack of publicity, information and
availability of these products could be linked to participants in
Ireland not having heard of this product. On the other hand,
Ireland had heard of the products ash and mineral concentrates
statistically significantly more than those in NW Europe, albeit
in low numbers.
Although participants in Ireland are very willing to utilise
RDF products from different sources, and they have heard of
different types of RDF products, only 23% have used different
RDF products, compared to 59% of their NW Europe
counterparts. This raises the question ‘why is this the case?’ It
is clear in Figure 3 that compost is currently used and has been
used in the past, the most in both Ireland and NW Europe.
However, it is also interesting to see that some RDF products
were utilised more in the past compared to their current use, in
the case of both agro-industrial effluents and sewage sludge in
Ireland. Again the question may be raised as to ‘why the
participants decided not to continue to use the products’? In one
case, a respondent recorded that their predecessor had put urban
sludge, which was made from composted household waste, 35
to 40 years ago on their farmland. They are still finding plastic
and general waste in their soil. It is these negative experiences
that discourage farmers to utilise these recycled products.
In general, there has been a positive attitude to utilising RDF
products from these sources. However, this willingness is also
met with conditions and guarantees to give them confidence in
recycled products. It is evident from the open-ended response
that there is a large degree of fear and uncertainty associated
with utilising products from these sources. Fear of spreading
disease, contamination and introducing invasive species on
their farmland. Not only that, but participants in Ireland and
equally in NW Europe, were also conscious of public opinion
with regards to the quality of the fertilisers, using them on crops
for food consumption and food safety. Similar concerns were
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also raised from a survey on compost production in Ireland
conducted by rx3 [30] on behalf of the Department of the
Environment
Community
and
Local
Government.
Overwhelmingly, respondents from that survey wanted to
know that the products were rigorously tested, did not contain
any contaminants and were standardized with certification.
5

CONCLUSION

There are many benefits associated with utilising RDFs other
than their high nutrient content and low environmental impact.
As these are recycled products from the farming industry,
domestic sources and commercial industries, they have great
potential to close the nutrient cycle. It is important to get the
farmers in Ireland on-board with using these products. We
know that those in Ireland are willing to accept RDF products
from different sources and have heard of different types of
RDFs, however, they have not used them as much as their NW
Europe counterparts. Open days, field trials with the RDFs,
farm walks, information sessions and positive results will be
important to increase uptake of these products by Irish farmers.
To ease the farmers concerns about using these products, in
particular, their fears about contamination, public opinion and
food safety. Further product testing must be put in place to
ensure the nutrient composition of the products is known, they
have full traceability and are certified with a quality guarantee.
It is of equal importance that farmers can have confidence in
using these sustainable products, to protect the soil for future
generations and actively contribute to the circular economy.
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ABSTRACT:
The River Bandon is characterised by dynamic suspended and bed load transport behaviour with significant transport evident on
high flow conditions. Flood protection works including an extensive programme of dredging along a 4km stretch of the river from
the town of Bandon downstream was completed in 2018.
This research paper presents analysis and results from on-going sediment-related work on the River Bandon. A river bank erosion
survey has been undertaken in addition to the sampling, testing and analysis of suspended and bed sediment and the application
of numerical modelling to increase understanding on behaviour, transport and sedimentation and erosion patterns in the River
Bandon system.
A river bank erosion survey over a distance of 14km has been undertaken using the Bank Erosion Hazard Index Protocol to identify
stretches of river bank suffering significant erosion. Suspended sediment concentration (SSC) monitoring has been undertaken
and specifically during the dredging works of the Summers of 2017 and 2018. Temporary elevated levels of SSC were found;
SSC levels and duration of elevated periods are presented. Bed load analysis has been undertaken including the recording and
monitoring of sediment traps over a range of flow conditions.
Bedload transport simulations have been undertaken and presented using the HEC-RAS numerical modelling package. Calibration
of the sediment model has been undertaken satisfactorily with predicted mass accumulations broadly in agreement with measured
quantities from sediment traps. The HEC-RAS model has been applied to simulate sediment accumulations in the river for both
pre-dredge and post dredge river conditions. Results are presented based on simulation of sediment accumulation over a 1km
stretch of river through Bandon Town where sedimentation is most pronounced.
The approaches taken in this research paper contribute to a greater understanding of sediment behaviour on the River Bandon and
have the potential to be applied to similar gravel-bed rivers elsewhere.
KEY WORDS: Sediment Transport; Bed Sediment; Bank Erosion Survey. Sediment Modelling
1. INTRODUCTION
This research paper presents analysis and results from on-going
sediment-related work on the River Bandon, County Cork by
Cork Institute of Technology (CIT).
A range of approaches have been undertaken and are presented
including a streambank erosion survey over a stretch of the
river upstream of Bandon town and suspended and bed
sediment sampling at a range of monitoring locations from
Bandon downstream. Testing and analysis of sediment samples
from manual and automatic sampling is presented. Work has
included sediment monitoring during and after completion of
the Bandon Flood Relief Scheme dredging works of the
Summers of 2017 and 2018. Sediment modelling using the
HEC-RAS software package has been undertaken.
The research work presented in this paper contributes to an
increased understanding of sediment transport and behaviour
on the river system. Previous research work for the River
Bandon has been presented in, for example, [1], [2], [3], [4],
[5], [6] and [7].
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2. RIVER BANDON - SEDIMENT BEHAVIOUR
Sediment movement is a significant feature of the River
Bandon system. The river catchment (see Figure 1) is primarily
agricultural with Bandon the largest urban settlement within the
catchment. Active suspended and bed sediment movement are
features of this dynamic river system.

Figure 1: River Bandon Catchment
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3. BANDON FLOOD RELIEF SCHEME
The €16 million Office of Public Works (OPW) funded Bandon
Flood Relief Scheme is substantially complete. The
ByrneLooby designed project (in conjunction with Cork
County Council) commenced in late 2016 and the in-water
dredging works were primarily undertaken in the Summer
periods (from the 1st May to the 30th September inclusive) of
2017 and 2018. The extent of the 3.6km long in-water river
works from the weir in Bandon Town to O’ Driscoll’s Bridge
is presented in Figure 2.
These works included realignment of the longitudinal bed slope
with a drop in bed levels of 1.9m at the weir, 1.7m at Bandon
Bridge, 1m at the wastewater treatment plant (downstream of
Bandon town) by 1m and at bed level at O’Driscoll’s Bridge
[8]. The dredged sediment (estimated at 150,000 m3 volume)
has been stored on agricultural land adjacent to the river.
Sediment behaviour during dredging has been monitored with
information presented in this paper.

4.3
General Survey Methodology
Streambank lengths were assessed using the Bank Erosion
Hazard Index (BEHI) protocol which uses a series of erodibility
factors to conclude on a risk rating (from very low to extreme
risk) for potential erosion [9], [10].
The BEHI protocol may be described as an evaluation of the
susceptibility of streambanks to accelerated erosion, based on
a combination of several erodibility variables including bank
height ratio (stream bank height/maximum bankfull depth),
ratio of rooting depth/bank height, rooting density, percent
surface area of bank protected, bank angle, soil stratification in
the bank, and bank material composition [9].
These variables are used to rank the severity and probability of
streambank erosion. Once the field values for the variables are
determined, they are then converted to a risk rating from 1 to
10 (10 being the highest level of risk). The total score is
determined from the sum of all the risk rating values and a
corresponding risk description is ascertained (very low, low,
moderate, high, very high or extreme potential erodibility).
Due to the difficulty in determining the bank-full height, the
unsuitability for non-professionals in undertaking the survey
and the amount of time to complete a survey, a modified
version of the BEHI protocol was developed [10]. This
modified version has been applied in the work presented in this
paper and uses a preliminary survey to identify streambank
areas suitable for the BEHI protocol (i.e. that would most likely
achieve a risk rating of at least moderate with the low risk
eliminated) and also eliminates the bank-full determination.
Table 1 presents the risk rating and range of scoring using the
modified BEHI Protocol.

Figure 2: Extent of Completed River Bandon Dredging Works
4.

RIVER BANK EROSION SURVEY

4.1
Introduction
A river bank erosion survey has been undertaken on the River
Bandon. The first set of results are presented in this paper for
the 14km stretch from Long Bridge in Dunmanway to
Ballineen Bridge, upstream of the town of Bandon. Previous
work undertaken has indicated the active nature of sediment
transport in the upper section of the River Bandon catchment
[1] but an assessment of bank erosion has not been undertaken
to date.
4.2
Data Gathering
The river bank survey was completed by two members of the
CIT team who travelled along the river stretch by kayak. The
river bank data was gathered using a GPS enabled GoPro
camera attached to one user’s helmet. Photograph were taken
approximately every 12.5 seconds. The full survey was
undertaken over the course of 3 days in November 2018. The
survey data for the work presented in this paper consisted of
1,228 photographs with the GPS coordinates assigned for each
data point. This formed the ‘raw’ data set for analysis.

Table 1: Modified BEHI Scoring System
Risk Rating
Range of Scoring
Very Low
4 – 7.5
Low
7.75 – 15.5
Moderate
15.75 – 23.5
High
23.75 – 31.5
Very High
31.75 – 36.5
Extreme
>36.5
4.4
Survey Methodology applied to the River Bandon
The first step in the process was that the images gathered from
the river survey underwent a pre-screening assessment to
eliminate streambank lengths with a score for streambank
erosion of very low or low erosion potential under the BEHI
scoring system. This initial assessment then allowed for the
exclusion from the analysis of stream bank lengths with
low/very low erosion potential (Modified BEHI Score < 15.5).
This analysis indicated that approximately 95% of stream bank
lengths surveyed scored in the very low and low erosion
potential categories. A total of 5.1% of the total streambank
length surveyed were deemed to score with a moderate to
extreme erosion potential. Thus these identified streambank
lengths (15 in total) then underwent the BEHI protocol
assessment to determine their individual risk ratings for
potential erosion.
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The image processing was then completed and the risk ratings
were established for these fifteen streambank lengths with
potential for erosion, the risk ratings were plotted using the
QGIS software package and the extracted GPS coordinates
from the GoPro camera. QGIS (Quantum GIS) is a geographic
information system (GIS) application that supports viewing,
editing and analysis of geospatial data.
The results of the Modified BEHI analysis identified two
locations with an extreme erosion rating, two with a very high
erosion rating, six with a high erosion rating and the remaining
five with a moderate erosion rating. The BEHI mapping for the
river stretch of interest is shown in Figure 3.

It is planned to extend this river bank erosion survey work over
further downstream lengths over the next year.
5.

SUSPENDED SEDIMENT ANALYSIS

5.1
Suspended Sediment - Manual Sampling Programme
A manual suspended sediment sampling programme
undertaken on a monthly basis has been in place since 2014 at
five locations along the river from the town of Bandon to O’
Driscoll’s Bridge; the sampling locations are shown in Figure
5. Details of this ‘snap shot in time’ work has previously been
presented in [1] and [7]. Suspended sediment concentration
(SSC) values have generally been less than 10 mg/l reflecting
the clear nature of the water flows observed along the river
reach. Some higher SSCs were found, typically elevated during
high flow events. This ‘baseline’ data gathering programme has
spanned the dredging works undertaken as part of the Flood
Relief Scheme project and the ‘spot’ nature of the sampling
does not allow any conclusions to be drawn as to whether any
significant change has occurred since the dredging works were
completed in September 2018.

Figure 3: BEHI Mapping – Dunmanway to Ballineen
In addition to the risk ratings, streambank lengths where
reinforcement structures (e.g. walls, rocks and cobble,
armouring, etc.) can be observed, were also identified to show
areas where significant bank erosion may have occurred. A
total of 4.3% of streambanks examined in the River Bandon
between Dunmanway and Ballineen were found to contain
reinforcement structures indicating a history of erosion at these
locations.
This initial river bank survey work has identified locations
where sediment erosion is an issue. Clearly such eroding banks
provide one source of sediment which is transported
downstream. Other sources of sediment include catchment
erosion and intermittent in-channel erosion.
Figure 4 presents an example of an eroded riverbank.

Figure 5: Sediment Sampling Location
5.2

Suspended Sediment – Turbidity Sensor and
Automatic Sampler Results
CIT has operated a river monitoring installation at the
Curranure Gauging Station with a turbidity sensor installed in
February 2010 and an automatic sampler installed in August
2014. The sensor records turbidity on a continuous 15-minute
basis. Previous analyses [2] have shown that turbidity is a
suitable surrogate for SSC at this location and thus the
continuous turbidity record allows conversion to a continuous
SSC record. The detail of the installation was previously
presented [4].
This instrumentation has allowed continued monitoring and
analysis of suspended sediment concentrations and behaviour
and in particular recently during the river dredging project.

Figure 4: An Example of an Eroded Stretch of Riverbank
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Figure 6 presents data clusters from the automatic sampling
gathered during the Summer 2017 dredging works (with
dredging undertaken in the environs of Bandon town and
upstream of O’ Driscoll’s Bridge which is approximately
0.5km upstream of the automatic sampler) over a 2-month
period. 10 data sets were collected in total (on an hourly basis)
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indicating that, as expected, SSC values became elevated after
dredging commenced but returned to ambient levels relatively
quickly. Peak SSC values for all dredging events monitored all
exceeded 50mg/l, were found to generally exceed 100 mg/l (9
of the 10 samples) and on a number of occasions, 200 mg/l and
on one occasion exceeded 350 mg/l. The durations for which
the SSC signal exceeded certain values were assessed. For
example, SSC exceedance durations for the 25 mg/l indicative
value from the original Freshwater Fish Directive were
assessed and the exceedance time varied from 3 hours to 18
hours for different dredging events. Flow rates for this Summer
2017 time period were generally relatively low and only
exceeded 30m3/s on one occasion and 20m3/sec on two
occasions indicating that flow rates were not generally an
influencing factor on SSC values and the dominant factor was
the impact from the dredging works. The total suspended
sediment load (SSL) for each sampled event was also
determined with a total SSL over the sampled events estimated
at approximately 400 tonnes.

requirements. Details of this work have previously been
presented in [5]. Sampling over the period since 2013 has
confirmed the coarse nature of the bed material with a general
D50 range from 5mm to 50mm for the surface armour layer.
Recent bed sampling [7] in Autumn 2019 has indicated some
variations between the coarse surface armour layer and the finer
underlying core layer, this variation being marked at Bealaboy
Bridge upstream of Bandon Town but with little variation at O’
Driscoll’s Bridge downstream of Bandon Town. In general,
there is insufficient information at this stage to conclude on any
marked changes in the bed sediment size in the post-river
dredging works environment.
6.3 Bed Sediment Behaviour – Post Dredging Works
The use of bed traps has been applied in this research work to
allow bed sediment transport to be investigated and analysed.
Details on the bed trap programme on the River Bandon has
been presented previously [5]. The bed trap used, a double
compartment type, is shown in Figure 7.

Figure 7: Double Compartment Bed Trap
Figure 6: SSC Results during dredging of Summer 2017
16 sets of samples were collected in total over the Summer of
2017 and a further 8 sets of samples were collected over
Summer 2018. In general maximum SSC values found in the
Summer 2018 dredging events were lower than for the previous
summer period; it is unclear if this was due to reduced sediment
supply based on sediment removal during the Summer 2017
dredging works. The elevated SSC levels for the Summer 2018
dredging work could certainly be directly attributed to the
dredging works as flow rates during the Summer 2018 were
exceptionally low with flows below 5m3/sec for much of the
Summer period during this historic low flow period.
6.

BED LOAD ANALYSIS

6.1 Introduction
Dynamic bed load transport is a feature of the River Bandon
catchment system and has previously been described in detail
[4], [5]. Sedimentation within the river channel had previously
been identified as a potential source of exacerbating flooding
in Bandon Town and environs and dredging works became a
feature of the Bandon Flood Relief Works.
6.2
Manual Bed Sampling and Testing
Bed load samples were also collected at the locations presented
in Figure 5 above although not generally on a monthly basis
due to manpower limitations and Health & Safety

The most recent work has been focused on monitoring filling
of the sediment trap in the period since the Summer of 2018 on
completion of the dredging works. This work has involved
determining the amount of trap filling, with the trap emptied
after each data gathering episode. The current priority is to
assess sediment transport and its association with flow rates
(and subsequent application to modelling work).
Table 2 presents the results of recent sediment trap work
upstream of the Curranure Gauging Station showing the
sediment trap completely filling after particular flow events;
the minimum of the maximum flow rates over these sampling
events was 41.45 m3/sec [11]. It is clear, based on these results,
that bed sediment transport continues on this stretch of the
River Bandon even after the relatively recent large scale
dredging works and that supply limitation was not identified.
Table 2: Sediment Trap Filling Data (Sept. 2019 to Jan. 2020)
Date
Max. Flow in preceding event
(m3/sec)
3/10/2019
55.72
10/10/2019
54.45
23/10/2019
41.45
18/11/2019
50.14
3/12/2019
63.87
23/01/2020
91.54
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For reference purposes previous analytical work has shown that
bed load may become active at flow rates as low as 12 to 15
m3/sec, this has been supported by field observations [5].
7.

SEDIMENT MODELLING

7.1 Introduction
The development and application of a HEC-RAS numerical
model to the River Bandon has been previously presented [3]
and included model calibration and validation for hydraulic
conditions based on substantial data analysis. Sediment
calibration and validation analysis presented was based on the
available and limited sediment field data set. The work in this
paper presents ongoing work applying the U.S. Army Corps of
Engineers River Analysis System (HEC-RAS) model to
sediment transport simulation on the River Bandon [12].
7.2 Application of the HEC-RAS Sediment Transport Model
The model previously presented [3] has been further applied to
simulate sediment transport in the River Bandon for the reach
from the weir in Bandon Town to O’ Driscoll’s Bridge.
The ‘new’ post-dredge profile was modelled to reflect the
dredging works undertaken in the River Bandon. The slope of
the river was uniformly modelled to 1:1000 in the reach of the
river from Bandon weir to 3,688 metres downstream of the
river. This is the only a ‘new’ profile information available as
a post-dredge site survey has not been undertaken. The new
pedestrian bridge with two piers was modelled to replace the
old footbridge based on drawings of the new pedestrian bridge
obtained from the OPW; this was included in the HEC-RAS
simulations [8].

context of the modelling assumptions made and in the dynamic
on-site sediment related environment.
HEC-RAS simulations were then undertaken for the 13
consecutive years of the available flow data from 2006 to 2018.
The results for the aggradation of sediment within the first 1
km reach downstream of the weir over the simulated time
period is presented in Figure 8. The results of the HEC-RAS
simulations for the pre-dredge river bed profile are also shown
in Figure 8 for comparison purposes using the same modelling
approach as for the ‘new’ profile simulations.
Figure 8 shows that in the initial years of the simulation that the
aggradation prediction for the post-dredging situation is higher
(with a higher deposition rate or slope) than for the predredging case. This may be explained as the level of
aggradation being higher as the gradient of the river in this time
period is lower than for the pre-dredge profile. After an initial
period of approximately 5 to 6 years of simulation the river
profile appears to reach a near equilibrium state with the preand post-dredge profiles having a similar slope. The annual
quantities of aggraded sediment then generally tend to have
similar values. The sediment aggradation curve then has an
approximately similar but steeper slope during these later years
of the simulation.

Quasi-unsteady flow was selected for the modelling analysis
with the upstream flow series boundary conditions provided by
the OPW flow data record from 2006 to 2018 [11] recorded in
intervals of 15 minutes and with a simulation duration time of
one year for each of them.
The upstream sediment boundary condition used a sediment
input per unit volume approach using HEC-RAS generated
values with the sediment input dependent on the upstream
boundary inflow. The sediment transport function used in the
simulations is the commonly used Mayer-Peter and Muller with
the Wong & Parker correction and the use of Thomas Exner 5
sorting method [12]. This sorting method uses a three-layer bed
model that forms as an independent coarse armour layer, which
limits erosion of the deeper layers [12]. Sediment bed gradation
data used in the HEC-RAS model reflects the bed sediment data
gathered from field work.
The HEC-RAS sediment model was calibrated using sediment
trap data from traps near the Footbridge and Curranure
(location shown in Figure 5 above) where sediment data was
available for a number of flow events in January 2017 and
November 2018. Predicted model sedimentation volumes
relative to actual sediment trap data were generally within
approximately 25% with a better model fit at the Footbridge
than at Curranure. These results are generally appropriate in the
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Figure 8: Predicted Aggradation over 1km River Stretch
Aggradation in the 1km river reach occurs due to a combination
of a high quantity of incoming sediments from upstream, a low
river slope/gradient and also due to the presence of the main
Bandon Bridge hydraulic structure which has a marked
influence.
Each of the individual HEC-RAS simulations takes into
account the sediment characteristics of the riverbed that
resulted from the previous year’s simulation period. HEC-RAS
offers this option to maintain the bed gradation to be used as a
starting condition for the next simulation. To take into account
the bed changes after each simulation, a new geometry of the
river needs to be created. The simulations presented do not
adjust the river geometry and this translates into some
differences relative to the real conditions. Although these
differences are not considered to be major this will be
investigated in the next phase of the work.
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River modelling work is ongoing. This modelling work
includes further comparison of HEC-RAS outputs with
analysed sediment trap data, the re-application of the HECRAS package for future simulations with the construction of a
new river geometry with a new river bed for each new year of
simulation. In addition, analytical modelling approaches are
being investigated to provide predictive capacity for river
sedimentation and to allow comparison with the outputs from
the HEC-RAS model.
8.

CONCLUSIONS

An extensive investigation into sediment behaviour on the
River Bandon is presented in this paper based on river
surveying, sediment sampling and monitoring and numerical
modelling. This work includes for both the pre-dredging and
post dredging river environments.
The results of a river survey over a 14km stretch is presented.
The survey was undertaken via kayak with photography by
GoPro. The initial screening indicated that a total of 5.1% of
the total streambank length surveyed was deemed to score with
a moderate to extreme erosion potential. These streambank
lengths underwent the BEHI protocol assessment to determine
their individual risk ratings for potential erosion.
This identified two locations with an extreme erosion rating,
two with a very high erosion rating, six with a high erosion
rating and the remaining five with a moderate erosion rating. A
BEHI mapping for the river stretch is presented.
Suspended sediments have been monitored including during
the dredging events of 2017 and 2018. 24 sets of automatic
samples were collected in total over the Summers of 2017 and
2018. Elevated SSC levels were recorded with values returning
relatively quickly to ambient levels. These elevated levels
could be directly attributed to dredging, rather than river flow
conditions. The maximum SSC recorded was in excess of 350
mg/l. In general, maximum SSC values found in the Summer
2018 dredging events were lower than for the previous summer
period; it is unclear if this was due to reduced sediment supply
based on sediment removal during the Summer 2017 dredging
works.
Bed sediment traps installed in the river have allowed the
gathering of sediment data. The sediment trap upstream of the
Curranure Gauging Station has continued to fill after particular
flow events in 2019. This indicates that bed sediment transport
continues on this stretch of the River Bandon even after the
relatively recent large scale dredging works and that supply
limitation has not been identified.

is ongoing including the application of analytical modelling
approaches for comparison purposes.
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The HEC-RAS Numerical Model has been applied to
investigate sediment behaviour in the river system. The model
has been calibrated to sediment trap data. The model has been
applied to investigate sedimentation in a 1km stretch of river
through Bandon Town where sedimentation is most
pronounced. Cumulative sedimentation is predicted for the
post-dredging works environment. This river modelling work
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ABSTRACT: Reduction of indoor radon concentration in buildings is considered an important public health issue since radon was
recognised by the World Health Organisation as the leading cause of lung cancer after tobacco smoking globally [1]. To this end,
building protection against radon risk has become more important recently. Ireland has in place a National Radon Control Strategy
(NRCS) to address the radon problem, in line also with the European Union Council Directive 2013/59/EURATOM. Phase 2 of
the NRCS is currently ongoing, after completion of Phase 1 conducted between 2014 and 2018. This work was conceived within
Phase 1 of the NRCS for Ireland with the aim to investigate the effectiveness of radon prevention and mitigation solutions. The
investigation presented in this paper focused on the optimum specification for soil depressurisation systems within the sub-slab
granular fill material (also known as aggregate or hardcore) layer.
KEY WORDS: radon, soil depressurisation, granular fill, prevention, mitigation
1

INTRODUCTION

Radon is a radioactive gas identified by the WHO (World
Health Organization) as the second leading cause of lung
cancer only after tobacco smoking [1]. Radon (Rn222) is formed
from radium (Ra226) within the radioactive decay series of
uranium (U238), found all over the Earth’s crust in varying
amounts, providing a continuous source of radon gas. Radon
gas in the outdoor environment is not a health issue as it is
diluted in the atmosphere, but, its accumulation inside the air
space of a building or a cavity causes elevated indoor radon
concentration, which can result in high radioactive dose when
inhaled.
Indoor radon exposure is recognised as a significant public
health concern, responsible for 9% of the lung cancer deaths
annually in the European Union [2]. To take action, national
radon programmes are developed aiming at an overall risk
reduction in the population by lowering indoor radon levels to
a minimum. After previous efforts and measures to reduce
indoor radon concentration in buildings conducted in Ireland
since the 1990s [3], a National Radon Control Strategy (NRCS)
was published in 2014 in line with the 2013/59/EURATOM
BSS Directive. This BSS Directive is aimed at offering
protection for people in dwellings and workplaces to the
exposure of indoor radon, and requires to all Member States of
the European Union to establish an indoor radon national
reference level not exceeding 300 Bq/m3 and also, a national
action plan to address long-term risk from radon exposure in
buildings [4]. The Irish NRCS was first published including a
list of recommendations to reduce radon risk to people in
Ireland, where specific actions to address the recommendations
were set out. Also, knowledge gaps that could affect the
implementation of the NRCS were identified and four research
themes were set out. The strategy was proposed to address all
recommendations in a 4-year period, so called Phase 1 of the
NRCS [5].
Prevention and mitigation measures for indoor radon
reduction can be based on preventing radon entry in the
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building and/or removing it after entering the building [6].
Among the existing techniques, in terms of radon reduction,
active Soil Depressurisation (SD) is reported as the most
effective, but a combination of SD with other techniques is
sometimes needed to ensure radon levels are below the
reference [7][8]. Soil depressurisation technique focuses on
reversing the pressure gradient between the indoor air space
and the soil beneath the building. The basic components of a
SD system are a suction point placed underneath the slab,
ideally in a continuous and uniform permeable aggregate layer;
an exhausting pipe and a method of extraction, which can be
active or passive (see Figure 1).
This work was conceived within one of the research themes
of the NRCS Phase 1, aiming at investigating the performance
of soil depressurisation technique for radon reduction. The
investigation focused on specifications for practical design and
optimum operation of the soil depressurisation systems,
looking at the impact of the granular fill material layer under
the slab.

Figure 1. Schema of the different parts of a soil
depressurisation system in a building.
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2

METHODS

The methodology proposed included testing in the laboratory
under controlled conditions and a monitoring study in an
experimental pilot house. Laboratory based experiments were
conducted to investigate the characterisation of granular fill
materials used in the sub-slab aggregate layer, where
permeability of the granular fill materials was a salient
parameter investigated. On the other hand, a case study was
conducted in an experimental pilot house with extremely high
indoor radon levels in order to analyse the pressure field
extension and the reduction of radon achieved by the soil
depressurisation technique employed. The case study focused
on the SD system performance and, for that purpose, radon
concentration was continuously monitored along with the
pressure field extension in the sub-slab of the experimental
house. Additionally, in order to assess the performance of radon
monitors used in the case study, a benchmark study of radon
monitors in a purpose-built radon chamber was conducted.
Laboratory based experiments: granular fill materials
characterisation
Following previous lab-based test conducted by Hung et al.
(2018) on Irish standard granular fill materials [9], an
experiment to characterise granular fill materials used in the
sub-slab aggregate layer was performed.
Three samples of granular fill materials common to building
practices in Spain: A) garbancillo 4/12, B) gravel 4/20 and C)
debris, and a soil sample were tested in the lab (see Figure 2).
Samples were chosen to benchmark Spanish standard granular
fill materials, found in the sub-slab aggregate layer of the pilot
house used for the monitoring study, against the already
investigated Irish standards [9]. Characterisation included
analysis of the particle size distribution and investigation of gas
flow through the samples to determine gas permeability, using
a test apparatus based on previous works [9][10]. The test
apparatus was made of Perspex and PVC pipes and consisted
of three chambers: inlet, sample and outlet (see Figure 2),
several differential pressure sensors were placed along the
chambers to measure pressure drop across the testing sample,
and a pitot tube and velocity meter were used to measure the
flow rate in the inlet chamber. The procedure of operation
consisted of the following steps: 1) fill up the sample chamber
with the material and set up all the sensors, 2) pressurise gas
into the inlet chamber and start recording pressure and air flow,
3) increase pressure at the inlet gradually in order to test each
sample within a pressure range from 20 to 600 Pa [11].

Figure 2. Diagram of the test apparatus, pictures of material
samples tested and picture of the test apparatus setup,
modified from Fuente et al., 2019a [11].

Darcy’s law (Eq. 1), Darcy-Forchheimer (Eq. 2) and Ergun
equation (Eq. 3), which are theoretical expressions to calculate
gas permeability of a porous material, are used in analysing the
experimental results and Finite Element Method (FEM)
numerical simulations conducted.
𝜇𝜇𝜇𝜇

𝐾𝐾𝐷𝐷 = − Δ𝑃𝑃/Δ𝑙𝑙

(1)

where KD (m2) is Darcy’s permeability, μ (Pa s) is the dynamic
viscosity of the gas, v (m/s) is the velocity of the gas through
the porous medium, and ΔP (Pa) is the differential of pressure
between two points of the porous medium at a distance Δl (m).
𝜇𝜇

𝜇𝜇

𝐾𝐾𝐷𝐷𝐷𝐷 = − Δ𝑃𝑃/Δ𝑙𝑙 𝑣𝑣 − 𝑐𝑐 Δ𝑃𝑃/Δ𝑙𝑙 𝑣𝑣 2

(2)

where KDF (m2) is Darcy-Forchheimer permeability and c (s/m)
is a constant named Forchheimer factor.

𝐾𝐾𝐸𝐸 =

3
𝑛𝑛3 𝑑𝑑𝑝𝑝

(3)

150(1−n)2

where KE (m2) is Ergun’s permeability, n is the porosity of the
porous material and dp (m) is the effective diameter of the
porous material particles.
Finally, the Spanish aggregates under study were compared
with other standard granular fill materials within the European
context, based on works conducted in Ireland and the UK
[9][12].
Pilot house monitoring study
A monitoring study to investigate the effectiveness of soil
depressurisation was conducted in a pilot house in Spain
located in an old uranium mine, due to the high radon
exhalation and radium content in the area providing extremely
high indoor radon levels. The experimental house consisted of
two storeys, a partially below graded basement and a ground
floor of 5 x 5 m2 area, and a SD system installed in the centre,
with a 1 m2 and 0.5 m deep sump and a 125 mm diameter
exhausting pipe [13]. To improve understanding of the factors
influencing the optimum performance of SD systems, the
monitoring study focused on (i) the pressure field extension
induced under the slab, related to the permeability through the
granular fill material layer, (ii) the reduction in the radon
concentration as a result of the soil depressurisation, and (iii)
the characteristics of the extraction method – active and
passive.
Active radon monitors were installed in the basement and
ground floor of the house, and a pressure sensor system
consisting of several differential pressure sensors was installed
in the house: five sensors were distributed along the basement
and connected to holes through the concrete slab to record
pressure difference between the sub-slab aggregate layer and
the indoor air space. Sensors were also placed in the sump and
pipe (see Figure 3). Furthermore, a local weather station was
set up at the rooftop of the house to record atmospheric
conditions at the site, i.e. temperature, wind velocity,
atmospheric pressure, relative humidity and rain [14]. The
experiment consisted of alternating testing phases of the SD
system performance with periods in which the house remained
completely closed and the exhausting pipe of the SD system
capped, which fostered indoor radon accumulation. A diagram
summarising the testing phases at the pilot house is shown in
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Figure 4. For the passive SD system, a rotating cowl was
employed, whereas for the active SD system a mechanical
extractor (80 W max) with a potentiometer to control the
extraction airflow –ranging from 0 to 4 m/s– was installed in
the exhausting pipe. During the closed periods, only air
exchange is caused by natural ventilation due to air leakages in
the house.

two periods of stability in which radon concentration was
maintained were alternated with pronounced variations (see
Figure 5). The latter were used to quantify response time of the
detectors to fluctuations in the radon concentration and to do
so, four different analysis methods were proposed.
Method 1 proposed to quantify the response time of the
monitors by analysing the time that it takes for each monitor to
reach a % of the final concentration during a given time interval
in which the fluctuation of the radon concentration is known.
Methods 2 and 3 proposed were based on the relative error (RE)
analysis, obtaining RE as follows:

𝑅𝑅𝑅𝑅 =

Figure 3. Schematic of the pilot house, map location, pictures
of the sensors, plan of the basement and SD system features
employed during the monitoring study, modified from Fuente
et al., 2019 [14].

Radon monitors benchmark study
Monitoring of the radon concentration in the pilot house study
was carried out using different active radon monitors. To
investigate performance of such radon detectors and some other
radon monitors available in the market, a benchmark study was
conducted in a purpose-built radon chamber at the Laboratory
of Environmental Radioactivity at the University of Cantabria
(LaRUC) [15].

(4)

𝐶𝐶𝑖𝑖 [reference]

where Ci (Bq/m3) is radon concentration at time i.
Response time was defined in method 2 as the time that it
takes for each monitor to reach a RE within ±10%. Method 3
hypothesises that records of two radon monitors are
comparable when their RE fluctuate around the zero, for which
RE distributions for each monitor were compared statistically
with a normal distribution with mean=0 and standard
deviation=1. Finally, method 4 was based on changing the
space of analysis from concentration to time corresponding to
a given concentration, i.e. for each Ci the time i is obtained, and
compared to the reference given by Atmos 12 monitor.
3

Figure 4. Diagram of the testing phases at the pilot house,
SDS stands for Soil Depressurisation System.

𝐶𝐶𝑖𝑖 [monitor]−𝐶𝐶𝑖𝑖 [reference]

RESULTS AND DISCUSSION

The results from the granular fill materials gas permeability
characterisation, the monitoring study in the pilot house to
investigate effectiveness of soil depressurisation and the active
radon monitors benchmark study are analysed below.
Laboratory based experiments: granular fill materials
characterisation
Particle size distribution was obtained for each sample. From
the analysis, garbancillo 4/12, gravel 4/20 and soil samples
were classified as poorly-graded materials, while debris was
classified as well-graded material. The effective particle
diameters were then obtained as d50 from the grading curves:
9.1 mm for garbancillo, 13.8 mm for gravel 4/20, 10.7 mm for
debris and 0.64 mm for the soil sample. Also, porosity of the
granular fill materials was measured, obtaining nA=0.46,
nB=0.40 and nC=0.42.
600

Figure 5. Picture of the radon camber and plot of the radon
concentration over time during the duration of the experiment,
modified from Fuente et al., 2018 [15].
Assessment of accuracy and precision of the monitors and
response time analysis were studied. Five different active radon
monitors were exposed to a controlled radon environment
inside the radon chamber: two Radon Scout (SARAD GmbH)
named RS1 and RS2, one Radon Scout Home (SARAD GmbH)
named RDS, a Canary (Airthings) and a Wave (Airthings). The
reference radon monitor used in the study was the Atmos 12
(Gammadata Instruments AB) that is the LaRUC’s reference
monitor traceable to the PTB in Germany. During the exposure,
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Figure 6. Comparison of pressure difference over length
versus gas velocity experimental results for samples
garbancillo 4/12, gravel 4/20 and debris under study.
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Table 1. Summary of gas permeability values obtained for the
samples under study with Darcy’s law equation (1), DarcyForchheimer equation (2) and Ergun equation (3), extracted
from Fuente et al., 2019a [11].
Sample
Garbancillo 4/12
Gravel 4/20
Debris

KD ×10-8
(m2)
(2.5±0.8)
(3.1±1.1)
(2.0±0.6)

KDF ×10-8
(m2)
(9.7±6.3)
(9.0±3.5)
(7.3±2.6)

KE ×10-7
(m2)
(1.8±0.2)
(2.4±0.3)
(1.7±0.2)

Granular fill materials under study were benchmarked against
other standards from Ireland and the UK. Particle size
distribution of samples garbancillo 4/12 and gravel 4/20 was
shown to be similar to Irish T2 Perm and British 20 mm and 40
mm graded materials (see Figure 7).

1000
Garbancillo 4/12
Gravel 4/20
20 mm graded (BRE, 1998)
40 mm graded (BRE, 1998)

800

∆P (Pa)

From the gas permeability tests, pressure drop across the
sample and air velocity were recorded for each sample. Figure
6 shows test results for the three samples of granular fill
materials tested, where pressure gradient over the sample
length is plotted versus gas velocity; experimental dots are
shown along with the trendlines. Permeability was determined
from the experimental data using equations (1), (2) and (3),
where a summary of the gas permeability values obtained is
shown in Table 1. Darcy’s permeability values indicated all
three granular fill material samples have similar permeability.
Darcy-Forchheimer results were also similar and in the order of
magnitude of 10-8. However, Ergun permeability results were
in the order of magnitude of 10-7.
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Figure 8. Pressure difference versus gas velocity experimental
results for samples garbancillo 4/12 and gravel 4/20, and
British standard materials (BRE, 1998), extracted from [11].
Pilot house monitoring study
Radon concentration recorded during the duration of the
monitoring study in the pilot house is shown in Figure 9, where
closed testing phases and SD performance are indicated in the
graph. Average radon concentration was obtained from the
closed periods as 55 kBq/m3 in the basement and 26 kBq/m3 in
the ground floor.

100
Garbancillo 4/12

Percentage passing (%)

80

Gravel 4/20
T2 Perm (Hung et al., 2018a)
20mm graded (BRE, 1998)
40mm graded (BRE, 1998)

60

Figure 9. Radon concentration recorded in the basement and
ground floor of the pilot house, shaded areas indicate the SD
performance, extracted from Fuente et al., 2019b [14].
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Figure 7. Particle size distribution of poorly graded materials
under study, samples garbancillo 4/12 and gravel 4/20, Irish
T2 Perm (Hung et al., 2018) and British granular fill materials
(BRE, 1998), extracted from [11].
Also, pressure difference against gas velocity experimental
results for garbancillo 4/12 and gravel 4/20 samples were
compared with British 20 mm and 40 mm graded materials data
from the literature (see Figure 8). Similar trends were found,
meaning similar gas permeability values of approximately
9×10-8 (m2). It was assumed that Irish T2 Perm would be
comparable to these and based on the findings from Hung et al.
(2018), these samples under study were found suitable to be
used in the sub-slab aggregate with a SD system.

Radon behaviour was analysed in relation to the atmospheric
parameters recorded by the local weather station. Significant
correlations were found between the outdoor temperature Tout,
atmospheric pressure Patm, wind velocity vwind and radon
concentration CRn. Also, significant negative correlation
between the pressure difference ∆P due to indoor-outdoor
temperature gradient and CRn was found.
The pressure field extension under the slab resulting from the
SD system performance was investigated. For that, pressure
drop with distance from the suction point was analysed across
the slab as a function of the pressure induced at the sump (see
Figure 10), finding a linear trend relation. Hence, pressure drop
with distance increases with the decrease of the pressure
induced at the sump –higher depressurisation. Despite this,
pressure drop with distance did not exceed 1 Pa/m for the
highest depressurisation recorded, meaning that pressure field
extension is quite homogeneous in the pilot house.
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Table 2 summarises the average radon concentration for each
of the testing phases and the radon reductions obtained with
respect to the average radon concentration for the closed
periods. Reductions of over 85% were found in all cases, the
highest reduction achieved a radon concentration of 328 Bq/m3
in the ground floor that is comparable with the outdoor radon
concentration at the pilot house site. Considering the results
shown in Figure 11 and the radon reductions achieved during
the monitoring study (see Table 2) from the active SD
conditions tested, it was postulated that a 20 W power
mechanical fan is sufficient to achieve optimum SD [14].
Table 2. Average radon concentration in the basement (BAS)
and ground floor (GF) for all testing phases, and radon
reduction achieved, modified from Fuente et al., 2019b [14].
Figure 10. Pressure drop with distance from the suction point
versus pressure induced at the sump, extracted from Fuente et
al., 2019b [14].
The depressurisation induced under the slab as a consequence
of active SD performance was studied as a function of the
extraction velocity of the mechanical fan, measured in the
exhausting pipe under the fan. For the power capacity of the
mechanical fan –up to 80 W– the highest depressurisation
induced under the slab was -250 Pa, recorded for the highest
extraction flow of the fan equivalent to 4 m/s (see Figure 11).

Figure 11. Pressure induced under the slab during active SD
performance vs. extraction velocity of the mechanical fan
experimental data at different distances from the suction point,
extracted from Fuente et al., 2019b [14].

CRn (Bq/m3)
Closed
Passive
Active

Radon reduction

BAS

GF

BAS

GF

54625
7417
662
3326
3701

26421
328
3689
2279

86%
99%
94%
93%

99%
86%
91%

Radon monitors benchmark study
The active radon monitors were exposed in the chamber to two
periods of stable radon concentration at (2648±85) Bq/m3, and
also, to a pronounced variation from a theoretical value of 0 to
6441 Bq/m3 –denominated interval 1– and then from 6441 to
2648 Bq/m3 –interval 2 (see Figure 5).
Total mean radon concentration during the stability periods for
each radon monitor is shown in Figure 13, being the reference
Atmos 12 monitor. The most accurate mean radon
concentrations were found for RS2 and RSH monitors,
followed by RS1, WAV and CAN monitors. Regarding
precision, the uncertainty in the mean radon concentration was
given by the standard deviation of the records during the
stability periods. RS1, RS2 and WAV detectors had a 6-7%
dispersion, while RHS had a 15% dispersion. In the case of
CAN monitor, the 20% dispersion was taken from the monitor
manual [15]. Overall, mean radon concentrations for all
monitors tested were within ±10% of the reference monitor.

Based on a previous study in an experimental house conducted
by Abdelouhab et al. (2011) [16], a behaviour law to relate the
extraction airflow Q with the induced pressure difference ΔP
between the sub-slab aggregate layer and the inhabited volume
of the pilot house was obtained using the experimental data
obtained from the active SD operation:

𝑄𝑄 = (2.1 ± 0.2)Δ𝑃𝑃(0.79±0.02)

(5)

The power law in equation (5) was obtained from the fit to the
experimental data of active SD performance and represents the
permeability characterisation of the pilot house, considering the
ground, sub-slab aggregate layer and concrete slab. This result
was found to be similar to the results from Abdelouhab et al.
(2011) [16].
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Figure 12. Mean radon concentration for each radon detector
during the stability periods and uncertainty associated –
standard deviation–, reference value given by the Atmos 12 is
(2648±85) Bq/m3, extracted from Fuente et al. (2018) [15].
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concentration varies. Therefore, selection of the appropriate
detector should be specific to the application.
Overall, this work gives an insight into the understanding of
a soil depressurisation technique and the resulting findings
contribute to specifications for optimum radon protection by
soil depressurisation within the European context, which can
potentially inform revision of building regulations.
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ABSTRACT: The EU Interreg-funded SURICATES projects aims to increase sediment use for erosion and flood protection by
providing national authorities, port and waterway managers and erosion experts with new large-scale solutions for sediment use in
ports, waterways and coastlines. The management of dredged sediment is a major challenge globally for ports and waterways, with
an increase in global population resulting in a continuous growth of trade. As part of the SURICATES project, an economic
modelling and analysis tool has been developed to inform stakeholders of the potential economic benefits associated with
beneficially using dredged material. This paper focuses on the financial aspect of dredged sediment management. The financial
model developed allows analysis of financial costs and benefits associated with the use of dredged sediment. A decision support
tool has been developed to analyse the economic impacts of beneficial use of dredged sediment in terms of Gross Domestic Product
(GDP) contribution and jobs created for the SURICATES Project partner countries (Ireland, Scotland, France, and the Netherlands).
The methods for estimating the direct/indirect/induced impacts on GDP and jobs created are based on industry specific Type I &
Type II multipliers and coefficients, derived for each of partner countries using Symmetric Input-Output Tables. The decision
support tool allows the user to select the region where the dredging project is located. Required inputs include all the relevant project
specific processes and characteristics involved in dredging and placement operations (excavation, transportation, placement,
treatment, beneficial use, disposal, import material, export material). The model uses a range of pre-defined unit costs based on data
gathered from national and international dredging contractors and consultants.
KEY WORDS: Dredging, Sediment, Economic, Tool, Model, Analysis, GDP, Jobs
1

INTRODUCTION

This paper presents an economic model developed to analyse
the management of dredged sediments. This provides a
potential management tool to support the sustainable use of
dredged sediments, which continues to be a major challenge
for many ports, harbours and river authorities worldwide. The
paper also contributes to enhancing the knowledge base of
dredged sediment management in an economic context.
Dredging involves the removal of sediments from the aquatic
environment, including port and harbour navigation channels,
berthing areas, marinas and river environments. This activity
is essential to providing navigable access to waterways and
maintaining this essential infrastructural component and by
extension critical to international trade and development in an
interconnected world.
The cost of sediment management can be significant,
particularly for smaller ports. The primary management
approaches generally involve disposal or beneficial use (with
or without treatment). Disposal practice may involve disposal
at sea or on-land. Beneficial use with an identified positive
end-use for dredged sediment is preferred, if feasible, and
many different forms of beneficial use are practiced. The
beneficial use of dredged material can be generally divided
into the following categories: Engineering Uses;
Environmental Enhancement; and Agricultural and Product
Uses.
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Ireland, although its dredge sediment volumes are relatively
low in an international context, faces a range of challenges
similar to countries that generate significantly larger dredging
volumes. These management challenges include seeking
feasible alternatives to disposal at sea for clean,
uncontaminated sediment (particularly for the finer grained
fraction) and addressing the requirements of managing
contaminated sediments primarily for capital projects.
Primary responsibility for dredge sediment management in
Ireland lies with the main commercial ports who have an ongoing maintenance dredge requirement. Dredged sediment
management issues, practice and trends in Ireland have
previously been presented by, for example [1], [2], [3].
A wide range of factors may influence the most appropriate
sediment management technique required including the
characteristics of the sediment, whether it is contaminated or
not, the dredge volume involved, the local site conditions
including site accessibility, and current local, national and
international practice. These feasibility issues are generally
dependant on a range of often inter-related technical,
economic, environmental, legislative and societal factors.
This paper focuses primarily on the economic aspects of
dredge sediment management.
The economic model presented in this paper facilitates the
analysis of the effect of a dredging project on Gross Domestic
Product (GDP) and job creation. The economic model
analyses the direct, indirect and induced effect on GDP along
with the direct, indirect and induced jobs created. The model
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assesses the potential economic impact, accounting for costs
and benefits, within the time period of the project. This means
that longer-term economic benefits derived from beneficial
use projects such as land reclamation and wetland creation,
for example, are not included in the analysis. Such an analysis
would require significant assumptions to be made on, for
example, the uses of the reclaimed land, the suitability of
wetlands to particular amenities, and also the rate at which
future income would be discounted to the present value. Such
an analysis would be sensitive to the assumptions made, and
therefore may not be sufficiently reliable and robust. Thus,
the analysis presented in this paper is prudent and is likely to
underestimate the full longer-term economic benefits of
dredge sediment management alternatives to disposal.
2

METHODS
Economic Modelling Framework

The methods for predicting wider economic impacts of
dredging are based on the use of multipliers derived from
Symmetric Input-Output Tables (SIOT), where the outputs of
one industry sector corresponds to the input of another
industry [4]. This facilitates the identification of the impact of
activities within a business or a sector across the regional or
national economy. These input-output models generate a
multiplier index that measures the total effect of an increase
in investment on employment or income. There are three
types of multiplier effect: direct, indirect and induced. Direct
effects refer to the impact on economic activity of the
industry/development. Indirect effects refer to the impact
arising from upstream or inter-sectoral linkages, such as the
income or jobs accruing to suppliers. Induced effects are
impacts arising from general household spending of those
directly
and
indirectly
employed
by
the
industry/development. This approach is well established to
model and estimate the economic impacts of industries and
developments, for example [5], [6], [7].
Figure 1 presents the general economic modelling framework
developed and the overall approach applied for dredged
sediments. It involves identification of the National
Economic Impact Area (e.g. a country), identification of the
dredging site and its sediment characteristics, preliminary
selection of the potentially feasible sediment management
options and development of the full logistical chain of project
activity (from dredge sediment generation through to ultimate
placement or disposal).

Figure 2 presents a more detailed view of the modelling
approach applied including model inputs and outputs. Direct
costs and economic impacts (direct, indirect, and induced)
form the model output. Economic impacts are presented as
contribution to Gross Domestic Product (GDP) and
employment created.

Figure 2. The implemented model structure
Direct Costs
The direct costs are the actual costs associated with
completion of the project and it is the sum of all the individual
process unit costs involved. The unit costs include essential
processes of a dredging campaign such as design,
environmental assessment, monitoring, dredging, sediment
management, dewatering, treatment, transport, and any other
relevant costs.
3

DIRECT, INDIRECT, AND INDUCED IMPACTS

The direct, indirect, and induced impacts are presented as two
specific outputs: contribution to the Gross Domestic Product
(GDP) and the resulting impact on jobs. Number of jobs in
particular industry can be estimated based on total output in
that industry.
Direct Contribution
GDP is the most common indicator of financial activity in a
specific time period. It measures the total monetary value of
all goods and services produced within country’s borders [8].
The expenditure approach, used in the economic model
developed, estimates the direct impact on GDP by how much
money is invested in the specific dredging project. The direct
jobs created include those directly associated with the
dredging project and any additional jobs created. The number
of full time equivalent (FTE) direct jobs created is estimated
based on Equation 1 [9].
Ec = FEJ(i) /TO(i)

(1)

where
Ec = Employment Coefficient [FTE jobs per million €
invested]
FEJ(i) = Full Time Equivalent Jobs in Specific Industry
TO(i) = Total Output in Specific Industry [millions of €]
The direct jobs created are then calculated as a sum of
individual sectoral direct employment as presented in
Equation 2.
DE = ∑ DC(i) * Ec(i)
where
DE = Direct Jobs Created [FTE jobs]

Figure 1. Economic Modelling Framework

DC = Industry Specific Direct Cost [€]
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Ec(i) = Industry Specific Employment Coefficient
The result is the number of jobs created per million of Euro
(€) invested.

behaviour. The indirect contribution to GDP is estimated
using Equation 6 [12].
InC = (IC*M2) – IC

(6)

where

Indirect Contribution
An increase in the final demand for a particular industry
results in an increase in demand for other linked industries
further down the supply chain. This is called the indirect
contribution to GDP. The indirect contribution to GDP is
estimated by applying sector specific Leontief Type I
multipliers to the corresponding sectoral GDP. The direct cost
of the individual elements is then deducted from this value as
presented in Equation 3 [12].
IC = (DC*M1) – DC

(3)

InC = Induced Contribution to GDP [€]
IC = Indirect Contribution to GDP [€]
M2 = Leontief Type II Output Multiplier
The induced employment represents the number of FTE jobs
created by household spending as a result of the economic
activity generated by the dredging project. The induced
employment is estimated by Equation 7 [9].
InE(i) = InC(i) * Ec(i)

where

(7)

IC = Indirect Contribution to GDP [€]

where

DC = Direct Contribution to GDP [€]

InE = Industry Specific Induced Jobs Created [FTE jobs per
million € invested]

M1 = Leontief Type I Output Multiplier

InC = Industry Specific Induced Contribution to GDP [€]

Leontief Type I multipliers are derived from the domestic
symmetric input-output tables (SIOT) using Equation 4 [10].
L = (I-A)-1

(4)

Ec = Industry Specific Employment Coefficient [FTE jobs per
million € invested]

where

The total induced jobs created is the sum of these individual
industry specific indirect jobs created.

L = Leontief Inverse Matrix

4

DEVELOPED MODEL
National and Regional Levels

I = Identity Matrix
A = Direct Requirement Matrix
The indirect employment represents the number of full-time
equivalent jobs that are created as a result of the economic
activity generated by the dredging project. The indirect
employment is estimated by Equation 5 [9].
IE(i) = IC(i) * Ec(i)

(5)

The economic model was developed for five countries:
Ireland, France, the Netherlands, Scotland, and the United
Kingdom (excluding Scotland). The set of output multipliers
and employment coefficient was derived for each country
individually based on available data from national statistics
offices, OECD, and Eurostat. Furthermore, the economic and
employment contributions were downscaled to a regional
NUTS3 level.

where

Unit Costs and Treatment Methods

IE = Industry Specific Indirect Jobs Created [FTE jobs per
million € invested]
IC = Industry Specific Indirect Contribution to GDP [€]
Ec = Industry Specific Employment Coefficient [FTE jobs per
million € invested]
The total indirect jobs created is the sum of these individual
industry specific indirect jobs created.
Induced Contribution
The induced contribution to GDP is the result of increased
personal income caused by the direct and indirect effect on
GDP, or in other words, the spending of employees. A
proportion of this increased income will be re-spent and
returned to the economy. The induced effect is estimated
using the Leontief Type II Output Multipliers. Similar to
Type I Output Multipliers, the Type II Output Multipliers are
also derived from SIOT tables where Matrix A is replaced by
Matrix B. Matrix B is formed by adding extra rows and
columns containing the information on consumer’s
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Unit costs were gathered from different dredging contractors
and engineering consultants in Ireland and other partner
countries. Treatment methods in the model include the most
common applications widely used internationally. The
economic model is flexible in terms of unit costs and allows
customisation to satisfy various possible dredging scenarios.
5

PRELIMINARY MODEL APPLICATION
Background

The economic modelling tool developed was initially
validated with data from an actual dredging project. The
validation of the economic model with real dredging project
data is required to compare the model outputs with actual
outputs in terms of the effect on GDP and jobs created.
A questionnaire was developed for the dredging project with
the focus on obtaining information to undertake a validation
of the economic modelling tool. The questionnaire was
developed to ensure that the same questions could be
subsequently asked of several different dredging projects and
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to ensure that all required information from a dredging project
was acquired to validate the economic model. The
questionnaire was divided into two sections: Inputs and
Outputs.
The inputs section contained questions which provide
information on the operation of the dredging project e.g.
sediment volumes, sediment contamination levels, particle
size, dredging methods, treatment, beneficial use practices,
disposal, imported material and exported material.
The outputs section asked specific questions related to the
cost of the dredging project and the number of jobs created.
The direct cost of the project was divided into the individual
activities e.g. staff time, excavating sediment, transportation,
treatment, placement, disposal, etc. The total direct cost of the
project was the sum of staff time and the cost of the dredging
operation from planning to construction. The jobs created
from the project were calculated by obtaining information on
the total number of staff that were involved including full
time, part time, sub-contracted and hired by sub-contractors.
This questionnaire was completed by Scottish Canals who
were responsible for the dredging project, in Falkirk,
Scotland. Scottish Canals and are one of the SURICATES
project partners.
Project Description
3

Scottish Canals mechanically dredged approximately 533m
of uncontaminated sediment from a canal near Falkirk,
Scotland, as shown in Figure 3. Material was dredged from
the canal using a floating excavator and loaded onto barges.
Material was then floated to the offloading point where a long
reach excavator transferred the material from the barges into
tipper lorries, which transported the material to a nearby
offloading site.
The material was utilised for a bio-engineering pilot scheme,
as shown in Figure 4 where construction work is underway.
Material is dewatered naturally by letting the water drain into
the ground and overflow into nearby rubble drain. The
treatment method is planting of the material with reed canary
grass (Phytoconditioning). This pilot project is one of the
pilot schemes in Scotland on the EU Interreg SURICATES
project. For information purposes there is also, as part of the
SURICATES project, a large scale pilot scheme being
undertaken in the Netherlands where 500,000 m3 of dredged
sediment is being relocated within the Port of Rotterdam.

Figure 3. Falkirk Site Location

Figure 4. Falkirk Site - Pilot Case Study
Validation of the Economic Model
Scottish Canals provided all the necessary information
required to validate the economic model. This included the
following project inputs: the type of dredging operation,
beneficial use type and methods, disposal type and methods,
import of material and export of sediment, along with the
outputs such as: direct cost breakdown and total jobs created
from the dredging project.
Results
The economic model was applied to the dredging project in
Falkirk. The actual cost of the dredging project was €57,153
and 0.67 jobs were created. The effect on GDP and jobs
created from the Falkirk site can be seen in Figures 5 and 6,
respectively. The economic model estimated a direct cost of
€63,205, which is an approximately 11% increase on the
actual direct cost of the dredging project provided by Scottish
Canals. The economic model estimated that the dredging
project would create 0.42 direct jobs, which is a 37% decrease
on the actual direct jobs created of the dredging project
provided by Scottish Canals.
The preliminary results obtained from the validation of the
economic model on a small-scale dredging project in
Scotland are quite satisfactory. The approximately 11%
difference in the direct cost results gives confidence in the
application of the economic model. However, this dredging
project in Falkirk, Scotland was of a small-scale and further
validation is required for larger projects to more fully validate
the economic model.

Figure 5. Falkirk Project – Modelled Effect on GDP
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ABSTRACT: Phosphorus (P) is a finite naturally occurring mineral that is vital to sustain all life. In recent years, numerous
technologies have been developed to recover P from a variety of wastewater streams and return it to the soil as a P rich fertiliser,
closing the P-cycle and reducing P losses to receiving waters. Many of these recovered products have varying physical and
chemical properties differing from commercial mineral P fertiliser. The research aims to develop a growing medium, of a
consistent uniform nature, that can be sourced or manufactured readily, to establish a uniform platform to test the nutrient
availability of a variety of recovered phosphorus fertilisers, by reviewing their effects on potted grass dry matter production.
The suitable growing medium must have insignificant levels of available phosphorus within the structure of the medium, to prove
that the absorbed P through the roots originated from the applied fertiliser and not from the residual P present in the growing
medium and where possible the growing medium should mimic the physical and chemical characteristics of the soil.
Three design iterations were conducted by blending a variety of sands, silts and clays to form a uniform well-structured growing
medium, capable of supplying plant roots with the required quantities of air, water and nutrients, in the absence of P or other
organic materials. As each element of the mix was added in the form of dry material, an expansion coefficient was developed for
each product, to allow for the expansion of the hydrated mineral elements. Slow hydration and mixing of the constituent products
is vital to sustain the growing medium structure. The growing medium design and development process has created a repeatable
and uniform growing medium suitable for testing P-rich recovered P products.

KEYWORDS: Phosphorus, phosphorus recovery, pot trials, growing medium.
1

INTRODUCTION

Phosphorus (P) plays a central role in the energy regulation of
all organisms [1]. P naturally cycles between land and water
however, human activity has impacted the natural P-cycle to
create the “modern phosphorus cycle” [2]. One factor in the
creation of the modern P-cycle is the use of inorganic artificial
mineral P fertilisers, that are produced from the processing of
finite P rich rock (phosphate rock), these fertilisers are a vital
ingredient in food production and are critical to sustaining
modern farming practices [3].
The continued use of finite P rock to produce inorganic
phosphorus fertilisers will eventually deplete natural P rock
reserves and this will have serious implications for the future
of phosphorus supplies and global food security [4]. Coupled
with this, the overuse of mineral phosphorus fertilisers has led
to the “degrading of natural water including eutrophication of
surface water supplies, significant soil loss, and expanding

coastal dead zones” [2]. One route of P losses and subsequent
surface water degradation is through the municipal wastewater
stream, which has been exacerbated by the sanitation revolution
which adversely changed the P-Cycle [5].
In recent years efforts have been made to recover P from
municipal wastewater streams preventing P losses, while
closing the modern P Cycle by producing high-value P rich
fertiliser. Numerous technologies have been developed to
recover a range of P products from a variety of P rich municipal
wastewater streams [6].
Generally recovered P fertilisers like Struvite have lower
water solubility then commercial P fertilisers [7], the lower
water solubility results in what is considered as slow-acting
fertiliser, which is broken down by the soil and plant-based
acids before being released to the plant [8]. The phosphorus
content of marketed inorganic artificial fertilisers is determined
by chemical extraction methods set out by the 2019 fertiliser
regulations [9]. The low water solubility and often high organic
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P content of novel recovered phosphorus products make the
effective determination of P content challenging when using
standard mineral extraction methods. Greenhouse and field
trials are the most effective way to determine P availability of
P rich material [10]. The relationship between a soil’s P content
and plant P uptake is noted as linear [11]. To ensure that P
absorbed by the plant during the trial period is provided by the
applied treatment and not by the growing medium itself, a P
deficient growing medium should be used. An effective
growing medium must possess the physical, chemical and
biological properties necessary to support healthy root growth
in the challenging environment of a container [12].
To satisfy these properties an artificial growing medium was
developed, the physical properties of the growing medium are
provided by the mineral content [1]. Equal amounts of sand, silt
and clay create a clay loam texture and represent the optimum
soil texture [13]. Weil and Brady define that the texture class of
soil is determined by the weight of its constituent products [14].
However, when the dry materials are combined and hydrated
the expansion of the mineral components must be accounted for
to ensure the desired soil texture is obtained. Once hydrated
bentonite clay has a large surface area, that allows for potential
expansion up to 536% of its original weight when hydrated
[15]. The mixing of sand, silt and clay to form a growing
medium is an engineered solution providing a phosphorus
deficient growing medium. Handreck and Black state “It
cannot be classed as soil, as it has not been subjected to the
slow, centuries long changes that take place in moist, oxygenrich soils. Therefore, does not contain the range of minerals
found in any normal soil” [16]. It also does not contain organic
matter and vital micro-organisms that give soils their true
complexity. Therefore, the arrangement of mineral particles is
termed as “growing medium”.
2

METHODS AND MATERIALS
Growing medium development

Initially, peat moss, municipal solid waste (MSW) compost and
coconut coir were investigated as possible growing mediums,
however it was discovered all materials contained varying
elevated levels of measured Morgan’s extractable P of between
2.6 and 21.4 mg/L. The organic nature of the materials
especially the MSW compost poses a significant issue
concerning repeatability and consistency of product. To reduce
the variability of the growing medium it was determined that
where possible organic material should be omitted from the
design mix.
Three variations or generations of mineral mixtures were
trialled to form a suitable growing medium with insignificant
levels of available phosphorus and suitable chemical/ physical
properties. The mineral materials that were used to form the
initial growing medium blend included kaolinite clay, bentonite
clay, granite/marble dust, natural silt, granite sand and
horticultural sand.
The first generation of growing medium contributed to the
building of the body of knowledge required to develop the
processes required to manufacture an effective growing
medium. The constituent materials used were readily available
mineral constituencies of horticultural sand, bentonite clay and
natural river silt, the information gathered within the initial
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development process was vital to the success of later
generations of growing medium.
2.1.1

pH testing

The growing medium pH is a vital consideration when
designing and constructing a growing medium. The optimum
soil pH varies by crop type however, for grassland production
the optimum is at or above pH 6.3 [1]. Where the soil/growing
medium pH is too low around pH 5.0, P is fixed or bound by
high levels of aluminium where it is unavailable for plant roots.
High soil pH of 8.0 generally occurs in over limed or high
limestone soils where soil P may be fixed by calcium [17]. The
constituent growing medium product pH was determined
following the procedure set out in Standard Instrument No.
SI 605 of 2017 [18].
2.1.2

Material blending

Several mixing processes were trialled to adequately blend the
constituent products of the growing medium, to form an evenly
mixed and cohesive medium while allowing air and water
freely move through the blend. Firstly, a wet mixing and
kneading mixing process was conducted, by laying the wet
natural silt on the laboratory tabletop, the dry clay and sand
were intermittently layered on top before the mix was folded
and blended. It was discovered that this process excluded air
from the growing medium pores resulting in a compact and
dense medium wholly unsuitable to support plant growth.
The second method trialled a dry mixing and infiltration
process of medium hydration. The method was conducted by
placing a quantity of dry growing medium in porous bottom
containers, the containers are placed in the shallow pan before
10mm of deionised water was added. It was discovered that the
clay within the growing medium created an impermeable
barrier preventing total uniform hydration of the medium.
To protect the growing medium from the adverse effects of
compaction induced by the wet mixing process, a dry mixing
procedure was developed. This procedure thoroughly mixed
the dry growing medium components until a uniform and even
coloured blend was achieved. The mix was then slowly
hydrated by spraying the blend with deionised water, while
gently hand mixing to form a light crumble structure. This
ensured a constant even mix of desired texture was obtained,
with sufficient structure to allow air and water to move freely
through the medium.
2.1.3

Mineral expansion

When hydrating the dry growing medium it was noticed that
the mineral constituents of the mix were changing or expanding
at different rates depending on the surface area of the mineral
constituent. To prevent the mineral expansion from skewing the
overall growing medium texture, a reduction factor was applied
to each of the mix components. The reduction factor was
determined by gradually blending water and the individual
mineral on a stainless steel surface with a pallet knife until the
resultant mix started to display liquid properties.
Where on it is assumed that the mix component has reached
its water holding capacity, mirroring the saturated pot
conditions and mineral expansion. The saturated material was
sampled and dried, to determine the moisture content, by drying
the sample at 100 degrees Celsius until a constant mass was
achieved. The water content was expressed as a percentage of
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the total mass, from this the Expansion Coefficient factor can
be determined using Equation 1. Results for the range of
materials used in the third generation (3G) growing medium are
shown in Table 1.
𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑒𝑛𝑡 = (

𝐷𝑟𝑦 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙
)
𝑊𝑒𝑡 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙
Eqn. (1)

Table 1. Mineral materials and expansion coefficient
Material

pH.

Kaolinite clay

Expansion
coefficient
0.46

5.5

Particle
size (mm)
< .002

Bentonite clay

0.17

9.1

< .002

Manufactured silt

0.64

7.2

< .063

Granite sand

0.75

8.1

2.0-0.212

Horticulture sand

0.78

8.3

2.0-0.212

Second generation growing medium
The second-generation (2G) growing medium used
horticultural sand, kaolinite clay and manufactured silt, mixed
in a 60:20:20 ratio. Kaolinite clay (China clay) was introduced
to increase growing medium drainage, as from research it was
discovered that kaolinite has a liquid limit of 50.5% as opposed
to bentonite clay, which has a liquid limit of 390.5% [15].
Kaolinite clay also has a lower pH of 5.5 which aids the overall
growing medium to achieve the optimum growing medium pH
for grass production.
The raw material for the manufactured silt was obtained from
the marble/granite manufacturing industry. The material was
retrieved in sludge form and was produced as a result of the wet
cutting and shaping of granite and marble stone, the fine
material (dust) produced from the cutting blades is washed
away from the cutting face by the cooling water and stored in
an on-site tank.
The material was first passed through a 212µm sieve to
remove large unwanted particles, before being washed through
a 63µm sieve. The material which passed was allowed to settle
in the wash water for a duration of one hour, after which the
liquid and subsequent colloidal material were decanted off, the
resulting material was allowed to air dry.
The mineral expansion and pH of the manufactured silt were
obtained following the procedure outlined for the first
generation of growing medium. The analyses of the
manufactured silt determined that it has a pH of 7.2 and an
expansion coefficient of 0.64.
The 2G growing medium was produced using the mixing and
hydration process outlined in Section 2.1. The overall
characteristics of the 2G growing medium were classified as
unsuitable for a growing medium as it had an elevated pH of
8.4 to 8.7. It was also noted from research that kaolinite clay
has a relatively low cation exchange capacity (CEC) or ability

to catch and hold nutrients with respect to bentonite clay [14].
For further generations of growing medium alternative low pH
sand would need to be sourced and included in the mix, to
efficiently lower the pH of the growing medium, as the largest
constituent products of the medium, its inclusion has the
greatest effect on the medium pH.
Third generation growing medium
The 3G growing medium evolved from the previous
generations. The medium was designed and the constituent
materials were added to meet the challenge posed by the
required physical and chemical properties including deficient P
level, pH, CEC, texture, drainage, medium structure and
repeatability.
The constituent products of the 3G growing medium included
granite sand, manufactured silt, kaolinite clay and bentonite
clay. Bentonite clay was added to the design mix to increase the
theoretical CEC capacity, however it had the adverse effect of
raising the overall medium’s pH to 8.8. The medium displayed
good characteristics for drainage and porosity. The growing
medium P level was determined by an external accredited
laboratory using Morgan’s extraction process as outlined in SI
No.605 of 2017 [18]. The 3G growing medium achieved a
Morgan’s extractable P level of 4.45mg/L, which is classified
by the phosphorus indexing system outlined in SI No.605 of
2017 [18] as having a low plant-available P content, with a
plant growth response to applied P fertiliser likely to occur. The
constituent components and characteristics of the 3G growing
medium are presented in Table 2.
Sand growing medium
Sand was initially considered for the use of a growing medium
to test the plant available P content of recovered P products.
However, through research, it was determined that sand alone
does not contain the correct physical and chemical properties
to support plant life and to trap and hold nutrients in plantavailable form [14].
Granite sand was included as a second growing medium, to
form the comparison to benchmark the performance of the 3G
growing medium. The granite sand has a pH of 8.1 and very
low Morgan’s P content of 1.96 mg/L as shown in Table 2.
Table 2. Growing medium components and characteristics
Medium pH
Sand
Silt
Clay Morgan Morgan
type
%
%
%
P
K
mg/l
mg/l
3G
8.8
60
20 14(6)a
4.45
65.7
Sand

8.1

100

-

-

1.96

22

a

Kaolinite and bentonite clay was added to the 3G growing medium
in the ratio of 14 and 6 percent respectfully of the hydrated mix.

Recovered P fertilisers
The fertiliser trial is comprised of three test cases, trialled over
the two growing mediums, 3G growing medium and sand. The
first test case is the control and received no P fertilisation
treatment. The second and third test cases are comprised of TSP
and Struvite respectively. Both P fertilisers are applied
according to the pot surface area, at an equivalent P application
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rate of 30 kg P/ha. The P application is conducted in accordance
with SI No. 605 of 2017 [18] and based on the growing medium
P content.
The second test case is artificial phosphate rock derived
Triple Super Phosphate (TSP), produced by the Pillaert
fertiliser company. The product has elemental P content of
20.1%.
The third test case comprised of Crystal Green Struvite,
which is a commercially produced Magnesium Ammonium
Phosphate fertiliser. It is recovered from the municipal
wastewater stream by the Ostara Pearl process, located on
Slough Wastewater Treatment Plant in the UK. The Crystal
Green Struvite has an elemental P content of 12.3%, 5%
nitrogen and 10% magnesium. The test cases and fertiliser
quantities are presented in Table 3.

displayed in Table 4, to 1l of deionised water to form the P
deficient solution.
Table 4. Nutrient solution
Quantity
ml/l

Concentration

Nutrient

5 ml

1M

Potassium Nitrate

5 ml

1M

Calcium Nitrate

2 ml

1M

Magnesium Sulphate

1 ml

-

Micronutrient solution

1.5ml

15 g/l

Iron Citrate Tribasic
Monohydrate

Table 3. P Fertiliser application

3

P content
%

P required
kg/ha

P required
per pot (g)

TSP

20.10%

30

0.127

Struvite

12.32%

30

0.207

GROWTH TRIALS

Controlled environment pot trials were established using the
3G growing medium and sand to assess perennial ryegrass dry
matter (DM) production, in response to applied artificial and
recovered P fertilisers in comparison to the different growing
mediums.
The pot trials were conducted in a controlled environment
growth chamber, the lighting within the chamber is provided
by two, four bulb T5 24w fluorescent (6400K) cool white grow
lights. To mimic natural summertime growing conditions
timing of the growth chamber lights is controlled by an analog
timer that provides 16/8 hours of daylight to darkness.
The growth chamber temperature was maintained at a
constant 18°C, ensuring the trials were free from any seasonal
changes. The pots were planted with 35kg/ha of Oak Park
Perennial Ryegrass (PRG) (Lolium Perennial). The grass seeds
were graded by weight with any discoloured, damaged,
oversized and small seeds being discarded. The required
amount of seeds was planted on top of the growing medium
using a punch card to position each seed.
The pots used in the trial are P90 plant pots which have a
height and width of 90mm. The pots are filled with 500 g of dry
growing medium, the seeds are covered with an additional 50g
of growing medium and slightly compacted.
Each test case was produced in replicates of four. The pots
were placed into the pre-calibrated growth chamber and
watered three times a week to 75% of the water holding
capacity.
The growth limiting nutrients other than P were supplied to
all test cases by applying 10 mL of modified P deficient nutrient
solution weekly during the watering process. The composition
of the nutrient solution is achieved by including the elements

Sampling
After planting and fertilisation the pots were allowed to
germinate and establish for one week after which two crops of
grass were harvested at four-week intervals. The grass was cut
to a height of 50 mm using the scissors and the cut grass was
weighed. The grass dry matter percentage was obtained by
drying the grass sample for five hours at 100 degrees Celsius.
The overall grass dry matter production was obtained by
multiplying the fresh weight yield by dry matter content.
4

RESULTS
First and second cut

The third generation growing medium was produced by
combining granite sand, manufactured silt, kaolinite clay and
bentonite clay. The resulting mixture has a Morgan’s
extractable P content of 4.45 mg/l and a pH of 8.8.
The dry matter yield results for the first and second cut are
presented in Figure 1. On average the first cut produced a
higher quantity of DM yield over the second cut with the sand
and the 3G growing medium producing comparable dry matter
yields over all test cases.
0.35
First Cut

0.3

Grass DM yield (g)

Fertiliser

Second Cut

0.25
0.2
0.15
0.1
0.05
0
TSP

Struvite Control TSP

3G Growing medium

Struvite Control

Sand Growing medium

Figure 1. First and second cut dry matter yields.
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The pot dry matter crop yield for the first and second cut was
combined and analysed using the statistical software package
R, the comparison of test case dry matter production means is
conducted using the Tukey, multiple comparisons of means
with a 95% confidence level.
The 3G growing medium produced a similar grass yield trend
to the sand growing medium with the Struvite test case
producing the largest average quantity of grass DM at 0.299g
per pot, producing over 63% more grass dry matter than the
control. However, the variance in the data produced a result
with no statistically significant at a 95% confidence interval.
The Struvite test case produced the largest quantity of grass
dry matter when tested on the sand growing medium, at 0.293g
DM per pot, which related to a statistically significant increase
of 37% over the dry matter yield of the control. Unlike the 3G
growing medium, the TSP test case on the sand medium
produced a lower quantity of grass dry matter than the control,
this resulted in a statistically significant difference between the
TSP and the Struvite test case. The reduced DM yield of the
TSP is possibly a result of the TSP’s high solubility and the
sand’s high leaching capacity.
The combined first and second cut dry matter comparison
between fertiliser test cases and growing mediums are
presented in Figure 2.
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ABSTRACT: Cracks are the early sign of degradation in a concrete structure and are, therefore, their detection is integral during
the routine inspection and maintenance of concrete structures. Automatic crack detection using conventional image-based methods
use complex image processing’s techniques to extract the crack features from the images. These complex methods, however,
underperforms when faced with the challenging environment of a tunnel structure due to the variation in illumination combined
with the crowded image data caused by pipes, steel mesh, wires and other tunnel facilities. To overcome the difficulties posed by
the underground environment, this paper proposes an image-based crack detection method using Convolution Neural Network
(CNN). The CNN will avail of transfer learning in the form of the VGG16 model with weights transferred from ImageNet and
then be trained and tested on 3’000 images of 256 x 256 pixels in size. The proposed method archived of 87%, 86% and 86% for
Precision, Recall and F1 score respectively. The performance of the proposed method shows that a CNN crack detector can
effectively overcome the unfavourable tunnel environment and perform to a high standard.
KEY WORDS: Tunnel infrastructure, Automated inspection, Image processing, Crack detection, Tunnel assessment
1

INTRODUCTION

Over the last number of decades, the growing urbanization of
many countries around the globe has led to increasing demand
for underground infrastructure, for example, tunnels for public
transportation and utility service. Compared to surface
buildings above the ground, underground tunnels are more
likely to serve beyond their original design life even decades
after construction.
Due to corrosion, carbonation and other environmental
influences, tunnel structure inevitably deteriorates with time
potentially posing a risk to the functionality in the long term.
To ensure tunnel serviceability, periodic tunnel inspections
must be carried out. Conventionally, the inspections are
undertaken by trained professionals, examining the surface of
miles of tunnels in search of defects such as water leakage,
spalling, cracking and deformation
Any defect found in the tunnel is logged in relation to severity
and location, which allows for a comparison to prior and future
surveys of the tunnel. Nevertheless, this conventional manual
method is a costly, time-consuming and inevitably subjective
method of inspection.
One of the standouts in the development of structural health
monitoring is computer-driven vision-based defect detection of
civil infrastructure, which relies on image processing
techniques [1] and convolution neural networks [2].
Recent studies report that automated crack detection of the
road surface can achieved an 80% accuracy, even if images are
simply gained using cameras equipped on an ordinary car
driving at a speed of 130km/h [3]. In addition, the area of
defect detection in bridges has also achieved very high
accuracy’s in recent times as reported in [4], where a 96%
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accuracy of faults in bridge bolts is attained. However, in this
structural health monitoring development serge, the imagebased technology for underground infrastructure is dwindling
behind that of other civil structures above the ground. The
reasoning behind this lack of development in comparison to its
other civil structural counterparts is due to the difficulties that
an underground tunnel environment proposes: the lighting or
lack thereof lighting creates a very challenging environment.
Which subsequently impacts on the image acquisition as the
dark environment makes it extremely difficult to collect quality
image data. This lack of quality data has the knock-on effect of
making it difficult to create a vision-based defect detection in
the civil environment. Even with the different challenges that
the tunnels provide in comparison to different civil structures
the ideologies of a crack detection image processor are
identical. Attard et al [1]. carried out a very detailed review on
the limited literature resources in the area of crack detection in
tunnel environment, where new and intuitive technologies are
being used in for image processing for crack detection in
tunnels.
This research will use the area of deep learning in an
underground tunnel infrastructure to develop a crack classifier
that can be used to increase the accuracy, reduce the time and
the subjectivity of the traditional method The proposed method
will incorporate Deep Convolution Neural Network (DCNN)
accompanied by Transfer Learning (TL) for automatic crack
detection and classification. This transfer model will be tested
on images from miles of tunnels at the European Centre for
Nuclear Research (CERN) near Geneva, Switzerland.
The rest of the paper is divided as follows. A review of the
state-of-the-art crack detention in a tunnel in relation to image
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processing techniques and Convolution neural networks
(CNN’s) and their corresponding theory’s in methodology’s
Experimental study is then presented which include
descriptions of the dataset used, the architecture of the
proposed CNN and the results. Finishing with the conclusion
and future works.
2

METHODOLOGY

Compared to conventional physical inspection,
automated crack detection based upon Convolution neural
networks (CNN’s) has not yet been widely implemented in
civil/tunnelling engineering. In this regard, an account of the
image processing crack detection method is described in this
section as well as a breakdown of the CNN architecture and its
relevant related theories.
Image processing
Image processing is the method of performing some operations
on an image, in order to get an enhanced image or to extract
some useful information from it. It is a type of signal processing
in which the input is an image and output may be image or
characteristics/features associated with that image. Over the
last number of years, the developments made by the computing
community in the areas of computer vision has been staggering
this has had a knock-on effect into the civil engineering world.
With these developments, the availability of the technologies
has become more accessible in turn leading to a greater number
of projects on image processing used in the civil engineering
spectrum.
Mohan et al. [5] have done a critical analysis of 50
image processing techniques for crack detection in a wide
variety of objects from pavements to steel welds. Within this
critical analysis the advantages of the image processing over
conventual methods areas are shown along with the variety of
methods that can be used accompanied by their equivalent
accuracy.
Image acquisition
Pre-processing

2. Pre-processing - The collected images are subjected to the
desired process such as segmentation, blur reduction etc. This
pre-processing stage reduces the undesirable data in the images.
3. Image processing - The pre-processed Images are further
processed this time by more sophisticated techniques. Here
different aspects of the image will be extracted using different
methods (the two most commonly adopted are the
morphological and thresholding approaches).
4. Crack detection- At this stage the processed images are
examined under given criteria and the image are categorized as
crack or non-crack.
The additional step of parameter extraction may be
selectively used to extract the desired features from the detected
crack image such as crack length, width and direction.
Of the 50 papers examined by Mohan [5], 22 of them are
concentrated on crack detection, with the rest extending on to
the feature detection.
A crack detection system that is based exclusively
on image processing techniques is examined in [7]. The
processing system consists of 5 steps. The first 3 steps are for
preprocessing and the last of the steps use image processing as
shown in Figure 3.
The first of these steps is line enhancement, as generally
crack areas are darker than that of their surrounding areas. With
this area in the images with darker intensity in comparison to
its surroundings are set to zero.
Step 2 a noise removal technique is employed, where small
‘salt and pepper’ noise created from step number one is
removed this step also converts the output to a binary image.
Step 3 is the removal of straight lines caused by wires
construction joints pipes etc. in the image by using the
probabilistic Hough transform [8].
Step 4 uses shape filtering provides the start to the image
processing. This step uses minimum enclosing circles to
emphasize the curvature of the cracks.
Step 5 the image is then subjected to the ‘opening by
reconstruction’ morphological operator. This operator works
by reconstructing the image ‘from a set of starting points
(seeds) and then grown in flood-fill fashion ton include
complete connected components.
Convolution neural networks (CNN’s)

Image processing
Parameter extraction

Crack detection

The architecture of a CNN can be summed up as a stack of
layers that are executing a differing computational operation on
the data input as shown in Figure 2. In this section, the standard
layers and functions in CNNs will be introduced first, followed
by the description of some CNN's applied in the civil
engineering field.

Figure 1 - images processing crack detection architecture flow
chart.

The architecture shown in Figure 1 is that of a crack
detection-based image processor [6]. The structure consists of
a simple 4 step crack detection image processor with an
additional step for feature extraction if desired. The steps work
as follows:
1. Image acquisition - The images are collected for
subsequent processing. The images of which can be processed
are not exclusive to standard camera images and can extend to
ultrasonic, radar and many more.

Figure 2- illustration of the architecture of a standard CNN for
crack detection.
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computational cost. The downsampling of the data reduces the
spatial size, but reserves the important information, aiming to
minimize the overfitting in the model. In general, there are two
methods of pooling: mean pooling and max pooling, and the
latter is more suitable for image data processing [9]. The
method of max pooling is illustrated in Figure 5 below.

Figure 5- Max pooling Process.

Figure 3- The images that are output by each stage of the image
processer in [7].Top left original image.Top Right line
enhancement.Middle left noise removal.Middle Right removal
of straight lines.Bottom left shape filtering.Bottom right
opening by reconstruction morphological operator final output.

2.2.1

Theory of the CNN’s layers

Convolution layers - As the essence of a CNN, the
convolution layers are composed of multiples of feature maps.
Each of them consists of neurons arrayed in a rectangle and
share weights called convolutional kernels otherwise known as
filters. The kernels are normally initialized and then learn
reasonable weights during a training process. During the
convolution operation, the kernel convolves with the upper
neurons at a set stride in addition to bias is being added. Figure
4 shows the convolution process working on an input array with
a bias set at 0 and working with a stride of 1.

Activation function – The most typically used nonlinear
activation function in artificial neural networks is the sigmoid
function (𝑓(𝑥) = (1 − 𝑒 −𝑥 )−1 ) and tanh function (𝑓(𝑥) =
tanh(𝑥)) . These are two saturating nonlinear functions
meaning that the values are compressed within a range such as
[-1,1] and [0,1] for tanh and sigmoid respectively. The ReLU
activation function was introduced in [10] as a new nonlinear
function as shown in Figure 6 in comparison to that of the
sigmoid and tanh functions. The figure shows that the ReLU
function is not compressed within a range and only gives an
output value if the input is a positive one. Therefore, ReLU is a
non-saturated nonlinear function. As the gradients of the
function being either zero or one it only allows the training of
positive input neurons permitting the ReLU function to achieve
faster calculations and convergent speeds than that of the
sigmoid and tanh functions

Figure 6- Nonlinear Activation Functions.

Figure 4- Convolution procedure.
Pooling layers – Pooling layers are located after the
convolution layer to reduce the size of the data. After the
convolution operations, the output neurons all include some
information on the input neurons. This process causes
information redundancy and inevitably increases the
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Softmax activation - To classify input data, it is necessary to
have a layer for predicting classes, which is usually located at
the end of the CNN architecture. The most commonly used
method for these predictions is the Softmax function given by
Equation (1), which is expressed as the probabilistic expression
p(y(i)= z | x(i);W)for the 𝑖 𝑡ℎ training example out of m number
of training examples, the 𝑗𝑡ℎ class out of z number of classes,
and weights W, where 𝑊𝑛𝑡 𝑥 (𝑖) are inputs of the Softmax layer.
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The sum of the right-hand side for the 𝑖 𝑡ℎ input always returns
as 1, as the function always normalizes the distribution. In other
words, Equation (1) returns probabilities of each input’s
individual classes
𝑃(𝑦 (𝑖) = 1|𝑥 (𝑖) ; 𝑊)
(𝑖)
(𝑖)
⌈
⌉
𝑃(𝑦 (𝑖) = 𝑧|𝑥 (𝑖) ; 𝑊) = ⌈𝑃(𝑦 = 2|𝑥 ; 𝑊)⌉
⋮
⌈
⌉
(𝑖)
(𝑖)
⌈𝑃(𝑦 = 𝑧|𝑥 ; 𝑊)⌉

methods are the training methods and data base size in [13] here
is a bank of 40’000 images in comparison to 60’000. The other
difference being the training time as in this case the model is
only trained for 60 epochs but achieves its highest accuracy
after 49 epochs of 98.22% and only takes 1.5 hours to carry out
the training this is only a 0.85% difference in accuracy with
10.5hours less training. This is a minuscule amount of training
in comparison but is not much of a difference in the resulting
accuracy.
2.2.3

𝑇 (𝑖)

𝑃(𝑦 (𝑖) = 𝑧|𝑥 (𝑖) ; 𝑊) =

2.2.2

∑𝑧𝑗=1

𝑒 𝑤1 𝑥
𝑇 (𝑖)
1
⌈𝑒 𝑤2 𝑥 ⌉ (1)
𝑇
(𝑖)
⌈
⌉
𝑒 𝑤𝑗 𝑥 ⌈ 𝑇⋮ ⌉
(𝑖)
⌈𝑒 𝑤𝑍 𝑥 ⌉
i = 1,… ,N

Crack Detection using Convolution neural networks

An imager-based crack detection CNN is investigated in
[11]. The CNN developed in this research was developed by
the modification of AlexNet model[12]. AlexNet is an 11
layered structure consisting of 5 convolution layers 3 maxpooling operators 3 fully connected layers with the last of these
full connected layers using the Softmax activation as the
classification layer. AlexNet was developed in 2012 to compete
in the ImageNet competition, which is a competition where a
classifier must go through millions of images and put the
images into one of the 1000 available classes.
These modifications of the AlexNet model are made at the
beginning and the of the CNN architecture, where the size of
the input image was changed from 227 x 227 pixels to 256 x
256. The second alteration to the model comes at the end with
the last Softmax layer, which is changed from a 1000 node
classifier needed for ImageNet to a 2-node binary classifier of
crack or non-crack images. This model was trained using 1250
images, which were cropped to uniform sizes on 256 x 256
pixels to facilitate CNN training. After the cropping of the
image, a total of 60’000 images constitute the training data set.
Every single one of these sub-images had to be manually
classified to with crack or without crack. The CNN was trained
extensively with a 4:1 ratio of training images to validation
images with for 1500 iteration which took 12hrs while it
achieved a validation accuracy of 99.07%. In the next step, 205
additional images are used to test the trained CNN algorithm
based on the scanning method. Where a sliding window of the
same size as training images 256 x 256 is used. When the
window slides into position, the CNN classifier will classify
that window in that position if the window is classified as a
crack it is retained otherwise it is removed. Each image is
scanned twice to allow for better results. This method results in
very high accuracy with one image recording 99.09% of the
crack area and even has the ability to pick up on micro-cracks
of size 90µm roughly 2 image pixels.
The damage detection CNN used in [11] shares a lot of
similarities to that of [13] as it uses an 8 layered manipulated
AlexNet model, crops its images to 256 x 256 for the purpose
of training and tests on larger images while using the sliding
window classifying technique. The main differences in the

Transfer learning

The CNN discussed above along with all other CNNs trained
from scratch all require a large amount of annotated data to
train the weights in the model to a high degree of accuracy.
However, in many domains including tunnels, there may be not
sufficient annotated data to train a CNN from scratch. To tackle
this problem of database size the use of transfer learning can be
implemented. The principle of transfer learning is that it is more
efficient to use a deep learning model such as AlexNet or VGG
which is trained off ‘big data’ and ‘Transfer’ there learning
ability to a new classification method such as crack detect
shown in [14]. This is done by using the characteristics learned
at different layers of the network's training on the ‘big data’ and
leveraging them for a different classification project. Different
layers of the model correspond to characteristic learned for
example, the initial layers extract edge and colour information
with the later layers encode shape and textures, knowing this
allows the transfer as much or as little of the information as
required. This transfer of knowledge aids the creation of a
CNNs with exponentially less data [14], in some cases transfer
leaning projects have out preformed that of CNNs trained from
scratch such as in [15], [16].
3

EXPERIMENTAL STUDY

This research aims to develop a crack detection convolution
neural network in a tunnel environment. Due to lack of
sufficient tunnel crack image dataset, this project employs
transfer learning method to make the crack detection classifier
instead of creating a CNN trained from scratch. In the following
section, a description of the database used the structure of the
model used and the results gained from the said model are
described and discussed.
Data set
To create a data base (DB) by segmenting images and
annotating them as crack or no crack such as the method used
in [13, 11] is very labour intensive along with being extremely
expensive. Therefore, the use of an open-source dataset in the
form of SDNET2018 [17] was chosen. This DB is made up of
crack and non-cracked images from concrete structures in the
form of bridges walls and pavements but none from tunnels.
The images in the DB have a great crack variation concerning
direction and size with the variation in crack size from 0.06mm
to 25mm. The dataset also includes images with a variety of
obstructions, including shadows, surface roughness, scaling,
edges, holes, and background debris. A smaller DB is made for
training this projects CNN. This DB is made up of 2’500
images for training, 250 for validation and a further 250 for
testing. The images taken out of the SDNET DB were to
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resemble the tunnel environment in the best way possible. The
images are in colour (RGB) and have a size of 256 x 256 pixels.
Before the images are feed into the CNN pre-processing is
used to enhance the crack in the images, this allows for better
feature extraction and processing speed as the noise in the
images are reduced. The adaptative threshold method of is
implemented in the pre-processor stage and an example of the
results are shown in figure 9.
CNN Architecture
Input image

Convolution 2d 4-1
2d

Convolution 2d 1-1
2d

Convolution 2d 4-2
2

Convolution 2d 1-2
2d

Convolution 2d 4-3
2d

Max pooling 2d

Max pooling 2d
ng 2d

Convolution 2d 2-1

Convolution 2d 5-1
2d

Convolution 2d 2-2
2d

Convolution 2d 5-2
2d

Max pooling 2d

Convolution 2d 5-3
2d
Max pooling 2d

Convolution 2d 3-1
2d
Convolution 2d 3-2
2d

Flatten

Convolution 2d 3-3
2d

Dense (ReLU)

Max pooling 2d

Results
As a small data set is being used in conjunction with transfer
learning it is not essential to train the model for a huge amount
of time. This the case of this paper the model was trained off
2’500 images and validated on 250 images for 50 epochs and
achieved a very high accuracy as shown by figure 8. The
highest accuracy of training and validation were 98.2% on the
49th epoch and 89.1% on the 47th epoch respectively.
However, to truly scrutinize the performance, adaptability and
robustness testing of the model is carried out, by inputting 250
images that the CNN has not been trained or validated on. The
model achieves a test accuracy of 88.5% which is comparable
to that of the validation accuracy of the 50th epoch showing
there is no degradation of the accuracy in the CNN.
Table 1 below illustrates the classification metrics of
precision, recall and F1 score from the testing are shown. These
give a better insight to the model performance as it breaks down
the accuracy even further. Precision represents how much of
the detected cracks were actually cracks done by ratio ‘true
cracks’ detected to the total number of cracks identified. Recall
represents how much of the actual cracks are detected by the
ratio of ‘true cracks ‘detected to the total number of actual
cracks. The F1 score is the weighted average of both precision
and Recall. This a better insight than accuracy as it considers
the false positives and negative of the model.
Table 1- Precision, Recall, F1-Score values of each class with
the average providing the models performance
Type
Crack
No Crack
Overall Model

Dense (ReLU)

Dense (Softmax)

Crack

Precision
0.93
0.81
0.87

Recall
0.78
0.94
0.86

F1-Score
0.85
0.87
0.86

No crack

Figure 7- A schematic of the 21 layered deep learning network
made up of 13 convolution layers shown in blue, 5 maxpooling layers shown in green, 3 dense full connected layers.
This study implements deep learning methods using Keras with
a TensorFlow backend. This gives access to pre-trained models
structures along with the equivalent trained weights. This
project implements transfer learning by using VGG16 model
structure with the weights pre-trained on ImageNet. With the
weights being pre-trained on 3.2 million clearly annotated
images it is proficient at distinguishing patterns and structures
in images and therefore an adept feature extractor. Figure 7
shows a schematic of the model made up of 13 convolutional
layers with small Kernels of 3 x 3, 5 Max Pooling layers with
kernels of size 2 x 2 to carry out the spatial pooling needed and
finish with 3 Dense fully connected layers with activation
functions of ReLU and Softmax. As shown by the schematic
this model is made up of a total of 21 layers, however, only 16
of these are weighted trainable layers. Of the weighted layers,
13 are the convolution layers in which the weights are pretrained off ImageNet and set to untrainable this allows for
feature extraction. This leaves the 3 dense layers as the only
trainable layers in the model, with sizes of 512, 256 and 2
neurons respectively.
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Figure 8- A plot of the performance metrics accuracy and loss
of CNN model against their equivalent epochs.
4

CONCLUSION & FUTURE WORKS

In this paper, we investigated deep transfer learning approach
using deep learning models previously trained off the ‘Big data’
image data in the form of ImageNet. This was done by the
‘Transfer’ of the learning ability of the model to automatic
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crack detection from concrete surface images acquired from
SDNET database. The overall approach of using a pre-trained
model for cross-domain image classification which proved to
be successful for vision-based crack detection as shown by the
results shown in the section above.
A lot of work can be done in the future to future improve the
performance and robustness of CNN. The main direction this
research will include:
1. Fine Tuning is another strategy of leveraging a pre-trained
model. This method is a development of the feature extraction
method used in this paper. Fine-tuning incorporates many
different approaches such as setting different learning rates for
different layers, freezing or unfreezing of trainable layers in the
model and even as simple as the re-sizing of the large fully
connected layers at the end of the model to smaller ones much
like the LeNet model
2. Create a Directional classifier by manipulating the current
binary output of the model of crack or no crack detection to one
of a multiclass directional classifier. The classes will be split up
to correspond to that of the 5 classes of a crack in [18]. This
development will not only help the inspectors in the traditional
method of inspection by highlighting problematic areas in the
tunnel lining, but also give an insight into the behaviour of the
tunnel in these problematic areas as crack direction signifies
behaviours in the tunnel lining.
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ABSTRACT: Geosynthetic Reinforced Soil – Integrated Bridge Systems (GRS-IBS) involves directly supporting a bridge deck
on top of a reinforced soil structure without the need for piles or bridge bearings. In this study, Plaxis 2D was used to investigate
the response of a GRS-IBS abutment to typical bridge loads. Four load scenarios were investigated consisting of the application
of a constant vertical load and different magnitudes of horizontal load. The horizontal load was applied in a cyclic manner. The
analysis found that the sequence of the horizontal load, its magnitude and the number of phases were all important elements in
controlling wall displacement, vertical stress, settlement and tilt at the base of the bank seat and surface settlement immediately
behind the bank seat. Overall, the displacement of the wall facing and settlement and tilt of the bank seat were dominated by the
horizontal load. Cyclic horizontal loading that had an outward, away from the abutment, component resulted in progressively
increasing wall displacement and settlement and tilt of the bank seat which were also dependent on the number of load phases.
Cyclic horizontal loads acting inwards only, did not display the progressive increase in deformation with number of load
application phases observed when an outward component acted on the abutment. The vertical stress under the bank seat was
dominated by the applied vertical bridge load and to some degree both the magnitude and direction of the horizontal load. Surface
displacement was observed immediately behind the bank seat, at the interface between the less stiff fill and the rigid bank seat, in
all analysis. Upward heave was observed when high cyclic horizontal loads were applied and downward settlement of the surface
when lower magnitude or unidirectional horizontal loads were applied to the bank seat.
KEYWORDS: Geosynthetic Reinforced Soil–Integrated Bridge Systems; Wall Displacement; Settlement; Cyclic Horizontal
Load.
1

INTRODUCTION

Geosynthetic Reinforced Soil – Integrated Bridge Systems
(GRS-IBS) is an amalgamation of reinforced soil and integral
bridge technology with the explicit aim of overcoming several
inherent problems with conventional abutment arrangements,
such as: high construction costs, long construction periods,
durability and maintenance issues due to water ingress to bridge
bearings and joints including differential settlement with the
adjoining road construction and low stability in high seismic
areas [1]. Unlike conventional integral abutment systems,
GRS-IBS involves the placement of the bridge deck directly
onto a reinforced soil structure, which is typically a segmental
block wall, without the use of vertical piles or bridge bearings,
Figure 1.
The Federal Highways Administration (FHWA) [2] have
developed a dedicated design method for GRS-IBS. However,
this method is heavily empirically based and provided a
‘recipe’ for design [2].
The main objective of this study was to develop a finite
element model using Plaxis 2D that was capable of simulating
the deformational and stress response of GRS-IBS under
typical bridge loading. The Plaxis 2D model will facilitate a
better understanding of the performance of these structures,
leading to the development of a more evidence based design
approach. This paper presents the preliminary results from the
numerical analysis looking at the response of the wall facing,
stress and settlement directly beneath the bank seat and surface
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deformation behind the bank seat when subjected to horizontal
and vertical bridge loads.

(a)

(b)
Figure 1. (a) Completed GRS-IBS structure & (b) GRS-IBS
during construction
2

METHODOLOGY

Plaxis 2D was used in this study to investigate the response of
the GRS-IBS. The GRS-IBS abutment investigated consisted
of a reinforced soil segmental block wall with the bridge bank
seat constructed directly on top.
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The Plaxis 2D model was initially validated [4] against data
from a full-scale instrumented GRS wall and finite difference
analysis [3]. In the validated model both the predicted
horizontal displacement of the wall and the predicted axial
strain in the reinforcement were found to be in good agreement
with the reported values [3] thus validating the numerical
model used in this study.
A parametric study was conducted investigating the
influence magnitude of bridge load had on the performance of
an GRS-IBS abutment. In the parametric model the wall height
was 6.0m, with a vertical facing constructed from 0.15m high
by 0.3m thick concrete facing blocks. The geogrid
reinforcement was 7m long and installed at a vertical spacing
of 0.6m (every fourth layer of facing blocks) over the bottom
4.8m, starting at 0.3 m above the base of the wall. In the top
1.2m of the wall the geogrid was installed at 0.3m vertical
spacings (every second layer of facing blocks). The use of
closer spaced reinforcement near the top of the wall is
recommended by the FHWA [2]. Additional layers of geogrid
near the top of the wall was found to significantly reduce
horizontal outward deformation of the wall [4]. The horizontal
distance from the rear of the geogrids to the model boundary
was nominally 15m, similar to that used in other studies [4].
The front face of the abutment bank seat, which was 2m wide
by 1.4m high, was located 1.3m away from the back of the wall
facing blocks. A schematic of the Plaxis 2D model is shown in
Figure 2.

Mesh, interfaces and boundary conditions
Plaxis 2D automatically created the mesh in all models, using
15-node triangular elements, providing a 4th order
interpolation of displacement. In this study, a medium mesh
was selected with local refinement around the geogrid layers at
the front face of the wall. This analysis also produced a refined
mesh along the face of the wall which provided a high-quality
displacement field to assess horizontal movement of the wall
face whilst retaining model computational time at a
manageable level. A tolerated error of 0.03 was used in all
analysis.
Table 1. Model parameters for the backfill and facing blocks
used in the Plaxis 2D analysis.
Material
Backfill
Facing
block
Material
Backfill
Facing
block

𝛾
(kN/m3)
22

𝐸50 𝑟𝑒𝑓
(MN/m2)
50

𝐸𝑜𝑒𝑑 𝑟𝑒𝑓
(MN/m2)
28

𝐸𝑢𝑟 𝑟𝑒𝑓
(MN/m2)
100

16

100

-

-

0.15

c
(kN/m2)
1

φp
(◦)
44

𝜓
(◦)
11

0.15

-

-

-

ν

Interfaces were created between the facing blocks and the
backfill soil, between the facing blocks themselves and
between the backfill and the geogrid elements. The interface
properties between the backfill and the facing blocks and
between the facing blocks themselves were modelled using a
Mohr-Coulomb model, similar to that used in other studies [3].
The model parameters (young modulus E, cohesion c, peak
friction angle φp, dilatancy 𝜓 and the elastic interface normal
and shear stiffness kn and ks respectively) are summarized in
Table 2.
Table 2. Backfill – facing block and facing block – facing
block interface properties used in the Plaxis 2D model.
Interface

Figure 2. Schematic of GRS-IBS investigated in this study.
Material properties
The structural backfill was modelled in Plaxis 2D using the
hardening soil model. The concrete facing blocks were
modelled using a linear elastic model. The basic model
parameters for the backfill (unit weight 𝛾, plastic straining due
to primary deviatoric loading 𝐸50 𝑟𝑒𝑓 , plastic straining due to
compression 𝐸𝑜𝑒𝑑 𝑟𝑒𝑓 , elastic unloading/reloading 𝐸𝑢𝑟 𝑟𝑒𝑓 , peak
angle of friction φp, dilatancy 𝜓 and cohesion c) and the facing
blocks (unit weight 𝛾, Young’s modulus 𝐸50 𝑟𝑒𝑓 , and Poisson’s
ratio, ν) are presented in Table 1. The structural backfill had a
cohesion of 1kPa, to prevent premature soil yielding in locally
confining pressure zones, and to take account of any possible
apparent cohesion due to moisture in the soil [5, 6].
The geogrid was modelled using the geogrid element in
Plaxis 2D, which is a linear elastic-perfect plastic planar
element. In the parametric study the stiffness, EA, of the
geogrid was 1500kN/m.

Backfill–
facing block
Facing block–
facing block

E
MPa

c
kPa

φp
deg

𝜓
deg

kn

ks

MN/
m3

MN/
m3

50

0

44

11

100

1

100

46

57

0

1000

40

The interaction between the geogrid and the surrounding soil
depends on the friction between the geogrid portion and also
the soil–soil contact in the apertures of the geogrid. In this
study, a reduction in interface strength of 5% was used in all
models, corresponding to Rinter=0.95 [6].
The boundary conditions at the extremities of the model were
a fixed boundary condition along the bottom of the backfill to
ensure full fixity. Along the vertical boundary at the rear of the
backfill the boundary conditions were taken as hinged, were
vertical displacement was permitted but horizontal
displacement was prevented. This allowed the backfill to
deform vertically.
The boundary conditions under the facing blocks consisted
of a stiff steel plate with a free boundary condition in the
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horizontal and a fixed boundary in the vertical direction to
allow the facing blocks to slide in the horizontal direction. A
steel plate was place at the toe to allow the wall to slide forward
slightly, independent of the backfill. The stiffness of the steel
plate was 189MPa, similar to that used in other studies [3].
A fixed anchor plate, with an axial stiffness of 4MN/m in
the horizontal direction only, was used at the wall toe. The
magnitude of axial stiffness was based on measured loads and
displacements from other studies [3, 7]. A fixed anchor plate
was also used at the top of the bank seat to represent the bridge
beams and was required to restrain the abutment from
unconditional outward movement when the bridge loading was
activated in the model. The axial stiffness of this fixed anchor
plate was 16MN/m, which was selected to limit the horizontal
displacement of the bridge beams to 1cm. The rigidity of the
bridge deck was assumed to tolerate a horizontal deformation
of 1cm, without affecting the bridge structure. Without this
anchor the GRS wall would have no restraint to horizontal
displacement.
Calculation of the bridge loads
The vertical and horizontal loads used in this analysis are
shown in Table 3 and were determined from the analysis of a
single lane bridge deck, 15m long, supported on a 2m wide and
1.4m high bank seat. The vertical traffic load on the bridge was
determined using Load Model 1 (LM1) - tandem axle and
general uniformly distributed case in accordance with the
design standard for traffic loads on bridges [8]. The shrinkage,
creep, temperature and braking force loads were calculated [9]
for Irish conditions consisting of a temperature of ± 25oC, an
ambient temperature of 15oC and a relative humidity of the
ambient environment of 70%.
Table 3. Magnitude of loads used in the analysis.
Load

Selfweight

Vertical (kN)
Horizontal(kN)

185.3
123.4

Vertical (kN)
Horizontal(kN)

Variable
traffic
load
31
36.6

Traffic
load
LM1
72
10.5

Creep

Temperature

0
-44.2

0
±73.5

Shrinkage
0
-100
Braking
force
4.3
±23

The vertical load was applied through the centroid of the bank
seat. The horizontal load was applied at the front and rear edges
of the bank seat. The horizontal load was cycled in both
magnitude and direction (inward, towards, and outward, away,
from the retained fill behind the bank seat) in the analysis. In
this study a phase refers to the application of the horizontal load
in one direction only. A full cycle, consisting of both inward
and outward application of the horizontal load was considered
to be two phases.
Four load models were used in this study, three of the models
(Models 1 – 3) were used to investigate the impact of horizontal
load cycling (inward-outward application of the horizontal
load) and a fourth model (Model 4) was used to investigate the
impact of horizontal load magnitude on the deformational
response of the wall, Table 4. The vertical load in all four
models was the same. In Model 1 the full horizontal load
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determined in Table 3 was applied to the bank seat. The
magnitude of the horizontal load was cycled between the
inward and outward values in each phase. Models 2 & 3
consisted of applying and then removing the horizontal load in
one direction only (loading-unloading). Model 2 applied the
horizontal load in the outward direction, while Model 3 applied
the load in the inward direction. Model 4 applied the same
vertical load as Models 1-3 but only half the magnitude of the
horizontal load used in Model 1.
Table 4. Load details of the models investigated in this study.
Model
number
1
2
3
4

Vertical
load (kN)
292
292
292
292

Horizontal Load (kN/m)
Inward
Outward
95
107
0
107
95
0
47.5
53.5

Construction of model
The structure was constructed in stages within Plaxis 2D, with
an analysis undertaken at each stage. The stages used in this
study consisted of:
• Stage 1: Consisted of modelling the backfill, geogrid and
facing blocks without the abutment bank seat or bridge
loadings.
• Stage 2: The the abutment bank seat and backfill
immediately behind the bank seat were added. The
analysis of this stage modelled the impact of the selfweight of the bank seat and bridge beams only.
• Stage 3: Applying the vertical load and braking force to the
bank seat, and traffic load on the backfill to the rear of the
bank seat.
• Stage 4: The application of the horizontal load, which was
applied in a cyclic manner, both inwards (towards) and
outward (away) from the bridge bank seat. Each analysis
consisted of 500 phases, were each horizontal load was
applied 500 times.
3

RESULTS AND DISCUSSION

The results from the four models investigating the impact of the
inward and outward horizontal load direction and load
magnitude on the response of the abutment are discussed in the
following sections in terms of the total wall displacement,
settlement and vertical stress under the bank seat and the
vertical deformational response, at ground surface,
immediately behind the bank seat.
Total wall displacement
The total wall displacement is presented in Figure 4. In all cases
the wall displacement was outward, away from the abutment.
The maximum horizontal deformation occurred at
approximately 4m above the base of the wall in all models,
corresponding to 2/3 of the wall height, before the wall
displacement reduced near the top of the wall. The wall
displacement increased progressively from Phases 5 (outward
load) and 6 (inward load) to phases 499 and 500 respectively,
Figure 4(a), where the dominant displacement was during the
outward case of loading in Model 1.
In Model 2, where the horizontal load was applied in the
outward direction only, the deformation of the wall increased
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progressively outward as the number of phases increased,
Figure 4(b). The magnitude of the horizontal deformation was
approximately 1/3 larger than that observed in Model 1, where
both inward and outward horizontal loads were applied.
The impact of changing the direction of the horizontal load,
from the outward to inward direction, in Model 3 reduced the
magnitude of horizontal deformation, Figure 4(c). While the
wall still deformed outward, there was no progressive increase
in the magnitude of horizontal deformation with increased
number of phases. This was a different response to that
observed in Models 1, 2 & 4 and implies that the application of
an outward horizontal load to the bank seat dominated the
deformational response of the wall, with larger and
progressively increasing horizontal wall deformations
observed when the horizontal load is applied in an outward
direction.
In Model 4, where the magnitude of both the vertical and
horizontal loads was half that applied in Model 1, the horizontal
wall deformation over the full wall height was similar in form
(progressively increasing as the number of phases increased)
and magnitude to that observed in Model 1, Figure 4(d). This
would imply that the cyclic nature of the horizontal load, rather
than the magnitude of the load, dominated the deformational
response of the wall.

consistent with the progressive increase in settlement of the
bank seat observed in this model, Figure 5(a).

(a)

Settlement of the abutment bank seat
The predicted settlement of the base of the bank seat is
presented in Figure 5. The base of the bank seat tilted outward
(away from the abutment) in all four models examined,
resulting in some differential settlement between the front and
rear corners of the bank seat, Figure 5. The settlement of the
bank seat was also dependent on the number of phases, Figure
5(a), with settlement increasing as the number of phases
increased. The tilt of the bank seat also increased with the
number of phases, the displacement at the front corner,
increased at a faster rate than that of the rear corner.
The impact of changing the loading from outward (Model 2,
Figure 5(b)) to inward (Model 3, Figure 5(c)) resulted in an
overall reduction in both the differential and absolute
settlement at the base of the bank seat. Where only outward
horizontal load was applied (Model 2, Figure 5(b)) the
settlement of the based progressively increased with the
number of phases. This response was not observed in Model 3,
Figure 5(c), where the horizontal load was applied in the inward
direction only.
In Model 4, where the magnitude of the outward and inward
loads was reduced to half the magnitude of those used in Model
1, the settlement of the abutment were of similar magnitude to
those observed in Model 1, with only a negligible reduction in
maximum settlement from 5.63 cm to 5.25 cm, Figures 5(a) &
(d).

(b)

(c)

Vertical stress under the abutment bank seat
The predicted vertical stress under the bank seat is presented in
Figure 6. The predicted vertical stress distribution under the
bank seat in all models was nonlinear, with peak values under
the bottom-front and bottom-rear corners and a minimum
vertical stress occurring midway along the base of the bank
seat.
In Model 1, Figure 6(a), the peak stress at the front corner
progressively increased with number of phases, which was

(d)
Figure 4. Wall displacement (a) Model 1, (b) Model 2, (c)
Model 3, (d) Model 4.
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reduction in the magnitude of the peak stress at the front corner
of the bank seat. There was no significant change in the stress
distribution between these two models as the applied vertical
load, which was the same in both models, dominated the stress
at the base of the bank seat.

(a)

(a)

(b)

(b)

(c)

(c)

(d)
Figure 5. Total displacement under abutment (a) Model 1, (b)
Model 2, (c) Model 3, (d) Model 4.
In Models 2 & 3, Figures 6(b) & (c), the stress distribution had
a similar form to that observed in Model 1, with peak values
under the front and rear corners and the minimum value
approximately midway long the base. In Model 2, Figure 6(b),
where the horizontal stress was applied in the outward
direction, the stress concentration progressively increased at
the front corner of the bank seat. However, when the
application of the horizontal load was inwards (Model 3, Figure
6(d)) the peak stress occurred under the rear corner. Model 3
displaced only a modest increase in stress with number of
phases.
Halving the magnitude of the horizontal stress (Model 4,
Figure 6(b)) compared to Model 1 resulted in only a slight
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(d)
Figure 6. Vertical stresses under the abutment (a) Model 1, (b)
Model 2, (c) Model 3, (d) Model 4.
Vertical deformational response behind the bank seat
The predicted vertical surface deformational response
immediately behind the bank seat is presented in Figure 7. The
vertical surface deformation at the rear of the bank seat is of
interest as it represents the zone of transition from the less stiff
fill layers to the rigid bridge structure. Models 2, 3 & 4 all
predicted downward displacement (settlement) of the ground
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surface immediately behind the bank seat, Figure 7(b), (c), (d).
In contrast Model 1 predicted upward displacement (heave) of
the ground surface at this interface, Figure 7(a). All models
predicted the formation of a bump at the interface, with Models
2, 3 & 4 predicted the formation of a depression with an
approximate maximum depth of 40mm, while Model 1
predicted mounding with a maximum height of 80mm.

(a)

(b)

initially, but started to recover in the 499th phase but doesn’t
reach a positive value (displacement above the original level).
4

CONCLUSIONS

Plaxis 2D was used to predict the response of a GRS-IBS
abutment under a constant vertical load and cyclic inward and
outward horizontal load.
The magnitude of wall deflection, vertical stress and
settlement of the bank seat were all influenced by the direction
of application of the horizontal load, reducing when the
horizontal load was acting inward and increasing when the load
was acting outward, away from the abutment. The wall
displacement, settlement and tilt of the bank seat and the peak
stress under the corner of the bank seat were all found to
progressively increase with the number of load phases of
inward and outward horizontal loads. Inward only horizontal
load applied in load-unload phases resulted in lower wall
deflection, settlement and tilt of the bank seat and stress
distribution under the bank seat, which were independent of the
number of phases.
The application of inward and outward horizontal load was
found to dominate the wall displacement and settlement of the
bank seat. While the horizontal load influenced the stress
distribution under the bank seat, it was dominated by the
vertical stress which was the same in all analysis.
Surface deformation was observed immediately behind the
bank seat, the magnitude and direction of the deformation
(settlement or heave) was found to be a function of the bridge
loads. Larger inward and outward horizontal load on the bank
seat was found to result in heave of the surface behind the bank
seat. Lower inward and outward horizontal load or load-unload
in either direction resulted in settlement immediately behind
the bank seat.
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ABSTRACT: The European Centre for Nuclear research (CERN) operates the most powerful circular particle accelerator in a
large-scale underground tunnel network of over 70 km. Even over four decades after construction, substantial cracks, water
infiltration and structural deformation have still been developing with time based upon field observation and measurements. In
particular, recent blockage of tunnel drainage system alters the hydraulic boundary condition and results in the development of
pore-water pressure around the tunnel circumference, which in turn accelerates the tunnel deterioration and leakage. In this study,
the development of pore water pressure and its effect on tunnel lining are investigated using 3D hydro-mechanical coupled finite
element modelling. In the numerical simulation, particular emphasis is placed on the change of lining permeability and the drainage
system with time. Results show that the pore water pressure on tunnel lining is significantly affected by the change of hydraulic
condition, and consequently exacerbates the tunnel structural performance in the long term.
KEY WORDS: Ageing tunnel; Hydro-mechanical coupled analysis; Lining permeability; Pore water pressure; Lining performance.
1

INTRODUCTION

The European Centre for Nuclear research (CERN) located in
Geneva at the Swiss-French border operates the most powerful
circular particle accelerator in a large-scale underground tunnel
network of over 70km. These underground facilities, which
consist of deep underground rings, shafts and tunnels, were
excavated in a weak sedimentary rock formation called the
“Molasse” region. It’s a type of highly heterogeneous rock
mass mainly composed of sub-horizontal layers of sandstone
and marl with distinctly different mechanical properties [1,2].
Due to the complexity of the ground conditions, even over four
decades after construction, substantial cracks, water infiltration
and structural deformation have still been developing with time
based upon field observation and measurements. A number of
significant tensile and compressive cracks were also detected
recently on the tunnel lining [3], requiring then an insightful
understanding of the lining deformation mechanism behind the
observed continuous tunnel structural deterioration.
Gradual deterioration of both the drainage systems and lining
structure has been widely observed in many ageing tunnels
worldwide. The hydraulic deterioration could be caused by the
accumulation of transported material and squeezing of the
geotextile by the self weight of the tunnel, and consequently
hinder seepage into the tunnel [4-5]. Generally, most tunnels
act as drains. The reduction in drainage capacity as a result of
hydraulic deterioration causes the development of pore-water
pressure on the tunnel lining, which in turn accelerate the tunnel
deterioration and even leakage.
Previous works investigated the effect of groundwater
seepage on tunnel performance. Zhang et al. [6] studies the
ground and tunnel settlements induced by partial leakage of the
shield tunnel, and found that partial tunnel leakage caused a
great pore pressure reduction and a large ground surface
settlement. Li et al. [7] investigated the impact of lining
permeability on the long-term tunnel behaviour of cross
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passage in stiff London clay, and concluded that the more
permeable lining is, the greater tunnel squatting deformation
would be. In their analyses, nevertheless, the lining
permeability was assumed to be uniform along the tunnel
circumference and remained unchanged in the long term. On
the other hand, Shin et al. [4] revealed that hydraulic
deterioration causes significant changes in pore water pressure
and structural behaviour due to the deterioration of joints and/or
grouts in segmented linings. In addition to the increase of
permeability caused by leakage, the reduction in drainage
capacity due to blockage of tunnel drainage system is common
in double-lined tunnel. To assess the effect of hydraulic
deterioration of the drainage system, Shin et al. [8] developed
a double-lined structural model incorporating hydraulic
behaviour to represent the linings and drainage system, and
found that hydraulic deterioration hinders flow into the tunnel,
causing asymmetric development of pore-water pressure and
consequent detrimental effects to the secondary lining.
Di Murro [9] conducted a series of soil-fluid coupled 2D
finite element analyses to investigate the effect of pore water
pressure on tunnel lining by applying pressure on tunnel
circumference. Kim et al. [10] proposed a theoretical model of
the hydraulic deterioration of tunnel geotextile filter to consider
the mechanical and hydraulic behaviour of blinding, clogging
and squeezing. However, the long-term hydraulic behaviour of
ageing tunnel considering the degradation of drainage system
has not been comprehensively investigated.
In this study, the long-term behaviour of a horseshoe shaped
tunnel in the molasse rock mass called TT10 tunnel at CERN
are investigated using 3D hydro-mechanical coupled finite
element modelling. In the numerical simulation, particular
emphasis is placed on the clogging phenomenon of drainage
system with time represented by reducing the permeability of
lining, to investigate the development of pore water pressure
and its effect on tunnel lining.
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2

CASE STUDY OF CERN TUNNEL
CERN TT10 tunnel

TT10 tunnel is an inclined transfer tunnel connecting the beam
accelerator of the Proton Synchrotron (PS) tunnel to the Super
Synchrotron Protons (SPS) ring. Unlike the main ring tunnels
with a circular cross section, which were excavated by a fullface tunnel boring machine, TT10 tunnel was constructed in the
1970s in a horseshoe shape using an alpine boring machine
called a road header.

the floor section, a drainage system consists of two small
drainage pipes at both sides of tunnel invert and a main
drainage pipe below tunnel floor.
The TT10 tunnel excavation started in December 1972 and
completed in the early of 1973. After construction, the tunnel
acted as a flow channel as the surrounding groundwater seeps
in through the water drainage pipes. However, after decades of
tunnel operation, the drainage system deteriorates with
decreasing permeability caused by the damage of drainage
pipes and calcite deposits on tunnel drainage paths, distinctly
altering new hydraulic boundaries condition around the tunnel.
For example, in 2008, an early sign of groundwater ingress with
calcite deposits was detected, and a camera inspection revealed
the damage of drainage pipes and calcite deposition in drainage
pipes.
Geological site

Figure 1. TT10 tunnel cross-section.
Figure 1 shows the cross section and support of TT10 tunnel.
The tunnel has a diameter of 4.5 m at the intrados and 5.1 m at
the extrados with a circular arc in the top roof and a flat bottom.
The tunnel lining with a total thickness of 300 mm is composed
of: the primary lining layer of sprayed concrete of 120 mm in
thickness; a cast in-situ concrete layer of 150 mm thickness. In

TT10 tunnel is entirely located in the molasse rock mass,
characterised by sub horizontal bedded sequences of
sandstones and marl layers [9]. The molasse region is overlain
by Quaternary Moraine layers, glacial deposits which consist
of gravels and sands with variable amounts of silt and clay [2].
A series of site investigation and laboratory testing were
carried out in the area surrounding TT10 tunnel for the
construction of CERN underground facilities. Furthermore, a
number of geological face loggings with interval of 15 m along
the tunnel chainage were traced during the TT10 tunnel
excavation.
Based on the data interpretation in [9] and [11], and face-logs
of TT10, the following main layers were identified within the
molasse: medium-strong sandstones, Sandy marl, Weak marl
and Very weak marl or “Lumpy” marl. The mechanical
parameters of these rock/soil layers are listed in Table 1.

Table 1. Mechanical properties for the molasse and the moraine region.
Variable
Saturated density γsat [kN/m3]
Earth pressure coefficient at rest k0
Young’s modulus E[MPa]
Poisson’s ratio υ
Effective cohesion c′ [MPa]
Friction angle φ′ [°]
Dilatancy ψ [°]
Permeability k [m/s]
3

Very weak
marl
24
1.2
270
0.2
0
25
0
1e-10

Weak
marl
24
1.5
555
0.2
3
2
1e-9

FINITE ELEMENT MODELLING
Model geometry and boundary conditions

To investigate the long-term behaviour of the concrete-lined
tunnel subject to drainage blockage, a series of 3D finite
element numerical analyses were performed.
Considering symmetry, a 1/2 finite element model of TT10
tunnel was developed using ABAQUS 2019 [12] as shown in
Figure 2. The model extended 120 m in length, 180 m in width
and 70 m in height, which is set to minimise the undesired
boundary effect. The depth of this tunnel section runs through
from 23.9 m to 31.1 m below the ground surface. The lateral
displacement boundaries were fixed in the horizontal direction

Sandy
marl
24
1.5
1578
0.2
11
2
1e-9

medium-strong
sandstones
24
1.5
2754
0.2
15
2
1e-8

Moraine

Concrete

22.5
1.5
50
0.3
0.1
31
2
1e-7

/
/
20000
0.25
/
/
/

but allowed to move vertically whereas the front side was
assumed as a symmetrical plane. The movements at the bottom
boundary were fixed, whereas the top was set to be free. The
ground condition properties adopted in the analysis are showed
in Table 1, while the initial pore water pressure was assumed
hydrostatic with the water table at 4 m below the ground surface.
To reduce the computational time, a coarse mesh was
employed at the far boundary with finer mesh around the tunnel
section. The tunnel lining was modelled using shell elements,
and shared the same nodes with surrounding soil elements at
the tunnel boundary without modelling the interface. This was
considered to be acceptable since the tunnel is unlikely to slip
away from the surrounding ground during soil consolidation [7].
The whole 3D soil-fluid coupled model consists of 180107
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elements and 86034 nodes. A Mohr-Coulomb constitutive
model was adopted for all the soil layers, whilst a linear elastic
model was assigned to lining.

70 m

Selected tunnel section

Figure 2. Finite element model of TT10 tunnel.
Tunnel construction and long-term consolidation
During tunnel excavation, the initial support of a thin layer of
sprayed shotcrete was installed immediately after the
excavation, then secondary lining support was installed
thereafter. For brevity, the following construction stages were
assumed in the FE modelling and summarised in Table 2. To
simplify the step by step construction process, it was assumed
the initial nodal loads around the tunnel boundary was reduced
to a certain percentage (e.g. 50%) after the elements of
excavated soil were removed and the lining ‘shell’ elements
were then attached to the tunnel boundary.

4

RESULTS AND DISCUSSION
Pore pressure distribution and tunnel deformation

When the tunnel lining is fully permeable, the pore water will
dissipate towards the tunnel leading to the pore pressure
reduction around the tunnel. The dissipation of excess pore
pressure with time leads earth pressure redistribution around
the tunnel and consequently long-term tunnel deformation. In
the long-term, the pore pressure around the tunnel will reduce
to be zero until a new steady-state equilibrium condition is
reached (Figure 3). In the event of drainage blockage due to
hydraulic deterioration, the pore pressure would start to build
up around the tunnel lining and in turn leads to further tunnel
deformation.
In this study, a tunnel cross section with a depth of 27.5 m was
selected for specific discussion, as marked in Figure 2, where
geodetic surveying data of tunnel convergence has been gained.
Figure 4 shows the change of pore pressure with time at four
different positions around tunnel circumference during the
swelling stage, where the start day 0 means the start of Stage 5.
It can be observed that the pore pressure around the tunnel
lining rapidly increases with time after the clogging of the
drainage system. The pore pressure will build up to the initial
hydrostatic pore water pressure after approximate 400 days.
(kPa)

Table 2. Construction stage assumed in the analysis.
Construction
Stages
1
2

3
4
5

Description
Geostatic equilibrium
Remove the soil inside the tunnel and reduce
the initial stress around the tunnel boundary
to be 50%
Activate the linings element and further
reduce the initial stress around the tunnel
boundary to be 0%
Long-term ground consolidation
Swelling stage due to drainage blockage
with decreasing lining permeability

Figure 3. Distribution of pore water pressure at the end of
consolidation stage.

Numerical consideration of the deterioration of
drainage system
To investigate the effect of tunnel deterioration, two
consideration were assumed: (1) the blockage of tunnel
drainage system caused by fine particle accumulation; (2) the
reduction of the lining stiffness due to the long-term structural
deterioration as evidenced by cracks and concrete spalling. The
clogging of drainage pipes was considered by reducing the
permeability of the lining. Here, the extreme case of
impermeable lining for the hydraulic boundary condition with
the lining permeability of 1e-14 m/s was considered. Therefore,
a swelling stage was also simulated by reducing the
permeability and stiffness of the lining after the long-term soil
consolidation stage.
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Figure 4. Change of pore pressure with time during the
swelling stage.
In the interest of tunnel serviceability, continuous development
of tunnel deformation with time may potentially affect the
alignment and the integrity of the particle accelerator beamline
at CERN. Figure 5 shows the horizontal and vertical
displacements and the tunnel diameter change with time at the
selected section. During the swelling stage, an increasing
vertical displacement with the similar magnitude occurs at all
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the 4 tunnel positions (e.g., tunnel crown, shoulder, invert), due
to the uplift of tunnel by the increasing pore water pressure.
Similar trend of horizontal displacements was also observed
but with different magnitude for different positions. Here, both
tunnel shoulder and axis level converge to tunnel, whereas the
tunnel invert has the opposite behaviour. The changes in tunnel
diameter shown in Figure 5(c) show that the tunnel lining is
experiencing a decrease in the horizontal diameter with
negligible vertical diameter change.
Figure 6. Field measurements: change in distances with time.
Effect of permeability anisotropy

(a)

The permeability anisotropy of soils is a key parameter because
flow can occur much faster in one direction than another. Many
factors, mostly related to macro and micro structure, are
thought to control and cause permeability anisotropy. The
permeability anisotropy has been noted in various rocks/soils
[13-14]. To obtain the impact of permeability anisotropy on
tunnel response, the vertical permeability kv is kept unchanged
and the ratio of horizontal permeability to vertical permeability
(kh/kv) increased from 1(i.e., isotropic permeability) to 2, 5 and
10, respectively in the simulation. Numerical simulation results
show that the final pore pressure acting on the lining was
scarcely affected by the permeability ratios (Figure 7).

(b)

Figure 7. Change of pore pressure of tunnel crown during the
swelling stage under various anisotropic permeability ratios.

(c)
Figure 5. Tunnel deformation during swelling stage: (a)
vertical displacement; (b) horizontal displacement; (c) change
in tunnel diameter.
The computed deformation of tunnel lining was also
confirmed by geodetic field measurements over the past 5 years,
as given in Figure 6. The field data shows a decrease in the
horizontal distance of the points at tunnel shoulder (distance
between 3-6 in the figure), axis level (2-7) and invert (1-8),
whilst the vertical distance (1-3 and 6-8) remains almost
unchanged. Nevertheless, the computed tunnel deformation is
only about half of the field measurement at the point of tunnel
axis level. In particular, the measured horizontal distance (i.e.
tunnel convergence) decreases linearly with time with no sign
of stabilization.

Although negligible difference in pore pressure, significant
changes in the horizontal displacement occurred in tunnel
lining, as shown in Figure 8, when considering the permeability
anisotropy. The final maximum horizontal displacement at
point of tunnel axis level increases when the soil permeability
ratios increase. For example, the maximum horizontal
displacement is 0.29 mm, 0.37 mm, 0.47mm and 0.55 mm
when the permeability ratio kh/kv is 1, 2, 5 and 10, respectively.
And for the vertical displacement, the results presented in
Figure 8 (a) show a small increase with the permeability ratios
increase.
It should be noted that, in this study, the change of lining
permeability was assumed to be applied instantaneously at the
beginning of the swelling stage. However, the time-dependent
change of lining permeability can simulate the tunnel
deterioration more realistically as the clogging of tunnel
drainage pipes is gradually occurred. Future investigations will
consider the gradual lining permeability change to improve the
understanding of hydraulic deterioration on the tunnel lining
response.
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CONCLUSION

This study conducted a series of 3D finite element numerical
analysis to investigate the long-term behaviour of a horseshoe
shaped CERN tunnel.
Finite element simulation, which takes into account the
clogging phenomenon of drainage system, were performed to
understand and predict the development of pore water pressure
around tunnel and its potential effect on tunnel lining. In the FE
model, the clogging of drainage system was simulated by
reducing the permeability of lining. The significance of the
hydraulic boundary has been identified. The results show that
the blockage of drainage system caused a great pore water
pressure increase around the tunnel circumference. Moreover,
a decrease of tunnel diameter in horizontal direction was
revealed by both the modelling and the field measurements. It
also has been highlighted that ground permeability anisotropy
has a strong impact on the lining deformation. The higher the
ground permeability anisotropy ratio kh/kv is, the greater tunnel
horizontal displacement develops.
Further analyses will investigate the time-dependent change
of lining permeability due to the deterioration of drainage
system and also compare the computed results against field
measurements.
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ABSTRACT: It is widely observed that existing tunnels deform and deteriorate over time due to various factors. Among them,
tunnel lining permeability plays a significant role. In practice, the development of lining cracks and adjustment of drainage system
may gradually alter the permeability of tunnel lining and water drainage path around a tunnel with time. Nevertheless, past
investigations usually assume unchanged lining permeability during the whole life of a tunnel but fail to take time-dependent
aging process into consideration. In this study, a set of hydro-mechanical coupled analyses is conducted to evaluate the effect of
time-dependent crack development on the behaviour of a cross passage twin-tunnel section in Dublin Port Tunnel. The numerical
results compare the transverse and longitudinal settlement profiles above the twin-tunnel with and without cross passage. The
deformational characteristics of tunnel lining subject to the influence of the time-dependent permeability change are also analysed,
which brings more insights into the understanding of aging tunnel structures.
KEY WORDS: Time-dependent lining permeability; Cross passage; Tunnel performance; Hydro-mechanical coupled analysis.
1

INTRODUCTION

Tunnel structure inevitably deforms and deteriorates over time
due to the influence of various factors, such as tunnel geometric
profiles, mechanical characteristics, soil geological properties,
etc. Among them, the permeability of both tunnel lining and
surrounding soil is of great importance [1]: the permeability of
soil governs how groundwater flows inside the soil, whilst the
permeability of lining controls tunnel’s hydraulic performance
(e.g. water seepage) and subsequently has an impact on its
mechanical and deformational responses [2].
To assess the effect of lining permeability on tunnel
performance, field measurements from Gourvenec et al. [3]
showed that in London Clay, permeable linings caused a
reduction of pore water pressure around the tunnel whilst this
reduction was barely observed around impermeable linings.
Based upon numerical analyses, Wongsaroj et al. [4] noted
ground heave for impermeable tunnels excavated in London
Clay and continuous surface settlement for permeable ones in
the long term. As a further study, Li et al. [5] evaluated the
effect of lining permeability on the long-term tunnel
performance around a cross-passage section in London Clay,
and found that the increase of lining permeability led to the
build-up of long-term consolidation settlement at the ground
surface. Nevertheless, recent studies addressed the effect of
ageing lining permeability on tunnel structural performance in
the long term. Wu et al. [6] conducted a numerical analysis on
the impact of localised groundwater leakage on ground and
tunnel performance and predicted that a localised leakage at the
joints of a segmented tunnel led to inclined oval-shaped tunnel
deformation. Likewise, Shin et al. [7] pointed out that the
hydraulic deterioration of joints (i.e. the blockage of segment
joints) of a segmented tunnel resulted in changes in the bending
moment, hoop thrust and deformation of the segments. Li et al.
[8] reported that due to the influence of a temperature-related

lining permeability deterioration on a seasonal basis, the
widening and shrinkage of the ring joint opening of an aged
segmented tunnel repeated annually.
Many of the previous studies primarily assumed the
permeability of tunnel linings to be constant throughout the
whole life of tunnels. In practice, however, tunnel lining
permeability gradually changes over time due to structural and
hydraulic deterioration. Moreover, the hydraulic deterioration
mentioned in many past investigations [7, 9, 10] mainly
considered the degradation as a result of drainage system
blockage (deduction of permeability coefficient) rather than the
increase of lining permeability due to factors such as concrete
crack development which forms water leakage channels.
Furthermore, limited research has been conducted to
investigate the ground and tunnel behaviour around cross
passage sections which, theoretically, are more structurally
critical, compared with other non-cross passage sections.
In this study, a set of hydro-mechanical coupled numerical
analyses was conducted to evaluate the effect of timedependent permeability increase caused by lining crack
development on the long-term performance of a twin-tunnel
cross passage section in Dublin Port Tunnel (DPT). The
influence of cross passage and tunnel lining permeability on
surface settlement was examined, and the numerical results on
tunnel deformational performance were evaluated against
onsite observations.
2

PROJECT BACKGROUND

As a project built to channel heavy goods vehicles travelling
between Dublin Port and Dublin City, DPT has been in
operation for more than a decade since its opening in 2006.
According to historical inspection and maintenance records, it
was found that the twin-tunnel structures have developed some
deformation and deterioration, such as lining cracks, water
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seepage, concrete spalling, etc., of which water leakage and
lining cracks have been two serious issues for engineering
maintenance. Along the whole tunnel alignment, the sections
with obvious water seepage and concrete cracks were found
around four enlarged layby sections joined by vehicle cross
passages (VCP). However, the degree of tunnel deformation
and deterioration around these four sections varies, with the
most serious lining cracks and water ingress concentrating
around VCP16 which was located at the lowest elevation along
the alignment, as illustrated in Figure 1 (red dot). Based on
maintenance records and previous site visits, the deterioration
around this section has been developing for several years after
construction with no evidence of stabilisation, which may pose
a challenge to tunnel serviceability in the long run. Besides,
some later-added drainage ditches were also found around
layby tunnel circumference at VCP16 to flow water into the
main drainage pump buried underneath the tunnel invert. The
two types of degradation practically influence the water flow
regime around tunnels, indicating the change of water boundary
conditions or lining permeability. The linings around section
VCP16 are composed of both primary and secondary linings,
with the details listed as follows: (1) VCP: 200mm shotcrete
primary lining and 500mm in-situ concrete secondary lining; (2)
layby tunnel: 200mm shotcrete primary lining and 500mm insitu concrete secondary lining; (3) bored tunnel: 115mm
nominal annular grout, 350mm concrete segmental lining and
275mm nominal in-situ concrete inner lining.

Figure 1. Location of target tunnel section [11]
3

FINITE ELEMENT SIMULATION
Ground condition and model profile

occurs, including lining cracks, tunnel leakage, concrete
spalling, etc. The target section features a twin layby tunnel in
irregular oval shape, with a spacing of around 40m,
transversely connected by a horseshoe-shaped VCP for
emergency evacuation and longitudinally linked by a headwall
structure to the circular bored tunnel with an outer diameter of
11.77m, as shown in Figure 2.

Figure 2. Numerical model of DPT
Considering symmetrical tunnel configuration in both
transverse and longitudinal directions, a quarter finite element
model of the twin-tunnel cross passage was developed. To
minimise boundary effect, the dimension of the model is 100m
(length) ×100m (width) ×80m (depth), which is as much as
eight times greater than the tunnel diameter. Vertical
displacement at bottom of the model was fixed while the top
was free. The back and right boundaries were allowed moving
vertically but not moving perpendicularly to boundary faces,
whereas the front and left sides were assumed as symmetrical
planes.
According to DPT geotechnical investigation report [13] and
previous studies [14], the general geological profile along the
depth at this section is given as follows: (1) sandy clayey gravel
(SCG) (0-4.8m); (2) sandy gravelly clay (SGC) (4.8-8.3m); (3)
argillaceous calcisiltite (AC) (i.e. limestone) (8.3-80.0m). The
physical and mechanical parameters, such as permeability,
elastic modulus, cohesion, etc., are listed in Table 1. The initial
pore water pressure was considered as hydrostatic with the
groundwater table at 2.0m below ground surface.
The model was discretised by finite element analysis
software ABAQUS [15] using 4-node linear coupled
displacement-pore pressure tetrahedron element (C3D4P), with
finer mesh at and around tunnel structures and coarser mesh at
the further boundaries as to minimise computational cost
without compromising accuracy [8]. The tunnel linings were all
modelled using 3D continuous solid elements, which are the
same as soil units. No interface was considered as the tunnel

Dublin Port Tunnel, mainly consisting of northern and southern
cut-and-cover sections, in-between bored section, and surface
road, goes through different geological stratigraphy along its
alignment [12]. Of particular interest in this study is VCP16
section in bored section buried 19.5m beneath ground surface
where the most severe structural and hydraulic deterioration
Table 1. Soil and concrete properties

Material
𝛾(kN/m³)
e
k (m/s)
E (MPa)
v
C (kPa)
K0
𝜑 ()
SCG
20.00
0.400
60.0
0.30
47.8
30.0
0.50
6.4010-8
SGC
22.00
0.300
100.0
0.30
120.0
35.0
0.50
4.8010-6
-8
AC
26.64
0.233
38.2
0.15
30.0
48.0
1.00
6.1010
LC
25.00
/
/
30.0
0.30
/
/
/
Note: 𝛾 is the dry density, e is the void ratio, k is the permeability coefficient, E is the elastic modulus, v is the Poisson’s ratio,
C is the cohesion, 𝜑 is the internal angle of friction and K0 is the horizontal earth pressure coefficient at rest.
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lining is very unlikely to slip away from the surrounding
ground during soil consolidation [8]. The whole 3D model was
comprised of 465,529 elements and 75,723 nodes. A MohrCoulomb constitutive model was adopted for all soils and a
linear elastic model was assigned to concrete. The physical and
mechanical properties of lining concrete are given in Table 1.

Table 3. Cracking-induced lining permeability change
Cases
A1
A2
A3
A4
A5
A6

Tunnel construction and long-term consolidation
On the basis of construction history, the excavation of VCP
followed shortly after the construction of main tunnels (MT, i.e.
bored tunnel, headwall and layby tunnel). In general, there are
four main stages in this numerical modelling: initial geostatic
equilibrium state, MT construction, VCP construction and
long-term consolidation, as detailed in Table 2.
Table 2. General stages considered in FE analyses
Stages
1
2

3
4

Stage description
1. Initial geostatic equilibrium state
2.1. Excavation of MT and MT nodal force
reduction to 50%
2.2. Activation of MT linings and further MT
nodal force reduction to 0%
3.1. Excavation of VCP and VCP nodal force
reduction to 50%
3.2. Activation of VCP linings and further VCP
nodal force reduction to 0%
4. Long-term soil consolidation

4

kl at the start of the
14-year period
2.0×10-10 m/s
2.0×10-10 m/s
2.0×10-10 m/s
2.0×10-10 m/s
2.0×10-10 m/s
2.0×10-10 m/s

kl at the end of the
14-year period
2.0×10-9 m/s
0.5×10-8 m/s
2.0×10-8 m/s
0.5×10-7 m/s
2.0×10-7 m/s
2.0×10-6 m/s

RESULTS AND DISCUSSION
Ground response

Transverse consolidation settlement
Previous efforts have investigated the long-term hydraulicmechanical coupled performance of tunnels with different
relative permeability between tunnel lining and surrounding
soil layers [1, 4, 16]. In this section, the effect of cross passage
on long-term ground settlement above twin tunnels is
specifically examined subject to different relative groundlining permeability.

After initial geostatic equilibrium state, the soil elements of
MT were removed first, followed by the application of nodal
force around MT external circumference. To simulate the stress
redistribution after MT excavation and the time lag before the
installation of tunnel linings, the equivalent nodal forces were
relaxed to 50% of its original magnitude, with subsequent
placement of linings and another nodal force reduction of 50%.
The same process was also adopted for VCP excavation before
long-term consolidation begins.
Lining permeability change with time
After tunnel construction, the presence of lining structures may
create different types of new drainage boundaries within the
soil mass depending on the permeability difference between
soil and lining. During ground consolidation with time, two
basic scenarios may occur:
(1) The blockage of water drainage system around tunnel
lining potentially caused by limestone concretion due to calcite
precipitation on tunnel drainage paths [10];
(2) The cracking/construction joints-induced water seepage
or infiltration into tunnels which may lead to the change of
tunnel lining permeability [1].
To model these two time-dependent effects on tunnel
performance, the clogged drainage system was simulated by
decreasing the coefficient of tunnel lining permeability whilst
cracking-induced water leakage was considered by the increase
of lining permeability [1]. Due to limited space, only crackinginduced water infiltration modelled by increasing lining
permeability was considered in this study. The details of cases
considered in this study are listed in Table 3. As DPT has been
in operation for over 14 years, the lining permeability was
assumed to change linearly during this period.

Figure 3. Transverse consolidation settlement in the long term
Figure 3 shows the effect of lining permeability on the longterm surface consolidation settlement in the transverse
direction for twin-tunnels with and without cross passage. For
both types of twin tunnels, the maximum consolidation
settlement in the long term occurs at the centreline of VCP16,
indicating that the existence of VCP has no impact on the
location of maximum surface settlement in the long term. The
lower the tunnel lining permeability is, the smaller ground
surface subsidence would be. When the tunnel lining is
relatively impermeable compared with the surrounding soil
(e.g. lining permeability kl=2.0×10-9 m/s < soil permeability
ks=6.1×10-8 m/s), the existence of cross passage leads to smaller
consolidation settlement above the twin tunnel with cross
passage than that for one without cross passage. This is due to
the buoyancy effect of watertight tunnel with the increasing
water pressure around the tunnel during ground consolidation
[8]. However, the difference of maximum consolidation
settlement for twin tunnels with and without cross passage
becomes less significant for higher lining permeability cases,
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from 0.32mm for impermeable lining (kl=2.0×10-9m/s) to
approximately 0.0mm for permeable lining (kl=2.0×10-6m/s).
The findings show agreement with the conclusion by Li et al.
[8] that for permeable cast-iron twin tunnels excavated in
lower-permeability stiff London Clay, the effect of cross
passage on the long-term surface ground settlement is
negligible. That is, the soil consolidation due to drainage into
cross passage barely changes the drainage characteristics
around fully permeable twin tunnels.
Longitudinal consolidation settlement
Figure 4 shows how the existence of cross passage affects the
long-term consolidation settlement of surface ground above
cross passage along the longitudinal direction for tunnels with
different permeability change. When tunnel lining is relatively
impermeable, the existence of cross passage in twin tunnels
leads to smaller longitudinal settlement than that for one
without cross passage, as noted in the transverse consolidation
settlement. When the tunnel becomes more permeable (i.e. kl ≥
0.5×10-7m/s), the cross-passage effect becomes negligible. This
is because the lining permeability of a twin-tunnel without
cross passage is sufficiently high to enable the complete
dissipation of negative excess pore water pressure generated
during tunnel construction, while the contribution from cross
passage drainage barely changes the water flow regime.
Generally, the effect of cross passage on longitudinal
consolidation settlement in the long term may not be significant
from the engineering assessment point of view. Along the
longitudinal direction, it can be seen that generally, the surface
settlement almost remains constant at further sections from
cross passage, and even, the maximum settlement is less than
2.5mm for fully permeable linings. The deflection ratio DR
which is usually adopted to assess the risk of potential damage
to surface structures caused by tunnelling activities is defined
in equation (1) [17]:
𝐷𝑅 = ∆/𝐿

structural damage may occur [18]. This indicates that the
permeability change of tunnel linings in this analysis, big or
small, barely can cause any damage to ground buildings or
structures.
Tunnel deformation
Tunnel deformation at cross passage opening
Figure 5(a) shows the change of vertical diameter with time
for layby tunnel along the cross-passage section. For tunnels
with a permeability increase from 2.0×10-10 m/s to 2.0×10-9 m/s,
the tunnel lining deforms linearly during the 14-year period
with no sign of stabilisation, which is in line with continuous
development of deformation observed in DPT. This is because
the negative pore water pressure generated during tunnel
construction has not fully dissipated by the end of this period,
indicating that the consolidation process may continue before a
steady-state flow condition within surrounding soil is reached.
As the degree of permeability increase becomes higher, tunnel
vertical deformation builds up faster. The time it needs to reach
stabilisation lessens while the magnitude of final vertical

(1)

where ∆ is the relative vertical deflection and L is the length of
sagging zone.
It can be calculated that the DR of 0.02‰ in this case is far
smaller than the recommended threshold 0.67% at which

(a). Layby tunnel vertical deformation at CP opening

(b). Layby tunnel horizontal deformation at CP opening
Figure 4. Longitudinal surface settlement in the long-term
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diameter change increases. When the tunnel lining permeability
degrades from 2.0×10-10 m/s to 2.0×10-6m/s, the development
of tunnel vertical deformation stabilises shortly after tunnel
completion (approximately 300 days). This can be attributed to
the accelerating dissipation of negative pore water pressure
induced by the significant permeability increase, thus leading
to rapid tunnel deformation. The results show that during the
14 years, a gradual increase of lining permeability causes
gradual build-up of tunnel deformation while a substantial
increase leads to rapid development and stabilisation
Similarly, as shown in Fig 5(b), the pattern of tunnel
horizontal deformation is consistent with that of vertical
deformation. The less permeable tunnel lining is (e.g.
kl≤2.0×10-8m/s), the slower tunnel horizontal deformation is in
the long term. The increase of lining permeability contributes
to fast development of horizontal diameter change. When
tunnel linings become fully permeable (e.g. kl≥0.5×10-7m/s),
the horizontal deformation reaches stabilisation within less than
1000 days. The reason for this is the same as that for vertical
diameter change.
Tunnel deformation at further sections
Due to limited space in this paper, the tunnel deformation at
father sections is presented for case A3 with a permeability
change from 2.0×10-10 m/s to 2.0×10-8 m/s only.

Figure 6(a) illustrates the development of layby tunnel
deformation at four different sections (i.e. 0m, 8m, 12m and
16m away from cross passage) over time in both horizontal and
vertical directions. In general, the tunnel deformation profile of
gradual development at further sections remains consistent with
that at cross passage section, with the maximum vertical and
horizontal deformation at 0.20mm and 0.06mm, respectively.
The change of horizontal diameter at the incomplete cross
passage section is smaller than that of further sections because
only right spring-line point is recorded at that section. The
results indicate that the layby tunnel exhibits a consistent
deformation mode of squatting along the traffic direction, as
represented in Figure 6(b). Besides, most of the layby tunnel
squatting experiences a gradual build-up during the 14-year
period and predictably it may take some more time for tunnel
deformation to stabilise. As for other cases listed in Table 3, it
can be forecasted that the tunnel deformation at further sections
follows that significant increase of lining permeability leads to
faster stabilisation of tunnel squatting whilst slight increase
means a relatively longer period of deformation before it can
level off.
Effect of cross passage and time-dependent hydraulic
deterioration
In general, the effect of cross passage on the long-term surface
settlement is dependent on relative permeability between tunnel
lining and adjacent soil. Table 4 summarises the settlement
difference caused by soil consolidation for tunnels with and
without cross passage in the long. If the tunnel lining is
relatively impermeable, compared to surrounding soil stratum
(e.g. case A1), the existence of cross passage reduces surface
settlement and leads to a settlement difference of 0.32 in the
long term. With the tunnel lining becoming more permeable
(e.g. case A6), the effect becomes negligible.
Table 4. Difference of long-term surface settlement (mm)
Cases
Transverse
Longitudinal

(a) Tunnel deformation at further sections

Figure 6. Tunnel deformation at farther sections

A2
0.18
0.18

A3
0.04
0.04

A4
0.02
0.02

A5
0.02
0.02

A6
0.02
0.02

The time-dependent increase of lining permeability reflects
the realistic tunnel deformational performance. If the tunnel
deteriorates slightly, a gradual development of tunnel
deformation is observed, indicating the time-dependent
development of tunnel structural defects. However, for tunnels
that degrade significantly, the tunnel deformation shows a
substantial build-up shortly after tunnel completion and then
stabilises within a short period of time.
5

(b) Squatting deformation of layby tunnel

A1
0.32
0.32

CONCLUSION

This paper conducted numerical analyses on the effect of cross
passage and time-dependent hydraulic deterioration on ground
response and tunnel performance in the long term. The main
conclusions derived from the results are as follows:
1. For the permeable lining, the presence of cross passage
may create a new drainage channel between twin tunnels.
The additional cross passage drainage, however, is
unable to substantially alter the surrounding water
pressure, which has already dissipated into the
permeable twin tunnels. Hence, the presence of cross
passage makes little change on the long-term surface
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settlement of permeable twin tunnels in both transverse
and longitudinal directions.
2. If the lining is impermeable, the twin tunnel with a cross
passage leads to smaller consolidation settlement than
that without a cross passage, due to buoyancy effect by
water pressure below the watertight cross passage.
3. The less permeable the tunnel is, the slower tunnel
deformation development is in the long term. If tunnel
permeability increases gradually with time (e.g. from
2.0×10-10 m/s to 2.0×10-9 m/s), the tunnel deformation
also builds up gradually, generally in line with observed
continuous tunnel deformation years after construction.
If tunnel permeability increases substantially at a
significantly fast rate (e.g. from 2.0×10-10 m/s to 2.0×106
m/s), the tunnel deformation builds up rapidly and then
stabilises within a short period of time.
4. After 14 years of soil consolidation, the layby tunnel
shows a general squatting deformation mode along the
longitudinal direction, regardless of the distance away
from cross passage.
In this study, only time-dependent hydraulic tunnel
deterioration was considered and the permeability of lining was
assumed to increase linearly with time. In practice, however,
hydraulic deterioration may not follow a linear relationship,
whilst tunnel mechanical degradation (e.g. lining stiffness
reduction) also develop with time. Further studies can be
performed to examine such time-dependent effects on ground
response and tunnel behaviour
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Shear behaviour of peat at different stress levels
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ABSTRACT: In this study, a series of consolidated undrained triaxial compression tests was conducted to
investigate peat shear behaviour at 1.65m depth and subject to different stress levels from 10.4 kPa to 40.5kPa.
For each stress level, there were 3~4 repetitive triaxial tests of peat samples (14 in total) at the same depth as to
minimize experimental errors. In particular, the effect of membrane on peat shear behaviour was taken into
account by adopting a correction function from previous studies available in literature. The triaxial test results at
the consolidation stage show agreement with typical data from one-dimensional oedometer consolidation test.
Results show that in the triaxial tests the deviator stress first builds up with increasing shear strain and gradually
reaches ultimate shear strength after 10% shear strain for almost all the tests subject to different stress levels. The
triaxial test results determine that the frictional angle of the peat is 18.43 degree.
KEY WORDS: peat shear strength, membrane stiffness, stress level, compressibility
1 INTRODUCTION:
Peat mainly consists of decomposed organic matters
and usually deposits within meters below ground
surface, showing distinctly different mechanical
properties from typical mineral soils.
In Ireland, there is over 12,000 km² of bogland
(Geography of Ireland,2009), consisting of two
distinct types: blanket bogs and raised bogs
(Abbot,2008). Due to very high water content and
the complex geological conditions of peatland, there
are more than 3 peat landslides and other relevant
geological disasters that have occurred per month in
the worldwide from 1979 to 1985(Alexander, 1985).
It is essential to understand the peat shear behaviour
and failure mechanism subject to different stress
levels (Figure 1).
In general, in-situ peat has very low shear strength
typically within 10 kPa, the determination of shear
strength is challenging due to its high water content,
organic content, the variation of degree of
humification and also inevitable sample disturbance.
Previous investigations reported that peat has a high
friction angle(ϕ’) and the cohesion tends to be zero
as the triaxial tests conducted in undrained
conditions (Hollingshead and Raymond 1972,
Marachi et al 1983, O’Kelly and Zhang 2013).

Figure 1. Landslides in peat in excavation
Peat is also a non-cohesive soil due to the fiber
content. Although the value of effective friction

angle of peat from triaxial tests show as high as
40°to 68° (Farrell and Hebib,1998; Mesri and
Ajlouni, 2007; M.T.Hendry, 2012), it can not
actually reflect high shear strength due to the
existence of fibre. Yamaguchi et al (1985) report
lower friction angles in triaxial extension tests
compared to triaxial compression tests, and
highlighted the difference of friction angles between
horizontal (in 35°) and vertical (in 52°) specimens.
The friction angles from triaxial compression tests
are extremely high, typically between 40° to 60° as
reported in literature, compared to less than 35°
which is typical of a clay or silt soil.
Most past triaxial tests found that peat doesn’t show
shear failure mode but more often fails due to
tension cut-off, where the pore water pressure equals
to the cell pressure whilst the effective stress of peat
sample reduces to zero (M.T.Hendry, 2012).
Zwanenburg(2015) summarised the deviator
stress(q)-axial strain(ε) relationship based on data
from Yamaguchi et al (1985), Den Haan and
Kruse(2006) and Zwanenburg et al(2012), and then
noted that shear strength develops up to their tension
cut off line also the 𝜎′3 =0 plane. Landva and
LaRochelle(1983) suggested that the tension cut off
line in the triaxial tests was due to the horizontal
resistance induced by fibres which were often
assumed to be mainly horizontally aligned.
Table 1 shows data from previous investigations of
triaxial tests on peat subject to different stress levels:
0 to 10 kPa was mainly considered for peat slope
stability analysis, 10 to 50 kPa was applied to
specimens in view of peat response under railway or
dam.
Due to low compressibility, the excessive
deformation of peat also poses a challenge in
engineering practice not only during construction
but also in the long term. Mesri and Ajlouni (2007)
reported that the main factors of the peat
compressibility include fiber content, natural water
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content, void ratio, initial permeability, nature
arrangement of soil particles, inter-particles bonding
and etc. In addition, the organic matters substantially
affect the compressibility of peaty soil based on the
humification. In general, there are three
decomposition
levels
for
peat soils,
namely fabric, hemic and sapric. Among them, the
compressibility of fibric peat is the highest due to the
hollow structures compared to other types, and
followed by the hemic and the sapric peat (B.B. Huat,
A.Prasad, A. Asadi, & S. Kazemian, 2014).
Previous study mainly conducted oedometer tests to
investigate the compressibility of peat. O’Kelly
(2005) tested on fine and coarse peat separately,
presented the compression index (Cc) is 5.8 with
fine peat and 4.6, 4.2 with coarse peat. O’Kelly
(2006) gave a range of Cc in peat, which is from 0.28
to 6. As a further study, Johari(2015) tested peat
soils of different particle sizes from 0.3mm to
3.35mm, and found that the value of Cc ranges from
1.7 to 2.364 and Coefficient of Volume
Compressibility(𝑚𝑣 , m2/MN) ranges from 0.012 to
25.613. Nurly (2006) also conducted onedimensional consolidation tests of peat specimens in
horizontal and vertical directions. The results
showed that Cc is 3.128 in vertical and 2.879 in
horizontal, 𝑚𝑣 is 0.0014 to 0.00331. Nevertheless,
there is a lack of triaxial consolidation testing of peat
compressibility as a comparison against that by onedimensional oedometer test. The compressibility of
peat in 3D space at different stress levels still
remains to be specifically investigated.
This paper conducted 14 consolidated undrained
triaxial tests to investigate the shear behaviour of

Water
content

No.

peat subject to different stress levels. The
experimental data is compared against past studies
of oedometer tests and triaxial tests. Results
determine the peat compressibility and shear
properties, and particularly examine the effect of
membrane on deviatoric shear stress.
2 CONSOLIDATED UNDRAINED TRIAXIAL TESTS
In this study, the peat specimens were obtained from
a wind farm located at Omagh, North Ireland. The
samples were taken from 1.65m depth below the
ground surface. The blocks were excavated by an
excavator then cut the central part with a flat shovel
to minimum the disturbance.
Standard triaxial tests were conducted on the
undisturbed specimens, and each specimen is 50mm
in diameter and 85mm in height with a 1.7 ratio of
height/diameter. Table 1 lists the physical properties
of the 14 peat specimens subject to different
confining stresses. On average, the water content for
the tested peat is around 1100%. At the beginning of
each CU triaxial test, the specimen was fully
saturated with the B value greater than 0.97. After
the saturation stage, the specimen was consolidated
subject to different confining stress ranging from
10.4kPa to 40.5kPa, respectively. The higher the
confining stress is, the smaller the diameter and
height of specimens after consolidation become. At
the final shearing stage, the specimens were slowly
sheared up to 40% shear strain at the rate of
0.0118mm/min in an undrained condition.

Table 1 The physical properties of the triaxial test specimens
Humification
of Samples
Confining
𝑒0
∆ε
stress(kPa)

After consolidation
Diameter(mm)

Height(mm)

1

1209%

H8

22.05

10.90%

10.4

46.33

79.57

2

1225%

H8

20.772

16.70%

10.7

45.8

77.86

3

1188%

H8

21.762

19.10%

12.3

45.28

76.98

4

1154%

H8

21.96

21.70%

12.5

48.2

81.9

5

1209%

H8

21.762

25.90%

17.8

44.35

75.39

6

1173%

H8

22.644

22.20%

18.4

46.78

79.53

7

1124%

H8

21.42

24.40%

21.4

44.86

72.67

8

1258%

H8

21.636

25.80%

29

49.03

83.35

9

1202%

H8

21.168

40.20%

31.7

41.04

69.77

10

1176%

H8

21.114

38.20%

32.6

42.59

72.4

11

1190%

H8

21.204

37.80%

36.5

40.76

69.29

12

1234%

H8

21.618

35.50%

36.5

41.81

71.077

13

1159%

H8

20.862

31.90%

37.5

45.19

70.067
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14

H8

1194%

21.384

35.40%

40.5

41.547

70.6299

2.1 Consolidation stage

2.3 The effect of membrane stiffness

At the consolidation stage, it usually takes 24 to 48
hours for the peat sample to complete the excess
pore water pressure dissipation due to the high
compressibility and low permeability.
Base on the triaxial test at consolidation stage and
basic properties of specimens, Figure 2 used mean
effective stress versus volume change during
consolidation stage over total stage to determines the
compression index Cc to be 0.3691 and the
coefficient of compressibility 𝑚𝑣 is 0.0072 m2/MN
for the peat at the stress level from 10.4 kPa to 40.5
kPa. The measured peat compressibility properties
from triaxial tests in this study are similar to
oedometer test results in past investigations, which
reported that Cc ranges from 0.28 to 6 and 𝑚𝑣
ranges from 0.0014 to 35.9 m2/MN (O’Kelly,2005;
Johari, 2015; Nurly, 2006).

In terms of the membrane stiffness effect, an
equation from the American standard ASTM D
4767-95 is adopted to correct the deviator stress as
the below:
4𝐸 𝑡 𝛶
Δ(σ1 − σ3 )𝑚𝑏 = 𝑚 𝑚
(3)
𝐷𝑐

Where 𝐷𝑐 is the diameter of specimen (in mm).
t 𝑚 is the total thickness of membrane
enclosing the specimen, which usually is taken as
0.2 mm.
𝐸𝑚 is the Young’s modulus for the membrane
material, and 𝐸𝑚 for typical latex membrane is 1400
kPa.
Figure 3 compares the original uncorrected deviator
stress against the corrected ones by Equation 3
subject to different confining stress levels. In the
legend of this figure, “*” indicates the corrected
deviator stress, whereas the other curves without ‘*’
are originally uncorrected data. In the figure, there is
little difference between corrected and uncorrected
deviator stresses when the shear strain is within 10%.
With increasing shear strain over 10%, the
uncorrected data keeps increasing gradually,
whereas the corrected deviator stress reaches a peak
value at 10% of shear strain, before slightly
decreases or level off. This indicates that the
membrane
stiffness
contribution
becomes
significant after 10% of shear strain in the triaxial
compression tests.

Figure 2. Compression Index(Cc) and Coefficient
of Volume Compressibility(𝑚𝑣 )
2.2 Deviator stress and shear strain
In the test, the deviator stress (𝜎1 − 𝜎3 ) (in kPa) is
derived following BS1377-8(1990):
𝜎1 − 𝜎3 = (𝜎1 − 𝜎3 )𝑚 − 𝛥(𝜎1 − 𝜎3 )𝑚𝑏
(1)
Where(𝜎1 − 𝜎3 )𝑚 is the applied axial stress by
axial load cell;
The triaxial shear strain increment (𝛾) is given by
David (1990):

𝛾=

2(𝛥𝜀𝑎 −𝛥𝜀𝑟 )
3

(2)

Where in the undrained test (William, 1997),𝜀𝑣𝑜𝑙 =
1
𝜀𝑎 + 2𝜀𝑟 = 0, and hence, 𝜀𝑟 = − 𝜀𝑎 , the shear
2
strain 𝛾 = 𝜀𝑎 .

Figure 3: The comparison between original
uncorrected deviator stress and corrected ones by
Equation 5
Similarly, the membrane stiffness effect also can be
identified when using Equation 3 to correct the raw
data in the previous study (Yamaguchi, 1985;
Garnier, 2007; Boylan,2008, Hendry,2012;
Zwanenburg, 2015 ).
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(a) Group1

strain over 20%, probably due to some big fibre
inside the three specimens.
For each triaxial test, the yield point of the stressstrain curve is chosen as the first point when the
specimen shows a linear strain-hardening response.
In general, the greater the confining stress is, the
larger shear strain the yield point appears. For
example, the yield point of Test 12 with a high
confining stress of 36.5kPa occurs at the shear strain
of 7.2%, whereas the shear strain of the yield point
in Test 2 with a low confining stress of 10.7kPa is
3.16%. That is, the higher confining stress on a peat
specimen will enhance the material elasticity with a
greater yield stress and strain.
Based upon the previous studies (see Table 2 below),
the deviator stress in most tests showed a rather
slow-growing performance after 10% of shear strain,
some reach a top value while some keep increasing
until the tests ended. Then the highest values of
deviator stress were taken as the yield point as
explained above. Plotting the yield points from
Figure 4 with mean effective stress versus deviator
stress shown in Figure 5.

(b) Group 2

(c) Group 3
Figure 4: The deviator stress corrected by
Equation 3
3 STRENGTH AT DIFFERENT STRESS LEVELS
Figure 4 shows the development of corrected
deviator stress with increasing shear strain subject to
different confining stresses. For better clarity, the
stress-strain relationship curves from the 14 triaxial
tests are shown in three subfigures. In most of the
triaxial tests, the deviator stress first builds up
rapidly with increasing shear strain, and then
gradually levels off or changes slightly after 10%
shear strain. Notably, in the tests of No. 1,5 and 14
the deviator stresses keep increasing at high shear
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Figure 5: The deviator stress q versus mean
effective stress p’
Figure 5 shows the change of deviatoric stress q with
mean effective stress p’ for all the triaxial tests. In
particular, the yield point in each test determined
from Figure 4 is marked with a cross ‘X’ in this
figure. Mcu=0.707 and Kcu=2 kPa are the slope and
y-intercept, respectively. Comparing the results with
the data present by M.T.Hendry(2012), the values of
Mcu of the specimens from blog cut are 1.5 times
smaller than the remoulded specimens, while the
values of Kcu from blog cut are higher than the
remoulded ones.
Based on the slope Mcu and equation 4 below,
friction angel can be determined, which is 18.43
degrees.

Civil Engineering Research in Ireland 2020

𝑀𝐶𝑈 =

6𝑠𝑖𝑛𝜑

Volume Compressibility,
reasonable range.

(4)

3−𝑠𝑖𝑛𝜑

Results could be Comparable with the data
presented by previous studies in Table 2. Peat from
tests has a relatively low friction angel comparing
with the other natural peat. The difference probably
caused by the different percentage of fibres in peat
and the high compressibility.

a

The deviator stress reaches a maximum
value when the shear strain at 10%, then
slight drops or keeps a constant value.
There is little difference between corrected
and uncorrected deviator stresses when the
shear strain is within 10%. With increasing
shear strain over 10%, the difference
between the uncorrected data and the
corrected deviator stress can be up to 10
kPa. This indicates that the membrane
stiffness contribution becomes significant
after 10% of shear strain in the triaxial
compression tests.

3.

The slope Mcu and y-intercept Kcu were
calculated based on the yield point shown
in figure 5. A line function of confining
stress versus can be concluded at different
stress level using triaxial tests data and
previous study. The greater confining stress
is, the greater shear strength would be,
which determines frictional angel(18.43
degree) .

This study conducted a series consolidated
undrained triaxial tests to evaluate the deviator
stress values under different stress levels. The main
conclusions derived from the numerical results are
as follows:
The consolidation data from the triaxial
tests determines the compression index Cc
to be 0.3691 and the coefficient of
compressibility 𝑚𝑣 is 0.0072 m2/MN for
the peat at the stress level from 10 kPa to
40 kPa. The findings generally show
agreement with those from previous study
in oedometer test, and the data,
compression index and Coefficient of

in

2.

4 CONCLUSIONS

1.

are

Table 2 Previous studies of triaxial test on peat

Peat
Canadian
Muskeg
Remoulded
Peat
Escuminac
Peat
Ohmiya City
Peat
Reheenmore
Peat
Various Peats
Middleton
Peat
Correzzola and
Adria Peat

Confining

cohesion,

friction

stress(kPa)

c’(kPa)

angle,φ’(°)

/

0

48

Adams(1961)

/

5.5-6.1

36.6-43.5

Hanrahan et al.(1967)

/

/

40-50

Landva and LaRochelle(1983)

/

0

51-55

Yamaguchi et al.(1985)

/

0

55

Farrell and Hebib(1998)

/

/

42-66

Edil and Wang(2000)

/

0

57

Ajlouni(2000)

50

0

49-51
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ABSTRACT: The design of steel driven piles is often faced with the threat of inadequate penetration into the targeted foundation.
Steel piles can be very efficient if installation is assured and can be ideal for driving into weathered or weak rocks. Upper bound
end-bearing resistance in weak rocks is very difficult to determine when designing to Eurocode where conservative decisions on
characteristic rock strength can have a huge impact on the theoretical performance of the piles and rock quality can limit available
laboratory data quality. Frictional resistance in disturbed soils and rock can also be troublesome depending on natural variability
in rock quality or strength.
This paper presents the realisation of pile installation and testing on various bridge locations, noting range of typical sets, the
capacity of piles end-bearing in rock and the proportion of side friction resistance through soils and rock. Comparisons of loadsettlement observations from static load tests and derived from dynamic load tests are provided.
Observations supporting design decisions based on available investigation data and specified load test requirements are
provided, identifying the likely capacity and load settlement performance of piles.
KEY WORDS: Driven Steel Pile Foundations; Dynamic Testing; Static Load Testing.
1

INTRODUCTION & OBJECTIVES
Objective Research on Steel H-Pile Capacity in Rock

This paper presents some experience obtained on the use of
driven steel H-piles for road bridge structure foundations. Steel
piles are a versatile and useful foundation for bridges.
The main motivation for this paper was that much of the
design guidance and other published reference materials are
worded in terms of rock sockets and shaft friction, including
CIRIA Report 181 on Piled Foundations in Weak Rock [1].
The capacity of driven piles in soils is comprehensively
addressed, particularly for offshore conditions, while there is
less certainty in selection of pile design when lesser known or
weaker rocks are involved unless theory relating to bored pile
construction is considered or load test data is available [2].
The Steel Construction Institute guidance on ultimate
capacity of steel bearing piles recommends ‘site specific
research’ and notes the key constraint is the driving stresses in
the steel of the piles during installation [3],[4].
Decisions on the selection of appropriate magnitudes of base
settlements for end-bearing piles and the potential resistance
available in side friction can be very difficult especially when
the particular zone of interest is often indicating lower strength
and/or quality in the investigations. Aside from this, there are
very few other publications or papers reporting on steel piles
and weaker rocks in Ireland.
Opportunity in Design & Build Construction Programme
Particular challenges arose in detailed analysis for pile design
on the A6 Dungiven to Drumahoe Dualling scheme (A6DD)
where weak and variable metamorphic rocks were present. One
of the largest structures on the scheme is Structure S05, which
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is directly online with the existing Burntollet River Bridge.
Approximately 100m to the south, Structure S07 Ardmore
Road River Bridge was built earlier in the construction
programme, affording vital information on piling suitability
and construction challenges where the access for ground
investigations had been limited by both the proximity of the
existing A6 primary road and the designated boundaries of
environments near the confluence of the Faughan River and its
tributary Burntollet River.

Figure 1. Drone image of S05 Burntollet Bridge along main
existing A6 and adjacent realignment to S07 Ardmore Road.
The confluence of the rivers is top left.
Preliminary test piling was undertaken at all structures;
helping to validate the designs in sequence, confirming ground
resistances and pile performance criteria. The information and
analysis that follows is based on the compilation of various
parameters and other considerations that arose during these
designs. During this time, review of earlier installation and
testing data proved vital.
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2

METHODOLOGY

3

Historical Experience of Driven Steel H-Piles

HISTORICAL EXPERIENCE
Previous Driven Steel H-Piles Sites

Driven steel H-piles have been designed by ROD and
successfully constructed over the years on many schemes:
• Design & Build 1 (Leinster, 2007)
• PPP 1 (Munster, 2007)
• M7/M8 Cullahill to Cashel PPP (Leinster, 2008)
• M9 Motorway Service Area Design & Build (Leinster,
2014)
• Design & Build 2 (UK, 2016)
• A6 Dungiven to Drumahoe Dualling (Ulster, 2018 –
ongoing)
A simple review of the range of pile sizes, lengths and
capacities is provided. The results presented are predominantly
from recent projects but some historic records from prior to the
introduction of Eurocode 7 are also used for comparison.

An overview of the estimated driven steel H-pile foundations
as designed is provided in Table [1] below.

Published Standards and References for Capacity of
Steel Piles Bearing on Rock

This shows a varying range of piles have been selected and
indicate a range of capacities, each successfully installed and
dependent on the local ground conditions.
The specified working loads were determined by estimation
of overall load factors in older projects, while the newer ones
designed to Eurocode standards were derived first by
calculation with the partial factors and partial resistance factors,
having been reviewed based on Eurocode Table A11 using the
dynamic impact load testing data.
Ignoring the earlier D&B1 information, the other projects
had ratio of characteristic pile resistance to Specified Working
Load in the region of 0.96 to 1.39 based on analysis without
signal-matching and from 1.01 to 1.24 where signal-matching
analysis such as CAPWAP was undertaken.

Review of key assumptions and standards clauses are made, as
are a variety of recommendations on pile shaft and bearing
capacities in rocks from published reference materials, some of
which are based on bored piles. The rationale used in
developing the pile designs by calculation as discussed in either
IS EN1997-1 or BS EN 1997-1 are considered with the benefit
of the ensuing pile test data. Decisions made during the design
development are discussed, mainly comparing the overall effort
to drive the piles as reflected in the dynamic test reports.
Back Analysis of Test Data to Derive Correlations from
Tested Pile Capacities
Ground strength at the pile toe is analysed via the capacity and
stiffness derived from frequent dynamic load testing, with
comparisons to static load testing, particularly to gauge the
accuracy of settlement predictions from the dynamic testing.
The settlement of the individual piles (ρ) can be estimated
using this formula outlined in Tomlinson [7]:
∗

∗

(1)

(kN) is the load carried by the pile shaft,
Where
(kN)load carried by the pile base, (m) is the total length of the
pile, (m2) is the area of the shaft, (GPa) is the deformation
modulus of the pile material,
(m2) is the area of the base, !
is the Poisson’s ratio of the material below the base of the pile
(=0.3 for rock), " is the influence factor related to the ratio of
L/R (=0.5), # (m) is the pile width and
(MPa) is the
deformation modulus of the material below the base of the pile.
The values derived from testing are compared to
characteristic values and discussed from the point of view of
various formulae or correlations to rock strength. The
assumption of the pile toe area is one that was considered in
detail during design. The range of ground resistance and base
stiffness is discussed as calculated using Equation 1 in
combination with the observed settlement from static load
testing and the proportion of resistance in end-bearing indicated
in dynamic test results. The key reference of 1.5 times the
Specified Working Load (SWL) is used.

Table 1. Summary of Typical Pile Foundations
Project

UC Pile Section
(mm x mm (kg))

D&B 1
PPP 1
PPP 1
M7/M8
M9 MSA
D&B 2
A6 DD

356x356 (177)
400x400 (122)
356x356 (174)
305x305 (186)
305x305 (186)
305x305 (223)
305x305 (186)

Typical
Length
(m)
7-11
17-19
16-25
4-11
5-14
16-20
10-27

Typical
SWL
(kN)
755-950
1600
2300
1500
1500
2020-2160
1550-2200

Suitable Ground Conditions For Driven Piling
Driven steel piles suit installation where a minimum level of
embedment is intended and the pile is likely to achieve the
desired capacity predominantly in end-bearing. Unless a
reliable thickness of stiff/dense soils and/or a weathered zone
is present at rockhead, there is a considerable risk that the pile
might refuse to drive into rock in which case it could have
reduced resistance to bending [1]. Conversely, if excessively
weathered in places, the capacity could be compromised.
The projects reviewed include bridge structures where steel
H-piles have been driven into a range of different rock types,
but predominantly into sedimentary or metamorphic deposits
with a bedded structure. This is generally the case in these
projects with most piles getting through sufficient thickness of
glacial till and/or, extending through weathered rock.
Where stiff or dense the overlying soils can contribute a
proportion of the pile capacity. Parameters used in pile design
calculations such as undrained shear strength, friction angles
and SPT N-values are presented versus depth.
For the A6 Dungiven to Drumahoe Dualling project, the site
was typically underlain by variable metamorphic rocks with
many instances of weak to medium strong rocks with low Rock
Quality Designation (RQD), typically less than 40. Driven
piling provides reassurance that each pile has been installed
with comparable resistance making it a preferable option over
bored piling where rock quality varies widely and could be less
reliable without a significant load testing regime [1].
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Design Decisions on Pile Capacity in Rock and
Resistance from Skin Friction in Soils
In weak rocks, particularly where some results for Unconfined
Compressive Strength (UCS) are affected by poor core
recovery and lack of samples meeting the criteria for UCS, the
pile capacity is quite limited far less than the values proven by
site testing so there is doubt on the overall resistance,
particularly if deciding to ignore skin friction entirely.
Making a moderately cautious estimate of a pile’s skin
friction resistance is also troublesome when it could be
anticipated that the method of driving and use of a driving shoe
could compromise that slightly.
For steel H-piles, the selection of the full perimeter of the pile
is suggested and to ignore plugging as this can be very rare
according to the SCI guide. Their suggestion is based on a
validation exercise comparing load test data of onshore tubular
steel piles, H-piles and sheet piles [3].
During design it was considered excessively conservative to
assume that the rock at the toe could entirely disintegrate. If a
H-pile is able to penetrate into the rock, then the approximate
densification at and around the pile toe on a notional single
plane is of the order of 15% to 25% based on adding the cross
sectional area of steel within the overall box outline of the Hpile sections. It was considered more likely some material of
modest strength without voids would be present.
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0

Depth into Rock [m]

EN 1997-1 Cl 2.4.1 to 2.4.3 includes many principles and
considerations about calculations, actions and ground
properties including CL. 2.4.3(1)P that “parameters shall be
obtained from test results, either directly or through
correlation, theory or empiricism, and from other relevant
data.” [5,6]. The allowable bearing pressures on rock in
Appendix G carry on from the earlier version of BS 8004:1986,
assuming limits on the base pressure of between 10 MPa and
15 MPa. The Steel Construction Institute says these limits
contribute towards underestimating the capacity of a driven
steel pile and outline many options for protecting the toe of Hpiles being driven into rock, at the expense of skin friction
resistance from the overlying soils [4].
Tomlinson mentions “penetration of weak or broken rock all
the way to hard unweathered stratum, however this can be at
the expense of shattering all of the weaker layers resulting in
negligible skin friction” [7]. Some of the publications base their
recommendations on sedimentary deposits where bedding
thickness and Rock Quality Designation (RQD) exceeds that
likely to be observed in weaker materials. Wyllie provides
many cases although some are derived from spread
foundations. An accepted stance in technical references is that
in some rocks, the stress applied should be limited to 3 times
the rock’s UCS [8].
Further examples of poor resistance and failure of H-piles
due to extreme driving are provided by Fleming, citing records
of piles driven to 49m, well beyond the limits of the
investigation data and designed pile length. This publication
also refers to very low driving resistances in low strength rocks,
particularly in mudstones which can support negative pore
pressures. One key statement in the section on dynamic testing
is that there is a lack of research on the differences in dynamic
and static penetration of H-piles during load testing [9].

As can be seen in the range of data for the rock types relating
to the structures at the A6 Dungiven to Drumahoe site in Figure
2, the majority of rock strengths were very weak to weak
(between 1MPa and 25MPa in line with EN ISO 14689-1) [10].
Correlation factors of 16 to 22 were chosen based on providing
a best fit between the UCS and PLT datasets. Due to limited
availability of UCS data, reliance was placed on PLT data
where the rock core recovered wasn’t solid. It is appreciated
that in this range, the PLT test has some limitations.
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Figure 2. RQD and strength data vs. Depth into rock
The selected characteristic UCS was typically 3 to 7.5 MPa
but was as low as 1.6MPa. In the end, the working assumptions
used for deriving the capacity were considered optimistic on
the skin friction and pessimistic on the end bearing, trying to
remain close to the imposed limits of BS EN 1997-1 Appendix
G but also hoping that slightly better results would be achieved.
Estimates of the skin friction achieved by driving piles
through very weak to weak rock were based on bored pile rock
socket theories, reduced by a factor of approximately 0.7 to
account for differences in assumed friction between steel and
soil and theory derived for concrete cast into a rock socket bore.
Estimates also suggested a reasonable contribution of skin
resistance in a range of soils, mainly either stiff or sandy, with
SPT N-values as indicated in Figure 3.
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Figure 3. SPT N-values vs. Depth at Piled Structures
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In several cases, the selection of piled foundations was partly
about controlling excavations adjacent to existing road
embankments or beside rivers and designated areas along the
river-banks, where some form of spread foundation could have
been otherwise considered.
Pile Drivability and Installation
Each of the projects was reliant on a piling contractor to
mobilise their choice of equipment to site to install both
preliminary and working piles to meet the design specifications
and testing requirements. Selection of the piling plant and
hammer equipment cannot usually be made by the designer
when specifying permanent pile requirements but some
assumptions can be made in deriving a suitable approach.
Previous records for the steel H-piles indicated a range of
results all likely to reach close to the required design loading
but had notably been installed with vastly different hammers,
ranging in size from 3 ton to 9 ton ram masses. As might be
expected there are considerable differences in the effort
required to install piles to the higher loads, even if the same
materials are being utilised.
When the pile driving apparatus being brought to site is
known, the capacity of piles can be estimated from one of
several pile-driving formulae. These relate the work energy of
the driving apparatus to the final set penetration of the pile.
These are however dependent on compliance with several
assumptions and are best suited to sandy soil conditions where
pore pressures do not contribute to the readings. Hence these
formulae are not reliable in terms of application based on the
standards.
Both BS 8004 and EN 1997-1 refer to the use of dynamic
load impact testing rather than to rely on pile driving formulae
and to use the partial factors on these test results to derive
characteristic pile resistances [5],[6],[11]. The recent standards
for dynamic testing to ISO 22477-4:2018 Annex A outlines the
concept of analysing the impacts and calibrating to the results
of a static load test [12].
The pile capacities tested dynamically across the historic
sites is provided in Figure 4, comparing the measured energy
transfer with the resulting capacity of the pile as analysed by
the test.

Figure 4. Energy Transferred as Recorded in Dynamic Tests

5

PILE CONSTRUCTION & TESTING
Preliminary Test Piles

For the A6DD project, the pile driving rig was a Junttan
PMx20, equipped with the HHK4/5A hammer (a 5 tonne
hammer). The Junttan hammer is a hydraulically powered drop
hammer for impact driving. The maximum rated energy is 59kJ
(kNm). The ram block has a base weight of 4,000kg
supplemented with an additional 1,000kg to give a 5,000kg
total drop weight which can have a maximum drop height of
1200mm. The overall weight of the installation apparatus is
8,300kg including the A-type drive cap.
Concerns were satisfied upon review of the preliminary pile
construction that the preliminary pile neither refused on a
boulder at higher level where SPT N-values were reasonably
high, nor crushed the rock and continued driving indefinitely,
while it did penetrate some modest distance into the rock based
on the available rock core data. This was achieved without
using a shoe or any form of strengthening of the pile toe. The
first preliminary pile was driven to almost exactly the design
pile toe level of the estimated pile toe with a set of 5 blows for
7mm (Structure S12).
The other test piles were not installed to such similar
accuracy however and a range of sets were established between
10 blows for 5mm and 10 blows for 12mm at levels within 1m
and 4.5m of the design pile toe level as indicated in Table 2.
Table 2. A6DD Preliminary Test Pile Installation Summary.
Driven
length
(m)

Drop
height
at set
(mm)

Final
set
(blows/
mm)

Test
pile

Design
Toe
Level
(mOD)

As-built
toe level
(mOD)

S05

+33.0

+31.6

8.5

700

10/8mm

S07

+26.5

+29.1

10.7

700

10/8mm

S11
S12

+94.3
+92.5

+91.0
+92.5

15.7
7.9

600
600

10/10mm
10/13mm

S17
S18

+49.0
+45.5

+52.8
+47.8

18.7
28.2

700
700

10/7mm
10/10mm

S21

+55.0

+52.1

18.9

700

10/5mm

The preliminary test piles were subjected to both static and
dynamic load testing. The piles were re-struck after several
days using the same hammer during dynamic testing. In almost
all cases, the restrike set was close to the final set, the one
exception being at Structure S07 where a restrike set of 28mm
for 10 blows was recorded, indicating that pore pressures may
have been generated during driving. Following the lower
restrike, this pile was driven on with a drop height of 1200mm
and achieved a set of 12mm for 10 blows.
Dynamic test results were analysed using both Case and
CAPWAP methods to report the estimated total resistance and
proportions along the shaft and in end-bearing. Static load tests
were then carried out to a specified load.
Figure 5 shows a combined summary of the maximum and
residual displacements observed in static load testing of the
A6DD site compared to the few records available from older
projects.
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Peak Load per Cycle [kN]
Maximum and Residual
Displacements [mm]
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Figure 5. Static load test data for driven steel H-piles into
various rock types
There is a trend in this data showing a representative range in
the pile settlement likely for an acceptable range of settlements
between 5mm and 15mm. In a few cases, the higher load tests
undertaken lead to settlements in the 25mm to 30mm interval,
approximately 10% of the primary pile dimension and more
significant plastic deformation were achieved during tests.
Range in End-bearing and Skin Friction Resistance
Dynamic load testing with CAPWAP analysis suggested that
the load capacity of the piles taken in end bearing generally
ranged from 1700kN up to 3720kN, however there were 6
instances in the range of 850kN to 950kN as indicated in Figure
6. These latter instances are discussed in Section 5.4 below.

Figure 6. Histogram showing end-bearing resistance in all A6
Dungiven-Drumahoe piles as derived from CAPWAP
A comparison of the proportion of load taken in end-bearing
with the design assumptions was made. As much as 50% of the
total resistance in the piles was apparently provided by skin
friction in the deeper glacial soil profiles in the east of the
project where the longer piles were located, while a more
typical range for the end-bearing resistance of the other piles
was 60% to 80%. Since pile shoes were not used, the values
were reasonably close to the estimated capacities.
Back Analysis of Settlement in End-Bearing to Derive
Correlations to Pile Capacity
To back-analyse the base resistance, the Imperial College Pile
(ICP) methodology was considered [2]. The ICP method was
developed originally to model tubular steel offshore piles
driven into soils but it is fully applicable to driven piles with
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some modifications to allow for common driven pile
geometries such as the H-Pile. Using the ICP methodology, the
base capacity can be evaluated from the local CPT resistance
where the area of the base is equal to the cross-sectional area of
the H-Pile (area = 237cm2). The mobilised base resistance of
S07 test pile was calculated as 195MPa using the ICP approach,
which was considered too high.
The settlements of static pile load tests were reviewed against
the assessed range in characteristic rock mass modulus using
Equation 1. Once pile elastic compression was deducted from
the applied loads, the observed settlements were used as a
means to establish base rock mass modulus for a typical applied
base pressure. For this assessment, the proportion of loading
taken in end-bearing was used to manipulate the actual load
reaching the toe of the pile, while the Eb rock mass modulus
was varied to match the settlements proven in the static load
test (net of pile elastic compression). This was assumed to act
over the plan area between the four corners of the pile rather
than solely on the area of steel. 1.5*Specified Working Load
(SWL) is used as it is provided in both the first cycle of static
load testing and settlement estimates also reported in dynamic
testing at the corresponding value. The values obtained are
presented in Table 3.
Table 3. Compressive Resistance and Stiffness of Rock at Pile
Toe.
Structure

1.5*SWL
(kN)

Resistance at
base (MPa)

S05
S07
S11
S12
S17
S18
S21

2550
2828
2175
1725
2500
2385
2775

29.6
30.0
20.8
23.4
22.3
21.6
20.5

Eb Base
Modulus
(MPa)
280
195
255
370
220
200
370

By comparison, the ratio of the tested compressive resistance
to the characteristic UCS at these structures was generally
much greater than 3 or suggest characteristic values for UCS of
7 to 10MPa could have been assumed. In later designs, the
benefit of seeing the earlier results was considered and less
conservative characteristic values for UCS were chosen where
the piling had already demonstrated higher resistances by both
dynamic and static load testing.
Notable Issues Piling into Varying Rock Surfaces
Of particular interest, abutments at Structures S12 and S21
show notable changes in driving efforts in the heat-maps
presented in Figure 7. Both were known to have sloping rock
surfaces but the difference was most notable when piling S21.
Figure 7 shows comparisons of the working pile installation
logs as a heat map visually representing the effort over the
length of each pile with depth. Driving continued through to
much greater depths exceeding design expectations, with
thirteen piles being on average 8.0m longer than anticipated.
This was accompanied by a noticeable change in the driving
at S21’s east abutment. Further review of these logs and
subsequent dynamic testing indicated that these were the piles
with the inferior end-bearing capacity as shown in Figure 6.
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Figure 7 Pile driving records presented as heat-maps (S21 east
abutment top and S12 central pier bottom left / south
abutment bottom right). Intermediate marks denote increasing
effort in drop height of piling hammer. Orange/red indicate
harder driving conditions.
Further checks of the surrounding geologic mapping indeed
proved that faulting was present very close to the river at this
location with changes in rock type and level inferred between
the available borehole logs. An excerpt of the mapping is
shown in Figure 8.

river
alluvium

glacial
sands

S21
glacial

Figure 8 S21 riverbridge crosses as indicated. Presence of
faulting and variable alluvial channel (light yellow colour) is
reflective of the underlying conditions
As it happened, further faulting was found at one corner of
bridge S05, where access for investigation had been limited
until construction stages but rock was present at and slightly
above pile platform level. An alternative shallow spread
foundation was provided for one abutment for part of the
structure.
6

DISCUSSION AND CONCLUSIONS ON DRIVEN STEEL HPILE TOE RESISTANCE

The methodology to calculate the base resistance of the bedrock
at the pile toe relies on the characteristic UCS and rock mass
characteristics of the bedrock.
The values selected initially erred on the side of caution but
with appropriate preliminary pile testing, significant
improvements were proposed for the larger structures.

For the geotechnical design, the ultimate pile base resistance
is recommended by various sources to be estimated from 3
times UCS where certain rock quality conditions are met. This
was followed. When comparing the back-analysis of available
laboratory test data with the characteristic UCS values, 3 times
UCS appeared to be too conservative.
Assessment of the end-bearing load over solely the steel area
suggests pressures in the range of 100 to 200 MPa. Taking the
load from the H-piles was considered over the larger area inside
the block area between the four corners. This gave a more
reasonable capacity of the order of 20 to 30 MPa, somewhat
higher than would be assumed by calculation using the
characteristic resistance alone and more representative of the
load shed a short distance below the pile toe.
An alternative viewpoint may be that the bias in lower test
values where PLT results less than 5MPa prevail due to rock
quality can lead to an unfortunate selection of the characteristic
rock strength. Correlating the PLT to the available UCS or
range in UCS data at each structure was normally done based
on depth into rock and level but the design calculations may
have been initially better had the geologist’s description of rock
strength been followed rather than the available laboratory
testing. Either way, the capacity of the rock in supporting the
piles was better than had been assumed.
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ABSTRACT: Geotechnical assets are an integral element of any road network. To ensure the safe operation of a road network,
these assets require continual maintenance to mitigate against ongoing deterioration or failure. The assessment of geotechnical
assets is therefore crucial to prioritise maintenance and optimise budget allocations. Although several assessment procedures
currently exist, there is no formal procedure used for the Irish road network. A new assessment procedure, named the Geotechnical
Asset Assessment Procedure (GAAP), was developed in this study specifically for the Irish road network. It was intended as a
preliminary assessment tool, to provide a simple, objective, and consistent approach for the rapid evaluation of geotechnical assets
at both network and local level. The GAAP was developed utilising aspects of existing procedures from other industries and
countries, while also adapting elements to suit the needs of Irish road conditions. Risk, probability, and consequence are key
elements of the procedure. A process for the calculation of numerical scores for these elements for typical failure mechanisms
observed in Irish road conditions was developed. This process allowed the calculation of an overall risk score for each asset. A
framework was developed to evaluate the asset risk score utilising a traffic light system, linked to recommended remedial actions.
The procedure developed returns risk rating, probability, and consequence scores. The GAAP produces a preliminary risk score
that can be used to rank and prioritise assets at a network level. Supplementary scores for probability and consequence are also
produced for each failure mechanism which can be used for assessment at a local level.
KEY WORDS: Geotechnical Asset Management; Risk Assessment; Probability; Consequence
1

INTRODUCTION

Geotechnical assets are crucial elements of the Irish road
network and form a substantial portion of the overall length of
the network [1]. They must meet performance requirements
when supporting transport infrastructure, particularly ride
quality requirements which are based on the variance of a
profile level relative to a datum derived from a moving average
[2]. The failure to meet these performance requirements can
range from an ultimate limit state failure, which may halt or
severely restrict traffic flow, to a serviceability limit state
failure which does not disrupt traffic flow but prevents the
embankment from operating as intended. Failures are
increasing in severity and frequency due to undesirable weather
patterns brought upon by climate change [3]. Although failures
are still relatively infrequent, when they do occur, they can
have major consequences [3].
To prevent ultimate or serviceability limit states occurring it
is crucial that an adequate asset management system is utilised
by the network owner [2]. A key component of any asset
management system is the use of a suitable assessment
procedure that can be used to proactively identify potential
issues with individual assets or the overall network. This can
allow maintenance or remedial works to be focused
accordingly to prevent significant failures.
While several procedures exist for rail networks in the UK
and Ireland [1], there are no examples of advanced risk
assessments currently available on a national scale for the
assessment of the Irish road network. Instead, the ranking of
road assets for the purpose of budget allocation is typically
decided using individual experience and subjective opinions
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[3]. The use of such an approach means that maintenance and
remedial works are generally reactive, where failure of the asset
must have taken place for it to be identified as critical. This
highlights the need to develop a risk assessment procedure
specific to the Irish road network which will enable
infrastructure managers and local authorities to objectively
quantify risk across the network in a consistent manner.
2

METHODOLOGY

The risk-based Geotechnical Asset Assessment Procedure
(GAAP) developed in this study was intended as a tool for the
preliminary assessment of geotechnical assets to determine an
overall condition and risk of failure. It was also intended to
provide the information required for the future development of
a network wide geotechnical asset database. It was developed
with the core objectives of providing a procedure that was user
friendly, that delivered consistent and objective results and that
did not require extensive use of technology, specialised
computer software, specialised equipment, or training. This
was to facilitate the use of the procedure by local authority
engineers who may have limited resources or access to
specialised equipment or software.
Failure Mechanisms
The GAAP determines the condition of a geotechnical asset by
assessing the risk of failure occurring on or within it. To
determine the overall risk of failure, the risk of the critical
failure mechanisms that could occur in Irish soil conditions
must be determined and clearly defined. The failure
mechanisms selected in this study were:
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•
Slope failure
•
Differential settlement
•
Bearing capacity failure
•
Flood induced failure
•
Rockfall
These failure mechanisms were in agreement with those used
in other studies, Table 1. In addition, the Spanish, and Italian
systems only consider differential settlement, bearing capacity
and flood induced failures in their assessment techniques [1].

✓

✓

✓

determining the various factors that could influence the
consequence and then assigning a scoring system to each
factor. The consequence scores for each factor were summed to
produce a total consequence score for that particular failure
mechanism. The factors and associated scoring system used
varied according to the failure mechanism being assessed. An
example of the consequence scores for road class is given in
Table 5. Other consequence scores are given in Reid [5].
In this study, the surrounding land use was assumed to be
within an area of 10m from the toe of the embankment or crest
of the cut slope. The verge width was defined as the distance
from edge of the carriageway (yellow line) to the crest of the
embankment slope or toe of the cut slope.
A risk score for each individual failure mechanism was
determined as the product of the probability of failure occurring
and consequence of failure for that mechanism. The overall risk
rating for the asset was calculated as the sum of the individual
risks scores for the individual failure mechanisms. This was to
ensure that the overall score reflected the risk of any one of the
individual failure mechanisms or any combination of the
mechanisms occurring.

✓

✓

✓

Table 2. – Summary of probability factors used in this study
Failure mechanism

✓
✓

✓

✓

✓

✓
✓

✓

Factor

Risk Calculation
The method for calculating the risk rating is a critical element
of any assessment procedure. To do this accurately, objectively,
and consistently, a clear definition of risk is required.
The general definition consistently found in the literature [6,
7, 8] is that risk is the product of the probability of occurrence
and the resulting consequences.
Probability was defined as the extent to which an event is
likely to happen. The probability of each failure mechanism
was calculated individually by determining the various factors
that could influence the probability of occurrence and assigning
a scoring system to each factor. The contributing factors to the
failure mechanisms used in this study are presented in Table 2.
The scores for each factor were multiplied together to produce
a total probability score for that particular failure mechanism.
The factors and associated scoring system used varied
according to the failure mechanism being assessed. An example
of the range of probabilities for height of asset in the shallow
slope failure mechanism is given in Table 3. Other probabilities
are given in Reid [5]. Note that the values given in Table 3 are
probability scores and not the probability of failure for the
particular factor.
The consequence of a failure mechanism was defined as the
effect of its occurrence on aspects such as road operation, road
safety, public safety, and surrounding infrastructure/property.
The same principle used to calculate the probabilities for each
failure mechanism was applied to the calculation of the
consequences. The consequence factors associated with each
failure mechanism are presented in Table 4. The consequence
of each failure mechanism was calculated individually by

Height
Slope
Foundation soil
Embankment
fill/cutting soil
Slope vegetation
Current condition
Traffic volume
Adequate drainage
Previous repairs
Control measures

✓
✓

✓
✓
✓

✓

✓
✓
✓

✓
✓
✓

✓
✓

✓

✓

✓
✓

✓
✓

✓

✓

Rockfall

✓

Flood induced failure

This
study
[5]

Bearing capacity

Shallow slope
failure
Deep slope
failure
Differential
settlement
Bearing
capacity
Flood induced
failure
Rockfall
Other

Design
Manual for
Roads and
Bridges HD41/15 [4]

Differential settlement

Irish Rail
Infrastructure
Asset
Management
System [1]

Shallow slope failure

Failure
mechanism

Deep slope failure

Table 1. Comparison of failure mechanism used in this study
and from the literature.

✓

✓
✓

✓

✓

✓

✓
✓

✓
✓
✓

✓

Table 3. Example of probability value for geometry for the
shallow slope failures mechanism.
Height of asset, embankment or cut (m)
<1
1 – 1.4
1.5 – 1.9
2.0 – 3.9
>4

Probability score
0.25
0.50
0.75
0.90
1.00

Assessment Framework
The GAAP is intended as a preliminary risk assessment tool
and is a ‘first pass’ assessment suitable for local authority
engineers, allowing potentially high-risk assets to be identified
and prioritised for further investigation or remedial works.
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To facilitate this, a framework was developed for the
evaluation of the results of an assessment. A traffic light matrix
was created to allow the assessor to determine the most
appropriate course of action based on the risk rating determined
for the asset, Table 6.
Table 4. Summary of consequence factors selected in this
study.

✓

✓
✓
✓

Rockfall

✓
✓

✓
✓
✓

Table 6. Risk assessment framework developed in this study

Flood induced failure

✓
✓

Bearing capacity

Traffic volume
Road Classification
Road Environment
Surrounding land-use
Verge Width

Differential settlement

Factor

Deep slope failure

Shallow slope failure

Failure mechanism

✓
✓

✓
✓

✓

✓
✓

✓

more informed determination of suitable action. Again, the risk
scores and probabilities of individual failure mechanisms could
be used to guide the investigation where required.
The final category was high risk and was assigned to scores
greater than 70 and had a high risk of failure. Immediate action
was therefore recommended including a full geotechnical
investigation. This would allow a detailed assessment of the
asset to fully evaluate its condition and determine whether
remedial works were required.

Risk rating
<20

Risk class
Low

Recommended action
No Action Required. Re-assess
asset after 5 years

20 to 40

Low to
Moderate

Monitor asset. Carry out
routine maintenance where
possible. If no maintenance
carried out, re-assess asset after
3 years

41 – 70

Moderate
to High

Further investigation by
Geotechnical Engineer
required to determine if
remedial action is required

>70

High

Immediate action
recommended. Carry out
detailed geotechnical
investigation to determine
remedial works necessary

Table 5. Consequence score for road class.
Road class
Motorway/dual carriageway
Single carriageway – national
Single carriageway – regional
Single carriageway - local

Consequence score
5
4
3
2

Four categories were developed based on risk score ranges,
Table 6. A risk category of low was assigned to a score range
of 20 or lower. It was assumed that an asset with a risk under
20 is likely to have a very low probability of failure occurring
or have minimal consequences if failure did occur. For assets
within this category, it was recommended to re-assess the asset
after a defined period of five years. This was to identify if the
asset had deteriorated to a higher risk category, thus requiring
further action. Five years was selected as this was the time
period used for potential deterioration in the UK’s HD41/15
procedure [12].
A risk rating range between 20 and 39 was assigned a risk
category of low to moderate. It was recommended to monitor
the asset to identify any further deterioration over time as the
risk of failure was slightly higher than the low category.
Routine maintenance was also recommended where possible to
minimise the risk of failure, potentially lowering the overall
risk rating to a lower category. This maintenance could be
targeted at the failure mechanisms with the highest risk values
and/or probabilities. Where routine maintenance was
conducted after the initial assessment, the asset should be reassessed to verify the impact of the maintenance. Where no
maintenance was carried out, the asset should be re-assessed
after three years.
A moderate to high risk category was assigned to a score
range between 40 and 70. It was assumed that an asset with a
risk rating within this range was at a reasonably high risk of
failure and therefore warranted further investigation by a
suitably qualified geotechnical engineer. This would allow a
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Assessment Procedure
One of the key objectives of this study was to produce a
preliminary assessment procedure that was user friendly and
did not require the use of specialised equipment, software, or
training. This was to allow any local authority engineer to carry
out the assessment and assign an initial condition rating to an
asset based on readily identifiable characteristics in an
objective and consistent manner. This was to ensure that assets
can be ranked and compared on a like-for-like basis.
It was therefore crucial that the procedure used for
determining the input data ensured that these objectives were
achieved. Figure 1 illustrates the flowchart outlining the GAAP
to be followed for the assessment.
A checklist was developed to assist with the collection and
collation of the information required for the assessment. GAAP
avoided inconsistency and subjectivity of the information
recorded by utilising drop down menus for each of the steps in
the checklist with set answers to each field. The answers
correlated with the factor ranges used in the risk calculation for
the failure mechanisms.
The GAAP checklist uses a two-step process, consisting of a
desk study and a site inspection. It is recommended that the
desk study is conducted before the site inspection. The road
type, traffic volume, foundation soil and flood risk are all
identified as part of the desk study. The site inspection is then
conducted to record the physical geometry and other sitespecific parameters required for the assessment. Figure 2 shows
the site inspection sheet that must be completed for each site
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inspection. This sheet captures the key parameters required for
the risk assessment.
The road environment (urban/rural) was obtained from
Google Maps [13]. Traffic volumes for national routes and
motorways was obtained from the Transport Infrastructure
Ireland (TII) traffic count website which contains traffic count
information for numerous locations on the national road
network across the country [14]. Traffic volume data for
regional and local roads is often determined and recorded by
local authorities, which can be utilised, where available. If this
is not available, an estimation of the traffic volume can be made
based on a manual short-term traffic count [12].
Identify
Asset

allows areas with low, moderate, or high probabilities of
flooding to be identified.
3

CASE STUDIES USING THE NEW PROCEDURE

Six case studies, on existing assets, were performed using
GAAP. Five road assets were selected to ensure the procedure
was suitable for a wide range of geotechnical assets and road
types. One of these assets, Case Study 1, was also assessed
using the UK’s HD41/15 procedure. This allowed a direct
comparison of the results of both procedures.
A sixth case study was carried out on a theoretical asset taken
from the literature [18]. This allowed a direct comparison
between GAAP and the Irish Rail asset assessment procedure
[1]. Table 7 presents a summary of asset details [18].

Assign
Reference

Carry Out

Complete

Desk Top

Assessment

Study

Check List

Cary Out Site
Inspection

Calculate Risk
Score for Each
Failure Mechanism

Shallow
Slope Failure

Deep Slope

Differential

Failure

Settlement

Bearing

Flood

Capacity

Induced

Failure

Failure

Rockfall

Calculate
Total Asset
Risk Score
Identify

Assessment

Required

Framework

Action
Update Asset
Database

Rank Asset

Figure 1. Assessment procedure flow chart developed in this
study
In this study the foundation soil underneath an embankment or
within a cutting was estimated using the Irish Soil Information
System [15]. It should be noted however that this is a high-level
estimate only. Subsoils are usually heterogeneous and can vary
greatly over the length of a geotechnical asset [16].
Furthermore, ground improvement may have been undertaken
during construction of the geotechnical asset which may have
involved removal and replacement of soft soil foundations. As
a result, the soil type identified in the mapping tool may not be
representative of the actual soil conditions. However, as this
procedure is intended as a preliminary assessment only, the use
of these soil maps was considered suitable. Where an asset has
been determined to be at risk, further investigation should be
carried out to fully determine the foundation soil type and
therefore accurately determine the risk of failure.
Finally, the flooding probability was obtained from the
Office of Public Works (OPW) Flood Maps website [17] that

Figure 2. Site inspection checklist developed in this study.
Case Studies 1 – 5 included two assets on national roads with
moderate traffic counts, one embankment and one cutting. Both
assets were constructed within the last 20 years to current
standards and specifications. Two case studies were carried out
on legacy assets on a regional road with a relatively high traffic
count. One was a steep embankment and one was a steep
cutting. Another assessment was carried out on a local road
with a low traffic count. A shallow slope failure had recently
occurred on this asset. The risk rating, probability and
consequence values (in italics) for Case Studies 1-5 are
presented in Table 8.
Case Study 1 had a risk rating of 46 which was classed as
medium to high. As this asset was on a national route with a
moderate traffic volume, the consequences of any failure would
be expected to be high. However, as the asset was constructed
relatively recently and to modern design standards, the
probability of failure would be expected to be low, giving a low
to moderate overall risk score. The score achieved is therefore
marginally higher than expected. While most of the risk scores
were low, differential settlement and bearing capacity were
relatively high. This is attributed to the assumption of the
presence of alluvium as the foundation soil which influenced
the scores for deep slope failure, differential settlement and
bearing capacity failure. Further investigation is required to
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determine if ground improvement was used at this location,
which would impact on the calculated risk rating.
Case Study 1 was also assessed using the UK’s HD 41/15
procedure [12] and a comparison of results is given in Table 9.
While some similarities were found between the procedures,
significant differences were also observed. The HD/41
procedure used was a principle inspection designed to gather
all the inventory information required to update the asset
database. While the GAAP procedure was intended as a
preliminary inspection only, it too was designed to gather the
inventory information required for an asset database.
Table 7. Summary of Theoretical Asset Characteristics
Included for Irish Rail Procedure [18].
Parameter
Asset type
Height
Slope angle
Vegetation
Foundation soil
Embankment fill

Value
Embankment
10.3m
380
Grass only
Soft clay/silt
Glacial till

Table 8. Summary of risk assessment of Case Studies 1 – 5.
Failure
mechanism
Shallow
slope
Deep slope
Differential
settlement
Bearing
capacity
Flood
induced
Rockfall
Total

1
2.4
0.3, 8
9.7
0.4, 24
15.7
0.7, 24
15.8
0.7, 24
2.4
0.1, 24
0
0, 12
46

2
7.5
0.5, 16
10.5
0.4, 24
3.9
0.2, 24
2.8
0.1, 24
9.7
0.4, 24
0
1, 24
34

Case study
3
5.4
0.9, 6
2.7
0.5, 6
0.8
0.1, 12
0.4
0.1, 6
5.4
0.5, 12
0
0, 12
15

4
7.3
0.8, 9
2.4
0.4, 6
0.7
0.1, 12
0.4
0.1, 6
1.4
0.1, 12
0
0, 18
12

5
3.2
0.8, 4
1.4
0.7, 2
0.4
0.2, 4
0.4
0.2, 2
0.3
0.1, 2
0
0, 6
6

was therefore to carry out further investigation to confirm the
foundation soil. In contrast, the HD 41/15 procedure produced
a Final Feature Grading of 1 which was classed as low risk. HD
41/15 recommended that no remedial action was required.
Case Study 2, a deep cut on a new national primary route
gave a risk rating of 34 which was classed as low to moderate,
which was in line with the expected outcome. Case Studies 3
and 4, a cut and embankment on a regional route and Case
Study 5, a local road all gave very low risk ratings. This was as
expected given the road classification and traffic volumes
associated with these assets which resulted in very low
consequence scores. However, the probability of failure for the
shallow slope failure mechanism was high (>0.8) in Case
Studies 1 – 3. These high probabilities did not impact the
overall risk rating as the consequences of failure were low, due
to the moderate to low traffic volumes on these roads.
The results of Case Study 6 are presented in Table 10. Case
Study 6 was carried out by using the GAAP on a theoretical
asset taken from the literature [18]. The theoretical asset was
assessed using the Irish Rail procedure as part of this study.
This allowed a direct comparison of the results of the GAAP
with the results obtained using the Irish Rail assessment
procedure, Table 11. When adjusted for risk scale, both
assessment methods returned similar risk ratings for the asset.
The Irish Rail procedure is a software-based assessment
which utilises complex probabilistic fragility curves to predict
the likelihood of failure occurring on a given asset [1]. In
contrast, GAAP is a preliminary assessment procedure which
is largely based on visual inspection of the asset. The
comparison of the results therefore provided re-assurance of the
suitability of the results obtained from GAAP.
Table 10. Summary of risk assessment of Case Study 6.
Failure
mechanism
Shallow slope
Deep slope
Differential
settlement
Bearing
capacity
Flood induced
Rockfall
Total

Table 9. Comparison of risk assessment outputs from GAAP
and HD41/15 for Case Study 1.
Procedure

Risk
score

GAAP

46

HD41/15

1

Risk
class
Moderate
to high
Low

Recommended action
Further investigation is
required
Remedial / preventative
intervention not required

The GAAP procedure also provides an overall condition rating
which allows an objective comparison and ranking of assets. In
contrast, the HD 41/15 procedure does not provide an overall
condition rating. Instead, it assesses individual failures
(‘‘features’’) that have already occurred or areas that are
deemed to be likely to fail. A condition rating is then allocated
to these individual features.
The GAAP procedure produced a risk score of 46 which was
classed as a moderate to high risk, which may be misleading as
it assumed the presence of alluvium as the foundation soil. It is
likely that ground improvement was used in the construction of
the asset assessed in Case Study 1. The recommended action
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Probability

Consequence

0.58
0.66

32
32

Risk
score
18.7
21.0

0.55

32

17.7

0.53

32

16.8

0.11
0.00

32
64

3.6
0
78

Table 11. Comparison of Results for Case Study 6
Procedure
GAAP

Irish Rail
4

Risk
score
78

72

Risk
class
High

-

Recommended action
Immediate action
recommended, detailed
investigation to determine
remedial works necessary
-

CONCLUSIONS

A procedure was presented which is suitable for use as a
preliminary assessment tool for geotechnical assets on the Irish
road network.
A preliminary risk score is produced from each assessment
that can be used to rank and prioritise assets at a network level.
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This can be used by infrastructure managers for the
optimisation of maintenance programmes and allocation of
budgets
The information collected as part of the procedure can be
utilised for the development and population of a central asset
database. This would allow comparison of similar assets in
different locations and form the basis for a long-term evaluation
of geotechnical assets.
The procedure does not require the use of specialised
equipment, computer software or training. Adequate databases
and web-based support tools are publicly available to enable a
sufficient desk study to be carried out.
Six Case Studies were carried out to trial the procedure and
the results obtained were consistent and objective, despite the
manual nature of the procedure. Agreement was found between
the results from GAAP and the Irish Rail procedure. Some
differences were found between the results from GAAP and the
UK’s HD4/15 procedure. However, general agreement was
also found for several aspects such as the failure mechanisms
used, and the information collected.
Supplementary scores for probability and consequence are
produced for each failure mechanism. The impact of the
individual probability and consequence scores on the overall
risk score was highlighted in the case study results. Failure
mechanisms with similar probabilities had significantly
different risk scores, caused by the consequences, and vice
versa.
Overall risk scores were suitable for national roads, but not
potentially representative on regional or local roads. The
consequence score is related to traffic volume and road
classification which will be low on regional or local roads. This
can adversely impact the overall risk score. Probability scores
can be used for regional or local roads. These scores can be
utilised for a separate assessment at a local level where a group
of assets have similar/low overall risk scores.
The case study results highlighted potential issues with the
use of EPA soil maps [19] for determination of foundation soil
and the potentially misleading results obtained for flood
induced failures.
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ABSTRACT: Ireland has witnessed an increase in the frequency and intensity of extreme weather events (EWEs) in recent years
due to climate change, including heavy rainfall, storm, flooding and landslides events. These extreme events can have a severe
impact on transport networks, resulting in significant costs due to physical damage, transport disruption and associated
economic losses. To increase the resilience of transport networks to climate change impacts, adaptation measures may be
implemented. However, to determine the appropriate adaptation measures in terms of risk reduction and cost-effectiveness, a
quantification of climate change impacts is necessary. The TACT project (Methodologies for Financing and Costing of Climate
Impacts and Future Adaptation Actions), funded by Ireland’s Environmental Protection Agency, aimed to develop a risk
framework to quantify the costs of climate change impacts for road, rail and maritime transport networks in Ireland to inform
adaptation planning. Ultimately, this project supports the implementation of the statutory Climate Change Adaptation Strategy
for the Transport Sector in Ireland. In this study, a quantitative risk assessment (QRA) methodology to determine the costs and
risk of direct damage to the infrastructure and travel disruption along the Irish road network arising from rainfall-induced
landslides is presented. The methodology is applied to a portion of R116 road located in south Dublin. The study demonstrates
that QRA approaches, despite some uncertainties, have the potential to assist transport owners and operators in their decisionmaking concerning climate change adaptation planning and, ultimately, to increase the resilience of transport networks.
KEYWORDS: Landslide, Risk, Direct cost, Indirect cost, Traffic disruption, Climate change, Uncertainty, Adaptation planning.
1

INTRODUCTION

It has been scientifically proven that human-induced climate
change is occurring due to significant increases of greenhouse
gases being released into the atmosphere over the past number
of centuries. Climate change is leading to increasing
temperatures, rising sea levels, modified precipitation
patterns, and increases in the frequency and intensity of
extreme weather events (EWEs). These include storms,
hurricanes, floods, landslides as well as prolonged periods of
cold and hot weather, leading to droughts, wildfires, etc. [1].
Future climate change will depend on further anthropogenic
emissions and natural climate variability and, therefore, is
highly uncertain. The Intergovernmental Panel on Climate
Change (IPCC) has established four different Representative
Concentration Pathways (RCPs) that describe future projected
greenhouse gas (GHG) emissions and atmospheric
concentrations: a stringent mitigation scenario (RCP2.6), two
intermediate scenarios (RCP4.5 and RCP6.0) and one scenario
with very high GHG emissions (RCP8.5). The RCP2.6
scenario is representative of a scenario that aims to keep
global warming likely below 2°C above pre-industrial levels
[2].
The transport sector is particularly vulnerable to climate
change impacts due to the potential for physical damage and
deterioration to infrastructure, as well as disruption to the
movement of people and goods. For example, severe cold
weather in the UK during the winter of 2010 resulted in travel
disruption that cost the economy an estimated £280 million
per day [3]. In Ireland, EWEs in Autumn 2003 triggered
major landslide events including the Pollathomas landslide in
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Mayo that resulted in considerable damage to roads, bridges
and properties, and led to the evacuation of over 40 families
from their homes [4].
Quantification of the impacts of climate change to the
transport sector in terms of losses (monetary, social,
environmental, etc.) is necessary to inform adaptation
planning, which can be used to increase the resilience of
transport networks. However, modelling the risks associated
with climate change to inform adaptation planning is a
complex task. This is due to the variability and uncertainty
associated with future climate change scenarios, the
complexity in linking climate to both hazard occurrence and
infrastructure vulnerability models, and the linkages between
multiple factors (e.g. weather, infrastructure, traffic demand,
human behaviour) [3].
1.1

Climate change impacts in Ireland

Regional climate modelling studies for Ireland have
demonstrated a likely increase in mean temperatures and an
increase in the growing season length, decreases in summer
precipitation and increases in winter precipitation, as well as
increases in the frequency of heavy (>10 mm/day) and very
heavy (>20 mm/day) precipitation days, and an increase in
extreme wind speeds and intense storm activity in the future
[4, 5]. Studies have demonstrated that sea levels around
Ireland are rising at a rate of 3.5 cm per decade on average
and that wave height and the frequency of extreme storm
surge events are likely to increase in the future [6, 7].
Ireland has witnessed an increase in the frequency and
intensity of EWEs in recent years, including coastal and

Civil Engineering Research in Ireland 2020

inland flooding, storms, periods of exceptionally warm and
dry weather, as well as periods of prolonged exceptionally
cold weather, which are most likely linked to climate change;
a trend that is likely to increase in the future [9]. Many of
these events have had severe adverse effects on transport
networks in Ireland. However, the total costs of these EWEs
to the transport sector are assumed to have been severely
underestimated.
1.2

Scope of the current study

To determine suitable adaptation measures for transport
networks in Ireland it is necessary to quantify the impacts of
climate change. The TACT project (Methodologies for
Financing and Costing of Climate Impacts and Future
Adaptation Actions), funded by Ireland’s Environmental
Protection Agency, aimed to achieve this objective by
developing a risk framework to quantify the costs of climate
change impacts for road, rail and maritime transport networks
in Ireland to inform adaptation planning. The project directly
addresses the need outlined in Ireland’s National Adaptation
Framework to develop sectoral adaptation plans and to
manage the risks associated with climate change through
mitigation and adaptation actions [10]. Furthermore, it
addresses a research gap highlighted in Ireland’s recently
published draft Climate Change Adaptation Strategy for the
transport sector; that there is a ‘lack of available quantitative
data on the actual impacts of observed climate changes to the
transport sector’ [11]. This paper outlines the risk framework
and applies it to a section of the national road network in
Ireland to quantify the costs and risk associated with direct
damage in the infrastructure and traffic disruption due to
rainfall-induced landslides.
2

BACKGROUND

It is estimated that current annual damage losses for the
transport sector in Europe due to EWEs amount to €0.8 billion
and this is expected to increase to €11.9 billion per year by the
end of this century [12]. For road infrastructure alone in
Ireland and the UK, it is estimated that the cost of floodinduced damage will increase from €59 million/year to €89
million/year for the period 2070-2100 [13]. To limit climate
change impacts, effective adaptation planning for transport
networks is needed. However, several studies have
highlighted a research gap in terms of quantifying the direct
and indirect costs for transport networks due to EWEs, which
are needed to inform adaptation planning [14].
2.1

Determination of costs due to climate change

The impacts of climate change are generally categorised into
direct and indirect or macro-economic losses or costs. Direct
losses refer to the physical damage associated with EWEs /
changing climatic conditions, such as structural damage, and
the losses directly incurred by the infrastructure owner or
operator. Indirect or macro-economic losses are the
consequent impacts on the economy, such as economic losses
associated with business disruption, transport and other
service interruptions, as well as health and wellbeing effects
(e.g. stress and mental health effects).
In recent years, several studies have examined the physical
impacts of climate change on transport infrastructure

networks, which can inform the direct losses associated with
climate change in terms of repair costs. The INFRARISK
project [15] specified fragility functions for bridges, tunnels
and road segments due to landslides, which quantify the
probability of specific failure mechanisms (e.g. complete
bridge collapse) as a function of the hazard intensity.
For road networks specifically, the RIMAROCC project
[16] outlined the major physical risks due to climate change,
including pavement softening and rutting due to heat waves,
damage due to rainfall-induced landslides of embankments
and adjacent slopes, inundation and erosion due to sea-level
rise and flooding, etc. For rail networks, the EWENT project
[17] described the main vulnerabilities to climate change
impacts, including undermining of railway structures due to
heavy precipitation, track buckling during extreme heat,
inundation and damage to coastal assets due to sea-level rise
and storm surge events, etc. For maritime networks, an EPAfunded study [9] outlined the potential impacts of climate
change. The most relevant EWEs appear to be storms and
hurricanes, with associated heavy rain and high wind speeds,
as well as extreme frost periods, which may cause a temporary
obstruction to port and harbour activities. In terms of the
direct losses due to climate change, the EU-funded
WEATHER project created a database of damage costs
relating to EWEs and various transport modes based on media
reviews, interviews and a study of the literature [17, 18, 8].
The WEATHER project also gathered data on indirect
losses for road and rail networks due to climate change
impacts, which included the costs of physical damage to
vehicles, additional operational costs, safety impacts, as well
as impacts on travel time, reliability and the comfort of
passengers and freight operators [18]. The study highlighted
significant indirect losses for road networks due to floods and
storms, whereas the primary indirect losses for rail networks
appear to be due to extreme high temperatures, heavy rainfall
and extreme wind speeds. For maritime networks, the
WEATHER project also considered a disruption to loading
and unloading cargo activities, route rescheduling, and ferry
disruptions to be direct losses since the costs are generally
incurred by port/harbour authorities or shipping companies.
[18] also highlighted a lack of available quantifiable data
about indirect losses for transport networks due to climate
change.
2.2

Adaptation planning

The adaptation actions are generally categorised as follows
[10], [11]:
• Soft adaptation – Managerial, legal and policy approaches
that alter human behaviour and styles of governance, e.g.
Planning and passing legislation.
• Green adaptation – Ecosystem-based approaches that use
the multiple services of nature, e.g. Reinforcing natural
defences such as dunes or wetlands.
• Grey adaptation – Technological and engineering
solutions, e.g. Building of coastal and river flood defences.
An example of soft adaptation for transport networks may
include improved asset maintenance strategy planning while
planting of trees adjacent to rail infrastructure to protect
against high wind speeds is an example of green adaptation
planning. Examples of grey adaptation measures include new
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construction materials and technologies, as well as the
improvement of design standards to account for future
climate.
2.3

Studies in Ireland

Increasingly apparent climate change impacts in Ireland along
with recently introduced national adaptation strategy planning
[19, 9] have meant that several studies have begun to assess
the risk to transport networks due to climate change. For
example, Transport Infrastructure Ireland (TII) performed a
flood risk assessment of the Irish national road network to
assess the impact of fluvial and coastal flooding in terms of
potential traffic disruption using Annual Average Daily
Traffic (AADT) values [21]. While the outputs of the analysis
enabled the road network to be ranked in terms of the highest
flood risk, the study did not quantify the direct and indirect
losses due to climate change nor the increasing risk in the
future. More recently, the EPA-funded CIViC project
conducted a vulnerability assessment of the transport sector in
Ireland due to climate change based on mid-century
projections [22]. A qualitative approach was adopted whereby
the criticality of the road network was assessed based on
AADT values, average repair costs and average losses due to
disruption, and the criticality of the rail network was assessed
based on the number of daily train services and the average
cost per delay incident.
3

Figure 1. Simplified components for a climate change QRA as
a tool for adaptation planning.

RISK FRAMEWORK

The objective of the TACT project was to establish and
demonstrate a risk framework that translates climate change
impacts for transport networks into costs, to facilitate strategic
and financial adaptation planning that increases the resilience
of road, rail and maritime networks. The costs due to climate
change may include monetary, social and environmental costs.
As shown in Figure 1, the ultimate goal of a risk assessment
for this project is to determine the optimal adaptation
measures for transport networks that realise benefits in terms
of risk reduction, e.g. according to a cost-benefit analysis.

A

B

Risk is the probability of economic losses and it is
calculated using Equation 1.
̇
𝑅𝑖𝑠𝑘 = 𝐻𝑎𝑧𝑎𝑟𝑑 𝑥 𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒
𝑥 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠

(1)

Where a hazard is the probability of the physical event (e.g.
landslide), exposure is considered as a proxy of the
vulnerability of assets and population impacted by the hazard,
and consequences represent the losses incurred as a result.
4

EXAMPLE APPLICATION – ROAD NETWORK, IRELAND

This study has quantified the cost of rainfall-induced
landslides for a 3 km portion of the R116 road located in
south Dublin (Figure 2), due to both clearance-repairing
works (direct costs) and travel disruption (indirect or macroeconomic cost).
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Google Street View

Figure 2. Road R116 stretch. A) Location map. B) Site view.
4.1

Landslide hazard map

A landslide hazard map expresses the future spatial-temporal
probability of landslides of a given magnitude. The study
employed a landslide hazard map previously generated by
GDG for a pilot project for the National Landslide Hazard
Map led by the Geological Survey of Ireland (GSI). The
obtained hazard map for landslides of 1,100 m2 (average-size
in the surroundings of R116 stretch) (Figure 3) is based on
several inputs, namely an updated version of the National
Landslide Inventory and the National Landslide Susceptibility
Map [23, 24, 25], runout calculations, empirical methods for
determining the temporal [26] and magnitude [27]
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probabilities, gauge logs (Met Éireann), future projections of
rainfall in mid-century due to climate change [5]; and the
expected frequency of landslides for mid-century due to the
projected changes in precipitation patterns [28].

A

B
Figure 3. Landslide hazard map for average landslides of
1,100 m2 including the contribution of climate change.
4.2

Cost calculation

The consequences or cost of a 1,100 m2 landslide (averagesize in the surroundings of R116) reaching the R116 in the
year 2034 (the year for which climate change projections are
applied), were estimated in terms of direct and indirect costs.
Direct cost
This is an estimation of the cost of repair works over a period
of 48 hours including a risk assessment of landslide
reactivation prior to re-opening and also prior to the road
clearance; clearance of the road (~50 m); clearance uphill;
clearance/reconstruction of damaged road ditches; debris
transported to a dumpsite; replacement of damaged traffic
furniture and fences (~50 m); and traffic management. It was
assumed that stabilisation design and construction works are
not required.
The cost per pixel along the examined stretch of the R116 is
obtained by dividing the cost of an average-size landslide of
1,100 m2 by the number of pixels encompassed. In this study,
the pixel size of 20 m is determined by the available Digital
Elevation Model (DEM). Thus, an average landslide
encompasses 2.75 pixels.
Indirect cost
This is an estimation of the cost due to the additional travel
distance to go by car from point 1 to point 2 (Figure 4) and
vice versa during the 48 hours after the landslide event. It was
assumed that after the first 12 hours of disruption the accesses
to the R116 stretch at points 1 and 2 are closed to traffic.
Google Maps was used to calculate the alternative route, the
additional distance and the average speed. The cost of road
traffic disruption was subsequently calculated using Equation
2 [29].

Figure 4. Landslide disruption and alternative route to travel
from point 1 to point 2 (A) and vice versa (B) (Google Maps).
̇ 𝑖𝑐𝑙𝑒𝑠 𝑑𝑒𝑙𝑎𝑦𝑒𝑑)𝑥
𝐶𝑜𝑠𝑡 = (𝑁𝑜. 𝑜𝑓 𝑣𝑒ℎ
(𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑐𝑜𝑠𝑡 𝑝𝑒𝑟 𝑣𝑒ℎ𝑖𝑐𝑙𝑒)𝑥
(𝑑𝑖𝑠𝑟𝑢𝑝𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛)

(2)

Where the number of delayed vehicles, 3039 vehicles, for
this section of the road was obtained from the measured
Annual Average Daily Traffic (AADT) values of Dún
Laoghaire-Rathdown (DLR) County Council; The additional
cost per vehicle was assumed based on values defined in the
study “The benefits of flood and coastal risk management: a
handbook of assessment techniques” [29], which were
updated to account for inflation and currency conversion, as
presented in Table 1; and the disruption duration is supposed
to last 48 hours.
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Table 1. Assumed travel cost (in year 2020 value) of cars as a
function of speed (Adapted from [29]).
Vehicle speed (km/h)
1
2
5
10
20
40
50
80
€16.74 €8.39 €3.40 €1.72 €0.90 €0.48 €0.40 €0.27

The direct and indirect costs and risks due to landslides in
this area are summarised in Table 2. The values of direct and
indirect risks are low because the hazard is low (see Equation
1). This is consistent with the lack of reported landslides
affecting this road and producing traffic disruption, despite the
presence of the landslide hazard sign on-site (Figure 2B).

The analysis was initially performed for the current year
2020 and subsequently for the year 2034.

Table 2. Summary of the cost and risk due to landslides in the
3 km stretch of the R116 road.

5

Direct

RESULTS

5.1

Direct cost and risk

The direct cost of a landslide due to clearance and repairing
works in year 2020 value was estimated as €20,000.
Considering that an average size landslide in the study area
encompasses 2.75 pixels, the present cost per pixel would be
€7,273. Assuming a future inflation rate of 2.8% per annum,
the cost in 2034 would be €27,800 or €10.124 per pixel.
Equation 1 was applied to obtain the direct risk in the years
2020 and 2034 along the pixels of the 3 km stretch of the
R116 with an exposure or vulnerability to blockage value of
0.3 [30]. Figure 5 illustrates the longitudinal profiles of the
direct risk. The solid line represents the landslide risk in 2020
and the dashed line represents the landslide risk in the year
2034 considering the projections of climate change of Nolan
(2015) [5] and the inflation rates of 2.8% per annum. The
difference between the two lines is larger in stretches of high
risk and smaller in stretches of low risk. Therefore, this simple
longitudinal profile provides input for decision-makers and
transport infrastructure owners on where to prioritise
resources for climate change adaptation plans.

Figure 5. Landslide direct risk along a 3000 m stretch of the
R116 road.
5.2

Indirect cost and risk

The indirect cost due to additional travel distance during two
days of traffic disruption was calculated as €25,354 for the
year 2020. Applying the assumed inflation rates to determine
the cost for the year 2034, this equated to €35,293.
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Indirect
€25,354
(2-day disruption event)

Cost

€7,273 / pixel / year

Risk

€27.5 / year (3 km)

€338 / year

Cost

€10,124 / pixel / year

€35,293
(2-day disruption event)

Risk

€38.13 / year (3 km)

€468 / year

Present

Future
climate
change

6

DISCUSSION

This study has presented a QRA methodology to quantify the
costs arising from landslides along the Irish road network in
the present and in future scenarios of climate change. The
methodology was successfully applied to a portion of the
R116 road and the costs in terms of both direct damage to the
infrastructure and travel delays due to the traffic disruption
were quantified.
The QRA methodology is subjected to some uncertainties
related to the landslide hazard as follows:
o Landslide susceptibility [25] (e.g. qualitative failure
susceptibility, coarse DEM);
o Landslide temporal probability (e.g. lack of
aerial/satellite imagery in certain periods,
inaccurate delineation of some landslide polygons);
o Landslide magnitude probability (e.g. underestimated probability as some landslides might
have been re-vegetated in a time interval that is
typically shorter than the time interval of the
available aerial/satellite imagery);
o Climate change projections.
Furthermore, there are uncertainties associated with the
determination of consequences in terms of direct and indirect
costs:
o The direct cost of landslides can vary significantly
if stabilisation designs and construction works are
carried out;
o The duration of the blockage of the road might be
longer than two days if the clearance works
reactivate the landslide;
o The number of vehicles affected might be
significantly different whether the landslide occurs
in working days or during a weekend;
o The AADT values used do not account for heavy
good vehicles, whose travel cost is higher than that
for cars [29];
o Other indirect or macro-economic costs like loss of
revenues in businesses were not accounted for.
However, the risk assessment methodology has the

Civil Engineering Research in Ireland 2020

potential to be extended to account for these costs;
and
o The inflation rate might not necessarily be a steady
2.8% per annum.
As such, the associated uncertainties should also be
considered and quantified to enable transport owners and
operators to make informed decisions regarding climate
change adaptation planning for transport networks.
Uncertainties related to hazard predictive models may be
assessed by scientists, while uncertainties related to the input
data and the determination of the optimal adaptation measures
are typically assessed by decision-makers using a variety of
methods, such as participatory methods [1,2]; cost-effective
analysis [33]; robust decision-making [4, 5]; dynamic
adaptation policy pathways [36]; and adaptative management
[7, 8].
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ABSTRACT: Road surface condition is vitally important to the safety of road users, and the efficient transportation of goods.
However, the process of road surface monitoring is very costly and time consuming for infrastructure asset owners. Current
advances in technologies such as smartphones, machine learning, big data, and cloud analytics have enabled civil engineers to
look at old problems in a new light. In this study, we envisage that a smartphone equipped with an accelerometer and GPS
sensors can be used to collect information about road surface conditions on a daily basis, instead of using specialized equipment
for road surveys on a multi-annual basis. In this work, accelerometer data was gathered from the smartphone via an Androidbased application over multiple test runs on a local road in Ireland. This data was successfully analysed using power spectral
density analysis and k-means clustering algorithm to detect road surface defects with an average test set accuracy of 84% and a
maximum accuracy of 87%. It demonstrated the potential of utilizing crowdsource data from a large population of road users for
road surface defect detection and reporting. This increased reporting can be used to inform the relevant stakeholders to conduct
the necessary road maintenance before surface defects become more severe, aiming to the road’s service life at a lower
inspection and maintenance cost.
KEY WORDS: Smartphones; Unsupervised Machine Learning; Defect Detection; Accelerometer.
1

INTRODUCTION

Road deterioration is a problem that affects every nation that
has vast networks of highways and connecting rural roads.
This deterioration not only affects the safety and satisfaction
of the road users, but also the efficiency with which goods can
be transported. Over 99% of all goods were transported in the
Republic of Ireland by road in 2016 leaving less than 1% of
goods to be transported by rail, as shown in Figure 1 [1]. As
the transportation of goods is vital to the economy of Ireland,
the government invested 55% of its land transportation budget
of 1.9 billion Euro to the repair and maintenance of the Irish
road system in 2018 [2]. Figure 2 shows that the Irish
government consistently invested more on Road Improvement
and Maintenance than Public and Sustainable Transport over a
13-year period. Further, the non-national roads covering
regional and rural areas account for 94% of the entire Irish
road network [3]. These lifelines of the economy deteriorate
gradually over a long period of time due to various natural and
artificial causes.

Figure 1. Percentage of road freight increasing over time
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In order to ensure the quality of road surface conditions, the
asset owners use specially equipped vehicles to carry out
multi-annual surveys. These vehicles and the personnel
needed to operate and maintain the specialised equipment, can
be very costly to tax-payers. This urges the researchers and
developers to develop cost-efficient solutions for road surface
condition monitoring and defect detection.
It is believed that most road surface defects may cause the
vehicle to vibrate. It is therefore assumed these defects should
technically be detectable by an accelerometer. Most
smartphones manufactured today have an accelerometer and
other hardware sensors embedded in them. A smartphone with
this kind of technology has a huge cost advantage over
specialised equipment. That advantage allows smartphones to
collect data at a much lower cost and much more frequently.
The use of such technology can supplement regular road
inspection; by extending the regular examination period
thusly, the overall cost can be reduced in the long run.
In this study, an Android powered smartphone was fixed to
the dashboard of a test vehicle to detect road surface
conditions and defects. The collected data was analysed using
the Power Spectral Density (PSD) analysis technique in order
to gain the insights on the data and to remove noise introduced
from various sources, for example, car engines and suspension
systems. An unsupervised machine learning algorithm, i.e.,
the k-means clustering [4], is adopted to determine the
condition of the road and any defects present. These detected
defects could then be made to report the GPS coordinates of
the defect locations. It is the aim of this paper to show the
potential of using accelerometer data with the help of signal
processing techniques and the use of machine learning
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algorithms to accurately detect and report road surface
conditions and defects to the asset managers. Thereby,
allowing the stakeholders to rapidly respond to maintenance
issues, and improving safety and efficiency of transportation
while simultaneously reducing inspection cost.
The rest of this paper is organised as follows. Section 2
provides a brief review of the current literature on road
surface condition monitoring and the techniques being
employed to deal with this engineering issue. Section 3
outlines the methodology adopted for the experiments and the
experimental parameters set out by the authors. Section 4
details the experimentation processes and analyses. Section 5
contains discussions on evaluation results and the findings on
the current area of machine learning for road surface condition
monitoring and defect detection. Lastly, Section 6 concludes
the paper and gives some insight into further study and
proposed projects.
2

algorithms for offering a cost-efficient solution to road surface
examination.

LITERATURE REVIEW

Attempting to find innovative ways of detecting these
various road surface defects and conditions by simpler means
than expensive high-end road survey equipment is an active
research topic in the domain of civil engineering and
computer science. Active researchers in the area have
proposed many promising ideas. Sattar et al. [5] conducted an
in-depth review of at least 19 different studies present in this
field. Each study employs their own unique approach to road
surface monitoring. Earlier researchers such as Mohan et al.
[6] and Mednis et al. [7] have opted for threshold-based
heuristic detection methods. While Mohan et al. set a
threshold limit called Z-Peak to detect accelerometer signals
above a given value, Mednis et al. advanced that practice by
also setting another threshold called Z-Diff, whereby they not
only looked at the amplitude of the accelerometer but also the
differences in the signal data from one data point to the next
using an algorithm called STDEV(Z).
More recently, researches have been using machine learning
techniques for detection of road anomalies. In [8], the
authors, Allouch et al., utilised 3 different types of machine
learning techniques in order to find the best possible method.
In their study they found that the C4.5 decision tree algorithm
performed remarkably better than the naive bayes classifier
and the support vector machines. Exceptional results were
achieved by training the data that had been pre-processed by a
correlation based feature selection process.
However, of all the machine learning techniques available,
there seems to be little investigation of unsupervised
algorithms for road surface condition monitoring and defect
detection. In fact, of all the studies reviewed by Sattar et al.,
only one research group of Bhoraskar et al. [9] have
investigated the techniques of unsupervised machine learning
for the detection of road defects and surface conditions.
Since, there has been very little investigation into the ability
of unsupervised machine learning algorithms in civil
engineering with regard to road surface monitoring and defect
detection. It is therefore the goal of this work to investigate
the ability of the combination of smartphone sensors, signal
processing techniques, and unsupervised machine learning

Figure 2. Government Spending On Road Improvement

3

METHODS

In designing the experiments a section of road in County
Kildare was chosen as the test road. This road was chosen
because it contains a variety of road surface conditions and
defects in accordance with the Pavement Surface Condition
Index in the Rural Flexible Roads Manual as laid out by the
Department of Transport, Tourism and Sport. The PSCI has
identified four main categories of road surface defects on rural
flexible roads. The four major categories as listed by the PSCI
are surface defects, pavement deformation, cracks, and
surface openings [10]. Evidence of a handful of these defects
can be seen in Figure 3.
As this project was a pilot study into the ability of a
smartphone to detect road surface defects, it was decided for
simplicity that the orientation of the phone was to be fixed to
the centre dashboard of the test vehicle as shown in Figure 4.
This fixed orientation eliminated the need for complex
orientation algorithms.

Figure 3. Multiple surface defects presented in test road
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GPS coordinates for the defects were recorded by ground
walking the test road and recording the coordinates to the fifth
decimal place, giving an accuracy of at least 0.11 meters (11
cm) for any data point that was recorded. The accelerometer
data was sampled at a constant rate of 16 Hz. This sampling
rate was decided upon experimentally as it gave the best
performance for the Android application to collect data, but
also maintained a very accurate capture of the accelerometer
data. In order to get a complete picture of the road and the
surface defects present, the test road was traversed 8 times (in
each direction) 16 runs in total. Since the test road measured
2.2 kilometres in length, this gave a total of 35.2 kilometres
worth of accelerometer data to analyse.

considered as abnormal events. Thus, any periodic signals,
that are very likely to be introduced by a vehicle’s engine
vibration and suspension systems, are of no interests to the
study. In a worse case scenario, these periodical signals can
easily bury those minor defects in the background, making
them very hard to observe. This issue becomes particularly
critical when the smartphone is fixed on the car, as the
vibration of the car can be easily detected by the smartphone’s
accelerometer sensors. To identify these background noises, a
vibration analysis in frequency domain was conducted.
Technically, two common analyses, Fast Fourier Transform
(FFT) and Power Spectral Density (PSD), can be applied to
the raw data. However, considering the default configuration
in the experiments (having a smartphone fixed on a car that is
travelling on a rural road), random vibration signals with
various signal lengths are very likely to be experienced, thus
PSD was adopted for the analysis. This is done by first
computing the FFT of signal, ^f , then multiplying ^f by its
2

Figure 4. Phone orientation inside test car

4

EXPERIMENTS AND ANALYSIS

In the experiment, data was collected independently.
Referring to Section 3 (Methods), the accelerometer
(manufactured by STMicroelectronics LSM6DSM) can
collect ~5000 data points in terms of x-axis, y-axis, z-axis,
GPS coordinates (latitude and longitude), and driving speeds,
for each test drive. In this study, the z-axis data was used in
analysis and defect detection, whereas GPS readings and
driving speeds are used to calculate defect positions that are
used to align with predicted defect positions. Data points are
directly collected from hardware sensors on a Google Pixel 2
phone with Android 10 operating system. On average, the
driving speed is maintained at 7.7±1 m/s.

Figure 5. The collected raw data of the first run
4.1

conjugate to receive the magnitude of ^f squared, i.e., |^f | ,
which is the vector of the power of each frequency. Then, it is
normalized by frequency bin width.

Data Analysis

The collected raw data is noisy, as demonstrated in Figure 5.
In the context of this work, the definition of noise is different
from the conventional sense. The aim here is to extract the
abnormal events that correspond to the various road surface
defects. The types of defect, such as pothole, rutting,
distortion, patching, and their dimensions such as size and
depth will characterize each defect differently. When these
defects are observable by accelerometer sensors, they will be
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Figure 6. PSD analysis results and the identified irrelevant
frequency domain
Figure 6 shows the PSD analysis results in the form of a
plot of the power spectrum as a function of frequency. The red
rectangle includes a cluster of frequencies that are
predominant in the signal, which need to be removed. It
shows that the accelerometer has detected some vibrations
approximately in the frequency band of [1 – 2]Hz, which
conform exactly to the typical natural supsension frequencies
for cars [11] and partially from the engine (frequency band [1
– 9]Hz) [12].
In order to remove these unexpected frequencies, a
threshold, τ, needs to be decided first. Based on the previous
research results in [11, 12], a safe threshold can be settled on
at 1.1 (Magnitude) for this particular signal. In fact, depending
on the vehicle types and models, the actual threshold may
vary slightly. Without losing the generality, the threshold can
be programmatically identified by providing a designated
frequency band, calculated from ^f , for each signal collected
independently. Once the τ is determined, removing those
frequencies can be done simply by zeroing out all the
frequency powers that are greater than τ. By applying inverse
FFT to the filtered signals, a cleaned signal can therefore be
reconstructed. An example of the cleaned signal with respect
to Figure 5 and 6, is shown in Figure 7 which clearly shows
the flattened power spectrums.

Civil Engineering Research in Ireland 2020

due to the level of accuracy of GPS for civilian use, the GPS
coordinates recorded by different devices and at a different
travelling speed may not have an exact match. Thus, to
accommodate the potential drifts at a certain level, a defect is
marked in a range. In this work, the width of the vertical bar
corresponds to ~20 meters. This is the main reason why the
vertical bars shown in Figure 8 have some overlaps. An
example of each type of defect is shown in Figure 9.

Figure 7. The reconstructed signal after removing the
periodical frequencies
As indicated in the previous paragraph, car engine noises
generally oscillate at a higher frequency band, as well as other
types of noises generated by mechanical components during
driving. However, as the sampling rate is at 16 Hz, higher
frequencies are unintentionally filtered. To further cleanse the
signal, a high-pass filter was applied to the signal. A critical
question is what constitutes a high frequency. According to
the Nyquist-Shannon sampling theorem with respect to the
sampling rate (16 Hz) during the data collection phase of this
work, the boundary between high-frequency and lowfrequency is set at 8 Hz. The intention is to keep the
frequency band narrow enough so that the filtered signals only
exhibit the characteristics at close to the sampled data. In this
work, a frequency of 7.8 Hz is chosen experimentally. This
frequency is known as the cutoff frequency. The Butterworth
filter [13] with order of 3 is used for the filtering process.
Figure 8 shows the results from the filter for the first 1K
samples for better clarity. Note that it seems redundant to
filter the frequency band identified by the PSD analysis since
it is below the cutoff frequency. It is a precaution procedure
for the cases that PSD analysis may discover predominant
frequencies at much higher frequency domain that may
potentially be introduced from other unforeseen sources.

Figure 9. Examples of defects observed from the
designated road segment
To summarise the analysis processes, the data preprocessing stage consists of 3 essential steps:
1. PSD analysis for identification of periodical
signals introduced by travelling vehicles,
2. Filter out periodical signals and low frequencies,
3. Reconstruct signals using inverse FFT.

4.2

Figure 8. Filtered signal with labels
With the average driving speed at 7.7 m/s and 16Hz
sampling rate, the figure shows the road surface condition of
the first ~500 meters, and their corresponding accelerometer
readings. The vertical bars in various colours indicate the
manually labelled defects including pothole (light blue),
distortion (light orange), rutting (light green) and patching
(pink). It is now much easier to visually see how the
accelerometer readings reflect the abnormal events
corresponding to many of the actual defects. The width of the
vertical bars indicates an approximate region where the defect
was observed. This was done by mapping GPS readings (from
accelerometer) in the collected data to the GPS coordinates
recorded in the photo taken at the spot of the defect. However,

Defect Detection

The goal in this work is to detect defects without the
involvement of human inspection. This clearly requires the
employment of emerging machine learning algorithms.
Broadly, a machine learning algorithm can be classified into
either the supervised or unsupervised category. A supervised
machine learning algorithm generally requires a significant
amount of labelled data for training, and the labelled data
must present various types and characteristics of defect, so
that the trained algorithm can be generalized to recognise and
predict future unseen defects. In contrast, an unsupervised
machine learning algorithm does not require prior knowledge
about defects. Based on the characteristics of the defect
contained in the dataset, the algorithm can automatically
classify them into a predefined number of categories. In the
application scenario of this work, collection and manually
labelling defects can be very time consuming and costly. An
unsupervised machine learning algorithm is thus adopted, i.e.,
the k-means clustering algorithm.
Assuming that the collected accelerometer readings can be
organised into a set of observations (x1, x2, ... xn), where each
observation is a d-dimensional feature vector, the aim of kmeans algorithm is to classify the n observations into k sets, S
= { s1 , s 2 , … , s k }, k ≤ n. The objective is to minimise the
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within-set Euclidean distance between x and the s j centroid

μj.
The first step in using k-means in this scenario is to identify
what constitutes a feature. A scalar data point obviously lacks
the features for characterising defects. An intuitive choice is
to use a number of continuous data points that spans a short
time frame, i.e., a window of data points. In the second step,
the number of categories needs to be defined. There, 4
distinguishable types of defect, i.e., pothole, distortion, rutting
and patching, are considered in this study, hence there are 5
categories (including a category of no-defect). However,
observations from Figure 8 do not suggest such
comprehensive categorisation. For example, taking potholes
(indicated in light blue) as an example, it can be seen that
depending on the severity level of the defect, potholes are
mostly represented by short spikes with different levels of
amplitude, in contrast, rutting, distortions and patching are all
reflected as long-spanning blocks. The situation can further be
complicated when multiple different defects are located in
neighboring vicinities. Figure 10 shows the classification
results with various window size 21 (~10 meters) and step
size 16 (1 second readings, ~ 7.7 meter) for k = 5, as it can be
seen there are many misclassifications.
There is also evidence showing that a window of data points
cannot adequately characterise so many types of defects
having a variety of shapes, lengths, depths, and diameters, etc.
Although, the situation may be improved by increasing the
density of the data points, i.e., increasing the sampling rate for
data collection, but considering the battery life, available
storage spaces, and the time required to upload data for
analysis, a <32Hz range is more practical.

Figure 10. Classification results from k-means with various
window sizes and step sizes for k = 5
A compromise solution is to detect whether there is a defect
at a given location. In such a configuration, it seems that only
2 categories are needed. However, based on the analysis from
previous sections, the signals exhibit basically two kinds of
shapes, narrow spikes and long-spanning blocks. Thus, it is
reasonable to set k = 3, in which the most frequently accessed
category indicates the road segments that do not contain
defect(s). Furthermore, the feature vector for each sliding
window includes the robust measure of central location (i.e.,
the median) and the dispersion of data points in the sliding
window (i.e., the variance). As shown in Figure 11, the
classification result has largely improved. It is worth
mentioning that the signal (Figure 11, upper) may contain
irrelevant events, such as those created by unusual driving
manoeuvres. In order to minimise such events, a cross check
between independently collected data is needed.
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Figure 11. Classification results from k-means with various
window sizes ~10 meters and step sizes 1 second for k = 3
In the following section, the performance of the proposed
scheme is evaluated using accelerometer data from 16
independently collected observations, and the measure of
accuracy and precision is defined.

5

EVALUATION AND RESULTS

The performance measures are computed from confusion
matrix, in terms of accuracy, recall, precision and f-measure.
Thus, it is important to clarify how the terms True Positive
(TP), False Negative (FN), True Negative (TN) and False
Positive (FP) are defined in this application scenario.
Referring back to the Figure 8, the manually labelled defect
blocks are treated as references only. At no point is the
labelled defect data used in feature training. Each reference
may contain one or more continuous labelled block. For
example, the first reference block contains 3 labelled blocks,
starting from GPS coordinate ~(Latitude: 53.4060605,
Longitude: -6.5243956) to ~(Latitude: 53.4063506,
Longitude: -6.524446). This is approximately 37 meters.
There are in total 30 reference blocks with various lengths.
Starting from the first cross-validated classification result,
each classified block is checked whether it falls into one of the
reference blocks. If it partially overlaps with one of the
reference blocks, then the length of the overlapping part and
the length of the non-overlapping part will be recorded.
Accumulating these measures, the TP measure is the length of
the correctly classified road segments that actually contain
defects; TN measure is the length of correctly classified road
segments that do not actually contain defects; FP measure is
the length of incorrectly classified segments as containing
defects, but actually contains no defects, and FN measure is
the length of incorrectly classified segments as not containing
defects, but actually contains defects. The scheme is
illustrated in Figure 12.

Figure 12. Illustration of the evaluation scheme
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Furthermore, in order to minimise the effects of GPS drift and
potential deviations from the processes of manually labelling
the dataset, 16 sets of observations were independently
collected. Classifications were also done for each dataset,
independently. For each classification result (on a per dataset
basis) it is cross validated with two other randomly selected
classification results. Table 1 shows the accuracy, recall,
precision and f-measure, for each run of the evaluation,
respectively.

Table 1. Evaluation results
Evaluatio
n
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Accurac
y
0.86
0.87
0.84
0.84
0.81
0.8
0.84
0.82
0.84
0.8
0.83
0.81
0.88
0.83
0.87
0.86

Recall

Precision

0.89
0.83
0.82
0.88
0.98
0.91
0.92
0.94
0.92
0.89
0.89
0.85
0.77
0.83
0.83
0.84

0.43
0.44
0.44
0.5
0.47
0.45
0.46
0.41
0.46
0.45
0.49
0.48
0.48
0.43
0.52
0.49

f-measure
0.58
0.58
0.58
0.64
0.64
0.6
0.61
0.57
0.62
0.6
0.63
0.61
0.59
0.56
0.64
0.62

The results are promising. The proposed method achieved
the maximum accuracy at 87% and an average test set
accuracy at 84%. More importantly, the recall that indicates
the ratio of the total number of correctly classified positive
(defects) examples divided by to the total number of actual
defects, has reached a maximum of 98% and an average of
87%. The high recall indicates that more defects have
correctly classified with a relatively small number of false
negative results. In contrast, the precision is relatively low,
52% at maximum and 46% on average. This indicates that the
proposed method identified a relatively high number of false
positives. The high recall and low precision revealed the fact
that the proposed method was able to correctly identify most
of the defects, but at the same time it mistakenly classified a
number of road segments, that do not contain defects, as
containing defects. In the last column of Table 1, the fmeasure shows the relative value of precision and recall by
using harmonic mean instead of arithmetic mean to diminish
the weight of extreme values.
6

CONCLUSION

algorithms. In this work, multiple sets of data were collected
independently and carefully labelled for verification purposes,
signal data was analysed using PSD and filtered using
Butterworth filters for denoising, a k-means clustering
algorithm was used for identification of road segments that
may contain defects. The performance of the proposed
methods were evaluated in terms accuracy, recall and
precision. The overall result is promising. However, the
experiments were conducted in a relatively ideal condition by
driving at a constant speed, fixing the smartphone at one
position, and collecting data at high frequency. The future
work is to investigate using multiple homogeneous and/or
heterogenous sensors to improve classification precision.
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The aim of this work is to conduct a preliminary study on
the use of smartphone sensors to detect road surface defects,
as a low-cost solution. It has been challenging to extract
signals corresponding to various defects from noisy sensor
data. Throughout the study, it can be summarised that 3
aspects are vitally important to the problem: 1) the quality of
the data, 2) the understanding of the possible sources of
background noise in the collected data, and 3) the choice of

695

Civil Engineering Research in Ireland 2020
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ABSTRACT: Horizontal directional drilling is a method of installing underground cables and pipelines with a minimum of
intrusive works on the ground surface and is ideally suited for installing cables and pipelines beneath linear infrastructure such as
railways, roads, and waterways. To install a new electricity cable beneath the Luas light rail line south of Dublin, Ireland,
horizontal directional drilling was proposed. The Luas light rail asset owner, Transport Infrastructure Ireland (TII), requested a
prediction of the likely magnitude of vibrations to be experienced at the track during the works before allowing the works
proceed. Ground investigations were carried out and it was determined the crossing would pass through Dublin Boulder Clay, a
lodgement till, and Lucan Formation limestone bedrock. An analysis was carried out using published experience from works on
the Dublin Port Tunnel in similar conditions. The analysis concluded that the predicted vibrations in terms of peak particle velocity
(PPV) due to horizontal directional drilling were much less than the limiting values. The works progressed and measurements
were made during the works. It was found that the measured vibrations in terms of PPV during the works were much less than the
predicted values.
KEY WORDS: HDD, Horizontal directional drilling; Trenchless technology; Vibrations.
1

INTRODUCTION

Horizontal directional drilling (HDD) is a trenchless method of
pipeline installation whereby a drill head mounted on a
relatively flexible drill string is advanced from an entry point
on the surface through overburden and/or rock along a
prescribed, usually curved, alignment. The drill string is
directed back to the surface at the desired exit point. The bore
formed is kept open through the addition of drilling fluid. Once
at the exit point, the product pipe can be connected to the drill
string and pulled back to the entry point to install it, or if the
bore is not yet of an adequate size, one or more larger reaming
bits can be attached to the drill head and pulled back under
rotation so that the bore is enlarged, and the product pipe can
then be pulled into place. Underground works such as HDD
may give rise to vibrations at the surface, which can cause
disturbance to the public and damage to property.
As part of the Tallaght to Inchicore 110kV project, it was
proposed to use HDD to install a pair of cable ducts beneath a
light rail line and a busy dual carriageway in the suburb of
Drimnagh, Dublin, Ireland. The light rail crossing was under
the Luas Red Line and the road crossing was beneath the busy
Naas Road (R810). Due to the sensitivity of the location the
asset owner of the light rail line, Transport Infrastructure
Ireland (TII), mandated that the works proceed at night time
and further, that a prediction of the likely magnitude of
vibrations to be experienced at the track was provided in
advance of the works so that the predictions could be assessed
against limits in operation by the operator.
The location and alignment of the proposed HDD bore was
along the Kylemore Road (R112) and is shown in Figure 1.
The HDD profile was approximately 150m long and entered
the ground at 11 degrees, following a curved alignment of
radius 275m. The proposed diameter of the HDD was bore was
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450mm. The proposed profile was expected to enter bedrock at
34m along the profile and emerge from bedrock at 110m along
the profile.

Figure 1. Location map.

Civil Engineering Research in Ireland 2020

The Luas crossing is located at approximately 78m along the
profile, within a part of the profile expected to be in the
bedrock. This is also the point along the profile where cover to
the alignment was greatest, being 9.9m.
2

GROUND CONDITIONS

Publicly-available mapping from Geological Survey Ireland [1]
identifies that the site is underlain by glacial till derived from
limestone, Dublin Boulder Clay. Geological Survey Ireland
mapping also indicates that bedrock is of the Lucan Formation,
a thinly to thickly bedded limestone interbedded with soft black
shale (mudstone). This formation is locally known as “calp”. It
would be expected that bedrock would be within 10m of the
ground surface, based on experience working in similar
conditions.
To gain further information on the ground conditions, four
rotary cored boreholes were carried out in the vicinity of the
proposed HDD crossing. From the results of these, a ground
model was interpreted as follows:
0.0 to 1.0m bgl Engineered fill
1.0 to 6.0m bgl Dublin Boulder Clay
6.0 to >9.9m bgl Lucan Formation bedrock
Groundwater was not encountered during investigations
however it is expected that the Dublin Boulder Clay may
contain lenses of water bearing sands and gravel.
3

LIMITS ON VIBRATION IMPOSED BY ASSET OWNER

TII required that specific measures are taken when vibration
levels, as measured by peak particle velocity (PPV), at any
point on the Luas Red Line exceed the values shown in Table
1. It was preferred by the client that vibration levels should be
below Level 1 thresholds to simplify operations and reduce
risks of damage to the Luas light rail infrastructure.
Table 1. Limits on vibrations required by TII.
PPV above 50Hz
PPV 50Hz and below

Level 1
10mm/s
10mm/s

Level 2
12mm/s
10mm/s

Level 3
15mm/s
10mm/s

Therefore an analysis was required to predict if vibration levels
induced by HDD operations were likely to exceed Level 1, i.e.
if vibrations measured by PPV in excess of 10 mm/s were
expected.
4

METHODOLOGY

A review of the literature was carried out to establish
comparable experience. While extensive research has been
carried out on the magnitude of surface vibrations expected due
to tunnelling operations [2, 3, 4], comparably few studies have
looked at the generation of vibrations during HDD operations
and those that have looked at vibrations in association with
other, more significant, geohazards [5].
The most representative case study found was that of the
construction of the Dublin Port Tunnel (DPT) through Lucan
formation limestone overlain by Dublin Boulder Clay [3].
During the construction of the hard rock tunnelled sections of
the DPT between 2002 and 2004, vibration measurements were

taken within the tunnel boring machine (TBM) and at the
ground surface.
Taking account of the damping properties of the ground
above the DPT and the magnitude and frequency of the
vibrations due to the TBM, Orr and Rahman [3] developed an
equation which predicts surface vibrations in Dublin Boulder
Clay that compare well with the measured vibrations during
construction of the DPT:

𝑉! = 35 𝑟 "!

(1)

where V1 is the predicted resultant peak particle velocity (PPV)
at the surface in mm/s and r is the distance from the vibration
source to the point of interest on the surface where the
vibrations are predicted.
Applying this equation to the HDD works considered here,
and taking the depth of cover to the HDD alignment at the Luas
crossing conservatively as 9.0m to account for possible
deviations from course, Equation 1 predicts PPV of the order
of 3.9 mm/s at the ground surface and the Luas tracks. This is
well below any of the trigger levels outlined in Table 1 above
and gave confidence that the works could proceed without
adverse vibration effects causing damage to the Luas tracks.
In addition, since the power employed by a HDD rig is likely
an order of magnitude lower than a hard rock tunnel boring
machine, it is considered that the equation derived by Orr and
Rahman leads to a conservative estimate of the likely vibrations
observed.
Further case histories of vibration measurements above
mechanised tunnelling works outlined by Hiller and Crabb [2]
were reviewed. Figure 49 from this work, reproduced as Figure
2 herein, further suggests that PPV at approximately 10m from
the cutting face for “full face TBM” tunnels in rock are likely
to be less than 10 mm/s. It is again considered that due to the
difference in energy delivered to the ground between
mechanised tunnelling and HDD this prediction is
conservative.
5

HORIZONTAL DIRECTIONAL DRILLING OPERATIONS

Horizontal directional drilling works commenced on the night
of 1st June 2018 and were completed on 26th June 2018. Works
were carried out at night-time only, with drilling taking place
between the hours of 12:00am to 5:00am each day, when the
Luas Red Line was not in operation. Works progressed
uneventfully and a satisfactory outcome was achieved.
6

VIBRATION MONITORING

Monitoring commenced two weeks before the works began to
establish a baseline and monitoring continued for two weeks
after the works finished [6]. Vibration monitoring took place at
the base of the nearest two Overhead Line Equipment (OLE)
poles to the crossing. These locations are referred to as “east”
and “west” and are shown in Figure 1. Vibration measurements
were made using a pair of AvaTrace M60 tri-axial vibration
meters. The vibration sensors continuously measured
vibrations in terms of Peak Partial Velocity (PPV), with the
maximum value every 5 minutes being recorded. Vibration
monitoring took place in the following phases:
• Pre-commencement: 18th May to 1st June 2018
• HDD works: 1st June to 26th June 2018
• Post construction monitoring: 26th June to 10th July 2018
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and much less than predicted values. It is hoped that the case
study presented in this paper will provide useful data for the
prediction of vibrations due to HDD operations in similar
ground conditions in the future.
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Figure 2. Measured peak particle velocity at several tunnelling
site classified by geology [2].
All HDD operations occurred at night-time and negligible
vibrations were observed during the HDD works. Samples of
the outputs from monitoring are shown in Figures 3 to 7 for the
eastern side and in Figure 8 to 12 for the western side. The
results showed that vibration measurements made during nighttime were typically less than 1mm/s with the exception of a
measurement of less than 5mm/s made on the night of 12th June
at the eastern sensor. This measurement was not explained but
is likely due to the movement of a Luas vehicle at night-time.
Vibrations measured at night were significantly lower than
those measured during the operation of the Luas light railway
system during the day, which regularly exceeded 7.5mm/s at
the eastern sensor and 10mm/s at the western sensor.
7

CONCLUSION

A 450mm diameter HDD crossing was proposed beneath the
Luas light rail line south of Dublin, Ireland. The Luas light rail
asset owner requested a prediction of the likely magnitude of
vibrations to be experienced at the track during the works.
Analysis carried out based on case history data predicted
vibration values in terms of peak particle velocity (PPV) as
being less than 10mm/s and within the required limits.
Measurements were made during the works and it was found
that the measured vibrations in terms of PPV were negligible
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Figure 3. Eastern side, 7th June to 14th June 2018.

Figure 4. Eastern side, 14th June to 21st June 2018.

Figure 5. Eastern side, 21st June to 28th June 2018.

Figure 6. Eastern side, 28th June to 5th July 2018.

Figure 7. Eastern side, 5th July to 12th July 2018.
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Figure 8. Western side, 7th June to 14th June 2018.

Figure 9. Western side, 14th June to 21st June 2018.

Figure 10. Western side, 21st June to 28th June 2018.

Figure 11. Western side, 28th June to 5th July 2018.

Figure 12. Western side, 5th July to 12th July 2018.
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ABSTRACT: Deterioration of reinforced concrete is often considered in idealised scenarios where only one exposure environment
is dominant. In de-icing salt environments for example, a cyclic behaviour of wetting and drying is considered, but deterioration
by carbonation is not given any emphasis. It is unclear if multiple modes of deterioration in such common environments can be
beneficial or detrimental to life of the structure.
This article investigates the influence of carbonation on the bound chlorides in different cementitious pastes. Chloride binding is
the capacity of a cement matrix to react (or physically attach) chloride ions to its chemical structure and prevent these ions from
diffusing further towards the steel. This article highlights the positive initial effects of carbonation has on the binding behaviour
and later the changes that occur in both pH and the bound chloride content for low w/b mixes. Two mathematical expressions are
put forward for mapping the (i) changes in apparent pH as a function of the duration of carbonation and mix ingredients and (ii)
reduction in the bound chlorides with a proportional reduction in apparent pH. The latter is valuable in quantifying the changes to
binding capacity in service life models due to carbonation with the help of a simple pH measurement.
KEY WORDS: bound chlorides; carbonation; hindrance effect, pH; ggbs; pfa; silica fume
1

INTRODUCTION

Carbon dioxide (CO2) travels much faster than chloride ions do
within hardened concrete. The transport of CO2 is influenced
by the relative humidity in the micro pores and the way CO2
reacts with the mineral phases in the concrete [1]. During
ingress, chlorides can chemically react with the AFm phase to
form Friedel’s salt (FS) or be physically absorbed by the C-SH gel [2-4]. It is considered that only those free chloride ions,
which can move into the vicinity of steel bars, can contribute to
corrosion of steel bars [3]. Some researchers [5-6] found that
carbonation could promote further chloride ingress by
decomposing the hydrated phases (such as C-S-H gel and FS)
and thereby releasing the bound chlorides into the pore
solution. On the other hand, it can also retard the chloride
ingress by the formation of calcium carbonates which blocks
the pores in concrete.
Liu et al. [7] studied the combined effects of chlorides and
carbonation on normal Portland cement concrete with different
w/b ratios (0.38, 0.47, 0.53). They found that the carbonation
reduced the chloride binding capacity and the effect increased
with the increase of w/b ratio. Saillio et al. [8] compared the
influences of different types of supplementary cementitious
materials, including ground granulated blast slag (GGBS),
pulverised fuel ash (PFA) and metakaolin, on the chloride
binding capacity of concrete. Their results show that the
carbonated concrete bound less chlorides than the noncarbonated ones. Authors only studied one w/b. Meanwhile,
Khan et al. [9] found that the chloride binding capacity of the
hydrotalcite (layered double hydroxide), which occupied a
significant proportion of the GGBS paste, was not impaired by
carbonation. Wang et al [5] found that the chloride binding
capacity of concrete decreased as carbonation progressed,
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especially for those samples exposed to longer duration of
carbonation. Chang et al [10] compared the chloride binding
capacity of hardened cement pastes under three different
conditions, including: (i) carbonated first and then immersed in
the chloride solution, (ii) immersed in the chloride solution first
then carbonated and (iii) carbonation of cement paste prepared
with NaCl solution. The results showed that the paste prepared
with NaCl had a higher chloride binding rate, however, after
carbonation almost all bound chloride ions were released, and
no chloride binding was detected after carbonation.
As can be seen from the discussion above, the influences of
carbonation on the chloride binding capacity of concrete have
attracted a lot of attention but are not systematically studied for
different cementitious materials systems. This article
investigates the influence of water-to-binder (w/b) ratio and
pozzolanic materials on the bound chloride content, before and
after carbonation. Emphasis is given to derive a mathematical
relationship between carbonation (represented by a change in
apparent pH) and the quantity of bound chlorides for different
cementitious systems. It is anticipated that such a relationship
will transform most chloride transport models to adopt a
dynamic binding behaviour that evolves with carbonation.
2

MATERIALS AND METHODS
Materials

Materials used in this study are: Class 52.5 CEM I normal
Portland Cement (PC), a category C PFA defined in BS EN
450-1:2012, supplied by AES Kilroot Powder Ltd., and silica
fume (SF) slurry, with a water content of 40%, provided by
Elkem company. Tap water in accordance with BS EN
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1008:2002 was used to prepare the cement pastes. A reagentgrade sodium chloride (NaCl) was used as the source of the
chloride in the cement pastes.
The XRD analysis indicated the presence of cement clinker
minerals as well as calcium carbonate (CaCO3) and calcium
sulfate hemihydrate (CaSO4.0.5H2O) in the spectrum of NPC.
Mullite (Al6Si2O13), magnetite (Fe3O4) and quartz (SiO2) are
identified on the XRD trace for PFA. There is only a wide
diffuse peak in the XRD trace relating to SF, indicating the
presence amorphous SiO2.

5
6
7
8
9
10
11
12
13
14
15
16

Paste composition design and sample preparation
According to BS 8500 (British Standard 8500-1:2015 Table
A.4 & A.6) [11], specified binders for concrete structures
exposed to XS and XD environments can normally contain no
more than 35% PFA and 10% SF (with the exception of IVBV). Thus, design for paste composition used in this study
considered three factors viz. w/b, PFA content (0-15%), and SF
content (0-15%). Four levels were considered for each
dependant variable as shown in Table 1, for example in the case
of w/b 0.3, 0.4, 0.5 and 0.6 were the levels. PFA and SF were
considered in equal levels (despite BS 8500 not recommending
more than 10% SF), so that a comparison of the relative effect
of this variable can be studied. The variables for detailed
experimental design, shown in Table 1, was determined by
SPSS software. Factorial design and the data analysis would act
as confirmation for the scientific observation and provides
strength to the final mathematical expression. This article,
however, limits the discussion to the scientific observations.
All pastes were prepared by mixing the binders with NaCl
solution (NaCl content was 3.5% by the total mass of the
binder) in line with previous binding capacity studies [10]. The
water content was determined according to the design w/b ratio
as shown in Table 2. The paste specimens, of size 50 × 50 × 50
mm, were cast, demoulded after 24 hours and then stored for
27 days in a curing room at 20 ± 2 ºC and 95 % relative
humidity. The specimens were wrapped with plastic film to
avoid carbonation during the curing period.
After curing, the crushed samples were placed in the oven at
60°C for 24 hours before grinding into powder by mortar and
pestle. Powders of 30 ± 0.01g from each mix were placed in a
chamber filled with 4% CO2 at 65% relative humidity at 17°C.
After 2, 5, 7, 10, 14, and 28 days of carbonation, about 5 grams
of powder were taken out for testing.
Table 1. Factors and levels for the factorial design
Factor

Level 1

Level 2

Level 3

Level 4

PFA content

0

5%

10%

15%

SF content

0

5%

10%

15%

w/b

0.3

0.4

0.5

0.6

Table 2. Composition design of cement pastes
Mix
1
2
3
4

Nomenclature
0.3 100%PC
0.4 5%SF
0.5 10%SF
0.6 15%SF

PFA
0%
0%
0%
0%

SF
0%
5%
10%
15%

w/b
0.3
0.4
0.5
0.6

3

0.4 5%PFA
0.3 5%PFA5%SF
0.6 5%PFA10%SF
0.5 5%PFA15%SF
0.5 10%PFA
0.6 10%PFA5%SF
0.3 10%PFA10%SF
0.4 10%PFA15%SF
0.6 15%PFA
0.5 15%PFA5%SF
0.4 15%PFA10%SF
0.3 15%PFA15%SF

5%
5%
5%
5%
10%
10%
10%
10%
15%
15%
15%
15%

0%
5%
10%
15%
0%
5%
10%
15%
0%
5%
10%
15%

0.4
0.3
0.6
0.5
0.5
0.6
0.3
0.4
0.6
0.5
0.4
0.3

TEST METHODS
Compressive strength

After curing, the compressive strength of the paste specimens
was determined in accordance with BS EN 12390-3:2009.
Apparent pH
The apparent pH is defined as the pH of the infusion solution
of the powdered samples. It is reported that the apparent pH is
comparable to the pH value of the pore fluid, derived through
pore fluid extraction [12]. Powder of 1±0.001 g was mixed with
20 ml of deionized water, then placed in a rotator for 24 hours
at rate of 50 rpm. Afterwards, the pH of the suspension was
measured using a pH probe (JENWAY 4330, Conductivity &
pH meter). This procedure is similar to the one described in
literature [5].
Free and bound chloride content
The free chlorides in the pastes were measured according to
RILEM TC 178-TMC [13]. Powder of 1±0.001 g was mixed
with 50 ml deionized water, shaken for 3 minutes, then filtered.
The filtered solution was analysed by Ion Chromatography.
The free chloride content was calculated by the measured
chloride amount in the solution and expressed as % by mass of
binder. The bound chloride in the pastes was calculated by
using the total chloride content (i.e., 3.5% by mass of binder)
minus the free chloride content.
Chemical characterization tests
XRD and TG analysis of the samples prior to and after
carbonation were carried out, but they are not reported as data
in this article.
4

RESULTS AND DISCUSSION
Compressive strength

The 28-day compressive strength of the paste samples are
shown in Figure 1. The compressive strength of the pastes was
obviously influenced by the w/b ratio. Decreasing the w/b ratio
causes a reduction in the gel/space ratio and the porosity of
cement-based materials, and this in return significantly increase
the compressive strength [14].
In comparison, incorporation of SF and PFA had a negligible
effect on the compressive strength of the 28 day cured cement
pastes. It is to be expected, as the pozzolanic reaction will take
time to manifest its potential and 28 days is not sufficient to
notice its positive effects on strength. The compressive strength
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values are also influenced by the different proportions of PFA
and SF and as explained below, the w/b has a clear role in this
observation. SF has a much smaller particle size and is known
to have a rapid rate of pozzolanic reaction [15] than PFA. As a
result, the addition of SF induces a higher filling effect than that
of PFA. When the w/b ratio is low, due to the limited water
availability, the hydration degree of the cement will be lower
(at 28 days). This will reduce the quantity of hydration products
available, especially the Ca(OH)2, resulting in a slow
pozzolanic reaction in the paste with the PFA [17]. In contrast
to PFA, due to the small particle size and large specific surface
area, SF reacts with Ca(OH)2 faster than PFA, leading to higher
compressive strength in comparable w/b mixes. Evidently, at
moderate w/b ratios of 0.4 and 0.5, the compressive strength of
the specimen with 5% PFA and 10% PFA are lower than those
with 5% SF and 10% SF. However, at high w/b ratio of 0.6,
both the filling and the pozzolanic effects are not dominant
since there is excess free water [16, 18]. Specimens with 15%
PFA demonstrated slightly higher compressive strength than
that with the same content of SF. It is likely that the addition of
PFA substantially changed the actual w/b due to its high
carbon, which absorbed water thereby reducing the actual w/b
and increasing the strength [19]. Statistical analysis confirms
these discussion and places SF to be the next most influencing
factor, however at a much lower level than w/b.

w/b ratio has little influence on the apparent pH [12, 22]. When
the w/b ratio is 0.3, the apparent pH doesn’t change for 100%
PC and 0.3 15%PFA15%SF. The typical pH of the pore
solution of non-carbonated Portland cement paste is reported to
be around 13. Its portlandite content is around 16-20 wt.% [23].
Although Ca(OH)2 is partially consumed by PFA and/or SF in
some pastes, there is still enough Ca(OH)2 to saturate the
solution. In the meantime, alkali ions in the raw materials can
also be leached into the solution to influence the apparent pH
[22] and notably PFA and MS have higher proportions of Na2O
and K2O in comparison to PC. Therefore any reduction in pH
caused by the consumption of Ca(OH)2 in mix 0.3
15%PFA15%SF is likely negated by the increased contribution
from the alkali ions.

Figure 2. Bound chloride contents and apparent pH of the
non-carbonated pastes at an age of 28 days.
6

Figure 1. Effect of different mix variables on the compressive
strength of the pastes prior to carbonation
5

BOUND CHLORIDES AND pH BEFORE CARBONATION

w/b: As can be seen from Figure 2, the bound chloride content
is higher in those pastes with a lower w/b ratio. The amount of
bound chloride in the pastes is more related to the concentration
of the total chlorides in the mixing water and the pore solution
of the pastes. Since chlorides were added at 3.5% by mass of
the total binder, the chloride concentrations in the mixing water
were 11.5% and 5.8% for the pastes with a w/b ratio of 0.3 and
0.6. Therefore, although the hydration degree of binder is
higher when the w/b ratio is higher, the higher concentration of
the total chloride in the pore solution leads to higher bound
chloride in the pastes [20]. In addition, the hydration products
in the system with lower w/b ratio contain less bound water,
which may provide some further locations for chloride ions to
bind [21].
pH: As shown in Figure 2, the apparent pH for the mixes only
varied slightly, between 12.6-12.7. This results suggest that the
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BOUND CHLORIDES AND pH AFTER CARBONATION

The changes in the amount of bound chloride and the
apparent pH values in the carbonated mixes (for 0.3 and 0.6
w/b) are shown in Figures 3 and 4.
w/b: What is commonly known is that carbonation results in
a reduction of bound chloride content. But data presented in
Figure 3 for 0.3 (and 0.4 but not presented) w/b mixes, shows
an initial stage during which the binding increases. In the
sample preparation, the mortar containing chlorides were
ground and sieved to pass through a 50 microns sieve, before it
was subjected to carbonation. This would mean that a majority
of the particles may still have its capillary pores intact
especially in lower w/b mixes were the average pore diameter
is low. Non carbonated sample, when digested in water will
release chlorides from the pores readily. This will show up as
free chlorides in the chemical analysis and therefore bound
chlorides (which is total chlorides in the mix minus the free
chlorides) will be low (at time zero). Carbonation can result in:
(1) the newly formed carbonates entrapping some of the
minerals that contain physically adsorbed chlorides and making
the chlorides immobile. Taylor [24] reported that carbonate
analogue of ettringite can form if the concentration of CO2 is
high. A similar observation was noted by [25] for samples
carbonated during the hydration phase.
(2) the carbonate deposition blocks the pore entrances and
thereby traps the free and physically adsorbed chlorides from
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moving [26]. These two phenomenon (termed hereafter as
hindrance effect) will reduce the free chlorides available in the
digested solution, thus increasing the bound chlorides. Such an
initial increase in binding is not visible in samples of higher
w/b, possibly due to large average pore diameter in comparison.

specimens with high w/b will have large and connected pores
so that the CO2 can enter the pores and react with cement
minerals more readily, bring the pH down. Lower w/b mixes in
this work have higher quantities of binder in comparison,
leading to higher reserves of Ca(OH)2. Even if some of the
Ca(OH)2 has been consumed, the remaining concentration is
sufficient to maintain a healthy pH range. The data analysis also
proved that the w/b ratio has a strong influence on the rate of
reduction of the apparent pH due to carbonation. Figure 4(a)
shows that apparent pH for 0.3 100%PC and 0.3
15%PFA15%SF decreased from 12.6 to 11.7 and 11,
respectively. 100% PC mix will have the largest reserve of
Ca(OH)2 in comparison and that explains why the pH reduction
is low in this mix. It seems as the % of PC replacement
increases, the pH reduction also increases with carbonation.

(a)

(a)

(b)

Figure 3. Relationship between bound chloride content and
carbonation time of the pastes with w/b ratios of (a) 0.3 and
(b) 0.6.
XRD results (not presented) proved that after 28 days of
carbonation the Ca(OH)2 peaks disappear and the intensity of
the Friedel’s Salt (FS) peak was reduced. Instead, the peaks of
CaCO3 were very clear. These peak changes clearly indicate
that the CO2 reacted with the Ca(OH)2 and FS and formed
CaCO3. As these reactions take place, they released the bound
chloride from the pastes [27]. The amorphous hump in the
range of 25 to 35 2θ, associated with amorphous C-S-H gel,
was also seen to be reduced after carbonation, implying the
carbonation of C-S-H gel [27]. This process adversely affects
chloride binding capacity. In addition, it was also observed that
the pastes with a w/b ratio of 0.3 formed less CaCO3 than those
with a w/b ratio of 0.6, which indicates that the degree of
carbonation of the pastes with a w/b ratio of 0.6 is higher than
that with a w/b ratio of 0.3.
pH: The apparent pH data presented in Figure 4, is
comparable to a typical diffusion controlled ingress/egress of
ions. In this case the pH reduces from an initial value of 12.6 as
the duration of carbonation increases. The rate of reduction, is
less for lower w/b mixes and high for higher w/b mixes. The

(b)

Figure 4. Effect of carbonation time on apparent pH values
of the pastes with w/b ratios of (a) 0.3 and (b) 0.6.
PFA and SF: Figure 3(a) for all of 0.3 w/b mixes identifies
that 10 and 15% of PFA/SF replacement leads to a higher
quantity of bound chlorides initially and the difference with that
of 100% PC and 5% PFA/SF becomes negligible as the
duration of carbonation increases to 28 days. In mixes with
higher PC replacement, there will be more of C-A-H (calcium
aluminate hydrates) and secondary C-S-H, which will bind
more chlorides. This explain the high levels of bound chlorides
at time zero for these mixes. Changes to the mineral phases due
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to carbonation were discussed earlier and the destabilisation of
FS would render these chlorides free. This should have been
visible in the figure 3(a) as a reduction for 10 and 15%
replacement mixes. But instead what is observed is that bound
chlorides plateau. It is possible that the carbonates formed will
block (and coat minerals) the capillary pores [26] and thereby
trap the newly released free chlorides (hindrance effect).
PFA versus SF: SF in comparison to PFA is likely to reduce
the average pore size [28, 29] for similar w/b. So the hindrance
effect will be more dominant in SF mixes in comparison. This
may explain the sustained increase (Figure 2) in bound
chlorides in Mix 2 (0.4 5%SF) and the relatively better
performance of this mix over Mix 5 (0.4 5%PFA).
By comparison, at higher w/b ratios (0.5 and 0.6), the average
diameter of capillary pores are larger therefore the hindrance
effect is not dominant. In such high w/b mixes, PFA performs
better. PFA contains more aluminate phases in comparison, so
it can chemically bind more chlorides. In addition, many
researchers found that the addition of SF to the pastes will
obviously decrease the alkalinity of the pastes [28] and
therefore any further reduction of alkalinity due to carbonation
will affect the stability of the FS in such mixes [30].
Across Figure 4 (a) and (b), the SF mixes all have the lowest
values for pH, irrespective of the duration of carbonation. This
observation is confirmed by the factorial analysis. It seems, SF
is a more influential (negative) parameter for apparent pH than
PFA. This behaviour can be explained by the different physical
and chemical properties of SF and PFA. Although the SF and
PFA have similar specific density, SF has a much larger
specific surface area suggesting that the SF can react with the
Ca(OH)2 faster. In addition, SF contains high silica, which is
the major reactant during the pozzolanic reaction. It also
changes the Si/Ca in the cement, and makes it easier to
carbonate [31].
Based on the experimental results in Figure 4 (for all 16
mixes), a mathematical relationship between apparent pH value
and duration of carbonation at a 4% CO2 exposure can be
expressed by equation 1, if the apparent pH is between 8.3 to
12.6:
pH = α × 𝑡 𝛽
(1)
where α is the parameter related to the fraction of the
supplementary materials and w/b ratio; 𝛽 is the parameter
which is influenced by the w/b ratio; and t is the carbonation
time (days). The equations to calculate α and 𝛽 are shown
below:
α = 13.717 − 3.016 × 𝑤 ⁄𝑏 − 6.231 × 𝑆𝐹

(2)

β = 0.082 − 0.449 × w⁄𝑏 + 0.334 × (𝑤 ⁄𝑏)2

(3)

where w/b is the water-to-binder ratio and SF is the mass
fraction of SF in the total binder. The R-square is 0.96 and the
mean squared error is 0.04, which means the equations can well
represent the experimental results.
7

RELATIONSHIP BETWEEN BOUND CHLORIDE CONTENT
AND APPARENT PH VALUE

Figure 5 shows that the bound chloride content increases with
an increase in the apparent pH value across all the mixes
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studied in this work. The relationship can be described by the
following linear equation:
𝐶𝑏𝑖𝑛𝑑 = 2.538 × 𝑝𝐻 − 19.565

(4)

The coefficient of regression is 0.81, 95% confidence and
prediction intervals are also shown in Figure 5. As discussed
before the equation represents the significance apparent pH has
on the bound chloride content due to carbonation. Saillio et al.
[8] observed a similar trend for 6 different binders. The
unbiased selection of variables based on the factorial design in
this study means this equation is representative of the range of
variables considered. However, such a relationship between the
chloride content and the apparent pH is not valid prior to
carbonation.

Figure 5. Relationship between bound chloride contents and
apparent pH values after carbonation

Figure 6. Relationship between bound chloride content and
apparent pH value
A schematic diagram of the relationship between pH and
bound chloride contents is presented in Figure 6 including the
data from samples prior to carbonation. It is clear that bound
chlorides increased initially with the duration of carbonation
especially for low w/b mixes (blue line), meanwhile the
apparent pH of the mixes decrease. The carbonates formed
would render some of the free and bound chlorides immobile
and this will result in a reduction in free chlorides in the
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analysis. This is not evident in high w/b mixes (orange line)
possibly due to connected and wider pore network. Such an
increase is evident until pH reaches 11.5 and afterwards the
bound chloride continues to reduce with a reduction in apparent
pH, due to disintegration of FS and the reduction in binding
capacity of C-S-H [5, 8, 10].

[7]

The approach adopted in this article and [8] to expose
powdered specimen to carbon dioxide environment to study the
binding is more representative of the real life environment.
However, it should be noted that in in situ exposure the cement
minerals and pores are unlikely to be exposed to such high
concentration of CO2, therefore the hindrance effect could be
gradual and subdued.

[10]

8

CONCLUSIONS

Apparent pH values for paste samples prior to carbonation
was between 12.6-12.7. After carbonation, the apparent pH is
obviously influenced by the w/b ratio and the SF content in the
pastes, with the former showing the most significant influence.
Among the three factors, the w/b ratio had a significant
influence on the bound chloride content. The partial PC
replacement with PFA and SF increased the chloride binding
capacity of the pastes, when the total replacement was between
10%-30%. The introduction of PFA contributes to the
formation of more FS and C-S-H gel and SF results in more CS-H only. Thus, PFA has a dominant effect on the chloride
binding than SF when their replacement levels are the same.
Bound chlorides were noted to increase in low w/b mixes as
the carbonation progressed. This was considered due to a
phenomenon termed as hindrance effect, by which the newly
formed carbonates trap the free and bound chlorides in the
pores. As a consequence the free chloride concentration
decreases and it was identified as an increase in binding. Such
an effect was not evident in higher w/b mixes, possibly due to
their better connected and wider pore network. In most mixes,
the prolonged carbonation reduced the bound chlorides with the
exception of 0.3 w/b mixes where 28 days of carbonation
managed to plateau the bound chloride content.
There was a positive linear relationship (R2 = 0.82) between
the bound chloride content and the apparent pH value across all
the mixes studied. This mathematical expression will be
valuable for chloride transport models in including a more
dynamic binding term that take into the effect of carbonation.

[8]
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ABSTRACT: Fault detection and diagnosis in non-residential water distribution system is become a crucial subject both in practice
and research. Non-residential water distribution systems are under intense pressure to persist reducing unscheduled downtime,
performance degradation and water-energy loss which requires detecting and diagnosing potential fault alarms as their early stage.
The potential for reducing water consumption by effectively detecting faults in large buildings has been shown to be significant
however, the application of fault detection and isolation to building water networks remains largely unexplored. In this paper,
fault detection and isolation scheme consisting of a combination of principal component analysis (PCA) and detection indices
namely Hotelling’s T2 – statistics and Q – statistics (also knowns as squared prediction error) is presented. In the absence of a
process model, principal component analysis has been successfully used as a data driven fault detection technique. Hoteling T 2 –
statistics and Q – statistics were employed to detect abnormality within incoming data. Compared to existing methods in the
literature, the fault detection and isolation model demonstrates potential application with a broader utilization scope and promising
performance in detecting meaningful faults in water distribution systems.
.
KEY WORDS: Water distribution system (WDS), Fault detection and isolation (FDI), Principal Component Analysis (PCA).
1

INTRODUCTION

The increasing complexity of industrial systems has required
the deployment of new monitoring and diagnosis approaches to
ensure their reliability and safe operation. However, fault
monitoring is a key challenge since real-time systems operate
in various configurations, can be non-linear and the existing
uncertainties in both measurements and parameters may
degrade the accuracy of fault detection methods significantly
(Chatti et al., 2016). Various fault detection methodologies
have been developed and are applied across a wide range of
processes where faults can compromise a system’s operation or
efficiency. FDI have been deployed to detect and diagnose
abnormalities in systems such as; air conditioning and heat
ventilation systems (HVAC), water and wastewater treatment
processes, automotive industries, chemical and petrochemical
processes, wind farms and some manufacturing facilities (Hu
et al., 2019; Xu et al., 2017; Zhang et al., 2017; Naderi &
Khorasani, 2016; Bruton et al., 2014; Yu et al., 2014).
In Europe, the non-residential building sector consumes about
28% of total water (European Commission, 2012). In certain
areas of Europe, overall losses due to leakage are high as 50%
in water networks (Nowicki et al., 2012). On average, 41% of
treated water is lost through damaged pipes in Ireland 10. There
is a growing focus on optimising water and energy usage across
all building types, however in general, while significant
research has been conducted on the use of fault detection
methods for systems such as air-conditioning, water
distribution systems have not received similar attention. This is
particularly the case for non-residential buildings (EPA, 2017;
Cosgrove et al., 2015). Consequently the development of robust
fault detection and isolation methods for the non-residential

708

building water systems can be considered critical (Danacova et
al., 2016).
Currently, most building managers react to faults on an ad-hoc
basis, responding to obvious faults and repairing infrastructure
as required. This can result in low-level imperceptible faults to
persisting within a water distribution system, compromising
water distribution system efficiency. The application of
approaches developed for municipal water supply systems may
be limited within non-residential buildings as key faults not
only involve leaks but also comprise system related faults (such
as, equipment malfunctioning, operational errors etc.) or
unusual events caused by inefficient water usage and infrequent
sudden changes in demand (such as, increased production,
cleaning activities, etc.) on a given day.
Building water distribution system studies have not leveraged
the more sophisticated fault detection and isolation approaches
used in other sectors, such as principal component analysis
(Gharsellaoui et al., 2020; Zhao et al., 2019). Thus, the
development robust systems that can detect and distinguish
between faults and unusual events in non-residential water
distribution systems has the potential to significantly increase
the efficiency of water consumption (Pelz, 2003; Danacova et
al., 2016). The present work aims help to fill these gaps by
developing decision models based on real site data that can
detect faults in non-residential buildings.
Principal component analysis is a well-known technique for
unsupervised data analysis, which projects data in a reduced
space, defined by orthogonal principal components (Ait-Izem
et al., 2018; Wei Li et al., 2018). Principal component analysis
is a vector space transformation predominately used to reduce
data dimensionality by extracting correlation between variables

Civil Engineering Research in Ireland 2020

in sets of independent variables, that explain the trend of the
process while optimising the variance of the original data in
reduced number of dimensions (Garcia-Alvarez, 2014;
Villegas et al., 2010). A PCA model leverages process history
data and extracts a linear combination of variables explaining
the major trend of the process being analysed.
To measure the variation of samples within the PCA model and
detect the abnormality of the new incoming data, Hoteling
𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 and 𝑄 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 (or Squared Prediction
Error (𝑆𝑃𝐸) statistic) have been applied in other engineering
domains (Li et al., 2018; Horrigan et al., 2018; Zhang et al.,
2017; Villegas et al., 2010). The 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 measures the
variability of a score matrix (𝑇), and can detect abnormality
within new data by comparing it to variation in the parameters
defined by baseline condition. The 𝑄 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 evaluates the
variability of a matrix (𝑋) which is the projection of the original
data onto a residual subspace (Benaicha et al., 2013; Ahmed et
al., 2012; Zumoffen & Basualdo, 2008). Principal component
analysis based method have advantages over classical statistical
methods (e.g. Shewhart chart, cumulative sum - CUSUM,
exponentially weighted moving average - EWMA) which while
accurate in many cases, have been shown to produce inaccurate
results when introduced to multivariate systems (Maione et al.,
2019; Xiao et al., 2017). Other challenges associated with
application of classical statistical approaches to building water
distribution system include the considerable variation in water
consumption levels in buildings, and possible mismatches
between the proposed statistical model and the process being
monitored (Chen, 2010).
This paper is arranged as follows. In the following section
materials and methods are presented which include case study
and pumping system details, measurable characteristics,
followed by an introduction to principal component analysis,
fault detection indices (T2 and Q-statistics) and fault detection
and isolation methodology is outlined. Later, results and
discussion are presented. The last section summarizes the study
and provides conclusions.
2

MATERIAL AND METHODS
Case Study and feature extraction

The case-study water distribution system (within a food and
drink company) supplied water to offices, production and
distribution facilities, cleaning facilities, a canteen and toilets
facilities spread across ~9,300 m2 of floor space. The company
is located on the west coast of Ireland in an area with a
temperate marine climate. The company operate six days a
week (it is closed on Sunday). The mains water supply (public
supply) is monitored using a third-party monitoring system that
collects data, provides high level usage statistics on site and
sends notification when water usage exceeds a predefined
threshold based on a univariate statistical approach. Some of
the key water uses include transport vehicle washing, scheduled
cleaning activities, for toilets and urinals and potable water for
the water fountains and the canteen. This study deals primarily
with mains water usage within the case study site.
To initialize the fault detection and isolation process, statistical
features from the mains meter readings were derived to
describe baseline water usage and diurnal patterns (or indeed

patterns at any chosen time interval for which adequate data
was available). The details of all the statistical features used in
this study are listed in Table 1. The daily flow and maximum
flow features summarize water consumption over a 24-hour
period from midnight to midnight. Whereas, the remaining
features focus on water consumption for specific periods of the
day which are linked to how the case-study site is used. These
periods comprise four working hour time intervals, two nonworking hour time intervals and mid-night interval. Water flow
data, recorded at 30-minute intervals, was collected from the
on-site third-party monitoring system and analysed in
developing the methodology for false alarm moderation.
Table 1. Features (measured in m3/hr) used to characterise
daily water demand.

Total

Time
of
day

Feature
Daily flow
Maximum
flow
Working
hours
Nonworking
hours
Mid-night

Description
Mean flow in 24 h
Highest flow in 24 h
Mean flow between 6 a.m. – 9 a.m.
Mean flow between 9 a.m. – 12 p.m.
Mean flow between 12 p.m. – 3 p.m.
Mean flow between 3 p.m. – 6 p.m.
Mean flow between 6 p.m. – 9 p.m.
Mean flow between 9 p.m. – 12 a.m.
Mean flow between 12 a.m. – 6 a.m.

Principal Component Analysis
Consider a training data matrix 𝑋 ∈ 𝑅𝑛×𝑚 containing 𝑛 rows
represent the values of features (Table 1) within a single day
and 𝑚 columns represent a single feature (such as; maximum
flow, average flow etc.) with mean zero and unit variance, the
loading vector (𝑃) and eigenvalue (𝜆) vector can be calculated
by singular value decomposition (SVD) of the covariance
matrix (𝑆) (Jackson & Mudholkar, 1979; Zenobi et al., 2011;
Sheriff et al., 2017).
1
(1)
𝑆=
𝑋 𝑇 𝑋 = 𝑉𝛬𝑉 𝑇
𝑛−1
Where, Λ is the diagonal matrix Λ = 𝑑𝑖𝑎𝑔(𝜆1 , 𝜆2 , 𝜆3 … 𝜆m ) ∈
𝑅𝑚×𝑚 Λ ∈ 𝑅𝑚×𝑚 containing non-negative eigenvalues
related to (𝑚) principal components and magnitudes in a
(𝜆1 ≥ 𝜆2 ≥ ⋯ 𝜆𝑚 ≥ 0),
descending
order
𝑇=
[𝑡1 , 𝑡2 , 𝑡3 … 𝑡𝑚 ] ∈ 𝑅𝑛×𝑚 is a matrix of transformed variables,
where each column represents the score vectors and the 𝑖 𝑡ℎ
eigenvalue equals the square of the 𝑖 𝑡ℎ singular value (i.e. 𝜆𝑖 =
𝜎𝑖2 ), 𝑉 is the matrix column representing the eigenvectors of 𝑆.
The transformed matrix 𝑃 ∈ 𝑅𝑛×𝑚 is generated by selecting 𝑟
eigenvalues or 𝑉 matrix columns corresponding to 𝑟 principal
eigenvalues. The projections of the observations in 𝑋 in.to the
lower-dimensional space is contained in the score matrix (𝑇)
as.
𝑇 = 𝑋𝑃

(2)
𝑚×𝑚

Where, columns of matrix 𝑃 = [𝑝1 , 𝑝2 , 𝑝3 … 𝑝𝑚 ] ∈ 𝑅
is a
matrix of the orthogonal vectors, where each column (also
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known as loading vectors) and elements of score matrix (𝑇)
termed as scores (value of the original measured variables
transformed into reduced dimension space). The score can be
transformed into original space by interpolating Eq. 2 as
𝑟

𝑋̂ = 𝑇𝑃𝑇 = ∑ 𝑡𝑖 𝑝𝑖𝑇

(3)

conditions, the data follow a multivariate normal distribution,
the 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 is related to an F-distribution considering
that the population mean, and covariance are estimated from
data.
The control limit (𝑇𝛼2 ) can be obtained by F-distribution as
follows.

𝑖=1

Where, matrix 𝑋̂is the modelled variation of 𝑋 computed using
retained principal components (principal component subspace),
𝑡𝑖 is a score vector (orthogonal) comprising information about
observations and 𝑝𝑖 is a loading vector (orthogonal) comprising
information about variables. Projection into principal
components space reduces the original set of variables to 𝑟
latent variables.
Usually, the 𝑟 retained principal components explain the
variability of a process through its data𝑋, therefore the residual
matrix 𝐸 can be computed as the difference between 𝑋 and𝑋̂,
captures the variations associated with 𝑛 − 𝑟 singular values.
𝐸 = 𝑋 − 𝑋̂

(4)

The original data space can be computed as:
𝑋 = 𝑇𝑃𝑇 + 𝐸

(5)

However, it’s crucial to choose the number of principal
components (𝑟), as 𝑇𝑃𝑇 represents the principal sources of
variability in the process, and matrix E represents the residual
space variability corresponding to process noise. There are
several techniques for determining the principal components
(𝑟) including the percent variance test, scree test, EigenvalueOne-Criterion (EOC), parallel analysis and prediction residual
sum of squares statistic 29. In this study, the number of
components is selected based on the Cumulative Percent
variance (CPV) due to its computational simplicity and wider
adoptability. It provides a good estimate of the number of
principal components that need to be retained for most practical
applications. CPV is a measure of the percent variance
(𝐶𝑃𝑉(𝑟) ≥ 90%) captured by the first 𝑟 principal components
(Johnson & Wichern, 2007; 23. The number of principal
components is selected in a way that CPV is greater than the
minimum amount of variation the model should explain.
𝐶𝑃𝑉(𝑟) =

∑𝑟𝑖=1 𝜆𝑖
100
𝑡𝑟𝑎𝑐𝑒(𝑆)

(6)

Fault detection indices

𝑇𝛼2 =

{

𝑇𝑖2 < 𝑇𝛼2 − − −
𝑁𝑜𝑟𝑚𝑎𝑙
2
2
𝑇𝑖 ≥ 𝑇𝛼 − − − 𝑈𝑛𝑢𝑠𝑢𝑎𝑙 𝑒𝑣𝑒𝑛𝑡
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(9)

𝑇 2 -statistics is based on the first 𝑟 retained principal
components so that it provides a test for derivations in the
principal score vectors that are of greatest importance to the
variance of the process. When the 𝑇𝑖2 of the new observation
exceeds the control limit, 𝑇𝛼2 , it indicates an abnormal event has
occurred within the new data set. The contribution of the
individual variables of the new observation to the 𝑇𝑖2 can also
be identified. The variables which considerably contribute to
the 𝑇𝑖2 can indicate the source of fault. 𝑇 2 -statistics will only
detect an event if the variation in the latent variables is greater
than the variation explained by common causes. It is also
possible for the 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 confidence limit not to be
breached, even though a faulty event has occurred, suggesting
that it does not have sufficient variation over the dominant
variation subspace. To avoid this loss of information, such
events can be detected by calculating the 𝑄 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 of the
residuals of a new observation which is the sum of squares of
the residuals.
Q statistic or squared prediction error (SPE)
The Q-statistic also known as squared prediction error (𝑆𝑃𝐸)
measures the variability of the observation data projected onto
the residual space and indicates changes within the observed
data not accounted by the principal component subspace. The
portion of the measurement space corresponding to the lowest
(𝑚 − 𝑟) eigenvalues are thus monitored.
𝑄𝑖 = 𝑥𝑖𝑇 (𝐼 − 𝑃𝑖 𝑃𝑖𝑇 )𝑥𝑖

2

Where, Λ−1
is the diagonal matrix containing the
𝑟
eigenvalues related to retained Principal Components, 𝑥𝑖 is the
data vector of 𝑖 𝑡ℎ observation and 𝑃 contains the loading vector
associated with the 𝑟 columns. Under normal process

(8)

Where, 𝑛 is the number of observations in the data, 𝑟 is the
number of retained principal components, 𝐹𝛼(𝑟,𝑛−𝑟) is the 𝐹distribution and (𝛼) is the significance level. The 𝑇 2 -statistics
can be interpreted as measuring the systematic variations of the
process. Violation of normal conditions would indicate that the
systematic variations are out of control and thus the new data
set may indicate a fault or an unusual event condition (Vieira et
al., 2014). The new observation is considered to be normal if it
satisfies the following condition.

Hoteling’s T2 statistic
𝑇 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 represents the major variation in the data
(Garcia-Alvarez, 2014). The 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 of the 𝑖 𝑡ℎ sample
or observation (𝑥) can be expressed by (Mujica et al., 2011; Joe
Qin, 2003) as.
𝑇
(7)
𝑇𝑖2 = 𝑥𝑖𝑇 𝑃 𝛬−1
𝑟 𝑃 𝑥𝑖

𝑟(𝑛 − 1)
𝐹
𝑛 − 𝑟 𝛼(𝑟,𝑛−𝑟)

(10)

Where, 𝐼 is the identity matrix. The control limit (𝑄𝛼 ) can be
computed from its approximate distribution.

𝑄𝛼 = 𝜃1 [

ℎ0 𝑐𝛼 √2𝜃2
𝜃1
𝜃2 ℎ0 (ℎ0 − 1)
+1
]
𝜃12

1⁄
ℎ0

(11)
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𝑛

𝜃𝑖 = ∑

𝑗=𝑟+1

ℎ0 = 1 −

𝜆𝑗2𝑖

2𝜃1 𝜃3
3𝜃22

(13)

Where, 𝑟 is retained principal components inside the model
and 𝑐𝛼 is the standard normal deviation with the upper (1 − 𝛼)
percentile. When an unusual event occurs, and it produces a
change in the covariance structure of the model, it will be
detected by a high value of 𝑄. The new observation is
considered to be normal if it satisfies the following condition.
{

𝑄𝑖 < 𝑄𝛼 − − −
𝑁𝑜𝑟𝑚𝑎𝑙
𝑄𝑖 ≥ 𝑄𝛼 − − − 𝑈𝑛𝑢𝑠𝑢𝑎𝑙 𝑒𝑣𝑒𝑛𝑡

(14)

When the 𝑄𝑖 of the new experimental trial violates the 𝑄𝛼
control limit, a fault is supposed to have occurred. The value of
𝑄𝛼 is defined with an assumption that the observation data is
multivariate normally distributed and time-independent 34. The
value Q-statistic is relatively small and consequently more
sensitive than the 𝑇 2 -statistics. This characteristic makes the Qstatistic able to detect minor variation within the system
behaviour. On the contrary, the 𝑇 2 -statistics require significant
variation in the system behaviour to be measurable.
In order to isolate faulty events from unusual events, a
minimum duration of 2 days over which a fault must persist
was adopted. This was based on the historical analysis of the
events within the building (like, increased production, cleaning
activities etc.). Thus, when the analysed data exceeded the
threshold (Eq. 15) for more than 2 days the samples were
reported as indicating fault. It should be noted that this time
period could vary based on water usage patterns for a given
building and could be established by a high-level water audit.
The summary of PCA-based fault detection and isolation
methodology is outlined in Figure 1.
{

𝑡𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 < 𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 − − − 𝑁𝑜𝑟𝑚𝑎𝑙
𝑡𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 ≥ 𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 − − − 𝑓𝑎𝑢𝑙𝑡

Figure 1. Summary of proposed PCA-based fault detection
and isolation methodology.

(12)

(15)

3

RESULTS AND DISCUSSION

The water usage data was aggregated into hourly flow traces
(i.e. readings at 30-minute intervals averaged over one hour) to
analyse the usage characteristics at the pilot site. In a number
of cases, data points had overlapping timestamps due to
metering errors and these were removed from the training set.
The PCA model was trained using six months of data and the
calculated PCA control limits ( 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 𝑎𝑛𝑑 𝑄 −
𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠) are shown in Figure 2. The data considered for the
training is not completely normally distributed as can be
observed in Figure 2. In this period only, a limited number of
data points were found beyond the α-control limit (indicating
higher than expected water consumption). Such events can be
due to increased building occupancy due to a specific event
which can increase water usage in the building. In this specific
case study events such as cleaning activities or increased
production on a given day that utilise large volumes of water
contributed to spikes in water consumption.

Figure 2. The time evolution of 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 and 𝑄 −
𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 on a semi-logarithmic scale for the fault free
training data (PCA model).
Having trained fault detection PCA models, their performance
was evaluated against data from a subsequent 12-month period
to assess the efficacy of the model in detecting faults in the
water network in the building. As can be seen in Figure 3, a
significant number of data points (i.e. 43% of the testing
periods) were beyond the α-control limit and were thus labelled
as unusual events. As many of these unusual events occurred
on consecutive days, faults were triggered in the FDI
framework in accordance with the fault isolation step. Of these
unusual events in the testing dataset, twelve sets of faults were
raised (dashed line boxes in Figure 3) by the T2 α-control limit
and nine sets of faults were raised (dashed line boxes in 5b) by
Q α-control limit.
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Figure 3. The time evolution of 𝑇 2 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 and 𝑄 −
𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 on a semi-logarithmic scale for the testing data.
The FDI model detected the fault almost immediately (2-weeks
earlier than by the third-party data monitoring system –
illustrated in Figure 3) validating the capability of the FDI
model in detecting faults both in lower and higher flow
conditions. It was subsequently confirmed by the building
manager that a leakage had occurred in the water network in
one of the mains underground transmission pipes for a period
of five months (i.e. from 10 th May 2018 to 10th October 2018)
as indicated in Figure 3 (fault period).
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ABSTRACT: There is very little knowledge on the timber quality of the native Scots pine grown in Ireland, and its potential to
produce timber for structural applications. This paper studied the mechanical performance in tension and bending of 100 specimens
with 100mm x 44mm cross-section. Pairs of specimens were established based on the dynamic modulus of elasticity and density,
with one specimen destructively tested in tension, and the other in bending. Grade determining wood properties of modulus of
elasticity, strength and density were determined in accordance with EN408, with adjustment to reference moisture content and
depth according to EN384. The two sets were graded to the tension and bending strength classes defined in EN338. Results showed
that Irish-grown Scots pine can produce timber yields above 96% of C20 class. In tension, yields above 90% can be obtained for
T11 and T12 classes. These values are slightly higher than those for Sitka spruce in Ireland and therefore show the potential of
Irish grown Scots pine for timber production. The study showed that the model given in the European standards to estimate tension
strength values from bending strength values underpredicts the values obtained for the Irish Scots pine here studied. A new model
describing the relationship between the tension and bending strength properties was developed using the Irish dataset.

KEY WORDS: Scots pine; Structural properties; Timber quality; Grading, Dynamic modulus of elasticity .
1

INTRODUCTION

Sitka spruce (Picea sitchensis (Bong.) Carrière) is the main tree
species grown in Irish forest and currently covers 334,560
hectares or 52.4% of the forest area in Ireland [1],[2]. In Great
Britain (GB), it accounts for 51% of the conifer area [3]. For
many years it has been the only species machine graded for
structural use in Ireland. Since 2018, based on work carried out
as part of the WoodProps programme at the National University
of Ireland Galway, Douglas fir (Pseudotsuga menziesii (Mirb.)
Franco) can also be machine graded in Ireland and GB using
common settings [4], [5]. This is possible due to the similarities
in the growing conditions of the two countries, which results in
similar timber characteristics.
Having a limited number of commercial species is a risk for
the timber industry in the event of outbreak of pests and
diseases that could deplete the forest crops, with the consequent
economic and environmental impacts. In addition, climate
conditions may not be suitable in the future for the species
currently commercialised. One way of increasing the resilience
of Irish forests is by diversifying the species.
Both Sitka spruce and Douglas fir are originally from North
America. In Ireland, there are three native coniferous species:
Scots pine (Pinus sylvestris L.), yew (Taxus baccata L.) and
juniper (Juniperus communis L.). Scots pine is the only of the
three which grows to dimensions that make it a suitable species
for the timber market. In Ireland, it currently only covers 8,010
hectares or 1.3% of forest area. Scots pine grows from the
mountains of Sierra Nevada in southern Spain to the
Scandinavian countries and to the far east of Russia. It is one of
the most important commercial species in Europe. The wood is
easily worked, it has a good weight to strength ratio, and it is
widely graded for use in construction [6]. There is potential to
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significantly increase the area of Scots pine grown in Ireland
and to provide an alternative source of timber for construction
purposes if the properties of Irish-grown Scots pine, required
for strength classification, are established.
Structural timber with rectangular cross section is graded in
Europe based on the standard EN14081 [7] and supporting
standards. The ultimate aim of grading is to guarantee the
quality of timber, and its safe use for construction. Timber is
graded in groups, referred to as strength classes, determined by
characteristic values that define minimum requirements of
mechanical and physical properties. The characteristic values
of the grade determining properties are the mean value of
modulus of elasticity (MOE) and the 5th percentile values of
strength and density. These values can be used by a structural
engineer for the design of a building or structure. A timber
population can be graded to satisfy different requirements. To
achieve higher grades some of the lower quality timber may
need to be rejected. In this paper, the basic grade is defined as
the strength class achieved by 100% of the population.
In Ireland, Scots pine can be visually graded as general
structural (GS) or special structural (SS) using the standard
IS127 [8], but it cannot be assigned to the most common
strength classes given in EN338 [9] as machine graded. As a
result of the small timber volume available, and limited grading
possibilities, it is not currently an attractive species for
commercialisation in Ireland.
There has been very little research carried out on the timber
quality of Scots Pine grown in Ireland, which inhibits the use
this local resource as sawn timber for construction or for the
manufacturing of engineering wood products. Scots pine is
used more widely in GB, particularly Scotland, where a C20
strength was reported as the basic grade [10].
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In this paper, the timber quality of Irish-grown Scots pine for
structural applications as a viable option for the timber market
is investigated. An analysis of the potential strength classes for
the material is carried out. This is normally studied using
bending tests (C-classes), but the paper will also address the
wood properties using tension tests (T-classes), which were
added in the most recent version of the standard EN338 [9].
Using paired sets of bending and tension test results, a model is
developed to predict tension properties from bending test
results, which is compared with those presented in EN384 [11],
[12]. This knowledge is particularly important in timber
engineering, for glulam and other timber elements where
tension is the dominating load, rather than bending.
2
2.1

MATERIAL AND METHODS
Materials

The material sampled in this study was sourced from a forest
plantation in county Laois. The plantation was a mix of
Douglas fir and beech (Fagus sylvatica L.) with Scots Pine
being a minor component. The selection of trees for felling was
based on silvicultural criteria and commercial practices and not
on timber quality criteria. Logs of 3.6m length were cut from
each tree and processed in a sawmill using standard cutting
patterns into boards having a 100 mm x 44mm cross-section. A
total of 239 boards were obtained, and later kiln dried. Prior to
testing, the material was conditioned at 20 °C and 65 % relative
humidity so that it would reach a moisture content near 12%.
The 239 boards were assessed non-destructively using a
Timber Grader MTG 960 grading machine. This device induces
a longitudinal vibration using an internal hammer and records
the natural frequency of the acoustic wave generated [13]. The
lengths of the boards were measured to the nearest mm
allowing calculation of the acoustic velocity. The mass and
average cross-sectional dimensions from measurements at
three evenly spaced points along the board were recorded to
obtain the density. These variables allowed the calculation of
the dynamic modulus of elasticity (MOEdyn) using Equation
(1).

𝑀𝑂𝐸𝑑𝑦𝑛 = 𝜌𝑉 2 = 4𝜌𝑓 2 𝑙 2

s.r.l. – GmbH) in the sawmill and this was confirmed by visual
inspection in the testing laboratory.
Tension tests were carried out in the parallel to the grain
direction. Due to the limitations on the length that the test
machine can accommodate, the specimens were cut to a
1300mm length centred on the critical position. One transducer
on each face of the specimen was used to measure the
displacement over a gauge length of 500mm, and the average
reading was used to calculate the MOE. The load was applied
at a constant loading rate until failure. The equipment used for
the tension test was a Zwick/Roell 250kN Servo Hydraulic
testing machine. Nine specimens broke or slipped in the
clamps. This could have underestimated the strength of the
material in the section tested, but it was considered it would be
on the safe side for the analysis and due to the relatively small
sample size it was decided to include all the specimens in the
dataset.
The bending tests were conducted in four-point bending over
a simply supported span of 1800 mm. Three properties were
determined: local MOE (MOEL), global MOE (MOEG) and
bending strength. MOEL is measured along the neutral axis of
the specimen, and the deflection measured between the two
loading points over a length of five times the depth of the
section. In this section the bending moment is constant, and it
is considered to be shear free, therefore pure bending. One
transducer on each face of the specimen was used to measure
the displacement, and the average was used to calculate the
MOEL. MOEG is determined using the deflection over the entire
span and includes the deflection due to the shear forces between
the supports and loading points. In this study it was measured
in the tension face using a laser. MOEG is easier to measure and
is therefore more frequently measured than MOEL, but it
requires additional adjustments to be used for grading. This
paper will use MOEL for the grading, and MOEG values will be
reported for information. The arrangement for the bending tests
is shown in Figure 1.

(1)

where 𝜌 is board density, V the acoustic velocity, f the
longitudinal natural frequency and l the board length. For the
purposes of this paper, it is assumed that the moisture content
of the boards was identical after the conditioning.
A representative subsample of 100 boards was selected for
further testing. The 239 boards were divided in quartiles based
on MOEdyn with density as a secondary variable. From each
quartile, pairs of boards were selected with one board from each
pair for the tension tests and the other for the bending tests.
2.2

Methods

The two sets of boards, tension and bending, were
destructively tested in accordance with EN 408 [14]. The
properties determined with these tests include static MOE and
strength both in tension and bending. The weakest or critical
section was located at the mid-point of the tested length for the
tension tests and at mid-span for the bending tests. The critical
section for each board was determined initially from analysis
of the X-ray images captured by a Goldeneye 702 (MiCROTEC

Figure1. Test arrangement of the four-point bending test.
After the destructive testing was completed, a density sample
free of knots, resin pockets and other defects, and covering the
whole cross-section was cut as close as possible to the fracture
location. From the mass and dimensions, the clear density was
calculated. This sample was afterwards dried in an oven to
determine the moisture content according to EN 13183-1 [15].
The measured MOEG, MOEL and density, were then adjusted
to 12% moisture content in accordance with EN 384 [11].
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Similarly, the bending and tension strength values were
adjusted to a reference depth of 150 mm depth in accordance
with EN384 [11].

Table 1. MOEdyn values comparison
Irish Scots Pine

Analysis

2.3

After adjusting the properties to the reference conditions, the
characteristic values of MOE, strength and density were
calculated. This allowed the timber to be graded into strength
classes in accordance with EN338 [9]. The bending strength
requirements accounted for the factor kv = 1.12, that reduces
the strength requirement of C-classes up to C30 for in-line
grading machines [11]. The basic grade, which is that achieved
by 100% of the population, was determined. The yields for
higher strength classes were also investigated. For assigning a
population to a grade, the three properties need to satisfy the
requirements set out in EN338 [9].
The relationship between the tension and bending strength
properties was also examined. The MOEdyn was used as a
reference property. Following this, the suitability of the
equations set out in EN384 [11] to convert bending to tension
strength characteristic values is investigated.
The standard EN14358 [16], gives statistical methods for the
determination of characteristic values. As the populations
graded had more than 40 specimens, the 5th percentile values
were calculated using the ranking or non-parametric method.
3

RESULTS AND DISCUSSION
Acoustic measurements

3.1

This paper only discusses the properties of the 100 specimens
destructively tested. For the paired specimens, the average
percentage differences in MOEdyn and density were 0.17% and
4.4%, respectively. The distribution of the MOEdyn values of
the 100 specimens destructively tested are shown in Figure 2.
The values ranged from 5.77 kN/mm2 to 15.0 kN/mm2, with an
average of 10.4 kN/mm2 (SD = 2.16 kN/ mm2). As shown in
Table 1, the average value is slightly below that reported in the
study by Hassan et al. [17], which used the same acoustic
method to determine the MOEdyn of Scots Pine in the Czech
Republic. It is typical for trees grown in Central Europe to have
higher stiffness relative to timber from Western European
regions.

Distribution in MOEdyn
20

Count

15
10

MOE (N/mm2)
CV (%)
Min. (N/mm2)
Max. (N/mm2)
3.2

Bending
10,432
20.7
5,783
14,976

11,026
13.4
8,304
14,654

Timber characterization - Tension

The average tension MOE was 9.56 kN/mm2 (SD = 2.47
kN/mm2). The minimum and maximum tension MOE values
were 4.44 kN/mm2 and 15.0 kN/mm2, respectively. The
average tension strength was 24.0 N/mm2 (SD = 9.18 N/mm2).
The minimum and maximum tension strength were 8.50
N/mm2 and 44.5 N/mm2, respectively. The average density of
tension boards was 523 kg/m3 (SD = 42 kg/m3) and 46% of the
specimens fell within the bracket 500-525 kg/m3. The density
ranged from 435 to 592 kg/m3.
3.3

Timber characterization - Bending

The mean MOEL value in bending for the population was
9.24 kN/mm2 (SD = 2.36 kN/mm2). The minimum MOEL value
was 2.78 kN/mm2 and the maximum 14.5 kN/mm2. The mean
MOEG was 9.07 kN/mm2 (SD = 1.84 kN/mm2) and ranged from
4.72 kN/mm2 to 12.4 kN/mm2. A study of Pine grown in Poland
and Sweden [18] reported mean MOEG values ranging from
9.10 kN/mm2 to 12.4 kN/mm2 for different parts of the
countries. These higher MOE values are expected as Central
European and Nordic trees are typically stiffer. A report on the
wood properties of British grown Scots pine reported a mean
value for MOE in bending of 9.31 kN/mm2 [19]. This in line
with the results found in the present study. The mean strength
value of the population was 38.0 N/mm2. Moore et al. [10]
reported a bending strength for British-grown Scots Pine of
44.5 N/mm2. These results show that there are some similarities
between the two studies although British grown Scots Pine was
higher in strength than Irish.
The mean density value was 521 kg/m3 (SD = 47 kg/m3), with
values between 423 kg/m3 and 656 kg/m3. The density values
do not depend on the type of testing, and both datasets showed
similar values. A study in North Scotland gave a mean density
of 504 kg/m3 [10], whereas Lavers [20] reported for Scots pine
grown in the United Kingdom 510 kg/m3. These values are very
similar to those observed in the present study and confirms the
similar characteristics in wood quality between Ireland and GB
for timber production.
3.4

5

Tension
10,415
21
5,767
14,962

Hassan et al.
[17]

Timber grading.

The characteristic values for the tension and bending datasets
are presented in Table 2.

0

Table 2. Characteristic values in bending and tension.
Dynamic MOE (kN/mm2)

Figure 2. Distribution of the dynamic MOE
In the study by Hassan et al. [17], only 40 specimens were
tested.
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MOE (kN/mm2)
Strength (N/mm2)
Density (kg/m3)
Basic grade

Bending
9.24
15.3
443
C16

Tension
9.56
9.35
438
T9
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Table 3. Comparison between species.

Mean values
MOE (N/mm2)
Strength (N/mm2)
Density (kg/m3)
Strength class
Pass rate

Scots Pine
Ireland
GB
[Present
[10]
study]
9242
9310
38
44.5
521
504
C20
C20
96%
100%

Sitka spruce
Ireland
[21]

GB
[22]

8980
36
335
C16
97%

8300
32.7
387
C16
95%

The relationship between the mechanical properties and the
MOEdyn determined from acoustic measurements was
investigated and the coefficients of determination for each case
are given in Table 4. As expected, the relationship of MOEdyn
and MOE is strong, both in tension and bending. The
relationship with strength is moderate. The relationship
between MOEdyn and density is weaker than for the other
properties.
Table 4. Coefficient of determination between MOEdyn and
the properties in bending and tension.

MOEL
Strength
Density

MOEdyn (R2)
Tension
Bending
0.80
0.63
0.50
0.43
0.46
0.28

Relationship between tension and bending properties

3.5

The relationship between the tension and bending strength
was examined by comparing values obtained for the specimens
paired based on their MOEdyn. Figure 3 shows this relationship,
and Equations (2) and (3) give the relationships:

̇
𝑓𝑡 = −6.91 + 0.0028
∙ 𝑀𝑂𝐸𝑑𝑦𝑛

(2)

̇
𝑓𝑚 = −8.00 + 0.0042
∙ 𝑀𝑂𝐸𝑑𝑦𝑛

(3)

80

strength (N/mm2)

The basic strength grade for tension was T9. The tension
strength was the critical parameter as it performed
comparatively worse than the other two grade determining
properties. A 98% yield would achieve T10 grade (i.e. by
rejecting the worst two percent of boards, the remaining
population would achieve T10 values). Grades T11 and T12
were achieved by 94% and 90% of the population, respectively.
For bending sample, the strength class achieved for 100% of
the population was C16. Strength was again the critical
parameter. When the worst performing board was excluded
from the population, 98% of the boards achieved a C18 strength
class. If the two worst performing boards were removed from
the population, the strength class increases to C20 for 96% of
the population. The lower grades were limited by the
comparatively lower performance of strength compared to
MOE and density. Furthermore, stiffness became the limiting
factor for higher grades. Density was the least limiting
property, both in tension and bending.
Scots Pine grown in GB was shown to achieve a basic
strength class of C20 [10]. The study had a sample size of 321
compared to 50 in this study. The results in Table 3 show
comparable properties to those in GB, differing more in
strength. The dataset in the current study is much smaller,
which has a large effect on the calculated percentiles and
therefore in the characteristic strength value. The difference in
strength is possibly due to a different forest management, but
the information to confirm this assumption is not available.
When comparing Scots Pine with Sitka spruce, there is a
difference in timber quality, with Scots pine achieving a higher
strength class. Table 3 compares the results in bending from the
present study with three other studies to show the differences
in strength grades between the two species by countries.

70

Linear (Tension)

60

Linear (Bending)

50
40
30
20
10
0
5000

10000

MOEdyn

15000

(N/mm2)

Figure 3. Relationships between MOEdyn and strength in
tension and bending.
Bending strength is higher than tension strength. The
differences are larger as the MOEdyn increases. This could be
the result of a relatively small number of pieces in the upper
range of values, but it could also be due a change in the
relationship as the timber quality increases.
The conversions in the standards between the tension and
bending classes is based on the characteristic values of the
strength properties. For the current dataset, the conversion
equation given in EN384 [11] conservatively estimates the
characteristic tension strength from characteristic bending
strength (Equation (4).
𝑓𝑡,𝑘 = −3.07 ̇+ 0.73 ∙ 𝑓𝑚,𝑘

(4)

Comparing the experimentally determined characteristic
bending strength of 15.3 N/mm2 with the characteristic tension
strength of 9.35 N/mm2, using Equation (4) the predicted
characteristic tension strength is 8.10 N/mm2. Equation (4)
replaced an earlier model given in the 2004 version of EN384
[12] and this is given in Equation (5).

̇ ∙ 𝑓𝑚,𝑘
𝑓𝑡,𝑘 = 0.6

(5)

Using Equation (5), the predicted tension strength is 9.18
N/mm2, slightly below the experimental value of 9.35 N/mm2.
Due to the strong relationships between MOE dyn and the
mechanical properties shown in Table 4, artificial grade classes
were created using MOEdyn to facilitate the development of a
new conversion equation based on the data from this study.
Subsamples were created using different MOEdyn thresholds,

717

Civil Engineering Research in Ireland 2020

and the characteristic strength values were calculated for the
tension and bending pieces below and above those thresholds.
This gave a set of characteristic tension and bending strength
values from which a regression equation was derived.
Thresholds were established based on quartiles. The MOEdyn
thresholds used were: <9350; >9350; 9350-10950; >10950;
<10950; 10950-12900; >12900; <12900 (N/mm2). The new
relationship is given in Equation (6) and is plotted in Figure 4
together with the model in the current and previous versions of
EN384.
𝑓𝑡,𝑘 = −1.054̇ + 0.66 ∙ 𝑓𝑚,𝑘

(6)

Equations predicting T-classes from C-classes

Tension strength (N/mm2)

40
35
30
25
20
15

ft,k y=0.66x-1.054
= -1.05 + 0.66 fm,k

10

ft,k y=0.73x-3.07
= -3.07 + 0.73 fm,k
ft,k y=0.6x
= 0.6 fm,k

5

4

This paper has shown that Irish-grown Scots pine properties are
slightly lower than those obtained for the species in
Scandinavia or Central Europe, but it can produce timber of
comparable quality to Sitka spruce in Ireland, and based on
similar rejection rates it can produce higher yields of C20. The
study showed that the model given in the European standards
to estimate tension strength values from bending strength
values underpredicts the values obtained for the Irish Scots pine
here studied. A new conversion model was developed using the
Irish dataset. While this model needs to be carefully considered
due to the relatively small sample size, it is closer to the older
EN384 conversion model than the current one. Further research
is needed to improve the model including increasing the
number of specimens and species, accounting for prediction
intervals and including different predictor variables.
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ABSTRACT: Concrete structures deteriorate over time due to constant exposure to the environment and excess loading. This is
particularly the case with main structural elements, such as beams and columns of bridges which may be exposed to the marine
environment. Hence, there is a need to understand the cause of flexural failure of the beams in these structures and to explore the
possibility of employing advanced materials for retrofitting of the damaged structures. Textile reinforcement has become more
recognised as a means of reinforcement due to its excellent properties. This project evaluates the flexural behaviour of undamaged
and damaged reinforced concrete beams retrofitted with basalt textile. Comparison of the laboratory tests, design codes and finite
element analysis of pre and post retrofitted beams is carried out. Laboratory experiments in a heavy structures laboratory are
designed to investigate the flexural strength of undamaged and damaged steel reinforced concrete beams retrofitted with basalt
fibre wrap. The tensile strength of the basalt wrap can increase the ultimate load capacity by 22% and reduce the potential
displacement of the beam. In addition, a review of the accuracy of different structural analysis methods is employed. A finite
element analysis is carried out using LUSAS software to calculate the load capacity of the reinforced concrete beams, while
theoretical calculations based on Eurocode 2 also estimate the load capacities of the beams. The load capacities and bending
moments of the laboratory experiments and FE modelling are compared to indicate accuracy of each model. It is found that
theoretical calculations based on Eurocode 2 produce conservative results, while a LUSAS model with non-linear analysis
estimates the load capacities to be very close to those of the destructive test. The study demonstrates that basalt has good tensile
strength properties, which enables the material to be used as a strengthening material of the structural members in order to increase
the strength and lifespan of the structure.
KEY WORDS: Concrete structures; Retrofitting; Advanced materials; Basalt fibre wrap; LUSAS.
1

INTRODUCTION

Concrete is a composite material used in abundance in the
construction industry, due to its high compressive resistance.
With the addition of steel reinforcement, it can span long
distances due to steel’s higher tensile resistance [1]. As
structures deteriorate over the time, due to overloading,
exposure to the environment and accidental loading, the need
to retrofit affected elements in order to combat structural failure
becomes apparent [2]. The use of glass, carbon and polyamide
fibres for manufacturing of reinforcing bars for concrete
applications is becoming common, especially in retrofitting
deteriorating reinforced concrete (RC) structures [2-4]. For
retrofitting of degraded RC structures, textile fibre reinforced
polymers (FRP) are used for its beneficial mechanical material
properties and relatively easy application [5, 6]. Many methods
of retrofitting concrete structures can be used to render the
structure safe and prevent the possible need for the demolition
of the structure [7]. Carbon and glass FRP materials are the
most widely used to repair damaged reinforced concrete beams,
as they enhance the strength, ductility and durability of the
structural member.

720

Recent developments in fibre production technology allows the
production of basalt fibre, which is made from basalt rock.
Basalt fibres have good mechanical properties, such as a wide
range of thermal performance, high tensile strength, good
electromagnetic properties, and resistance to vibration and
impact loading [8]. The study shows that the average tensile
strength and modulus elasticity of basalt fibre reinforced
polymer (BFRP) bars are approximately 1090.2MPa and
42.78GPa, respectively. In addition, basalt has high
temperature resistance and corrosion resistance, which makes
it ideal for surfaces exposed to harsh environments, such as
marine and coastal locations [8]. Basalt is an environmentallyfriendly and relatively low-cost material which is widely
available, since basalt underlies more of Earth’s surface than
any other rock type [9, 10]. Basalt textile can be easily applied
to concrete beams for retrofitting, as it can adopt the shape of
the concrete structure without difficulty. Basalt fibres material
can have a wide range of applications when it is subjected to
heavy vibration-induced loads, such as transport vehicles on
bridges [8, 10]. The elastic modulus of basalt fibres is shown to
be about 12 % greater than that of glass fibres. This value
represents basalt ability to resist the deformation of the material
when a stress is applied to the material. Furthermore, basalt has
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a higher tensile strength and is a slightly lighter material than
glass FRP. Thus, the application of basalt mesh in the
strengthening of structural members can help in preserving the
self-weight of the member. Hence, the stresses applied to the
concrete beam causing it to deteriorate over time (deform and
crack) can be resisted by wrapping basalt textile in the tension
zone of the RC beam, and thus increasing the structure’s life
span as a result [1, 4, 11].
The behaviour of basalt-strengthened concrete beams in a
laboratory environment is examined by a few [12, 13].
Singaravadivelan et al. [14] tested RC beams wrapped with
basalt fibres textile exposed to a two-point bending load. The
results show that the load-carrying capacity of the retrofitted
beam increases with each wrapping layer (60% single, 62%
double and 70% triple basalt wrap layers). The basalt fibre
reduced the brittleness failure mode in comparison to the
standard control beam.
Bairavi and Muhuramu [1] carried out an experiment on
retrofitting reinforced concrete beams with basalt fibre using
thermoset resins to bond the fabric to the concrete. The RC
beam was single and double wrapped with basalt fibre mesh
and subjected to the two point load. They found that the basalt
fibre retrofitting increased the ultimate load-carrying capacity
of the RC beam by 43%, while deflection and initial crack
decreased by 8% and 25%, respectively.
Gopinath et al. [4] carried out an experimental investigation
into the flexural behaviour of reinforced concrete beams
strengthened with basalt textile-reinforced concrete under
monotonic and low-cycle fatigue load (four-point bending).
They found that, under monolithic loading, the increase in
ultimate load carrying capacity between strengthened and unstrengthened reinforced concrete beam is marginal. However,
the increase in ductility and energy absorption was significant,
at 84.5% and 162%, respectively. In addition, the low-cycle
fatigue load tests showed a 20% reduction in ultimate load
carrying capacity and a 27% reduction in ductility, compared
to the monotonic case. However, the cracking and failure
patterns are similar in both the cases [4].
Jayakrishnan and Shaji [13] tested simply supported RC beams
strengthened with basalt fabric and subjected to a two-point
load. They studied the effectiveness of various profiles of
wrapping on maximum deflection and loading. The
strengthened beams showed an increase in the flexural
toughness and exhibited ductile failure. The flexural strength of
the control specimen was increased by 30-35%, while the
deformation was decreased by 25-30% through the use of the
basalt textile mesh.
The research to date has studied the potential of using basalt
fibre mesh for improving the structural behaviour of RC
elements, by comparing retrofitted and benchmark specimens
(i.e. strengthened and un-strengthened beams). However, this
research programme investigated the structural behaviour of
damaged RC beams retrofitted with basalt textile. Structural
tests were carried out to see if the flexural strength of damaged
RC beams can be improved with basalt fibre retrofitting and
thus help increase the service lifespan of the beam. In addition,
the possibility to model different degrees of damaged and FRPreinforced RC beams using Final Element Analysis (FEA)
software was investigated.

2

REINFORCED BEAM DESIGN AND TESTING

Four reinforced concrete beams were constructed for the
destructive testing programme. The beams are named as
follows: control beam (B1); control beam with a layer of basalt
fibre wrap applied at the tension zone (B2); damaged RC beam
wrapped with basalt fibre (B3); and extensively damaged RC
beam wrapped with basalt fibre (B4). The testing programme
consisted of two phases – in Phase 1, two beams (B3 and B4)
were damaged to different degrees before retrofitting with
basalt wrap, while Phase 2 was the actual testing of all four
beams to failure.
RC Beam Geometry and Design
The beam dimensions of 1500mm long, 150mm width and
250mm height were adopted from the research of Jayakrishnan
and Shaji [13]. The beams were designed to Eurocode 2 [15]
and the Concrete Society standard method of detailing
structural concrete [16], based on the following parameters:
• reinforcement strength, fyk
= 500 N/mm2
• concrete compressive strength, fck
= 30 N/mm2
• concrete cover to reinforcement, Cnom = 25 mm
• main reinforcement bar size bar size, Ø= 12 mm
• reinforcement link size, Øl
= 8 mm
The outputs from the design calculations are presented in Table
1. There was sufficient shear links provided to prevent the beam
failing in shear, while ample main steel was used to prevent
sudden failure, in order to allow cracks to be visually detected
during the course of the tests.
Table 1: Design calculations output

Tension
Reinforcement
(bottom)

Compression
Reinforcement
(top)

Shear
Reinforcement

339 mm2
3H12

226 mm2
2H12

157 mm2
H8 @ 100mm c/c

Detailing of the beam design was aided using Excel
spreadsheets to complete the final design of the beams and is
used to compare results of design code to the laboratory test.
RC Detailing of the test beam constructed is shown in figure 1.

Figure 1:RC Drawing used for the construction of the test beams.
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Constructing RC Test Beams
The concrete mix design used for the C30/37 grade concrete
was a 20 mm maximum aggregate size, a 290kg/m3 minimum
cement content and a 0.65 water/cement ratio. Six concrete mix
batches were prepared using concrete mixers and the concrete
was poured into the formwork, as shown in Figure 2.

Figure 3. Basalt fibre wrap BAS BI 450

Figure 2. (a) Reinforcement cages placed into formwork ready for
concrete pour and (b) concrete beams poured

The bond between the RC beam surface and the basalt fibre
textile was secured by using Gurit SP 106 multi-purpose epoxy
suitable for woven fabric. The epoxy application range is 15 °C
to 25 °C (lower temperatures will cause the epoxy to thicken)
mixed in the ratio of 5:1 (resin: hardener). Wrapping of beam
B2 is shown in Figure 4.

Four RC beams were cast using the standard mould, with the
provision of sufficient time for the concrete to gain its 28-day
strength. 12 concrete cubes were taken across the 6 batches to
ensure the concrete had reached its design strength, similarly a
tensile test was carried out on the a 12mm steel reinforcement
bar to ensure the reinforcement used in the beams had reached
the standard of 500N/mm2.
Phase 1 – Experimental Set-up and Testing
The initial beam (B1) to be tested was a control beam and its
ultimate load capacity was used as a benchmark. The remaining
three beams were exposed to different levels of increasing
applied load in order to mimic different extents of damage.
Hence, the beams were loaded with an increasing single point
load applied at mid-span, using load increments of 5kN. The
loads under which the first crack appeared was recorded. The
cracked beam was subsequently retrofitted by wrapping three
sides of the beam (at the bottom and at beam sides) with basalt
textile fabric, after which the beam was load-tested to failure.
The procedure was repeated for the other three beams, each
loaded with higher increment of load, thus causing greater
degree of damage to the beam (i.e. greater crack depth and
increased crack numbers).
The basalt wrap used for retrofitting (as shown in Figure 3) was
a basalt multiaxial fabric (BAS BI 450) [17], which is a biaxialtype fabric with an average tensile strength of 3000 MPa and a
modulus of elasticity of 89 GPa [18].
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Figure 4. Beam B2 before (top) and after (bottom) wrapping

Beams B3 and B4 were initially weakened under load before
retrofitting with the basalt fibre wrap. Hence, a load was
applied through the hydraulic ram in 5 kN increments (as
shown in Figure 5). At the design load of 50 kN, a hairline
crack appeared on beam B3, rising 100 mm from the bottom
centre of the beam and which was visible on both sides of the
beam.
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Figure 7. Experimental arrangement with (1) beam, (2) supports, (3)
deflection gauges, (4) point load, (5) load cell and (6) tilting and
bearing plates

3

RESULTS AND DISCUSSION
Physical Testing

Figure 5. Beam B3 set up on the test rig

To achieve a greater extent of damage than with Beam B3,
Beam B4 was loaded with a higher load of 65 kN. The extent
of the damage to this beam is highlighted in Figure 6.

Figure 6. Damaged Beam B4

After both of the beams were “damaged”, they were removed
from the rig and turned upside down, to allow them to be
wrapped with the basalt material on three sides.
Phase 2 - Experimental Set-up and Testing
The experimental arrangement for the Phase 2 tests is shown in
Figure 7. The beam is supported at either end by 100mm wide
SHS sections and four deflection gauges were positioned on
each of the beams, one each at 100mm from either end of the
beam and the remaining two gauges at 100mm either side of
the mid-point of the beam. The point load was applied at the
mid-span of the 1500 mm long beam. To avoid the local
crushing of the concrete, the point load was transferred through
a 150 mm square 10 mm thick bearing plate. In addition, a
tilting plate was placed in between the load cell and the bearing
plate, in order to control the angle of the force acting on the
beam. The point load was applied manually using a 60 tonne
hydraulic jack, as shown in Figure 4. The deflection gauges
measurements and the hydraulic jack load increments were
recorded on a laptop, via a data-logger unit.

The main purpose of the control beam B1 was to provide a
benchmark, so as to establish the bending load capacity and
displacement due to the incremental load of the
“unstrengthened” beam. Calculations using EC2 estimated that
the beam failure would occur at 121 kN, however the load
capacity was found to be approximately 5.8 % higher when the
beam failed at 128 kN when tested. Cracking and deflection
were crucial to observe during this test and these were
compared to the LUSAS model results.
Beam B2, which was the “undamaged” beam wrapped with
basalt fibre textile, was used to establish the bending load
capacity and displacement due to the incremental loading of the
strengthened beam. Calculations using EC2 estimated that the
beam failure at 144 kN, which was approximately 20 % higher
than Beam B1. This was expected as the basalt fibres have a
relatively large tensile strength value [4, 14]. Beam B2 failed
at an applied load of 156 kN, which indicated that the load
bearing capacity of strengthen beam was almost 22 % higher
than the load-bearing capacity of the non-strengthened Beam
B1. Yielding was observed to occur at 152 kN, which was an
increase of 24.6 % in comparison with Beam B1. In addition,
the presence of the basalt fibre wrap contributed to a reduction
in the deflection of the beam. In order to observe the crack
pattern, the wrap had to be removed locally at the mid-span –
the crack pattern was found to be similar to that of the control
beam, as expected.
As described previously, Beam B3 was subjected to excess
loading in order to induce cracks to occur, which may be seen
in old, deteriorated concrete structures. The purpose of this
beam is to replicate a beam that has slight cracks due to the
relatively slight damage, and to determine if applying basalt
fibre wrap would help increase the strength of the beam and in
turn increase the lifespan of the beam. It was noted that the load
carrying capacity for this beam exceeded that of Beam B2 and
it was judged to have reached a failure load of 169 kN.
However, it was difficult to judge exactly when the beam had
failed due to the basalt wrap presence (i.e. keeping the beam
intact). Hence, the yielding which occurred at 140 kN may be
a better parameter to observe. From the test data observed, the
beam may have actually failed at around 150 kN. The
deflection was decreased by 21% at the failure load and the load
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capacity was increased by 32%, in comparison to the control
beam.
Beam B4 was found to be damaged to a greater extent than
Beam B3, indicating that it had a lower load-bearing capacity
than Beam B3. This beam would be indicative of a beam that
is subject to a greater load than it is designed for, with cracks
and deflections that may be a concern for the public safety.
Yielding occurred at 136 kN, which gave an indication that the
beam was close to its ultimate moment of resistance and hence
the beam failed at 155 kN. This is 9 % lower than the failure
load of Beam B3 but an 21 % increase in ultimate failure load
in comparison to Beam B1, which was the control beam.
The patterns of deflection of the four beams as a result of the
increasing applied loads are presented in Figure 8. The graph
confirms that basalt fibre wrap effectively increased the
strength of the reinforced concrete beams.

48.28 kNm, respectively. There was a relatively large
difference in relation to the displacement results between the
physical testing programme and the LUSAS modelling, which
was in the region of 81%. A likely reason for this is that LUSAS
expects perfect bond conditions and therefore deflections will
be less than that of the destructive testing (as shown in Figure
9). Figure 10 shows the crack pattern produced by the LUSAS
model, which was in good agreement with the destructive test
results with regard to the crack pattern observed by testing
Beam B1 (figure 11).

Figure 9. Beam B1 displacement in the direction of the applied load
(LUSAS)

Figure 8. Beam deflection (mm) versus applied load (kN) (Beam B1 in
blue, Beam B2 in orange), Beam B3 in grey, and Beam B4 in green)

Finite Element Analysis
A non-linear plastic modelling and analysis of the Beams B1
and B2 was carried out using LUSAS [19] in order to estimate
the ultimate load capacity, the deflection of the beam and the
potential for crack formation. Since each of these beams was
symmetrical (both in terms of geometry and loading), only half
of the beam was modelled to reduce the potential of further
errors and to reduce the duration of the solving time. The
reinforcement was adopted from the hand calculations and the
surface mesh used was 25 mm by 25mm in size. In relation to
the linear analysis used, the elastic material properties, the
Young’s modulus and Poisons ratio were adopted from
Eurocode 2 [15], while the tensile strength of the concrete was
assumed to be 10 % of the compressive strength. For the model
to run successfully, nonlinear and transient controls were
applied to the model. These inputs provided the boundary
conditions for the applied load case and the model was allowed
run up until its failure. The output of the model was then
compared with the destructive test performed in the structures
laboratory on the beam loaded to its ultimate load.
A paper in relation to the modelling of RC beams strengthened
with basalt reinforced concrete using ABAQUS software was
reviewed, which concluded that the ultimate load predicted
from the model was 4.2% higher than the load from the
experiment [20].
The modelling of the benchmark Beam B1 resulted in an
estimated ultimate load capacity of 126.84 kN and a maximum
moment of resistance of 47.83 kNm. This indicated a good
level of accuracy, as there is about a 1% difference in the model
in comparison to the destructive test outputs of 128.04 kN and
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Figure 10. The crack pattern produced by the LUSAS model (half
length of the beam).

Figure 11: Beam B1 crack pattern from destructive test at the
midspan.

In relation to the modelling of Beam B2 using LUSAS, the
basalt fibre textile reinforcement was modelled only at the
bottom of the beam (tension zone), while the presence of the
basalt at the side of the beam was ignored for simplicity. The
tensile strength of the basalt wrap was specified to be 3000
N/mm2, while the inputted thickness of the wrap was 0.5mm.
The results showed that the basalt-reinforced beam gained in
strength, whereby the load capacity of the beam and the
maximum moment of resistance increased to 157.54 kN and 59
kNm, respectively.
Figure 12 shows a comparison of the ultimate load capacities
obtained for Beams B1 and B2 using the Eurocode 2
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calculation approach, through physical testing and using the
LUSAS model. It can be observed that the theoretical and FEA
models results are in good agreement, whereby the results are
within 6% of each other. However, Eurocode 2 calculations are
slightly conservative in comparison with the results of the
destructive test. Beam B2 performed better than the control
Beam B1 as expected, due to the extra tensile strength available
from the basalt fibre reinforcement mesh. The increase in
ultimate load capacity is seen to be 22.14%.

increase the lifespan of structures and protect them from
extreme environment conditions.
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ABSTRACT: Groundwater abstraction contributes to 18% of total water supply in Ireland. With almost half of all holiday sites in
Ireland within 5 km of the coast, obtaining groundwater from local sources becomes attractive. Given the elevated permeability
and storage capacity of coastal sand deposits, this makes them suitable candidates for seasonal abstraction. However, excess
abstraction can promote saltwater intrusion, drawing a wedge of seawater into the aquifer. Conventionally, groundwater
abstraction points in coastal areas are installed to shallow depths to avoid drawing in the denser saltwater during pumping. This
study aims to (a) better understand the extent to which abstraction wells in Irish beach sand deposits are affected by high abstraction
rates, and (b) to ascertain how close to the coast abstraction wells may be installed, using a test site at Magilligan, County Derry.
By employing geophysics and water conductivity sensors, it has been possible to characterise the freshwater/saltwater dynamics
of the aquifer and select areas most suitable for well installation. This, in addition to pumping tests has shown that deep wells—
as opposed to shallow—can provide a reliable, potable supply of water to support the coastal hotel and tourism industry in light
of increasing water costs.
KEY WORDS: Coastal Aquifers; Saline Intrusion; Pumping Test; Geophysics.
1

INTRODUCTION

Water supply in Ireland is dominated by surface water sources.
However, it is estimated that around 18% of supply comes from
groundwater sources—many of which are private abstractions
[1]. Such abstractions can prove to be more financially
attractive, especially where large volumes of water are required
at distance from lakes/existing reservoirs. The issue of water
supply charges in the Republic of Ireland has been one of
contention in recent years, with costs set to rise in 2020 [2].
While water abstraction points are relatively evenly distributed
around Ireland [3], groundwater abstractions are avoided often
near coastal areas due to the risk of drawing in seawater.
Saltwater intrusion (SI) in coastal aquifers, which are
hydraulically connected with the sea, is a common
phenomenon globally [4][5][6]. A pristine coastal aquifer is
inherently susceptible to a certain degree of SI due to, at the
most basic level, the density difference between saltwater
(1020-1030 kg/m3) and freshwater (1000 kg/m3) [7]. This
manifests as a saline wedge, conventionally extending inland
below the freshwater-saturated aquifer. The extent of intrusion
is governed by factors such as; hydraulic gradient, recharge,
coastal topography, storm surges, coastal land subsidence, and
coastal faults and fractures [8][9].
When coastal aquifers are pumped, these wells draw
saltwater inland and upwards around the area of abstraction. In
regions with larger tidal ranges, a lens of saltwater infiltrating
down from the top of the aquifer may also exist in the intertidal
zone [10][11]. As saltwater and freshwater are miscible, there
exists a mixing zone of brackish water between the area of saltand freshwater saturated parts of the aquifer [9][12].
Under the right conditions, it is possible to sustainably
extract freshwater from a coastal aquifer. There are several
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potential beneficiaries of coastal freshwater abstractions in
Ireland, one of which could be the hotel and holiday industry.
Almost half of all registered Irish hotels, B&Bs and other
holiday sites are within five kilometres of the coast [13]. An
average sized hotel of 70 rooms in a temperate climate could
require over 3,000 m3 of water per year [14]. This could
generate an annual water bill of over €4,000 (regardless of
county, metered water supply only, not considering wastewater
charges) [2]. In transferring even part of total water supply to
that which comes from wells in coastal aquifers presents the
attractive potential for significant cost savings to the industry.
This study aims to use a relatively typical Irish coastal sand
deposit as a case study for a sustainable and useable water
supply. Through a series of pumping tests and a range of
monitoring techniques, the aquifer parameters and the
suitability of the pumped water was assessed with a view to
considering the unit as domestic/commercial water source.
2

METHODOLOGY
Field Site

The area of investigation lies on Magilligan Peninsula, County
Derry, Northern Ireland (55.1694472°, -006.8850889°), as
shown in Figure 1. With an area of about eight square
kilometres, Magilligan is one of the largest coastal dune
systems in Britain and Ireland. The peninsula is a spit which
extends from the north coast of Ireland westwards into Lough
Foyle [15]. The coastal (north and east) extremities of the
peninsula are flanked by around 25 metres of beach, between
the foredunes and high tide line. This beach, Benone Strand,
has been chosen as the area of investigation due to its proximity
to the sea and the prevalence of this form of beach sand deposit
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in other parts of the island, thus extending the applicability of
the results of this study to other places.

ERT surveying involves measuring the induced voltage
across electrodes under injected current. In this study, the
electrodes were installed in a transect along the surface of the
beach sand, extending diagonally from the high water mark to
the intertidal zone (Figure 1). A diagonal profile is preferred to
a perpendicular profile in this case to obtain maximum depth of
imagining at the area of pumping.
The Syscal Pro system by IRIS instruments, with an
arrangement of 36 electrodes spaced at five-metre intervals,
laid out for a Dipole-Dipole array generated the ERT profile of
the site. Topographical correction is applied using data from a
differential GPS.
Well Setup

Figure 1a-c. The location of Magilligan Peninsula and the area
of investigation, with key water marks identified. Images via
Bing Maps. Figure 1d. Labelled scale layout of the wells used
in this study with respect to key water markers.
A borehole held by the Geological Survey of Northern
Ireland (GSNI) indicates that Mercia Mudstone, overlain by
beach sands and estuarine clays form the base geology. This is
covered by approximately 20 metres of medium- to finegrained aeolian sand [15]. The sand receives only direct rainfall
recharge, with no overland flow [16].
Geophysics
Electrical Resistance Tomography (ERT) can be used to
characterise the freshwater and saltwater dynamics in the
aquifer, relying on contrasts in the bulk electrical resistivity of
the ground. The ratio of chloride (Cl) and bicarbonate (HCO3)
ions in groundwater is directly related to the extent of seawater
intrusion in coastal aquifers [17]. These factors are measurable
by their electrical conductivity/resistivity in water, with a large
contrast existing between the resistivity of saltwater (c. 0.2
Ωm) [18] and that of freshwater (> 10 Ωm) [19]. Because
resistivity is also determined by other factors such as lithology,
water content, mineral composition, porosity, grain size
distribution and temperature [9], interpretations of ERT data
must be made carefully, as methods are complicated by
geological heterogeneity. On the other hand, this makes a
homogenous aquifer such as Magilligan a suitable candidate for
the method. Using resistivity/conductivity to indicate saltwater
intrusion is common practice as one of the most effective rapid
non-invasive methods which exist [20][21].

For this study, a field of wells were installed on Benone Strand
above the high tide mark (Figure 1d). For this study, two
pumping wells are used, one at eight metres depth and one at
ten metres depth. The wells are screened between five and ten
metres and, three and eight metres, respectively. Each has a
diameter of 152 mm. Around the pumping wells, three clusters
of monitoring wells were installed, each cluster comprising
four wells at respective depths of two, four, six and eight
metres. These wells are screened in their deepest one. Each has
a diameter of 102 mm. All wells are made from PVC liner and
all screens have five-millimetre slots. The well screens are
covered by a 300 µm geotextile with no gravel pack. Well
development has built up some coarser-grained material around
the screens. All wells were installed using shell and auger /
percussion drilling, most effective in boring flowing sands such
as these and more cost-effective [22]. As these wells are prone
to tidal inundation, their screw caps are sealed with rubber Orings, with flexible 14 mm PVC tubing used to vent each well
to a point above the high water mark. This enables the water
levels in each well to fall and rise to represent the surrounding
water table.
Each of the twelve monitoring wells is equipped with a
Solinst Levelogger LTC Edge Conductivity Data Logger,
which records conductivity in µS/cm, the water level and the
temperature of the water in the wells. A barometric correction
is applied using pressure measurements from the unsubmerged
part of one well. The loggers are suspended at the halfway point
of each well screen to obtain the most representative sample of
the water at that depth in the sand.
Pumping
2.4.1

Step Testing

Step drawdown testing involves sequentially increasing the
discharge rate of pumping from a single well. In the method
proposed by Jacob [23], the discharge rate is kept constant
throughout each step, and the change of discharge rate between
the steps is made as quickly as possible. Each step is typically
of equal duration, lasting from approximately 30 minutes to 2
hours [24]. The aim of step drawdown testing is primarily to
determine the well loss component in the well, which enables
well efficiency to be calculated. It may also be used to estimate
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some hydraulic properties of the aquifer, however in this study
this is achieved via constant-discharge testing.
A petrol-powered surface-mounted suction pump was used
for pumping. Variation in discharge was controlled by
throttling the engine speed in measured steps. The minimum
discharge rate was 0.5 L/s and reached a maximum of 1.2 L/s
across five to six steps, each of 60-minute duration. Discharge
rates were measured with an in-line totalising flowmeter and
cross-checked by timing the filling of a bucket of known
volume from the outflow. Conductivity and level
measurements were taken every 60 seconds with a datalogger
in the pumping well. Level measurements were verified using
an acoustic dipper. Manual measurements were taken at subminute intervals at the beginning of a change in discharge to
capture the rapid drawdown, before becoming progressively
less frequent as the drawdown level stabilised, finally reaching
10-minute intervals at the end of each step.
The outflow was discharged 30 metres seaward from the
wells to ensure that this water was not recirculated, which
would otherwise interfere with conductivity measurements.
The wells were pumped on two consecutive days using the
same pumping setup. This was to ensure that the tidal cycle was
similar on both days. Pumping took place during a neap tide in
summer.
2.4.2

Constant-Rate Testing

Data Analysis
ERT data were processed using the inversion software ProsysII
and RES2DINV which transformed the collected voltage data
into a meaningful geological/hydrological model of the
subsurface [25][26].
Well efficiency (Ew) is calculated using data from the steptests with the following equations from Jacob [23] and
Kruseman and de Riddler [24]:

𝑄
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= 𝐵 + 𝐶𝑄

𝐵𝑄
𝐵𝑄+𝐶𝑄 2

) 100

(2)

In these equations, Sw is the observed drawdown (m), Q is
discharge (m3/day), B is aquifer loss and C is well loss. Plotting
Sw against Q for each of the steps in the test produces a straight
line, where the slope is C and the intercept of this line with Q=0
is B.
Aquifer properties are estimated using data from the
constant-discharge test. The Neuman [27] method is used here.
This analytical solution is designed for unsteady flow to a fully
or partially penetrating well in a homogeneous, anisotropic
unconfined aquifer with delayed gravity response; all of which
apply to Magilligan. The method relies upon drawdown data
from each of the monitoring wells and optionally that of the
pumping well. This method estimates transmissivity (T), elastic
storage coefficient (S) and specific yield (Sy). Transmissivity
can imply the extraction possibilities of groundwater from an
aquifer, with high transmissivity values implying high
potentiality [28]. The storage capacity of an unconfined aquifer
includes its specific yield or drainable porosity [29]. It is
defined as the proportion of water that can be extracted from a
unit volume of aquifer [30].
3

RESULTS AND DISCUSSION
Geophysics

A constant-rate pumping test involves pumping a well at a
constant discharge rate while also monitoring the water-level
response (drawdown) in surrounding observation wells. In this
study, the primary aim of the constant-rate testing is to observe
how conductivity in the pumped well changes under sustained
pumping, while also measuring changes in water level to
calculate aquifer parameters.
Pumping was achieved using an electric submersible pump
in the ten-metre, seaward pumping well. Discharge was
regulated using a valve on the outflow at 1.67 L/s and pumping
lasted for seven hours (420 minutes). The headworks setup and
means of taking measurements are identical to that used during
the step testing. A YSI Flow Cell taking in-line conductivity
measurements of the discharge water at five-minute intervals
was used. Water levels and conductivity were measured in each
of the monitoring wells at 60 second intervals. Pumping took
place during a spring tide in winter.

𝑆𝑤

𝐸𝑤 = (

(1)

Landward

Seaward

Figure 2. ERT profile extending diagonally from the neap low
tide mark to the high water mark on Benone Strand. Box
identifying the well field as shown in Figure 1d.
The ERT profile shown in Figure 2, taken diagonally from the
high water mark to a neap high tide, shows a notable change in
resistivity at around 20 meters depth. The shift to lower
resistivity at this depth is consistent with that of the mudstones
[31]. As the hydraulic conductivity of mudstones is several
orders of magnitude less than that of the sands, this indicates
the base of the aquifer. This corroborates findings from
previous studies of this aquifer [16].
The upper portion of the profile indicates a transition from
an area of high resistivity on the landward side to an area of
decreasing resistivity to the seaward side. Knowing that the
base of the sands is at 20 metres, and in a virtually completely
saturated homogenous medium such as this, these variations in
resistivity represent differing water salinity in the aquifer, as
opposed to changes in the geology. Expectedly, the inland
water is less saline and hence has a higher resistivity and the
opposite is true moving seaward. This, however, is the inverse
of the typical saline configuration in a coastal aquifer, with
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more dense saltwater forming a wedge at the base of the
aquifer, extending inland. This is likely to be an intertidal
saltwater recirculation cell, evidenced by its position in the
intertidal zone, the relatively high recharge rates received here
(rainfall: 1107 mm; evapotranspiration: 527 mm [16]), and data
from the differential GPS indicating a two-metre, gentle change
in slope on this part of the beach. This contributes to a wide
intertidal zone (c. 150 m) with a recirculation cell of equal
width. The groundwater in this part of the aquifer is influenced
by the surrounding saltwater, as indicated by its lowered
resistivity values of around 20-30 ohm.m, when contrasted with
the most landward water which is, at its highest, 148 ohm.m.
Step Testing
Step testing yielded results for well-efficiency, in addition to
how the discharge water responded to pumping with respect to
conductivity. Across the two wells, well efficiency decreased
with increasing discharge rates. The most efficient well is that
closest to the sea, with an efficiency value of 96.91% at 1.2 L/s,
with the eight-metre pumping well closer inland having an
efficiency of 95.74%. Values less than 100% are due to head
losses caused by turbulent flow in the vicinity of the well and
in the well (well loss). The efficiencies obtained contrast with
those routinely encountered in Irish fractured rock aquifers,
which are typically less than 50% [32]. Therefore, wells of this
design, in an aquifer such as this, can be regarded as highly
efficient. These data also indicate that in this type of aquifer,
desirable pumping rates can be sustainably achieved at
different depths (eight and ten metres), although shallower and
deeper wells would be required to prove this hypothesis.

Conductivity peaked in both wells after around 10 minutes of
pumping at 1.11 L/s and 0.80 L/s respectively. The
conductivity then fell throughout each step and progressively
across the tests until the pumping stopped, falling below the
initial conductivity value by almost 50% in the seaward well
and by just 1% in the landward well. In the seaward well, there
is a clear linear decrease in conductivity during pumping.
During the monitored recovery phase in both wells,
conductivity does not increase again. Both the linear rate of
change and the apparent delay in the conductivity of the well
water recovering after pumping has stopped, suggests that had
these wells been pumped for a greater length of time, the
conductivity would have continued to fall. The conductivity in
the landward pumping well is significantly lower than that of
the seaward well, falling by a lesser amount during pumping.
The ERT profiles suggest the same. The minimum value
reached is around 505 µS/cm, when compared with the
minimum value reached in the seaward well at around 800
µS/cm.
Constant-Rate Testing
The constant discharge pumping test reveals more information
about how the aquifer performs under sustained pumping with
respect to saline intrusion. It should be noted that an incoming
tide effected the drawdown response after 300 minutes in the
coastal sand aquifer (Figure 4).

Figure 4. Drawdown values for the constant rate test
conducted in the seaward pumping well. Also shown is tide
height during the test.

Figure 3. Drawdown values for the step tests conducted in
both pumping wells. Also shown are corresponding
conductivity values.
Downhole electrical conductivity of water (Figure 3) in
both pumped wells spiked initially by 4,500 µS/cm in the case
of the seaward well and by just 20 µS/cm in the landward well.

The conductivity of the discharge water begins with a high
conductivity before falling (Figure 5). This would appear to be
the falling-limb of the initial spike exhibited at the beginning
of the step-tests. In-line measurements began after ten minutes
of pumping, which means that the rising-limb of the spike is
not captured. The conductivity proceeds to fall throughout the
test, stabilising after around 215 minutes of pumping at 2785
µS/cm. By their nature, in-line measurements do measure data
from the recovery phase.
The conductivity of the discharge water largely agrees with
that of the downhole measurements in terms of values. The
downhole measurements provide data from before and after
pumping, labelled in Figure 5. While the downhole
measurements do not reflect the initial spike, they do suggest
that baseline conductivity in the well to be around 4000 µS/cm.
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This would corroborate the hypothesis that the discharge
conductivity data does show the falling limb of a conductivity
spike—rising from 4000 µS/cm to almost 8000 µS/cm in the
first 10 minutes of pumping before falling eventually to 2700
µS/cm. Unlike with the discharge data, the downhole data
suggest that the conductivity continues to fall even after
pumping, as with the step-tests, eventually reaching a minimum
of 2370 µS/cm after around 80 minutes of recovery.

Table 1. Aquifer property values calculated using data from
the constant rate test conducted in the seaward pumping well
using the Neuman method.

4

Figure 5. Downhole and discharge conductivity values
obtained from the discharge water during the constant-rate test
conducted in the seaward pumping well.
The higher overall conductivity values obtained under
pumping in this well when compared with step testing in the
same well are likely due to the effect of the tides. The step-tests
were conducted during a neap tide, while the constant-rate test
was conducted during a spring tide, where the tide extends
closer to the wells.
The EU Drinking Water Directive 98/83/EC (1998)
guidelines for drinking water state that conductivity should not
exceed 2,500 µS/cm. In the case of all of the wells considered
here, it is possible to obtain a potable source of water.
Aquifer parameters obtained from the constant-rate testing
are shown in Table 1. The transmissivity (T) values are
consistent with what might be expected in fine- to mediumgrained sands of this depth [33][34]. In terms of other aquifer
media, these values are relatively high. Storage values in
unconfined aquifers generally range from 0.1 to 0.3 [35] and
are typically low where there are higher transmissivity values.
Specific yield is around 10%, which is slightly lower than what
might be expected for sands at around 20% [33][36]. This is
still a relatively high value when compared with other media.
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Monitoring Well

T (m2/d)

S

Sy

A2

96.56

0.00550

0.1

A4

111.28

0.00610

0.1

A6

85.28

0.01219

0.1

A8

89.12

0.00491

0.2

B2

78.19

0.00224

0.1

B4

110.08

0.00356

0.1

B6

89.68

0.00225

0.1

B8

92.80

0.00233

0.1

C2

82.40

0.00304

0.1

C4

104.96

0.00267

0.1

C8

98.16

0.00173

0.1

Average

94.4

0.00423

0.1

CONCLUSIONS

These results have shown that a coastal beach sands such as
those encountered at Magilligan, can efficiently produce water
for abstraction from vertical wells. With sand beach deposits
not uncommon along the Irish coast, it is possible that this is a
potentially untapped resource for water supply. The
comparatively simple drilling method used in sands such as
these can also be less expensive than installations in bedrock,
requiring less specialist equipment.
Notably, ERT has shown that deeper wells are likely to
produce less saline water, while shallower wells will be
adversely impacted by the intertidal recirculation cell. This is
contrary to traditional research which would suggest that a
shallower well in a typical coastal aquifer without an intertidal
recirculation cell will avoid saltwater intruding at depth.
The fact that the conductivity of the water abstracted at this
proximity to the sea is within the parameters outlines for
drinking water is promising. A full water quality assessment
would be required before judging a supply truly potable. The
results of this study suggest that conductivity of the water
pumped from the well depends largely on the tidal cycle, with
more favourable conductivity values obtained during neap
tides. The pumping durations in this study did not exceed seven
hours, therefore it is possible that with longer-duration
pumping in such tidal conditions as these, lower conductivity
values may be achieved. The correlation between the downhole
conductivity measurements with those taken from the discharge
water may also prove beneficial for the proposed application.
To ensure that salty water is not being pumped, the less
expensive downhole measurements may be used effectively.
As much of the tourism to Irish coastal sites is seasonal,
these results are favourable even in the summer period when
recharge rates are lower and saline intrusion is generally more
likely. More research is required, pumping from wells at
shallower depths and for longer durations to ascertain more
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definitively the objectives of this research. This research does
however point towards a before avoided source of freshwater
at a coastal extremity. In switching to such a source, coastal
hotels and B&Bs could feasibly reduce their dependence upon
mains water supply and the associated charges.
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ABSTRACT: The use of BIM in the Irish construction industry has become pervasive in the last decade and it is an essential
element in improving productivity in the market. The developments in BIM education and training in supporting the increase in
Ireland’s BIM maturity has been well documented in recent years, principally through the proceedings of the BIM Gatherings
and the BIM in Ireland 2017 and 2019 reviews. Similarly, the public and private sectors have been surveyed to establish their
readiness for digital transformation on their BIM journey. However, BIM research undertaken by Irish academics, while
individually strong, has not been strategic at national level nor has it yet met all the needs of industry. This paper will review the
learned publications of all research-active academics on this island in the various aspects of the field of BIM-related research in
the last 5 years. It will categorise and analyse their achievements, acting as a national reference source for all parties in this
industry. It will also suggest areas where further research opportunities exist in support of the continuing fast-paced evolution of
this digital technology in the construction industry, nationally and internationally.
KEYWORDS: BIM Gathering, BIM research, Academic institutions.
1

INTRODUCTION

The use of Building Information Modelling (BIM) as a
collaborative tool between all the parties in the construction
industry has arguably been the single most significant
technological change in the last decade [1]. The extent of the
diffusion of this technology into the industry has been clearly
evaluated in a BIM in Ireland 2017 report [2] under the BIM
Innovation Capability Programme (BICP) funded by Enterprise
Ireland, supplemented by an update in 2019 [3]. In these
publications, a review was presented which mostly focussed on
the penetration of BIM into industry and education. However,
there was not a strong focus on research, the backbone of any
technological development, but research (and industry) has
been very well served by a series of BIM Gathering
conferences organised every two years since 2013 by the
Construction IT Alliance (CitA) [4-7]. This has become a
platform for industry, education and research communities to
showcase their BIM activities through a published set of
proceedings. The best papers from this conference series were
published in the International Journal of 3-D Information
Modelling. However, no concise and collected list of research
publications in BIM-related research, as pertaining to the 3rd
level institution activities, has been compiled until now and this
paper sets out to rectify that absence.
2

METHODOLOGY

A method for research publication gathering has been
successfully employed in another sector of the construction
industry, namely that of concrete technology. Through
investigation of all conference and journal papers published by
academic authors from all third level institutes on the island of
Ireland, a comprehensive list of over 650 concrete–related
papers were categorised and analysed in 2015 [8], with a further

150 papers reviewed in 2018 [9] and these have become a
national reference source for the concrete community since
then. Indeed, advice has been offered [10] on how to conduct
a BIM research survey.
For this paper, with the advantage of the knowledge of the
active members of the Irish BIM Academic Special Interest
Group, a contact point in each of the academic communities in
the Universities and Institutes on this island, as listed in Table
1, was requested to furnish the authors with a list of their
colleagues’ peer-reviewed publications in the five year period
from 2015 to 2019 inclusive, excluding theses and business
reports. Note only BIM papers from disciplines in construction,
not computer science, were sought. From these, a database of
publications has been created in a series of categories so that a
narrative can be generated to reflect the wide extent of BIMrelated research on this island.
Table 1. Key contact list in the third level institutions.
Institution

Contact
name

Institution

Contact
name

Athlone IT

Finola
Deavey
Eoin
Homan

Sligo IT

Daniel ClarkeHagan
Barry McAuley

Carlow IT

Cork IT
Dundalk IT
Galway-Mayo IT
Letterkenny IT
Limerick IT
Queens University
Belfast

Ted
McKenna
Eamon
Cushnahan
Mark Kelly
Anne
Bonner
Paul Vesey
Tara Brook

Technological
University of
Dublin
Trinity College
Dublin
University
College Cork
University
College Dublin
University of
Limerick
University of
Ulster
Waterford IT

Roger P. West
Denis Kelliher
James
O’Donnell
Javier Buran
David
Comiskey
Gordon
Chisholm
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An analysis shows that there are 124 learned publications
reviewed in this paper, of which just over 80% have been
conference publications. Interestingly, 57% of those were
published in the BIM Gathering conference series, indicating
the important role of this initiative by CitA as an avenue for
research expression in Ireland. Furthermore, about 25% of all
journal papers were published in the International Journal of 3D Information Modelling, as a consequence of being selected
as the best papers at the BIM Gathering series.
The papers were gathered and categorised and the outcome
is a short statement on the key publications identified in this
survey. The survey may not be exhaustive because the
completeness of the reference lists depended on the
responsiveness of the individual academics themselves, but all
16 academic institutions contacted (Table 1) made a return.
3

NATIONAL MATTERS
Public Sector and Government

It can reasonably be argued that the practical use of BIM has
been industry-led [7], but it is vital that the government in
Ireland adopts BIM for its public contracts as soon as
practicable. To this end, some observations on the adoption
strategy [11], framework [12] and policy objectives [13]
needed to achieve this have been made. The collaborative
nature [14] and procurement strategies [15] to be adopted in the
public sector have also attracted attention.
Standards
Putting in place standards to regulate the industry is no less
important for BIM than it is in other aspects of the construction
industry and some useful work has been done in this regard [16,
17], considering international best practice. With the
introduction of the new ISO 19650 standards, this aspect of
BIM’s introduction will have to be complied with, so industry
will have to adapt quickly using these standards directly, given
the sparsity of academic research and guidelines in this area.
Readiness
A key question in imposing a national BIM mandate for public
projects is how prepared and capable is the Irish construction
industry for BIM level 2 implementation, recognising the high
percentage of SMEs which exist in the industry. The BIM
Innovation Capability Programme (BICP) established, in 2017,
the state of readiness of the Irish construction industry, where
it was established that there were weaknesses, especially in
policy, procedure and training [18]. By studying the
international trends in BIM adoption [19, 20], lessons could be
learnt from other jurisdictions, while simultaneously
establishing Ireland’s BIM maturity and diffusion [21, 22], thus
formulating a roadmap for managing the complex change
which adopting BIM will inevitably entail [23].
Roadmap
This research on maturity and readiness was fed into the
National BIM Council (NBC) who developed a national
roadmap for BIM adoption and digital transition [24]. Concerns
have been raised about maintaining the momentum in
executing the roadmap [25], especially the funding and
development of a Centre of Excellence on which future BIM
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research will depend so much [26]. Without such an initiative
by the government, future BIM research will be more likely to
be ad hoc and uncoordinated, as at present.
4

INDUSTRY SECTORS

Academics generally do research in areas of their own expertise
by seeking out funding for postgraduate students to assist with
their work. Therefore, much of the BIM research has been in
quite specific areas, not necessarily aligned to a national
strategy but grounded in applied problems related to various
technologies available or emerging within industry. This
section of the paper largely reflects this diversity of approach.
Design
Defining what a design model is in the new BIM context is a
good place to start [27], recognising the key role of BIM
collaboration in relation to practice [28]. In particular, at early
stages in design, the establishment of the design intent [29] and,
later, the employer’s information requirements (EIR) are both
evolving services designers provide in developing an IT model
for the design, construction and operation/maintenance of
buildings. The concept of intelligence –assisted building design
and management [30, 31] is interlinked with developing a
virtual BIM model of the project.
Quantity Surveying and 5-D BIM
As have other parties in construction, the quantity surveying
profession has had to take the ubiquity of IT in construction on
board extensively in their daily practices [32]. For example, the
role of digitisation in the strategic planning process has been
investigated [33], as has the client-driven life cycle costing of
projects in the so-called 5-D BIM [34, 35]. In particular, the
use of 5-D BIM as a collaborative tool with better
interoperability leading to improved efficiencies for Quantity
Surveyors has been noted [36, 37].
Facilities Management (FM)
Inevitably, life-cycle analysis is not only the bailiwick of the
quantity surveyor – the “life-cycle engineer” is more under the
auspices of a facilities manager [38, 39], where future
operational efficiencies have taken on a new and deserved
importance. The early involvement of the Facilities Manager in
the design process is a notion that several researchers have
investigated, identifying what value can be added and what key
tasks can be usefully employed in design development [40 –
44]. Through the use of BIM specific FM software [45], big
data can thus be used to develop more efficient, smarter
buildings [46, 47].
Construction Management
Multiple authors have published on the implementation of a
wide range of construction site related BIM research [48].
Papers in areas as diverse as fire safety compliance [49], record
keeping [50], information transfer [51], knowledge
management [52] and on-site performance [53] have been
published. Infrastructure delivery has also received attention
[54], including the application of BIM to road construction
[55]. An approach to developing a managerial system to
implement BIM has also been proposed [56].
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Case Studies
CitA developed a large suite of Irish BIM case studies [57]
which is a useful resource for those commencing their BIM
journey. Some authors have used case studies (use-cases) as
vehicles for their research. Pure cases include large building
projects such as the National Children’s hospital or the
Grangegorman development [58, 59], the need to convert BIM
theory to practice in a short timescale [60, 61], or more specific
cases of BIM’s contribution to lean construction [62] and
environmental impacts [63].

Historic BIM
Historic BIM (HBIM) is also a growing area where BIM is used
to model historic buildings with a strong international
dimension [91, 92] and which translates well into Ireland [93].
Intelligent modelling methodologies can be applied to the built
heritage [94] on esoteric projects as diverse as conservation, to
a viaduct, to an observatory [95-97]. Again, given the need to
preserve the national built heritage, there is abundant scope for
further research and application in this arena.
Digital Twin

5

SPECIFIC ASPECTS

There were also clusters of research in a number of specific
aspects of BIM research worthy of mention, as follows.
Lean Construction
While lean construction covers an extensive range of topics and
technologies, there is undoubtedly a facet of the efficiencies
brought about by the use of BIM which bears examination
under this heading. However, despite the significant research
potential and current doubts about value for money in
employing BIM, only four papers have been published in this
area. Three of these are useful starting points because they
review the potential lean aspects of BIM
adoption for
architects and SMEs [64-66], while the fourth is very specific:
the viability of using BIM as a lean technique in office fit-out
projects [67].
Energy
Energy provides the first real evidence of a BIM research
cluster, with 17 papers published in this category. Building
performance simulation is a popular topic [68-76], where
integration and information exchange [68-70] and modelling
[71-72] are important in their interaction with BIM models [7375]. Point-cloud mapping and low-resolution photography are
also increasingly important tools for generating data for input
into a BIM model [76, 77]. The use of geospatial techniques to
link data into BIM has been an international initiative [78] and
have been used on multidisciplinary [79] and retro-fit projects
[80].
The development of energy performance assessments
methods [81, 82] leads to the ability to optimise building
performance virtually [83], leading further into the
development of models for thermal comfort [84, 85], an area
receiving a lot of attention in the context of the carbon agenda.
Improving sustainability by delivering energy savings using
BIM has been the objective of a European initiative to award a
qualification for those suitably trained in this area [86, 87].
Blockchain
BIM and Blockchain have been used in tandem to incentivise
multidisciplinary teams to trust each other in procurement
practices [88 – 90]. It is an emerging technology in
construction and has significant potential.

The emergence of the importance of a digital twin arises from
enhancing value to clients for their investment in BIM at the
early stages. With vast amounts of data being generated in BIM
models at every stage prior to handover, the selective extraction
of useful data post occupancy is vital to developing a practical
digital twin for the operation/maintenance stage in the life cycle
[98]. Dynamic building performance in use leads to better
predictions and simulations so that change during operation can
be optimised [99, 100]. Much more will be made of this into
the future.
6

EDUCATION

While most papers under review are associated with aspects of
research into practical topics within industry, as described
heretofore, there is also a wealth of experience in research into
BIM in education, as evidenced by the 29 papers [101-129]
described in this section. The BIM in Ireland 2019 review
showed that Irish education ranks amongst the best in the world
in the adaptation of its construction-related programmes for
BIM, ranging from inclusion in undergraduate design modules
through to full MSc and industry training programmes [3].
Learning Development
By looking elsewhere in the world [1, 101], a culture of
facilitating rapid change has brought about a massive
transformation in Irish education [102]. The pedagogical
philosophy of introducing BIM into curricula has been
explored [103, 104] with asynchronous learning and
collaboration with the college’s estates departments for usecases being proposed [105-107]. The infusion of BIM into
undergraduate [108] and postgraduate [109] courses and
modules have been showcased in structural engineering [108],
quantity surveying [1089 110] and construction [111]. In this,
one can learn from others situated elsewhere in the world [112].
Ultimately this leads to pathways to employment in the market
place [113] and the attributes of graduates and their BIMreadiness for industry are matters of increasing interest.
Collaborative Learning
One of the principal opportunities afforded by introducing BIM
into 3rd level modules is for collaborative learning – engineers
work on problem-based tasks with quantity surveyors and
architects; or civil with mechanical and electrical engineers
[114]. There are several exemplars of international
collaboration between Irish third level institutes and other nonIrish universities [115-118]. Several others have well-
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developed collaborative partnerships with industry [119-122].
Others still, more specifically, have established collaborative
data sharing platforms and multidisciplinary frameworks [123124]. Participants on these programmes will probably be better
prepared for the multidisciplinary collaborative environments
which BIM engenders in practice.
Education by Discipline
In Civil and Structural Engineering, it was interesting to know
of the successful introduction of BIM into undergraduate
curricula [125, 126]. Similarly, in Quantity Surveying and
Facilities Management [127, 128], the benefits of incorporating
BIM into modules of such courses, including students working
with live estates management projects on campus [129] , is a
notion that could be expanded to other institutes, though the
evidence is that they are well-provided for in this regard [3].
7

MISCELLANEOUS

The cultural shift required for industry to adopt BIM is not
without its challenges. Several papers have highlighted relevant
factors; client-consultant trust [130], management aspects
[131] and lessons learnt from perceived changes in the UK
[132].
There are persistent and new legal issues arising from
introducing BIM, which has not received enough research
attention [133].
IT-based BIM–supported knowledge management is also a
matter deserving of more research [134, 135], as is eprocurement [136] and compliance checking [137], all rich
avenues for further investigation.
8

CONCLUSIONS

A snapshot of the extent of BIM research on the island of
Ireland has been provided in this paper. It is noteworthy that
almost 60% and 25% of all conference and journal papers
respectively have been sourced from initiatives undertaken by
CitA. There are two key observations to be drawn from this;
Namely that continued funding for CitA is vital for Irish
research at a time when the financial impacts of Brexit and the
Covid-19 virus are going to be harshly felt by the industry;
Secondly, it is important that Irish academics are also
encouraged to travel to international BIM events to share and
gain knowledge – such a heavy reliance on domestic
conferences is not necessarily healthy. A further observation
can be made in the disparity of topics in BIM research and this
largely emanates from not one institute or College having the
critical mass to be a strong, internationally competing BIM
research centre – indeed the strongest BIM research category
in this review is related to teaching and learning which imposes
limitations in respect of leading industry to the next stage of
BIM’s evolution. The continued absence of a national Centre
of Excellence does not help in this regard.
Nonetheless, for a country of our population, there exists an
active BIM research community in which continued initiatives
and efforts reflect very well on the island’s BIM academic
capability, as evidenced by the volume of research undertaken
during 2015-19, in an environment of parsimonious funding.
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Finally, hopefully this paper will be a useful reference source
for students, academics and industry alike over the next 5 years
or so.
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AABSTRACT: Digital and IT (Information Technology) systems are becoming more commonplace in the building construction
industry from planning and design through to operation and maintenance. Since 2019 in Ireland all major public construction
projects must use BIM in the design process. The primary benefits are reduced cost of delivery and improved schedule
management.
Building Information Modelling (BIM) standards have been developed to integrate multiple digital and IT solutions through all
stages of a project’s lifecycle. Furthermore, there are multiple software packages available for BIM and Facility Management,
each with a varying approach which means it can be extremely challenging for the client to plan digital information requirement
for O&M stage. Therefore, the client relies heavily on the input from the design consultants often taking a back seat in the
specification process. This typically leads to a BIM model focused on the design and construction, which is the scope of the
consultants’ input, and the advantages most beneficial to the client in the operation and maintenance phases are not realised.
This has been observed across several projects that the authors have experienced which will be discussed in this article as will the
typical shortcomings in integrated information management in the operation and maintenance of current facilities. This article
will provide recommendations on how these issues can be rectified to increase the lifecycle cost effectiveness of facility projects.
Finally, authors will propose a “one fits all” asset specification approach for BIM based projects.

KEY WORDS: Building Information Modelling, Design for Operation & Maintenance, Integrated facility management, Asset
Management

1

INTRODUCTION

Building Information Modelling technology is well utilised in
the Irish Construction Industry especially for design stage of
projects, however, the focus is typically on the graphical
appearance meaning the asset data is often a low priority. Each
BIM project starts with Client requirements through EIR
(Employers Information Requirements in BS1192 or Exchange
Information Requirement in ISO19650). One of the main
elements for BIM Level 2 according to BS1192 delivery is the
use of a COBie (Construction-Operations Building Information
Exchange) spreadsheet that contains asset data extracted from
a model in a specific format. Figure 1 presents COBie
spreadsheet example. COBie spreadsheet contains 20 Excel
tabs with over 200 columns all related to asset data.
We have outlined how the client can be the least informed
party when developing a BIM model for the facility operation
which results typically in two options being presented (i) a
complete BIM Level 2 application and use of COBie or (ii) no
focus on Asset Management. However, the scale of option (i)
can be cost prohibitive due to the extent of modelling typically
undertaken resulting in option (ii) being chosen. This means the
client is no longer engaged with BIM and it is seen as an
expensive step limited to the design & construction phases of
the project.
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Figure 1 Example of COBie Spreadsheet.
This has consequences for the AM/FM (Asset
Management/Facility
Management)
operations
post
construction phase. An FM provider will often have an
incomplete asset list which does not fully represent or match
what they find onsite. Immediately this causes tension between
the contractor and the client. This inefficient process control in
the operation and maintenance of the facility incurs additional
costs through the lifecycle of the building. These inflated
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OPEX (Operating Expenditures) budgets could be avoided with
more precise specification of the BIM model at the project
CAPEX (Capital Expenditures) stage that would have benefits
throughout the lifecycle.
These scenarios mean that both client (building stakeholder)
and FM provider, have poor experiences with BIM and are
reluctant to invest in developing the solution further and
realising the many benefits to lifecycle costs. The only scenario
where BIM works for O&M (Operations & Management)
phases are where the FM provider is also involved in the design
and construction phases but this is not the typical case for new
builds and certainly not for older buildings. Therefore, what is
required is a process for BIM specification that can be more
readily understood by the client for the specification of
requirements at design and construction stage as well as
opening up the possibilities for cost effective BIM
implementation for existing buildings.
2

CURRENT TRENDS IN ASSET MANAGEMENT AND
BUILDING INFORMATION MODELLING
The Asset Managers Toolbox

Asset or Facility Management (AM/FM) is a long established
multidisciplinary profession in which the asset manager is
tasked with ensuring the functionality, safety, and efficiency of
the built environment by integrating people, assets, process and
technology [4]. Historically FM staff have and continue to
work with a variety of tools ranging from paper, to
spreadsheets, Computerised Maintenance Management
Systems (CMMS’s), Computer-Aided Facility Management
(CAFM) tools, Document Management Systems (DMS’s),
Building Management Systems (BMS’s) and Building
Automation Systems (BAS’s).
In terms of international standards, PAS 55-1 and PAS 55-2
were the first publicly available standards for optimised
management of physical assets and proved to be among the
most popular standards of all time according to BSi [7]. Such
success meant that they were the precursor for the ISO 55000
series of international standards which are the basis for asset
management.
According to ISO 55000 (2014), which
combined with ISO 55001 and ISO 55002, form the
international standards for asset management, asset
management is defined as the "coordinated activity of an
organization to realize value from assets", while an asset is
defined as an “item, thing or entity that has potential or actual
value to an organization” [8]
In the absence of an absolute legal definition, the US National
Building Information Model Standard Project Committee states
that “Building Information Modelling (BIM) is a digital
representation of physical and functional characteristics of a
facility. A BIM is a shared knowledge resource for in-formation
about a facility forming a reliable basis for decisions during its
life-cycle; defined as existing from earliest conception to
demolition”[10] Consequently, BIM is key enabler in the
effective management of information to inform decision
making by asset and facility managers throughout the lifecycle
of an asset. The improved information management effected
by a BIM approach compared with a traditional approach is
illustrated in Figure 2. As illustrated, adopting a BIM approach

should offer efficiencies throughout the Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX) phases where
significantly more effort is required during handover, routine
maintenance, major maintenance overhauls and end of life
decommissioning or refurbishment for a traditional approach
compared with that of BIM. Integrating the management of
information between the shorter term asset realisation (or
CAPEX) phase and the longer term asset management (or
OPEX) phase should deliver savings due to availability of
current and accurate data, improved decision making and
dynamic performance evaluation [11]. The interaction between
BIM and asset management is illustrated in Figure 3, with
explanatory diagrams from both PAS 55 and PAS 1192-2
combined. Management of assets is typically considered over
two distinct phases, namely the CAPEX phase and the OPEX
phase.
For projects where BIM has been adopted, this is typically
achieved through a Common Data Environment (CDE), which
forms the basis for data collection and federated coordination.
‘Supplier’s Information Exchange’ occurs at various stages and
informs decisions at each ‘Employer’s Decision Point’. A key
aspect of the information exchange is the format of the
information, with graphical data being exchanged in Industry
Foundation Class (IFC), while non-graphical data is exchanged
in COBie format as set out in BS1192-4. However, adoption
of the latter appears to be limited as evidenced in survey data
findings in the 2019 NBS BIM Report which indicates that
COBie output is only generated for 41% of projects [9]. By
way of comparison, IFC is used on 77% of projects. With BIM
now well established in terms of use within industry in the UK,
the limited adoption of COBie raises questions in terms of its
effectiveness.
As the AEC industry continues to embrace BIM in the midst
of worldwide government mandates, asset managers are
searching for and adopting new technologies and processes to
integrate with BIM design and construction data to allow for
the collecting, categorising, visualising and updating of
information for the maintenance and operation phase of built
assets in a BIM-FM approach.
Challenges of BIM-FM
Amongst the key challenges in adopting a BIM-FM approach
is the interoperability between the diversity of BIM and FM
tools available to professionals involved in the delivery and
operation of built assets. To ensure the successful transition of
a Project Information Model (PIM) to an Asset Information
Model (AIM) “a common language” is required to ensure
interoperability between the many technological tools involved
in these distinctively different phases. Other challenges of a
BIM to FM approach include:
 Perception of BIM as a proven Design and Construction
tool but less established in Asset Management and
Operation.
 Lack of information from clients as to the Information
requirements of AM managers downstream in the BIM
process.
 Fundamental differences between project and lifecycle
management.
 Training, shortage of BIM-FM expertise and cost [3].
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Figure 2 Comparison of traditional and BIM approach to lifecycle information management [6]

Figure 3 Interaction of asset management and BIM [6].
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2.3
BIM-FM Linking Approaches
Technological developments in the linking of BIM to FM data
is a rapidly maturing area with interoperability remaining a
key challenge. The existing frameworks for overcoming the
interoperability are generally inclined towards software
oriented or theoretical procedures [2]. The four main current
approaches to linking BIM and FM data are identified in
Table 1. Each of these four approaches incorporates one or
more of the following methods:
 Design pattern and Application programming interface
(API),
 Web service,
 Extract, transform & load (ETL) and data warehouse
(DW),
 BIM-based neutral file format,
 Information delivery manual (IDM) and Model View
Definition (MVD).[2]

2.2.2

Industry Foundation Classes

IFC refers to a neutral/open specification and a non-proprietary
'BIM file format' developed by buildingSMART in order to
facilitate interoperability between BIM technological tools. An
IFC file is an object oriented database of information that
enables data sharing via ifcXML and aecXML. In facility
management this facilitates the transfer and integrity of
information from BIM Authoring tools such as Autodesk Revit
and analysis tools to calculate quantities, heat loss, cooling and
heating loads, lighting requirements or to handover data to
facilities management applications for operations and
maintenance [2]. When a model has been exported as an IFC
file, the receiving application must interpret and transform the
imported file to its own native format. At the current time of
writing, this process can lead to a loss of data or functionality
amongst some of the BIM technologies in use and with others
still unable to read such a format.

Table 1 BIM-FM Linking Approaches [2]
1

2

Technical Solution
Manually and
Spreadsheets

3

Industry Foundation
Classes
Construction Operation
Building Information
Exchange (COBie)

4

Proprietary Middleware

2.2.1

Methods
Extract, Transform &
Load (ETL) and Data
Warehouse (DW)
BIM-based neutral file
format
BIM-based neutral file
format,
Design Pattern and
application programming
interface (API)
Extract, Transform &
Load (ETL) and Data
Warehouse (DW)
BIM-based neutral file
format
Design Pattern and
application programming
interface (API)
Web service
Extract, Transform &
Load (ETL) and Data
Warehouse (DW)
Information Delivery
Manual (IDM) and Model
View
Definition (MVD)

Manually and Spreadsheets

Owners utilize either a CMMS or CAFM system to input
information manually or facility managers customise
spreadsheets from the BIM data and paper documents into
digital files compatible with the FM systems [3]. CMMS’s are
deployed for asset management, generation of service requests,
managing work orders of different types, tracking
required/used resources for planed/executed jobs and inventory
of managed assets. FAMIS, IBM Maximo, Corrigo, WebTMA,
and AiM Maintenance Management are some commercial
example of CMMS’s. FM:Interact, Archibus, and AiM Space
and Facilities Management are some commercial examples of
CAFM systems.[3]

2.2.3

COBie

Construction Operations Building information exchange
(COBie) is an open data transfer specification developed by the
U.S. Army Corps of Engineers which facilitates delivery of
managed asset information by using low-level formats such as
the Excel spreadsheet. (COBie) is the open-source approach to
collecting FM data over the design, construction, and hand over
phases of a project [5]. A COBie file can be generated from a
number of BIM authoring tools such as Autodesk Revit, and
there are tests performed by the buildingSMART alliance (bSa)
to test the completeness and accuracy of systems that write and
read COBie files [5]. It is the structured collation of data by
many members of the project delivery team such as designers,
contractors, and manufactures throughout the entire design and
construction phase of a project.
There is a considerable collaborative effort required by the
entire project team to implement such an approach. The main
problems with COBie implementation are it is seen as a
spreadsheet instead of an xml based information exchange, it
was developed in silos; it doesn’t work with software firms and
guideline organizations to better integrate with systems and
classification [2].
2.2.3

Propriety Middleware

Proprietary middleware is software designed by third parties
which can provide a direct link or bi-directional links between
the software and FM&O systems directly interacting with
CMMS’s, DMS’s, and BAS’s. The links can be formed through
programing languages and application programming interfaces
(API), design pattern, web services, and BIM-based neutral file
format such as open data standard (IFC) and data structure
specifications (COBie) [2].
One of the most successful proprietary middleware for BIMFM integration in the real-world market is Ecodomus.
Middleware solutions are relatively expensive, but have been
successfully used by large organisations such as NASA [3].
The benefits of this approach are enabling two separate systems
(BIM and FM) to interact, providing a single source of
information, reducing human errors, and updating the
information dynamically [2]. Solutions such as Ecodomus
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typically comprise desktop, web and mobile applications
allowing for responsible persons to collate and categorise data
from any location.

3

Figure 4 Development of COBie spreadsheet.shows typical
project data and Asset data development from any authoring
tool
(ie.
Revit)
to
a
COBie
spreadsheet.

CASE STUDY/PROBLEM

A new build office building could be a perfect example of a
project where Asset Data has to be developed for O&M stage.
As mentioned in chapter 1 each project begins with an EIR.
Considering CAPEX (Capital Expenditures) and OPEX
(Operational Expenditure) phases of the lifecycle number of
sources compare these to be CAPEX – 5% of cost and OPEX –
95%. Therefore, utilization of BIM Level 2 approach and
associated cost shouldn`t be an obstacle, however very often is
for different reasons (lack of clear benefits, understanding,
complexity of standards, naming conventions etc.). When
focusing on typical office building there are number of main
groups of elements that might be of interest for O&M
(Operation and Maintenance) phase: architectural, structural,
electrical and mechanical elements. These obviously are sub
categorized as:
Table 2 Types of Assets for typical office project.
Types
of
Elements/
Components
Substructure

Asset
Information
Management
Required?
Not usually

Superstructure

Not usually

Internal Finishes
(Wall,
floor,
Ceilings)
Fittings,
Furniture
M&E Services
(ie.
sanitary,
water, electrical)
External Works

Comment

Information can be
required if elements to
be monitored and
maintained
(ie.
Expansion joins, or
protective painting
Information can be
required if elements to
be monitored and
maintained
(ie.
Expansion joins, or
protective painting

Yes

Figure above shows that a significant effort needs to be
achieved in order to avail of Asset Data if COBie is client`s
choice for AIM (Asset Information Model). This obviously
would reflect in cost for detail design and construction stages.
This itself might turn Client to disregard this step and proceed
with the old or traditional way of delivering projects.
4

PROPOSED SOLUTION

One of the most widely used and familiar BIM tools is Revit.
Autodesk Revit is a parametric modelling tool used for delivery
of projects for Architecture/Structural and M&E design. As
outlined above, the EIR document should dictate what
information appointed parties should provide. In order to avoid
loss of important data in later stages of life cycle of a facility a
clear approach for output has to be drafted. Simplifying asset
requirements into a number of parameters that needs to be
provided is a minimal proposed solution that should be used.
The table below proposes a list of asset parameters that
should be created during design stage for O&M processes.
Table 3 Four main groups or categories of asset components
data
Asset Identification
Asset ID
Description
Name

Asset Relationships:
Parent/Child ID
Parent/Child Description
System Name/Number/ID
Sub-System
Name/Number/ID
Asset Type
Asset Sub-type

Location
Site
Building
Floor/Level
Area
Room

Attributes
Manufacturer Name
Model No.
Serial No.
Date of (first) installation
Warranty Length
Inspection Intervals
Consumables
(i.e.
refrigerant, oils/lubricants,
belts, filters)
Quantity of Gas

Yes
Yes

Not Usually

Information can be
required if elements to
be monitored and
maintained
(ie.
Expansion joins, or
protective painting

BIM Level 2 approach based on BS 1192 would request data
input typically to BIM model of all data and classification to be
populated and in COBie spreadsheet.
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Number of items
These attributes should be added to modelling tool that has
capability of parametric design. Focusing on given earlier
example of modelling tool (Revit), these parameters can be
added to a project in form of project or shared parameters. In
order to use these on multiple projects shared parameters can
be used – defined once and saved in a text file. Asset data can
be then populated using parameters filed in authoring tools
during detailed design and construction stages. Revit (amongst
other tools) has capability of exporting any parametric data to
txt or csv format therefore data input can be done simply in MS
Excel environment without BIM tools knowledge. That
prepared spreadsheets can then be imported back into
modelling tool (ie. Revit) for checks and completion.

Figure 5 Framework to achieving minimum asset data during
design and construction stages.
5

CONCLUSIONS

Considering a number of issues that can arise at the start of any
project:







Client`s lack of knowledge about BIM;
Resentment toward COBie – typically BS1192 proposed
solution to asset data is COBie there is no alternative,
Client’s lack of knowledge about systems to be used for
O&M stage.
Limited fees for additional works,
The extent of COBie and its complexity is not very “user
friendly”
There is still opposition amongst stakeholders to use BIM
Level 2 process on projects




Though Excel import/export (ie. Autodesk Revit) – data
input can be completed by someone regardless of design
tool competency is present; (Figure 5),
Asset Data output CSV or TXT file – similar to COBie can
be easily mapped with any existing AM/FM tool.
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Focusing on these issues there is a space for a simpler
approach towards Asset Data production during design and
construction stage.
Presented in this paper simplified solution addresses number
of issues. There are number of benefits when using this
approach:




Easier to understand format for the Client
Simplified (fit all) asset output (Table 3) defined at the
beginning of project,
More Efficient than COBie solution (time/cost),
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ABSTRACT: A high-resolution tidal model is developed to study the hydrodynamic processes in Brandon Bay. The tidal model
is the first component of a larger coastal erosion modelling system which will also comprise spectral wave and morpho-dynamic
models. The study area is a semi-enclosed bay cell system which is common along the west coast of Ireland but which exhibits its
own unique coastal-hydrodynamic processes. This paper describes the methodology used to develop the tidal model and presents
an initial investigation of the hydrodynamic responses and their potential effects on coastal erosion. The models have been
validated against the measured data at GSI tide gauge station on Brandon Bay. 14-day spring-neap cycles were simulated for
summer and winter periods, and for two scenarios: (1) with tidal forcing alone and (2) with the inclusion of wind and wave
conditions. The results were analysed to investigate the hydro-oceanographic conditions, such as currents, residuals, and bed shear
stress. The results show strong seasonal variation between summer and winter.
KEYWORDS: Coastal dynamics; Numerical modelling; Brandon bay; Hydrodynamics.
1

INTRODUCTION

The west coast of Ireland is exposed to the Atlantic Ocean and
so is subject to storms generated from low-pressure systems in
the North Atlantic, swell waves which travel across the North
Atlantic to the Irish coastline and local wind waves [1][2]. The
wave climate is one of the most energetic in the world with
annual mean significant wave heights from 2.5 to 3.5m [3]. The
shape of the west Irish coast is therefore quite rugged and
dynamic with many islands, peninsulas, headlands, cliffs and
bays [4][5][6]. The bays predominantly consist of rocky
shorelines, but some also contain features such as sandy
beaches, dunes, and river estuaries [5].
Bays with sandy beaches offer convenience for settlement
and are suitable for tourism. The beaches usually form due to
milder wave conditions resulting from the protection offered by
the usual rocky headlands at the bay entrance; however, they
are not fully protected from the elements and can still suffer
coastal and dune erosion due to storms. Dune erosion is a
particularly important issue since settlements mostly rely on the
dunes as their natural protection [7]. One example is the study
area in this paper - Brandon Bay in County Kerry – located on
the southwest coast of Ireland (Figure 1).
Brandon Bay consists of 12 km of sandy beach with a river
estuary and intertidal zone on the west end of the sandy beach
and dunes located along the sandy coast. Currently, the coast
suffers erosion on the east part of the bay, known as the
Maharees, of both its surf zone and the dune system leaving the
settlement and tourism activities under serious threat [8].
This research is part of a larger project which seeks to
investigate the primary drivers of coastal erosion in the bay and
the likely future impacts of climate change. This will be done
using a state-of-the-art coupled tide-wave-morphology
modelling system supported by field data. This paper presents
the development of the first phase of the system, namely, the
tidal/hydrodynamic model.
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This paper has two main aims. First, we present the
development of the hydrodynamic model. This was developed
to be practical, efficient and economical and therefore uses only
freely available open-source software and data. Second, we
perform a preliminary analysis of the model simulation results
to understand the hydrodynamic processes in the study area and
their likely effects on coastline changes. Since the
hydrodynamic force drives the sediment transport process and
coastal changes, the paper also tries to determine the role the
hydrodynamics
play
in
shaping
the
sediment
transport/morphology modelling methods.
2

METHODOLOGY
Model Setup

The hydrodynamic model used is the Delft3D software [9]. It
is used in two-dimensional depth-averaged mode on a cellcentred finite-difference grid. It solves the continuity,
momentum and mass transport equations using an implicit
scheme. Other open-source software such as R, QGis [10],
Bluekenue [11], and Muppet [12] are utilised for
supplementary processes such as pre-processing input files for
the model, post-processing model result, plotting and
animation of the simulation results.
The bathymetry input data for the majority of the model
domain was retrieved from Infomar [13]. The Infomar data is
based on multiple sources, but for Brandon Bay, all data were
from a Lidar survey taken in 2008 and available at a resolution
of up to 5 m. Gaps in the Infomar data were supplemented by
echo-sounder survey data collected by the Department of
Geography, NUI Galway, and GPS survey data collected by the
project team. A limitation of the bathymetric data is the
considerable period of time between each dataset measurement
and to the present time. There is a possibility that bed level
changes have occurred post data collection, but it is unlikely to
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be a major issue for the model since the oldest bathymetry data
is utilised for the deeper offshore part of the model domain,
rather than the nearshore/surf-zone part which would be more
susceptible to change.
The bathymetry data was processed using QGIS software.
The model domain (Figure 1) covers the entire bay system up
to the headlands and is approximately 12x10 km. The grid size
of 10 m is a compromise between the bathymetry profile, model
accuracy and the model simulation time. The grid was prepared
by using the RFGrid [9] package within Delft3D, with help
from Bluekenue.
In general, the study area is relatively shallow. The seabed in
the west part of the bay is relatively flat but is more uneven in
the east. The water depth increases from the shoreline to
approximately 15 m at the bay mouth around 5 km from the
coastline. The coordinate system in this modelling work is
based on the WGS-84 UTM 29U projection system.

Medium-Range Weather Forecasts) [15] which is resolved at
0.25° and 0.5° spatial resolution for the wind and wave,
respectively. Wind velocity components (U10 and V10) and
wave radiation stresses were obtained for the nearest ECMWF
grid point at -10°00' W and 52°30' N, approximately 25 km
north of Brandon, at 1-hour temporal resolution. The model
simulation timestep is 1 minute.
Model Validation
In the absence of any current velocity data, the model was
validated against the water level measurement from the
Geological Survey Ireland (GSI) [16] Tide gauge station for
20th November to 5th December 2019 (Figure 2). The validation
covers the crucial peak spring tide period. The modelled and
measured data show good agreement. The water level RMSE
between the model and measurements is 0.24m. It is within +
0.52 m (10% of spring tide ranges) and is acceptable for
validation criteria [17].

Figure 2. Water level comparison
3
Figure 1. Model domain and bathymetry with open boundary
location and observation station 1 and 2
The main hydrodynamic forcing of the model is the
astronomical tide. Tidal data were retrieved from the opensource Topex-Poseidon database for eight major constituents
(Table 1). Tidal harmonic analysis of tide gauge data from
Marine Institute [14] Fenit station located in the adjacent Tralee
Bay (approximately 15 km east of the Brandon Bay) confirms
the major tidal components in the area to be M2, S2, N2 and
K2; these are all covered by the database.
Table 1. Tidal constituent input for model open boundary
Tidal Constituent
M2
S2
K1
O1
N2
P1
K2
Q1

Amplitude
(m)
1.507
0.523
0.086
0.065
0.268
0.024
0.127
0.018

Phase
(deg)
130.5
163.2
68.0
322.0
107.8
58.2
159.7
247.4

The other hydrodynamic forces for the model are wind and
waves. Input data for these were retrieved from the ERA-5
reanalysis dataset from the ECMWF (European Centre for

MODEL RESULTS AND DISCUSSION

The model was simulated for two scenarios; (1) tidal forcing
only and, (2) with tidal, wind and wave forcing, both for 14day spring-neap periods for summer and winter seasons. Model
results were output at 15 min intervals. Total currents, residual
currents and bed shear stresses were assessed as they are
important parameters to understand the hydrodynamic
conditions for an erosion-prone area such as Brandon bay.
Current Speed and Direction
Comparisons of current speed and directions for the two
different forcing scenarios computed at Station 1 and Station 2
(see Figure 1) are presented in Figure 3 and Figure 4. The timeseries show that currents in the bay are relatively weak (below
0.1 m/s). Current speeds are generally higher when the wind
and wave forcings are included. The RMSE in current speeds
calculated under the two different forcings at station 1 and 2
were 0.9 cm/s and 0.6 cm/s for the summer simulations, and 1.7
cm/s and 0.9 cm/s for winter simulation. The influence of nontidal forcing is particularly visible during the neap tide where
currents are weaker, and it affects both the speed and the
direction. The results also show the wind and wave have a
larger influence during winter compared to summer as
indicated by the larger RMSE number. This is in line with the
stronger waves [3] and wind [18] and more frequent storms [2]
that occur during the winter season on the west coast of Ireland.
Given the long-term study focus will be in the shallower areas
near the coast, the wind and wave influence and interaction
with the current is therefore important.
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Figure 5 to Figure 8 shows combined current contour and
vector plots at mid-flood and mid-ebb spring for summer and
winter season for the combined tidal, wind and wave forcing
simulation scenario. The result confirms that current speeds in
the study area are relatively weak, but may still play a role in
the sediment transport process and coastal morphodynamics,
particularly as the sediment carrier after erosion has occurred.
The model result shows the current is stronger further
offshore and in the river estuary. The current speed and
direction further offshore are similar during summer and
winter. However, the current at the river estuary is slightly
stronger during the winter season. The speed at the river estuary
reaches 0.2 m/s on summer mid-flood compare to 0.16 m/s for
winter for a similar condition.
The current is slightly stronger and more uniform in the west
part of the bay due to its flat seabed surface. In contrast, the
current in the east part of the bay is weaker but more diverse in
speed and direction and has turbulence at few spots this due to
the rough bathymetry condition. The results for both season
also show the turbulence in front of the midpoint sandy beach
where the depth is shallower (Figure 1).

Figure 3. Summer current in Station 1 & 2.

Figure 5. Mid-flood currents for summer simulation

Figure 4. Winter current in Station 1 & 2.
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Figure 6. Mid-ebb currents for summer simulation
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Figure 7. Mid-flood currents for winter simulation

Figure 9. Summer residual current (12-27 July 2019)

Figure 8. Mid-ebb currents for winter simulation

Figure 10. Winter residual current (12-27 July 2019)

Residual current
Contour and vector maps of the residual current for the
summer and winter simulations for the combined tidal, wind
and wave forcing simulation scenario are presented in Figure 9
and Figure 10. Previous numerical models [19] indicates that
the residual current in the other bay at the Irish western coast
are weak in general. The residual currents in Casheen bay,
Killarney Harbour, Galway Bay are in order of 5 cm/s. The
model results show that the residual current in Brandon bay is
between 2 to 5 cm/s for summer simulation and less than 2 cm/s
for winter, with an exception at the river estuary where the
residual current can reach 10 cm/s.
The results show that the residual current in the vicinity to
the coast is slightly larger compared to offshore. During
summer, the residual current is predominantly west in
direction. While during the winter, the tidal residual current
directions are divided between the west and the east part of the
sandy beach. The direction in the west part is moving towards
the east direction, but the east part is the opposite.
In the centre of the bay, the tidal residual-current is
considerably weaker and generally moving out of the bay. In
summary, the water entering the bay from the north is mostly
through the vicinity area to the coast, for both east and west
end.

Bed Shear Stress
Figure 11 to Figure 14 show the bed shear stress at mid-flood
and mid-ebb spring tide condition simulations for the combined
tidal, wind and wave forcing simulation scenario for summer
and winter simulation. The bed shear-stress represents the
strength of the interaction between the hydrodynamics force
and the seabed. The interactions are strongest in the areas of
higher current speeds.

Figure 11. Summer bed shear stress at the mid-flood
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Analysis

Figure 12. Summer bed shear stress at the mid-ebb

Figure 13. Winter bed shear stress at the mid-flood

The model results show that currents inside the bay are
relatively weak with speeds under 0.1 m/s and are relatively
uniform across most of the bay. This suggests that the currents
are unlikely to be the main force that causes the coastal erosion
occurring at the east part of the bay, the Maharees. However,
the currents still play a role in the sediment carrying process
from the eroded coast to the possible deposition area, such as
the west part of the sandy beach or the estuary area. The
currents may also be essential in transporting the sediment
towards the estuary and shaping the sediment deposition at the
intertidal area surrounding the river mouth through the water
exchange process, taking into account that the front of the
estuary area is relatively protected from the wave by the rocky
coast on the west and small rocky headland on the east. The
model also shows that the residual currents on the eastern half
of the sandy beach are moving westward regardless the season,
while stronger residual currents are moving on the opposite
direction at the western half during the winter. Combined with
a frequent winter storm, the eastward currents from west and
westward current from the opposite carries the sediment and
allows to deposit at the midpoint of the sandy beach where both
currents are meeting.
The bed shear stress is one of the factors in deriving the
sediment-carrying capacity. However, it is a complex process
in the nearshore involving waves, tides and currents. Several
empirical formulae have been developed to estimate the
sediment carrying capacity as a function of the currents, waves,
and bed roughness. Then, the erosion and deposition rate can
be calculated as a function of the bed shear stress [20]. The be
The bed shear stress value between the river mouth and the
surrounding intertidal area is in contrast, the values are much
higher in the river mouth and very low in the intertidal area. It
shows that the river mouth is very dynamic and vital to the
water and sediment circulation process of the estuary. In
contrast, the lower values in the surrounding intertidal area of
the estuary allow the sediment, carried by the currents, to enter
during the high tide then settle and deposit.
In summary, the current is unlikely to be the main force of
erosion in the bay, but it is still important as sediment carrier.
Wave, storm and wind (aeolian) modelling are required to
investigate the primary sources of erosion on the sandy beach
before it transported by the currents.
4

Figure 14. Winter bed shear stress at the mid-ebb
The results also show that the model responds well to the
bathymetry profile and currents distribution. It also shows that
the bed shear stress is relatively higher at the river estuary
where the current is relatively stronger compare to others. The
bed shear stress in the vicinity to the coast is also relatively
higher than the centre of the bay, in line with the residual
current distribution.
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CONCLUSION

An assessment of hydrodynamic condition in Brandon Bay is
presented based on numerical model simulations for summer
and winter spring-neap conditions. The methodology that
emphasises the utilisation of open-source software and input
data from open and public access databases from the Irish and
the EU sources is promising and might apply to any site in
Ireland. However, it is noted that the open-access database still
likely has a limitation; for example, the data gaps that require
the field survey.
The main conclusions from the research are summarised as
follows:
 The model has been validated to the measured water level
data at GSI tide gauge station inside the bay. It is
imperative that is also validated against current
measurement. The survey campaign to collect these data
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was planned for early 2020 but had to be postponed due to
the global pandemic crisis.
The model result shows that the current is relatively weak
inside the bay. The current speed is mostly less than 0.2
m/s throughout the bay, with an exception at the river
estuary. It is unlikely to be the main source of erosion.
However, the currents are still important as the sediment
carrier in shaping the morphology of the shoreline and
seabed.
The current appears to play an important role in carrying
the sediment to the estuary area and developing the
sediment deposition in the intertidal area surrounding the
river mouth.
Waves and storms are likely to play a crucial role in coastal
erosion in the bay. Wave and coastal morphology models
of the bay will now be developed, using SWAN and
Xbeach, and coupled with the tidal model to develop a
holistic coastal erosion modelling system for the bay. The
findings of the hydrodynamic model simulations have
provided a good foundation for the expanded modelling
system.
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ABSTRACT: The design and operation of wastewater treatment plants (WWTPs) with combined storm and sewerage networks
are significantly impacted by precipitation events characterised by high intensity rainfall and dry days. Normal dry weather flows
(DWFs), defined by flows in rain free days with minimum infiltration, are an important parameter in designing wastewater
infrastructure. Utilisation of inappropriate DWFs results in insufficient flow velocities, impacting on sewerage system operation.
In coastal areas, the impact of high tides on DWF must also be considered, with the possibility of tidal inflow entering the sewer
systems via combined sewer overflow outfall pipes. In Ireland, where the majority of the collection networks are combined storm
and foul water systems, precipitation variability and tidal inflow are known to impact on influent wastewater volumes though the
magnitude of this has not been studied to date. This research aims to assess the influence of daily maximum tidal level and
precipitation on daily influent volumes for five municipal WWTPs located across Ireland. Data comprising daily tidal level, daily
precipitation and influent volume were used for this study. Simple and multiple linear regression modelling methods were adopted
to examine the individual and combined effects of maximum tidal level and precipitation (with and without zero rainfall days) on
influent volumes, with a particular focus on dry weather influent volumes. The relationship between DWFs and maximum tidal
water level illustrated statistically significant linear trends for all the WWTPs but showed a relatively stronger trend for only one
WWTP than the other 4 plants. Daily precipitation (with and without zero rainfall days) and daily influent volume showed
statistical significant trends across all the 5 WWTPs. Multiple linear regression models also showed statistically significant
relationships for all the five WWTPs. While precipitation and tidal level were not very strong parameters in explaining the
variation in daily influent wastewater volume when considered separately, they were found to have a stronger relationship with
influent volume when analysed together. The study concluded that although maximum tidal levels and rainfall are significant
parameters (separately and combined) impacting influent wastewater volumes, the relationships do not appear to be very strong.
The analysis also provided insight into other DWF influencing factors, such as demographic changes due to tourism and population
growth, river levels, and analysing other indicators of rainfall. This work will inform ongoing research, which involves analysis
of an additional 16 WWTPs with a view to informing climate change adaption strategies for WWTPs in Ireland.

KEY WORDS: Wastewater treatment plants; dry weather flow; precipitation; tidal inflow; influent flow volume; regression
modelling.
1

INTRODUCTION

Wastewater management systems are designed to collect,
convey and treat wastewater generated by urban
agglomerations. Wastewater treatment plants (WWTPs) have
specific design treatment capacity which is generally termed as
Population Equivalent (PE). The phenomenon of exceeding
this design capacity due to surcharged sewer systems can,
sometimes lead to urban flooding (Schmitt et al., 2004). The
increasing risk of urban floods due to factors like climate
change, rise in sea level, and urbanization, are challenging the
design and operation of urban wastewater infrastructure (Lian
et al., 2013; Yin et al., 2011; Zhou et al., 2019). In particular,
recent research has identified a growing amount of pressure on
existing urban drainage systems due to climate change induced
precipitation events (Astaraie-Imani et al., 2012; Kirchhoff and
Watson, 2019; Langeveld et al., 2013; Willems, 2013; Willems
et al., 2012; Willuweit and O’Sullivan, 2013). Urban
stormwater runoff, resulting from impervious surfaces and
infiltration, can also significantly increase WWTP influent
volumes above normal dry weather flows (DWFs).
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Dry weather flow is wastewater flow in a sewer system during
dry weather events with low infiltration, typically characterised
by days with no rainfall. These normal DWFs are an important
parameter in designing an optimum and feasible wastewater
treatment infrastructure. Utilisation of inappropriate DWFs
during the design stage can result in insufficient flow velocities,
impacting on sewerage system operation. Although previous
studies have widely discussed the impacts of climate change on
urban flooding and wastewater infrastructure, the impacts of
high tides on DWF in coastal urban wastewater systems must
also be considered; given tidal inflows can enter sewer systems
via combined sewer overflow outfall pipes. Apart from DWFs,
tidal inflow can also influence all-weather influent flow
volume, particularly during high intensity precipitation events.
While inflow after large rainfall events and infiltration (flow of
groundwater into the collection systems) are accounted for in
the design and engineering of sewage collection systems added
water loads due to higher than normal seawater levels
accompanied by higher than expected rainfall can cause severe
problems for coastal WWTPs (Flood and Cahoon, 2011).
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Storm induced flooding at maximum tidal level can result in
several issues by increasing the operational and capital costs
and reducing sewer and treatment capacity in WWTPs (The
Greater Dublin Strategic Drainage Study, 2005). It can result in
flooding leading to contamination of water sources, affecting
potable water supply and result in complete shutdown of urban
wastewater infrastructure (Yin et al., 2011).
Of particular concern are urban wastewater treatment
infrastructure which are affected by stormwater overflows –
these are also known as combined sewer overflows (CSOs).
Generally, CSO design standards provide for capturing the first
foul flush to minimise impact on receiving waters. However,
untreated wastewater that overflows in combined sewerage
systems following a high intensity rainfall events is still of
growing concern (Semadeni-Davies et al., 2008). A study in
Eindhoven, Netherlands, comprising of a large historical
dataset of an urban wastewater system combined with
meteorological data observed the effects of prolonged dry
periods and a subsequent high-intensity rainfall event on the
wastewater system performance (Langeveld et al., 2013). The
authors focused on the impacts of such events on wastewater
quality concentration levels of COD (Chemical Oxygen
Demand) but also confirmed the surge in inflow volume
resulted in increased spill volume and significant peak loads to
receiving waters. This work was somewhat limited as it only
analysed a single precipitation variable – i.e. an event marked
by dry periods followed by a rainy event. However, it does
point out the importance of dry periods and subsequent
precipitation event on wastewater systems in terms of spill
volume and its impacts on accumulation of waste materials in
the sewers. There have been several other studies confirming
the relationship between precipitation variability, the responses
within hydraulic infrastructure and the impacts on drainage
designs (Arnbjerg-Nielsen, 2012; García-Terán et al., 2019;
Gooré Bi et al., 2015; Kaźmierczak and Kotowski, 2014; Peleg
et al., 2016). However, these studies did not look at long-term
historical datasets across multiple WWTPs. Furthermore,
research exploring the effects of tidal inflow, individually or
jointly with precipitation, on wastewater influent dry weather
and all-weather flows respectively are limited.
A study of the coastal Fozhou city of China explored the
combined effects of rainfall and tidal level on the probability
and severity of flood events (Lian et al., 2013). Tang et al.,
(2017) examined the flood response to non-stationary inflow
floods and high tidal levels in a delta area. These studies
focused on the impacts on flood events. The number of studies
focused on the WWTPs impacts of tide and precipitation are
limited. (King County Department of Natural Resources and
Parks, 2008) undertook a scenario analysis of storm events and
sea-level rise to examine its impacts on several wastewater
treatment plants in King County, Washington, USA. They
found that under the University of Washington Climate Impacts
Group (UW CIG) low probability high impact sea-level rise
scenario, one WWTP would be flooded by 2050 and several
others would be flooded by 2100. In a more relevant study,
daily flow data of four WWTPs were observed for responses to
rainfall, tide level and other environmental parameters (Flood
and Cahoon, 2011). They found that short-term rainfall
quantities and sea-level variations influence daily influents
flows. They also suggested elevated groundwater levels due to

heavy precipitation events or high tide resulted in the reduction
of treatment efficiency in coastal sewer infrastructure due to
higher flow volumes. However, the authors could not find any
other research papers in this area. And as the Intergovernmental
Panel on Climate Change (IPCC) has reported increasing trends
of precipitation extremes and extreme sea level during storm
surges (Pachauri, 2014), it is even more crucial to undertake
such research on coastal wastewater treatment facilities
vulnerable to storm events and high tides.
In Ireland, most collection networks in urban areas are
combined storm and foul water systems. Thus, these networks,
and their connected WWTPs, located near seas and oceans can
be susceptible to changing sea levels (and thus tidal inflow) and
rainfall patterns. Despite the regional importance of potential
vulnerability of coastal WWTPs to precipitation variability and
high tides, limited assessment has been undertaken in this
research area. This paper takes daily precipitation and daily
maximum tidal level into consideration, individually and
combined, to understand their impacts on the quantity of
wastewater entering WWTPs through analysis of data from 5
Irish plants. The aim of the broader research is to help inform
design and operation of climate-resilient wastewater systems
which considers a range of variables (Figure 1).

Figure 1. All the variables that were considered for the
broader study to analyse variation in wastewater influent
volume
2

STUDY SITES

Ireland experiences an abundance of rainfall throughout the
year. The long-term average (1981 – 2010) annual rainfall
varies between 750 – 1000 mm in the eastern part of the country
to 1000 – 1400 mm in the west to amounts exceeding 2000 mm
in the mountainous regions (Met Éireann). Sea levels have also
been rising globally at an average rate of 3 mm per year
approximately between 1980 – 2010 and are projected to
continue increasing (Met Éireann). With the major cities
located in coastal areas, Ireland is vulnerable to flooding,
coastal erosion and destruction to infrastructure leading
towards social, economic and environmental impacts.
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Five coastal WWTPs were analysed for this study. Figure 2
shows the location of each WWTP. The 5 WWTPs represent a
range of treatment capacities varying from 20,000 – 1,640,000
Population Equivalent.

WWTP 1
WWTP 2
WWTP 3
WWTP 4
WWTP 5
4

2011 – 2018
2010 – 2018
2012 – 2018
2012 – 2018
2015 – 2018

METHODS
Simple Linear Regression Model

Figure 2. Map of Ireland depicting the locations of the coastal
WWTPs selected for this study
3

DATA USED

Tidal Level and Dry Weather Influent Volume: Dry weather
influent volume data was derived from daily influent volume
datasets for each WWTP for rain free days defined by days with
0 mm rainfall. Simple Linear Regression (SLR) was adopted to
identify the effect of daily maximum tidal level on dry weather
influent volumes and was run across all years.
Precipitation and Influent Volume: Simple linear regression
was used to model the variability in daily influent volumes (for
all weather) due to daily precipitation and was run for each
WWTP across all years.
Precipitation and Influent Volume (Without dry days):
Simple linear regression was also carried out for the 5 WWTPs
between daily precipitation and influent volume after
discarding all the zero rainfall days across all years. This
analysis was performed in order to examine if there was any
difference in these results from the previous analysis which
included rain free days. In all the cases, R2 values, model errors
and significance of each model were estimated in R open
source software.
Multiple Linear Regression Model

Precipitation data
Daily precipitation data was obtained from Met Éireann for
weather stations corresponding to each WWTP (Tables 1 and
2). The weather stations were identified based on their
proximity to the WWTPs and the catchments they serve and
also availability of data.
Influent Volume data
Daily influent volume data was acquired from Irish Water and
is summarised in Tables 1 and 2.

In an attempt to better explain the variability in daily influent
volume, both the parameters (daily maximum tidal level and
daily precipitation) were considered together in a multiple
linear regression model for each WWTP separately across all
years. Similar analysis was carried out excluding the dry days.
Adjusted R2 values, model errors and statistical significance of
each variable and the multiple linear models was found using
R statistical software. Multiple regression plots were prepared
in SPSS statistical software. Figure 3 depicts the methodology
flowchart adopted for this research.

Tidal level data
Daily maximum tidal water level was derived from raw subdaily 5-minute and 6-minute interval tidal data obtained from
the Marine Institute’s real-time tidal observations.
Table 1. Data used for the study
Data type

Resolution

Source

Access

Precipitation

Daily

Met Éireann

Public

Influent
Volume

Daily

Irish Water

Protected

Sub-daily

Marine
Institute

Public

Tidal Level

Table 2. Temporal data range of each WWTP
WWTP
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Time Period

Figure 3. Methodology flowchart

Civil Engineering Research in Ireland 2020

5

RESULTS
Simple Linear Regression Model Results

Tidal Level and Dry Weather Influent Volume: Across all years,
daily maximum tidal level was found to be a relatively
(compared to the other 4 WWTPs) strong and statistically
significant contributor towards variation in normal dry weather
flows for WWTP 1 with a R2 value of 0.37 and model error
11% as shown in Figure 4. R2 refers to the percentage of
variability in influent volume that can be explained by the
model. The model errors represent the randomness in the model
defined by the deviation of the observed values from the model
(regression line). This means that the average distance that the
observed values of influent volume fall from the regression line
is in this case ±11% which is also termed as the standard error
of the regression/estimate or simply standard error. Since the
range of influent volume lies between 26000 – 69000 m3/day,
11% model error can be considered to be relatively good. For
the remaining four WWTPs, statistically significant but weaker
trends were observed across all years as shown in Figure 5. The
high model errors and low R2 for WWTPs 4 and 5 might be
because of the lack of appropriate tidal level data that truly
represents the relative vertical position of these WWTPs to sea.
Other factors like soil permeability and water table response
might also have impacts which has not been considered in this
study.

Figure 4. Simple Linear Regression results of DWF vs daily
maximum Tidal Level for WWTP 1 across all years

Figure 5. Simple Linear Regression Results of daily maximum
tidal level and dry weather flows across all years for the 5
coastal WWTPs
Precipitation and Influent Volume: The relationship between
daily precipitation and daily influent volume was found to be
statistically significant (p-value less than 2.2e-16) for all the
five WWTPs at 5% level of significance.
Precipitation and Influent Volume (excluding dry days):
Statistically significant results were also obtained when the dry
days were excluded from the analysis. All p values were less
than 1.003e-12 at 5% level of significance.
Although significant, R2 values were understandably low
because of several other factors apart from precipitation, which
might impact influent volumes. Also, with larger networks, lag
between rainfall and arrival at plant can be significant.
Moreover, spatial distribution of rainfall may be localised and
absence or presence of rainfall in a remote part of catchment
may not be picked up. For all the WWTPs, R2 values were
lower and model errors were observed to be approximately
equal when dry days were excluded as compared to the analysis
when the zero rainfall days were included (Table 3 & Table 4).
The decrease in the R2 values might have resulted because by
excluding the dry days, the distribution of the data changes and
drifts away from its true representation as it alters the range of
data. Also, removing the dry days disregards the possibility of
a surge in influent volume due to a high intensity rainy day
which would be reflected in subsequent dry days. It also
neglects the role of the duration (return period) of a high
intensity rainfall event on influent volume when preceded by
consecutive dry days (Langeveld et al., 2013).
Table 3. Simple Linear Regression results of daily influent
volume vs daily precipitation
WWTP
WWTP 1
WWTP 2
WWTP 3
WWTP 4
WWTP 5

R2
0.27
0.26
0.11
0.29
0.13

Model Error (%)
18%
23%
19%
54%
31%
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Table 4. Simple Linear Regression results of daily influent
volume vs daily precipitation (excluding zero rainfall days)
WWTP
WWTP 1
WWTP 2
WWTP 3
WWTP 4
WWTP 5

R2
0.23
0.21
0.06
0.23
0.09

Model Error (%)
18%
22%
19%
55%
34%

WWTP
WWTP 1
WWTP 2
WWTP 3
WWTP 4
WWTP 5

WWTP
WWTP 1
WWTP 2
WWTP 3
WWTP 4
WWTP 5

Multiple Linear Regression Model Results

Figure 6. Multiple regression plot for WWTP 1
Table 5. Multiple linear regression results of daily influent
volume vs daily precipitation & daily maximum tidal level
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Model Error (%)
17%
21%
17%
53%
31%

Table 6. Multiple linear regression results of daily influent
volume vs daily precipitation & daily maximum tidal level
(excluding zero rainfall days)

The high model errors (in case of WWTP 4 & 5) and low R2
values in both these cases is because influent volumes are
impacted by many other parameters which are not included in
this analysis which contributes towards a high degree of
randomness in the models.

Both the daily precipitation and daily maximum tidal level
variables were found to be statistically significant (p-value less
than 2.2e-16 for all WWTPs) at 95 % level of confidence, in
explaining the variation in influent volumes across all years for
each WWTP. As an example, a multi-regression plot for
WWTP 1, a plot between the influent flow volumes v/s the
unstandardized values of influent volumes estimated from the
regression equation (based on the predictor variables,
precipitation and maximum tidal level) have been demonstrated
in Figure 6.
The results for the multiple regression linear models when dry
days were excluded were also observed to be statistically
significant (all p-values less than 1.316e-15) at 5% level of
significance. However, the R2 values were found to be lower
and the model errors higher than those derived when zero
rainfall days were included (Table 5 & Table 6). As stated
above, the reason behind this might be because of the change
in the distribution of data and ignoring the effects of dry days
preceding or following a high intensity rainy day.

R2
0.37
0.36
0.23
0.32
0.16

6

R2
0.31
0.31
0.19
0.26
0.12

Model Error (%)
17%
21%
17%
53%
34%

CONCLUSIONS

This research has generated an urban WWTP level dataset of
tidal level, precipitation and influent volume at daily temporal
scale. This dataset provides a unique prospect of identifying the
causal effect of tidal inflow on DWF and in general, the effect
of precipitation and tidal inflow on influent wastewater
volumes.
The research confirmed tidal inflow as a significant
contributor towards normal dry weather influent volumes.
However, a relatively strong relationship between the two
variables was observed for only one coastal WWTP. The
reason behind this might be due to the relative vertical position
of the sewage infrastructure to the sea in some urban areas and
also the locations of major rivers (where present) in those areas.
Daily precipitation was also found to be a significant parameter
as expected for all the 5 WWTPs. However, the relationship
was found to be weaker (but significant) when the zero rainfall
days were excluded as was evident from the lower R2 values.
Multiple linear regression models accounting for maximum
tidal level and precipitation data simultaneously could explain
16% - 37% of the variation in influent wastewater volume
across all the years for each of the 5 WWTPs. Model errors
ranged from 17% - 53%. However, when rain free days were
excluded, R2 was found to be lower as compared to when it was
included. Multiple linear regression shows better results than
simple linear regression.
In general, the results imply that with increase in the
maximum tidal level, there has been increase in the dry weather
flows. This indicates that precipitation events marked by high
intensity rainfall days accompanied by rise in tidal level could
lead to increase in the volume of influent wastewater that could
result in sewer overflows and flooding and this will be
examined in ongoing work. However, excluding dry days from
the analysis (in both simple and multiple linear regression)
ignored the possible effects of a high intensity rainfall day on
the influent volumes of subsequent days because of possible
factor of time lag. It also neglected the duration or the return
period of a high intensity rainy day combined with a number of
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consecutive dry days (Langeveld et al., 2013). Low volume or
intensity rainfall may not reach network in any significant
volumes after a hot dry period. Equally rainfall on saturated
lands will runoff to greater extent than drier lands. Studying the
immediate and preceding rainfall conditions offer potential for
further insight along with understanding of hydraulic response
characteristics of network which could be garnered from
models.
Unlike the findings of (Flood and Cahoon, 2011), the models
(both simple and multiple regression) in this study seem to be
weak in terms of their predictive capacity. The models might
be stronger if the precipitation variable is looked at a more
detailed temporal scale. Other precipitation variables, like
frequency and duration of rainfall events could also explain the
variation in influent wastewater volumes. The inclusion of
other factors like landuse land cover changes, river level,
groundwater table, soil moisture content and horizontal
proximity of WWTPs to sea etc. at different time scales may
also improve model predictions. Inclusion of all the other
parameters are beyond the scope of this study and just tries to
capture the variation in influent volume because of daily
precipitation and daily maximum tidal level. The authors would
like to emphasize the importance of studying and looking
deeper into all the other factors in determining the variation in
influent wastewater flow volumes.
Hence, in addition to the ongoing analysis, future work will
involve such parameters and include a spatio-temporal analysis
of 16 WWTPs located throughout Ireland. This analysis would
be linked with climate scenarios. This will enable improved
planning and adaptation of wastewater infrastructure to various
scenarios of climate change (Saikia et al., 2020).
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ABSTRACT: It was recently announced that a BIM mandate for the Irish public sector is not imminent, suggesting that the sector
is not yet ready for what such a mandate implies. Following on from a forward-looking BIM Roadmap for Ireland in 2017 and the
publication by the authors of a detailed BIM in Ireland study in 2017 and 2019, what is the actual state of readiness for a more
general BIM mandate in Ireland? This paper will review recent publications, seminars and industry initiatives on this topic of
interest supported by an online survey to assess the current state of readiness for a BIM mandate in Ireland. An assessment will
be made of what deficits, if any, need to be addressed before the introduction of a BIM mandate would be a practical proposition.
Reflections on the success of other similar-sized economies will be referred to in identifying the priorities for Ireland in its
preparation for a full BIM mandate, in addition to the relative importance of BIM given the ongoing impact of the CoVID-19
global pandemic on Ireland’s economy.
KEYWORDS: Building Information Modelling, Construction, Digital, Mandate, Public Sector
1

INTRODUCTION

Digital technologies are disrupting the way the Irish
construction industry works, and if it is to attract the next
generation of professionals and seek out better value-formoney for the taxpayer, it is crucial that the government and
the industry stakeholders continue to embrace change [1]. One
of the most prevalent digital technologies within the sector is
Building Information Modelling (BIM), which is now seen as
the centerpiece of the industry's digital transformation [2].
BIM is a collaborative process in which all parties
involved in a project use three-dimensional design applications.
BIM enhances the current communication process, provides a
collaborative platform and supports interoperability between
the different business domains [3]. BIM can be applied through
the complete lifecycle of a project to evaluate constructability
of designs, visualise construction schedules, provide accurate
cost estimates and multiple analyses enabling energy and
structural performance predictions that can be applied to
compare design alternatives [4-6]. However, perhaps the most
value to be gained from BIM is within the operational stage
because it provides a platform to retrieve, analyse and process
building information in a digitalized 3D environment. For
public sector bodies, BIM can facilitate the integration of
project and asset management services by engaging a more
comprehensive range of stakeholders through its processes,
which results in innovation in service design and delivery [7].
However, for this to be realised, BIM must be used along
with collaborative forms of procurement and change
management strategies to support the required transformation
[8].
2

BIM MATURITY WITHIN THE IRISH CONSTRUCTION
SECTOR

Ireland has been active in its BIM journey over recent years, as
reflected in a number of important industry reports. The
following section represents a chronology of publications,
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resources, activities, events and initiatives in Ireland that will
be reviewed to understand the state of readiness of the industry
for an Irish BIM mandate.
BIM in Ireland 2013 – 2015
In Ireland, the first formal reference to BIM was included in
a 2013 Forfás report, which focused on Ireland's Construction
Sector [9]. Specific mention was made of BIM in the report as
an advanced technology that will ensure increased
competitiveness and innovation in the sector. Another
important initiative launched in 2013 was the Construction IT
Alliance (CitA) Technology Pilot. This was a virtual project
identified by a team of Irish professionals who wanted to offer
the opportunity to experience and disseminate practical lessons
on proof of concept and the potential benefits/risks involved in
utilising digital technologies [10]. This pilot served as a test bed
of BIM technologies and, in doing so, advocated the potential
of their application to the sector.
In 2013 CitA also launched the BIM Gathering conference,
an international gathering of industry experts and leaders in the
areas of Integrated Project Delivery (IPD), BIM and lean
construction practices. Further BIM Gathering conferences
have taken place in 2015, 2017, and 2019 [11].
In 2014 the Construction 2020 Strategy outlined two
specific actions, which included implementing a BIM staged
development programme to support companies advancing to
level 2 BIM capability, which subsequently led to the
development of the BIM Enable and BIM Implement support
programmes for Enterprise Ireland clients [12, 13]. In a report
on the review of the performance of the public works contracts
published in late 2014 by the Government Contracts
Committee for Construction (GCCC), it was found that risk
was not being adequately priced in tenders. The report also
included a medium-term strategy with respect to BIM, which
recognised BIM as a powerful risk management tool [14].
At the start of 2015, CitA launched its Smarter Building
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Cooperative Series, which involved industry associations
chairing and contributing to the design and content of the
programme. The series is still active and has pivoted towards
exploring Modern Methods of Construction (MMC) in 2020. In
2015 CitA also secured funding from Enterprise Ireland for the
BIM Innovation Capability Programme (BICP) of Ireland. The
BICP sought to capture the capability of the Irish Construction
Industry and the Higher Education Institute’s (HEI) response to
the increased requirement for BIM on Irish construction and
engineering projects [15]. An explicit ingredient of the BICP
involved assisting the National BIM Council (NBC) of Ireland
to develop a national road map to optimise the successful
implementation of BIM Level 2 and beyond. In the same year,
CitA launched the BIM Regions, the purpose of which was to
raise awareness of BIM, promote a shared understanding of the
value proposition and share experiences of working with BIM
on local projects. A total of 9 regions were launched and are
still active in 2020 [16]. BIMIreland.ie also launched its
flagship website and established a key source for information
on BIM and digital construction for the Irish BIM community
and BIM enthusiasts [17].
The first national survey to benchmark the level of BIM
adoption in Ireland was also launched in 2015 and revealed that
67% of the industry sampled possessed confidence in their
skills and knowledge to deliver BIM. The survey targeted the
100 most influential leaders in the Architecture, Engineering,
and Contracting (AEC) sector. The survey, which was a joint
initiative with CitA and Enterprise Ireland, found that 75% of
the sample reported an increase in demand for BIM in Ireland.
At the time, the primary barriers to BIM were cost, lack of
demand and insufficient training [18].
BIM in Ireland 2016 – 2017
Building on the momentum gained in 2015, the NBC of Ireland
was formed in early 2016 with the purpose of providing vision,
leadership and a collective voice for the advancement of digital
design, construction and operation of built assets [19]. The
BICP also launched in May of 2016. The second national
survey to benchmark the level of BIM adoption in Ireland
revealed that 76% of respondents possessed confidence in their
organisation's BIM skills and knowledge. 79% of the sample
also reported an increase in demand for BIM in Ireland. The
highest-ranked concern involved unawareness of the value
proposition of BIM with a need for a cost analysis of the benefit
of moving towards BIM processes [20].
In January 2017, the government launched its Action Plan
for Jobs 2017 report. A particular action flowing from this plan
included a requirement for the Office of Government
Procurement (OGP) and Enterprise Ireland to prepare a strategy
for the adoption of BIM across the public capital programme
and to mandate the manner in which it was to be adopted across
the public sector [21]. The OGP responded through a positional
paper by setting different target dates ranging from 12 - 48
months for projects to adopt BIM. These projects range from
Band 1, which are of low complexity, such as low-density
housing projects, to Band 5, which are complex projects with a
specialist operation and maintenance regime, such as acute
hospitals [22].
The BICP also published two key documents in 2017, the

Global BIM Study and BIM in Ireland 2017 report. The Global
BIM Study focused on 27 countries and highlighted the
increasing relevance of BIM in the international construction
community. Over 50% of countries reviewed had a regulatory
requirement for BIM or were planning to introduce one soon.
The global BIM review and subsequent findings assisted the
NBC in formulating their road map. The BIM in Ireland 2017
report documented an array of BIM initiatives, activities by
BIM champions, promotion of BIM within HEIs, BIM
adoption by industry and government leaders [16, 23, 24].
As part of the BICP initiative, a Macro BIM Adoption Study
was undertaken in Ireland. This framework consisted of five
conceptual models that were utilised to measure macro BIM
adoption across the world. These models can be used for:
 Assessing a country's current BIM adoption policy.
 Comparing the BIM maturity of different countries.
 Applying models in developing a national BIM roadmap.
The 2017 results showed that while Ireland was mature for
modelling processes and model workflows, it was weak in
respect to collaboration processes and policies. Concerns were
raised at the time that unless a regulatory requirement for BIM
was promoted from within the government, then these critical
areas would stagnate or regress. Results also indicated that
Ireland's larger organisations or industry associations were
pushing the BIM agenda within the industry and not the
government, with the policymakers mostly seen as passive.
Educational institutes were seen as key partners, as they had
responded rapidly to demand by industry for BIM-related
education and training programmes despite the absence of a
national BIM mandate. Both construction organisations and
communities of practice were identified as important key
process players, with various BIM Groups set up by
professional institutes in Ireland, such as the Royal Institute of
Architects in Ireland (RIAI) BIM Committee and the Society
of Chartered Surveyors Ireland (SCSI) BIM Working Group,
among others [25].
In December 2017 the NBC published the Roadmap to
Digital Transition for Ireland's Construction Industry 20182021. The roadmap consists of the four parallel pillars of
leadership, standards, education and procurement, with
particular milestones to be achieved for each of the pillars
during the programme period 2018-2021 [26]. The Irish
government also announced in the same year its strategy to
increase the use of digital technologies, in particular categories
of public works projects over a 4-year timeframe ending in
2021. This statement of intent from the Irish government
demonstrated an acute awareness of the importance of BIM and
how it brings together technology, process improvements and
digital information to radically improve project outcomes and
asset operations [27].
The third national survey to benchmark the level of BIM
adoption in Ireland revealed a rise in the number of
organisations that had been impacted by the now extant U.K.
mandate. 76% of respondents indicated that they possessed
confidence in respect to BIM knowledge and skills, which is
similar to the levels recorded in 2016. Client unawareness of
the value proposition of BIM and implementing BIM within
SMEs remained the top barriers for organisations [28].
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BIM in Ireland 2018 – 2019
The industry in 2018 had a renewed focus on BIM as a result
of the NBC Roadmap and the government's digital strategy.
However, both failed to adequately propel the industry to the
next stage due primarily to a lack of funding. Despite this,
further governmental reports continued to advocate BIM. The
Action Plan for Jobs 2018 report promoted the central theme
that digital technologies are becoming increasingly disruptive
and pervasive, in particular, robotics and artificial intelligence,
internet of things, augmented/virtual reality, blockchain and
digital fabrication. In response, to prepare the sector, the
government proposed new pathways for reskilling into
ICT/Technology roles at the apprenticeship level and put in
place provisions to attract and retain talent [29]. The Expert
Group on Future Skills Needs (EGFSN), which advises the
Irish government on the current and future skills needs of the
economy, highlighted that prefabrication and the use of BIM
systems will have a substantial impact on the sector over time.
However, they warned that construction has been slow to
embrace digitisation and that the structure and risks in current
contracts were acting as a barrier to the use of BIM [30].
Such was the popularity of digital construction and BIM by
2018 that a number of award ceremonies had specific
categories recognising organisations and projects in BIM
excellence, such as the CitA Technology Awards, Irish
Construction Excellence Awards and Irish Construction
Industry Awards. These awards were strengthened by the
ongoing interest from professional bodies organising
conferences and CPD events, for example, the CIF Digital
Construction Summit.
In 2019 further reports continued to advocate BIM with the
Engineers Ireland State of Ireland 2019 report, including a
specific reference to the vital contribution that MMC, including
BIM, can play in expediting the delivery of housing provision
in Ireland [31]. The Construction Sector Performance and
Prospects 2019 report also called for Ireland's construction
industry to embrace digital technologies more proactively [32].
The Skills for the Construction Sector group published a report
in 2019 that recognised BIM as a powerful tool in driving
efficiencies and increasing productivity [33]. In the same year,
Project Ireland 2040 introduced a vehicle to ensure regular and

Figure 1: Ireland’s BIM journey and key milestones
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open dialogue between the government and the construction
sector by the establishment of a Construction Sector Working
Group (CSG). A part of the CSG’s remit was to investigate how
industry and Government departments could take forward
proposals on BIM [34].
In 2019 the original BICP team reapplied the macro BIM
maturity conceptual models to investigate if Ireland's BIM
diffusion dynamic and levels had been impacted [35]. The
results found that Ireland has experienced a steady increase in
both collaboration and integration for processes and policies.
The improvement in policy and processes can be attributed to
the roadmap, the government's digital strategy and the
introduction of ISO 19650. The ISO 19650 documents provide
a standardised approach to using BIM for the delivery phase of
assets. Learning and education remain strong, with ongoing
commitments to digital construction curricula evident within
leading third level educational bodies. There has also been a
marked improvement in BIM-related research projects [36],
such as the Horizon 2020 BIMcert and BIMZeED projects.
Larger organisations or industry associations were still seen
to be pushing the BIM agenda within the industry and not the
government. This was concerning considering that unless
adequate funding is provided to support the government's
digital strategy, it may risk further alienating SMEs within an
already demanding and extremely competitive sector. The
results also showed that despite an increase in objectives and
milestones, regulatory frameworks and a move toward an
active communication strategy, the industry overall was not
satisfied with the government's leadership and support. In
regard to the roadmap, there were still many vital objectives
outstanding that will need funding if the key targets are to be
achieved. These results, along with a broader update on BIM,
were published as part of the BIM in Ireland 2019 Report [1].
In the 2019 NBS CitA survey, it was reported that 76% of
respondents had adopted BIM [37]. The primary barriers for
BIM implementation in Ireland were a lack of in-house
expertise (74%), no client demand (67%) and a lack of training
(67%). The absence of an established contractual framework
for working with BIM was also seen as a critical barrier. Figure
1 illustrates Ireland's BIM journey since 2013, including the
principal milestones.
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3

BIM IN IRELAND 2020

The results from the previous section demonstrate that
construction in Ireland has significantly progressed as an
industry viz its level of BIM maturity since 2013. There is an
eclectic range of resources in place which has resulted in what
would appear to be a high level of BIM adoption within much
of the industry, with adoption figures remaining in the high 70
percent range over the last number of years. By all accounts,
the Irish construction sector seems well placed to react to a
government mandate. However, despite these encouraging
findings, there is still no mandate, a lack of funding and chronic
barriers remain, such as low client demand and an absence of
suitable contractual frameworks. To adequately understand the
Irish construction industry's state of readiness for a BIM
mandate, the authors conducted an extensive purpose-made
survey that targeted a cross-section of the Irish AEC sector. The
authors also took the opportunity to elicit sentiment concerning
the current impact of COVID-19 and the continued relevance
of digitalisation among Irish construction businesses in 2020
and beyond.
Methodology
The authors agreed that a targeted organisational approach
would be the best method of ascertaining the state of the
industry. In that regard, well-known professionals within
organisations who had specific responsibility for BIM were
approached and asked to complete the survey. Each survey
target was asked not to share the survey within their
organisation so as not to weaken the sample. A total of 150
organisations were targeted across the Irish AEC sector, with a
response rate of 41%.
Survey Analysis
62 organisations responded, with the vast majority of the
sample worked in the East of Ireland (74%), with the next
largest representative from the Midlands (8%) and North West
(5%). The breakdown of this sample regarding organisational
size is illustrated in Figure 2. The largest discipline was
architects (30%), main contractors (15%), public sector
employees (14%), sub-contractors (8%), building service
engineers (6%) and structural engineers (5%). The remaining
sample consisted of building suppliers, quantity surveyors,
consultants and project managers.
Respondents were asked which category of digital readiness
would best represent their employer’s business, that is,
pioneers, advanced, mainstream, or late adopters. The highest
category recorded was mainstream (35%), that is, that part of
the majority of organizations in the construction industry who
embrace digital technology within resource limitations but have

an appropriate digital presence. Half of the respondents were
either pioneers (26%), that is, recognised as digital leaders and
drivers in the construction industry or advanced (24%), that is,
have the resources to more easily embrace digital and can adapt
their business strategy to suit changing demands. The pioneer
sample was predominately split between architects and main
contractors. 11 % of the sample claimed to be late adopters.
When asked if a BIM mandate is needed on publicly funded
projects, all of the sample were in agreement. The key
feedback included that a mandate would help to provide a
standardised approach that will lead the industry towards a
digital transformation. A mandate with specific guidance,
templates and contractual obligations would accelerate the
levels of adoptions within the industry. Responses show there
is concern that organisations are remaining noncommittal and
that without a mandate, this position may not change. A further
theme that emerged was that public sector clients have a
responsibility to adopt digital technologies to meet energy and
climate targets, maximise the use of MMC and provide a
framework for the sector to move towards a more productive
way of doing business. Respondents were largely of the view
that a public sector mandate would also assist in driving BIM
usage throughout the private sector and show effective
leadership
When asked if their business deployed any elements of the
ISO 19650 standards, 73% reported its adoption. As this is the
internationally recognised standard for data management, its
use will, therefore, be a requirement if the government
mandates BIM, which indicates that the survey respondents are
in a strong position to capitalise on this approach, a possible
source of bias in the survey. Despite the perceived importance
of standardisation, only 32% of the respondents have secured
BIM certification in recent years. The most popular
certification amongst the sample was the BSI Kitemark for
BIM Level 2. Others included were NSAI EN ISO 19650-2 and
BRE BIM Level 2 Business Systems. Many respondents stated
that though their organisation had not gained certification,
many of their fellow employee’s secured individual
qualifications, such as the RICS BIM Manager, BRE Individual
certification, or are studying for a postgraduate qualification,
such as TU Dublin's MSc in Applied BIM and Management
[38]. Encouragingly when cross-referenced against
organisation size, one could see that SMEs have also sought
certification (Figure 3).
Only 17% of the sample had availed of any financial
support from Enterprise Ireland under the BIM Enable or BIM
Implement programmes in recent years. 28% of the
organisations represented were unaware that this funding
existed.
When asked about their usage of BIM presently, 42% see it

Micro (<10)

11%
33%

Small (10-49)
27%

Medium (50-249)
Large (+250

29%

Figure 2: Size category of employer

Figure 3: Certification against organisational sizes
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as strategically important to their business. A further 32% were
aware and regularly used BIM, while 22% did not use BIM
extensively. All organisations sizes have a large cohort that
either see BIM of strategic importance or are using it
extensively. The respondents were asked what deficits, if any,
need to be addressed before the introduction of a BIM mandate
in Ireland. A total of 52 organisations responded, and a
summary of the feedback is categorised under four themes:


Vision and Support: The Irish government needs to
communicate a clear and consistent requirement for BIM
with a precise scope of works. This must be matched with
resources and support for SMEs. This vision must
empower local authorities to play a key support role.
 Standard and Contracts: The adoption of consistent
standards and alignment of procurement frameworks to
BIM processes is essential. These new contracts must
embrace collaboration and integrated project delivery
(IPD). Standards and guidelines should provide a focus on
common data environments (CDE), asset requirements,
legal protocols, object libraries and exchange information
requirements. ISO 19650 was strongly voiced as the
preferred standard. The current suite of documents
produced by the RIAI was also seen as a viable starting
point for a standardised set of templates.
 Financial Assistance for Hardware and Software
Resources: There must be a reduction in software cost or
a contribution towards it. Grants for hardware costs and
IT infrastructure must match BIM requirements.
 Education and Training: The training of public bodies
in BIM awareness with a focus on client requirements is
also vital. The upskilling of staff in both associated BIM
software and processes is meshed with a call to empower
BIM-ready staff to take a leadership role. This training
will establish a greater awareness of digital workflows at
early design stages. This will help establish a
collaborative and consistent approach to data
management.
The final question sought to investigate if organisational
attitudes towards the importance of digital technology and BIM
has changed in light of COVID-19. A total of 62% of the
sample indicated that the current crisis had increased the value
of digital technologies within their organisation. 60% of
respondents who previously stated that they did not use BIM
extensively now see digital technologies becoming a crucial
part of their business model in the future. Many organisations
said that they already understood the critical importance of
effective information management; however, with the arrival
of the COVID-19 pandemic, this only served to accelerate their
digital adoption plans. Some organisations noted that although
there is an emphasis on digital technology, such as virtual
meeting applications, there has been no push or advancements
regarding BIM, as they do not see the value in it. Other
organisations which were not as advanced have now
experienced the introduction of technology that was previously
deemed unnecessary. Upper management has witnessed how
online working can enable better remote communication with
internal staff and external project participants. BIM has helped
in this regard as it allows the team to understand the design
intent more easily compared to traditional 2-D drawings.
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Despite the findings of this survey, recent reports released
in 2020, such as the Economic analysis of productivity in the
Irish construction sector [41], highlight that a strong appetite
to embrace technology advances is evident; however, there has
been a low uptake of funding and training supports for
technology and innovation development. The CSG has also
outlined the need for the industry, particularly SMEs and small
firms, to increase investment in innovation and technology to
spur the next wave of growth based on a foundation of digital
adoption [42]. To achieve this they have made
recommendations for the Department of Public Expenditure
and Reform to establish and fund Build Digital which will
comprise of an online portal which acts as a single source of
expertise on BIM, to include advice and guidance, standardised
templates and tools, education and training resources. The
results from this survey have further reinforced these findings
and identify key actions that will be required to ensure a
successful mandate.
4

EXEMPLAR BIM PROGRAMMES

While the Irish government must address a series of key actions
before a mandate can take full effect, there are other
jurisdictions from which they can learn. One of the key requests
amongst the survey responses is for a vision, backed by
funding, to assist with software and hardware purchases.
Lessons can be taken from the UK BIM Mandate, which was
endorsed by H.M.’s government in the 2017 Autumn Budget,
up to £5.4 million. This enabled a number of commitments to
be realised to support the evolution of the successful UK BIM
Programme. This is in partnership with the £16 million in
funding released in 2016. The Construction Scotland
Innovation centre received almost £11 million of core funding
to support the sector to innovate, modernise and grow from
government funding. The Scottish Futures Trust (SFT) was
given the responsibility of managing the Scottish BIM
programme and has delivered a plethora of resources primarily
available through their open BIM portal. The Finnish
Government KIRAdigi programme helped to digitise the
construction industry using a total budget of €16 million, with
50% matching funding by industry. The French digital
transition plan received €20m in funding and was designed to
support the transition of all construction sector bodies that
participated in the programme [39, 40].
This funding, received from the respective governments, has
helped provide the education and training that has proved vital
for these international AEC sectors. It has enabled guidelines
and templates to be created that have assisted in creating a clear
vision and understanding for all involved. Portals, such as the
one established by the SFT, have provided key resources for
SMEs that have secured a gateway for them to begin their BIM
journey.
5

CONCLUSIONS

This paper has highlighted that the Irish construction industry
is adequately positioned to respond to a mandate, as there are
already in existence training solutions from HEIs and software
providers, industry roadmaps, CPD events, internationally
recognised conferences, certification routes, as well as
templates and guidance documents. These are all
complemented through a broad selection of government
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publications all endorsing BIM. Industry and academic
publications, research outputs, seminars and workshop
presentations have been promoted through professional
institutions. With the current Covid-19 crisis, organisations are
accelerating their digital agendas and beginning to realise the
relevant benefits that digital tools can offer them. This, by
default, has further positioned the industry to respond
positively to a potential mandate. With these resources and
frameworks readily in place, the next step is the delivery of a
clear and concise vision from the government that will need to
be backed by a roadmap, standards, guidelines and legal
protocols. These, it could be argued, are largely in place
through existing ISO standards, institutional templates, and the
NBC Roadmap and any shortfalls in this respect could be
developed in the interim until a mandate is invoked. These
resources could also provide the initial starting point for the
proposed Build Digital initiative. The most critical factor for
the mandate to be successful is adequate funding, with a focus
on providing guidance and training resources for clients and
SMEs.
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