We observe (Yt) at times i=n, i = 0; : : : ; n, in the parametric stochastic volatility model dYt = (Â; W . The sample size n increases not because of a longer observation period, but rather, because of more frequent observations. We prove that the unusual rate n −1=(4H +2) is asymptotically optimal for estimating the onedimensional parameter Â, and we construct a contrast estimator based on an approximation of a suitably normalized quadratic variation that achieves the optimal rate.
1. Introduction
Statistical model
We are interested in statistical inference in a stochastic volatility model driven by a fractional Brownian motion. For i = 0; : : : ; n we observe at times i=n a one-dimensional stochastic process (Y t ) of the form
where (W t ) is a standard Brownian motion and ( t ) is unknown and stochastic, in the sense that
where (W H t ) is a fractional Brownian motion (fBM for short), independent of (W t ), with Hurst parameter H ¿ 1 2 . The function is known up to a parameter Â lying in a compact interval = [Â − ; Â + ] ⊂ R. The law of the data (Y i=n ; i = 0; : : : ; n) is denoted by P n Â .
Goal
Recovering Â from data (Y i=n ) is the objective of the paper. A rate v n → 0 is said to be achievable if there exists an estimatorÂ n such that the normalized error
is bounded in P 
where the inÿmum is taken over all estimators. We prove in the paper that the unusual rate v n (H ) := n −1=(4H +2) is optimal for the sequence of experiments (P n Â ; Â ∈ ). This means that (3) and (4) agree, with v n = v n (H ). We exhibit an optimal estimator based on approximations of integrated functions of fractional Brownian motion. These approximations may have some interest for their own.
High-frequency data
There are several ways to discretize (Y t ), whether we allow the experiment duration to grow with n or not. As soon as we want to relax any assumption about ergodicityfor modelling reason, say-and/or if we think of statistical experiments living over a ÿxed time period, we are led to the high-frequency data framework, where the time between two data is of order 1=n. For related estimation problems in stochastic volatility models with a di erent asymptotic framework, we refer to Genon-Catalot et al. (2000a,b) .
Maximum likelihood estimator
Conditional on (W 
with p(x; a) = (2 a) −1=2 exp(−(x − a) 2 =2). A consequence is that the maximum likelihood estimator is not tractable. Formula (5) can be misleading: a naive guess that the conditional Fisher information (which is of order n) and the true (unconditional) information are of the same order is wrong! This is why we take a di erent route for constructing an estimator and proving a lower bound in this model.
Results
We say that a real-valued function belongs to C l P if it is C l and dominated, along with its mixed derivatives up to order l, by a polynomial.
and for all x ∈ X and Â ∈ : b(Â; x) ¿ 0.
Assumption C. For all x ∈ X and Â ∈ : @ Â b(Â; x)=b(Â; x) ¿ 0.
is achievable. Moreover, the estimatorÂ n , explicitly constructed in Section 3.2 and given in (12)-(15) achieves the rate v n (H ). The accuracy v n (H ) is slower by a polynomial order than the usual n −1=2 of regular parametric models. Our next result shows that, under a further restriction on the nondegeneracy of the model, this result is indeed optimal.
is a lower rate of convergence.
Several remarks are in order:
(a) Assumption A stands for the regularity of the model. It is not minimal, but ensures that standard computations are straightforward. (b) Assumption B ensures the invertibility of the function (Â; ·), so that the paths of ( t ) roughly behave like that of (W H t ). Indeed, the resulting function b(Â; ·) may be understood as a di usion coe cient, see Section 3. (c) Assumption C is a standard identiÿability condition, as soon as we understand b(Â; ·) as a kind of di usion coe cient. (d) Theorems 1 and 2 extend former results of Gloter (2000) and Ho mann (2002) obtained for the case H = 1 2 . However, the cryptic rate n −1=4 obtained for the Brownian case can now be linked to the smoothness H of fractional Brownian motion via the formula n −1=(4H +2) . (e) Extension to other loss functions and/or to multidimensional parameter space is presumably possible, at a further technical cost.
Organization of the paper
In Section 2, we present an approximation result for integrated quadratic functionals of Brownian motion (Theorem 3) that is the cornerstone for our construction of an estimator, explicitly given in Section 3. Sections 4, 5 and 6 successively prove Theorems 3 and 1, and should be read in that order. Section 6 proves Theorem 2. Appendix A contains auxiliary useful technical results.
The notation c will be extensively used to denote a constant that may vary from line to line. The constant c will always be continuous in its arguments (if any), so it will be implicit that upper bounds involving c are uniform in parameters that are omitted in the notation but that live on compact sets.
Some approximations
For a continuous process (X t ) with t ∈ [0; 1], we deÿne, for N ¿ 1 
We base approximation schemes on generalized di erences (see Istas and Lang, 1997) . Let a = (a 0 ; : : : ; a p ) ∈ R p+1 be such that for some positive integer m(a)
for k = 0; : : : ; m(a) − 1: 
We deÿne, for i = 0; : : : ; N − p − 1, the generalized di erence
The integer m(a) is called the order of the di erence. For instance, the usual di erence a = (−1; 1) is of order 1, andã = (1; −2; 1) is of order 2. Following Istas and Lang (1997) , we choose a di erence a with order greater or equal than 2.
2.1. An asymptotic result 2.1.1. Model Let us be given on a probability space ( ; A; P) a fractional Brownian motion (W H t ) with Hurst parameter H ∈ (0; 1), that is, a centred Gaussian process with covariance
where 
We further restrict the parameter t to the time interval [0; 1]. We are interested in the asymptotic behaviour of functionals of the type
for (X t ) of the form X t = f(W H t ), with smooth enough f and test function h. For h = 1, V N (h) appears as a kind of renormalized quadratic variation, based on discrete local averages.
Convergence result
Theorem 3. Let H ∈ ( 1 2 ; 1) and
where Ä = Ä a; H is an explicit constant given in (20). Assume that f ∈ C 2 P and h ∈ C 1 P . The sequence of random variables
is bounded in L 1 (P).
Remark. For appropriate coe cients, extension to fractional Brownian di usions of the form
is then possible, deÿning f as an inverse of x x x0 b(u) −1 du and removing the drift by a change of probability, but this lies beyond the scope of the paper. Recommended references for stochastic calculus with fBM are Decreusefond and Ust unel (1999) , Carmona et al. (2003) and the references therein.
Construction of an estimator
Using Section 2, we are able to construct a contrast estimator that achieves the optimal rate in model (1), (2). Recall that we observe Y i=n for i = 0; : : : ; n with
Consistently with the previous section, we deÿne
By Assumptions A and B, the process (X t ) solves the stochastic di erential equation (11) with b = b(Â; ·) as deÿned in Assumption B and = 0, but we will not exploit this fact further on.
Preliminaries
Pick an integer N = N n ¡ n, to be speciÿed later, and deÿne j i := [in=N n ] for i = 0; : : : ; N n − 1. Set m = m n := [n=N n ] ¿ 1, where [x] stands for the integer part of x. Clearly, j i+1 − j i ∈ {m n ; m n + 1}.
For i = 0; : : : ; N n − 1, deÿnê
TheX i 's may be seen as approximation variables for X i based on data Y i=n , i =0; : : : ; n. It is tempting to introduce an approximate quadratic variation like (10) when a X i is replaced by a X i . However, such a quantity presents a bias toward its expected limit, and we need to introduce an appropriate correction term. We deÿne the unbiased quadratic variation
where a 2 is the Euclidean norm of the vector a that speciÿes the generalized di erence.
The estimator
We introduce a contrast function based on the approximation of X i=Nn byX i . But it may well happen thatX i ∈ X although X takes values in X. We therefore need a smooth continuation of b(Â; ·) outside X. Pick a compact interval X 0 such that 2 ( ; 0) ⊂Ẋ 0 ⊂ X 0 ⊂ X and let be a C ∞ function on R such that (x) ¿ 0 for x ∈Ẋ 0 and (x) = 0 for x ∈ X 0 . We deÿne a family of contrast functions
where Ä = Ä a; H is the constant given in (20). Eventually, our estimator of Â iŝ
speciÿed by the tuning parameter
4. Proof of Theorem 3
The case of fBM
In this part, we are interested in integrated functionals of the trajectory of (W we note that (7) implies 06k;l6p a k a l |k − l| 2q = 0 for q = 0; : : : ; m(a) − 1 (17) and, for any odd q, by symmetry 06k;l6p
Before stating the main result of the section, we compute an expression for the covariance structure of the process 
and for j 6 0, a; H (j) := a; H (−j). Finally, deÿne
Lemma 1. We have
The proof is given in Section A.2.
Quadratic variation for integrated fBM
For a real function h, let us deÿne
By looking at Lemma 5, we can anticipate and see that it is su cient to establish the bound
The main di culty comes from the fact that stochastic calculus does not yield simple expansions for a quantity like ( a W 
Then
For two centred normal variables Z; Z with same variance v and covariance k, we have
2 . By Lemma 1, we get
Therefore, the remainder of the proof amounts to show that the series −1 |x| 2H +2 . Since j ¿ p + 2, we avoid the singularity of w at zero, and by a Taylor expansion of order 5 around k + j − l − 1, we have
Using thatã is a generalized di erence of order 2-recall (7)-we deduce (
The expression of w (5) clearly implies that Now, by (27) , it is su cient to establish the convergence of the squared sum of (r) a; H (j) := 06k;l6p a k a l w (r) (k − l + j − 1) for r = 2; 3; 4:
We ÿx r ∈ {2; 3; 4}. Writing again a Taylor expansion of order 3 around (j − 1) for
By (17) and the choice m(a) ¿ 2,
Expansion in the Schauder basis
The proof of (24) relies on the fact that S n (h) is linear with respect to t h(W H t ). In order to exploit this linearity, we expand (W H t ) in a wavelet basis with random coe cients, following the approach of Ciesielski et al. (1993) , see Section A.1.2. We then prove (24) by applying a slight modiÿcation of the previous lemma to the low-frequency part of the expansion. , where k; k ; j 0 ¿ 1, k = k . Then, there exists c ¿ 0 such that for any N; j 1 with 2 j1 6 N ¡ 2 j1+1 and j 1 ¿ j 0 , we have
Proof. Let I N := {i : k2 j1−j0 6 i 6 (k 2 j1+1−j0 ) ∧ (N − p − 1)}. Since (t) = 0 for t outside [k2 −j0 ; k 2 −j0 ] and 2 j1 6 N ¡ 2 j1+1 , we have
But the stationarity of ( a W H i ) i -see Lemma 1-implies that N ( ) has the same law as
where J N := {i : 0 6 i 6 (k 2 j1+1−j0 − k2 j1−j0 ) ∧ (N − p − 1 − k2 j1−j0 )}. Therefore, an application of Lemma 2 gives
Whence the lemma, up to a modiÿcation of c. 
Proof. The ÿrst part of (28) is obvious. For the second part, we just write a Taylor expansion for (61) and obtain, thanks to the assumption |h (x)| 6 K(1 + |x| K ) for some K ¿ 0 that
Existence of moments of any order for the supremum of fBM over the time interval [0; 1] (e.g. Ciesielski et al., 1993) and (9) yield the second part of (28).
Proof of Proposition 1
We are now ready to prove (24). The pointwise representation 
∞ N 6 cN: By Cauchy-Schwarz inequality and (28)
It remains to show that
Fix N ¿ 1 and let j 1 be the unique integer such that 2 j1 6 N ¡ 2 j1+1 . Consider ÿrst the case j 6 j 1 . Using Lemma 4, we get
Using Lemma 3 with an appropriate bound on j; k ∞ and on the support of j; k , we obtain
Hence, using H ¿ 1 2 , the sum j1 j=0 E{|S N;j |} is less than
Consider next the case j ¿ j 1 . The function j; k is supported on [(k − 1)=2 j ; k=2 j ], hence N ( j; k ) = 0 unless there exists some i ∈ {0; : : : ;
Since the length of [(k − 1)=2 j ; k=2 j ] is 2 −j , which is less than 2
, there is at most N values of k ∈ {1; : : : ; 2 j } such that N ( j; k ) = 0. Moreover, for such a k (with N ( j; k ) = 0), the sum deÿning N ( j; k )-see (26)-reduces to a single term, therefore
We derive
Summing these inequalities for j ¿ j 1 + 1 implies, using again H ¿ 1 2 , that the sum j¿j1+1 E{|S N;j |} is less than
Putting together (31) and (32), we obtain (30) whence (24). The proof of Proposition 1 is complete. We end this section by gathering previously used estimates that will prove useful in the following.
Lemma 5. Let h ∈ C 1 P (K). The following quantities are bounded by cN −1=2 in L 1 (P):
Proof. Using the regularity of h, the two ÿrst properties follow from H ¿ 
Proof of Theorem 3
We ÿrst establish the following two expansions:
where, for k ¿ 1
and h( X i ) = h(f( W H i )) + e i; N with, for k ¿ 1
For (34), using that m(a) ¿ 1, we write
A second-order expansion for f yields
where the remainder term e i; N fullÿlls (34). Using again that m(a) ¿ 1, Eq. (36) reduces to (33). The second expansion (35) follows easily from the regularity of f and h. Plugging (34) and (35) in (10)-recall (21)-gives
N ;
where e
(1)
Simple computations based on Eqs. (34) and (35) show that the expectation of |e 
Proof of Theorem 1

Preliminaries
Keeping up with the notation of Section 2, we set
Although we basically work with the law P n Â of the data Y i=n , it may well happen that we need to consider functionals of the whole trajectory of (X t ) in the limit. Therefore, we denote by P Â the joint law of (Y i=n ; X t ; i = 0; : : : ; n; t ∈ [0; 1]) on an appropriate probability space.
A ÿrst approximation result
Proposition 2. Consider a parametrization (h(Á; ·); Á ∈ ) such that h is in C 1 P as a function of two variables. Then
Proof. We ÿrst compute the di erence betweenX i and X i for large enough m n . Since the expression of conditional law of Y given X is fairly simple, we introduce the -ÿeld G X = (W H s ; 0 6 s 6 1). We rely on the following technical lemma Lemma 6. We haveX i = X i + E i; n , where the error terms E i; n satisfy:
(i) Conditional on G X , the random variables (E i; n ) i=0; :::; N −p−1 are independent under P Â .
(ii)
where for all l ¿ 1
n }:
Proof. By Itô's formulâ
We readily derive (i). The sum of the two integrals above is the conditional expectation of E i; n and is clearly bounded by 2m −1 n X ∞ whence the ÿrst part of (37). The second part follows from the regularity of and the integrability of sup t∈[0; 1] |W H t |. Eqs. (38), (39) and (iii) are obtained by direct computation onẼ i; n , the remainder terms proving negligible; the last point (iv) is straightforward.
Following Lemma 6, we write aX i = a X i + a E i; n . We plan to use the decompositionV
By Theorem 3, if we can prove show that for r = 1; : : : ; 4
which is of order N −1=2 n , we will obtain
For B
( 1) n (h), we set
Remark that by Lemma 6(i), conditional on G X , b i and b j are independent if |i − j| ¿ p + 1. Thus the conditional expectation of B
Using Cauchy-Schwarz and (39), we have that E{|b i b j |} 6 cN 
Therefore, the expectation of the second sum appearing in (41) is bounded by cN
For the remaining terms, by similar computation based on Lemma 6(ii), (iii) and (vi), we obtain, for r = 2; 3; 4
n (h)|} 6 cv(N n ; m n ):
Therefore, we have (40) and only the uniformity in within the expectation requires a proof. One can easily check that the two following conditions are valid and that they imply the result since is convex and compact:
Consistency
We heavily rely on Proposition 2, Lemmas 5 and 6 to derive the following estimates:
Next, set I n (h) := N −1 n
h(X i ) and I (h) := 1 0 h(X s ) ds. We have
and
These three properties imply the convergence in P Â -probability, uniformly in Â ∈ of the function C n (Á)-recall (13)-to the limit
The proof of the consistency ofÂ n , that is
follows from (45) in a classical way. We shall not pursue it here.
Proof of Theorem 1, completion
Note ÿrst that N 1=2 n is of order n 1=(4H +2) , i.e. the rate of convergence. Let U be an open set in . Since the distance d U between U and c is positive, by (46), we have
Next, we use that for ¿ 0, the set {N
Now, on the set {Â n ∈ (Â − ; Â + )}, by a ÿrst-order expansion aroundÂ n , we have for
Therefore, we have, for all c ¿ 0,
The remainder of the proof amounts to show that for all c ¿ 0:
and that for all j ¿ 0, there exists c such that
Straightforward computation show that
Using (42) and (43),
where
(For notational convenience, we further abbreviate @ Á b(Á; ·) byḃ(Á; ·).) Therefore only (47) needs to be proved. For (48), we compute the second derivative of Á C Â (Á):
In particular, for Á = Â, this quantity reduces to
By Assumption C,ḃ 2 =b 2 is bounded below on ×X 0 . From this, using 2 ( ; 0) ⊂Ẋ 0 on which is strictly positive, it can be seen that there exists c ¿ 0 such that
Noting that C Â (·) is Lipschitz continuous with a nonrandom Lipschitz constant independent of Â, there exists ¿ 0 such that
Now, due to the expression of G n (Â), we have that P n Â {G n (Â) 6 c} is less than
Using (46), (42), (44) and (49) 
which is the desired result.
Lemma 9. For all H ∈ [ 1 2 ; 1), there exists a linear approximation operator P N : C 0 → C 0 that satisÿes the following properties:
For f ∈ C 0 and y 0 ∈ R, let Q n f; y0 denote the law of the n-dimensional random vector X n = (X i=n ; i = 1; : : : ; n), with
and where W is the Brownian motion deÿned in the previous section. The following estimate can be found in Ho mann (2002) .
2 and for some
Let T : E → E be measurable map on a probability space (E; E; ) such that T −1 (E) = E. Let F 1 and F 2 be two positive functions on E.
Lemma 11. Assume that
for all ∈ [0; 1). Next, using that the sum of F 1 and F 2 • T is bounded below by on A and denoting by A the probability measure (A) −1 A · d , the RHS of the last inequality is bounded below by
By Chebyshev's inequality, we further bound this last term from below by
where · TV denotes the variational distance. The conclusion follows by applying the transport inequality − T 
Proof of Theorem 2
Let ' n := n −1= (4H +2) . Pick an open set U in and let
for n ¿ 1 and a su ciently small constant ¿ 0. Using max ¿ =2, for any estimator F and any C ¿ 0, we bound the maximal risk
where P n Â; ! (·) denotes the law of (Y i=n ; i = 1; : : : ; n), conditional on W H = !. We plan to use Lemma 11 to bound (55) from below.
Control of the conditional perturbation
In order to apply Lemma 11, we ÿrst need a lower bound for the term under the integral in (55) when we formally replace P n Ân;! by P n Ân;Tn(!) for an appropriate perturbation T n .
By a change of probability argument and the triangle inequality, it is classical to show that, for large enough n and for all ¿ 0
We ÿrst plan to apply Lemma 10 with
Since is compact, the term | (Â 0 ; ! t ) 2 − (Â n ; T n (!) t ) 2 | is less than
We therefore need to bound (56) in L 2 norm. By Taylor's approximation, the fundamental term (Â n ; T n (!) t ) − (Â 0 ; ! t ) can be written as
where the remainder term r n [!](t) satisÿes
However, in order to apply Lemma 10, we need that ÿrst-and second-order terms cancel in the above expansion. Indeed, 
up to a remainder termr n [!](t) which also has property (58). However, the transform T
n is such that W H and T
n W H are mutually orthogonal, therefore D(W H ; T
n W H )= ∞ and we will not be able to apply Lemma 1 in a second part. Therefore, we consider instead a low frequency approximation of the di erence T (0) n (!) − ! which still encompasses the approximation requirements of Lemma 10. Set N n := n 1=(2H +1) and let
be a nonanticipative approximation operator satisfying the properties of Lemma 9. Eventually, we set
By Assumptions A and B, the mapping G(·) and (·) are regular enough so that the following approximation properties hold: We are now ready to apply Lemma 10, for ! ∈ A(m 1 ; m 2 ). We take and we check that, for large enough n, we have that f 
