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Terdapat berbagai jenis gandum yang tersebar didunia. Biasanya membutuhkan waktu yang cukup lama untuk 
mengenali jenis bibit gandum dengan cara manual dikarenakan bibit-bibit gandum memiliki fisik yang terlihat sama 
dengan lainnya. Salah satu metode yang dapat digunakan adalah  Artificial Neural Network. Pada penelitian ini, data 
yang digunakan adalah data sekunder berupada data dari variabel ciri-ciri fisik dari bibit gandum. Jenis bibit gandum 
yang diklasifikasi berjumlah 3. Untuk mendapatkan arsitektur ANN yang baik perlu dilakukan uji coba dengan 
melakukan pelatihan dan uji coba arsitektur terhadap data uji. Pada penelitian ini, dirancang 5 arsitektur ANN  Dengan 
membandingkan ke 5 arsitektur ANN, didapatkan bahwa arsitektur yang terdiri atas 3 lapisan, dan 4 lapisan lebih 
tepat dalam klasifikasi jenis bibit gandum. Akurasi yang didapatkan oleh ke-2 arsitektur Artificial Neural Network 
berturut-turut adalah 90% dan 90%. 




There are various types of wheat scattered in the world. Usually it takes a long time to recognize the type of wheat seed 
by manual method because wheat germ has a physical appearance that looks the same as others. One method that can 
be used is an Artificial Neural Network. In this study, the data used were secondary data which consisted of data from 
the variable physical characteristics of wheat germ. The types of wheat seeds that are classified are 3. To get a good 
ANN architecture, it is necessary to conduct trials by conducting training and architectural testing of the test data. In 
this study, 5 ANN architectures were designed. By comparing the 5 ANN architectures, it was found that the architecture 
consisting of 3 layers and 4 layers was more appropriate in the classification of wheat germ types. The accuracy obtained 
by the 2 Artificial Neural Network architectures is 90% and 90%, respectively. 
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Gandum adalah salah satu makanan pokok manusia, pakan ternak dan bahan industri. Makanan 
pokok ini adalah sekelompok tanaman serelia dari suku padi-padian yang kaya akan kabohidrat. Gandum 
sering digunakan untuk memproduksi tepung terigu, pakan ternak, dan lain-lain. Terdapat berbagai jenis 
gandum yang tersebar di dunia (Widowati, Khumaida, Ardie, & Trikoesoemaningtyas, 2016).   Pengenalan 
jenis bibit-bibit gandum menggunakan cara manual yang biasa dinilai oleh para ahli membutuhkan waktu 
yang cukup lama. Hal ini diakibatkan terkadang jenis-jenis gandum memiliki fisik yang terlihat sama dengan 
jenis gandum lainnya sehingga sulit untuk membedakannya secara manual (Agrawal & Dahiya, 2018). 
Pada penelitian yang dilakukan oleh Maglozata Charytowics, jenis gandum dapat dideteksi melalui 
morfologi gandum yang didapatkan melalui citra x-ray. Penelitian ini membedakan jenis gandum dengan 
melakukan analisa terhadap luas, keliling, kepadatan, panjang dari kernel, lebar dari kernel, koefisien 
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asimeteri, dan panjang alur dari bibit gandum. Dengan analisa terhadap data-data tersebut, penulis berhasil 
membedakan jenis-jenis gandum (Charytanowicz et al., 2010).  
Pada penelitian ini akan digunakan metode Artificial Neural network (ANN) untuk melakukan 
klasifikasi jenis bibit gandum. ANN merupakan salah satu cabang dari kecerdasan buatan dan menjadi salah 
satu alternatif untuk memecahkan masalah dan banyak diminati saat ini. ANN mempunyai kemampuan 
untuk memecahkan masalah yang berkaitan dengan pola atau klasifikasi dengan menyimpan pengetahuan 
yang didapatkan dari hasil proses pelatihan. Proses pelatihan dilakukan berdasaran data history yang telah 
didapat, lalu dihasilkan experience data yang dipresentasikan pada decision Boundary untuk mencapai nilai 
keluaran (Lestari & Van FC, 2017). Salah algoritma pelatihan pada ANN adalah backpropagation.  
Beberapa penelitian sebelumnya yang menggunakan ANN dengan algoritma Backpropagation adalah 
klasifikasi bunga (Kholis, 2015), kualitas air (Sulaiman, Hakim Ismail, Adib Mohammad Razi, Shalahuddin 
Adnan, & Ghazali, 2019), jenis e-mail (Saritas & Yasaar, 2019), jenis tanah, dan lain lain (Nafisah, 
Puspitodjati, & Wulandari, 2008).  Dari penelitian tersebut, terlihat bahwa ANN dapat digunakan untuk 
menyelesaikan masalah klasifikasi. 
Dibandingkan metode klasifikasi seperti Naïve Bayes (Saritas & Yasaar, 2019), Logistic 
Regression(Eftekhar, Mohammad, Ardebili, Ghodsi, & Ketabchi, 2005), ANN memiliki performasi yang lebih 
baik dibandingkan metode tersebut. Hal ini terlihat dimana pada perbandingan terhadap metode Naïve 
Bayes dan Logistic Regression nilai akurasi ANN lebih dibandingkan dibandingkna metode tersebut  
 
II. METODE PENELITIAN  
Untuk menyelesaikan masalah tersebut, maka prosedur dalam penelitian ini adalah sebagai berikut: 
1. Pengumpulan Data 
Data yang digunakan pada penelitian ini adalah data sekunder. Data ini didapatkan melalui website 
Machine learning UCI dengan alamat website https://archive.ics.uci.edu/ml/datasets/seeds.  
Data jenis gandum yang digunakan berjumlah 199. Data set ini memiliki variabel luas, keliling, 
kepadatan, panjang dari kernel, lebar dari kernel, koefisien asimeteri, dan panjang alur dari bibit gandum.  
2. Praproses Data 
Praproses data adalah tahap yang penting dalam penelitian. Beberapa metode yang dilakukan pada 
proses ini adalah:  
a. Normalisasi. 
Metode normalisasi yang digunakan adalah Z-score Normalization. Z-score Normalization adalah 
metode normalisasi berdasarkan rata rata dan deviasi standart dari data. Rumus Z-score 





b. Pengelompokan Data 
Pengelompokan data adalah proses mengelompokan data menjadi beberapa kelompok yaitu data 
latih dan data uji. Tujuan pengelompokan data adalah menguji model Neural Network berdasarkan 
data latih terhadap data uji. Rasio pemisahan untuk data latih dan data uji adalah 4:1. 
3. Pemodelan  
ANN adalah salah satu metode untuk menyelesaikan masalah dengan meniru cara kerja otak manusia 
dengan proses pembelajaran (Kholis, 2015). Backpropagation  adalah salah satu model dari ANN yang 
menggunakan superviced learning. Backpropagation memiliki proses pembelajaran maju dan perbaikan 
kesalah secara mundur. Model ini sering digunakan untuk proses prediksi, pengenalan dan peramalan 
(Suhartanto, Dewi, & Muflikhah, 2017). 
Pelatihan Backpropagation melibatkan tiga tahap yaitu umpan-maju pelatihan pola masukan, 
komputasi dan perambatan-balik galat, serta perubahan bobot. Setelah pelatihan, aplikasi jaringan hanya 
melibatkan tahap komputasi umpan-maju.  
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Gambar 1. Arsitektur Neural Network 
Backprogation mempunyai 3 lapisan yaitu : input, hidden dan output. Pada lapisan input tidak terjadi 
proses komputasi, yang terjadi adalah proses pengiriman sinyal ke lapisan hidden. Proses komputasi 
terhadapa bobot dan bias terjadi pada lapisan hidden dan output. Perhitungan output dari hidden dan output 
tersebut berdasarkan fungsi aktivasi (Suhartanto et al., 2017). 
Fungsi aktivasi berfungsi untuk menentukan keluaran. Beberapa fungsi aktivasi yang digunakan 
adalah :  
a. Rectifier Linear Unit (RELU) 
Fungsi Relu adalah adalah fungsi aktivasi yang telah baynak digunakan untuk proses pembelajaran. 
Relu menggunakan operasi ambang atas dimana elemen yang bernilai kurang dari nol ditetapkan 
ke nilai 0. Kelebihan dari fungsi Relu adalah pengurangan waktu pelatihan dan pengujian yang 
signifikan (Nwankpa, Ijomah, Gachagan, & Marshall, 2018). 
 
Gambar 2. Fungsi Aktivasi RELU 
b. Softmax 
Fungsi Softmax adalah fungsi aktivasi menggunakan untuk menghitung probabilitas dari sebuah 
kejadian. Fungsi Softmax menghasilkan nilai antara 0 sampai 1. Fungsi Softmax digunakan dalam 
model multi-kelas di mana fungsi ini mengembalikan probabilitas masing-masing kelas, dengan 
kelas target memiliki probabilitas tertinggi. Fungsi aktivasi dapat dihitung menggunakan 




− (1.12)… (2) 
4. Pelatihan 
Proses pelatihan adalah proses melatih model yang telah disusun arsitekturnya pada proses 
permodelan terhadapa data latih. Pelatihan akan direncanakan akan dilakukan sebanyak 1000 iterasi.   
5. Pengujian 
Pengujian dilakukan dengan menguji model yang telah dilatih menggunakan backprogation terhadapa 
data uji. Fungsi proses ini untuk menganalisa apakah model yang dilatih sudah cukup baik dalam 
mengklasifikasi jenis bibit gandum. Pengujian akan dipaparkan menggunakan metode coffusion matrix. 








Gambar 3. Prosedur Penelitian 
 
III. HASIL DAN PEMBAHASAN 
A. Hasil 
1. Praproses Data 
Data yang digunakan pada penelitian ini adalah data sekunder yang dapat diunduh melalui website 
Machine Learning UCI dengan alamat https://archive.ics.uci.edu/ml/datasets/seeds. Data berjumlah 199 
data yang terdiri atas beberapa kolom yaitu : luas, keliling, kepadatan, panjang dari kernel, lebar dari kernel, 
koefisien asimeteri, panjang alur dari bibit gandum dan jenis bibit gandum.  
Data yang akan digunakan sebagai input adalah luas, keliling, kepadatan, panjang dari kernel, lebar 
dari kernel, koefisien asimeteri, panjang alur dari bibit gandum. Sedangkan untuk target, data yang 
digunakan adalah jenis bibit gandum. Pada dataset jenis bibit gandum dengan terdiri atas 3 jenis dengan nilai 
berupa 1,2, dan 3. Jenis bibit gandum ini akan dilabel menjadi 1,2,dan 3 sesuai dengan jenisnya. 
 
Gambar 4. Data Penelitian 
Sebelum melakukan pelatihan, akan dilakukan normalisasi kepada data input. Metode yang digunakan 
adalah Z-score Normalization. Target akan diubah menjadi variabel dummy, dimana setiap kolom 
menyatakan nilai target dari tersebut. Hasil normalisasi dan variabel dummy adalah sebagai berikut. 
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Gambar 5. Hasil Normalisasi 
 
Gambar 6. Hasil Pengubahan Target Menjadi Variabel Dummy 
2. Permodelan 
Pada penelitian model yang digunakan berjumlah 5. Fungsi aktivasi Relu digunakan pada lapisan 
tersembunyi (hidden layer) sedangkan fungsi aktivasi sigmoid digunakan pada lapisan output (output layer). 
Arsitektur dari model Artificial Neural Network yang digunakan dalam percobaan pada penelitian ini adalah 
sebagai berikut:  
a. Model 1 
Arsitektur pada model 1 terdiri atas 3 lapisan yaitu 1 lapisan input, 1 lapisan tersembunyi, dan 1 
lapisan output. Pada lapisan tersembunyi, neuron yang digunakan berjumlah 8. Parameter yang 
dilatih pada model ini berjumlah 100. 
b. Model 2 
Arsitektur pada model 2 terdiri atas 3 lapisan yaitu 1 lapisan input, 1 lapisan tersembunyi, dan 1 
lapisan output. Pada lapisan tersembunyi, neuron yang digunakan berjumlah 16. Parameter yang 
dilatih pada model ini berjumlah 196.  
c. Model 3 
Arsitektur pada model 3 terdiri atas 4 lapisan yaitu 1 lapisan input, 2 lapisan tersembunyi, dan 1 
lapisan output. Pada lapisan tersembunyi pertama, neuron yang digunakan berjumlah 16, 
sedangkan pada lapisan tersembunyi kedua neruron yang digunakan berjumlah 8. Parameter yang 
dilatih pada model ini berjumlah 300. 
d. Model 4 
Arsitektur pada model 4 terdiri atas 4 lapisan yaitu 1 lapisan input, 2 lapisan tersembunyi, dan 1 
lapisan output. Pada lapisan tersembunyi pertama, neuron yang digunakan berjumlah 32, 
sedangkan pada lapisan tersembunyi kedua neruron yang digunakan berjumlah 16. Parameter 
yang dilatih pada model ini berjumlah 852.  
e. Model 5.  
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Arsitektur pada model 5 terdiri atas 5 lapisan yaitu 1 lapisan input, 3 lapisan tersembunyi, dan 1 
lapisan output. Jumlah neuron yang digunakan pada setiap lapisan tersembunyi masing masing 
adalah 32,16, dan 8. Parameter yang dilatih pada model ini berjumlah 956.  
 
Gambar 7. Arsitektur Model  
3. Pelatihan 
Pelatihan model terhadap data pelatihan direncanakan dilakukan sebanyak 1000 iterasi. Pelatihan 
akan dihentikan ketika model telah mengalami overfitting.  Proses pelatihan akan divisualisasikan dalam 
bentuk grafik pada gambar dibawah ini. 
 
Gambar 8. Grafik Akurasi dan Loss Pelatihan   
 
4. Pengujian 
Pengujian model terhadap data uji akan divisualisasikan menggunakan metode confussion matrix. 
Hasil pengujian dapat terlihat pada tabel dibawah ini. 
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Tabel 1 Confussion Matrix Pengujian 
  
Model 1 Model 2 Model 3 Model 4 Model 5 
Predict Predict Predict Predict Predict 






1 9 2 1 9 2 1 10 1 1 9 2 1 0 0 12 
2 1 13 0 1 13 0 1 13 0 1 13 0 0 0 14 
3 2 0 12 0 0 14 1 0 13 1 0 13 0 0 14 
Dari hasil pengujian, data ditarik beberapa nilai evaluasi seperti presisi, recall, f-score dan akurasi. 
Berikut adalah nilai evaluasi dari setiap model dalam mengklasifikasikan jenis bibit gandum. 
 
Tabel 2 Nilai Akurasi 
 Model 1 Model 2 Model 3 Model 4 Model 5 
Akurasi 0.85 0.9 0.9 0.88 0.75 
 
Tabel 3 Perbandingan Nilai Akurasi 
  Model 1 Model 2 Model 3 Model 4 Model 5 
Presisi 0.85 0.9 0.9 0.87 0.9 
Recall 0.85 0.89 0.9 0.87 0.89 
F-1 Score 0.85 0.89 0.9 0.87 0.89 
 
B. Pembahasan 
Dari seluruh variasi arsitektur, model 2 dan model 3 dapat digunakan untuk melakukan klasifikasi 
jenis bibit menggunakan data ciri dari gandum. Model 2 dan model 3 memiliki performasi terbaik 
dibandingkan model lainnya. Akurasi yang didapatkan lebih tinggi dibandingkan dengan model lainnya yaitu 
90%. Perbandingan dari setiap model dapat dilihat melalui grafik perbandingan pada gambar dibawah ini.  
 
 
Gambar 9. Grafik Perbandingan Nilai Evaluasi 
Untuk menemukan arsitektur yang perfomasi yang terbaik, perlu mencoba berbagai arsitektur. 
Kedalaman ataupun jumlah parameter yang dilatih dari suatu arsitektur tidak akan menjamin perfomansi 
dari model tersebut. Arsitektur model 5 memiliki kedalaman lapisan yang paling dalam dengan parameter 
yang dilatih paling banyak. Pada saat pelatihan, tidak ada perubahan loss maupun akurasi yang terjadi.  Hasil 
klasifikasi menggunakan model ini juga paling buruk dimana akurasi yang didapatkan adalah 35%. Pada saat 











Model 1 Model 2 Model 3 Model 4 Model 5
Perbandingan Nilai Akurasi, Presisi, Recall dan F-1 
Score
Presisi Recall F-1 Score
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model gagal untuk melakukan klasifikasi. Pada arsitektur model 2, dan 3 memiliki arsitektur yang sangat 
berbeda, tetapi akurasi dapat sama yaitu 90%. Perbedaannya hanya berada pada nilai nilai evaluasi recall, 
dan f-score yaitu 0,01% dimana nilai tersebut sangatlah tidak signifikan.  
 
IV. KESIMPULAN 
Dari penelitian yang telah dilaksanakan, kesimpulan dapat diambil adalah dari 5 model yang 
diusulkan, terdapat 2 model yang tepat untuk kasus ini, yaitu model 2 dan model 3. Pengujian dari 2 model 
yang terbaik mendapatkan akurasi sebesar 90%. Berdasarkan percobaan tersebut kedalaman suatu 
arsitektur tidak akan menjamin performasi dari arsitektur tersebut.  
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