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Introduction
The topic of homological stability is well-known and deeply studied. Clas-
sically, given a sequence of groups or topological spaces {Xn}n∈N equipped
with maps ϕn : Xn //Xn+1, we call this sequence homologically stable over
a coefficient ring R if for each k ∈ N+ the map
(ϕn)∗ : Hk(Xn;R) //Hk(Xn+1;R)
is an isomorphism for all n greater than a certain stable range n0, possibly
depending on k.
The article by Church and Farb, Representation theory and homological
stability, offers a new viewpoint, giving us the chance to study a different
concept of stability, using instruments belonging to representation theory.
We can give different definitions, more or less strong, of representation sta-
bility, analyzing families of groups {Gn} of type Sn, GLn(Q), SLn(Q) or
Sp2n(Q), for which we have natural injective maps Gn ↪→ Gn+1. The irre-
ducible representations of Gn are classified, respectively, throughout parti-
tions, pseudo-partitions or double partitions and we will universally denote
them as V (λ)n, where λ will denote a partition, a pseudo-partition or a
double partition.
Given a sequence of groups {Gn}n∈N of one of the indicated type and a
Gn-representation Vn for all n ∈ N, with maps ϕn : Vn //Vn+1, we say that
the sequence {Vn}n∈N is consistent if the action of Gn “commutes” with ϕn.
A consistent sequence of Gn-representation is representation stable if there
exists a stable range n0 ∈ N such that for all n ≥ n0
1. ϕn : Vn // Vn+1 is injective;
2. the Gn+1-span of ϕn(Vn) is Vn+1;
3. given the decomposition in irreducible representations Vn =
⊕
λ cλ,nV (λ)n
(where the direct sum is extended on suitable partitions, pseudo-
partitions or double partitions), the multiplicities cλ,n are eventually
independent of n.
If the stable range n0 is independent of λ, we speak about uniform represen-
tation stability. Moreover, we can give a further refinement of this definition
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if we ask for a condition of “type-preserving”: given a subrepresentation
U ⊆ Vn such that U is isomorphic to the irreducible representation V (λ)n,
the space generated by the orbit of ϕn(U) under the action of Gn+1 is iso-
morphic to V (λ)n+1. In this case we speak about strong stability.
After the general introduction to representation stability, we will provide, ac-
cordingly to Stability patterns in Representation Theory by Sam and Snow-
den, a categorical framework in which we will be able to classify irre-
ducible objects in the category of stable representations of the “limit group”
G = ⋃n∈N+ Gn, developing this exposition in particular for the symmetric
group and the general linear group. Even if the framework for these two
particular cases is similar, we provide a separate analysis of irreducible com-
ponents, rather than a unitary discussion.
Once we have introduced the general theory, we will turn our attention
to some particular examples, as the (uniform) representation stability for
the cohomology of the pure braid group, giving, also thanks to the well
known characterization explained by Arnol’d in The cohomology ring of the
coloured braid group, an explicit calculation of the decomposition in irre-
ducible representations for the first cohomology groups, observing how the
direct computation becomes fastly quite complicated. Then, we will apply
the theory developed previously for the category of stable representation,
finding out the same irreducible components which we have computed in
explicit examples.
To give another application, with the aim of clarify the potentiality of this
new approach for the study of stability phenomena, we will also examine the
representation stability for Lie algebras. In this case, in particular, we will
focus on the specific case of free Lie algebras. Even here, we will apply the
results on stability patterns to find, in a different way, the same irreducible
components.
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Chapter 1
Classical groups and their
representations
In this preliminar chapter we will firstly remind the definitions of the classical
groups we will deal with during this work and the characterization of their
irreducible representations, throughout the concepts of partition, double
partition and pseudo-partition. For a wider discussion see [FH].
1.1 Classical groups
The symmetric group on n elements Sn is the group of permutations of these
elements.
The special linear group SLn (Q) is the group of n×n matrices with rational
coefficients and with determinant 1:
SLn (Q) = {M ∈Mat(n, n,Q) | detM = 1}
The general linear group GLn (Q) is the group of invertible n × n matrices
with rational coefficients:
GLn (Q) = {M ∈Mat(n, n,Q) | detM 6= 0}
The symplectic group Sp2n (Q) is
Sp2n (Q) =
{
M ∈Mat(2n, 2n,Q) | MTΩM = Ω
}
where the skew-symmetric matrix Ω is
Ω =
(
0 In
−In 0
)
This group is associated to the nondegenerate skew-symmetric bilinear form
Q (x, y) = xTΩy
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The hyperoctahedral group on n elements is the wreath product between
Z /2Z and Sn:
Wn = Z /2Z oSn
Namely, the hyperoctahedral groupWn is the semidirect product (Z /2Z)noσ
Sn, where the action is given by permutations of coordinates on (Z /2Z)n.
Since Sn is isomorphic to the group of permutation matrices, we can identify
Wn with the group of signed permutation matrices.
For all these groups we have natural inclusion maps. For example Sn
is included naturally in Sn+1 considering the isomorphism Sn ∼= Sn × S1 <
Sn+1, where the (n+ 1)-th element is considered as a fixed element. For
GLn (Q) we have the inclusion in GLn+1 (Q) by considering “left-upper cor-
ner inclusion”, that is the extension of a matrix A = (ai,j) ∈ GLn (Q) to the
matrix A˜ = (a˜i,j) ∈ GLn+1 (Q) for which
a˜i,j =

ai,j , 1 ≤ i, j ≤ n
1, i = j = n+ 1
0, otherwise
In other words, the matrix A is extended to A˜ by the identity matrix on the
last column and on the last row. Moreover we can easily check that both the
symplectic group and the special linear group are subgroups of the general
linear group.
1.2 Irreducible representations of the symmetric
group
In this section we recall the characterization of irreducible representations
of the symmetric group throughout the concept of partition.
A partition λ is a finite sequence of non-increasing natural numbers λ =
(λ1 ≥ · · · ≥ λl ≥ 0) such that
∑l
i=1 λi = n. We write |λ| = n or λ ` n. We
denote by len (λ) = l the lenght of the partition, namely the biggest i ∈ N
such that λi 6= 0. These partitions are identified with diagrams with l rows
and λi boxes in the i-th row. Two partitions λ, µ are equals if their nonzero
entries coincide. With the notation λ =
(
λk1
)
` n we will mean the partition
of n made of k copies of λ1: n =
∑k
i=1 λ1.
The irreducible representations of Sn are classified by the partitions of n: in
particular we denote by Vλ the irreducible representation corresponding to
the partition λ.
If λ ` k is a partition with lenght l, then for any n ≥ k + λ1 we can
define the padded partition as
λ[n] = (n− k, λ1, . . . , λl) ` n
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and moreover we denote V (λ)n := Vλ[n]. Every irreducible representation
of Sn is of this form for a unique partition λ.
1.3 Irreducible representations of the hyperocta-
hedral group
Similarly, we define double partitions to classify the irreducible representa-
tions of the hyperoctahedral group. A double partition of n is a couple of
partitions
(
λ+, λ−
)
such that |λ+|+ |λ−| = n.
Given any representation V of Sn, we may regard V as a Wn-representation
by pullback; in particular the irreducible Sn-representation Vλ yields the ir-
reducible Wn-representation V(λ,0). Moreover, let ν be the one-dimensional
Wn-representation which is trivial on Sn and which acts as the multiplication
by −1 on each factor Z /2Z; we define V(0,λ) := V(λ,0)⊗ν. The definitions of
these two particular representations allow us to define the general irreducible
Wn-representation: if λ+ ` k and λ− ` n− k, the irreducible representation
V(λ+,λ−) is obtained as the induced representation
V(λ+,λ−) = IndWnWk×Wn−k V(λ+,0)  V(0,λ−)
Even in this case, if λ =
(
λ+, λ−
)
is a double partition of k and if n ≥ k+λ+1 ,
we can define the padded partition as
λ[n] =
((
n− k, λ+
)
, λ−
)
and define V (λ)n = Vλ[n]. Every irreducible representation of Wn is of the
form V (λ)n for a unique double partition λ.
1.4 Weights
In this section we recall the theory of weights, that will be useful in what
follows. We skip the basic definitions about Lie algebras and Lie groups,
which can be found in [FH], part two.
Definition 1.4.1. Let g be a semisimple Lie algebra. A Cartan subalgebra
h ⊂ g is a subalgebra that is maximal among abelian and diagonalizable
subalgebras.
Definition 1.4.2. Given a semisimple Lie algebra g, a representation V of
g and a Cartan subalgebra h ⊂ g, an eigenvalue α ∈ h∗ of the action of h
on V is a weight of the representation. The correspoding eigenvectors and
eigenspaces are, respectively, the weight vectors and the weight spaces.
Definition 1.4.3. Given a semisimple Lie algebra g, the adjoint representa-
tion of this algebra is the map
ad : g −→ End (g)
X 7−→ ad (X) (Z) = [X,Z]
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The action of h on g through the adjoint representation leads us to the
Cartan decomposition
g = h⊕
(⊕
gα
)
where the sum ranges over a finite set of eigenvalues α ∈ h∗; these eigenvalues
are the weights of the adjoint representation, that are called the roots of the
Lie algebra; the corresponding subspaces gα are called root spaces. The set
of all roots is usually denoted by R ⊂ h∗. The action of h preserves each gα
and acts on it by scalar multiplication by the linear functional α ∈ h∗:
ad (H) (X) = α (H)X
Given an arbitrary g-representation V we can decompose this vector space
as
V =
⊕
α
Vα
where the sum is over a finite set of weights α ∈ h∗. Given a linear functional
ϕ ∈ R∗, we can decompose
R = R+ unionsqR−
where α ∈ R+ if and only if ϕ(α) > 0 and α ∈ R− if and only if ϕ(α) < 0.
Definition 1.4.4. A highest weight vector for a g-representation V is a v ∈ V
that is both an eigenvector for the action of h and it is annihilated by the
action of gα for all α ∈ R+. The corresponding weight is a highest weight
or dominant weight.
Lemma 1.4.5. Given a semisimple complex Lie algebra g, every finite-
dimensional representation V of g possesses a highest weight vector; more-
over the subspace W of V generated by the images of a highest weight vec-
tor v under successive applications of root spaces gβ for β ∈ R− is an ir-
reducible representation and each irreducible representation has a unique
highest weight vector (up to scalars).
Definition 1.4.6. A set {ω1, . . . , ωn} is made of fundamental weights if any
dominant weight can be expressed uniquely as a nonnegative integral linear
combination of them.
1.5 Irreducible representations of some matrices
groups
In this section we review the characterization of irreducible representations
for the special linear group, the general linear group and the symplectic
group.
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1.5.1 Irreducible representations of the special linear group
Every representation of SLn(Q) induces a representation of the Lie algebra
sln(Q), which consists of n-dimensional matrices with trace 0. Fixing a basis
we have a decomposition
sln(Q) = n− ⊕ h⊕ n+
where n− and n+ are respectively the subalgebra of strictly lower and strictly
upper triangular matrices and where h is the Cartan subalgebra of diagonal
matrices.
Let now Ei,i be the i-th elementary matrix, that is the diagonal matrix that
is everywhere zero except for the element in the i-th position of the diagonal,
that is 1. A basis for h is
{Ei,i − En,n | 1 ≤ i < n}
We obtain dual functionals
Li(Ej,j) =
{
1, j = i
0, j 6= i
and we can identify h∗ with the quotient
Q[L1, . . . , Ln]/(L1 + · · ·+ Ln)
The fundamental weights are ωi =
∑i
j=1 Lj . We can state that the irre-
ducible representations of sln(C) are the representations Γa1,...,an−1 identified
by the highest weight
a1L1 + (a1 + a2)L2 + · · ·+ (a1 + · · ·+ an−1)Ln−1
Let now µ a partition of n. The Schur functor is the functor that maps
a finite-dimensional vector space V on
Sµ(V ) = V ⊗n ⊗Q[Sn] Vµ
where Q[Sn] acts on V ⊗n by permuting the factors and where Vµ is, as usual,
the irreducible Sn-representation corresponding to µ. If dimV < len(µ),
then Sµ(V ) is the zero representation. If V is a representation of a group
G, the induced action makes also Sµ(V ) a G-representation. This kind of
object is also called Weyl’s construction.
The representation Sµ(Qn) is the irreducible sln(Q)-representation with high-
est weight
µ1L1 + · · ·+ µkLk
where k = len(µ). Two representations Sµ(Qn) and Sν(Qn) are isomorphic
if and only if λi − µi is constant for all i. In particular we have
Γa1,...,an−1 = Sλ(Qn)
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where
λ = (a1 + · · ·+ an−1, a2 + · · ·+ an−1, an−1, 0)
So, by the one-to-one correspondence between representations of a connected
and simply connected Lie groups and representations of its Lie algebra, if
λ is a partition such that len(λ) = k, then for any n > k every irreducible
representation of SLn(Q) is of the form
V (λ)n := Sλ(Qn)
for a unique λ.
1.5.2 Irreducible representations of the general linear group
Now we would like to find the irreducible representations of GLn(Q), refer-
ring to what we know about SLn(Q): in particular, we have to recognize the
role of the determinant.
Given λ a partition such that len(λ) ≤ n, Sλ(Qn) is an irreducible GLn(Q)-
representation. Denote by D the determinantal representation of GLn(Q),
that is the 1-dimensional representation which associates to a matrix its
determinant. We have D = ∧n V , where V = Qn is the standard GLn(Q)-
representation. Moreover we have, for any a ∈ N+
S(λ1+a,...,λn+a)(Q
n) = S(λ1,...,λn)⊗Da (1.1)
as GLn(Q)-representations. This equation allows us to extend the definition
of Schur functor over those non-increasing sequences µ1 ≥ · · · ≥ µm where
µm is possibly negative.
A pseudo-partition is a sequence of integers λ = (λ1 ≥ · · · ≥ λk) where
λi are allowed to be negative. We call
λ¯ = (λ1 − λk, . . . , λk−1 − λk)
the partition associated to the pseudo-partition λ. This is actually a parti-
tion, in fact, if λ is a partition, that is if λk > 0, then λi − λk > 0 for all
1 ≤ i < k; otherwise, if λk < 0, then λi − λk > 0 and λ¯ is still a nonin-
creasing finite sequence of natural numbers. So we can define the lenght of
a pseudo-partition as
len(λ) = len(λ¯) + 1
Thanks to the formula 1.1 we can also extend the definition of V (λ)n to
pseudo-partitions: given a pseudo-partition λ = (λ1 ≥ · · · ≥ λk) and any
n ≥ k, we define
V (λ)n := Sλ¯(Q
n)⊗Dλk
Every irreducible representation of GLn(Q) is of the form V (λ)n for a unique
psuedo-partition λ. Moreover the irreducible representation V (λ)n has high-
est weight λ1L1 + · · ·+ λkLk.
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1.5.3 Irreducible representations of the symplectic group
Finally we remind the classification of irreducible representation for the
symplectic group Sp2n(Q). For each 1 ≤ i < j ≤ d we have an Sp2n(Q)-
modules contraction
Πi,j : (Q2n)
⊗d −→ (Q2n)⊗d−2
v1 ⊗ · · · ⊗ vd 7−→ Q(vi, vj)v1 ⊗ · · · ⊗ vˆi ⊗ · · · ⊗ vˆj ⊗ · · · ⊗ vd
Let
(Q2n)[d] =
⋂
1≤i<j≤d
ker(Πi,j)
be the intersection of the kernels of these contractions. Since
σ
(
(Q2n)[d]
)
⊆ (Q2n)[d] ∀σ ∈ Sd
the subspace (Q2n)[d] ⊂ (Q2n)⊗d is an Sd-subrepresentation. Given a parti-
tion λ = (λ1, . . . , λk) ` d, for any n ≥ k we define
V (λ)n := S[λ]
(
Q2n
)
:= Sλ
(
Q2n
)
∩
(
Q2n
)[d]
Since both (Q2n)[d] and Sλ(V ) are subrepresentations of (Q2n)
⊗d over Sp2n(Q),
this space is an Sp2n(Q)-representation. Every irreducible representation of
Sp2n(Q) is of the form V (λ)n for a unique λ. Moreover its highest weight is
λ1L1 + · · ·+ λnLn.
1.6 Decomposition of classical construction
In this section we remind some results about the decomposition in irreducible
representations of some classical constructions, such as tensor products or
Schur functors, for the families of groups we speak about in this work. This
will be useful especially in section 2.2, where we will study stability proper-
ties for these constructions.
1.6.1 Cases GLn(Q), SLn(Q) and Sp2n(Q)
Here we examine the case of the general linear group, the special linear
group and the symplectic group. If other indication is not given, the reader
can find proofs of these results on [FH], in particular in chapter 6 for the
general and the special linear group and in chapter 25 for the symplectic
group.
First, we define the Littlewood-Richardson coefficients. Given a partition
η = (η1 ≥ · · · ≥ ηk) an η-expansion of a Young diagram is obtained by
adding η1 boxes with at most one box in each column, and putting the
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integer 1 in each of these η1 boxes; then adding similarly η2 boxes with a 2
and so on until ηk boxes with a k. Moreover this expansion is strict if, when
the integers 1, . . . , k are listed from right to left, starting with the top row
and going down, and when we look at the first t entries in this list for any
1 ≤ t ≤ η1 + · · ·+ηk, each integer p such that 1 ≤ p ≤ k−1 occurs at least as
many times as the next integer p+1. Given λ ` n and µ ` m the Littlewood-
Richardson coefficient Cνλ,µ is the number of ways the Young diagram for λ
can be extended to the Young diagram for ν by a strict µ-expansion
Proposition 1.6.1. Given a vector space V , given two partitions λ and µ
we have
Sλ(V )⊗ Sµ(V ) =
⊕
ν
Cνλ,µ Sν(V )
where the direct sum is extended over partitions ν ` |λ|+ |µ| and where Cνλ,µ
are the Littlewood-Richardson coefficients.
Proposition 1.6.2 (King’s decomposition). Given two partitions λ and µ
we have
S[λ]
(
Q2n
)
⊗ S[µ]
(
Q2n
)
=
⊕
ν
Dνλ,µ S[ν]
(
Q2n
)
where the direct sum is extended over partitions ν ` |λ|+ |µ| and where the
coefficients Dνλ,µ are independent of n and are given by an explicit rule:
Dνλ,µ =
∑
ζ,ξ,η
Cλζ,ξC
µ
ζ,ηC
ν
ξ,η
where the sum is extended over all partitions ζ, ξ, η and where the numbers
C ··,· are, as before, the Littlewood-Richardson coefficients.
Proposition 1.6.3. Let λ and µ be two partitions. We have
Sλ (Sµ V ) =
⊕
ν
Mνλ,µ Sν V
where the direct sum is extended over partitions ν such that |ν| = |λ||µ| and
where Mνλ,µ are certain coefficients independent of n = dimV .
Proposition 1.6.4 ([Ka], theorem 7). Let λ be a partition, let S[µ]
(
Q2n
)
be an Sp2n(Q)-irreducible representation. If |λ| len(µ) ≤ n, then we have
Sλ
(
S[µ]
(
Q2n
))
=
⊕
ν
Lνλ,µ S[ν]
(
Q2n
)
where the direct sum is extended over partitions ν such that len(ν) ≤ |λ| len(µ)
and where Lνλ,µ are certain coefficients independent of n.
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Proposition 1.6.5. Let λ be a partition. Then
Sλ(V ⊕ U) =
⊕
µ,ν
Cλµ,ν(Sµ V ⊗ Sν U)
where the sum is extended over all partitions µ and ν such that |µ|+|ν| = |λ|
and where Cλµ,ν are the Littlewood-Richardson coefficients.
Proposition 1.6.6. Let λ be a partition. Then
Sλ(V ⊗ U) =
⊕
µ,ν
Nλµ,ν(Sµ V ⊗ Sν U)
where the sum is extended over all partitions µ and ν such that |µ| = |ν| = |λ|
and where Nλµ,ν are coefficients defined as follows: let d = |λ|, let η ` d, let
Cη be the conjugacy class made of Sd-cycles which decomposition is encoded
by η (that is, a cycle in Cη decomposes in η1 1-cycles, η2 2-cycles and so
on). Let χλ be the character of the irreducible Sd-representation V (λ). Then
Nλµ,ν =
∑
η`d
χλ (Cη)χµ (Cη)χν (Cη)
|ZSd (Cη)|
where with ZG(C) we mean the centralizer in G of a representative of the
conjugacy class C.
Proposition 1.6.7. Let V (λ)n = Sλ(Qn) be an irreducible GLn(Q)-representation.
Then
ResGLn(Q)GLn−k(Q) Sλ(Q
n) =
⊕
ν
(∑
µ
Cλµ,ν dim
(
Sµ(Qk)
))
Sν(Qn−k)
where Cλµ,ν are the Littlewood-Richardson coefficients. In particular, for
k = 1, we have simply
ResGLn(Q)GLn−1(Q) Sλ(Q
n) =
⊕
ν
Sν(Qn−1)
Proposition 1.6.8. Let V (λ)n be an irreducible Sp2n(Q)-representation.
Then
ResSp2n(Q)Sp2n−2(Q) V (λ)n =
⊕
ν
P νλV (ν)n−1
where the direct sum is extended over all partitions ν such that νn = 0. The
coefficient P νλ is the number of sequences of natural numbers such that
λ1 ≥p1 ≥ λ2 ≥ p2 ≥ · · · ≥ λn ≥ pn
p1 ≥ ν1 ≥ p2 ≥ · · · ≥ νn−1 ≥ pn ≥ νn = 0
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Proposition 1.6.9. Let λ a partition such that len(λ) ≤ n, let V (λ)2n =
Sλ(Q2n) be an irreducible GL2n(Q)-representation. Then
ResGL2n(Q)Sp2n(Q) =
⊕
µ
∑
η
Cλη,µ S[µ](Q2n)
where the sum is extended over all partitions η = (η1 = η2 ≥ η3 = η4 ≥ . . . ).
This decomposition is independent of n once n ≥ len(λ).
1.6.2 Case Sn
Here we state some useful results about the stability of decompositions of
certain construction in the case of the symmetric group.
Proposition 1.6.10. Let λ ` n and µ ` m. We have
IndSn+mSn×Sm(Vλ  Vµ) =
∑
ν`n+m
Cνλ,µVν
where Cνλ,µ are the Littlewood-Richardson coefficients (independent of n =
dim(V )).
Proposition 1.6.11 ([Mu]). Let V (λ)n and V (µ)n be two irreducible Sn-
representations. The decomposition
V (λ)n ⊗ V (µ)n =
⊕
ν
(
Cνλ,µ
)
n
V (ν)n
(where Cνλ,µ are the Littlewood-Richardson coefficients) is eventually inde-
pendent of n.
Proposition 1.6.12 ([BOR], theorem 1.2). The decomposition given in
Murnaghan’s result stabilizes once
n ≥ |λ|+ |µ|+ λ1 + µ1
Chapter 2
Representation stability
In this chapter we introduce the general phenomenon of representation sta-
bility, giving some different definitions according to the type of stability.
Moreover we will analyze the behaviour of representation stability under
classical constructions, as tensor product, direct sum, Schur functor and re-
striction. We always speak, if different indication is not explicited, about
{Gn} as a sequence of groups of type Sn, GLn(Q), SLn(Q), Sp2n(Q) or
Wn. The original work which showed this approach to stability problem
was published in 2010 by Church and Farb [CF].
2.1 Definition of representation stability
Definition 2.1.1. Let {Vn} be a sequence of Gn-representations, equipped
with linear maps ϕn : Vn //Vn+1. This sequence of representations is called
consistent if the following diagram commutes for all g ∈ Gn:
Vn Vn+1
ϕn //
Vn
g·

Vn+1
in(g)·
ϕn //
where in : Gn ↪→ Gn+1 is the natural inclusion.
The condition of commutativity for the previous diagram is equivalent to
saying that ϕn, as a map defined on Vn and with values in ResGn+1Gn Vn+1, is
a map of Gn-representations.
We allow the vector spaces Vn to be infinite-dimensional, but we ask that
each vector lies in some finite-dimensional representation. This ensures that
Vn decomposes as a direct sum of finite-dimensional irreducibles.
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We want to compare the representations Vn as n varies, but since Vn
and Vn+1 are representations of different groups, we can’t look for an iso-
morphism of representations. So we have to formulate a suitable definition.
Definition 2.1.2. Let {Vn} be a consistent sequence of Gn-representations
with linear maps ϕn : Vn // Vn+1 for all n ∈ N. This sequence is repre-
sentation stable if, for sufficiently large n ∈ N, the following conditions are
verified.
1. Injectivity: the map ϕn : Vn // Vn+1, with values on the vector space
Vn+1 on which acts the group in(Gn), is injective.
2. Surjectivity: the span of the Gn+1-orbit of ϕn(Vn) equals Vn+1:
〈g · (ϕn (Vn))〉g∈Gn+1 = Vn+1
3. Multiplicities stability: if we decompose Vn as a direct sum of irre-
ducible representations
Vn =
⊕
λ
cλ,nV (λ)n (2.1)
with multiplicities cλ,n (where λ is a partition, a double partition or a
pseudo-partition, depending on the case), then these multiplicities are
independent of n for all λ.
If we require the third condition only for the multiplicity of the single irre-
ducible component V (λ)n, we obtain a notion of λ-representation stability.
Moreover, if we require only the third condition, the sequence is called mul-
tiplicities stable.
In what follows we will speak about injectivity, surjectivity and multiplicities
properties referring to this definition.
We can strengthen the above definition by requiring a simultaneous sta-
bilization.
Definition 2.1.3. Let {Vn} be a consistent sequence of Gn-representations.
This sequence is uniform representation stable if, for sufficiently large n ∈ N,
the following conditions are verified.
1. Injectivity.
2. Surjectivity.
3. Uniform multiplicities stability: there exists n0 ∈ N not depending on
λ such that, for all n ≥ n0, the multiplicities cλ,n as defined in the
decomposition 2.1 are independent of n for all λ. In particular, for
any λ for which V (λ)n0 is not defined, cλ,n = 0 for all n ≥ n0. This
n0 is called stability range of the sequence.
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As in the definition of representation stability, if only the third condition
holds, we speak about uniform multiplicities stability.
Now we give some “artifical” examples about the condition of multiplic-
ities stability, in order to understand the definitions just given.
Example 2.1.4. Consider the sequence of Sn-representation {Vn} where
Vn = nV (0)n ⊕ (n− 1)V (1)n ⊕ (n− 2)V (1, 1)n ⊕ · · · ⊕ V (1, . . . , 1)n
where the last representation is the sign representation (that is, it corre-
sponds to the partition n = 1 + · · ·+ 1). Given the partition λk = (n− k ≥
1 ≥ · · · ≥ 1) ` n, its multiplicity is
cλk,n =
{
n− k, k < n
0, k ≥ n
and so it is not multiplicities stable, since it depends by n.
Example 2.1.5. Consider the sequence of Sn-representation {Vn} where
Vn = V (0)n ⊕ V (1)n ⊕ V (1, 1)n ⊕ · · · ⊕ V (1, . . . , 1)n
where the last representation is the sign representation (that is, it corre-
sponds to the partition n = 1 + · · ·+ 1). Given the partition λk = (n− k ≥
1 ≥ · · · ≥ 1) ` n, its multiplicity is
cλk,n =
{
1, k < n
0, k ≥ n
and so it is multiplicities stable, since cλ,n does not depend on n, but it is not
uniformly multiplicities stable, since we can’t find an n0 ∈ N independent
of λ such that cλ,n = cλ for all n ≥ n0.
Sometimes could happen to find sequences of representations with re-
versed maps Vn+1 // Vn, so we have to modify appropriately the definition
of stability.
Definition 2.1.6. Let {Vn} be a consistent sequence of Gn-representations
with maps ϕn : Vn+1 // Vn. This sequence is representation stable if, for
sufficiently large n ∈ N, the following conditions are verified.
1. Reversed surjectivity: the map ϕn : Vn+1 // Vn is surjective.
2. Reversed injectivity: there exists a subspaceWn+1 of Vn+1 which maps
isomorphically under ϕn to Vn and whose Gn+1-orbit spans Vn+1:
〈g ·Wn+1〉g∈Gn+1 = Vn+1
3. Multiplicities stability.
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We remark that “reversed” representation stability is not equivalent to rep-
resentation stability for the dual sequence ϕ∗n : V ∗n // V ∗n+1.
Now look to some more examples, more “natural” than the previous
ones.
Example 2.1.7. Consider the standard representation Vn = Qn of GLn(Q):
ρ : GLn(Q) −→ GLn(Q)
ϕ 7−→ ϕ
We show that the sequence {Vn⊗ Vn}, endowed with maps ϕn⊗ϕn defined
as two copies of
ϕn(v) = (v, 0) ∈ Qn+1 ∀v ∈ Qn
is uniformly representation stable. First, the map ϕn so defined makes the
sequence consistent: in fact
ϕn(A · v) = (Av, 0) ∈ Qn+1 ∀A ∈ GLn(Q), ∀v ∈ Qn
and, since for all A ∈ GLn(Q)
in(A) =
(
A 0
0 1
)
∈ GLn+1(Q)
we have
in(A) · ϕn(v) = in(A)(v, 0) = (Av, 0)
Injectivity is obvious by definition of ϕn. Also surjectivity is easy, since
ei = Idn+1(ei, 0) ∀1 ≤ i ≤ n
(where the first ei is the i-th vector of the canonical base of Qn+1 and the
second one is the i-th vector of the canonical base of Qn) and
en+1 = P (ei, 0)
for some i and for a suitable permutation matrix P ∈ GLn+1(Q). The
uniform multiplicities stability follows from the well known decomposition
in irreducibles
Vn ⊗ Vn = Sym2 Vn ⊕
∧2
Vn
This is the first example of uniform representation stability. A general result
about the stability of the sequence of the tensor product of two uniformly
stable representations will be given later (theorem 2.2.1 (1)).
Example 2.1.8. Conversely, we give now an example of non uniform represen-
tation stability. Consider the standard representation Vn = Qn of SLn(Q),
and let
Wn =
∧
Vn =
n⊕
k=0
∧k
V
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The direct sum is finite since ∧k V = 0 for all k > dimV = n; moreover we
remember then, by convention, ∧0 V is the base field K and ∧1 V = V .
Obviously, {Wn}n∈N is a stable sequence of SLn(Q)-representations. But,
if we consider its irreducible subrepresentation V (λ)n associated to λ =
(n − k, 1, . . . , 1) ` n, its multiplicity doesn’t stabilize uniformly, since the
stability range depends on k, as in example 2.1.5.
Now we come to a finest definition of stability.
Definition 2.1.9. Let {Vn} be a consistent sequence of Gn-representations.
This sequence is strong representation stable if it is uniformly representation
stable and the following condition, called type-preserving condition, holds:
there exists n0 ∈ N, not depending on λ, such that, for any subrepresentation
W ⊆ Vn such that W ∼= V (λ)n, the span of the Gn+1-orbit of ϕn(W ) is
isomorphic to V (λ)n+1 for all n ≥ n0:
〈g · ϕn (W )〉g∈Gn+1 = V (λ)n+1
Proposition 2.1.10. The condition of type-preserving is equivalent to the
following property: there exists n0 ∈ N, not depending on λ, such that, for
any subrepresentation W ⊆ Vn isomorphic to V (λ)⊕kn , the Gn+1-span of W
is isomorphic to V (λ)⊕kn+1.
Proof. This condition is obviously stronger than the type-preserving condi-
tion, so we have to show the other implication.
The maps Vn // Vn+1 are injective: in fact, if W is contained in the kernel,
its image is zero and, for the type-preserving condition, W = 0. More-
over, once again thanks to the type-preserving condition, for all n ∈ N
the inclusion Vn ↪→ Vn+1 restricts to an inclusion of λ-isotypic components
V
(λ)
n ↪→ V (λ)n+1. So, the Gn+1-span of V (λ)⊕kn is V (λ)⊕hn+1, with h ≤ k, but two
independent subrepresentations W and W ′ isomorphic to V (λ)n could both
map into the same V (λ)n+1, so we have to discard this possibility. Now,
the restriction ResGn+1Gn V (λ)n+1 contains the irreducible Gn-representation
V (λ)n with multiplicity 1: this follows from the classical branching rule for
Sn; for GLn(Q) and SLn(Q) it is given by proposition 1.6.7 in the particular
case k = 1; for Sp2n(Q) it is stated in proposition 1.6.8. So the multiplicity
of V (λ)n in ResGn+1Gn V (λ)
⊕h
n+1 is h. Now, by definition of consistent map we
know that ϕ : Vn // Vn+1 has values in ResGn+1Gn Vn+1, so in particular the
image of ϕ
(
V (λ)⊕kn
)
is contained in ResGn+1Gn V (λ)
⊕h
n+1, and this map is in-
jective since it is a restriction of an injective map, as we have proved above.
This implies h = k.
Remark 2.1.11. Thanks to proposition 2.1.10, assuming surjectivity, the
type-preserving condition implies the uniform multiplicities condition. Con-
versely, if the Vn are finite-dimensional (or at least have finite multiplicities
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in their decompositions), the uniform multiplicities condition and the type-
preserving condition together imply surjectivity.
Now we can give a condition equivalent to the type-preserving property,
that will be useful in what follows. We define as Pn+1 the n-dimensional sub-
group of SLn+1(Q) acting trivially on Qn < Qn+1, that is, the n-dimensional
subgroup given by elements agreeing with identity outside the rightmost col-
umn:
Pn+1 =
{(
In 0
a 1
)
| ai ∈ Q
}
(2.2)
where a = (a1, . . . , an) ∈ Qn and 0 is the null n-dimensional vector.
Proposition 2.1.12. Let Gn = SLn(Q) or Gn = GLn(Q), let Pn+1 as
defined in equation 2.2. Let {Vn}n∈N be a uniformly multiplicities stable
sequence of Gn-representations, and assume that the maps ϕn : Vn ↪→ Vn+1
are injective. Then, for sufficiently large n, this sequence is type-preserving
if and only if Pn+1 acts trivially on the image ϕn(Vn).
Proof. Within this proof, let pn+1 denote the Lie algebra of Pn+1. Explicitly,
pn+1 is the span of elementary matrices Ei,n+1 with 1 ≤ i ≤ n.
(⇐=) We need only assume that Pn+1 acts trivially on the image of each
highest weight vector, since each irreducible component is generated by its
highest weight vector. Let
hn = {diag(a1, . . . , an) | a1 + · · ·+ an = 0}
be the Cartan subalgebra of the Lie algebra sln(C), let n+n be the subalgebra
of strict upper diagonal matrices. Given a highest weight vector v ∈ Vn, by
definition v is an eigenvector for hn with weight λ ∈ h∗n and it is annihilated
by n+n . Without loss of generality we can assume that ϕn(v) is an eigenvector
for hn+1 (if it is necessary we can rechoose v) with weight λ′ ∈ h∗n+1. Since
the map ϕn is consistent, under the restriction map h∗n+1 // h∗n the weight
λ′ restricts to λ. Note that the subgroup Pn+1 is chosen exactly so that
n+n+1 = n+n ⊕ pn+1
Since Pn+1 acts trivially on ϕn(Vn) by hypothesis, we have that pn+1 annihi-
lates ϕn(Vn), so n+n+1 annihilates ϕn(v); this implies that ϕn(v) is a highest
weight vector for Gn+1, by definition.
Since the sequence {Vn} is uniformly multiplicities stable, for n large enough
the only weight λ′ occurring in Vn+1 which restricts to λ ∈ h∗n is exactly the
weight satisfying V (λ)n+1 = V (λ′)n+1. So ϕn(v) spans the subrepresenta-
tion V (λ)n+1, as desired. Since this holds for all highest weight vectors v
and since each irreducible subrepresentation is the span of a highest weight
vector, we have the type-preserving condition.
(=⇒) Let v ∈ Vn be a highest weight vector for Gn which spans V (λ)n.
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Certainly ϕn(v) is a highest weight vector for Gn+1 with weight λ. By the
type-preserving condition, the Gn+1-span of ϕn(v) is isomorphic to V (λ)n+1.
Let now w ∈ V (λ)n+1 be the Gn+1-highest weight vector with highest
weight λ′. Then w is a highest weight vector for Gn with weight λ. As
we have previously noted in the proof of proposition 2.1.10, the restriction
ResGn+1Gn V (λ)n+1 contains V (λ)n with multiplicity 1, so V (λ)n+1 contains a
unique Gn-highest weight vector with weight λ. So necessarly ϕn(v) = w,
and ϕn(v) is a highest weight vector for Gn+1.
We have proved that Pn+1 acts trivially on ϕn(v) for each highest weight
vector v; now we have to show that Pn+1 acts trivially on the entire image
of Vn. Since Pn+1 is a subgroup of SLn+1(Q), we can assume Gn = SLn(Q).
As we know, we can identify
h∗n+1 = Z[L1, . . . , Ln+1]/(L1 + · · ·+ Ln+1) ∼= Z[L1, . . . , Ln]
Moreover, we restrict to the inclusion of a single irreducible component,
V (λ)n ⊂ V (λ)n+1, with highest weight vector v with weight
λ = λ1L1 + · · ·+ λnLn
Putting k := ∑λi, the irreducible representation V (λ)n+1 is the span of v
under
n−n+1 = 〈Ei,j | 1 ≤ j < i ≤ n+ 1〉
Now, if i ≤ n the matrix Ei,j has weight Li−Lj , while the weight of En+1,j
is Ln+1−Lj = −Lj (by setting Ln+1 = 0). Adding this second one the sum
of coefficient decreases, so every weight
µ = µ1L1 + · · ·+ µnLn
occurring in V (λ)n+1 satisfies the inequality
∑
µi ≤ k.
The subspace V (λ)n is the span of v under
n−n = 〈Ei,j | 1 ≤ j < i ≤ n〉
so, with an argument similar to before, we find that the weights occurring
in V (λ)n have sum of the coefficients equal to k. The application of any
matrix Ei,n+1 ∈ pn+1 with weight Li − Ln+1 = Li to such a vector would
yield a vector with weight ∑
j 6=i
µjLj + (µi + 1)Li
and the sum of the coefficients of such a weight is k+1; but no such weights
occur in V (λ)n+1, so pn+1 must annihilate every element of V (λ)n, so Pn+1
acts trivially on V (λ)n. This leads us to the desired conclusion.
In the previous statement we have formulated a condition equivalent to
the type-preserving condition forGn = GLn(Q) andGn = SLn(Q). Unfortu-
nately there is not an analogous property for Gn = Sp2n(Q): the equivalence
is false in this case.
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2.2 Representation stability of classical construc-
tions
Now we want to prove some results about the representation stability of
classical constructions. In the proof of these results we will frequently use
results about decomposition of the classical construction which we analyze
that are stated in section 1.6.
Theorem 2.2.1. Let Gn = SLn(Q), let {Vn} and {Un} be multiplicity sta-
ble sequences of finite-dimensional Gn-representations. Then the following
sequences of Gn-representations are multiplicity stable:
1. tensor products {Vn ⊗ Un};
2. Schur functors {Sλ(Vn)} for all partition λ;
3. Schur functors of direct sums {Sλ(Vn ⊕ Un)} for all partition λ;
4. Schur functors of tensor products {Sλ(Vn ⊗ Un)} for all partition λ;
5. compositions of Schur functors {Sλ(Sµ(Vn))} for all partitions λ, µ.
Let Gn = SLn(Q), GLn(Q) or Sp2n(Q), let {Vn} and {Un} be uniformly mul-
tiplicity stable sequences of finite-dimensional Gn-representations. Then all
the preceding examples are uniformly multiplicity stable, as are the following
sequences:
6. {ResGnGn−k Vn} for any k ≥ 0;
7. {ResGnSLn(Q)(Vn)} and {Res
Gn
Sp2n(Q)
(V2n)}.
Proof. For each construction we will first check the statement for a single
irreducible component and then in the general case.
1. Let’s start with the case of a single irreducible component for each
tensor factor. We want to show that
V (λ)n ⊗ V (µ)n =
⊕
ν
Aνλ,µV (ν)n
where Aνλ,µ is a constant independent of n.
For SLn(Q), since its irreducible representations are completely clas-
sified by Schur functors (see section 1.5.1), the desired decomposition
will be
Sλ(Qn)⊗ Sµ(Qn) =
⊕
ν
Aνλ,µ Sν(Qn)
But this is exactly the decomposition provided by proposition 1.6.1,
by choosing Aνλ,µ = Cνλ,µ.
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For GLn(Q) the argument is a bit more complicated: we know by
section 1.5.2 that the general form of an irreducible representation of
GLn(Q) is
V (λ)n = Sλ¯(Q
n)⊗Dλk
where, we remember, λ¯ := (λ1−λk, . . . , λk−1−λk) . Now put r := λk.
So we can write
V (λ)n ⊗ V (µ)n = Sλ¯(Qn)⊗Dr ⊗ Sµ¯(Qn)⊗Ds =
= Dr+s ⊗ Sλ¯(Qn)⊗ Sµ¯(Qn)
(∗)=
(∗)= Dr+s ⊗
⊕
ν¯
C ν¯
λ¯,µ¯
Sν¯(Qn) =
=
⊕
ν¯
C ν¯
λ¯,µ¯
Sν¯(Qn)⊗Dr+s =
⊕
ν¯
C ν¯
λ¯,µ¯
V (ν)n
where the relation (∗) is true thanks to Littlewood-Richardson rule
and where the last equality holds because the direct sum is extended
over those partitions ν such that ν¯ ` |λ¯|+ |µ¯|, so we can choose exactly
those ν such that νk = λk + µk.
The decomposition into irreducible components V (ν)n is independent
of n, so we can take
Aνλ,µ = C ν¯λ¯,µ¯
Now look to Sp2n(Q). By the classification of its irreducible repre-
sentations given in paragraph 1.5.3 we have to decompose the tensor
product S[λ]
(
Q2n
)
⊗ S[µ]
(
Q2n
)
, for which we use proposition 1.6.2:
this allows us to take Aνλ,µ = Dνλ,µ.
Consider now arbitrary consistent sequences {Vn} and {Un}. Assum-
ing uniform multiplicity stability, by definition their decomposition
Vn =
⊕
λ
cλ,nV (λ)n, Un =
⊕
µ
dµ,nV (µ)n
are eventually independent of n. This trivially implies that also the
decomposition of the tensor product
Vn ⊗ Un =
(⊕
λ
cλ,nV (λ)n
)
⊗
(⊕
µ
dµ,nV (µ)n
)
=
=
⊕
ν
∑
λ,µ
cλ,ndµ,nA
ν
λ,µV (ν)n
is eventually independent of n, so we have the uniform multiplicity
stability for tensor products.
In particular, for SLn(Q), since Aνλ,µ is the Littlewood-Richardson co-
efficient and since it is nonzero only if ν ` |λ|+ |µ|, only finitely many
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pairs (λ, µ) give a contribution to the sum above; thus we can take n
large enough that these coefficients cλ,n and dµ,n are all independent
of n, proving that the multiplicity ∑λ,µ cλ,ndµ,nAνλ,µ is eventually in-
dependent of n. This fact prove the statement without the assumption
of uniformity for multiplicity stability in the case Gn = SLn(Q).
2. Now we prove the stability of the sequence {Sλ (V (µ)n)}. As before,
we start with the case of a single irreducible component.
For SLn(Q), by the classification of its irreducible representations, we
find that we have to study the stability of the composition of Schur
functors:
Sλ (V (µ)n) = Sλ (Sµ(Qn))
Thanks to proposition 1.6.3, we have
Sλ (Sµ(Qn)) =
⊕
ν
Mνλ,µ Sν(Qn)
so the sequence {Sλ (V (µ)n)} is multiplicity stable.
For GLn(Q), pick an irreducible representation
V (µ)n = Sµ¯(Q
n)⊗Dr
First note that, in general, if ρ acts diagonally on V by multiplication
by a, then, by definition of Schur functor, the action of ρ on Sλ V is
by multiplication by a|λ|; so we have
Sλ (V (µ)n) = Sλ (Sµ¯(Q
n)⊗Dr) =
= Sλ (Sµ¯(Qn))⊗Drλ =
⊕
ν¯
M ν¯
λ¯,µ¯
Sν¯(Qn)⊗Drλ
and we have the multiplicity stability of the sequence {Sλ (V (µ)n)}.
For the symplectic group, by the classification of its irreducible repre-
sentations given in section 1.5.3, we have to prove
Sλ
(
S[µ](Q2n)
)
=
∑
Aνλ,µ
(
S[ν](Q2n)
)
for suitable coefficients Aνλ,µ; by the result by Kabanov stated in propo-
sition 1.6.4 we can choose Aνλ,µ = Lνλ,µ and since these coefficients are
indipendent of n we have the multiplicity stability.
So we have proved the desired property in case of total multiplicity
1, that is in case of a single irreducible component. Now, if total
multiplicity of Vn is k > 1, we proceed by strong induction. We can
decompose Vn = Un ⊕Wn and we can assume that each one is not
eventually zero (otherwise one of them will be eventually irreducible).
Now, both {Sµ(Un)} and {Sν(Wn)} are uniformly multiplicity stable
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by inductive hypothesis, so their tensor product is also uniformly mul-
tiplicity stable by case (1). Now, by proposition 1.6.5, we have
Sλ(Vn) = Sλ(Un ⊕Wn) =
⊕
µ,ν
Cλµ,ν(Sµ Un ⊗ SνWn)
that is uniformly multiplicity stable for our argument.
We now consider the case Gn = SLn(Q) where the sequences could be
not uniformly multiplicity stable. Let
V =
a⊕
i=1
ciV (ηi)
be a finite-dimensional SLn(Q)-representation. We want to examine
the decomposition of Sλ(V ); since the explicit description of the situ-
ation is quite complicated, we show the case a = 3, being the general
case analogous.
Sλ(V ) = Sλ (c1V (η1)⊕ c2V (η2)⊕ c3V (η3)) (∗)=
(∗)=
⊕
µ1,η1
|µ1|+|ν1|=|λ|
Cλµ1,ν1 [Sµ1 (c1V (η1))⊗ Sν1 (c2V (η2)⊕ c3V (η3))]
(∗)=
(∗)=
⊕
µ1,η1
Cλµ1,ν1 Sµ1 (c1V (η1))⊗
⊗
 ⊕
µ2,η2
|µ2|+|ν2|=|ν1|
Cν1µ2,ν2 Sµ2 (c2V (η2))⊗ Sµ3 (c3V (η3))
 (∗)=
(∗)=
⊕
µ1,η1
Cλµ1,ν1c
|µ1|
1 Sµ1 (V (η1))⊗
⊗
[⊕
µ2,η2
Cν1µ2,ν2c
|µ2|
2 Sµ2 (V (η2))⊗ c|ν2|3 Sν2 (V (η3))
]
=
=
⊕
µ1,η1
⊕
µ2,η2
Aλ [Sµ1 (Sη1(Qn))⊗ Sµ2 (Sη2(Qn))⊗ Sν2 (Sη3(Qn))]
(!)=
(!)=
⊕
µ1,η1
⊕
µ2,η2
Aλ

 ⊕
ζ1
|ζ1|=|µ1|+|η1|
M ζ1µ1,η1 Sζ1(Q
n)
⊗
⊗
 ⊕
ζ2
|ζ2|=|µ2|+|η2|
M ζ2µ2,η2 Sζ2(Q
n)
⊗
 ⊕
ζ3
|ζ3|=|ν2|+|η3|
M ζ3ν2,η3 Sζ3(Q
n)

 =
=
⊕
Bλ Sζ1(Qn)⊗ Sζ2(Qn)⊗ Sζ3(Qn)
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where Aλ and Bλ are suitable coefficients depending on λ; the relations
indicated by (∗) hold thanks to proposition 1.6.5, while the relation in-
dicated by (!) is true because of proposition 1.6.3, since the irreducible
representations of SLn(Q) are of type V (ζ)n = Sζ(Qn). Now look to
the tensor products between Schur functor. By proposition 1.6.1 we
have
Sζ1(Qn)⊗Sζ2(Qn)⊗ Sζ3(Qn) =
= Sζ1(Qn)⊗
 ⊕
ξ
|ξ|=|ζ2|+|ζ3|
Cζ1ζ2,ζ3 Sξ(Q
n)
 =
=
⊕
ξ
Cζ1ζ2,ζ3
 ⊕
α
|α|=|ζ1|+|ξ|
Cαζ1,ξ Sα(Q
n)
 =
=
⊕
CV (α)
So, each irreducible component V (α) which appear in the tensor prod-
uct V (ζ1)⊗ V (ζ2)⊗ V (ζ3) satisfies |α| = |ζ1|+ |ζ2|+ |ζ3|.
This argument applies for a general a ∈ N+, so we have |α| = ∑ai=1 |ζi|.
So we can state that, when we consider the multiplicity of V (ν) in
Sλ (
⊕
cηV (η)) we need only consider those representation V (η) with
|η| ≤ |ν|. So, for fixed ν, we can replace Vn = ⊕η cη,nV (η) with
V ≤νn =
⊕
|η|≤|ν|
cη,nV (η)
Now, since {Vn} is multiplicity stable, then the sequence {V ≤νn } is
uniformly multiplicity stable, because only finitely many partitions
η satisfy the condition |η| ≤ |ν|. So we have reduced this case to
uniform multiplicity stability, already examined: in particular, the
multiplicity of V (η) is eventually costant, and so is the multiplicity
of V (η) in Sλ(Vn), and the multiplicity stability of the sequence of
SLn(Q)-representations {Sλ(Vn)} is so proved.
3. The proof of stability for Schur functors of direct sums follows easily
from the argument given in the previous case: by proposition 1.6.5,
we have
Sλ(Vn ⊕ Un) =
⊕
µ,ν
Cλµ,ν(Sµ Vn ⊗ Sν Un)
Since there are only finitely many coefficients and since the Schur
functors and their product are stable by (1) and (2) we have the desired
result.
2.2 Representation stability of classical constructions 23
4. If {Vn} and {Un} satisfy uniform multiplicities stability, we know, by
case (2), that also {Sµ(Vn)} and {Sν(Un)} satisfy it. So, by case (1),
also the sequence of their tensor products is uniformly multiplicities
stable. Then, using the decomposition
Sλ(Vn ⊗ Un) =
⊕
µ,ν
Nλµ,ν(Sµ Vn ⊗ Sν Un)
stated in 1.6.6, we can find the uniform multiplicities stability for Schur
functor of tensor products.
Looking at Gn = SLn(Q), if the sequences {Vn} and {Un} are (not
necessarily uniformly) multiplicities stable, the proof of multiplicities
stability for the sequence {Sλ(Vn ⊗ Un)} proceeds exactly as in case
(2), since Nλµ,ν are nonzero only for |µ| = |ν| = |λ|.
5. To prove stability for composition of Schur functors we can apply twice
case (2).
Now we look to the two cases for which we have stated only results about
uniform multiplicity stability.
6. We start with the case of GLn(Q) and SLn(Q)-representations. Let
V (λ)n = Sλ(Qn) be an irreducible GLn(Q)-representation. From the
decomposition given by proposition 1.6.7 we desume easily the de-
composition for an arbitrary irreducible SLn(Q)-representation (that
is always of type Sλ(Qn)):
ResSLn(Q)SLn−k(Q) V (λ)n =
⊕
ν
∑
µ
Cλµ,ν dim
(
Sµ(Qk)
)
V (ν)n−k
Moreover we observe that, given a generic irreducible GLn(Q)-representation
V (λ)n = Sλ¯(Qn)⊗Dk, since the restriction of the determinant repre-
sentation is the determinant representation, we have
ResGLn(Q)GLn−k(Q)
(
Sλ¯(Q
n)⊗Dk
)
=
⊕
ν¯
∑
µ
C λ¯µ,ν¯ dim
(
Sµ(Qk)
)
Sν¯(Qn−k)⊗Dk
Given an uniformly multiplicity stable sequence {Vn}, we can assume,
choosing n large enough, that the decomposition
Vn =
⊕
λ
cλ,nV (λ)n
does not depend on n. The uniform multiplicity stability for the se-
quence of its restrictions follows from what we have said about a single
irreducible component.
Now we examine the case of Sp2n(Q), proceeding by induction on k.
Looking at decomposition
ResSp2n(Q)Sp2n−2(Q) V (λ)n =
⊕
ν
P νλV (ν)n−1
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given in proposition 1.6.8, by the rule which defines the coefficients P νλ
we note that, if λj = 0, then pi = 0 for all i ≥ j, so any ν which appears
in the decomposition satisfies νi = 0 for all i > j. So, fixed λ, the
collection of ν that contribute to this sum is independent of n once n ≥
len(λ) and so both the collection of p1, . . . , pn and the multiplicities P νλ
are also eventually independent of n. This proves that the sequence
of restrictions of a single irreducible Sp2n(Q)-representation V (λ)n to
Sp2n−2 is stable, and, as above, we can find the uniform multiplicity
stability for the general sequence{
ResSp2n(Q)Sp2n−2(Q) Vn
}
This proves the base case k = 1. Now, assume our statement true for
k − 1. Since
ResSp2n(Q)Sp2(n−k)(Q) Vn = Res
Sp2n(Q)
Sp2(n−(k−1))(Q)
(
ResSp2(n−(k−1))(Q)Sp2(n−k)(Q) Vn−(k−1)
)
we can desume the uniform multiplicity stability of the desired se-
quence applying the base case to the restriction ResSp2(n−(k−1))(Q)Sp2(n−k)(Q) Vn−(k−1)
and applying the inductive step to ResSp2n(Q)Sp2(n−(k−1))(Q)Wn, where Wn =
ResSp2(n−(k−1))(Q)Sp2(n−k)(Q) Vn−(k−1).
7. Given an irreducible GLn(Q)-representation V (λ)n, its restriction to
SLn(Q) is also irreducible. The resulting representation is V (λ¯)n,
where λ¯i = λi − λn for all i < n. So, given a GLn(Q)-representation
Vn =
⊕
λ cλ,nV (λ)n, its restriction to SLn(Q) is
ResGLn(Q)SLn(Q) Vn =
⊕
µ
∑
λ
cλ,nV (µ)
where the sum is extended over partitions λ such that λ¯ = µ. Note
that, fixed µ, the collection of such λ is independent of n. So, if
{Vn} is a uniformly multiplicity stable sequence and cλ,n are eventually
independent of n, then also the multiplicities ∑λ cλ,n of V (µ)n are
eventually independent of n.
For our argument, we can only consider the restriction from SL2n(Q)
to Sp2n(Q). Thanks to decomposition given in proposition 1.6.9 and
to the statement about independence of n given there, we can conclude
that the sequence
ResSL2n(Q)Sp2n(Q) V (λ)2n
is uniformly multiplicity representation stable. Now, if
{Vn =
⊕
λ
cλ,nV (λ)n}
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is uniformly multiplicity representation stable, let N be the largest
number of rows of any partition λ for which the eventual multiplicity
of V (λ)n is positive: this number is well-defined because of the uniform
multiplicity stability. Assuming the stabilization of the decomposition
of Vn once n ≥ N , then for all n ≥ N we can write the decomposition
ResSL2n(Q)Sp2n(Q) Vn =
⊕
µ
∑
λ,η
cλ,nC
λ
η,µV (µ)n
that is independent of n. This proves the uniform multiplicity repre-
sentation stability for the sequence{
ResSL2n(Q)Sp2n(Q) Vn
}
as desired.
Remark 2.2.2. As we have stated, in cases (6) and (7) of the previous the-
orem, the assumption of uniform multiplicity stability is essential also for
SLn(Q), while in the other cases it was not necessary. If we give a look to de-
composition given by 1.6.7 for a single irreducible component, we note that
for every partition λ which lenght is lower than k, the restriction of this rep-
resentation to SLn−k(Q) contains the trivial representation with multiplicity
dim (Sλ(Qn)); for this reason the multiplicity of V (0) in ResSLn(Q)SLn−k(Q) V (0)
is at least the total multiplicity of subrepresentations V (λ)n of Vn with
len(λ) ≤ k, that could be not eventually constant without the assumption
of uniform multiplicity stability.
Theorem 2.2.3. Let Gn = SLn(Q), GLn(Q), let {Vn} and {Un} be strongly
stable sequences, with, respectively, consistent maps ϕn and ψn. Then the
sequences (1)− (5) of the previous theorem are strongly stable.
Proof. We know that, if Gn = GLn(Q) or Gn = SLn(Q), strong stability
implies triviality of the action of the subgroup Pn+1 on ϕn(Vn) ⊂ Vn+1.
Now note that, if Pn+1 acts trivially both on ϕn(Vn) and on ψn(Un), then
it acts trivially also on the images of direct sum Vn ⊕ Un and of tensor
product Vn ⊗ Un. Moreover, the functoriality of Schur functor implies that
Pn+1 acts trivially also on the image of Sλ(Vn). Thus, all the sequences we
have considered satisfy triviality of the action of the subgroup Pn+1. But in
the previous theorem we have proved that, if {Vn} and {Un} are uniformly
multiplicity stable, also all the sequence we have considered are. This al-
lows to apply proposition 2.1.12, finding the type-preserving condition for
all sequences. Now, thanks to remark 2.1.11, the uniform multiplicity stabil-
ity condition and the type-preserving condition together imply surjectivity.
This concludes the proof of strong stability for all the sequences (1)−(5).
26 Representation stability
Now we give a similar result about sequences of Sn-representations.
Theorem 2.2.4. Let {Vn} and {Wn} be uniformly multiplicity stable con-
sistent sequences of Sn-representations. Then also the following sequences
of Sn-representations are uniformly multiplicity stable:
1. tensor product {Vn ⊗Wn};
2.
{
ResSn
Sn−k×(S1)k Vn
}
for any k ≥ 0.
Proof. 1. Given two uniformly multiplicity stable sequences{
Vn =
⊕
λ
cλ,nV (λ)n
}
,
{
Wn =
⊕
µ
dµ,nW (µ)n
}
thanks to Murnaghan’s property (proposition 1.6.11) and Briand-Orellana-
Rosas’ property (1.6.12) we can take n large enough that the decom-
position of V (λ)n ⊗ V (µ)n stabilizes for all λ and µ which appear in
the decompositions of Vn and Wn; the uniform multiplicity stability
for the sequence of tensor products {Vn ⊗Wn} follows.
2. We proceed by induction on k. If k = 1, thanks to the classical
branching rule for Sn, for any irreducible Sn-representation V (λ)n we
have
ResSnSn−1×S1 V (λ)n = V (λ)n−1 ⊕
⊕
µ
V (µ)n−1
where the direct sum is extended over those partitions µ that are
obtained from λ by removing one box. So the restriction to Sn−1×S1
satisfies uniform multiplicity stability. Inductively, we can find out the
result for any k, using the relation
ResSn
Sn−k×S1k V (λ)n = Res
Sn
Sn−k×Sk−1×S1
(
ResSn−k×Sk−1×S1
Sn−k×S1k V (λ)n
)
The statement for a general representation follows by the commuta-
tivity of direct sum and restriction.
2.2.1 A “reversed” problem about representation stability of
tensor products
Now we want to prove a theorem about the representation stability of a
factor in a tensor product. We will prove that, if {Vn} and {Vn ⊗Wn} are
both (possibly uniformly) multiplicities stable sequences, then also {Wn} is.
To prove this theorem we will use an argument that is different from the
previous ones, and we need a general definition.
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Definition 2.2.5. Given a group G, the associated representation ring RG
consists of formal differences of G-representations. Addition is given by
direct sum, and multiplication by the tensor product.
By the complete reducibility property, R is a free abelian group on the
irreducible representations.
Let Λ be the weight lattice in h∗. Any representation V determines a “char-
acter” in the group ring Z[Λ], where the coefficient of the weight L ∈ Λ is
the dimension of the eigenspace VL. Since any representation is determined
by its character, the induced ring homomorphism R ↪→ Z[Λ] is injective.
Theorem 2.2.6. Let Gn = SLn(Q), GLn(Q) or Sp2n(Q), let {Vn} and
{Vn ⊗Wn} be nonzero multiplicity stable sequences of Gn-representations;
then also {Wn} is multiplicity stable. Moreover, if {Vn} and {Vn ⊗ Wn}
are uniformly multiplicity stable, then also {Wn} is uniformly multiplicity
stable.
Proof. We will prove that, given the irreducible decompositions of {Vn} and
{Vn ⊗Wn}, we are able to determine also the irreducible decomposition of
V , and moreover we can do it independently of n.
For each family {Gn} consider the representation ring Rn := RGn . From
the results about decomposition of tensor products given in section 1.6, Rn
is a domain, so Wn is the unique solution in Rn to the equation
Vn ·Rn x = Vn ⊗Wn
Now we have to prove that the solution to this equation does not depend on
n.
First, assume Gn = SLn(Q). Since the stability problem is the study of
the behaviour of the sequence as n varies, we would like to find a relation
between representation rings Rn. The most natural choice is to consider
simply the natural projection Rn+1 //Rn given by restriction Gn+1 //Gn,
but this is not a good idea since this map does not take irreducibles to
irreducibles; so we have to make a different choice.
By the identification of V (λ)n with λ, we have an identification of Rn with
the free abelian group
Z[{λ partition| len(λ) < n}]
Thanks to this identification, we can define the projection map
pi : Z[{λ partition | len(λ) < n+ 1}] // Z[{λ partition | len(λ) < n}]
as
pi(λ) =
{
0, len(λ) = n
λ, len(λ) < n
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Moreover, this is a ring homomorphism. This map has a right inverse defined
obviously by the inclusion
i : Z[{λ partition | len(λ) < n}] ↪→ Z[{λ partition | len(λ) < n+ 1}]
but this is not a ring homomorphism. However, this map has a nice property:
uniform multiplicity stability for {Vn} corresponds to
i(Vn) = Vn+1
for large enough n.
If the sequences {Vn} and {Vn⊗Wn} are uniformly stable, for sufficiently
large n we have
pi(Vn+1) = Vn, pi(Vn+1 ⊗Wn+1) = Vn ⊗Wn
so Wn+1 projects to a solution of Vn ·Rn x = Vn⊗Wn and by uniqueness we
have pi(Wn+1) = Wn.
Now, if i(Wn) 6= Wn+1, then the difference Wn+1 − i(Wn) is nonzero and,
since pi(Wn+1) = Wn, it consists of all irreducible representations V (λ)n+1 ⊂
Wn+1 such that len(λ) = n, by the previous characterization of the repre-
sentation ring. Now, if a representation W contains such a V (λ)n+1, then,
by definition of Littlewood-Richardson coefficients, for any nonzero repre-
sentation V the tensor product V ⊗W also contains V (µ)n+1 where µ is a
partition such that len(µ) = n. Applying this to Vn+1 ⊗Wn+1 we find
Vn+1 ⊗Wn+1 6= i(Vn ⊗Wn)
but this is in contradiction with the uniform stability. This is due to having
supposed Wn+1 6= i(Wn), so we have Wn+1 = i(Wn), that is the uniform
stability for the sequence {Wn}.
The argument is similar for Gn = Sp2n(Q), but, in this case, we identify
the representation ring Rn with the free abelian group
Z[{λ partition | len(λ) ≤ n}]
The projection map
pi : Z[{λ partition | len(λ) ≤ n+ 1}] // Z[{λ partition | len(λ) ≤ n}]
is defined as
pi(λ) =
{
0, len(λ) = n+ 1
λ, len(λ) ≤ n
and the inclusion map is defined in the obvious manner. Proceeding as
before, by King’s decomposition given in proposition 1.6.2, if len(λ) = n+1,
then V ⊗ V (λ)n+1 contains some V (µ)n+1 with len(µ) = n+ 1 and we find
the same contradiction as before.
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The proof is also similar for Gn = GLn(Q). In this case we identify Rn
with the free abelian group
Z[{λ pseudo-partition | len(λ) ≤ n}]
Given λ = (λ1 ≥ · · · ≥ λn) the inclusion i : Rn //Rn+1 is defined as
i(λ) = (λ1 ≥ · · · ≥ λn ≥ λn)
while, if µ = (µ1 ≥ · · · ≥ µn ≥ µn+1), the projection pi : Rn+1 // Rn is
defined as
pi(µ) =
{
(µ1 ≥ · · · ≥ µn), µn = µn+1
0, µn 6= µn+1
The previous argument works with the role of the partitions such that
len(λ) = n covered by the pseudo-partitions such that λn 6= λn+1.
To extend this to the case of (not uniform) multiplicity stability, we
can consider the ideal of Rn spanned by partitions λ such that |λ| ≥ k. The
quotients of Rn by this ideal have basis given by those partitions λ such that
|λ| ≤ k. But this set is finite, so the corresponding subset of multiplicities
converges uniformly, and we can go back to previous argument. As k //∞
we have the multiplicity stability for {Wn}.
2.3 Simple representation stability
In this section we introduce a new kind of stability for the case Gn =
GLn(Q), which is stronger than the previous ones. After the definition
we will give some results about the stability of classical construction, anal-
ogously to what we have done in the previous section for standard, uniform
and strong stability. We use the same notation as in that case.
Definition 2.3.1. A consistent sequence {Vn} of GLn(Q)-representations is
called simply representation stable if for all n ∈ N+ it satisfies:
1. injectivity;
2. surjectivity;
3. Multiplicities simple stability: for each partition λ with len(λ) = l the
multiplicity of the irreducible representation Sλ(Qn) in Vn is constant
for all n ≥ l; for any pseudo-partition λ with λl < 0, the multiplicity
of V (λ)n in Vn is 0;
4. Simple type-preserving condition: for any subrepresentation W ⊂ Vn
isomorphic to Sλ(Qn) the span of the GLn+1(Q)-orbit of ϕn(W ) is
isomorphic to Sλ(Qn+1).
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Note that we are not considering all the irreducible representation of
GLn(Q), but only those entirely classified by Schur functor, with no oc-
curences of the determinantal representation.
First, we state a condition equivalent to the type-preserving condition
in the simple stability case, exactly as we have done in proposition 2.1.12
for strong stability.
Proposition 2.3.2. Let {Vn}n∈N be a multiplicity simple stable sequence
of GLn(Q)-representations, and assume that the maps ϕn : Vn ↪→ Vn+1
are injective. Then, for sufficiently large n, this sequence is simple type-
preserving if and only if Pn+1 acts trivially on the image ϕn(Vn).
Proof. The proof is exactly the same as in proposition 2.1.12.
Theorem 2.3.3. Let {Vn} and {Wn} be simple stable sequences of GLn(Q)-
representations with, respectively, consistent maps ϕn and ψn. Then
1. the sequence {Vn ⊗Wn} is simply stable;
2. the sequence {Sλ(Vn)} is simply stable.
Proof. The proof proceeds in a similar way as in theorem 2.2.1.
Since we are considering irreducible representations like Sλ(Qn), it is
sufficient to consider the irreducible decomposition of
Sλ(Qn)⊗ Sµ(Qn)
The simple multiplicities stability condition is thus given by proposition
1.6.1.
For the simple stability of the sequence of Schur functors it is sufficient
to consider the decomposition
Sµ(Sλ(Qn)) =
⊕
ν
Mνλ,µM
ν
λ,µ Sν(Qn)
Now we have to prove the simple type-preserving condition, that is equiv-
alent to the triviality of the action of Pn+1 on ϕn(Vn), if simple multiplicities
stability is satisfied. If Pn+1 acts trivially both on ϕn(Vn) and on ψn(Wn),
then it acts trivially also on the images of tensor product Vn ⊗Wn and on
the image of Sλ(Vn), by functoriality. Since both {Vn ⊗Wn} and {Sλ(Vn)}
are simply multiplicities stable, by what we have just proved, we are able
to apply proposition 2.3.2, finding the simple type-preserving condition for
both the sequences.
Theorem 2.3.4. Let {Vn} and {Vn ⊗Wn} be simply multiplicities stable.
Then also {Wn} is simply multiplicities stable.
Proof. From the proof of theorem 2.2.6 easily follows the condition of simple
multiplicities stability for {Wn}.
Chapter 3
Stability patterns
In this chapter we will speak about a different viewpoint for representation
stability. According to work by Sam and Snowden [SS], we will introduce
a categorical framework in which we will be able to examine the stability
patterns of several sequences of groups.
3.1 Introduction
As we have already seen previously, given a sequence {Gn}n∈N of groups,
representation stability analyzes how sequences of representations {Vn}n∈N
(which are compatible, in the sense explained in the second chapter) behave
for n large. Now we want to study the general structure of this kind of
stability; more precisely, we speak about a certain category that could be
called the stable representation category. We will be particularly interested
in its irreducible objects, that we have determined in some explicit cases in
earlier chapters. Moreover, we will examine the relations between the stable
representation category and the categories of representations of each Gn.
For the classical groups which we have dealt with, we know that we have
natural inclusions of groups Gn ⊆ Gn+1 for all n ∈ N, so we can define
a “limit group” G = ⋃n∈NGn. For example, when {Gn} = {GLn(Q)},
the limit group G = GL∞(Q) is the group of invertible infinite matrices
which differs by the identity matrix only by finitely many entries. On the
other hand, since we have a notion of compatibility for the sequence of
representations {Vn}, we can also define the “limit representation” as V =⋃
n∈N Vn. This is a G-representation: in fact, given g ∈ G, there exists
m ∈ N such that g ∈ Gm, and this element acts on Vm, since this is a
Gm-representation.
We denote by
V := C∞ =
⋃
d∈N+
Cd
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the standard representation of GL∞(Q) and by
V∗ :=
⋃
d∈N+
(Cd)∗
where the inclusion (Cd)∗ ↪→ (Cd+1)∗ is given by killing the final basis vector.
For each case we are studying the limit group is naturally a subgroup of
GL∞(Q), so V and V∗ are naturally representations of G.
Definition 3.1.1. AG-representation is algebraic if it appears as a constituent
of a finite direct sum of tensor powers of V and V∗. The category of algebraic
representations is denoted by Rep(G).
The algebraic representations are those which come from compatible
sequences, but sometimes we restrict our attention to polynomial represen-
tations, that we define now.
Definition 3.1.2. A G-representation is polynomial if it appears as a con-
stituent of a finite direct sum of tensor powers of V. The category of poly-
nomial representations is denoted by Reppol(G).
Consider now (Cd)⊗n: on this space there is both an action of Sn, which
permutes tensor factors, and an action of GLd(Q), which simply acts on
each factor Cd as the usual product between a matrix and a vector. These
actions commute, so we have the following fact: a proof for it can be found
on [Et], proposition 4.58 and the following corollary.
Theorem 3.1.3 (Schur-Weyl duality). As a representation of Sn×GLd(Q)
the space (Cd)⊗n decomposes as
(Cd)⊗n =
⊕
|λ|=n, len(λ)≤d
Wλ ⊗ Vλ
whereWλ is the irreducible GLd(Q)-representation with highest weight λ and
Vλ is the irreducible Sn-representation corresponding to λ.
Moreover, the decomposition provided by Schur-Weyl duality stabilizes
once d ≥ n and provides a bijection between the irreducible representations
of Sn and the irreducible polynomial representations of GLd(Q) in which the
center acts through the n-th power character. Letting d = ∞, we obtain a
bijection between irreducible representations of symmetric groups and irre-
ducible polynomial representations of GL∞(Q); in fact we obtain an equiv-
alence between the category Rep(S∞) and the category Reppol(GL). This
provides a combinatorial description of the stable polynomial representation
theory of GL.
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3.2 Categorical framework
We will consider categories C with the following properties:
• Hom-finite: for all x, y ∈ C the set HomC(x, y) is finite;
• weakly-directed: any self-map is an isomorphism; this gives a partial
order on the isomorphism classes, for which x ≤ y if there exists a
morphism x // y;
• inwards (respectively outwards) finite: for any x ∈ C there exists, up
to isomorphism, only finitely many y ∈ C such that there exists a map
y // x (respectively x // y).
We summarize all this conditions saying that a category which satisfy them
is a HWI (respectively HWO) category.
Definition 3.2.1. Given an abelian category A and an HWI category C, a
representation of C valued in A is a functor C // A. Denote by AC the
(abelian) category of representations of C. If A = Vec, then we write ModC
in place of AC. Finally, we write ModfC for the objects of ModC of finite lenght
and we write ModgfC for its graded-finite objects, that is, the objects whose
values at each object of C are finite-dimensional vector spaces. Moreover,
given M ∈ AC, we denote its value on x ∈ C by Mx.
Definition 3.2.2. A morphism of representations is a natural transformation
of functors.
What are the simple objects of the category ModC? Given x ∈ C, let
G = Aut(x) and let V be an irreducible representation of G. There exists a
unique (up to isomorphism) object Sx(V ) of ModC such that
Sx(V )y =
{
V, if y is isomorphic to x
0, otherwise
Proposition 3.2.3. The set {Sx(V )}x∈C is a complete irredundant set of
simple objects of ModC.
Proof. Obviously {Sx(V )}x∈C is made of simple objects; moreover, each sim-
ple object has the form Sx(V ), by Schur’s lemma.
3.3 Representations of GL∞(Q)
In this section we classify the irreducible representations for the general
linear limit group GL∞(Q).
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3.3.1 Polynomial representations of GL∞(Q)
We start with polynomial representations. Let
T dn := (Cd)
⊗n
, Tn := V⊗n
The group GL∞(Q) does not contain the scalar matrices, so it has trivial
center. We can approximate scalar matrices by large diagonal matrices
and we can thus define an action of C∗ on polynomial representations: let
gn,z ∈ GL∞(Q) be the diagonal matrix whose first n diagonal entries are
equal to z and completed by 1 on the remaining diagonal entries; for n 0
we define the action
C∗×V −→ V
(z, v) 7−→ gn,zv
Every polynomial representation V of GL∞(Q) admits a canonical grading
V = ⊕n∈Z Vn where Vn is the subspace where C∗ acts through its n-th
power. Since Tn is concentrated in degree n, it follows that every polynomial
representation is graded by N.
Weyl’s construction
In the finite case, we already know the Weyl’s construction, that we give
here again in a different form.
The symmetric group Sn acts on T dn by permuting the factors of the tensor
product, and this action commutes with that of GLd(Q) which acts on each
tensor factor Cd as the usual product between a matrix and a vector.
Proposition 3.3.1. Fixed λ ` n, put W dλ = HomSn(Vλ, T dn) and define
l := len(λ).
1. If l ≤ d, then W dλ is the irreducible representation of GLd(Q) with
highest weight (λ1, . . . , λl).
2. If l > d, then W dλ = 0.
Proof. This construction is equivalent to the one shown in section 1.5.2
about irreducible GL-representations classified through Schur functor. In
fact we remember that, if λ ` n, the Schur functor is defined as Sλ(V ) =
Im (cλ|V ⊗d), where cλ is the Young symmetrizer.
The representations given in last proposition don’t exhaust all the irre-
ducible representations of the general linear group, since we have seen in
section 1.5.2 that they are classified by pseudo-partitions, while the repre-
sentations characterized here are only those corresponding to partitions. We
will complete the characterization soon.
In the infinite case, given λ ` n we put, similarly to before,
Wλ := HomSn(Vλ, Tn)
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Once again, by Schur-Weyl duality, we have the following decomposition of
Tn as Sn ×GL∞(Q)-representation:
Tn =
⊕
|λ|=n
Vλ Wλ
Proposition 3.3.2. {Wλ}λ is a complete irredundant set of simple objects
of Reppol(GL).
Proof. Since Wλ =
⋃
d∈NWλ and W dλ is nonzero and irreducible for d  0,
thanks to Weyl’s construction in the finite case, it follows that the Wλ are
simple.
Conversely, given a simple object of Reppol(GL), we know that it is a con-
stituent of some Tn and every simple constituent of Tn is isomorphic to some
Wλ.
It remains to prove that the set {Wλ} is irredundant, but the character of
Wλ is the Schur polynomial Sλ and we know that, if λ 6= µ, then their
associated Schur polynomial are distinct.
Proposition 3.3.3. The category of polynomial representations Reppol(GL)
is semisimple.
Proof. Thanks to the above decomposition and to proposition 3.3.2, the
object Tn is semisimple. Semisemplicity is preserved by direct sums and
quotients, so, by definition of polynomial representation, we have the desired
result.
3.3.2 Algebraic representations of GL∞(Q)
Now we want to analyze algebraic representations. Similarly to before, we
write
T dn,m := (Cd)
⊗n ⊗
(
(Cd)∗
)⊗m
, Tn,m := V⊗n ⊗ V⊗m∗
Lemma 3.3.4. The category Rep(GL) is abelian and it is stable under ten-
sor product.
Proof. The zero representation, the operations of direct sum and direct
product and morphisms of representations give to Rep(GL) the structure
of abelian category. Moreover, the stability under tensor product is obvi-
ous.
Remark 3.3.5. We remark an important fact, in sharp contrast to the case of
polynomial representations: the category Rep(GL) is not semisimple. This
fact can be proved observing that the pairing
V⊗ V∗ −→ C
v ⊗ ϕ 7−→ ϕ(v)
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is a surjection that does not split. To show this, we can prove that V⊗ V∗
has no invariants. Thinking of V ⊗ V∗ as endomorphism of V which kill
all but finitely many basis vector, the group GL∞(Q) acts on this space
by conjugation. Since any endomorphism commuting with GL∞(Q) is a
scalar matrix and since these matrices do not belong to V ⊗ V∗, there are
no invariants.
Remark 3.3.6. As before, there is an action of C∗ on every algebraic repre-
sentation; in other words, every algebraic representation admits a canonical
Z-grading and the representation Tn,m is concentrated in degree n−m.
Weyl’s construction
Now we examine the Weyl’s construction, as we have done in the case
of polynomial representations. As before, we start with the finite case.
Sn×Sm×GLd(Q) acts on T dn,m: Sn permutes the n tensor factors of (Cd)⊗n,
Sm permutes the m tensor factors of
(
(Cd)∗
)⊗m
and GLd(Q) permutes co-
ordinates. For all 1 ≤ i ≤ n and for all 1 ≤ j ≤ m we have a map, called
trace map
ti,j : T dn,m // T dn−1,m−1
obtained by applying the pairing Cd⊗(Cd)∗ //C to the i-th factor of (Cd)⊗n
and to the j-th factor of
(
(Cd)∗
)⊗m
. Let now T d[n,m] denote the intersection
of the kernels of the maps ti,j . It is stable under the action of Sn × Sm ×
GLd(Q).
Now we are able to characterize also the irreducible representations cor-
responding to pseudo-partitions.
Proposition 3.3.7. Given λ ` n and µ ` m partitions, let r = len(λ) and
s = len(µ). Put
W dλ,µ = HomSn×Sm
(
Vλ  Vµ, T d[n,m]
)
If r + s ≤ d, then W dλ,µ is the irreducible representation of GLd(Q) with
highest weight (λ1 . . . , λr, 0, . . . , 0,−µs, . . . ,−µ1). Otherwise, if r + s > d,
then W dλ,µ = 0.
Proof. These representations are actually those which we have classified by
(proper) pseudo-partitions in section 1.5.2.
Let’s now turn to the infinite case. We define, as before, the trace map
ti,j : T dn,m // T dn−1,m−1
that now makes sense for all i, j ∈ N+, and the space T[n,m] as the intersec-
tion of their kernels. Define now
Wλ,µ = HomSn×Sm
(
Vλ  Vµ, T[n,m]
)
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where λ ` n and µ ` m. We have the decomposition
T[n,m] =
⊕
|λ|=n,|µ|=m
Vλ  Vµ Wλ,µ (3.1)
We also have the exact sequence
0 −→ T[n,m] −→ Tn,m ϕ−→ (Tn−1,m−1)⊕nm (3.2)
where ϕ = ⊕ni=1⊕mj=1 Im(ti,j).
In order to classify simple objects of Rep(GL), we need to state a result
due to Koike: its proof, with a completer discussion, can be found in [Ko],
section 2; the following definition of universal character ring is given in
[KoT].
Definition 3.3.8. Let (Λd)t = Z[t1, . . . , td]
Sd be the graded algebra consisting
of the symmetric polynomials in d variables. Its projective limit
Λt = lim← (Λd)t
is the universal character ring. Moreover we define the canonical projection
as
(pid)t : Λt // (Λd)t
Let now Λx (respectively Λy) be the universal character ring in variables
x1, . . . , xd (respectively y1, . . . , yd). Let R(GLd(Q))t be the character ring
of the rational representations of GLd(Q) on variables t1, . . . , td. Consider
the algebra homomorphism
∆∗ : (Λd)x ⊗ (Λd)y −→ R(GLd(Q))
obtained by putting yi = x−1i for all i = 1, . . . , d. Let p˜id = ∆∗◦
(
(pid)x ⊗ (pid)y
)
.
Moreover we define a generator system {em(x)}m∈N+ of Λx by the relation∏
m∈N+
(1 + txm) =
∑
m∈N+
=
∑
m∈N+
em(x)tm
Definition 3.3.9. Let (λ, µ) be a pair of partitions. We define the universal
character [λ, µ]GL∞(Q) ∈ (Λd)x ⊗ (Λd)y as the determinant of the matrix
whose elements are
ai,j =
{
etµr−i+1+i−j(y), 1 ≤ i ≤ r, 1 ≤ j ≤ r + s
etλi−r+j−i(x), r + 1 ≤ i ≤ r + s, 1 ≤ j ≤ r + s
where the notation tλ means the transposed Young diagram associated to
λ.
Now we state the result we need.
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Proposition 3.3.10. If len(λ) + len(µ) ≤ d we have
p˜id
(
[λ, µ]GL∞(Q)
)
= [λ, µ]GLd(Q)
Otherwise it is zero or an irreducible character.
This result allows us to classify irreducible objects in Rep(GL).
Proposition 3.3.11. The Wλ,µ constitute a complete irredundant set of
simple objects of Rep(GL).
Proof. If len(λ) + len(µ) ≤ d, by proposition 3.3.7 we know that W dλ,µ is an
irreducible representation of GLd(Q). Since
Wλ,µ =
⋃
d≥len(λ)+len(µ)
W dλ,µ
we obtain that Wλ,µ is an irreducible representation of GL∞(Q).
Now, prove that the simple constituents of Tn,m are all isomorphic to Wλ,µ,
for some couple of partitions (λ, µ). From the exact sequence 3.2 we see that
the simple constituents of Tn,m occur as constituents of T[n,m] or Tn−1,m−1,
so it is natural to proceed by double induction on n and m. If n = m = 1
we have Tn,m = T[n,m] so this property is obvious; assuming it true for
n − 1,m − 1, by decomposition 3.1 we have that the simple constituent of
T[n,m] are all of the form Wλ,µ, so, by the inductive step, the same is true
for Tn,m. By definition of algebraic representation every simple object of
Rep(GL) is a constituent of some Tn,m, so we see that every simple object
is isomorphic to some Wλ,µ.
Finally, we have to prove that the set is irredundant, that isWλ,µ ∼= Wλ′,µ′ if
and only if (λ, µ) = (λ′, µ′). This is an application of proposition 3.3.10, since
if (λ, µ) 6= (λ′, µ′), the projections of the universal characters [λ, µ]GL∞(Q)
and [λ′, µ′]GL∞(Q) on the character ring of rational representations of GLn(Q)
give two different characters and so two different irreducible representations
W dλ,µ and W dλ′,µ′ .
Proposition 3.3.12. Every object of Rep(GL) has finite lenght.
Proof. It suffices to show that Tn,m has finite lenght. As before, we proceed
by induction, being the base case n = m = 0 obvious. Thanks to the
decomposition 3.1 and to proposition 3.3.11 T[n,m] has finite lenght; thus,
the exact sequence 3.2 shows inductively that Tn,m has finite lenght.
Proposition 3.3.13. The simple constituents of Tn,m are those Wλ,µ with
|λ| ≤ n, |µ| ≤ m and |λ| − |µ| = n−m.
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Proof. We prove this statement by induction, being the base case trivial.
We have already observed that the set of simple constituents of Tn,m is con-
tained in the union of the set of simple constituents of Tn−1,m−1 and the set
of simple constituents of T[n,m]. Since any trace map ti,j : Tn,m //Tn−1,m−1
is surjective, this inclusion is actually an equality. Thanks to the decompo-
sition 3.1 and to the inductive step, we have the desired result.
3.4 Representations of S∞
Let S∞ be the group of permutation of natural numbers which fix all but
finitely many elements. This group acts on V = C∞ by permuting coordi-
nates. As before, we denote by Rep(S∞) the category of representations of
S∞: this is once again an abelian tensor category.
Definition 3.4.1. An S∞-representation is algebraic if it appears as a sub-
quotient of a direct sum of the representations Tn = V⊗n.
Now we want to give an analogue of Weyl’s construction, already seen
for the general linear group. Define T dn = (Cd)
⊗n: the group Sn×Sd acts on
T dn , in particular the first factor permutes the tensor factors and the second
one permutes the coordinates of each v ∈ Cd. Consider the map
ti : T dn −→ T dn−1
v1 ⊗ · · · ⊗ vn 7−→ v1 ⊗ · · · ⊗ vˆi ⊗ · · · ⊗ vn
where, as usual, with the notation v1⊗· · ·⊗ vˆi⊗· · ·⊗vn we mean the tensor
product v1 ⊗ · · · ⊗ vn with the i-th tensor factor removed. Moreover we
define
si,j : T dn −→ T dn−1
v1 ⊗ · · · ⊗ vn 7−→ v1 ⊗ · · · ⊗ vˆi ⊗ · · · ⊗ vˆj ⊗ · · · ⊗ vn ⊗ δi,jvi
Let T d[n] be the intersection of the kernels of the ti and si,j . It is stable under
the Sn × Sd-action on T dn . Given now a partition λ of n, we define
W dλ := HomSn
(
Vλ, T
d
[n]
)
where, as usual, Vλ denotes the irreducible Sn-representation associated to
λ. On this space we have an Sd-action. In order to prove the next statement,
we have to make a particular construction.
Let Vn be the set {x1, . . . , xn, y1, . . . , yn}; we imagine that the xi are in the
same row, and the yi are in a parallel row below the previous one.
Let Pn be the set of partitions of Vn. We can represent a partition U by
a graph in which two vertices are connected if and only if they lie in the
same component of the partition. We give Pn the structure of a monoid, as
follows. Let U and U ′ be two partitions of Vn and consider the associated
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Figure 3.1: The graph associated to the partition U = {x1, x2, y3, y6}unionsq {x3, y1, y4, y5}unionsq
{x4, x5, x6} unionsq {y2}.
graphs. Identify the bottom row of vertices of U with the top row of vertices
of U ′ and merge all parts of U and U ′ which overlap. In this way we have a
graph with a set of vertices in the bottom row, a set of vertices in the middle
row, and a set of vertices in the top row, obtained by juxtaposition of U and
U ′. Let n(U,U ′) the number of connected components (including singletons)
which are contained entirely in the middle row; discard these parts, and all
vertices in the middle row. The resulting graph corresponds to the partition
associated to the composition UU ′. Note that, in particular, the symmetric
group is the set of partitions in which each component contains exactly one
vertex from the top row and one from the bottom row. This construction
gives Pn the structure of monoid.
Figure 3.2: The composition between U = {x1, x3, y4},unionsq{x2} unionsq {x4, x5, x6} unionsq {y1} unionsq
{y2, y3} unionsq {y5, y6} and U ′ = {x1} unionsq {x2, x4} unionsq {x3, x5, x6, y4, y5, y6} unionsq {y1} unionsq {y2, y3} is
UU ′ = {x1, x3, y4, y5, y6} unionsq {x2} unionsq {x4, x5, x6} unionsq {y1} unionsq {y2, y3}.
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Now we want to find a set of generators. We define
Ai =
n−1⊔
j=1
j 6=i,i+1
{xj , yj} unionsq {xi, xi+1, yi, yi+1}, ∀1 ≤ i ≤ n− 1
Bi =
n⊔
j=1
j 6=i
{xj , yj} unionsq {xi} unionsq {yi}, ,∀1 ≤ i ≤ n
Di =
n−1⊔
j=1
j 6=i,i+1
{xj , yj} unionsq {xi, yi+1} unionsq {xi+1, yi}, ∀1 ≤ i ≤ n− 1
(a) The generator Ai. (b) The generator Bi.
(c) The generator Di.
Theorem 3.4.2 ([HaR], theorem 1.11). The monoid Pn is presented by
generators A0, . . . , An−1, B1, . . . , Bn and D1, . . . , Dn−1, with relations
B2i = Bi, BiAiBi = Bi,
BiAi−1Bi = Bi, BiBj = BjBi, ∀|i− j| > 12 ,
D2i = 1, DiDi+1Di = Di+1DiDi+1,
DiDj = DjDi ∀|i− j| > 1
and
DiBiBi+1 = BiBi+1Di = BiBi+1, DiAi = AiDi = Ai,
DiBiDi = Bi+1, DiDi+1AiDi+1Di = Ai,
DiBj = BjDi ∀j 6= i, i+ 1, DiAj = AjDi, ∀j 6= i− 1, i, i+ 1
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Now look at the action of these generators on T dn . The action of the
generator Ai is defined by
ej1 ⊗ · · · ⊗ ejn 7→ δji,ji+1ej1 ⊗ · · · ⊗ ejn
for any 1 ≤ i ≤ n the generator Bi replaces the i-th tensor factor with
e1 + · · ·+ed; finally, for any 1 ≤ i ≤ n−1, the generator Di swaps the tensor
factors in positions i and i+ 1;
Let now An be the free C[t]-module spanned by Pn. Let XU be the
element of An corresponding to the partition U ∈ Pn. We can give An the
structure of algebra by defining
XUXU ′ = tn(U,U
′)XUU ′
Let moreover An(α) be the quotient of An by the (two-sided) ideal (t− α)
(that is, the evaluation of each element of An on α). The algebra An is
called the partition algebra.
Now we give T dn the structure of a An(d)-module. Given a vector u ∈ Cd,
we write (only as formal notation) fi(u) for the same vector u regarded
as the i-th tensor factor in Cd⊗n. For example, if n = 3, the notation
f2(u)f1(v)f3(w) means v ⊗ u⊗ w.
Let U be an element of Pn, let v be an element of T dn . We assume,
without loss of generality, that
v = ei1 ⊗ · · · ⊗ ein , 1 ≤ ik ≤ d ∀k = 1, . . . , n
The element w = XΓv is defined as a product over the parts of U , so we
have to describe the contribution of each part.
• A part {xk1 , . . . , xkr} contributes 1 if ik1 = · · · = ikr , and contributes
0 otherwise.
• A part {yh1 , . . . , yhs} contributes
∑d
j=1 fh1(ej) · · · fhs(ej).
• A part {xk1 , . . . , xkr , yh1 , . . . , yhs} with r, s > 0 contributes fh1(ei) · · · fhs(ei)
if ik1 = · · · = ikr = i otherwise.
It is not difficult to prove that this is a well-defined action.
The action of An(d) on T dn commutes with the action of Sd, and we can
state a precise result, due to Martin, on how these actions relate. For its
proof, see [HaR], theorem 3.6.
Theorem 3.4.3 (Martin). The natural map An(d) // EndSd(T dn) is always
surjective, and it is an isomorphism for d > 2n.
Proposition 3.4.4. Given λ ` n, the representation W dλ is isomorphic to
V (λ)d for all d− n ≥ λ1, and it is zero otherwise.
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Proof. There is an action of An(d) on T dn so that the image of An(d) in
End(T dn) is the full centralizer of the action of Sd, by theorem 3.4.3. If In
is the ideal generated by the generators Ai and Bj for all 1 ≤ i ≤ n − 1,
1 ≤ j ≤ n, then An(d)/In ∼= C[Sn] (where the generators for C[Sn] are the
images of the Di). Moreover T d[n] is exactly the subspace of T dn annihilated
by In. By Schur-Weyl duality, we have
T dn =
⊕
λ
Yλ  Vλ
where Yλ is an irreducible representation of An(d) and Vλ, as usual, is an
irreducible representation of Sd. By the previous discussion, T d[n] is the direct
sum of those Yλ  Vλ for which the action of In is identically zero on Yλ,
and in this case Vλ = W dλ .
Suppose first that d − n ≥ λ1, so that the padded partition λ[d] makes
sense. It is a known fact (see [St2], section 7.17) that the multiplicity of Vµ
in Sλ(Cd) is given by the coefficient of the Schur polynomial sλ(x1, . . . , xd) in
the decomposition of sµ(1, x1, . . . , xd, x21, x1x2, . . . ). Using the combinatorial
definition of Schur’s polynomials as generating functions for semistandard
Young tableaux (for details see [St2], section 7.10), we easily find that the
multiplicity of V (λ)d in Sλ(Cd) is 1, and that, if Vµ appears, then we must
have ∑i≥2 µi ≤ |λ|. In particular we can see that V (λ)d is in the kernel
of all maps of the form T dn // T dn−1 introduced above, so W dλ ∼= V (λ)d, as
desired.
Now we prove that W dλ = 0 if λ1 > d−n: in this case, we remember, the
padded partition does not make sense, since it is not actually a partition.
Now, identify Cd as the subspace of Cd+1 spanned by {e1, . . . , ed}. Then
T d[n] ⊆ T d+1[n] and in particular W dλ ⊆ W d+1λ . If we pick d˜ such that λ1 =
d˜ − n + 1 and we prove W d˜λ = 0, the thesis will follow. By what we have
already shown in this proof, W d˜+1λ = V(d˜+1−n,λ), so if W d˜λ were nonzero, it
would have been of the form V(d˜+1−n,µ), with µ obtained from λ by removing
a single box. Let mµ be the multiplicity of Vd˜+1−n,µ in T d˜n and let ν1, . . . , νr
be all partitions we can get from λ by removing a single box. For each
i, the multiplicity of V(d˜−n+1,νi) in T
d˜
n−1 is equal to dimVνi , so they each
contribute dimVνi to mµ and so mµ ≥ dimVλ. Now we want to prove that
this inequality is strict. If n ≥ 2 (otherwise the result is trivial), let η be the
partition obtained by removing a single box from µ; then the multiplicity of
Vd˜−n+2,η in T d˜n−1 is at least 1, and it also contributes tomµ, somµ > dimVλ.
This implies V d˜λ = 0, and the proof is finished.
Now we turn to the infinite case. We can define ti : Tn // Tn−1, si,j :
Tn // Tn−1 and T[n] as before. Moreover we put
Wλ = HomSn(Vλ, T[n])
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where λ ` n. On this space we have an action of S∞ and moreover, since
the actions of Sn and S∞ commute, we have, by Schur-Weyl’s duality, a
decomposition
T[n] =
⊕
|λ|=n
Vλ Wλ (3.3)
as Sn × S∞-modules. This gives us an exact sequence
0 // T[n] ↪→ Tn ϕ−→ (Tn−1)⊕
n(n+1)
2 (3.4)
where Im(ϕ) = ⊕ni=1 Im(ti) ⊕ ⊕1≤i<j≤n Im(si,j), that is the k-th direct
summand in (Tn−1)⊕
n(n+1)
2 is the image of tk if k ≤ n, while it is the image
of an si,j if k > n.
Proposition 3.4.5. The Wλ constitute a complete irredundant set of simple
objects of Rep(S∞).
Proof. Since Wλ =
⋃
d0W dλ and since, by proposition 3.4.4, each W dλ is an
irreducible Sd-representation, then also Wλ is irreducible.
We can prove the completeness of this set by induction, as we have done
in proposition 3.3.11: in particular, for n = 1 we have Tn = T[n], so, by
decomposition 3.3, the statement is true; for the inductive step, it is sufficient
to use the exact sequence 3.4, which shows that every simple constituent of
Tn appears as a constituent of T[n] or of Tn−1, so we can apply the inductive
hypothesis. This proves that every simple object of the stable category S∞
is isomorphic to some Wλ, so this set is complete.
It remains to be proved the irredundancy. Consider the subalgebra of C[Sd]
generated by the elements
zi = (1 i) + (2 i) + · · ·+ (i− 1 i) ∈ C[Sd], ∀2 ≤ i ≤ d
W dλ has a basis {vT } indexed by standard Young tableaux T of shape (d−
|λ|, λ) which is an eingenbasis for z2, . . . , zd; the eigenvalue of zi on vT is
the content (that is, row index minus column index) of the box of T which
contains the label i. Furthermore, this eigenbasis is compatible with the
inclusions W dλ ⊆ W d+1λ and so it is well defined for d //∞. This proves
Wλ ∼= Wµ if and only if λ = µ.
Remark 3.4.6. The elements zi introduced in the previous proof are called
Jucys-Murphy elements. They were introduced by Jucys in [Ju] and succes-
sively rediscovered by Murphy. A wider discussion about these generators
and their role in the representation theory of the symmetric group can be
found in [VO].
Chapter 4
Representation stability of
the cohomology of the pure
braid group
In this chapter we examine the first application. We will prove, accordingly
to [CF], that the sequence of Sn-representations {H i(Pn;Q)}n∈N, where Pn
is the pure braid group, is uniformly representation stable and we will give
an explicit calculation for i = 1, 2, 3. In the end, we will apply the results
given in chapter 3, in order to find the same irreducible components through-
out the different viewpoint developed in that chapter.
4.1 Braid group
In this section we give a general introduction for the braid group, showing in
particular its geometric definition, a presentation and some useful topologi-
cal properties. The braid group was initially introduced by Artin in [Art]; an
useful reference is also the Birman’s work [Bi]. A more modern exposition
about braid groups can be found in [KaT].
Definition 4.1.1. Consider, in an euclidean 3-dimensional space, two paral-
lel planes with x-coordinates 0 and 1 respectively. Let {Pi = (0, i, 0)}1≤i≤n
and {Qi = (1, i, 0)}1≤i≤n two n-tuples of points. An n-braid β is a system
of n arcs α1, . . . , αn, called the strings of the braid, such that αi(0) = Pi,
αi(1) = Qσ(i) for some σ ∈ Sn and
1. each arc intersects the plane {x = t} once and once only for any
t ∈ [0, 1];
2. these arcs intersect the plane {x = t} in n distinct points for all t ∈
[0, 1].
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The permutation σ is called the permutation of the braid. If this permutation
is trivial, the braid is called pure. The trivial braid is the (pure) braid
consisting on n parallel lines.
In other words, an n-braid β consists of n strands which cross each other
a finite number of times, do not intersect with themselves or any of the other
strands and travel strictly to the right.
A pure braid could consists in n strings which cross and twist, but the string
with beginning point (0, i, 0) must ends on (1, i, 0).
(a) A 4-braid; the associated permuta-
tion is (12)(34).
(b) A 4-pure braid.
Figure 4.1: A braid and a pure braid on 4 elements.
Definition 4.1.2. Two braids β0, β1 with the same permutation σ are called
homotopic or equivalent if there is a homotopy through braids βt for all
t ∈ [0, 1], each with permutation σ, from β0 // β1.
Definition 4.1.3. Given two n-braids α and β, define their composition αβ
as the composition between arcs.
Definition 4.1.4. The group of braids with composition is called braid group
Bn. The subgroup consisting of braids with trivial permutation is called
pure braid group Pn.
The pure braid group could be described as the kernel of the projection
map Bn // Sn, which forgots crosses and twists between strings, and maps
each braid β to its permutation σ.
4.1.1 The Artin’s presentation
Definition 4.1.5. An elementary n-braid γi is an n-braid formed by crossing
the i-th string over the i+ 1-th string, leaving unvaried the others.
Any n-braid can be formed by a finite number of elementary braids and
their inverses, so these elementary braids generate the braid group. Let see
now which relations exist between these elementary braids. First, we can
observe that, if i and j differ by more than one, then the elementary braids γi
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and γj commute. Moreover, we note that, for any i, γiγi+1γi = γi+1γiγi+1.
So we can state the following result.
Theorem 4.1.6 (Artin). The braid group on n strings Bn is generated by
the elementary braids σ1, . . . , σn−1 subject to the relations
1. γiγj = γjγi for 1 ≤ i, j ≤ n− 1 such that |i− j| > 1;
2. γiγi+1γi = γi+1γiγi+1 for 1 ≤ i ≤ n− 2.
Similarly we can give a presentation of the pure braid group Pn.
Theorem 4.1.7. The pure braid group on n strings Pn is generated by
Aij := γj−1γj−2 · · · γi+1γ2i γ−1i+1 · · · γ−1j−2γ−1j−1, ∀1 ≤ i < j ≤ n
with the following relations:
ArsAijA
−1
rs =

Aij , s < 1 ∨ j < r
A−1is AijAis, i < j = r < s
A−1ij A
−1
ir AijAirAij , i < r < j = s
A−1is A
−1
ir AisAirAijA
−1
ir A
−1
is AirAis, i < r < j < s
The generator Aij is the pure braid where the j-th string passes behind
the strings (j − 1), . . . , (i + 1), then in front of the i-th string and finally
behind the strings i, . . . , (j − 1).
4.1.2 Braid group as fundamental group
Definition 4.1.8. Consider the set Cn of ordered n-tuples of distinct points
in the n-dimensional complex space:
Cn := {(z1, . . . , zn) ∈ Cn | zi 6= zj for all i 6= j} = Cn \
⋃
1≤i<j≤n
{zi = zj}
This space is called the configuration space of n ordered points.
Theorem 4.1.9. The fundamental group of the configuration space of n
ordered points Cn is the pure braid group Pn.
Moreover we can consider the set Dn of unordered n-tuples of distinct
points, that can be built as the quotient Cn/Sn.
Theorem 4.1.10. The fundamental group of the configuration space of n
unordered points Dn is the braid group Bn.
In what follows these definitions of the braid group and the pure braid
group as fundamental groups will be useful.
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4.2 A presentation of the cohomology ring of the
pure braid group
In this section we prove a fundamental result due to Arnol’d, who gives in
[Arn] a presentation of the cohomology ring of the pure braid group that
will be useful in the analysis of the stability for H i(Pn;Q).
Before the statement of the main result, we remind some fundamental
concepts.
4.2.1 Cohomological spectral sequences
We introduce here the cohomological spectral sequences, which will be useful
in the presentation of the cohomology group as an exterior algebra. A good
reference for this topic is [Ha], chapter 5.
Definition 4.2.1. Let X be a space and let {Xp}p∈Z an increasing (with
respect to the order given by inclusion) sequence of subspaces. If X = ⋃Xp,
the sequence {Xp} is called a filtration.
Now we define, for simplicity,
Ap,q1 = Hp+q(Xp;Q), E
p,q
1 = Hp+q(Xp, Xp−1;Q)
Given a filtration of a space X, the long exact sequences of homology groups
for the pairs (Xp, Xp−1) can be arranged
. . . Ap,q+11// E
p,q+1
1
jp,q+11 // Ap−1,q+11
kp,q+11 // Ep−1,q+11
jp−1,q+11 // Ap−2,q+11
kp−1,q+11 // . . .//
. . . Ap+1,q1// E
p+1,q
1
jp+1,q1 // Ap,q1
kp+1,q1 // Ep,q1
jp,q1 // Ap−1,q1
kp,q1 // . . .//
. . . Ap+2,q−11// E
p+2,q−1
1
jp+2,q−11
// Ap+1,q−11
kp+2,q−11
// Ep+1,q−11
jp+1,q−11
// Ap,q−11
kp+1,q−11
// . . .//
...

ip,q+11

ip+1,q1

...

...

ip−1,q+11

ip,q1

...

...

ip−2,q+11

ip−1,q1

...

We call this diagram a staircase diagram. Putting
A1 =
⊕
p,q
Ap,q1 =
⊕
p,q
Hp+q(Xp), E1 =
⊕
p,q
Ep,q1 =
⊕
p,q
Hp+q(Xp, Xp−1)
and
i1 =
⊕
p,q
ip,q1 , j1 =
⊕
p,q
jp,q1 , k1 =
⊕
p,q
kp,q1
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we have an exact triangle, called an exact couple:
A1 A1
i1 //
E1
j1

k1
WW
Now we define the differentials as
dp,q1 := j
p−1,q
1 ◦ kp,q1
and, as before,
d1 =
⊕
p,q
dp,q1
Thanks to exactness we have (dp,q1 )
2 = 0 for all p, q and we find out a derived
couple
A2 A2
i2 //
E2
j2

k2
WW
where E2 = ker d1/ Im d1, A2 = i1(A1), i2 = i1|A2 , j2(i1a) = [j1a], k2[e] =
k1e.
Lemma 4.2.2. The derived couple of an exact couple is exact.
Now this process can be iterated, by defining d2 = j2k2, E3 = ker d2/ Im d2
and so on.
Definition 4.2.3. A cohomological spectral sequence is a sequence of groups
and maps
{(Er, dr : Er // Er)}
such that d2r = 0 and Er+1 = ker dr/ Im dr. As r increases, each Ap,qr is
replaced by Ap,qr+1 and each Ep,qr is replaced by a subquotient (a quotient of a
subgroup or, equivalently, a subgroup of a quotient) Ep,qr+1. Moreover, fixed
r ∈ N+ we call {Ep,qr }q∈Z the p-th row of the sequence and {Ep,qr }p∈Z the
q-th column.
Since we will always speak about cohomological spectral sequences, we
will refer to them simplier as spectral sequences.
Definition 4.2.4. Let {Ep,qr } be a spectral sequence such that for each p, q ∈ Z
there exists r(p, q) ∈ N+ such that for all r ≥ r(p, q) we have
Ep,qr
∼= Ep,qr(p,q)
We say that
E∞ := {Ep,q∞ }p,q∈Z := {Ep,qr(p,q)}p,q∈Z
is the limit term of the spectral sequence.
50 Representation stability of the cohomology of the pure braid group
Remark 4.2.5. Given a spectral sequence, if there exists r¯ ∈ N+ such that
dr = 0 for all r ≥ r¯, then {Ep,qr¯ }p,q is the limit term for the spectral sequence.
In this case we say that the spectral sequence degenerates at r¯.
Remark 4.2.6. Given a spectral sequence, if there exists r¯ ∈ N+ such that
the r¯-th page is concentrated in a single row or in a single column, then
the spectral sequence degenerates on this page. In this case we say that the
spectral sequence collapses on this page.
Theorem 4.2.7 ([Ha], theorem 5.3). Let p : X // B be a fibration with
fibre F and B path-connected. If pi1(B) acts trivially on H∗(F ;G) then we
have a spectral sequence
{Ep,qr , dr}
such that
1. dr : Ep,qr // Ep+r,q−r−1r and E
p,q
r+1 = ker(dr)/ Im(dr);
2. stable terms Ep,n−p∞ isomorphic to the successive quotients Fnp /Fnp−1 in
a filtration 0 ⊂ Fnn ⊂ · · · ⊂ Fn0 = Hn(X;G) of Hn(X;G).
3. Ep,q2 ∼= Hp(B;Hq(F ;G)).
Corollary 4.2.8. In the special case X = B × F we have
Hn(X;G) ∼=
⊕
p
Hp(B;Hq(F ;G))
and E2 = E∞.
4.2.2 The cohomology ring of the pure braid group
In this section we state the announced result proved by Arnol’d in [Arn].
Definition 4.2.9. A pointed topological space X is a space of type K(G, i) if
pik(X) =
{
G, k = i
0, k 6= i
Theorem 4.2.10 ([OT], chapter 5). The configuration space Cn is a K(Pn; 1)
space.
Thanks to this theorem we can identify the cohomology group of Pn with
the cohomology group of Cn.
Now we consider the fibration
p : Cn // Cn−1
which simply “forgets” the last point. This map gives a fibre bundle with
fibre
Fn−1 = {z ∈ C | z 6= z1, . . . , zn−1}
for some points z1, . . . , zn−1 ∈ C.
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Lemma 4.2.11. The action of the fundamental group of the base Cn−1 on
H∗(Fn−1;Q) is trivial. The fibration has a section.
Proof. The fibre Fn−1 is homotopically equivalent to a bouquet of n − 1
circles ∨n−1i=1 S1.
The fundamental group of the base Cn−1 is Pn−1, that acts on pi1(Fn−1) by
conjugation, so this action is trivial on the cohomology group of the fibre.
The section is given by
s : Cn−1 // Cn
(z1, . . . , zn−1) 7−→ (z1, . . . , zn)
where we put
zn =
z1 + · · ·+ zn−1
n− 1 + 2 max1≤i,j≤n−1 |zi − zj |+ 1
In the following theorem we identify the rational cohomology ring with
a quotient of the exterior algebra generated by some symmetric elements.
Theorem 4.2.12 (Arnol’d). We have
H∗(Pn;Q) ∼=
∧∗〈ωi,j | 1 ≤ i < j ≤ n〉/〈Ri,j,k〉
where the relation Ri,j,k is defined for all n ≥ 3 as follows:
Ri,j,k : ωi,jωj,k + ωj,kωk,i + ωk,iωi,j = 0, ∀ ≤ i < j < k ≤ n
Proof. Consider the exact sequence
0 // Fn−1 // Cn // Cn−1 // 0
By theorem 4.2.7 Ep,q2 = Hp(Cn−1, Hq(Fn−1)) converges toHp+q(Cn). Since
the fibre Fn−1 is connected, the action on H0(Fn−1) is trivial, and also the
action on H1(Fn−1) is trivial, since it is induced by the fundamental group
of the base Cn−1. So Hp(Cn−1, Hq(Fn−1)) has constant coefficients, and this
permits us to write Ep,q2 = Hp(Cn−1)⊗Hq(Fn−1).
Now we want to compare the spectral sequences associated to the fibre
bundles Fn−1 //Cn //Cn−1 and {pt} //Cn−1 //Cn−1 (that is the trivial
fibre bundle):
Fn−1
Cn

Cn−1

{pt}
Cn−1

Cn−1

soo
idoo
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where s : Cn−1 // Cn is a section, whose existence is given by lemma
4.2.11. The spectral sequence associated to the trivial fibre bundle has
only one nontrivial row, the first one, in which we have H0(Cn−1). The
spectral sequence associated to the other fibre bundle has two nontrivial
rows: Hp(Cn−1) ⊗ H0(Fn−1) in the first one and Hp(Cn−1) ⊗ H1(Fn−1)
in the second one. By the comparison of these spectral sequences we can
deduce that there are only trivial differentials. This permits us to say that
E2 = E∞, and soH∗(Cn) = H∗(Cn−1)⊕H∗(Cn−1)⊗H1(Fn−1) or, as groups,
H∗(Cn) ∼= H∗(Cn−1)⊗H∗(Fn−1).
By corollary 4.2.8 we find that the spectral sequence for the fibration p :
Cn // Cn−1 degenerates at the E2 page and we find
Hk(Pn;Q) =
⊕
p+q=k
Hp
(
Pn−1;Hq
(
n−1∨
i=1
S1
))
=
=
⊕
p+q=k
Hp (Pn−1)⊗Hq
(
n−1∨
i=1
S1
)
Through an inductive argument we find
H∗(Pn) = H∗(S1)⊗H∗(S1 ∨ S1)⊗ · · · ⊗H∗
(
n−1∨
i=1
S1
)
We can identify the generators ofHq
(∨n−1
i=1 S
1
)
with the classes ω1,n, . . . , ωn−1,n.
This allows us to write down the isomorphism of groups
Hk(Pn) ∼= {ωi1,j1 ∧ · · · ∧ ωik,jj | j1 < · · · < jk, ih < jh ∀1 ≤ h ≤ k}
It remains to verify the ring structure. By the identification
ωi,j =
dzi − dzj
zi − zj
we can directly verify the relation Ri,j,k and we can define the wanted iso-
morphism.
We note that this theorem implies that H i(Pn;Q) has basis
{wj1,k1 ∧ · · · ∧ wji,ki | k1 < · · · < ki, jh < kh∀1 ≤ h ≤ i}
4.3 Uniform stability of the cohomology group of
the pure braid group
We have seen in theorem 4.2.10 that the configuration space Cn is aspher-
ical, that is, pik(Cn) = 0 for all k > 1; moreover we have already remarked
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that this fact implies that H i(Cn;Q) = H i(Pn;Q). The action of Sn on the
space Cn induces an action of Sn on the vector space H i(Pn;Q), making it
an Sn-representation for each i ≥ 0.
In this section we give a result about the uniform representation stability
for the cohomology group of the pure braid group. Before we propose an
explicit calculation for the first cohomology groups, showing how this com-
putation becomes quite complicated very fastly.
4.3.1 Some explicit calculations
The first cohomology group
We want to find explicitly the decomposition in irreducible Sn-representation
of H1(Pn;Q). Thanks to Arnol’d work we know that
H1(Pn;Q) = 〈ωi,j | 1 ≤ i < j ≤ n〉
since obviously there are not trivial relations.
We start looking atH1(P2;Q). There are only two possible S2-representations,
V (0)2 (trivial representation) and V (1)2 (sign representation). SinceH1(P2;Q) =
〈ω1,2〉, and since the generator of this group is S2-invariant, we conclude that
the desired representation is the trivial one:
H1(P2;Q) = V (0)2
Now we turn our attention on H1(P3;Q). We can write
H1(P3;Q) = 〈ω1,2, ω1,3, ω2,3〉
and we can easily verify that this is the permutation representation of S3,
so:
H1(P3;Q) = V (0)3 ⊕ V (1)3
Now remember that, ifH is a subgroup ofG and ifW is anH-representation,
the induced representation
V = IndGHW =
⊕
g¯∈G/H
g¯W
is a G-representation. Now, by definition of induced representation it follows
easily that
H1(P4;Q) = IndS4S2×S2
(
H1(P2;Q)Q
)
In fact, given a set of representativesR = {id, (1 3), (1 4), (2 3), (2 4), (1 2)(3 4)}
in S4/S2 × S2 we have
IndS4S2×S2
(
H1(P2;Q)Q
)
=
⊕
σ∈R
σ ·
(
H1(P2;Q)Q
)
=
〈ω1,2, ω1,3, ω1,4, ω2,3, ω2,4, ω3,4〉 =
H1(P4;Q)
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So we can compute the induced representation of H1(P2;Q)Q in S4:
H1(P4;Q) = V (0)4 ⊕ V (1)4 ⊕ V (2)4
We are ready for the last step. Similarly to before, putting n = 2 + k, we
can write for all k ≥ 2
H1(Pn;Q) = IndSnS2×Sk
(
H1(P2;Q)Q
)
= V (0)n ⊕ V (1)n ⊕ V (2)n
This concludes the easy explicit proof of the (uniform) representation sta-
bility for H1(Pn;Q). Moreover we can note that its decomposition stabilizes
once n ≥ 4.
The second cohomology group
Now we turn to the second cohomology group. The situation is a little bit
more complicated, but our approach is basically the same.
The first n ∈ N such that this group is nontrivial is n = 3; it is generated
by three elements that have to satisfy just one relation:
H2(P3;Q) = 〈ω1,2∧ω1,3, ω1,2∧ω2,3, ω1,3∧ω2,3〉/〈ω1,2∧ω2,3+ω2,3∧ω3,1+ω3,1∧ω1,2〉
so one element is redundant and dim
(
H2(P3;Q)
)
= 2. Looking at charac-
ters, we find that
χH2(P3;Q)(σ) = Z1 − 1
(we denote by Zi the number of i-cycles in the decomposition of σ) so this
representation is isomorphic to V (1)3. Now, using the definition of induced
representation, we can verify that
IndS4S3×S1
(
H2(P3;Q)Q
)
⊂ H2(P4;Q)
since it is generated by some generators of H2(P4;Q). This induced rep-
resentation has dimension 8, so, since dim
(
H2(P4;Q)
)
= 11, we need a
3-dimensional subrepresentation which is in direct sum with the induced
representation. We note that in H2(P4;Q) we have two different kinds of
elements: the first kind is of type ωi,j ∧ ωj,r for some 1 ≤ i < j < r ≤ 4,
involving only three indices; the second kind is of type ωi,j ∧ ωr,s for some
1 ≤ i < j ≤ n, 1 ≤ r < s ≤ n and such that (r, s) 6= (i, j), involving all four
indices. These two subspaces are obviously in direct sum, so we can define
V
(2)
2,4 = 〈σ · (ω1,2 ∧ ω3,4)〉σ∈S4
which satisfies our requests. Moreover, it is isomorphic, via characters, to
V (1)4. So
H2(P4;Q) = V (1)4 ⊕ IndS4S3×S1 (V (1)3 Q) = V (1)⊕24 ⊕ V (1, 1)4 ⊕ V (2)4
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Now, we repeat the previous analysis for H2(P4+k;Q) for all k ∈ N: there
are both elements of type ωi,j ∧ ωj,r and elements of kind ωi,j ∧ ωr,s. An
element of the first family belongs to
V
(2)
1,n = 〈σ · ω1,2 ∧ ω2,3〉σ∈Sn
while an element of the second one belongs to
V
(2)
2,n = 〈σ · ω1,2 ∧ ω3,4〉σ∈Sn
We have already found V (2)1,3 , that is actually H2(P3;Q), so it is the standard
S3-representation V (1)3. By definition of induced representation we have for
all k ∈ N+
H2(P4+k;Q) = Ind
S4+k
S3×Sk+1 (V (1)3 Q)⊕ Ind
S4+k
S4×Sk (V (1)4 Q)
For k = 1 we have
H2(P5;Q) = IndS5S3×S2 (V (1)3 Q)⊕ IndS5S4×S1 (V (1)4 Q) =
= (V (1)5 ⊕V (1, 1)5 ⊕ V (2)5 ⊕ V (2, 1)5)⊕
⊕ (V (1)5 ⊕ V (1, 1)5 ⊕ V (2)5) =
= V (1)5⊕2 ⊕ V (1, 1)5⊕2 ⊕ V (2)5⊕2 ⊕ V (2, 1)5
For k = 2 we have
H2(P6;Q) = IndS6S3×S3 (V (1)3 Q)⊕ IndS6S4×S2 (V (1)4 Q) =
= (V (1)6 ⊕ V (1, 1)6 ⊕ V (2)6 ⊕ V (2, 1)6)⊕
⊕ (V (1)6 ⊕ V (1, 1)6 ⊕ V (2)6 ⊕ V (2, 1)6 ⊕ V (3)6) =
= V (1)6⊕2 ⊕ V (1, 1)6⊕2 ⊕ V (2)6⊕2 ⊕ V (2, 1)6⊕2 ⊕ V (3)6
Finally, for all k ≥ 3, let n = 4 + k; we have
H2(Pn;Q) = IndSnS3×Sk+1 (V (1)3 Q)⊕ IndSnS4×Sk (V (1)4 Q) =
= (V (1)n ⊕ V (1, 1)n ⊕ V (2)n ⊕ V (2, 1)n)⊕
⊕ (V (1)n ⊕ V (1, 1)n ⊕ V (2)n ⊕ V (2, 1)n ⊕ V (3)n ⊕ V (3, 1)n) =
= V (1)n⊕2 ⊕ V (1, 1)n⊕2 ⊕ V (2)n⊕2 ⊕ V (2, 1)n⊕2 ⊕ V (3)n ⊕ V (3, 1)n
Furthermore we have proved that the decomposition in irreducible represen-
tation of H2(Pn;Q) stabilizes once n ≥ 7.
The third cohomology group
Now we analyze the explicit decomposition for H3(Pn;Q). The first non-
trivial cohomology group is H3(P4;Q), whose generators are
ω1,2 ∧ ω1,3 ∧ ω1,4, ω1,2 ∧ ω1,3 ∧ ω2,4, ω1,2 ∧ ω1,3 ∧ ω3,4, ω1,2 ∧ ω1,4 ∧ ω2,3,
ω1,2 ∧ ω1,4 ∧ ω3,4, ω1,2 ∧ ω2,3 ∧ ω2,4, ω1,2 ∧ ω2,3 ∧ ω3,4, ω1,2 ∧ ω2,4 ∧ ω3,4,
ω1,3 ∧ ω1,4 ∧ ω2,3, ω1,3 ∧ ω1,4 ∧ ω2,4, ω1,3 ∧ ω2,3 ∧ ω2,4, ω1,3 ∧ ω2,3 ∧ ω3,4,
ω1,3 ∧ ω2,4 ∧ ω3,4, ω1,4 ∧ ω2,3 ∧ ω2,4, ω1,4 ∧ ω2,3 ∧ ω3,4, ω1,4 ∧ ω2,4 ∧ ω3,4
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There are two kinds of elements: the first has the form ωi,j ∧ ωi,k ∧ ωi,h,
where an index appears three times and the others only once; the second
kind has the form ωi,j ∧ ωi,k ∧ ωj,h, where two indices appear twice and the
others only once. So we can decompose
H3(P4;Q) = V (3)1,4 ⊕ V (3)2,4
where the first subrepresentation is the 4-dimensional vector space
V
(3)
1,4 = 〈σ · ω1,2 ∧ ω1,3 ∧ ω1,4〉σ∈S4
and where the second one is the 12-dimensional vector space
V
(3)
2,4 = 〈σ · ω1,2 ∧ ω1,3 ∧ ω2,4〉σ∈S4
Now we look to their characters, in order to understand their decomposition
in irreducible S4-representations.
Using a dimensional argument we find that
V
(3)
1,4 = V (0)4
⊕a ⊕ V (1, 1, 1)4⊕b ⊕ V (2)4⊕c
or
V
(3)
1,4 = V (0)4
⊕d ⊕ V (1, 1, 1)4⊕e ⊕ V (1)4⊕f ⊕ V (1, 1)4⊕g
where the allowed triples (a, b, c) are
(4, 0, 0), (3, 1, 0), (2, 2, 0), (2, 0, 1), (1, 3, 0), (1, 1, 1), (0, 4, 0), (0, 2, 1), (0, 0, 2)
since dim(V (0)4) = dim(V (1, 1, 1)4) = 1 and dim(V (2)4)) = 2; and where
the allowed quadruplets (d, e, f, g) are (excluding the already mentioned
cases)
(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1)
Now, since
χ
V
(3)
1,4
((12)) = −2
we restrict the possibilities to (1, 3, 0) and (0, 1, 0, 1). We can also verify
that
χ
V
(3)
1,4
((123)) = 1
so the only possible case is (0, 1, 0, 1):
V
(3)
1,4 = V (1, 1)4 ⊕ V (1, 1, 1)4
Similarly, the allowed decompositions for V (3)2,4 are
V
(3)
2,4 = V (0)4
⊕a ⊕ V (1, 1, 1)4⊕b ⊕ V (2)4⊕c ⊕ V (1)4⊕d ⊕ V (1, 1)4⊕e
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where (a, b, c, d, e) has many possibilities. Noting that
χ
V
(3)
2,4
((12)(34)) = −4
we can restrict the possible 5-tuples to
(0, 0, 0, z, 4− z), ∀z = 0, 1, 2, 3, 4
Now we also find that
χ
V
(3)
2,4
((12)) = 0
and this fact gives us the only possible 5-tuple (0, 0, 0, 2, 2). Thus
V
(3)
2,4 = V (1)4
⊕2 ⊕ V (1, 1)4⊕2
Finally we have
H3(P4;Q) = V (1)4⊕2 ⊕ V (1, 1)4⊕3 ⊕ V (1, 1, 1)4
Now we analyze H3(P5;Q). It elements are of three types:
ωi,j ∧ ωi,k ∧ ωi,h
where only four indices appear and one of them is repeated three times;
ωi,j ∧ ωi,k ∧ ωj,h
where only four indices appear and two of them are repeated twice; finally
ωi,j ∧ ωi,k ∧ ωr,s
where are involved five indices and only one is repeated twice. This last
kind of element does not appear in H3(P4;Q), so we can write
H3(P5;Q) = V (3)1,5 ⊕ IndS5S4×S1
((
V
(3)
1,4 ⊕ V (3)2,4
)
Q
)
where
V
(3)
1,5 = 〈ωi,j ∧ ωi,k ∧ ωr,s〉
Now we have to find the decomposition of V (3)1,5 , that is a 30-dimensional
S5-representation. It can be written throughout the S5-irreducible repre-
sentations:
V
(3)
1,5 = V (0)5
⊕a ⊕ V (1, 1, 1, 1)5⊕b ⊕ V (1)5⊕c ⊕ V (1, 1, 1)5⊕d ⊕ V (2)5⊕e⊕
⊕ V (2, 1)5⊕f ⊕ V (1, 1)5⊕g
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where a, b, c, d, e, f and g are certain natural numbers. We can compute
the character of this representation; we find that
χ
V
(3)
1,5
((12)) = 0, χ
V
(3)
1,5
((12)(34)) = −2, χ
V
(3)
1,5
((123)) = 0
χ
V
(3)
1,5
((123)(45)) = 0, χ
V
(3)
1,5
((1234)) = 0, χ
V
(3)
1,5
((12345)) = 0
and obviously χ
V
(3)
1,5
(idS5) = dim(V1,5) = 30. By the knowledge of the
characters of the irreducible S5-representations, we find out the relations
that the multiplicities of the irreducible components of our representation
have to satisfy. 
a− b+ 2c− 2d+ e− f = 0
a+ b+ e+ f − 2g = −2
a+ b+ c+ d− e− f = 0
a− b− c+ d+ e− f = 0
a− b− e+ f = 0
a+ b− c− d+ g = 0
The solution of this system give us the desired decomposition, that is
V
(3)
1,5 = V (1)5 ⊕ V (1, 1, 1)5 ⊕ V (2)5 ⊕ V (2, 1)5 ⊕ V (1, 1)5⊕2
Finally, the decomposition for H3(P5;Q) is
H3(P5;Q) = V (3)1,5 ⊕ IndS5S4×S1
((
V
(3)
1,4 ⊕ V (3)2,4
)
Q
)
= V (3)1,5 ⊕ IndS5S4×S1
((
V (1)4⊕2 ⊕ V (1, 1)4⊕3 ⊕ V (1, 1, 1)4
)
Q
)
= V (1)5 ⊕ V (1, 1, 1)5 ⊕ V (2)5 ⊕ V (2, 1)5 ⊕ V (1, 1)5⊕2⊕
⊕ V (1)5⊕2 ⊕ V (2)5⊕2 ⊕ V (1, 1)5⊕5 ⊕ V (2, 1)5⊕3⊕
⊕ V (1, 1, 1)5⊕4 ⊕ V (1, 1, 1, 1)5 =
= V (1)5⊕3 ⊕ V (2)5⊕3 ⊕ V (1, 1)5⊕7 ⊕ V (2, 1)5⊕4⊕
⊕ V (1, 1, 1)5⊕5 ⊕ V (1, 1, 1, 1)5
Now we turn our attention on H3(P6;Q). Its elements are of four types:
elements with only four indices in which one index is repeated three times;
elements with only four indices in which two indices are repeated twice;
elements with five indices in which one index appears twice; and finally ele-
ments with six distinct indices. Only this last type did not appear previously,
so we can write, by definition of induced representation
H3(P6;Q) = V (3)1,6 ⊕ IndS6S4×S2
((
V
(3)
1,4 ⊕ V (3)2,4
)
Q
)
⊕ IndS6S5×S1
(
V
(3)
1,5 Q
)
where
V
(3)
1,6 = 〈ωi,j ∧ ωk,h ∧ ωr,s〉
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The basis of this vector space consists of 15 elements; we want to decom-
pose it in irreducible S6-representations. Computing the character of this
representation we find that
χ
V
(3)
1,6
((12)) = 3, χ
V
(3)
1,6
((12)(34)) = −1,
χ
V
(3)
1,6
((12)(34)(56)) = −5, χ
V
(3)
1,6
((12)(3456)) = −1,
χ
V
(3)
1,6
((123)) = 0, χ
V
(3)
1,6
((123)(45)) = 0,
χ
V
(3)
1,6
((123)(456)) = 3, χ
V
(3)
1,6
((1234)) = −1,
χ
V
(3)
1,6
((12345)) = 0, χ
V
(3)
1,6
((123456)) = 1
and, looking at the character table for S6, we can write
V
(3)
1,6 = V (1, 1)6 ⊕ V (3)6
So we can give the explicit decomposition for H3(P6;Q). We have
IndS6S4×S2
((
V
(3)
1,4 ⊕ V (3)2,4
)
Q
)
=V (1)6⊕2 ⊕ V (2)6⊕2 ⊕ V (1, 1)6⊕5 ⊕ V (2, 1)6⊕5⊕
⊕ V (1, 1, 1)6⊕4 ⊕ V (2, 1, 1)6⊕3 ⊕ V (1, 1, 1, 1)6
and
IndS6S5×S1
(
V
(3)
1,5 Q
)
=V (1)6 ⊕ V (2)6⊕2 ⊕ V (3)6 ⊕ V (1, 1)6⊕3 ⊕ V (2, 1)6⊕4⊕
⊕ V (2, 2)6 ⊕ V (1, 1, 1)6⊕3 ⊕ V (2, 1, 1)6⊕2 ⊕ V (1, 1, 1, 1)6
thus
H3(P6;Q) =V (1)6⊕3 ⊕ V (2)6⊕4 ⊕ V (3)6⊕2 ⊕ V (1, 1)6⊕9 ⊕ V (2, 1)6⊕9⊕
⊕ V (2, 2)6 ⊕ V (1, 1, 1)6⊕7 ⊕ V (2, 1, 1)6⊕5 ⊕ V (1, 1, 1, 1)6⊕2
Now, in H3(P6+k;Q) there are three different kind of elements, as we have
explicitly seen for k = 0. For this reason we can write, by definition of
induced representation:
H3(P6+k;Q) = Ind
S6+k
S4×S2+k
((
V
(3)
1,4 ⊕ V (3)2,4
)
Q
)
⊕
⊕ IndS6+kS5×S1+k
(
V
(3)
1,5 Q
)
⊕ IndS6+kS6×Sk
(
V
(3)
1,6 Q
)
For k = 1 we can compute
H3(P7;Q) =V (1)7⊕3 ⊕ V (2)7⊕4 ⊕ V (3)7⊕5 ⊕ V (1, 1)7⊕9⊕
⊕ V (2, 1)7⊕11 ⊕ V (2, 2)7⊕2 ⊕ V (1, 1, 1)7⊕8 ⊕ V (2, 1, 1)7⊕7⊕
⊕ V (1, 1, 1, 1)7⊕2 ⊕ V (3, 1)7⊕6 ⊕ V (2, 2, 1)7 ⊕ V (2, 1, 1, 1)7
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For k = 2 we have
H3(P8;Q) =V (1)8⊕3 ⊕ V (2)8⊕4 ⊕ V (3)8⊕5 ⊕ V (1, 1)8⊕9⊕
⊕ V (2, 1)8⊕11 ⊕ V (2, 2)8⊕2 ⊕ V (1, 1, 1)8⊕8 ⊕ V (2, 1, 1)8⊕8⊕
⊕ V (1, 1, 1, 1)8⊕2 ⊕ V (3, 1)8⊕8 ⊕ V (2, 2, 1)8 ⊕ V (2, 1, 1, 1)8⊕
⊕ V (4)8 ⊕ V (3, 2)8⊕2 ⊕ V (3, 1, 1)8⊕2
For k = 3 we have
H3(P9;Q) =V (1)9⊕3 ⊕ V (2)9⊕4 ⊕ V (3)9⊕5 ⊕ V (1, 1)9⊕9⊕
⊕ V (2, 1)9⊕11 ⊕ V (2, 2)9⊕2 ⊕ V (1, 1, 1)9⊕8 ⊕ V (2, 1, 1)9⊕8⊕
⊕ V (1, 1, 1, 1)9⊕2 ⊕ V (3, 1)9⊕8 ⊕ V (2, 2, 1)9 ⊕ V (2, 1, 1, 1)9⊕
⊕ V (4)9 ⊕ V (3, 2)9⊕2 ⊕ V (3, 1, 1)9⊕3 ⊕ V (4, 1)9⊕2⊕
⊕ V (3, 3)9
For k = 4 we have
H3(P10;Q) =V (1)10⊕3 ⊕ V (2)10⊕4 ⊕ V (3)10⊕5 ⊕ V (1, 1)10⊕9⊕
⊕ V (2, 1)10⊕11 ⊕ V (2, 2)10⊕2 ⊕ V (1, 1, 1)10⊕8 ⊕ V (2, 1, 1)10⊕8⊕
⊕ V (1, 1, 1, 1)10⊕2 ⊕ V (3, 1)10⊕8 ⊕ V (2, 2, 1)10 ⊕ V (2, 1, 1, 1)10⊕
⊕ V (4)10 ⊕ V (3, 2)10⊕2 ⊕ V (3, 1, 1)10⊕3 ⊕ V (4, 1)10⊕2⊕
⊕ V (3, 3)10 ⊕ V (4, 1, 1)10
and this is the index for which the decomposition in irreducible components
stabilizes: for any k ≥ 4, putting n = 6 + k, we have
H3(Pn;Q) =V (1)n⊕3 ⊕ V (2)n⊕4 ⊕ V (3)n⊕5 ⊕ V (1, 1)n⊕9⊕
⊕ V (2, 1)n⊕11 ⊕ V (2, 2)n⊕2 ⊕ V (1, 1, 1)n⊕8⊕
⊕ V (2, 1, 1)n⊕8 ⊕ V (1, 1, 1, 1)n⊕2 ⊕ V (3, 1)n⊕8⊕
⊕ V (2, 2, 1)n ⊕ V (2, 1, 1, 1)n ⊕ V (4)n ⊕ V (3, 2)n⊕2⊕
⊕ V (3, 1, 1)n⊕3 ⊕ V (4, 1)n⊕2 ⊕ V (3, 3)n ⊕ V (4, 1, 1)n
So this decomposition stabilizes for any n ≥ 10.
4.3.2 Proof of uniform stability
In order to prove our theorem about the uniform stability of the sequence
of cohomology groups of the pure braid group, we need a (more general)
result, by Hemmer. Before this statement, we give some useful definitions.
Proposition 4.3.1. Let G be a group and consider Z as a Z[G]-module.
The following numbers (if they are finite) are equivalent:
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1. inf{n ∈ N | Z admits a projective resolution of lenght n};
2. inf{n ∈ N | H i(G, ·) = 0 ∀i > n};
3. sup{n ∈ N | ∃M G−module Hn(G,M) 6= 0}.
Definition 4.3.2. If the quantities given in proposition 4.3.1 are finite, we
define the cohomological dimension of G as one of that equivalent numbers,
and we denote it by cohomdim(G). Otherwise, we put cohomdim(G) = +∞.
Definition 4.3.3. We define the top cohomology of G with coefficients in A
as
Hcohomdim(G)(G;A)
Given a partition λ = (λ1, . . . , λr) we denote by λ˜ the partition (λ1 +
1, λ2, . . . , λr) ` n+ 1. Note that, in our notations, V (λ˜)n+1 = V (λ)n.
Lemma 4.3.4. Let n ≥ 2k, let λ ` k and µ ` n. Then
Cµλ,(n−k) = C
µ˜
λ,(n−k+1)
where C ··,· is the Littlewood-Richardson coefficient.
Proof. By Pieri’s rule the coefficient Cρλ,(n−k+1) can be zero or one. It is
one exactly when ρ is obtained by adding a box to n − k + 1 different
columns of the Young diagram of λ (possibly including empty columns,
corresponding to boxes added to the first row). Since λ1 ≤ k ≤ n − k by
hypothesis, at least one box has to be added to the first row of ρ. Now,
removing a box from the first row defines a bijection between the diagrams
corresponding to C µ˜λ,(n−k+1) and the ones corresponding to C
µ
λ,(n−k). This
proves the lemma.
Theorem 4.3.5 (Hemmer). Fix k ≥ 1, a subgroup H < Sk and a represen-
tation V of H. Then the sequence of Sn-representations{
IndSnH×Sn−k (V Q)
}
is uniformly representation stable. In particular, it stabilizes for all n ≥ 2k.
Proof. We prove the following equivalent fact: if n ≥ 2k and
IndSnH×Sn−k (V Q) =
⊕
λ`n
V (λ)⊕mλn
then
IndSn+1H×Sn−k+1 (V Q) =
⊕
λ`n
V (λ)⊕mλn+1
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It is an easy computation, since it follows from basic properties of induced
representation:
IndSnH×Sn−k (V Q) = Ind
Sn
Sk×Sn−k
(
IndSk×Sn−kH×Sn−k (V Q)
)
=
= IndSnSk×Sn−k
(
IndSkH (V )Q
)
Now we can decompose IndSkH (V ) in irreducible Sk-subrepresentation, say
IndSkH (V ) = V (η1)
⊕a1
k ⊕ · · · ⊕ V (ηh)⊕ahk
We can apply lemma 4.3.4 to each of this irreducible components, and the
proof is finished.
In order to prove the uniform stability of the sequence
{
H i(Pn;Q)
}
n, we
need a preliminar lemma, due to Brieskorn. This lemma can be stated for
general arrangements, but here we need only consider the standard config-
uration space. Its proof, in the general case, can be found in [OT], lemma
5.91, or in the original work [Bri], lemma 3, section 3.
Lemma 4.3.6 (Brieskorn). Let A = ⋃1≤i<j≤n{zi = zj}. Given a nonempty
intersection X of elements of A, let AX = {H ∈ A | X ⊆ H}. For any
k ∈ N we have an isomorphism
ϑk =
⊕
X∈Lk
Hk(Cn \AX) //Hk(Cn \A)
where Lk is the set of those X for which codim(X) = k.
Now we are ready to face the main theorem of this chapter.
Theorem 4.3.7. For each fixed i ≥ 0, the sequence of Sn-representations{
H i(Pn;Q)
}
n is uniformly representation stable. In particular, it stabilizes
for all n ≥ 4i.
Proof. The projections of configuration spaces Cn+1 //Cn given by forget-
ting the last coordinate induce surjections ψn : Pn+1 // Pn that, in their
turn, induce the maps
ψ∗n : H∗ (Pn;Q) //H∗ (Pn+1;Q)
Our aim is to prove uniform representation stability with these maps.
Thanks to Arnol’d’s result,H∗(Pn;Q) is generated as aQ-algebra byH1(Pn;Q)
with relations Ri,j,k, so injectivity easily follows.
For surjectivity, we have to prove that
〈σ · ψ∗n (H∗(Pn;Q))〉σ∈Sn+1 = H∗(Pn+1;Q)
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Consider an arbitrary basis element for H i(Pn+1;Q). We can note that for
n ≥ 2i no basis element can involve all the numbers from 1 to n + 1 as
indices. So, applying a suitable element of Sn+1, we may assume that these
basis elements can be written without n+1 as an index. But such an element
is in the subalgebra of H∗(Pn+1;Q) spanned by the image of H i(Pn;Q), as
desired.
Now we have to prove uniform stability of multiplicities. Any subset of
{1, . . . , n} of cardinality k determines a projection Pn //Pk simply forgetting
the other n − k strings. More generally, given a partition S of {1, . . . , n}
we have a projection pi : Pn // PS , where PS is defined as the product of
the pure braid groups obtained by the sets belonging to the partition. More
explicitly, if
S = {i1, . . . , ik1} unionsq {ik1+1, . . . , ik1+k2} unionsq · · · unionsq
{
ikh−1+1, . . . , ikh
}
=:
=: S1 unionsq S2 unionsq · · · unionsq Sh
where #Sj = kj for all j and
∑h
j=1 kj = n, the projection is
pi : Pn // PS := Pk1 × · · · × Pkh
We define these groups PS as Young subgroups of Pn. The projection pi
defined above induces an inclusion
pi∗ : H∗ (PS ;Q) //H∗(Pn;Q)
Now we want to consider the image of the top cohomology of PS inH∗(Pn;Q).
Since the cohomological dimension of Pki is ki − 1, the cohomological di-
mension of ∏hi=1 Pki is n− h. So, the image of the top cohomology of PS in
Hn−h(Pn;Q) determines a subspace HS(Pn). Now, by Brieskorn’s lemma,
we have that H∗(Pn;Q) splits as an Sn-module as a direct sum
H∗(Pn;Q) =
⊕
S
HS(Pn) (4.1)
where the sum is extended over all decompositions S associated to partitions
of {1, . . . , n}.
Every partition S = ⊔hj=1 Sh determines a unique partition λS of n:
λS : k1, . . . , kh
(not necessarily ordered). The summand HS(Pn) in 4.1 contributes to
H i(Pn;Q) if and only if len (λS) = n− i. The action on Sn on {1, . . . , n} in-
duces an action on partitions S of {1, . . . , n} and the summands HS(Pn) are
permuted by this action. In particular, for a fixed µ ` n with len(µ) = n− i,
the direct sum ⊕λS=µHS(Pn) is a subrepresentation of H i(Pn;Q).
For any partition µ ` n, let Sµ be the partition {1, . . . , n} given by
{1, . . . , µ1}, {µ1 + 1, . . . , µ1 + µ2}, . . . , {µ1 + · · ·+ µn−1 + 1, . . . , n}
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So Sµ is a representative for a partition S such that λS = µ; this implies that
the subrepresentation ⊕λS=µHS(Pn) is generated by HSµ(Pn) and is the
direct sum of all its translates. Now, by definition of induced representation,
we have ⊕
λS=µ
HS(Pn) = IndSnStab(Sµ)H
Sµ(Pn)
Now we would like to apply theorem 4.3.5 to this induced representation.
For all m ≥ n define
S〈m〉 := S ∪ {n+ 1} ∪ · · · ∪ {m}
and
µ〈m〉 := (µ1, . . . , µn−i, 1, . . . , 1)
Consider the usual projection pi : Pn // PS ; pulling back Pn to Pn+1 we
obtain the pull back PS〈n+1〉, that is we have the diagram
Pn+1 PS〈n+1〉//
Pn

PS

pi //
Since S〈n+1〉 is a partition of {1, . . . , n+1} into n+1−i sets, HS〈n+1〉(Pn+1)
is contained in H i(Pn+1;Q). Now, fixing i, every partition of n + 1 with
n+ 1− i entries must have some entry equal to 1 once n ≥ 2i; this implies
that any such partition is equal to µ〈n+ 1〉 for some µ ` n. So we can write
H i(Pn;Q) =
⊕
µ`n
len(µ)=n−i
⊕
λS=µ
HS(Pn) =
⊕
µ`n
len(µ)=n−i
IndSnStab(Sµ)H
Sµ(Pn)
Once n ≥ 2i we can decompose H i(Pn+1;Q) over the same partitions:
H i(Pn+1;Q) =
⊕
ν`n+1
len(ν)=n+1−i
IndSn+1Stab(Sν)H
Sν (Pn+1) =
=
⊕
µ`n
len(µ)=n−i
IndSn+1Stab(Sµ〈n+1〉)H
Sµ〈n+1〉(Pn+1)
and HSµ〈n+1〉(Pn+1) ∼= HSµ(Pn).
The set of partitions µ ` n with len(µ) = n− i is finite and independent of
n, so it suffices to prove for each µ that the sequence{
IndSmStab(Sµ〈m〉)H
Sµ(Pm)
}
is uniformly representation stable as m //∞.
Since the stabilizer Stab(S) preserves only the decomposition into subsets,
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if S has mj subset of cardinality j, this stabilizer will be a product of wreath
products
(Sj) o Smj = (Sj)mj o Smj
where the first factor acts on the subset of size j and the Smj factor permutes
them. In particular, the S1 o Sm1 = Sm1 factor acts by permuting the
singleton sets in Sµ, so the Sm1 factor of Stab(S) acts trivially on HS(Pn).
Writing Stab(Sµ) = H×Sm1 , we have Stab(Sµ〈n+1〉) = H×Sm1+1. Taken
k = n −m1, let ν ` k be the partition obtained by µ deleting the entries
equal to 1. So H = Hν := Stab(Sν) < Sk and identifying HSµ(Pn) with
HSν (Pk) we can write{
IndSmStab(Sµ〈m〉)H
Sµ(Pm)
}
=
{
IndSnHν×Sn−k H
Sν (Pk)Q
}
thus we can apply theorem 4.3.5, obtaining the uniform representation sta-
bility.
Now we have to compute the stable range. Fixed i, the maximum k oc-
curs for the partition µ = (µ1, . . . , µn−i) where µr = 2 for all 1 ≤ r ≤ i
and µs = 1 for the other indices. So the maximal k is k = 2i; theorem
4.3.5 gives the stability range n ≥ 2k, so we can conclude that our sequence
of representations {H i(Pn;Q)} stabilizes once n ≥ 4i. This concludes the
proof.
If we go back for one moment to the explicit computations we have
given in section 4.3.1, we can note that the bound given in last theorem
can be strenghtened. Hersh and Reiner, in their recent work [HeR], face the
problem by a more general point of view, and find a better stable range for
the cohomology of pure braid group, that is 3n + 1. Moreover this stable
range is actually the best one.
4.4 Stability patterns
In this last section we want to apply what we have discussed in chapter 3
to the case of the cohomology of the pure braid group. In that chapter we
proved, in propositions 3.4.4 and 3.4.5 that the simple objects in the stable
category Rep(S∞) are Wλ =
⋃
d0W dλ , where W dλ ∼= V (λ)d for all d ∈ N+
and where λ ` n. This permits us to write, for all i ≥ 1,
H i(P∞,Q) =
⊕
λ
Wλ =
⊕
λ
⋃
d0
V (λ)d
where the direct sum is extended over suitable λ. In particular, for i = 1 we
have
H1(P∞,Q) = W(0) ⊕W(1) ⊕W(2)
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while
H2(P∞,Q) = W⊕2(1) ⊕W⊕2(1,1) ⊕W⊕2(2) ⊕W⊕2(2,1) ⊕W(3) ⊕W(3,1)
and finally
H3(P∞,Q) =W⊕3(1) ⊕W⊕4(2) ⊕W⊕5(3) ⊕W⊕9(1,1)⊕
⊕W⊕11(2,1) ⊕W⊕2(2,2) ⊕W⊕8(1,1,1)⊕
⊕W⊕8(2,1,1) ⊕W⊕2(1,1,1,1) ⊕W⊕8(3,1)⊕
⊕W(2,2,1) ⊕W(2,1,1,1) ⊕W(4) ⊕W⊕2(3,2)⊕
⊕W⊕3(3,1,1) ⊕W⊕2(4,1) ⊕W(3,3) ⊕W(4,1,1)
Chapter 5
Representation stability of
Lie algebras
In this chapter we examine properties of stability for Lie algebras, according
to [CF]. First, we define Lie algebras homology, following [HS]. Then, we will
prove some relations between the stability of different sequences involving
Lie algebras and their homology, both in the strong and in the simple case.
Then we will focus the case of free Lie algebras. As we have done for the
cohomology of the pure braid group, in the end we will find the irreducible
decompositions in the case of free Lie algebras even applying those results
we have found in chapter 3.
5.1 Lie algebras homology
Definition 5.1.1. The homology H∗(g;Q) of a Lie algebra g over Q is the
homology of the chain complex
. . . //
∧3
g
∂3−→
∧2
g
∂2−→ g ∂1−→ Q ∂0−→ 0
where the differential is defined as
∂i (x1 ∧ · · · ∧ xi) =
∑
1≤j<k≤i
(−1)j+k+1[xj , xk] ∧ x1 ∧ · · · ∧ xˆj · · · ∧ xˆk · · · ∧ xi
(5.1)
for all i > 1 and simply as zero for i = 0, 1.
Remark 5.1.2. The induced action of the group of Lie algebra automorphism
GL(g) on ∧i g commutes with ∂. Thus an action of any group G on g by
automorphisms induces an action of G on Hi(g;Q) for each i.
Definition 5.1.3. If M is an g-module, the homology H∗(g;M) with coeffi-
cients in M is the homology of the chain complex
. . . //
∧3
g⊗M ∂˜3−→
∧2
g⊗M ∂˜2−→ g⊗M ∂˜1−→M // 0
67
68 Representation stability of Lie algebras
where the differential is defined as
∂˜i = ∂i ⊗ idM +∂′i
with
∂′i :
∧i g⊗M // ∧i−1 g⊗M
x1 ∧ · · · ∧ xi ⊗m 7→ ∑ij=1 (−1)j+1x1 ∧ · · · ∧ xˆj ∧ · · · ∧ xi ⊗ xjm
Remark 5.1.4. If G acts on g by automorphisms and acts g-equivariantly
on M , then ∂′ commutes with the action of G, inducing an action of G on
Hi(g;M) for each i.
Definition 5.1.5. The adjoint homology of a Lie algebra g is H∗(g; g).
Definition 5.1.6. A Lie algebra g is graded if it decomposes in homogeneous
components g = ⊕n∈N+ gn such that [gi, gj ] ⊆ gi+j .
A grading on a Lie algebra induces a grading on the external algebra:∧i
g =
⊕
n∈N+
(∧i
g
)n
Definition 5.1.7. A graded g-module is a module M = ⊕n∈N+ Mn such that
giM j ⊂M i+j .
Remark 5.1.8. The differential ∂ defined above preserves this grading, so we
obtain a grading of the Lie algebra homology
Hi(g;Q) =
⊕
n∈N+
Hi(g;Q)n
Similarly, if M is a graded g-module, we have a grading of the homology
with coefficients
Hi(g;M) =
⊕
n∈N+
Hi(g;M)n
5.2 Representation stability
Definition 5.2.1. Let Gn be SLn(Q) or GLn(Q) or Sp2n(Q). Consider a
sequence of Lie algebras {gn}n∈N+ with injections gn ↪→ gn+1 and where
each gn is endowed with an action of Gn by Lie algebra automorphisms.
The sequence {gn}n∈N+ is consistent if
1. gn is consistent as a sequence of Gn-representations;
2. each gn is graded and both the maps gn ↪→ gn+1 and the Gn-action
preserve the grading;
3. the graded components gjn are finite-dimensional.
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Definition 5.2.2. A sequence {Mn} of nonzero graded gn-modules with maps
Mn //Mn+1 and equivariant Gn-actions is admissible if the following con-
ditions hold:
1. for each k ∈ N the sequence {Mkn} is strongly stable;
2. each Mkn is finite-dimensional;
3. Mkn is nonzero for at least one k ∈ N.
Now we give the central result about the representation stability of Lie
algebras.
Theorem 5.2.3. Let Gn be SLn(Q) or GLn(Q), let {gn}n∈N+ be a consistent
sequence of graded Lie algebras with Gn-actions which is type-preserving.
The following conditions are equivalent:
1. for each k ∈ N the sequence {gkn}n∈N is strongly stable;
2. for each i, k ∈ N the sequence {Hi(gn;Q)k}n∈N is strongly stable;
3. for each i, k ∈ N the sequence {Hi(gn; gn)k}n∈N is strongly stable;
4. for one admissible sequence of coefficients {Mn}n∈N, for each i, k ∈ N
the sequence {Hi(gn;Mn)k}n∈N is strongly stable;
5. for every admissible sequence of coefficients {Mn}n∈N, for each i, k ∈ N
the sequence {Hi(gn;Mn)k}n∈N is strongly stable.
Proof. We will prove simultaneously each possible case for the sequence Gn.
First, we describe the complex computing graded homology. Given a graded
Lie algebra g = ⊕n∈N+ gn and a graded g-moduleM = ⊕n∈NMn, since the
differential preserves the grading, we can decompose the complex defined
above into its graded pieces. The slice of this complex in grading k, which
computes the homogeneous component H∗(g;M)k, has the form
0 //
∧k
g1 ⊗M0 ∂˜
(k)
k−→
(∧k−2
g1 ⊗ g2 ⊗M0
)
⊕
(∧k−1
g1 ⊗M1
)
∂˜
(k)
k−1−→ . . .
· · · ∂˜
(k)
3−→
⊕
1≤j,j′<k
gj ⊗ gj′ ⊗Mk−j−j′ ∂˜
(k)
2−→
⊕
1≤j≤k
gj ⊗Mk−j ∂˜
(k)
1−→Mk // 0
(5.2)
where the notation ∂˜(k)i means the restriction of ∂˜i to each graded piece and
where, for j = j′, the term gj ⊗ gj′ ⊗Mk−j−j′ is actually ∧2 gj ⊗Mk−2j . A
key property we will use is the fact that, since g is graded in strictly pos-
itive degree, the graded piece gk only appears as a direct summand in the
second-to-last term, but not in the other terms which involve only gj with
70 Representation stability of Lie algebras
j < k. Now we can start the proof.
[(2) ⇒ (4)] This is easy, since we can choose as an admissible sequence of
coefficients M = {Mn} = Q, that is concentrated in grading 0, with trivial
g-action.
[(5)⇒ (2)] This implication is obvious.
[(4) ⇒ (1)] We can assume, without loss of generality, that M0n is eventu-
ally nonzero. In fact, otherwise, every term containing M0n vanishes in the
complex computing H∗(gn;Mn)k and gkn doesn’t appear in the other terms;
in this case, we can prove the result for the first nonzero graded piece Mhn ,
which appears only once in the term gk−hn ⊗Mhn . So, assume that M0n is
eventually nonzero. We prove that the sequence {gjn} is strongly stable by
induction. Since we know by hypothesis that gn ↪→ gn+1 is type-preserving,
it suffices to prove that our sequence is uniformly multiplicities stable. We
first prove that {g1n} is uniformly multiplicities stable. Consider the sequence
0 // g1n ⊗M0n
∂˜
(1)
1−→M1n // 0
which computes H∗(gn;Mn)1. By admissibility {M1n} is uniformly multi-
plicities stable, as are, by hypothesis
{ker(∂˜(1)1 )} = {H1(gn,Mn)1}
and
{M1/ Im(∂˜(1)1 )} = {H0(gn;Mn)1}
Also {Im(∂˜(1)1 )} is uniformly multiplicities stable, then
{g1n ⊗M0n} = {ker(∂˜(1)1 )⊕ Im(∂˜(1)1 )}
is uniformly multiplicities stable. Now, thanks to theorem 2.2.6, we obtain
the uniform multiplicities stability of {g1n}.
The inductive step is similar. Suppose that {gjn} is stable for each j < k.
Looking at the sequence 5.2, we observe that all terms but {gkn ⊗M0n} are
certainly uniformly multiplicities stable: this follows from the application of
theorem 2.2.1 (1) and (2) (since, we remember, Sλ(V ) =
∧k V for λ = (1k)).
Now, the domain of ∂˜(k)k is
∧k g1n⊗M0n, that is uniformly multiplicities stable
(Schur functor and tensor product preserve stability); moreover
{ker(∂˜(k)k )} = {Hk(gn;Mn)k}
is uniformly multiplicities stable (by hypothesis) so also {Im(∂˜(k)k )} is uni-
formly multiplicities stable. But also
{ker(∂˜(k)k−1)/ Im(∂˜(k)k )} = {Hk−1(gn;Mn)k}
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is uniformly multiplicities stable, so is {ker(∂˜(k)k−1)}. Again, the domain of
∂˜
(k)
k−1 is uniformly multiplicities stable, so is {Im(∂˜(k)k−1)}. Continuing in such
a way along all the complex, moving to the right, we prove, by induction,
the uniformly multiplicities stability of {Im(∂˜(k)2 )}; being uniformly multi-
plicities stable also
{ker(∂˜(k)1 )/ Im(∂˜(k)2 )} = {H1(gn;Mn)k}
by hypothesis, {ker(∂˜(k)1 )} is also uniformly multiplicities stable. On the
right side of the diagram 5.2, we have the uniformly multiplicities stability
of the sequence {Mkn} (by hypothesis) and of
{Mkn/ Im(∂˜(1)1 )} = {H0(gn;Mn)k}
(also by hypothesis), so even the sequence {Im(∂˜(k)1 )} is uniformly multiplic-
ities stable. Since
ker(∂˜(k)1 )⊕ Im(∂˜(k)1 ) =
⊕
1≤j≤k
gjn ⊗Mk−jn
we deduce that the sequence {⊕1≤j≤k gjn⊗Mk−jn } is uniformly multiplicities
stable. In this direct sum all but one term is uniformly multiplicities stable,
so the remaining term {gkn ⊗M0n} is uniformly multiplicities stable as well.
Thanks to theorem 2.2.6 we can conclude the uniform multiplicities stability
of {gkn} as desired.
[(3)⇒ (1)] The scheme of the proof is the same as in the previous implica-
tion, but now we don’t know the admissibility of the sequence {gn}. Now,
each gjn is finite-dimensional (by hypothesis the sequence {gn} is consistent)
and gjn is eventually nonzero for at least one j ≥ 0, so we have to prove
the strong stability; since by hypothesis the sequence {gkn} is also type-
preserving, we have only to prove that it is uniformly multiplicities stable.
To do this, we proceed by induction on k: for k = 1, if g1n is trivial there is
nothing to prove; otherwise the complex computing H1(gn; gn)1 is simply
0 // g1n // 0
so g1n is uniformly multiplicities stable. Now, since gn has positive grading,
the complex computing Hk(gn; gn)k has the form
0 //
∧k−1
g1n ⊗ g1n // . . . //
⊕
0<j<k
gjn ⊗ gk−jn // gkn // 0
Since gkn appears only in the last term of this diagram, all terms except
possibly the last one are uniformly multiplicities stable. Since the homology
in each dimension is uniformly multiplicities stable by hypothesis, we can
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conclude, with the same argument as in the previous implication, that {gkn}
is uniformly multiplicities stable. So this sequence is strongly stable and
then admissible.
[(1) ⇒ (5)] Let N i,jn be the piece of
∧i gn ⊗Mn in grading j, so that the
complex 5.2 can be written as
0 //Nk,kn //Nk−1,kn // . . . //N2,kn //N1,kn //N0,kn // 0
If both {gn} and {Mn} are finite-dimensional, we can apply theorem 2.2.1
(1) and (2) to conclude that the sequence {∧i gn ⊗Mn} is strongly stable
for each i ∈ N. If gn is not finite-dimensional, for fixed i, j ∈ N the term
N i,jn only involves finitely many graded pieces ghn and Mhn and each one is
assumed finite-dimensional, so even in this case {N i,jn } is strongly stable.
Let now ∂ni :
∧i gn⊗Mn // ∧i−1 gn⊗Mn and let (∂ni )j be its restriction to
N i,jn . Since the diagram
∧i gn ⊗Mn ∧i−1 gn ⊗Mn∂ni //
∧i gn+1 ⊗Mn+1
 _
 ∧i−1 gn+1 ⊗Mn+1
 _

∂n+1i
//
commutes, under the vertical inclusions ker ∂ni maps to ker ∂n+1i and Im ∂ni
maps to Im ∂n+1i ; referring to the inclusions N i,jn ↪→ N i,jn+1, analogous facts
are satisfied by the restricted maps (∂ni )
j . Now, using the formulation
of the type-preserving property as given in proposition 2.1.10, we deduce
that, for fixed i, j and λ, the multiplicity of V (λ)n in ker
(
(δni )
j
)
and in
Im
(
(δni )
j
)
is nondecreasing in n. But the sum of these representations is
N i,jn and the sequence {N i,jn } is uniform multiplicities stable, so are also uni-
formly multiplicities stable
{
ker
(
(δni )
j
)}
and
{
Im
(
(δni )
j
)}
So the quotient
{Hi(gn;Mn)j} is uniformly multiplicities stable, as desired.
Since {N i,jn } is uniformly multiplicities stable, for fixed i, j ∈ N and for suf-
ficiently large n only finitely many partitions λ occur in N i,jn . This property
passes to the subquotient Hi(gn;Mn)j so we have uniform multiplicities sta-
bility.
Let know Pn+1 be the n-dimensional subgroup of SLn+1(Q) acting trivially
on Qn < Qn+1, as in 2.2. Since {gn} and {Mn} are strongly stable by
assumption, by proposition 2.1.12 Pn+1 acts trivially on the image of gn
in gn+1 and on the image of Mn in Mn+1, so Pn+1 acts trivially on the
image of ∧i gn ⊗ Mn in ∧i gn+1 ⊗ Mn+1 for each i. Since this condition
passes to subquotient, Pn+1 acts trivially on the image of Hi(gn;Mn) in
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Hi(gn+1;Mn+1), and this prove the condition of type-preserving for the se-
quences {Hi(gn;Mn)} and {Hi(gn;Mn)j}. The strong stability of {Hi(gn;Mn)j}
follows.
[(1) ⇒ (3)] Assuming (1), {gn} is an admissible sequence, so, under this
assumption, (5) implies (3). But we have just proved that (1) implies (5),
so we have the desired implication.
Now we give a similar statement for Gn = Sp2n(Q). This case is different
from the previous, and we can give only a weaker result, since we don’t have
a result analogous to 2.1.10 for the symplectic group. Moreover, we only
speak about uniform multiplicities stability, since theorem 2.2.3 does not
work in the symplectic case.
Theorem 5.2.4. Let {gn} be a consistent Sp2n(Q)-sequence of graded Lie
algebras. If {Hi(gn;Q)j} is uniformly multiplicities stable for each i, j ∈ N,
then {gjn} is uniformly multiplicities stable for each j ∈ N.
Proof. We can repeat the argument used in the proof of the implication
(4)⇒ (1) with {Mn} = Q, since we used only theorem 2.2.1.
Now we state a theorem about simple stability of Lie algebras that is
analogous to theorem 5.2.3.
Theorem 5.2.5. Let {gn} be a consistent GLn(Q)-sequence of graded Lie
algebras which is simply type-preserving, and let {Mn} be an admissible
sequence of coefficients which is simply stable. The following conditions
are equivalent:
1. for each k ∈ N the sequence {gkn}n∈N is simply stable;
2. for each i, k ∈ N the sequence {Hi(gn;Q)k}n∈N is simply stable;
3. for each i, k ∈ N the sequence {Hi(gn; gn)k}n∈N is simply stable;
4. for one admissible sequence of coefficients {Mn}n∈N, for each i, k ∈ N
the sequence {Hi(gn;Mn)k}n∈N is simply stable;
5. for every admissible sequence of coefficients {Mn}n∈N, for each i, k ∈ N
the sequence {Hi(gn;Mn)k}n∈N is simply stable.
Proof. The proof proceeds similarly to the proof of theorem 5.2.3: so we will
only sketch this proof with the same notations of that theorem.
The implications [(2)⇒ (4)] and [(5)⇒ (2)] are obvious.
[(4)⇒ (1)] Assuming, without loss of generality, M0n eventually nonzero, we
prove the simple multiplicities stability by induction. First, we prove this
condition for {g1n}. Given the sequence
0 // g1n ⊗M0n ∂˜1
(1)
−→ M1n // 0
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we have the simple multiplicities stability for the sequences {M1n}, {ker(∂˜1(1))},
{M1/ Im(∂˜1(1)} and {Im(∂˜1(1)}, from which we find out the simple multi-
plicities stability for
{g1n ⊗M0n}
Now, by theorem 2.3.4 we find out the simple multiplicities stability for
{g1n}.
The inductive step proceeds similarly, considering the maps ∂˜i
(k).
[(3) ⇒ (1)] The general argument of this point is the same as the previous
one, except for the admissibility of the sequence {gn}, which is not given
by hypothesis. However, we can prove it by induction, observing that each
gkn is finite-dimensional, by hypothesis of consistence of the sequence {gn}.
It is sufficient to prove the simple multiplicities condition, since the simple
type-preserving condition is also given by hypothesis. For k = 1 the thesis
is trivial, since the complex computing H1(gn; gn)1 is simply
0 // g1n // 0
For the general case, in the complex computing Hk(gn; gn)k the object gkn
appears only in the last term, and we can write
ker
(
∂˜
(k)
1
)
⊕ Im
(
∂˜
(k)
1
)
=
⊕
1≤j≤k
gjn ⊗ gk−jn
In this direct sum we know the simple multiplicities stability for all terms
but the last, so this property can be find out by theorem 2.3.4.
[(1)⇒ (5)] We note that, if the sequence {gn} is simply stable, the same is
true for {∧i gn⊗Mn} and for {N i,jn }. The multiplicity of Sλ(Qn) in ker(∂ni )j
and Im(∂ni )j is nondecreasing. Their sum is the multiplicity of Sλ(Qn) in
N i,jn , that is finite and constant by simple stability of the sequence {N i,jn }.
So also the multiplicity of Sλ(Qn) in ker(∂ni ) and Im(∂ni ) is nondecreasing.
Thus, the multiplicity of Sλ(Qn) in Hi(gn;Mn)j is constant, as desired. So,
the simple type-preserving condition follows as in theorem 5.2.3.
5.3 Free Lie algebras
In this section we give an application of the general theory we have seen for
Lie algebras in the earlier sections. In particular we will focus the case of
free Lie algebras.
Let Vn be a n-dimensional Q-vector space with basis Xn = {x1, . . . , xn}
and let g(Vn) = g(x1, . . . , xn) be the free Lie algebra on Vn. The natural
action of the general linear group GLn(Vn) ∼= GLn(Q) on Vn induces an
action of this group on g(Vn). Moreover we have a natural grading
g(Vn) =
⊕
i≥1
gi(Vn)
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which is preserved by the action of GLn(Q). Furthermore, we have inclusions
g(Vn) ↪→ g(Vn+1), gi(Vn) ↪→ gi(Vn+1)
that are respected by the inclusion GLn(Q) ↪→ GLn+1(Q).
By the differential defined in 5.1 we find out that
H0(g(Vn);Q) = ker(∂0)/ Im(∂1) = Q
since ∂1 = 0. For i = 1 we have
H1(g(Vn);Q) = ker(∂1)/ Im(∂2) = g(Vn)/[g(Vn), g(Vn)] = Vn
In fact, a basis for g(Vn) is given by the basis of Vn and all possible brack-
etings of the elements of this basis; since in the quotient all brackets vanish,
we have actually H1(g(Vn);Q) = Vn.
Finally, for all i > 1, we can prove that Hi(g(Vn);Q) = 0. For this goal, we
need some preliminaries.
Definition 5.3.1. Given a K-Lie algebra, the universal enveloping algebra Ug
is the quotient of the tensor algebra Tg by the (two-sided) ideal generated
by the relation
x⊗ y − y ⊗ x− [x, y], ∀x, y ∈ g
Now we construct the so called Chevalley-Eilenberg complex, that is actually
the complex we have used to define Lie algebra homology. We define
Vn = Ug⊗K
∧n
g, ∀n ≥ 0
Moreover we consider the map
d1 : V1(g) −→ g
u⊗ x 7−→ ux
and
dn : Vn(g) −→ Vn−1(g)
u⊗ x1 ∧ · · · ∧ xn 7−→ ϑ1 + ϑ2
for all n ≥ 2, where
ϑ1 =
n∑
i=1
(−1)i+1uxi ⊗ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xn
and
ϑ2 =
∑
1≤i<j≤n
(−1)i+ju⊗ [xi, xj ] ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xn
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Definition 5.3.2. We define the Chevalley-Eilenberg complex as the complex
V∗(g) with the differential d. Moreover we define the augmentation map as
the map ε : V0(g) // K such that the ε(i(g)) = 0, where i is the inclusion
map g ↪→ Tg. The augmentation ideal Ig is ker ε.
Theorem 5.3.3 ([We], theorem 7.7.2). ε : V∗(g) // K is a projective reso-
lution of the g-module K.
Corollary 5.3.4 (Chevalley-Eilenberg theorem, [We], corollary 7.7.3). Let
M be a right g-module. Then H∗(g;M) is the homology of the chain complex
M ⊗Ug V∗(g) = M ⊗K
∧∗
g
Similarly, if M is a left g-module. Then H∗(g;M) is the cohomology of the
chain complex
Homg(V∗(g),M) = HomK(
∧∗
g,M)
Now we state a result about the triviality of the n-cohomology of a free Lie
algebra for all n ≥ 2.
Proposition 5.3.5 ([HS], corollary 2.6, chapter VII). Let g be a free Lie
algebra. Then Hn(g;A) = 0 for any n ≥ 2 and for any g-module A.
So, by last proposition we know that the cohomology Hn(g;Q) is zero for
any n ≥ 2. But, since we are working on a field, the complex computing
the homology is dual to the complex computing the cohomology, so we can
conclude that also Hn(g;Q) is zero for all n ≥ 2, as desired.
The following result is now an easy consequence of what we have just
seen.
Proposition 5.3.6. The sequence of GLn(Q)-representations
{H∗(g(Vn);Q)}
is simply representation stable.
Proof. By the previous computation we have that the unique nontrivial
groups are
H0(g(Vn);Q) = S(0)(Qn)
and
H1(g(Vn);Q) = S(1)(Qn)
so the sequence we have considered is actually simply stable.
Corollary 5.3.7. For allm ∈ N+ consider the sequence of GLn(Q)-representations
{gm(Vn)}
made of degree m components of the free Lie algebras g(Vn). This sequence
is simply representation stable.
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Proof. Since the sequence {g(Vn)} is consistent and simply type-preserving,
this corollary follows from theorem 5.2.5.
Bakhturin in [Ba] provided an explicit description about the multiplicity
of the irreducible GLn(Q)-representation V (λ)n in gm(Vn).
First, we remember the definition of Möbius function.
Definition 5.3.8. The Möbius function is defined as
µ(1) = 1,
µ(n) = 0, n not square free
µ(n) = (−1)q, n product of q different prime numbers
Proposition 5.3.9 ([Ba]). Let λ ` d, let τ = (1 2 . . . d) ∈ Sd, let Γ = 〈τ〉.
Then the multiplicity of V (λ)n in gd(Vn) is given by the formula
cλ :=
1
d
∑
a|d
µ(a)χλ
(
τ
d
a
)
where µ is the Möbius function.
5.4 Stability patterns
As we have done in the case of the cohomology of the pure braid group, even
here we want to find simple objects in the stable category Rep(GL(∞,Q))
which appear in the decomposition of free Lie algebras. By the classification
given in propositions 3.3.7 and 3.3.11, we can find, in the language of chapter
3, that the irreducible representations for free Lie algebras are
H0(g(Vn);Q) = W(0),(0)
and
H1(g(Vn);Q) = W(1),(0)
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