Abstract-In coded bi-directional cooperation, two nodes wish to exchange messages over a shared half-duplex channel with the help of a relay. In this paper, we derive performance bounds for this problem for each of three protocols.
I. INTRODUCTION
Consider two users, denoted by a and b, who wish to share independent messages over a shared channel. Traditionally, this problem is known as the two-way channel [2] with well known bounds on its capacity region going as far back as [9] .
In a realistic broadcast environment, such as a wireless adhoc network, it is not unreasonable to assume the presence of a node which may aid in the exchange of a and b's messages. In particular, if a and b are distant nodes, then we may suppose the presence of a relay node r to assist in the bi-directional communication. In ad-hoc networking, range extension and enlarging the capacity of ad hoc networks are some of the most challenging frontiers. Collaboration between nodes is an effective way to address these problems. Bi-directional co-operation is of even more interest, since it is extremely bandwidth efficient and may not need any changes to the PHY layer. For these reasons, this work is applicable to General Ad Hoc Networks and Systems (GAHNS).
Traditionally, without the presence of the relay node, communication between nodes a and b is performed in two steps: first a transmits its message to b followed by similar transmission from b to a (illustrated in Fig. 1.i ). In the presence of relay node r, one might initially assume that four phases are needed (see Fig. 1 .ii). However, by taking advantage of the shared wireless medium, it is known that the third and fourth transmissions may be combined ( Fig. 1 .iii) into a single transmission using, for example, ideas from network coding [1] . In particular, if the messages of a and b are w a and w b respectively and belong to a group, then it is sufficient for the relay node to successfully transmit w a ⊕w b simultaneously to a and b. In [4] , such a three phase coded bi-directional protocol is considered when the group is Z k 2 , the binary operator is component-wise modulo 2 addition (i.e., exclusive or) and encoding is performed linearly to produce parity bits. As each user transmits sequentially, each user is amenable to receive "side-information" from the opposite user during one of the first two phases. The work in [4] then considers methods of combining the soft information thus obtained on the parity bits with that from the relay's transmission using methods such as Chase Combining (CC) and show that with optimal power allocation, throughput can be increased by up to 33% over a four phase protocol.
The works of [6] and [7] not only consider the three phase protocol, but combine the first two phases into a single joint transmission by nodes a and b followed by a single transmission by the relay which forwards its received signal ( Fig. 1.iv) . The forwarding may consist of amplification [7] or symbol by symbol denoising [6] . Further analysis and comparison of the performance of these 3 protocols has been carried out in [6] and [7] . Coded bi-directional cooperation may also be extended for the case of multiple relaying nodes [10] . In [8] , achievable rate regions are derived assuming full duplex capabilities at all nodes.
In this paper, we are interested in determining fundamental bounds on the performance of coded bi-directional communications assuming various protocols for half-duplex channels. In the case of a two phase protocol where both users transmit simultaneously in the first phase followed by a transmission from the relay, we derive the exact capacity.
In the case of three or more phase protocols, we take into account any side information that a node may acquire when it is not transmitting and derive inner and outer bounds on the capacity regions. While these bounds are not tight, they differ in a manner similar to the bounds on Cover's relay channel [3] . Most surprisingly, we find that a four phase hybrid protocol is sometimes strictly better than the two or three phase protocols previously introduced in the literature. This paper is structured as follows. In Section II, we introduce our notation and define the protocols that we will consider. In Section III, we derive the performance bounds for the protocols while in Section IV, we numerically compute these bounds for fading Gaussian channels. Finally, in Section V, we summarize our results.
II. PRELIMINARIES

A. Notation and Definitions
In this section, we first introduce our notation and formally define the protocols that will be used in the rest of the paper. We consider two terminal nodes a and b, and one relay node r. Each terminal node, a (resp. b), has its own message, w a (resp. w b ), that it wishes to send to the opposite terminal node, node b (resp. a). To this end, the relay node r may assist in the bi-directional endeavor. As is customary in much of the previous litterature, our protocols require the relay to decode the messages that our exchanged between a and b (see for example [6] , [7] where this is not the case.)
In this paper, we study the performance of various multiphase communication protocols. We will denote the encoded output of node i during phase j by X This notation is convenient as we assume that a node cannot receive and transmit at the same time. For example, if X (1) a is non-constant, then the half-duplex constraint requires that the received Y (1) a be fixed to a constant, say ∅. The objective of this paper is to determine achievable data rates and outer bounds on these. We use R a and R b for the transmitted data rate of the terminal node a and b respectively. In particular, we assume that w a ∈ {0, . . . , 2 nRa − 1} := S a and w b ∈ {0, . . . , 2 nR b − 1} := S b . Then w a and w b are both members of the additive group Z L , where L = max( 2 nR a , 2 nR b ). For a given protocol P, we denote by Δ j ≥ 0 the relative time duration of the j th phase. Clearly, j Δ j = 1. It is also convenient to denote the transmission at time k, 1 ≤ k ≤ n at node i by X k i , where the total duration of the protocol is n. Then X k i corresponds to a transmission in the first phase if k < Δ 1 n, etc. Finally, it is also convenient to denote by X k (S) the vector of transmission by all nodes in the set S at time k.
B. Basic Results
In the next section, we will use a variation of the cut-set bound. For completeness, we now provide the result.
Lemma 1: If in some network the information rates {R (ij) } are achievable with a protocol P of block size n and error probability of no more than˜ n , then
where R Σ (S → S c ) denotes the total rate of independent information sent from set S to set S c (that is also independent of the information sent from S c ), holds with lim˜ n = lim n for a family of conditional distributions
. . , x m |q)p(q) must satisfy the constraints of phase i of protocol P.
Proof: This follows from equations (14.324) and (14.325) of Theorem 14.10.1 in [2] , starting from (14.316).
C. Protocols
Perhaps the simplest protocol for the bi-directional relay channel is that of Direct Transmission (DT) ( Fig. 2 .i). In this case, it is easy to see that the capacity region is:
Due to the half-duplex nature of the channel, it is evident that this result still holds even if the transmissions are not contiguous.
With a relay node r, we suggest three different protocols, which we denote as Multiple Access Broadcast (MABC) protocol, Time Division Broadcast (TDBC) and Hybrid Broadcast (HBC).
In the MABC protocol ( Fig. 2 .ii), the two terminal nodes a and b transmit information simultaneously during phase 1 and the relay r transmits some function of the received messages during phase 2. With this scheme, we only divide the total time period into two regimes and neither node a nor node b is able to receive any meaningful side-information during the first phase due to the half-duplex constraint.
In the TDBC protocol ( Fig. 2. iii), only node a transmits during the first phase and only node b transmits during the second phase. Finally, in phase 3, the relay r performs a transmission based on the received data from the first two phases. In this case, node a may attempt to recover the message w b based on both the transmissions from node b in the second phase and node r in the third phase. We denote the received signal at node a in the second phase as second phase side information. Likewise, node b may also recover w a based on first phase side information and the received signal at node b during the third phase.
Finally, we consider a Hybrid Broadcast (HBC) protocol ( Fig. 2.iv) which is an amalgam of the MABC and TDBC protocols. In this scheme, there are 4 distinct transmissions, two of which result in side-information either at a or b.
III. PERFORMANCE BOUNDS
In this section, we derive an achievable region and outer bound for each protocol. 
A. MABC Protocol
Theorem 2:
1 The capacity region of the half-duplex bidirectional relay channel with the MABC protocol is the union of
Proof: Achievability: Without essential loss of generality we assume |Q| = 1 and therefore ignore Q for the achievability part. Nodes a and b separately encode their information for joint reception at node r at the end of phase 1. This is the wellknown Multiple Access Channel (MAC). Applying the time duration of phase 1 (Δ 1 ) to the MAC achievable rate region, we obtain the following sufficient conditions for probability of error less than at the relay:
After phase 1, the relay constructs
After phase 2, each terminal node a (b) estimatesŵ r with the probability of error less than . When a decodes w r , the cardinality of possibleŵ r is (with probability 1 − ) limited to 2 nR b sinceŵ r =ŵ a ⊕ŵ b and a knows its own message w a . Similarly for node b the cardinality of possibleŵ r is (with probability 1 − ) limited to 2 nRa . Therefore, we conclude that sufficient conditions for correct decoding of w r at both receivers with probability 1 − 3 are 1 Recently, we have learned that similar results were independently discovered in [5] .
(with sufficiently large n)
Together these yield the achievable rate region of Theorem 2.
Converse: We use Lemma 1 to prove the converse part of Theorem 2. As we have 3 nodes, there are 6 cut-sets, S 1 = {a}, S 2 = {b}, S 3 = {r}, S 4 = {a, b}, S 5 = {a, r} and S 6 = {b, r}, as well as two rates R a and R b . The outer bound corresponding to S 1 is then
where (7) follows since in the MABC protocol, we must have
The cut-set S 2 is similar and yields
The cut-set S 3 yields no constraints, while S 4 = {a, b} produces the following bound
where (11) follows from (8) and (9) . The case of S 5 = {a, r} yields,
where again, (12) follows from (8) and (9) . Finally, S 6 is similar and results in
Together, (7), (10), (11), (12), (13) and the fact that the halfduplex nature of the channel constrains X
(1) a to be conditionally independent of X (1) b
given Q yields the converse of Theorem 2. By the Carathéodory theorem, it is sufficient to restrict the cardinality of time sharing variable Q to 4.
B. TDBC Protocol
In this case, our bounds are not tight, hence we have an achievable region and an outer bound.
Theorem 3: An achievable region of the half-duplex bidirectional relay channel with the TDBC protocol is the union of
Proof: Random code generation: Without loss of generality, we take |Q| = 1. For fixed > 0 and distributions p(x a ) , p(x b ) and p(x r ), we generate random n-sequences x a (w a ) with w a ∈ S a and x b (w b ) with w b ∈ S b . We also generate a partition of S a randomly by assigning every index w a to a set S a,i , with a uniform distribution over the indices i ∈ {0, . . . , 2 nRa0 −1}. We denote by s a (w a ) the index i of S a,i to which w a belongs. A partition of S b is similarly constructed.
Encoding: During phase 1 (resp. phase 2), the encoder at node a (resp. node b) sends the codeword x a (w a ) (resp x b (w b )). Relay r estimatesŵ a andŵ b after phases 1 and 2 respectively with probability of error less than . The relay then constructs
and sends x r (w r ) during phase 3. Decoding: As the relay r estimates the received messagê w a andŵ b at the end of phase 1 and 2 respectively, these are two independent transmissions. It follows that relay r correctly decodesŵ a andŵ b , each with probability of error less than if n is sufficiently large and
Terminal nodes a and b estimate the indexŵ r after phase 3. When a decodes w r , the cardinality of possibleŵ r is (with probability 1 − 2 ) limited to 2 nR b0 sinceŵ r = s a (ŵ a ) ⊕ s b (ŵ b ) and a knows its own message w a . Similarly for node b the cardinality of possibleŵ r is limited to 2 nRa0 . Applying the time duration of phase 3 (Δ 3 ), each terminal node correctly decodesŵ r with probability of error less than if
After terminal nodes a and b estimateŝ b andŝ a respectively, they decodew b andw a if there exists a uniquew
follows a similar notation.) To find a sufficient condition for successful decoding, we observe that
for sufficiently large n. As well,
With the above result, we conclude that R a < Δ 1 I(X (1) a ; Y (1) b ) + R a0 is a sufficient condition to make the decoding error arbitrarily small as n → ∞. Therefore, terminal nodes a and b correctly decodew b andw a respectively with probability of error less than if
and the union bound on the total probability of error is 6 . By the Carathéodory theorem, it is sufficient to restrict |Q| to 3.
Theorem 4: (Outer bound) The capacity region of the halfduplex bi-directional relay channel with the TDBC protocol is outer bounded by
To prove Theorem 4 we follow the same argument as the proof of the converse part of Theorem 2.
C. HBC Protocol
Theorem 5: An achievable region of the half-duplex bidirectional relay channel with the HBC protocol is the union of
with |Q| ≤ 4 Proof: We apply the same coding scheme as the TDBC protocol for achieving the proposed region.
Relay r receives data from terminal nodes during phase 1, 2 and 3. The first three phases constitute a MAC protocol as far as decoding at the relay is concerned. Terminal nodes a and b then decode the received partitioned indices s b (ŵ b ) and s a (ŵ a ) from relay r. Then each terminal node estimates the received messagew b (w a ) by using directly received data from the opposite terminal node and the estimated partitioned messageŝ b (ŝ a ). Theorem 5 then follows the same argument as the proof of Theorem 3.
Theorem 6: (Outer bound) The capacity region of the halfduplex bi-directional relay channel with the HBC protocol is outer bounded by the union
with |Q| ≤ 4 Proof: To prove Theorem 6 we follow the same argument as the proof of the converse part of Theorem 2.
IV. THE GAUSSIAN CASE
In the following section, we apply the performance bounds derived in the previous section to the AWGN channel with pass loss. The mathematical channel model is:
where the effective complex channel gain g n1,n2 between nodes n 1 and n 2 combines both fading and path loss and the channels are reciprocal, i.e., g ar = g ra , g ab = g ba and g br = g rb . For convenience, we define G n 1 ,n 2 := |g n 1 ,n 2 | 2 , i.e. G n 1 ,n 2 incorporates path loss and fading effects on received power. Furthermore, without loss of generality, we suppose that G ab ≤ G ar ≤ G br . Finally, we assume full Channel State Information (CSI) at all nodes (i.e. each node is fully aware of g ab , g br and g ar ) and that each node has the same transmit power P for each phase, employs a complex Gaussian codebook and the noise is of unit power, additive, white Gaussian and circularly symmetric. For convenience of analysis, we also define the function C(x) := log 2 (1 + x).
A. Time optimization
For a fading AWGN channel, we can optimize the Δ i 's for given channel mutual informations in order to maximize the sum capacity (R a + R b ). First, we optimize the time periods in each protocol and compare the sum capacities obtained to determine an optimum transmission strategy in a given channel. Applying Theorems 2, 3 and 5 to the fading AWGN channel, the optimization constraints for each protocol are:
MABC protocol :
TDBC protocol :
HBC protocol :
We have taken |Q| = 1 in the derivation of (27) through (34), since a Gaussian distribution maximizes all corresponding Fig. 3 . The achievable sum rates of the protocols (P = 5 dB, Gar = 0 dB) mutual informations and each node is assumed to transmit with power P during each phase.
The optimal achievable sum rate of the protocols is plotted in Figs. 3 and 4. As expected, the optimal sum rate of the HBC protocol is always greater than or equal to those of the other protocols since the MABC and TDBC protocols are special cases of the HBC protocol. Notably, the sum rate of the HBC protocol is strictly greater than the other cases in some regimes such as 6 ≤ G br ≤ 7,G ab = −5 dB in Fig. 4 . This implies that the HBC protocol does not reduce to either of the MABC or TDBC protocols in general.
In the low SNR regime (see Fig. 3 ), the MABC protocol dominates the TDBC protocol since the effect of the side information is relatively small in this regime. The TDBC protocol is also disadvantaged by the fact that it has one more phase compared to the MABC protocol. When G br is increased, the sum data rate is saturated up to C(P G ar ). This is easily derived by applying G br → ∞ to eqs. (27) -(34).
B. Ratio constraint
For a more realistic analysis, we add one more constraint to the original problem. In many communication systems, the uplink and downlink rates are not equal. More specifically, it is not uncommon for the dowlink rate to be 2 to 4 times greater than that of the uplink. Under a σ = R b /R a ratio restriction, we optimize the time duration and find the maximum sum data rate with the HBC protocol. Fig. 5 shows the sum data rates under several σ constraints. The sum data rate decreases as the ratio σ is increasingly biased.
C. Achievable regions and outer bounds
An achievable region of the 4 protocols and an outer bound for the TDBC protocol is plotted in Fig. 6 (in the low SNR regime) and Fig. 7 (in the high SNR regime). As expected, in the low SNR regime, the MABC protocol dominates the TDBC protocol, while the latter is better in the high SNR regime. It is difficult to compute the outer bound of the HBC protocol numerically since it is not clear that jointly Gaussian distributions are optimal due to the joint distribution p (3) (x a , x b |q) as well as the conditional mutual information terms in Theorem 6. For this reason, we do not numerically evaluate the outer bound. Notably, some achievable HBC rate pairs are outside the outer bounds of the MABC and TDBC protocols.
V. CONCLUSION
In this paper, we have derived achievable data rates and outer bounds for 3 different bi-directional relaying protocols. For the MABC protocol, the capacity bound is tight. A multiple access transmission followed by a coded broadcast from the relay achieves the optimal performance of any two phase protocol. We have specialized the bounds to the Gaussian case and numercially evaluated them. The gap between achievable rates and the outer bound of the TDBC protocol was seen to Fig. 7 . Achievable rate regions and outer bounds (P = 10 dB, Gar = 0 dB, G br = 5 dB, G ab = −7 dB) be moderate. Finally, while the HBC protocol encompasses the MABC and TDBC protocols as special cases, the HBC protocol achieves strictly greater data rates for some channel parameters compared to the MABC and TDBC protocols.
