Superstrings have many applications in data compression and genetics. However, the decision version of the shortest superstring problem is N N P P-complete. In this paper we examine the complexity of approximating shortest superstrings. There are two basic measures of the approximations: the length factor and the compression factor. The well known and practical approximation algorithm is the sequential algorithm GREEDY. It approximates the shortest superstring with the compression 1 Ž . factor of and with the length factor of 4. Our main results are: 1 A sequential 2 length approximation algorithm which achieves a length factor of 2.83. This result improves the best previously known bound of 2.89 due to Teng and Yao. Very recently, this bound was improved by Kosaraju, Park, and Stein to 2.79, and by Ž . Armen and Stein to 2.75. 2 A proof that the algorithm GREEDY is not paralleliz-* Supported by DFG-Graduiertenkolleg ''Parallele Rechnernetzwerke in der Produktion-Ž . stechnik,'' ME 872r4-1 and by the ESPRIT Basic Research Action No. 7141 ALCOM II .
INTRODUCTION
Ä 4 Let S s s , . . . , s be a set of n strings over some alphabet ⌺. A 1 n superstring of S is a string sp over ⌺ such that each string s g S appears i as a substring of sp. The shortest superstring problem is to find for a given Ž . Ž . set S the shortest superstring ss S . We use opt S to denote the length of Ž . ss S . Assume further without loss of generality, that no string s g S is a i substring of any other s g S. j w x It is known that the shortest superstring problem is N N P P-hard 8, 9 . w x Because of its important applications in data compression practice 23 and w x DNA sequencing procedure 16, 18, 22 , it is of interest to find approximation algorithms with good performance guarantees. For example, a DNA molecule can be represented as a character string over a set of nucleotides Ä 4
9
A , C , G , T. Although a DNA string can have up to 3 = 10 characters Ž . for a human being , with current laboratory methods only small fragments of at most 500 characters can be determined at a time. Then from a huge number of these fragments, a biochemist should reconstruct the superw string representing the whole molecule. As many authors pointed out 16, x 18, 22 , efficient superstring approximation algorithms can be used to cope with this job.
To evaluate how good the obtained approximation is, two kinds of measure are used. The first one, most important in practice, is to find a < < Ž . superstring sp of S such that the ratio sp ropt S is minimized. We will call this ratio the length factor of a superstring. The second approach is to find a superstring sp of S such that the ratio of the total compression Ž . obtained by sp and by ss S is maximized. That is, we want to maximize Ž< < < <. Ž< < Ž .. < < < < S y sp r S y opt S , where S s Ý s . We will call this ratio
the compression factor of a superstring. The algorithm GREEDY is a simple sequential approximation of a shortest superstring and appears to do quite well. It can be presented in the Ä 4 following way. Given a nonempty set of strings S s s , . . . , s , repeat the 1 n following steps until S contains just one string which is a superstring of S:
ⅷ Select a pair of strings sЈ, sЉ g S that maximizes overlap between sЈ and sЉ.
ⅷ Remove sЈ and sЉ from S replacing them with the merge of sЈ and sЉ. w x w x Tarhio and Ukkonen 24 and independently Turner 26 showed that 1 GREEDY achieves the compression factor of at least . Other heuristics 2 1 have been also considered by the authors, but for a long time was the 2 w x best obtained compression factor. Very recently, Kosaraju et al. 15 38 obtained an algorithm which achieves a compression factor of . The 63 length factor of GREEDY was unknown for a long time. The first breakw x through was made by Blum et al. 4 , who proved that GREEDY achieves the length factor of 4. Furthermore, they showed a modified GREEDY algorithm that has a length factor of 3, and proved that the superstring w x problem is MAX-SNP-hard 21 . The recent result that MAX-SNP-hard problems do not have polynomial time approximation scheme unless w x Ž P P s N NP P 2 implies that a polynomial time approximation scheme that is, polynomial time algorithms with length factor of 1 q for any fixed . ) 0 for this problem is unlikely. The main idea of the algorithm of Blum et al. was first to find an optimal cycle cover in a certain graph and then to combine the cycles to get a Hamiltonian path which defines a superstring. The main difficulty in improving the length factor was made by short cycles in the cycle cover. Analyzing separately cycles of length two, Teng and Yao w x 25 were able to bound the length factor of the obtained superstring by 2.89. We describe an algorithm that analyzes cycles of length two and three, combines their nodes in a new way to get a Hamiltonian path and, finally, outputs a superstring whose length factor is at most 2.83.
Note that very recently two new improvements have been reported. w x Kosaraju et al. 15 applied the mentioned above algorithm with improved compression factor to get a length factor of 2.79. Independently, Armen w x and Stein 3 designed an algorithm based on a precise analysis of cycles of length two and obtained a length factor of 2.75.
In this paper we also study the parallel complexity of the approximation Ž of the shortest superstring for a more detailed discussion on parallel w x. algorithms and models of parallel computations see, e.g., 13 . Given the importance of the applications, it seems to be reasonable to ask when parallelization can help. We prove that algorithm GREEDY, which is commonly used by biologists in their applications, is not parallelizable, that is, the computation of its output is P P-complete. Next, we use a similar w x approach to that given by Li 18 and reduce a certain approximation of the shortest superstring to the weighted set cover problem. This immediately implies an N N C C algorithm with logarithmic length approximation. We also show how one can easily implement our sequential 2.83-approximation algorithm to get an R RN N C C algorithm with the same length factor. Finally, we give an N N C C algorithm that achieves a compression factor of Ž . 1r4q , for any constant ) 0. The idea behind this algorithm is a parallel approximation of algorithm CC-GREEDY, which is a sequential approximation of the maximum weight-cycle cover problem. We leave as an open problem how to achieve an N N C C algorithm with a constant length factor. This paper is organized as follows. Section 2 contains some preliminary definitions used in the paper. In Section 3 we describe a sequential algorithm that achieves a length factor of 2.83. Then we focus on parallel complexity and show in Section 4 that the computation of the output of algorithm GREEDY is P P-complete. In Section 5 we present two N N C C Ž . algorithms: one that achieves a compression factor of 1r 4 q , the other that has a logarithmic length factor.
PRELIMINARY
For two strings s and t let¨be the longest string such that s s u¨and t s¨w for some nonempty strings u and w. The o¨erlap between two Ž . strings s and t is the length of the string¨. We will denote it as ov s, t . The prefix of a string s with respect to a string t is the length of the string Ž . u. We will denote it as pref s, t . We will sometimes refer to string¨as the Ž Ž .. Ž Ž .. overlap ov s, t and to string u as the prefix pref s, t of s and t; our meaning will be clear from the context. Note that we may assume that the weight of these two graphs are given Ž . in unary. Indeed all weights are non-negative integer, pref i, j q Ž . < < Ž Ž . Ž .. < < ov i, j s s , and hence Ý pref i, j q ov i, j s n S . Define a cycle co¨er of a graph G to be a maximal collection of cycles in G such that each vertex is in at most one cycle. Let also a path-cycle co¨er Ž . called also a 2-factor be a collection of paths and cycles in G such that each vertex is in at most one path or cycle. We call a path-cycle cover maximal if it cannot be extended by any other edge in G.
A weighted digraph G is an o¨erlap graph it there exists a set S of Ž . strings such that the graph obtained from OG S by removing all zeroweighted edges is isomorphic to G.
SEQUENTIAL ALGORITHM WITH 2.83 LENGTH FACTOR
In this section we present a new sequential algorithm for the superstring 5 problem that has a length factor of 2 and thus supercedes the algorithm 6 8 w x of Teng and Yao 25 . The latter algorithm has the factor of 2 and is an 9 w x improvement on a algorithm TGREEDY of Blum et al. 4 that has the factor of 3.
Ž . Ž . For a cycle c in a cycle cover C in the graph PG S , let d c denote the Ž . Ž . total pref и, и weight of the edges in c. We refer to d c as the weight of c.
One of the basic observations concerning the shortest superstring problem is that the length of a shortest superstring is not smaller than the Ž . w x weight of a minimum weight Hamiltonian cycle in PG S 4 . This moti-Ž . vates us to try to approximate such a cycle on the graph PG S . Since any Hamiltonian cycle is also a cycle cover, the length of a shortest superstring Ž . is bounded by the weight of a minimum weight cycle cover in PG S . Such a cycle in a weighted digraph can be found by a polynomial-time algorithm w x 20 . Therefore, almost all efficient approximation algorithms for the shortest superstring problem first find a minimum weight cycle cover in Ž . PG S and then try to combine the cycles to get a Hamiltonian path of small weight. The main problem, however, is that it is difficult to approximate the length of a shortest Hamiltonian path and it seems to be much easier to approximate a path or cycle with the maximum length. The Ž w x. observation used by many authors see, e.g., 4 is that the weight of a Ž . cycle in PG S is related to the weight of the corresponding cycle in Ž . OG S . Indeed, one can easily show that a minimum weight cycle cover in Ž . Ž . PG S is also a maximum weight cycle cover in OG S , and vice versa. We will call such a cycle cover an optimal cycle co¨er. The main difficulty in combining the cycles into a Hamiltonian path of small weight is made by short cycles. One can observe that if we find a minimum weight cycle cover w x without cycles of length 1, 2, . . . , k, then the algorithm of Blum et al. 4 Ž produces a superstring with approximation factor bounded by 2 q 2r k q . 1 . Another source of improvement is to better combine strings from short w x cycles into a superstring. Based on this idea Teng and Yao 25 treated separately cycles of length two and designated an algorithm with the length factor of 2.89. In our paper we follow this approach and analyze how to combine effectively cycles of length two and three. Based on 2-cycle and 3-cycle Lemmas, we choose a representative for each such cycle and then build an optimal cycle cover on them. Extending efficiently this cycle cover we obtain a superstring whose length factor is at most 2.83. w x For the sake of completeness we recall two crucial lemmas from 4 and w x w x 25 . We need two definitions from 25 . We say that a string s fits a cycle s ª s ª иии ª s ª s if there is K ) 0 such that s is a substring of
. A minimum weight cycle cover in
Ž . PG S is called canonical if each string s is assigned to a cycle whose weight is the smallest among all cycles that s fits. The first lemma shows a w x relation between overlaps and prefixes 4 . Basing on the bound of the overlaps between any two strings from two different cycles one can Ž . combine these cycles into a Hamiltonian path in PG S of relatively small weight. with s g c and s g c . Then, the o¨erlap between s and s is less than 
Ž
.w x LEMMA 3.2. 2-cycle Lemma 25 . Let c and c be two cycles in a 1 2 Ž . canonical weight minimum cycle co¨er C in PG S with r g c and r g c .
These steps form the basis of the algorithm presented by Teng and Yao w x 25 . Their improvement on the length factor is obtained by making the cycle cover in Step 1 canonical and by treating separately 2-cycles in Step 3. Our further improvement is achieved by selecting ''good'' representatives not only of 2-cycles but also of 3-cycles in Step 3, and by finding an optimal cycle cover on them. This allows us to create a better superstring for these representatives.
Below there is an analog of Lemma 3.2 for a 3-cycle.
Ž . L EMMA 3.3. 3-cycle Lemma Let c , c and c be cycles in a minimum 1 2 3 Ž . weight cycle co¨er C with r g c , r g c and r g c . Then ov r , r q
Proof. The inequality follows from the following observations. Assume < < Ž< < < < < <. Ž . < < without loss of generality that r s min r , r , r . Then ov r , r F r ,
The Algorithm
Find an optimal cycle cover C of S, and make C canonical.
2. Take an arbitrary string from each cycle of C to form a set of representatives R, and find an optimal cycle cover CC for R.
3. Select representative set RR containing one element for each 2-cycle in CC and one element for each 3-cycle in CC. From each 2-cycle take the longer string and from each 3-cycle take a string that is not in the Ž pair with the longest overlap i.e. when s , s and s are the strings of a of two other strings in the cycle, ordered as on the cycle. In this way we join two nodes on a 3-cycle and transform it into a 2-cycle g ª f ª g .
4. Find an optimal cycle cover CCC on RR. From each cycle in CCC with odd number of nodes remove the edge with the smallest overlap. Add Ž . 2-cycles from CC including 3-cycles after transformation to 2-cycles and call the resulting graph GC. Note that RR j RRЈ form the vertices of GC. ªs ªs in C, where s is in R, create a superstring s ( s ( иии ( s ( s .
Let ␣ be the extended string of ␣ obtained by replacing each string of R with the superstring built from its cycle in C. 7. Output ␣.
Analysis
Observe first that the algorithm runs in polynomial time, because an Ž 3 . Ž w x. optimal cycle cover can be constructed in time O n see, e.g., 20 , and for a given minimum weight cycle cover one can transform it into a Ž< <. w x canonical minimum one in O S time 11 .
Let d , d , d be, respectively, the total weight of the cycles in C that 2 3 4 have representatives in 2-cycles, 3-cycles, and all i-cycles
Let ov , ov , and ov be, respec- 
Proof. The first inequality is a result of summing over all 2-cycles in the inequality from Lemma 3.2. Recall that RR contains the longer represen-2 tatives from each 2-cycle in CC. The second one can be obtained using Lemma 3.3 and summing over all 3-cycles.
Observe now that
Ž .
3
Hence we obtain
Ž . 
THEOREM 3.5. The algorithm described abo¨e finds a superstring that is at 17 most f 2.833 times as long as the shortest superstring. 6 We have just described an algorithm that analyzes cycles of length two and three, combines their nodes in a new way to get a Hamiltonian path and, finally, outputs a superstring whose length factor is at most 2.83. To make the picture complete, we note that very recently two new improvew x ments have been reported. Kosaraju et al. 15 applied an algorithm with an improved compression factor to get a length factor of 2.79. Indew x pendently, Armen and Stein 3 designed an algorithm based on a precise analysis of cycles of length two and obtained a length factor of 2.75.
ALGORITHM GREEDY IS NOT PARALLELIZABLE
Algorithm GREEDY appears to be very sequential in nature, since to select a current pair of strings with the largest overlap we need to know the results of previous merges. To formalize this observation we would like to prove that GREEDY applied to the superstring problem is P P-complete, 1 what is commonly believed to mean: a hardly parallelizable algorithm. 1 To be more precise: a search problem of finding a superstring obtained by GREEDY is considered and proved to be P P-complete.
We start with proving that the problem of finding the Hamiltonian path chosen by algorithm GREEDY is P P-complete. For a given Boolean circuit, a certain complete weighted digraph is introduced, in which a Hamiltonian path selected by GREEDY can simulate a computation of the circuit's value. Then we argue that the digraph is an overlap graph, i.e., a set of strings can be constructed whose overlap graph is isomorphic to the digraph. LEMMA 4.1. The problem of finding the Hamiltonian path chosen by algorithm GREEDY is P P-complete.
Proof. We show how one can solve the circuit¨alue problem by applying algorithm GREEDY. The circuit value problem is the following: Ž . Define a circuit ␣ to be a vector x , x , . . . , x , where each x is either 1 2 m i an input value TRUE or FALSE, or a boolean gate from some basis. The circuit value problem is to check which is the output of ␣. This problem is P P-complete even for some restricted circuits. We will consider circuit ␣ where gates are numbers topologically such that if x i receives an input from x then i -j. We will also restrict to circuits with j NOT and OR gates, where gates NOT have one input and one output and gates OR have two inputs and at most two outputs. For such restricted w x circuits the circuit value problem remains P P-complete 10 . Thus, we can assume that each x in ␣ is chosen from the set tion each output can be referred to only once. We show how to simulate computation in a circuit ␣ by algorithm GREEDY. The circuit ␣ is transformed in polylogarithmic time with a polynomial number of processors into a weighted digraph. A certain edge will be chosen by GREEDY if and only if the output of the circuit is TRUE. The paths chosen by algorithm GREEDY will simulate the circuit. For each gate there is a collection of nodes. There are the nodes representing the inputs to the gates, the outputs of the gate, and some additional nodes which direct algorithm GREEDY.
Subgraphs corresponding to gates are illustrated in Figs. 2, 3 , and 4. The Ž . gates corresponding subgraphs are drawn so that their inputs are at the top and their outputs are at the bottom. Each input and output is Ž represented by a subgraph called a switch which contains three nodes two . squares and one circle and edges which are used to indicate the value of a wire. In Figs. 2, 3 , and 4 only edges with nonzero weights are drawn. Edges with weight zero can be chosen by an algorithm GREEDY only at the end, and therefore they are not of importance. These edges only ensure that GREEDY will find a Hamiltonian path. Therefore, in what follows, we will Ž . say that an edge is already selected by GREEDY if it is positive and it has Ž . been already chosen.
The whole graph corresponding to the circuit ␣ can be obtained in parallel in two steps. First, for each x we create a copy of the correspond- 
The crucial observation is that algorithm GREEDY selects an edge between a square node and the circle node in a switch if and only if the value of the corresponding wire is TRUE. The topological numbering of the gates assures us that algorithm GREEDY can choose the edges in a kth gate only if no more positive-weighted edges in the gates with numbers greater than k may be selected. This also means that before GREEDY begins verifying the edges of kth gate, all positive-weighted edges in its input switches have been considered.
Therefore, what we should show is that: if we know the edges selected Ž by GREEDY in the input switches of a gate that is, if we know whether . edges adjacent to circle nodes have been selected , then the edges chosen in its output switches corresponds to the boolean function of the gate. This is obviously true for the input gates and one can easily verify that also gates NOT and OR are designed properly. Ž To illustrate this, we will verify one particular case of the OR gate see . Ž . Fig. 3 observe that this will not change the simulation of a circuit. We will call the result digraph the circuit-simulating graph.
For a digraph G define its skeleton G to be an undirected graph with the vertex set the same as the vertex set of G and the edge set which is obtained from the edge set of G by removing directions.
In the following lemmas we would like to derive some sufficient conditions of a digraph to be an overlap graph. The first observation is that a positive-weighted edge in an overlap graph relates the beginning of one string to the end of another. Therefore, when we want to collect the related strings in a structure, we have to consider adjacent edges in alternating directions. This leads us to the following definitions:
An alternating path is a sequence of nodes and edges e¨e иии¨e1 
Ž . r r
For each¨g V,¨/ r, let¨e¨e иии e¨,¨s r,¨s¨, be the
Ž . alternating path from the root r to¨. Let w s w e , w s w e y w e , Ž . then str¨ends with a letter which does not appear in str¨Ј and if Ž . Ž . Ž . height¨-height¨Ј , then str¨Ј begins with a letter which does not Ž . appear in str¨.
LEMMA 4.3. If a weighted digraph G with positi¨e, integer weights can be edge-co¨ered by a disjoint sum of monotone alternating trees in such a way that for each¨ertex in G all its incoming edges are in one tree and all its outgoing edges are in another tree, then G is an o¨erlap graph.
Proof. According to Lemma 4.2, each alternating tree AT in the cover C of G is an overlap graph. That is, strings can be assigned to nodes of AT to obtain the corresponding overlap graph. Let ⌺ denote an alphabet of AT the strings. Without loss of generality, we can assume that alphabets ⌺ , AT AT g C, are pairwise disjoint. Let the incoming edges of a vertex¨be in AT and its outgoing edges in ATЈ. Thus we have two strings in g ⌺ U and
AT out g ⌺ U . The result string for¨we obtain by concatenating in witḧ AT Јö ut . It can be easily checked that the overlap between two such strings is nonzero if and only if the corresponding nodes are joined by an edge.
LEMMA 4.4. If a digraph C does not contain alternating cycles, then it can Ž . be uniquely edge-co¨ered by edge-disjoint alternating trees such that eacḧ ertex of G has all its incoming edges in one tree and all its outcoming edges in another tree.
Proof. An easy induction on the number of nodes in a digraph G.
THEOREM 4.5. The problem of finding a superstring chosen by algorithm GREEDY is P P-complete.
Proof. With respect to Lemma 4.1 we have only to show that a circuit-simulating graph G is an overlap graph. The gates in G have been designed in such a way that G contains no alternating cycles. By Lemma 4.4, G can be uniquely edge-covered by disjoint alternating trees. More-Ž . over, observe that in the NOT and COPY gates compare Fig. 4 , the edge outgoing from the input switch is not in the same alternating tree as an edge connected with the output switch. Since there are no two OR gates that are directly connected in G, an alternating tree can only contain edges from at most one OR gate. Thus, the trees are of size bounded by a Ž . constant independent of the size of a circuit . Furthermore, it is not difficult to verify that all these small trees are also monotonic. Hence, by Lemma 4.3, G is an overlap graph. The string assigned to a node of G can be computed in constant time because of the tree sizes.
Remark 2. One can slightly modify the construction above to show that the problem of finding a superstring chosen by algorithm GREEDY remains P P-complete even when the input alphabet is binary. To see this observe that at most four letters are introduced for each vertex of a circuitsimulating graph at most ten new vertices are created for a gate in a circuit. If a circuit is of size m, then each letter can be coded by a unique u Ž .v binary sequence of length L s log 40 m q 2 that begins and ends with 0. Let a denote the binary code of a letter a. To get the result we should onlŷ Ž . change the weights from w G 0 to 2w q 1 и L in the circuit-simulating graph and replace a string a a иии a assigned to a node of the graph by
N N C C-APPROXIMATIONS OF SHORTEST SUPERSTRINGS
All known superstring approximation algorithms with a constant length factor are based on the greedy heuristic or on the construction of a minimum weight cycle cover. As we proved in Section 4 the former one is not parallelizable. Since the problem of finding a maximum weight bipar-Ž . tite matching or a maximum weight cycle cover is not known to be in N N C C or P P-complete, it seems unlikely we can parallelize deterministically any algorithm based on cycle covers. We show, however, that this approach may lead to an R RN N C C algorithm. Indeed, when we consider the algorithm presented in Section 3, one can easily see that the only nontrivial part is how to find an optimal cycle cover of S, of R, or of RR. All other steps are reduced to simple operations on lists or cycles. Also, the overlap graph can be easily built in parallel. One only has to complete the weights for each Ž . edge in OG S , which is equivalent to finding the maximum overlap Ž . Ž . between each pair of strings. For strings s and s , ov s , s and ov s , s i j i j j i Ž Ž< < < <.. < < < < Ž can be found in O log s q s time with s q s processors see, e.g.,
Hence, the overlap graph can be built in O log max s time with s g S i i < < n S processors. Actually, as is shown in the Appendix, we can improve this Ž < <. < < 2 bound and construct the overlap graph in O log S time with S q n w x processors, using an approach similar to one used by Gusfield et al. 12 . Because the lengths of the strings are given in unary, this algorithm is in N N C C.
It is well known that the problem of finding a minimum weight cycle cover is equivalent to the problem of finding a minimum weight matching w x in bipartite graph 20 . In general, it is not known whether it can be done in either N N C C or in R RN N C C. However, when the weights of the graph are w x given in unary one can find a minimum weight matching in R RN N C C 27 .
Ž . Since in our case the weights of OG S are given in unary, the construction can be parallelized to get an R RN N C C algorithm. We also mention that w x the process of making an optimal cycle cover canonical 25 required in
Step 1 can be easily done in parallel. In the following subsections we present two N N C C algorithms for the shortest superstring problem: one that achieves a constant compression factor, the other that has a logarithmic length factor. The former is based on a certain approximation of a greedy heuristic for the maximum weight cycle-cover, the latter uses a reduction of the superstring approximation problem to the weighted set cover problem and then, an approximation algorithm for that problem.
In Sections 5.1 and 5.2 we show that there is an N N C C algorithm that finds Ž Ž .. Ž an 1r 2 q -approximation of the maximum weight cycle cover and . also for the maximum weight matching problem in bipartite graphs . Then, in Section 5.3, we apply this algorithm to get an N N C C approximation Ž . algorithm with compression factor of 1r 4 q for any constant ) 0.
Sequential Approximation of a Maximum Weight Cycle Co¨er

1
Ž
. We begin with a sequential -approximation. Let G s V, E, w be a 2 Ä 4 complete weighted digraph without self-loops, where V s 1, . . . , n is the ÄŽ . 4 set of vertices, E s i, j : i / j g V is the set of edges and w: E ª ‫ޒ‬ is q Ž . the non-negative weight function.
The following is a simple greedy algorithm that finds a cycle cover.
Algorithm CC-GREEDY: Repeat until selected edges form a cycle cover of G:
Scan the edges of G in nonincreasing order of weight and select an edge Ž . Ž . Ž . i, j if no edge of the form i, p or q, j has been previously selected.
LEMMA 5.2. Algorithm CC-GREEDY find a cycle co¨er of weight that is at least half of the weight of a maximum weight cycle co¨er.
Proof. The proof follows the ideas of Turner's proof of the superstring w x compression factor achieved by GREEDY 26 . Algorithm CC-GREEDY selects n edges in nonincreasing order and let e be the ith chosen edge. i Ä 4 Let P be a maximum weight cycle cover that includes edges e , . . . , e i 1 i Ä 4 Ž . and let C s P y e , . . . , e . We show that for 1
Ž . w C q 2w e . Since w C is the weight of a maximum weight cycle
Ž . cover and w C s 0, this would imply the lemma. Ž . Ž . eЉ s t, q and when s / t, let e* s t, s . Then we can obtain a cycle Ž Ä 4. Ä 4 Ž cover P y eЈ, eЉ j e , e* when s / t or a cycle cover P y .
Gw C y w e y w e q w e .
s w C q w e q w e* y w eЈ y w eЉ
n Ž . which implies w C F w C q w e , and finally w C F Ý w e .
Since algorithm CC-GREEDY chooses a cycle cover of weight Ý w e , is1 i the cycle cover we have constructed must be a maximum weight cycle cover. cycle cover if and only if the set of sibling edges in H is a matching, and the weight of any cycle cover in G is the same as the one of the corresponding matching in H. This completes the proof.
Parallel Approximation of a Maximum Weight Cycle Co¨er
In this section we describe an approximation of algorithm CC-GREEDY. Intuitively, algorithm CC-GREEDY could be only a bit worse if it would choose instead of the maximum weight edge one with a similar weight. We partition the edges of G into levels, such that the weights of all edges in a level are within a factor c. Then we start with the level of maximum weights and go down to the level of minimum weight. On each level we behave like CC-GREEDY assuming that all the edges have the same weights. 
Ž .
Ž . Ž . Ž . Note that w e F w e -c и w e for every e g E. Let MCC G be the Ž Ž .. weight of a maximum weight cycle cover in G and w AM G be the sum of weights of the edges chosen by algorithm ACC-GREEDY on G. Observe that algorithm ACC-GREEDY on the graph G is equivalent to CC-GREEDY assuming that both algorithms select the same edges in the case of equal . dent set in G and let cov G be the set of edges in G corresponding to thẽ Ž . Ž . vertices in MIS G . We shall show that cov G is a maximal path-cycle Ž . cover in G. First observe that there are no two edges in cov G that sharẽ Ž . a head or a tail; otherwise the corresponding vertices in MIS G would be Ž . adjacent, what contradicts the definition of independent set. Thus, cov G is a path-cycle cover of G. Now we only have to show that the set of edges Ž . Ž . cov G is maximal. Let e be an edge in G which is not in cov G and let Ž . g MIS G which is adjacent to¨. Thus, the edge e in G correspond- Ž . ing to¨shares either the tail or the head with e . And since e g cov G ,
Ž . adding the edge e to cov G would destroy a path-cycle cover. Ž .
with n processors or O log n log max w e with n processors. 1q e g E
N N C C Algorithm with Constant Compression Factor
In this section we develop techniques presented in the previous section to design an N N C C algorithm that finds a superstring that has the overlap at Ž . least 1r 4 q that of a shortest superstring.
Ž . First we build the overlap graph OG S for the set of strings S. We Ž . assume in the construction that there are no selfloops in OG S . Then we Ž . find a cycle cover in OG S using algorithm ACC-GREEDY. We next Ž remove from every cycle an edge with the minimum weight and join by . any edges the paths obtained to get a Hamiltonian path. Proof. Any maximum cycle cover MCC is of weight not smaller than the weight of a maximum Hamiltonian path MHP. Let C be a cycle cover obtained by algorithm ACC-GREEDY and HP be a Hamiltonian path obtained by the algorithm presented above. From Theorem 5.6 we get Ž . Ž . Ž . w C G 1r 2 q r2 w MCC for any ) 0. Since we remove the least Ž . Ž . weighted edge from every cycle in C, we get w HP G w C r2. Thus, Proof. The proof is a straightforward application of the previously Ž w x w x. known results see, e.g., 4 26 . The output string sp is the one corresponding to the Hamiltonian path obtained by the algorithm above. The Ž< < < <. Ž< < Ž .. compression factor is defined to be S ᎐ sp r S ᎐opt S . One can easily observe that the weight of a Hamiltonian path corresponding a superstring < < < < w is always equal to S y w . Hence, the compression factor is equal to Ž . the approximation of the maximum weight Hamiltonian path in OG S . Ž < <. Note finally, that the overlap graph can be built in O log S time using 2 < < n q S processors. 
weighted set co¨er problem is to find a cover Y * of X of the minimum weight. w x The weighted set cover problem is known to be N N P P-hard 9 . A recent w x result of Lund and Yannakakis 19 shows that this problem cannot be approximated in P P with ratio c log n for any c -1r4 unless N N P P s 2 Ž OŽ1. . DTIME n . However, there is known a polynomial-time algorithm that w x finds a logarithmic-factor approximation. Recently, Berger et al. 5 has proved the following lemma. 
be a cover of S defined by a collection of sets from FAM-CON. We can obtain the corresponding superstring
Since C is a cover of S, every string from S must be a substring of S .
C
Note also that
Ž w x. The following fact can be easily derived see, e.g., 18 . Ž . w C* F 2 и opt S .
Ž . Now, suppose that we have found a set cover C such that w C F Ž . < < Ž . tиw C* , for some t. Then clearly S F t и w C* . Thus, the superstring C Ž . S has the length at most 2 и t и opt S . Hence, using Lemma 5.9 we obtain C the following theorem. THEOREM 5.11. There is an N N C C algorithm that for any ) 0, finds a Ž . superstring whose length is at most 2 q log n times the length of a shortest superstring. w x A similar construction was used implicitly by Li 18 for a sequential algorithm.
APPENDIX: HOW TO BUILD THE OVERLAP GRAPH IN PARALLEL
Ž . In order to build the overlap graph OG S , one only has to compute the Ž . weights for each edge in OG S , which is equivalent to finding the maximum overlap between each pair of strings from S. We show how this Ž < <.
2
< < can be accomplished in O log S time with n q S processors, using an w x approach similar to one used by Gusfield et al. 12 .
Ä 4 Let S s s , . . . , s be a set of strings over an alphabet ⌺, and let 1 n n < < One can build the suffix tree for a string s in O log s time using s i i i w x w x processors 1 . As it was observed by Gusfield et al. 12 , one can construct the generalized suffix tree for S by building the suffix tree for the string < < < Ž < <. < < s s s s . . . s s . Hence, it can be build in O log S time with S 1 2 n 1 2 n processors.
Let T be the generalized suffix tree for S. For each node¨in T, let Ž . Ž . ¨denote the string corresponding to¨. That is, ¨is obtained by concatenation of the labels of the edges on the path from the root to¨. < We say an edge is terminal if it is labeled by some s . Let w be the leaf in the deepest internal node in T which is on the path from the root to w j < and whose some edge to a child is labeled by s . In what follows we show i Ž Ž< <.. sors. This would yield the theorem.
Let T q be the subtree of T obtained from T after removing all edges that do not belong to any path from the root to some w , except terminal j Ž . edges with one end the parent on a path from the root to some w . All j nodes disconnected from the root are removed as well. Using the Euler Ž w x. q Ž Ž< <. < < tour technique see, e.g., 13 , T can be build in O log S time with S processors.
Note that T q can contain chains, that is, maximal sequences of nodes , . . . ,¨, k ) 1, such that . remove from T all edges with triplet i, k, l for which there is another Ž . edge with a triplet i, k, m for m -l. Now for fixed i, on each chain at < most one node with an edge to a child labeled s is left, and this node is i the deepest one.
Let T * be the tree obtained from T q after removing all terminal edges and then contracting each chain to one edge. The contraction of a chain Ž . Ž . , . . . ,¨removes all edges¨,¨, 0 F i -k, and add the edge¨,¨. 0 k i i q 1 0 k Ž < <. < < T* can be easily built in O log S time with S processors, and it is of size Ž . O n .
We make n copies of tree T *, one for each i. Fix i, 1 F i F n. We call a Ž .
q Ž . node¨in T * marked if there is an edge x, y in T with p x s¨which < is labeled s . In that case we assign the node x to¨. Note that the node i assigned to¨is unique.
Observe that¨is the node assigned to the deepest marked ancestor of i, j w in T *. Hence, our problem has been reduced now to the following j Ž . problem on a tree. Given a tree with O n nodes, some of which are marked. For each leaf find the deepest marked ancestor. This problem can w x Ž . be easy solved using the Euler tour technique 13 in O log n time with n processors. Because we made n copies of tree T *, the total running time is Ž .
O log n with n processors. We summarize this in the following theorem.
THEOREM 5.12. The o¨erlap graph for the set of strings S can be con-Ž < <.
< < structed on a CRCW PRAM in O log S time using n q S processors.
