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Abstract
We present a novel phase-field model development capability in the open source MOOSE finite element framework.
This facility is based on the “modular free energy” approach in which the phase-field equations are implemented in a
general form that is logically separated from model-specific data such as the thermodynamic free energy density and
mobility functions. Free energy terms contributing to a phase-field model are abstracted into self-contained objects
that can be dynamically combined at simulation run time. Combining multiple chemical and mechanical free energy
contributions expedites the construction of coupled phase-field, mechanics, and multiphase models. This approach allows
computational material scientists to focus on implementing new material models, and to reuse existing solution algorithms
and data processing routines. A key new aspect of the rapid phase-field development approach that we discuss in detail
is the automatic symbolic differentiation capability. Automatic symbolic differentiation is used to compute derivatives of
the free energy density functionals, and removes potential sources of human error while guaranteeing that the nonlinear
system Jacobians are accurately approximated. Through just-in-time compilation, we greatly reduce the computational
expense of evaluating the differentiated expressions. The new capability is demonstrated for a variety of representative
applications.
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1. Introduction
The phase-field method is a well-established tool for
simulating the coevolution of microstructure and physi-
cal properties at the mesoscale [1, 2]. In the phase-field
method, the microstructure is described by a system of
continuous variables, also called order parameters. Mi-
crostructure interfaces are approximated using a finite width,
and the order parameters vary smoothly over the inter-
faces. In isolated systems, the evolution of these variables
leads to a monotonically decreasing free energy as a func-
tion of time. The phase-field method has been used to
model a large range of physical phenomena, including so-
lidification [3, 4], phase transformation [5, 6], and grain
growth [7, 8].
The microstructure evolution is governed by partial dif-
ferential equations (PDEs) that depend on the derivatives
of a functional defining the free energy of the system in
terms of the phase-field variables. The phase-field PDEs
have been solved using the finite difference [9], finite vol-
ume [10], and finite element (FEM) methods [11, 12], as
∗Corresponding author
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well as spectral methods based on the fast Fourier trans-
form [13]. The finite difference method is the easiest to
implement, while the spectral methods are computation-
ally efficient for small systems and offer better convergence
properties. The finite volume and finite element methods
are the most flexible, allowing a large range of boundary
conditions, domain shapes, and coupling to other physics.
No matter which method is used to solve the phase-
field equations, their basic form remains the same for most
models: only the free energy functional and the mobility
expressions change when modeling different materials and
physical phenomena. In this work, we continue the efforts
described in [12] where a free energy based approach to
phase-field model development is employed. This strategy
takes advantage of the “fixed” form of the governing phase-
field equations, and restricts the task of programming new
phase-field models to the task of programming new free en-
ergy functionals. To the authors’ knowledge, this specific
approach is not currently followed by other open source
phase-field software development efforts [14, 15, 10, 16],
however it is also a fairly natural one that could be imple-
mented retroactively in existing code bases.
The free energy based approach employs three capa-
bilities which simplify and accelerate the development of
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new multiphase-field models: (i) a symbolic differentia-
tion module which eliminates the need to compute deriva-
tives (up to third-order) of the free energy, (ii) a system to
modularize, recombine, and reuse the various free energy
contributions across models, and (iii) a generic framework
for multiphase-field simulations in which new free energy
modules can be employed. The sum of these components
represents an important step toward a modular and gen-
eral phase-field approach.
2. Phase-Field method summary
In the phase-field method, the evolution of non-conserved
order parameters ηj (e.g. phase regions and grains) is gov-
erned by the Allen–Cahn [17] equation (1) and the evolu-
tion of conserved order parameters ci (e.g. concentrations)
is governed by the Cahn–Hilliard [18] equation (2):
∂ηj
∂t
= −Lj δF
δηj
, j = 1, . . . , Nη (1)
∂ci
∂t
= ∇ ·
(
Mi∇δF
δci
)
, i = 1, . . . , Nc (2)
Here, F is the total free energy of the system, which can
be formulated as a volume integral
F =
∫
Ω
(floc + fgr + Ed) dV, (3)
where Ω is the simulation domain,
floc ≡ floc(η1, η2, . . . , c1, c2, . . .) (4)
is the local free energy density, and
fgr ≡ fgr(∇η1,∇η2, . . . ,∇c1,∇c2, . . .) (5)
is the gradient energy contribution. Ed is the free energy
contribution due to external driving forces. In general, the
total free energy depends on all of the conserved and non-
conserved order parameters and their gradients. Comput-
ing the variational derivatives in (1) and (2) yields terms
which depend on the derivatives of the local free energy
density, floc, with respect to all order parameters, i.e.
∂ηj
∂t
= −Lj
(
∂floc
∂ηj
−∇ · ∂fgr
∂∇ηj +
∂Ed
∂ηj
)
(6)
∂ci
∂t
= ∇ ·Mi∇
(
∂floc
∂ci
−∇ · ∂fgr
∂∇ci +
∂Ed
∂ci
)
. (7)
Note that the thermodynamics of the modeled system are
determined by the local free energy density floc, while the
gradient contribution fgr produces diffuse-width interfaces
and contributes only to the interfacial energy. The gradi-
ent contribution is often a known functional that exposes
only scalar parameters for tuning the interfacial width, as
discussed in [2]. floc is therefore the primary input needed
to formulate a new phase-field material model.
In this work, we solve the resulting PDEs using FEM
and implicit time integration with the open source Multi-
physics Object-Oriented Simulation Environment (MOOSE)
[19, 12]. MOOSE is a finite-element framework primarily
developed at Idaho National Laboratory (INL) which in-
cludes several physics modules that assist users in devel-
oping phase-field, thermal transport, solid mechanics, and
chemistry models. All the techniques and applications dis-
cussed in this work are currently available in the MOOSE
phase field module. MOOSE solves systems of PDEs in
a tightly-coupled manner by forming a single residual vec-
tor comprising all the unknowns. To form the residual vec-
tor, the equations have to be transformed into their weak
form via multiplication by a suitably defined test func-
tion and integration over Ω. We subsequently utilize the
Gauss divergence theorem to reduce the order of the spa-
tial derivatives in the resulting residual equations (see [12]
for more detail on the development of the weak form).
Due to the use of implicit time integration, the system
of phase-field equations requires a nonlinear solve at each
time step. To solve this system of nonlinear equations,
MOOSE typically employs the preconditioned Jacobian-
free Newton Krylov [20, 21] method (PJFNK), via in-
terfaces provided by the libMesh [22] and PETSc [23] li-
braries. To improve the convergence properties of the non-
linear solve, the preconditioning matrix should be as close
as possible to the actual Jacobian of the nonlinear system
of equations. Computing the Jacobian matrix entries re-
quires derivatives of the residual vector entries with respect
to each of the non-linear variables in the system. This in-
cludes, for instance, cross-derivatives of the free energy
density functional with respect to all phase-field variables
used in the model.
The Cahn–Hilliard Eq. (7) involves a fourth-order spa-
tial derivative on the concentration variable. There are
two standard formulations which are commonly used to
solve (7), see, for instance, the discussion in [24]. The first
is to directly solve the time-dependent fourth-order PDE
(using a C1-continuous finite element discretization) and
the second is to split the equation into two second-order
PDEs which can be solved with more traditional C0 finite
elements. The split solve of the Cahn–Hilliard equation
depends on ∂floc/∂ci, while the the direct solve involves
∇∂floc
∂ci
=
∑
j
∂2floc
∂ci∂cj
∇cj +
∑
k
∂2floc
∂ci∂ηk
∇ηk. (8)
If there are N phase-field variables, computing the Ja-
cobian requires N additional second derivatives for the
Allen–Cahn equation/split solve of the Cahn–Hilliard equa-
tion, and N2 third derivatives for the direct solve of the
Cahn–Hilliard equation. The MOOSE phase field mod-
ule contains FEM discretizations for both the split and
non-split Cahn–Hilliard formulations, since there are ad-
vantages and disadvantages to using both [24].
2
3. Free energy based approach
The development of numerical simulation tools for solv-
ing phase-field mathematical models can be simplified by
employing an approach based on the free energy func-
tional. In such an approach, the Cahn–Hilliard equa-
tion (both the non-split and split forms) and the Allen–
Cahn equation obtain all the required free energy den-
sity derivatives from free energy objects (in the sense of
object-oriented programming) which are specialized to the
application in question. When a new phase-field model
is developed, the existing implementations of the residual
equations are re-used—only the code required to define the
specialized free energy object itself must be written.
In the MOOSE phase field module, Cahn–Hilliard
and Allen–Cahn residuals and Jacobians have been im-
plemented using small program units called “Kernels”. A
Kernel is a C++ class representing a term in the weak form
of a PDE. The computation of the free energy density and
its derivatives is performed in MOOSE by “Material” ob-
jects. A Material computes values, which may depend on
non-linear variables, at specified points in the simulation
domain. All simulation-specific physics are implemented
through Material objects which calculate the free energy
density. The free energy density derivatives are then used
in a generic way by the Kernel objects.
4. Automatic differentiation of free energies
While the free energy based approach to phase-field
model implementation simplifies the overall process, man-
ually programming the free energy derivatives can be both
burdensome and a potential source of error. Therefore, au-
tomatic differentiation is used to simplify the process even
further, requiring the user to implement only the free en-
ergy density expression itself. All required derivatives are
computed analytically in a fully-automated way.
To facilitate automatic differentiation, and to allow
user-defined functions to be supplied via input files, MOOSE
employs the Function Parser library [25] that is included
as a third-party plugin in the underlying libMesh finite ele-
ment library. The Function Parser library accepts a math-
ematical function definition given as a plain text string.
The expression string is lexically parsed into an interme-
diate tree representation and then transformed into stack
machine bytecode. This bytecode can then be executed by
the Function Parser bytecode interpreter module as often
as necessary without further transformation. This inter-
mediate tree representation of the Function Parser expres-
sions, illustrated in Fig. 1, readily lends itself to algorith-
mic transformations such as automatic differentiation.
The automatic differentiation system, which is a major
new contribution in this work, operates on the tree repre-
sentation of the free energy function. In this tree structure,
leaf nodes can correspond to constants or variables, and
internal nodes correspond to mathematical operators and
functions, the arguments of which are contained in child
Figure 1: Schematic example of the tree representing the mathe-
matical expression x2(y + 5). The nodes N1 and N3 represent the
multiplication and sum operators, respectively, with two arguments
each, the internal node N2 represents a square function with one ar-
gument, and the leaf nodes N4–N6 represent the variables x, y, and
the constant 5, respectively.
nodes or subtrees. The derivatives of the leaf nodes are 0
for all nodes that do not represent the variable the deriva-
tive is taken with respect to, and 1 for all the nodes that do.
The derivatives of the internal nodes are constructed re-
cursively according to a set of elementary derivative rules.
Construction of the derivative starts at the root node
of the expression tree. For the example expression tree
in Fig. 1, which represents the expression x2(y + 5), the
root node holds the multiplication N1 = N2 ∗ N3. To
obtain the derivative with respect to x, we need to cal-
culate the derivative of the root node, dxN1. We set
dxN1 = dxN2 ∗ N3 + N2 ∗ dxN3 according to the prod-
uct rule. This expression contains derivatives of the nodes
N2 and N3. These derivatives are recursively constructed
until leaf nodes with a zero derivative value are reached.
This happens in all cases except dxN4, which evaluates to
one. The full derivative expression that is constructed in
this manner is (2x ∗ 1) ∗ (y + 5) + x2(0 + 0).
Our method is a member of the class of source transfor-
mation or symbolic differentiation algorithms [26, 27]. In
contrast to the commonly used forward and backward ac-
cumulation automatic differentiation algorithms, the deriva-
tive evaluation is not tied to the evaluation of the undif-
ferentiated function. Each derivative is algebraically opti-
mized, compiled, and evaluated exactly when needed. In
a finite element code, the weak form residual evaluation
(which, in a split form Cahn–Hilliard problem, contains
the first derivative of the free energy only) is the most
common operation by far, occurring at every linear itera-
tion. The Jacobian, containing the second derivatives, is
only evaluated once per non-linear iteration. The undiffer-
entiated form is not evaluated for the purpose of solving
the phase-field equations, but only when needed for out-
put or postprocessing stages, which is generally once per
time step. MOOSE furthermore detects which derivatives
are needed by the residual and Jacobian evaluations and
skips evaluation of unused derivatives, which reduces the
computational burden when constructing approximate Ja-
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Figure 2: Relative computation times for an iron chromium phase-
field simulation. Hand coded free energy derivatives are compared
to derivaties computed via the automatic symbolic differentiation
system. Results a) and b) use the standard Function Parser bytecode
interpreter, results c), d) and e) use the just-in-time compilation
(JIT) module developed in this work. Results b), d), and e) also use
the algebraic optimization provided by FParser. Blue (light gray)
bars are obtained using the clang compiler, red (dark gray) results
are obtained with GCC.
cobian matrices for preconditioning purposes.
The Function Parser library provides a comprehensive
algebraic optimizer that groups, reorders, and transforms
the function expression into an equivalent but faster-to-
evaluate form. The algebraic simplifications are essential
for removing the trivial leaf node derivatives which may
lead to evaluation errors, such as division by zero, and can
be avoided by simple term cancellations. In the above ex-
ample, the simplifications reduce the derivative expression
to 2x(y + 5).
To further improve the performance of the parsed and
runtime interpreted functions, we have also developed a
just-in-time (JIT) compilation module. At runtime, the
generated bytecode sequences are automatically transformed
into small C source code files. A compiler is dispatched to
compile each function file into a dynamically linkable li-
brary, which is then loaded “on the fly” with a dlopen [28]
POSIX system call. This occurs once during simulation
initialization. If the JIT compilation fails, the function
evaluation falls back on the bytecode interpreter, other-
wise the generated machine code is called. The average
time overhead of the additional compilation step is on the
order of 0.1 s per function expression or less, depending on
the system the simulation is executed on. This is further
mitigated by a caching system. A unique SHA1 hash [29]
is computed from the function bytecode, and the com-
piled functions are stored permanently using the hash as
a filename. Recompilation will only occur if the bytecode,
and thus the function expression, changes. Trivial func-
tion changes, namely the modification of constants, will in
most cases not trigger a recompilation.
In Fig. 2, the run times for an iron chromium phase-
field simulation (described in detail below) are compared
for different implementations of the free energy. Results
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Figure 3: Comparison of the numerical solution (red circles) of the
Cahn–Hilliard equation in the split form on linear Lagrange elements
and the analytical solution (solid line) for an equilibrium interface
in a one dimensional domain. The inset shows that the L2 norm of
the error in the numerical solution converges at O(h2), where h is a
measure of the grid size.
(a) through (e) are obtained using our symbolic differenti-
ation system, while results (f) and (g) are obtained using
hand coded derivatives. The outputs generated by those
runs have been confirmed to be identical within the lim-
its of the convergence tolerance. The blue (light gray)
bars were obtained using the LLVM-based Clang com-
piler [30, 31] (version 3.9.0), and the red (dark gray) results
were obtained using the GNU Compiler Collection [32]
(GCC) C++ compiler (version 6.2.0). Results (a) and (b)
employ the standard Function Parser bytecode compiler.
Result (b) shows the effect of applying the built-in alge-
braic optimization to the function byte code. Results (c),
(d) and (e) use the JIT compilation module developed for
this work. JIT compilation turns out to be the crucial
step needed to ensure performance on par with hand-coded
derivatives as shown in result (g).
The JIT module has been incorporated into the Func-
tion Parser library fork in libMesh. Through this auto-
matic symbolic differentiation system, we achieve a signif-
icant reduction in developer time and remove a source of
developer error that is difficult to track down and debug.
We note that a naive implementation of the free energy ob-
tained via manual differentiation can exhibit significantly
worse performance. One factor is the use of the C++ li-
brary function std::pow, which for integer powers is sig-
nificantly slower than repeated multiplication operators.
The Function Parser library performs this optimization
automatically.
To demonstrate the correctness of the implementation,
we compare the numerical solution of a Cahn–Hilliard equa-
tion for a simple double well free energy given by f =
c2(1 − c)2 (interface parameter equal to 1) to the analyt-
ical solution, c = 12
(
1 + tanh
(
x√
2
))
for the equilibrium
interface in a one dimensional domain. Fig. 3 shows good
agreement of the interface profiles obtained numerically
4
(red circles) and the analytical solution (solid line). The
inset shows the expected quadratic convergence with re-
spect to the mesh resolution for linear Lagrange elements.
The split formulation of the Cahn–Hilliard equation was
used along with automatic differentiation of the free en-
ergy. To the authors’ best knowledge this integrated ap-
proach of utilizing run time symbolic differentiation and
JIT compiling of free energies in a phase-field framework
is unique.
4.1. Smoothly-extrapolated logarithm
Free energies that contain a term for the configura-
tional entropy derived from ideal or regular [33] solution
models will contain terms of the form
c ln c+ (1− c) ln(1− c),
where c is a conserved order parameter. As the natu-
ral logarithm is only defined for strictly positive numbers,
this expression restricts the domain of the free energy to
numbers on the open interval (0, 1). This poses numeri-
cal challenges for systems with equilibrium concentrations
near 0 or 1.
To improve the convergence behavior, we have devel-
oped a smoothly-extrapolated logarithm surrogate func-
tion. For input arguments c < ε, we compute a Taylor-
series expansion of the logarithm function centered around
c = ε instead. For c > ε, we evaluate the standard log-
arithm function. This surrogate logarithm function also
extends to negative arguments, and is twice differentiable
everywhere. In the resulting free energy expressions, the
extension to negative arguments manifests as a free en-
ergy penalty which drives the solution back to physically-
allowable concentrations without incurring numerical er-
rors. In previous work [34] piecewise constructions using
Taylor expansions of the full free energy expressions out-
side its domain have been suggested. This requires knowl-
edge of the domain of the free energy to set the interval
boundaries over which the Taylor expansion is active. Our
approach retains a single free energy expression with the
Taylor expansion only occurring at the level of the log-
arithm functions, which are the underlying cause of the
limitation of the domain of the free energy. The domain
of the log function is well defined and thus our model re-
quires fewer user inputs.
Care has to be taken to choose ε small enough to
not adversely impact the thermodynamic properties of the
simulated system. In particular, large values of ε can
change the phase diagram by moving the common tangent
points to larger concentrations.
As an example, we used the techniques presented above
to implement a phase-field model based on the published [35]
free energy surface of an iron chromium binary alloy. We
have encoded the full free energy expression from the pub-
lication into a MOOSE input file as a parsed function Ma-
terial with automatic differentiation and Taylor expansion
substitution for small logarithm arguments. A running
Figure 4: Snapshot of a phase-field simulation of spinodal de-
composition and formation of chromium rich precipitates in an iron
chromium alloy obtained using a runtime parsed and automatically
differentiated free energy expression. The line scan plotted in the
inset shows the precipitate and matrix concentrations.
phase-field model was obtained with little additional ef-
fort. Fig. 4 shows a simulation snapshot obtained using
this free energy. The system is in the particle coarsening
stage, having previously undergone spinodal decomposi-
tion. A line scan performed on the center precipitate is
shown in the inset. In agreement with the published free
energy surface and resulting phase diagram, we observe
practically no solubility of iron in the chromium precip-
itates, while the chromium solubility in the iron matrix
is approximately 6.7% at the simulation temperature of
500 K.
In addition to the free energy, the user has to provide a
mobility model, which for this example we assumed to be
concentration independent. We used experimental data
on chromium tracer diffusivity in iron as a guide to set
the actual value of the mobility M = 10−3 nm (eV s)−1.
For the chosen simulation length scale of 20 nm × 20nm
and mesh of 3600 quadrilateral elements, an appropriate
interfacial energy parameter κ = 0.3 eV nm−1 was chosen.
The initial choice of κ is somewhat arbitrary, as its order
of magnitude rarely changes at a given length scale, and
common excess free energies are of similar magnitude for
many alloy systems. Further refinement of the κ value to
obtain a specific surface energy may require a few simu-
lation trial runs, which on one-dimensional test systems
take only seconds. The example simulation was run with
an adaptive time stepper to a simulation time of about 24
h. All input files required to rerun the simulations in this
paper are available from the MOOSE GitHub repository1.
5. Multiphase phase-field models
The tools presented above allow the rapid implementa-
tion of single phase material systems, however, many ma-
1https://github.com/idaholab/moose/tree/devel/modules/
combined/examples/publications/rapid_dev
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terial systems of interest exhibit complex phase diagrams
with multiple phases potentially coexisting in a simulation
volume. These phases have separate free energies and can
potentially have different mechanical and thermal prop-
erties. To model systems with multiple coexisting phases,
the construction of a global free energy functional spanning
the entire phase space of the system is necessary. We now
show that the material-based modular free energy system
presented here lends itself to the convenient construction
of such multiphase free energies. The free energy of each
individual phase can be provided using a Material object
that encapsulates all required free energy derivatives and
leverages the capabilities of the symbolic differentiation
module. The global free energy is then constructed as a
combination of the phase free energies using non-conserved
order parameters to indicate the phase distribution. Just
as the free energy values are combined, the derivatives for
the phase free energies are used to construct the deriva-
tives of the global free energy. The MOOSE phase-field
module has a selection of pre-made Material objects for
global free energy construction which users can provide
single phase free energies for.
One common approach is to use a linear combination
of the free energy densities f jloc of each phase in the system
based on the WBM model [5], e.g.
floc =
∑
j
h(ηj)f
j
loc(c1, c2, . . .) +Wg(η1, η2, . . .). (9)
The switching function h(ηj) varies smoothly from 0 to 1 as
ηj goes from 0 to 1. The barrier function g (multiplied by
the barrier height W ) penalizes phase mixtures over pure
phase regions. The total weight of all phase free energy
contributions at each point in the simulation volume is
exactly unity, which can be expressed as the constraint
k(η1, η2, . . .) ≡
∑
j
h(ηj)− 1 = 0. (10)
Two phase systems can be modeled using a single order
parameter η1 with the explicit constraint η2 = 1−η1. The
symmetric switching function h(η) = 1−h(1−η) then sat-
isfies the constraint (10). For n-phase systems with n > 2,
it is advantageous to use n order parameters. In this case,
the constraint k is not automatically satisfied and needs
to be enforced by other means. In the MOOSE phase-field
module we provide two methods of enforcing the switch-
ing function constraint: a “hard” constraint utilizing the
Lagrange multiplier technique, and a “soft” constraint im-
plemented via a free energy penalty term.
The soft constraint is implemented by adding the con-
tribution,
fp = χ
1−∑
j
h(ηj)
2 , (11)
to the free energy, where χ is a user-tunable penalty co-
efficient. In contrast, the hard constraint is imposed by
introducing a Lagrange multiplier λ as a field variable.
The variational statement of the problem is then: find
(η1, η2, . . . , λ) such that the boundary conditions are sat-
isfied, and
aj(η1, η2, . . . , v) +
∫
Ω
λ
∂k
∂ηj
v dx = 0 (12)∫
Ω
q
∂(λk)
∂λ
dx = 0 (13)
hold for all admissible test functions (v, q), where aj(η1, η2, . . . , v)
is the weak form (Allen–Cahn) residual for the jth non-
conserved order parameter. We note that these equations
alter the character of the Jacobian matrix of the non-linear
problem by introducing a zero block on the diagonal. This
can complicate the task of preconditioning and iteratively
solving the system substantially. By replacing the con-
straint k with the modified constraint
k¯(η1, η2, . . . , λ) ≡ k(η1, η2, . . .)− ε
2
λ, (14)
the ε2λ term introduces an O(ε) λ-dependence in the con-
straint. This results in a non-zero on-diagonal Jacobian
contribution of −ε for Eq. (13), avoiding “zero pivot” er-
rors arising from PETSc preconditioners (such as -pc type
lu, which implements only partial pivoting). The value of
ε should be chosen slightly larger than the linear solver
tolerance, and results in a trade off between accuracy and
solver performance. This approach does result in a viola-
tion of the constraint of O(ε), however it was found that
this discrepancy did not adversely affect the overall quality
of the solution, and improved the convergence character-
istics of the solver.
5.1. KKS models
An additional multiphase model implemented in the
phase field module is the Kim-Kim-Suzuki (KKS) model [6].
KKS addresses the issue of systems with large phase free
energy differences in the interfacial regions. One relevant
example is the xenon gas bubble problem shown in Fig. 5,
computed using the phase free energies from Li et al. [36].
Here the gas solubility in the solid UO2 matrix is very
low, with large free energy penalties for large gas concen-
trations. In the bubble phase, the equilibrium gas con-
centration is near unity. In the bubble/matrix interfacial
region, both the order parameter and the concentration
change from the bubble equilibrium values to the matrix
equilibrium values over a finite distance due to the soft
interface approximation. In that interfacial region, the
free energy of both phases is computed for the intermedi-
ate concentration range, which results in large free energy
densities from the solid phase contribution. This increases
the interfacial free energy of the bubbles to a nonphysical
value.
The KKS model solves this problem by introducing the
concept of phase concentrations, which are effectively the
fractions of the total concentration held in a given phase.
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Figure 5: Example of bubble formation modeled with the KKS UO2
fission gas model, where the vacancy concentration is shown on the
left and the Xe concentration is shown on the right. The domain is
10 nm on each side with periodic boundary conditions applied.
In this model, the gas concentration is largely shifted to
the gas phase to avoid the free energy penalty. In the
KKS model, the interfacial free energy is decoupled from
the diffuse interface width, allowing the use of wider inter-
faces and therefore coarser spatial discretizations requiring
fewer computational resources. However, solving for these
new variables requires additional differential equations. In
the KKS model, these are given by requiring mass conser-
vation and equality of the component chemical potentials
across all phases:
F = (1− h(η))Fa(ca) + h(η)Fb(cb) +Wg(η), (15)
c = (1− h(η)) ca + h(η)cb, (16)
∂fa
∂ca
=
∂fb
∂cb
. (17)
The MOOSE phase-field module currently implements
a two-phase version of the KKS model that uses Kernels
for the phase-field equations as well as the KKS constraint
equations. The free energy is supplied to those Kernels
using the derivative Material system outlined above in the
same manner as for the other multiphase approaches dis-
cussed above.
In addition to the two-phase KKS model, a three-phase
model based on [37] has been implemented in the MOOSE
phase-field module. One limitation of many multiphase-
field models is that a binary interface between two phases
is unstable with respect to the spurious formation of addi-
tional phases in the diffuse interfacial region [38, 39]. The
formation of the spurious third phase occurs when the free
energy is not convex with respect to that third phase. Its
formation distorts the interfacial energy of the binary in-
terface, and can lead to nucleation of the third phase in
unphysical locations. This can be mitigated by requiring
the switching functions to have the additional property
of having zero slope and positive curvature perpendicular
to the transformation path between two phases. Func-
tions with that property are called tilting functions. In
the three-phase model implemented in MOOSE, the tilt-
ing functions developed in [38] and applied to the KKS
approach in [37] are used to prevent spurious third-phase
formation at a two-phase interface.
In this model, the three phases are represented by order
parameters η1, η2, and η3. They are constrained such that
η1 + η2 + η3 = 1 (18)
The free energy of the system is given by
F =
∫
Ω
(floc + fgr) dV (19)
The local energy floc is given by
floc =
3∑
i=1
[
hifi(ci) +Wη
2
i (1− ηi)2
]
(20)
where fi is the free energy density of each phase, ci is the
phase concentration, W is the potential barrier height, and
the hi are the tilting functions [38, 37]
hi ≡ hi(ηi, ηj , ηk)
=
η2i
4
(
15(1− ηi)[1 + ηi − (ηk − ηj)2] + ηi(9η2i − 5)
)
(21)
for i = 1, 2, 3, and where
j ≡ 1 + mod(i, 3) (22)
k ≡ 1 + mod(i+ 1, 3) (23)
i.e. (i, j, k) form a cyclic permutation. The gradient energy
fgr is given by
fgr =
∑
i
κ
2
|∇ηi|2 (24)
The concentration c is defined as a function of the phase
concentrations as
c =
3∑
j=1
hjcj (25)
Because the tilting function hi reduces to the commonly
used two-phase interpolation function hi = η
3
i (10− 15ηi +
6η2i ) along the two-phase interfaces [38], this constraint
on the concentrations reduces to (16), the constraint in
the two-phase KKS model, for i− j interfaces. The phase
concentrations are constrained such that the chemical po-
tentials of each phase are equal:
µ =
∂f1
∂c1
=
∂f2
∂c2
=
∂f3
∂c3
(26)
To enforce the constraint of (18), a term λ (1−∑i ηi)
is added to the free energy functional, where λ is a La-
grange multiplier. This results in the Lagrangian FL:
FL =
∫
Ω
[
floc + fgr + λ
(
1−
∑
i
ηi
)]
dV (27)
The time evolution of the order parameters is given by
the Allen–Cahn equation
∂ηi
∂t
= −LδFL
δηi
(28)
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where using the variational derivative of the Lagrangian
enforces the constraint (18). Using the fact that ∂∂t
∑
i ηi =
0 and assuming the mobilities for each phase are equal at
each position (though they may be dependent on the local
values of the order parameters), the Lagrange multiplier
can be eliminated and the Lagrangian can be written in
terms of the non-constrained variational derivatives as
δFL
δηi
∣∣∣∣∑
ηi=1
=
δF
δηi
− 1
3
∑
j
δF
δηj
(29)
Substituting for F ,
∂ηi
∂t
=− L
[
2
3
(
∂floc
∂ηi
−∇ · ∂fgr
∂∇ηi
)
− 1
3
(
∂floc
∂ηj
−∇ · ∂fgr
∂∇ηj
)
− 1
3
(
∂floc
∂ηk
−∇ · ∂fgr
∂∇ηk
)]
(30)
where
∂floc
∂ηi
=
∂hi
∂ηi
[fi(ci)− µci]
+
∂hj
∂ηi
[fj(cj)− µcj ]
+
∂hk
∂ηi
[fk(ck)− µck]
+ 4Wηi (ηi − 1)
(
ηi − 1
2
)
(31)
and
∇ · ∂fgr
∂∇ηi = κ∇
2ηi (32)
The time evolution of the concentration field is given
by the Cahn–Hilliard equation:
∂c
∂t
= ∇ ·
[
Mc∇δF
δc
]
(33)
where Mc is the Cahn–Hilliard mobility. Using the chain
rule, it can be shown following Kim et al. [40] that this is
equivalent to
∂c
∂t
= ∇ ·
[
D
∑
i
hi∇ci
]
(34)
where D is the solute diffusion coefficient. This demon-
strates that the evolution equation can be solved in terms
of the phase concentrations.
The three-phase KKS model was used to simulate a tri-
junction in a simple model system, as shown in Fig. 6. The
three phases have parabolic free energies, supplied using
the derivative Material system, with minima at c1 = 0.4,
c2 = 0.5, and c3 = 0.8. The free energy of phase 2
was made temperature-dependent, and a fixed tempera-
ture gradient was imposed to stabilize the tri-junction.
As seen in Fig. 6, at equilibrium a stable tri-junction is
formed. The boundaries between phases are indicated with
contour lines at η1 = 0.5 and η3 = 0.5. No third-phase for-
mation is observed at any two-phase interface. It was also
verified separately that the order parameter and compo-
sition profiles through a 1D η1 − η2 interface match the
analytical solutions, η1 =
1
2
[
1− tanh x−x0√
2δ
]
, η2 = 1 − η1,
η3 = 0, and c = h1(η1, η2, 0)c1 + h2(η1, η2, 0)c2 (where
x0 is the midpoint of the interface and δ =
√
κ
W ), and
that the interfacial energy matched the analytical solu-
tion, γ =
√
2κW
3 . Thus, the three-phase KKS model im-
plemented in the MOOSE phase-field model allows simu-
lation of three-phase systems with arbitrary free energies
(specified as before with the derivative Material system),
prevents third-phase formation at a two-phase interface,
decouples interfacial energy from local (chemical) energies,
and allows the interfacial energy and thickness to be set
independently for optimal efficiency.
Figure 6: Tri-junction formed by a three-phase system at the
eutectic composition, with equilibrium compositions of each phase
c1 = 0.4, c2 = 0.5, and c3 = 0.8, simulated using the MOOSE three-
phase KKS model. The simulation cell is 40 nm× 40 nm. The bound-
aries between phases are indicated with contour lines at η1 = 0.5 and
η3 = 0.5.
6. Mechanics coupling
Heterogeneous material properties in multiphase sim-
ulations, such as lattice mismatches and variations in the
elasticity tensor, will introduce an interplay between chem-
ical and mechanical driving forces. Thus, it is critical to
couple the phase-field model equations to equations defin-
ing the mechanical behavior of the material. Mechanics
simulations are available in the MOOSE tensor mechanics
module, which can be easily coupled to the phase field
module. The local displacement vector ~u is determined by
solving the stress divergence equation
∇ · σ(− ∗) +~b = 0, (35)
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where σ is the stress and ~b is an applied body force. The
system is solved given suitable boundary conditions and
a constitutive law defining the relationship between stress
and the strain, . A stress free strain (or eigenstrain) ∗
accounts for lattice mismatches, thermal expansion, etc.
The elastic energy of the system
Eel =
1
2
σ(− ∗) · (− ∗) (36)
is added to the total free energy to account for its impact
on the microstructure evolution.
In multiphase models, two approaches exist to model
the elastic free energy of the total system:
1. In the Voight-Taylor scheme [41] each phase has its
own mechanical properties, including the elastic con-
stants, constitutive model (and stress), and eigen-
strain, which can depend on composition variables.
Each phase free energy contains an elastic free en-
ergy contribution. The global elastic free energy is
computed analogously to the total chemical free en-
ergy, i.e.
Eel =
∑
j
h(ηj)E
j
el(Cj , ∗(~c)), (37)
and the total stress is calculated in a similar manner
σ =
∑
j
h(ηj)σj . (38)
2. In the Khachaturyan scheme [42, 43, 44] only global
interpolated mechanical properties, which can de-
pend on phase variables, are computed. In this model,
only a single stress is computed, and only a single
elastic free energy is built, which is added to the to-
tal chemical free energy.
In both cases, it is necessary for the mechanical prop-
erty materials to provide derivatives with respect to their
dependent variables. A solute concentration dependent
eigenstrain Material, for example, provides the ∂
∗
∂c deriva-
tive. The Function Parser system currently only operates
with scalar quantities. Free energy contributions requiring
vector or tensor terms need to be implemented separately.
MOOSE provides a component that computes linear elas-
tic energy contributions to the free energy. To maintain a
modular free energy approach, we have created materials
that define the elastic contributions to the free energy and
its derivatives. In the first approach, this elastic contribu-
tion is computed for each phase individually, while in the
second approach only one elastic free energy computation
is performed in the system. Additional material classes
combine the energy contributions according to Eq. (37).
A utility Material is then used to add the chemical and
mechanical free energies into a total phase free energy. Me-
chanical material properties with a direct dependence on
the phase-field variables will automatically yield coupling
terms between the mechanics and phase-field equations.
The two approaches result in different elastic energy
densities in interfacial regions. This is demonstrated in
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Figure 7: Radial elastic energy distribution of a set of six spheri-
cal particles with radii ranging from 10nm to 35nm embedded in a
uniform matrix with mismatching eigenstrain. The two approaches
of computing per-phase mechanical properties vs. global mechanical
properties lead to energetic differences in the interface region of the
particle.
Fig. 7, which shows the elastic energy density of six spher-
ical particles with varying radii as a function of distance
from the particle center. The particle phase has a 5%
eigenstrain. Each phase has a parabolic free energy with
an equilibrium solute concentration of 1 in the precipitate
phase and 0 in the matrix phase. The multiphase model
is assembled using (9), with W = 4, h(η) = 3η2 − 2η3,
and g(η) = η2(1 − η)2. A single order parameter is used
to model the two-phase system. The stiffness tensor is
symmetric and isotropic with the non-zero entries being 1
eV/nm3.
Note that the VTS per-phase elastic energy simulations
result in a pronounced elastic energy excess at the inter-
face. In both cases, the elastic strain state varies smoothly
across the interface. In the Khachaturyan scheme, the
effective eigenstrain also varies smoothly across the inter-
face. In the VTS scheme each phase has a fixed eigenstrain
value, and in the interface region the matrix is strongly
stressed for both phases. This effect, and its consequences
for simulating systems with strong elastic anisotropies, will
be explored in a future publication.
As a further demonstration of the mechanics coupling
capability, we consider an immiscible three-phase system
consisting of a matrix phase and two precipitate phases
with anisotropic eigenstrains simulated with the second
(global mechanical properties) approach. Both particles
have 5% lattice contraction along their minor axis direc-
tion. The elastic properties of precipitates and matrix
are set to a bulk modulus of 20 GPa and a shear mod-
ulus of 7 GPa. No-flux boundary conditions are applied
for the phase-field variables and the null space for the
displacement variables was eliminated by pinning select
nodes. Fig. 8 shows the simulation state after the pre-
cipitate growth has progressed. The mesh displacement
is plotted with an amplification factor of 5. The bottom
half of the plot shows the local strain energy density in
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Figure 8: Three-phase precipitation problem with phase-
field/mechanics coupling and anisotropic eigenstrains. The simu-
lation cell is 40 nm × 40 nm. Displacements are exaggerated by a
factor of 5.
eV/nm3. The long range stress field in the minor axis di-
rection enforces the lenticular shape of the particles. Both
precipitate phases have a simple harmonic free energy with
a minimum at c = 0.9, while the matrix has its chemical
free energy minimum at c = 0. As an initial condition, two
spherical nuclei with c = 0.9 and a radius of 2 nm were in-
serted in a super saturated matrix with c = 0.5 to provide
solute for particle growth.
7. Conclusions
In this work, we have summarized a novel capability
for the rapid development of multiphase-field models us-
ing automatic symbolic differentiation in the open source
MOOSE framework. A modular free energy based ap-
proach allows researchers to focus on material model de-
velopment without the need to touch the underlying nu-
merical details of the coupled partial differential equation
system solves. Encapsulating free energies together with
their derivatives, which are needed by the phase field evo-
lution equations, allows them to be recombined like build-
ing blocks at runtime to set up simulation scenarios. Both
the automatic symbolic differentiation capability and the
free energy based approach to the solution of phase-field
models have been available in MOOSE for some time.
Symbolic differentiation enhances developer productiv-
ity in three important ways: it lowers the bar of entry re-
quired to investigate new/experimental phase-field mod-
els, it reduces the amount of time computational scien-
tists must spend developing code, allowing that time to
instead be spent on analysis, and it prevents an extremely
common class of errors, i.e. incorrect Jacobians, from neg-
atively impacting the efficiency and accuracy of results.
We have shown that the performance of the automatically
generated symbolic derivatives is at least on par with care-
fully handcrafted code when using the provided just-in-
time compilation capability.
Leveraging the modular free energy system, we have
implemented a set of multicomponent, multiphase mod-
els such as WBM and KKS that allow the user to combine
arbitrary single phase free energies into multiphase free en-
ergies. Tight coupling to linear elasticity is enabled though
free energy modules that provide the strain energy and its
derivatives to the modular free energy system. The various
free energy contributions are combined at runtime, allevi-
ating the need to modify and recompile code. Together,
these features offer increased flexibility when implement-
ing multiphase models and solution methods, and when
coupling to mechanics.
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