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1 Introduction
Children are keen users of new technologies and new technologies can provide
interesting opportunities to enrich children’s experience, e.g., for educational and
therapeutic purposes.As children are not small adults, it is necessary to research
their specific needs and develop systems that address them. The aliz-e project6
develops cognitive robots for adaptive social interaction with young users over
several sessions in real-world settings. We demonstrate a conversational system
developed in aliz-e using the Nao robot7. It engages a user in the following
activities (Fig.1):
– quiz: the child and the robot ask each other series of multiple-choice quiz
questions from various domains, the robot provides evaluation feedback;
– imitation: either the child or the robot presents a sequence of simple arm
poses that the other tries to memorize and imitate;
– dance: the robot explores various dance moves with the child and then
teaches the child a dance sequence according to its abilities
These activities were chosen with regard to the target application domain
of the system, namely long-term interaction with children hospitalized due to
metabolic disorders, in particular diabetes. Quiz is a knowledge-exchange ativity
meant to support learning of health-related concepts. Due to its prediminantly
verbal character and constrained interaction structure it is a good testbed for
6 The EU-FP7 project aliz-e (ICT-248116), http://aliz-e.org/
7 http://www.aldebaran-robotics.com/en
Preprint version; ﬁnal version available at KI-2012: Poster and Demo Track
KI (2012), pp: 135-139
2Fig. 1. Left to right : Nao in the measurement setup in a sound lab at VUB and playing
Quiz, Imitation and Dance during experiments in the San Raffaele hospital in Milan.
speech-processing technologies. Dance is an activity that promotes physical exer-
cise. At the same time it provides a challenging domain for motion modeling and
processing. Finally, Imitation on the one hand involves memory-exercise, and on
the other hand provides a gentle introduction to physical movement for those
users who are too shy to join the dance activity. It also involves an interesting
mixture of verbal and non-verbal interaction, but more structured than Dance.
Besides activity-specific conversation, the interactions involve also a social
component (greetings, introductions). During an activity, the robot provides per-
formance feedback to the user. The social aspect here requires careful handling
of the evaluation process so as not to discourage the user with negative feedback.
As the system is designed to have multiple encounters with a user, the robot’s
behavior differs in various aspects from the first session (meeting for the first
time) to the subsequent sessions (“knowing” the user and their performance).
2 System Description
Fig. 2 depicts the system components (more details below). We use the Urbi
middleware [3] to implement an event-based approach to integration [10].
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Fig. 2. Left: The components of the integrated system. Filled boxes: components im-
plemented in Java, double-line boxes: C/C++, and plain boxes: UrbiScript. The TTS
component is either the Acapela TTS on the Nao or the Mary TTS implemented in
Java. Right: The Quiz Game Wizard GUI.
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3Speech Signal Detection and Capture. The Audio Front-End (AFE) component
captures the speech signal from the microphones, makes preliminary preprocess-
ing such as sample rate conversion, and sends the audio buffers to the Voice
Activity Detection (VAD) component. VAD allows the robot to detect that dy-
namically varying sound sources for further analysis are active, using a robust
energy based algorithm [8]. For the Sound Source Localization (SSL) compo-
nent we implemented a Generalized Cross-Correlation based method with a set
of pre-measured Time Delays On Arrival followed by parabolic interpolation [2].
Spoken Input Processing The Automatic Speech Recognition (ASR) component
uses the Open-Source Large Vocabulary CSR Engine Julius8 for which we trained
an Italian child acoustic model. For demonstration purposes we also use an off-
the-shelf ASR component for English.
Further processing in the Natural Language Understanding (NLU) compo-
nent proceeds along two paths: For the recognition of quiz questions, answer
options and answers we use fuzzy matching of recignized content words against
the Quiz DB entries. For the recognition of other dialogue acts we use either
partial parsing or keyword spotting as a fallback.
Visual Input Processing For the Gesture recognition and Understanding com-
ponent (GRU) we have been experimenting with various methods. For example,
one method to trace hands in the Imitation Game uses skin detection [9] en-
hanced with motion history [5]. An alternative method uses face detection and
tracking algorithm [1] to define the vertical areas where the hands might move,
and either motion detection or various optical flow algorithms.
Dialogue Management Speech and gesture interpretations go to the Dialogue
Manager (DM) that bears primary responsibility for controlling the robot’s con-
versational behaviour and the game progress. It keeps track of the interaction
state, integrates the interpretations of the user’s input/actions w.r.t. this state,
and selects the next action of the system as a transition to another state, making
progress towards a goal. How exactly this is done depends on the game. For ex-
ample, selecting the next suitable question in Quiz is done by a separate Game
Move Generator (GMG) component that also accesses the Quiz DB.
Inspired by the Zone of Proximal Development theory proposed by Vygotsky,
the system takes the user’s performance into account. For example, in the dance
activity, the key point is to propose dance moves with gradually increasing or
decreasing complexity based on the user’s performance. On the one hand, the
selected move should be within the user’s capabilities to avoid discouraging the
child, and on the other hand, challenging enough to maintain the child engaged
in the task and willing to continue. The dance move selection mechanism thus
considers: the level of complexity of the dance moves, a hierarchical representa-
tion of dance moves and the user’s current potential capability to perform the
different moves. The quiz question selection algorithm similarly takes into ac-
count the difficulty level of a question, whether it was asked already, and whether
8 http://julius.sourceforge.jp/
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4the user knew the answer. In both quiz and imitation, the robot makes mistakes
on purpose, to maintain a performance level approximating that of the user.
User-specific information (e.g., name, age) and interaction history (e.g., games
played, achieved performance) are kept in the User Model (UM), which also re-
ceives updates from the DM. Game-specific information is also stored.
To experiment with the system without relying on fully automatic processing,
we developed a Wizard-of-Oz interface (Fig. 2). Given a user input, the wizard
can select the corresponding user dialogue act’. The DM then selects the next
action. In the automatic mode, the DM passes a dialogue act to the NLG and
NVBP components. In a non-automatic mode, the action selected by the DM is
highlighted in the interface for the wizard to aprove or override. It is possible to
switch between automatic and wizarded DM at any time during a session.
Spoken Output Production Spoken output is produced by the Natural Language
Generation (NLG) and Text-To-Speech Synthesis (TTS) components. The sys-
tem action selected by the DM specifies the type of dialogue act and the values of
information state variables important for verbalization selection. Verbalization
is determined by an utterance planner using a set of graph rewriting rules. The
output is either a string passed directly to the TTS, or a logical form that serves
as input to a grammar-based lexical realization component using OpenCCG9.
Since repetitive verbalization of system output could be annoying and thus
negatively influence engagement, we implemented a large range of verbal output
variation. Selection among variants is either random or controlled by selectional
criteria, taking into account the content to be conveyed and the dialogue context.
To foster a sense of familiarity between the robot and the user in interactions
over multiple sessions, the robot explicitly acknowledges and refers to common
ground with a given user, thus making it explicit that it is familiar with them.
For speech synthesis the commercial Acapela TTS system10 is available by
default on the Nao. However, we also integrated the open source Mary TTS
platform11, for which we developed a new Italian voice. Mary TTS supports
state of the art HMM-synthesis technology, and enables us to experiment with
the manipulation of para-verbal parameters (e.g. pitch shape, speech rate, voice
intensity, pause durations) for the purpose of expressive speech synthesis, and
the voice quality and timbre modifications algorithms [11] useful to convert an
adult TTS voice into a child like voice.
To further enhance the contextual appropriateness of the output speech we
experiment with modifications of the spoken output prosody using the support
for controling the prosody of TTS voices with symbolic markup of speech rate,
pitch and contour. So far, we implemented prosodic prominence modification
(stress) on words that realize the focus of a sentence and emotional prosody
modification according to the emotional state of the robot (sad and happy).
9 http://openccg.sourceforge.net/
10 http://www.acapela-group.com/index.html
11 http://mary.dfki.de/
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5Nonverbal Behavior Production The Non-verbal Behavior Planning (NVBP) and
Motor Control (MC) components produce arm gestures and head&body poses.
Besides the game-specific moves and poses in the imitation and dance games,
static key poses are produced to display emotions, namely anger, sadness, fear,
happiness, excitement and pride [4].
3 Demonstrated Features
The present demonstration will focus in particular on spoken language input
and output processing. This includes robust natural language understanding,
dialogue management based on hierarchical reinforcement learning [6] using flex-
ible hierarchical dialogue control [7], varied verbalization production, familiarity
across multiple sessions and contextually controlled speech synthesis.
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