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Abstract 
Nonlinear process monitoring method based on kernel function is effective but has great computation complexity for 
all training samples are introduced in model training. This paper proposes a novel sparse kernel method based on 
dynamic sparse kernel classifier (DSKC) for nonlinear dynamic process monitoring. In the proposed method, 
monitoring model is built using a nonlinear classifier technique based on kernel trick. In order to reduce the 
complexity of kernel model, a forward orthogonal selection procedure is applied to minimize the leave one out error. 
A monitoring statistic is developed and confidence limit is computed by kernel density estimation. For identify fault 
source variables, contribution plot is constructed based on the idea of sensitivity analysis. Simulation of a continuous 
stirred tank reactor system shows that the proposed method performs better compared with kernel principal 
component analysis in terms of fault detection performance and computation efficiency.  
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Due to the rigorous requirement for process safety and product improvement, fault diagnosis has 
become one of the most active research topics over the last decade. Recently with the development of 
measurement and data storage equipment, data-driven fault diagnosis methods have gained great 
attentions which include principal component analysis (PCA), partial least squares (PLS) and independent 
component analysis (ICA)[1]. However, these methods sometimes show poor monitoring performance for 
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the nonlinear processes due to its underlying linearity assumption. To cope with this problem, various 
extended methods have been developed including principal curve(Dong et al,1996) [2], neural PCA(Geng 
et al, 2004) [3] and kernel PCA (Scholkopf et al, 1998) [4]. Among these nonlinear techniques, kernel 
method has been most popular because it does not involve nonlinear optimization and can easily compute 
nonlinear principal components through kernel function. Kernel PCA (KPCA) has been used in fault 
detection and diagnosis by Lee et al(2004)[5] and Nguyen et al(2010)[6]. Kernel trick was also applied in 
other nonlinear methods such as KPLS [7] and KICA [8]. 
Although kernel methods of KPCA, KICA and KPLS can effectively capture nonlinear relationship, 
they have some disadvantages that must be considered. Firstly, kernel matrix is not sparse and has great 
computation complexity. In the modeling stage of kernel methods, the size of kernel matrix is the square 
of the sample number. Secondly, it is difficult for kernel methods to identify the potential fault source [5]. 
Motivated by above analysis, we propose a novel nonlinear process monitoring method based on 
dynamic sparse kernel classifier (DSKC). In the proposed method, data matrix augmentation is used to 
analyze process dynamic information and forward orthogonal selection technique is applied to build 
sparse kernel classifier for fault detection. In order to identify fault variables, a new contribution plot is 
constructed based on the idea of sensitivity analysis. 
2. Dynamic Sparse Kernel Classifier 
2.1. Sparse Kernel Classifier  
Fault detection can be considered as two-class classification between normal class and fault class. 
Given modeling data T1[ ,..., ]n=X x x  and T1[ ,..., ]ny y=y , where n m×∈X R  stands for normal and fault 
data set with n samples of process vector ix ,
×∈ n 1y R  stands for n samples of class variable , 1iy =  for 
normal class data and 1iy = −  for fault class data. The training procedure of a two-class classifier is to 
find a classification hyperplane ( ) 0f =x  based on training data set. Function ( )f x is also called decision 
function whose value is close to 1 for normal operation and -1 for fault operation. For nonlinear 
classification problem, a nonlinear mapping function (.) : ( )Φ →Φx x  is applied and the classification 
hyper plane is formulated as T( ) ( )f = Φx x β .Vector β determines the position of the separating 
hyperplane and can be spanned by 
1
( ) ( )
n
i i
i
θ
=
= Φ = Φ∑β X θ x .
Nonlinear mappings can be avoided by introducing a kernel function T( , ) ( ) ( )K = Φ Φx y x y [4]. So the 
decision function will be written as 
1
( ) ( , )
n
i i
i
f K θ
=
= ∑x x x   (1)
where iθ  is projection parameter. Representative kernel functions include polynomial kernel, sigmoid 
kernel and Gaussian kernel. In this paper, Gaussian kernel function is applied in this paper. 
According to [9], the classification problem can be solved in the framework of regression modeling 
with the known class labels used as the desired output. By defining the modeling error ( )i i ie y f= − x for 
all modeling data, the classifier model can be expressed as 
( )f= + = +y X e Kθ e       (2) 
where K is the kernel matrix and ( , )ji j iK=K x x .
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In order to obtain a sparse kernel classifier, matrix orthogonal decomposition methods are used by 
K = WA . The matrix W and A could be computed through improved Gram-Schmidt method as [10]: 
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According to (3), Equation (4) is available as: 
y = Wg + e   (4) 
where 1 2[ ]
T
ng g g=Aθ = g, g L .
In (4) W could be viewed as the model basis vectors and g is the model parameter. Due to existence of 
correlation in modelling data, only a part of model basis vectors is needed to build sparse model, which 
means selecting ( )s sn n n� uncorrelated model subsets Ws  from W through optimization method. This 
procedure is called forward subset selection from [9]. The final model is given as follows:  
s sy = W g + e    (5) 
where sg stands for sn  items of g.
Equation (5) improves the model sparseness and has better generalization capability. In order to solve 
model parameter in (5), regularization constraint for model parameters is used and the optimization 
objective function is shown as (6). 
( )J = +T Tg,Λ e e g Λg     (6) 
where 1 2diag( ... )nλ λ λΛ =  stands for regularization parameters which represent the prior distribution of 
g. For the objective function in (6), g can be obtained through the iteration optimization procedures [9]. 
To improve generalization capability of model fatherly, error calculation methods with good 
generalization performance should be used, that is the mean squared error based on leave-one-out method 
(LOO MSE). Optimization based on leave-one-out principle is a very complex procedure and existing 
research results show that it is not necessary to execute LOO modelling test for each data. It is more 
practical to calculate LOO MSE by an iteration way, details can be seen in [9][10]. 
After the subset model selection procedure is carried out, sg can be obtained and we can get sparse 
kernel classifier model as 
1
( ) ( , )
sn
l l
l
f K θ
=
= ∑x x x   (7) 
where { }{ }, 1,2,...,l l sl nθ =x are model sparse base vector and sparse parameters. 
2.2. Dynamic Sparse Kernel Classifier 
The SKC method implicitly assumes that the observations at one time are statistically independent of 
observations at any past time. For typical chemical processes, this assumption is valid only for long 
sampling intervals, e.g., 2 to 12 hours [11]. For monitoring dynamic system efficiently, SKC can be 
extended to dynamic SKC by augmenting each observation vector with the previous d observations. The 
augmented data matrix can be given as follows. 
1
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where 
T
tx is the observation vector in the training set at time t, n is the number of samples. 
If dynamic lag d is sufficiently large, the data matrix could become statistically independent between 
time instants due to the explicit modelling of the auto correlations. Experience indicates that a value of 
d=1 or 2 is usually appropriate for process monitoring [12]. 
3. Process Monitoring Strategy based on DSKC 
According to Section 2, when input data x is from normal operation condition, classifier output ( )f x
should range around 1, so ( ( ) 1)f −x  should be a small number. For dynamic sparse kernel classifier, we 
can construct monitoring index  
2( ) ( ( ) 1)F f= −x x    (9) 
Monitoring index F  indicates process status by its value change. Under normal operation, monitoring 
index F  would be a small positive number, otherwise a large positive number.  
After monitoring statistic F is obtained, we are to calculate the confidence limit to determine whether 
process is in control. In this section the confidence limit of F statistic for nominal operating regions is 
determined by non-parametric empirical density estimation using kernel density estimation [13]. 
When we build DSKC model, some fault scene data are also needed for classifier construction. In 
some real industrial process, fault data is often difficult to collected, In this case, so some artificial way 
can be used to generate fault data[14]. 
Once a fault is detected by DSKC monitoring statistic, the next step is to identify fault variables and 
locate root cause. In order to build contribution plot for proposed nonlinear kernel method DKSC, here 
we present a new contribution calculating way based on sensitivity analysis. Sensitivity analysis 
calculates the rates of change in the output variables of a system which result from small perturbations in 
the problem parameters[15]. Inspired by the idea of sensitivity analysis, we give the ith variable’s 
contribution to monitoring statistic F as follows: 
i i
i
F
c x
x
∂= ∂   (10) 
where ic  is the contribution of variable ix .
Combing (9) and (10), we obtain 
1
( , )
2 ( ( ) 1)
sn
l
i i i l
li i
KF
c x x f
x x
θ
=
∂∂= = −∂ ∂∑
x xx   (11) 
Contribution can be plotted at any sample time, but it is often influenced by many uncertainties as 
measurement noises. So we generally apply average contribution plot to identify fault variables and it can 
provide more stable conclusion. 
4. Simulation Study 
The proposed process monitoring method based on DSKC is tested with a simulated process, a non-
isothermal continuous stirred tank reactor (CSTR) system. The CSTR with cooling jacket dynamics and 
variable liquid level is simulated for process monitoring. A schematic diagram of the CSTR with feedback 
control system is shown in Fig.1. The data of normal operating condition and faulty conditions are 
generated by simulating the CSTR process. Ten process variables are recorded and Gaussian noise is 
added to all measurements in simulation procedure. The simulation brings normal operating data and six 
kinds of fault pattern data(see Table.1). These faults contain operation condition change, process 
parameter change and sensor bias. During process simulation, data are sampled every 10 seconds and 720 
samples are stored. For each fault pattern data, fault is introduced after the 240th sample. 
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In this section, KPCA and DSKC are applied to detect faults. KPCA has two monitoring statistics T2
and Q [7][8], and DSKC has one monitoring statistic F. For convenience of methods comparison, all 
monitoring statistics divide its confidence limit when the monitoring charts is plotted so that  alarm limits 
in all plots are same as 1. 
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Fig.1  A diagram of the CSTR system 
Table.1 Fault patterns 
Fault Description 
F1 The coolant feed temperature ramps down. 
F2 The feed concentration ramps up.  
F3 The feed temperature ramps up. 
F4 The heat transfer coefficient ramps down. 
F5 Catalyst deactivation. 
F6 The coolant temperature measurement has a bias. 
Firstly we compare the model complexity of KPCA and DSKC which are both kernel methods. In the 
modeling stage, 200 normal samples are collected as modelling data. For KPCA, all samples are used to 
construct kernel matrix whose size is 200×200. When new sample is sampled online, it has to compute 
kernel function 200 times. For DSKC, 12 samples are selected in modelling. When new sample is 
available, it computes kernel function only 12 times. So it can be seen that DSKC has better sparse 
capability than KPCA. 
The monitoring results of fault F3 are illustrated to show the effectiveness of DSKC. In all monitoring 
charts, we think fault is detected if continuous 8 samples exceed confidence limit which is plotted as 
dashed line. As shown in Fig.2, the T2 and Q monitoring charts of KPCA method are plotted for fault F3 
and this fault can be detected by Q chart and T2 chart at sample 400 successfully. From Fig.3a, DSKC 
method can indicate the presence of abnormalities at the 376th sample which improved the monitoring 
performance obviously. This example demonstrates the advantages of DSKC in fault detection.  
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(a)KPCA Q chart                                                       (b)KPCA T2 chart 
Fig. 2 KPCA monitoring results for fault F3 
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(a)DSKC F chart                                            (b)DSKC contribution plot 
Fig. 3 DSKC monitoring results for fault F3 
To identify fault source fatherly, contribution plot is utilized to analyze fault variables. Fig.3b displays 
the variable contribution for Fault F3.It can be seen that variable 6 (coolant flow) and variable 10 (feed 
temperature) are primarily responsible for fault F3. In fact, fault F3 is firstly from change of feed 
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temperate which results in great change of coolant because of existence of control loops. So variable 6 
and variable 10 can be used for explaining fault F3 and contribution plot gives helpful indications. 
5. Conclusions 
This paper proposed a novel nonlinear dynamic process monitoring method based on dynamic sparse 
kernel classifier. Dynamic sparse kernel classifier was built to detect process fault and contribution plot 
was constructed to identify observation variables related to the fault. Lastly the proposed monitoring 
strategy was applied to CSTR simulation system. The application results demonstrated that the proposed 
method can effectively capture the nonlinear and dynamic relationships in process data and identify the 
correct fault variables. 
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