I. INTRODUCTION
T HE AVAILABILITY of high-resolution brightness temperature (T B ) maps at L-band is crucial to analyze important issues dealing with bare and vegetation-covered land emission and to develop inversion algorithms in preparation for real Soil Moisture and Ocean Salinity (SMOS) mission data. Mixed-pixel, coastlines, shadowing, and topography effects on the measured brightness temperatures need further study, but the lack of global geophysical data at sufficient temporal and spatial resolution and the large amount of data involved in the generation of high-resolution T B maps on a global basis complicate the issue. In fact, in spite of the existence of global digital elevation models with sufficient spatial resolution, accurate land cover data do not exist for most parts of the world.
To address these issues, a series of simulations has been performed with an improved version of the SMOS End-to-End Performance Simulator (SEPS) [1] , [2] , in which, to date, all points on Earth have been assumed to be at sea level. The study has been done over the region of Catalonia, on the northeastern coast of Spain, because of its many different land cover types, topography, and the presence of a coastline. A 30-m-resolution digital elevation map [3] and a 100-m-resolution land coverage map of Catalonia [4] have been used as inputs, and SEPS has been conveniently modified to generate high-resolution T B maps of this area. A variety of soil and land cover types (crops, bushes, marshes, etc.) have been parameterized using the values obtained from field experiments and literature [5] - [10] , [12] .
II. GENERATION OF HIGH-RESOLUTION BRIGHTNESS TEMPERATURE MAPS AT L-BAND

A. Description of the Auxiliary Data
A digital elevation model [3] and a land cover map [4] of Catalonia (northeast Spain; Fig. 1 ) have been used as inputs to the high-resolution T B generator. The digital elevation model of Catalonia (DEMC) has 30 × 30 m resolution and is referred to the official reference system European Datum 1950. Real and estimated values from 4957 test points were compared, and a root mean-square error (RMSE) of 2.6 m for the first version and 1.4 m for the second version were obtained. The first version of DEMC is available for the whole region, whereas the second version (with a lower RMSE) is available only for two thirds of Catalonia. The DEMC was used to account for the effect of topography and shadowing on the radiometric signal. On the other hand, the land coverage map of Catalonia [Mapa de Cobertes del Sòl de Catalunya (MCSC), Fig. 1 ] has 100-m resolution and includes 21 different land cover types. In the latest version, these categories are divided into subcategories, which better characterize the environment, but this finer classification is only available for one third of Catalonia. The classification follows the legend proposed by the European Environmental Agency, CORINE, but with a 50 times better resolution.
High-resolution T B maps are generated combining the DEMC and the MCSC information and are composed of an area with the top left corner at (42 • 55 N, 0
• 8 E) and with the bottom right corner at (40 • 28 N, 3
• 25 E).
B. Brightness Temperature Maps Generator: Input Parameters
By taking into account the auxiliary data, a local incidence angle at each DEMC 30 × 30 m pixel has been computed, and a set of geophysical parameters has been associated with each category of the MCSC. The geophysical parameters 0196-2892/$25.00 © 2007 IEEE obtained from the studies in [6] and [7] , and those for bushes have been obtained from the studies in [8] and [9] . Whenever possible, soil texture and roughness values have been obtained from measurements acquired during the MOUSE 2004 and T-REX 2004 field experiments [10] and [11] , and typical values for each soil type have been considered for the porosity. Urban areas have been characterized according to the study in [12] . Due to the VWC data availability for most of the land cover types, the opacity has been computed as τ = b · VWC, where b is a vegetation structure parameter, dependent on vegetation type, frequency, and polarization. At a frequency of 1.4 GHz, b is supposed to be equal to 0.15 at both polarizations [13] .
III. SEPS SIMULATOR RESULTS
A. Introduction
To better understand the simulation results presented in the next sections, the three coordinate systems used in SMOS analysis must be described. The first one is referred to the local pixel on the Earth, and in this case, the horizontal and the vertical polarizations are called H and V . In the second one, which is referred to the antenna plane, the polarizations are called X and Y . At boresight, X and Y are identical to H and V polarizations, respectively, but away from boresight, there is some polarization mixing [14] . The third coordinate system (ξ, η) is also referred to the antenna, but in the direction cosine domain with respect to X and Y : (ξ, η) = (sin θ cos φ, sin θ sin φ). The instrument topology and observation geometry are described in [1, Fig. 1 ]. All the figures presented in this paper are referred to the antenna plane and represented in the direction cosine domain.
The SMOS instantaneous alias-free field of view (FOV) is shown in Fig. 2 . SMOS has multiangular observation [15] . (b) Real (left) and imaginary (right) parts of the soil dielectric constant using the semiempirical model in [16] . The direction cosines (ξ, η) are defined as (sin θ cos φ, sin θ sin φ), respectively. • ; the spatial resolution (dash-dot lines) ranges from less than 40 to 80 km, with best spatial resolution of 32 km; and the radiometric sensitivity (dash-dot) ranges from about 2.4 K at boresight to 5 K. As the satellite advances, a single spot is seen in successive snapshots from different incidence angles, and the spatial and radiometric resolutions depend on its position within the instrument FOV. These capabilities of SMOS are expected to improve the retrieval of geophysical parameters.
B. Dielectric Constant of Soils
By using the land cover map of Catalonia and the texture values in Table I , the dielectric constant ε S of soils has been simulated. The soil water content value was the same as the one used in the prior version of SEPS so that the variations due to the different dielectric constant models could be analyzed. Simulation results for the semiempirical ε S models of Wang and Schmugge [15] and Dobson et al. [16] are shown in Fig. 3(a) and (b), respectively. Different values are observed, depending on the soil type and ε S model. The dielectric constant of all soil types except clay is lower when the model discussed in [15] was used than when the model in [16] was used.
C. Variations Due to Vegetation Attenuation in the High-Resolution Maps
The availability of the MCSC has made it possible to calculate opacity directly from the VWC using the study in [13] . The vegetation attenuation simulated in the previous SEPS release is shown in Fig. 4 (left) . There are some areas in the Pyrenees that have no value (black) because they are covered by snow. Other areas have values near 0 dB, which means that there is no attenuation due to vegetation because there is no canopy. Fig. 4 (right) shows the difference in the vegetation attenuation between the high-and the low-resolution versions of SEPS. Large differences between the two images are observed, particularly in the northeastern areas, where there are many agricultural fields and natural parks. This area with different land cover types could be employed to test the performance of soil moisture algorithms when a mixed pixel is involved.
D. Contribution of the Atmosphere
Three atmospheric contributions to the brightness temperature are considered in the radiative transfer model: the upwelling T up and downwelling T dn temperatures, and the attenuation L atm between the surface and the satellite. These values have been computed using Liebe's 1989 model [17] , which is sufficiently accurate at L-band and takes into account the atmospheric path length and the pixel height h. The attenuation of the measured emission due to the atmosphere, and the up and downwelling temperatures are thus computed for every image pixel. Results obtained after simulation using SEPS for the vertical polarization are shown in Fig. 5 . Horizontal polarization has not been included because the results were the same.
The attenuation due to the atmosphere decreases as the pixel height increases because the total atmospheric path length to be considered decreases (see Fig. 5 ). The maximum variation of L atm due to topography ∆L atm is 0.03 dB, as shown in Fig. 5(a) . Pyrenees (north of Catalonia) and other mountainous regions have a negative L atm , which means that L atm is lower than that of the flat land. ∆L atm values near zero correspond to areas near the coastline or interior plateaus. The up-and downwelling temperatures also decrease up to 1 K as the pixel height increases, as can be seen in Fig. 5(b) .
E. Effects of the Topography 1) Shadowing:
Previous SEPS releases assumed that all the points on Earth were on the WGS-84 ellipsoid, which means that their mean sea level height was not taken into account. All the points on the ellipsoidal Earth had a correspondence between the pixel coordinates in the SMOS (ξ, η) reference frame and the coordinates in (latitude, longitude). Now that the DEM has been considered in the brightness temperature computation, not all the points in the SMOS FOV are in the same plane, and thus, some of them can be shaded by others. SEPS has been modified so that the brightness temperature values are computed for all the observed points, and then, a mask is applied to modify the points affected by shadowing. The problem now is that not all the pixels are at sea level, and thus, their projection on the ground could differ from the (latitude, longitude) coordinates estimated in the ellipsoidal Earth scenario. The solution to this problem has been implemented as follows.
1) A height value is assigned to every pixel in the FOV using the DEMC. 2) Two sets of vectors are created.
a) The first one contains all the satellite-to-pixel vectors when all ground pixels are assumed to be at sea level (blue lines in Fig. 6 ). b) The second one contains all the satellite-to-pixel vectors when the DEMC is included (red lines in Fig. 6 ).
3) The vectors in the first set are substituted by the nearest vector in the second set if they have a lower norm. This condition is represented in Fig. 6 , where the point 1s would be substituted by the point 2. 4) Based on these vectors, a mask is computed to isolate the shadowed points. a) The relative maxima in the SMOS FOV are computed for the satellite trajectory and are considered to be capable of shading other pixels. b) The relative maxima are projected to reach the ground, as shown in Fig. 7 . All the pixels between the local maximum pixel and its projection to the ground are considered shadowed. 5) To correct the shadowed pixels, the same two sets defined in step 2) are used, but with the condition that a shadowed pixel can be replaced only by an unshadowed one.
Simulation results of these issues are shown in Fig. 8 . The left image shows the difference between the actual height of the pixel (DEM value, which would correspond to an observation from the satellite at nadir) and the height of the pixel as seen from SMOS depending on the observation angle [step 3) of the algorithm], and the right image shows the final height variation, after shadowing has been considered [step 5)]. The simulation corresponds to an ascending orbit; therefore, pixels with a positive increment correspond to shadowed pixels. A mountainous pattern can be seen in the Pyrenees zone.
2) Variations of the Local Incidence Angle:
Once the digital elevation model has been taken into account, changes in the local incidence angle must be assessed. Based on the DEMC, a surface is constructed, and the normal vector for every 30 × 30 m pixel in the DEMC is computed. The actual local incidence angle θ inc is then calculated from the scalar product of the pixel-to-satellite unit vector and the normal vector to the surface in the pixel. θ inc is the value to be used in the estimation of land radiometric emission from the existing models. Fig. 9 shows some simulation results for three instants in time, which are represented by different icons:
* Catalonia is entering the FOV, Catalonia is in the middle of the FOV, and ♦ Catalonia is almost outside the FOV. The local incidence angle variation due to topography can be up to 55
• , which could lead to important variations in the results from the land emission models.
F. Simulation Results
In the preparation of suitable calibration/validation sites for SMOS, it is very important to know the instrument performance in terms of spatial and radiometric resolutions. These two parameters and the homogeneity of the region will ultimately limit the capability to compare single-point measurements to satellite measurements. SMOS average spatial resolution is about 50 km (in fact, it varies from about 30 km to more than 60 km depending on the incidence angle), and the radiometric sensitivity at boresight is about 2-3 K, depending on the target. This limits the selection of calibration/validation sites to very large and homogeneous regions. A number of sites have been proposed, and among them is the Lleida Plateau in Spain. In this paper, the validity of that selection is shown by demonstrating the low error that may be expected from the single-point measurements versus SMOS measurement.
Simulation results using 800 × 800 pixels brightness temperature images in SEPS have been analyzed. Three snapshots of a simulated SMOS orbit, which correspond to the instant at which Catalonia enters SMOS FOV, is in the middle of the FOV, and exits the FOV, respectively, have been selected in this paper. Fig. 10 shows the error computed as the difference between the original high-resolution TB images and the retrieved ones (inherently with lower spatial resolution). Coastline effects are very noticeable in the whole image. There is a region in which the error is very small, nearly zero, while in other regions, the difference can be higher than 10 K due to land use mosaic and variety of vegetation species. In the Pyrenees, the difference can be a few Kelvin, which could be acceptable for some applications. The region with the lowest error occupies about 1 × 2 SMOS pixels (that is, about 50 × 100 km) and can be relatively safely used as a calibration/validation site. Best results are obtained for the second instant in time, when the area of interest is in the middle of the FOV and there are more observations of each pixel.
IV. CONCLUSION
The new high-resolution brightness temperature (T B ) generator of Catalonia (northeast Spain) included in the SEPS has been presented in this paper. A land cover and a digital elevation map of the Region have been included in the simulator to estimate the effects of shadowing, atmosphere, and variations in the local incidence angle due to mixed pixels and topography. Results have been compared to T B values that are computed under the assumption of an ellipsoidal Earth, when all the points are at sea level. Large differences are observed in the attenuation due to vegetation when different canopies are considered. As expected, the attenuation due to the atmosphere decreases as the pixel height increases. This effect also occurs with the up-and downwelling temperatures. Variations in the local incidence angle can be up to 55
• , and thus, there could be important changes in the simulated brightness temperature. SEPS and the new high-resolution brightness temperature generator can be used to test potential SMOS calibration/validation sites by checking the homogeneity of the input parameters as compared to the SMOS spatial resolution. Simulation results show that the Lleida Plateu, about 50 × 100 km in extent, could be a suitable place for SMOS calibration/validation, among other regions in Spain that are well equipped and are homogeneous on the scale of the SMOS pixel size.
