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Abstract
In this paper, we study the initial-boundary value problem of a repulsion Keller–
Segel system with a logarithmic sensitivity modeling the reinforced random walk. By
establishing an energy-dissipation identity, we prove the existence of classical solutions
in two dimensions as well as existence of weak solutions in the three-dimensional setting.
Moreover, it is shown that the weak solutions enjoys an eventual regularity property, i.e.,
it becomes regular after certain time T > 0. An exponential convergence rate toward
the spatially homogeneous steady states is obtained as well. We adopt a new approach
developed recently by the author [17] to study the eventual regularity. The argument is
based on observation of the exponential stability of constant solutions in scaling-invariant
spaces together with certain dissipative property of the global solutions in the same spaces.
Keywords: Chemotaxis, global existence, repulsion, logarithmic sensitivity, eventual
regularity.
1 Introduction
Chemotaxis is the movement of cells in response to a chemical stimulus. If the movement
is toward a higher concentration of the chemical, the motion is called chemo-attraction (or
positive chemotaxis), while it is called chemo-repulsion (or negative chemotaxis) if such a
movement is in the opposite direction. PDE systems characterizing chemo-attraction such as
the classical Keller–Segel model has been widely studied in recent years. A significant feature
of chemo-attraction system is the aggregation of mass and therefore, blowup may take place
in finite time or infinite time. A number of contributions have been devoted to the blowup
behavior of solutions, see e.g., [3, 11,12,14,21,33,36].
In contrast, there are only a few results in the existing literature for the chemo-repulsion
system. Consider the Neumann boundary value problem of the prototype chemo-repulsion
Keller–Segel model: {
ρt −∆ρ = ∇ · (ρ∇c), x ∈ Ω, t > 0
γct −∆c+ c = ρ x ∈ Ω, t > 0
(1.1)
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where Ω ⊂ Rd with d ≥ 1 is a bounded domain with smooth boundary. Here, ρ and c denote
the density of cells and the concentration of chemical signal, respectively. If γ = 0, it was
proved in [22,23] that solutions exist globally, which are uniformly bounded and converge with
an exponential rate to the steady state, i.e., no finite-time blowup can take place. However,
when γ > 0, similar result is not easy to prove due to the lack of estimates on ct. Based
on a Lyapunov functional method, it was shown in [6] that with large initial data classical
solution exists globally when d = 2 and converges with an exponential rate to the steady
state. When d = 3, 4, only weak solutions were obtained and convergence toward steady
state was also proved in certain weak sense. Recently, we proved that the three-dimensional
weak solutions to (1.1) enjoy an eventual smoothness property and converge to the steady
state exponentially [17] (in fact with slight modification of the proof, this is also true in four
dimensions). There we proposed a unified new method to discuss the eventual smoothness
as well as exponential stabilization of weak solutions for two different kinds of chemotaxis
models including the above chemo-repulsion one (1.1) . The main idea was invoked by the
recent study by the author [15,16] on exponential stability of spatially homogeneous solutions
in critical Lebesgue spaces together with the dissipative property of the global weak solutions
in the same spaces. On the other hand, if the chemo-sensitivity is nonlinear in ρ, Tao [28]
considered the Neumann boundary problem of system (1.1) with the first equation replaced
by ρt−∆ρ = ∇· (f(ρ)∇c) on a bounded convex domain with d ≥ 3, where f(ρ) ≤ K(1+ρ)m.
Global existence of classical solution and convergence toward steady state were established
under the assumption 0 < m < 4d+2 .
If the cells are assumed to respond to the changes of the logarithm of the chemical
concentration, i.e., following the Weber–Fechner law, the chemotactic movement is inhibited
by the high chemical concentration. Recently, the following chemo-repulsion model with
logarithmic sensitivity was proposed in [20,25] to model the reinforced random walk:
{
ρt −D∆ρ = ∇ · (χρ∇ log c)
ct − ε∆c = g(ρ, c).
(1.2)
When g(ρ, c) = ρc − µc with µ > 0, by the Hopf–Cole transformation and a Lyapunov
functional method, existence and longtime behavior of global classical solution was studied
in the one-dimensional setting in [27].
In the present paper, we consider the case g(ρ, c) = ρ− c, i.e., the production of chemical
is proportional to the density. More precisely, we consider the following initial boundary
value problem 

ρt −∆ρ = χ∇ · (ρc∇c), x ∈ Ω, t > 0
γct −∆c+ c = ρ, x ∈ Ω, t > 0
∂νρ = ∂νc = 0, x ∈ ∂Ω, t > 0
ρ(x, 0) = ρI(x), c(x, 0) = cI(x), x ∈ Ω
(1.3)
with some χ, γ > 0.
We mention that the corresponding chemo-attraction Keller–Segel model with logarithmic
sensitivity (i.e., χ < 0 in (1.3)) has been studied in many recent works. However, theoretical
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results are far from satisfactory. Roughly speaking, existence of global solutions or blowups
seems to be determined by the size of χ. Blowup solution was constructed only in the radial
symmetric case when γ = 0, n ≥ 3 and −χ > 2nn−2 [24]. On the other hand, there are several
attempts on enlarging the admissible range of χ ensuring global existence and however, the
threshold number is still unclear. We refer the readers to [1,8] for a complete review of related
results.
To formulate our results, we need to introduce some notion and notations. For any a ≥ 0,
denote by Lpa(Ω) (1 ≤ p <∞) the closed convex subset of Lp(Ω) satisfying w , 1|Ω|
∫
Ωwdx = a
with w ∈ Lp(Ω). Note that if a = 0, Lp0(Ω) is a Banach spaces and the following Poincare´’s
inequality holds:
‖w‖Lp(Ω) ≤ c‖∇w‖Lp(Ω), for all w ∈ Lp0(Ω)
and we denote λ1 the first positive eigenvalue of the Neumann Lapacian operator such that
λ1‖w‖2L2(Ω) ≤ ‖∇w‖2L2(Ω), for all w ∈ L20(Ω). (1.4)
Then we introduce the same notion of weak solutions to (1.3) as in [6].
Definition 1.1. A global weak solution of (1.3) is a pair of functions
(ρ, c) ∈ C([0,∞);weak − L1(Ω;R2),
such that ρ(x, t) ≥ 0, c(x, t) > 0 in (0, T )× Ω for any T > 0,
∇ρ,∇c, ρ∇c
c
∈ L1((0, T ) × Ω)
and ∫
Ω
(ρ(t)− ρI)ϕdx +
∫ t
0
∫
Ω
(∇ρ+ ρ
c
∇c) · ∇ϕdxds = 0,
∫
Ω
(c(t)− cI)ϕdx +
∫ t
0
∫
Ω
(∇c · ∇ϕ− (ρ− c)ϕ)dxds = 0
for each t ≥ 0 and ϕ ∈W 1,∞(Ω).
Throughout this paper, for the sake of simplicity, we assume that the initial data ρI and
cI satisfy
ρI ∈ C0(Ω), cI ∈ C1(Ω), ∂νcI = 0 on ∂Ω, ρI ≥ 0, ρI 6≡ 0, cI > 0 in Ω. (1.5)
Now we are in a position to state our main results. The first is concerned with existence
of global solutions.
Theorem 1.1. For any given initial data (ρI , cI) satisfying (1.5), we have
(i) if d = 2, problem (1.3) permits a unique classical solution;
(ii) if d = 3, problem (1.3) has a global weak solution (ρ, c) in the sense of Definition 1.1.
Moreover, for any T > 0, there holds
ρ ∈ L5/4(0, T ;W 1,5/4(Ω)) (1.6)
and
c ∈ C([0, T ];L2(Ω)) ∩ L4/3(0, T ;H2(Ω)) ∩ L2(0, T ;W 2,3/2(Ω)). (1.7)
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We remark that existence of weak solutions in the four-dimensional case is yet unknown
since the estimates for c provided by our energy-dissipation relation (3.1) are weaker than
those derived for system (1.1) in [6].
Regarding the longtime behavior, if the domain is convex, we may employ a Lyapunov
functional to obtain the folllowing eventual regularity and exponential stabilization of the
weak solutions.
Theorem 1.2. Let Ω ⊂ R3 be a bounded convex domain with smooth boundary. For any given
initial data (ρI , cI) satisfying (1.5), problem (1.3) possesses a global weak solution (ρ, c) in
the sense of Definition 1.1 and moreover, for any 0 < µ′ < λ1, there is τ0 > 0 such that this
solution is bounded and belongs to C2,1(Ω × [τ0,∞)) and
‖ρ(t) −M‖L∞(Ω) + ‖∇c(t)‖L∞(Ω) ≤ Ce−µ
′(t−τ0) for t ≥ τ0 (1.8)
and
‖c(t)−M‖L∞(Ω) ≤ Ce−min{µ
′,1}(t−τ0) for t ≥ τ0 (1.9)
where M , 1|Ω|
∫
Ω ρIdx and C > 0 depends only on µ
′, Ω and the initial data.
Corollary 1.1. If d = 2 and Ω is convex, the classical solution will converge to (M,M)
exponentially with the convergence rates given above.
As a byproduct of our approach, we obtain the exponential stability of spatially homo-
geneous solutions in the scaling-invariant spaces. Note that the convexity assumption on
domain is not needed here.
Theorem 1.3. Let d ≥ 2. For any given constants M > 0 and µ′ < λ1, there exists ε0 > 0
depending on M, d, µ′ and Ω such that for any initial data (ρI , cI) ∈
(
C(Ω) ∩ L1M(Ω)
) ×
C1(Ω) satisfying (1.5) and ‖ρI −M‖Ld/2(Ω) + ‖∇cI‖Ld(Ω) + ‖cI −M‖L∞(Ω) ≤ ε0, problem
(1.3) has a unique global classical solution such that
‖ρ(·, t) −M‖L∞(Ω) + ‖∇c(·, t)‖L∞(Ω) ≤ Ce−µ
′t for all t ≥ 1 (1.10)
and
‖c(t) −M‖L∞(Ω) ≤ Ce−min{µ
′,1}t for all t ≥ 1 (1.11)
with some C > 0.
We would like to mention that exponential stability of constant solutions for chemo-
attraction Keller–Segel equations in scaling-invariant spaces has been recently studied by the
author in [15, 16]. The proof was based on certain delicate Lp − Lq decay estimates for the
corresponding linearized semigroups together with a modification of a one-step contraction
argument borrowed from [5,31].
The main strategy of our proof for Theorem 1.2–Theorem 1.3 consists of two steps. Thanks
to an energy-dissipation inequality, we first prove that for any small neighborhood of the
spatially homogeneous steady state in the topology of scaling-invariant spaces, there always
exists a waiting time at which the solution will fall into this neighborhood. Second, we
establish the stability result of the constant steady states in the scaling-invariant spaces.
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Then once the solution falls into a sufficiently small neighborhood of the constant steady
states, the stability implies that it will stay there forever.
For the reader’s convenience, we briefly sketch the idea here since our method is not con-
ventional. Assuming we already have Theorem 1.3, then by the energy-dissipation inequality
established in Lemma 3.4 below, a global solution (ρ, c) on a convex domain satisfies∫ ∞
0
∫
Ω
( |∇ρ|2
ρ
+ c|∇2 log c|2 + |∇c|
2
c
)
dxdt < C∗ (1.12)
with C∗ depending only on the initial data and Ω. Then by some embeddings established in
Lemma 4.4, there holds∫ ∞
0
(
‖ρ−M‖2
L3/2(Ω)
+ ‖∇c‖2L3(Ω) + ‖c−M‖2L∞(Ω)
)
dt ≤ C∗. (1.13)
Apparently, this inequality implies some dissipative property of the solution in the scaling-
invariant spaces, e.g., there is a time sequence tk → +∞ such that ‖ρ(tk) −M‖2L3/2(Ω) +
‖∇c(tk)‖2L3(Ω) + ‖c(tk) −M‖2L∞(Ω) → 0. Then, we can regard the solution as a trajectory
originating from (ρ(tk), c(tk)) for sufficiently large k and in view of the stability in the scaling-
invariant space L3/2 × W˙ 1,3 ∩L∞, we may anticipate the eventual smoothness as well as the
exponential convergence.
However the proof is not straightforward along the above idea when we deal with the weak
solutions due to the lack of regularity. To overcome this difficulty, one needs to introduce
proper approximation problems and establish the exponential stability result as in Theorem
1.3 which holds uniformly with respect to a family of approximating systems. To this aim,
we need to make use of an approximation scheme called volume-filling effect introduced in [6]
(see also [10]) which preserves the scaling-invariant structure of the original system with an
extra perturbation term.
The rest of this paper is organized as follows. In Section 2, we introduce the local existence
of classical solutions and recall some useful lemmas which are needed in the subsequent proof.
In Section 3, based on an energy-dissipation relation, we prove the existence of global classical
solutions in 2D via standard energy method and the existence of weak solutions in 3D by
proper approximations. Then in Section 4, we prove the eventual regularity of the 3D weak
solutions along the idea sketched above.
2 Local Well-posedness and Some Preliminaries
For each ε ≥ 0, we introduce the approximation problem of (1.3) as follows.
(AP )


∂tρε −∆ρε = ∇ · (ρε(1−ερε)cε ∇cε), x ∈ Ω, t > 0
∂tcε −∆cε + cε = ρε, x ∈ Ω, t > 0
∂νρε = ∂νcε = 0, x ∈ ∂Ω, t > 0
ρε(x, 0) = ρI(x), cε(x, 0) = cI(x), x ∈ Ω.
(2.1)
For the approximation problem, we have the following local existence result.
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Theorem 2.1. For any given (ρI , cI) satisfying (1.5), system (2.1) has a unique local classical
solution
(ρε, cε) ∈ C(Ω× [0, t+ε );R2) ∩ C2,1(Ω× (0, t+ε );R2)
and ρε(x, t) ≥ 0, cε(x, t) > 0 for each (x, t) ∈ Ω × [0, t+ε ), t+ε denoting the maximal ex-
istence time. Moreover, ‖ρε(t)‖L1(Ω) = ‖ρI‖L1(Ω) and ‖cε(t)‖L1(Ω) = e−t‖cI‖L1(Ω) + (1 −
e−t)‖ρI‖L1(Ω).
If there is a function ω : (0,∞)→ (0,∞) such that for each T > 0,
‖ρε(t)‖L∞(Ω) ≤ ω(T ), 0 < t < min{T, t+ε }, (2.2)
then t+ε = +∞. In particular, if ε ∈ (0, ζ0] with 1/ζ0 = ‖ρI‖L∞(Ω), then ρε ≤ 1/ε and thus
t+ε = +∞.
Proof. The local existence result can be obtained in the way as done in [3, Lemma 3.1] for a
more general setting since the boundedness of the sensitivity term ρε(1−ερε)cε follows from the
strictly positivity of cε on Ω× (0, t+ε ) given by Lemma 2.1 below. The positivity of ρε, cε and
the property ρε ≤ 1/ε when ε ∈ (0, ζ0] are given in [6]. We omit the detail here.
If t+ε <∞, due to criterion [3, Eqn. (3.3)], for any q > d, there holds
lim sup
tրt+ε
‖ρε(·, t)‖L∞(Ω) + ‖cε(·, t)‖W 1,q(Ω) =∞. (2.3)
However, if (2.2) holds, the standard theory for parabolic equations implies that ‖cε‖L∞(Ω) <
∞ and by Lemma 2.7,
‖∇cε(t)‖Lq(Ω) ≤‖∇e(∆−1)tcI‖Lq(Ω) + C
∫ t
0
e−(λ1+1)(t−s)(1 + (t− s)− 12 )‖ρ(s)‖Lq(Ω)ds
≤C‖cI‖W 1,∞(Ω) + C
∫ T
0
(1 + (t− s)− 12 )ds
<∞ (2.4)
which by (2.3) implies that t+ε =∞. This completes the proof.
Since cI is strictly positive, one has a uniform-in-time (and also uniform-in-ε) strictly
positive lower bound for cε due to the following lemma (see, e.g., [9, Lemma 3.1]).
Lemma 2.1. There is c∗ > 0 depending only on inf
x∈Ω
cI , Ω and ‖ρI‖L1(Ω) such that
inf
x∈Ω
cε(x, t) ≥ c∗ > 0. (2.5)
Next, we recall some lemmas of analysis which will be used in the sequel. The first one is
the following result of analysis given in [32, Lemma 3.3].
Lemma 2.2. Let h ∈ C1(0,∞) be positive and let Θ(s) := ∫ s1 dσh(σ) for s > 0. Assume that
Ω is a smooth bounded domain in Rd with d ≥ 1. Then for any positive function ϕ ∈ C2(Ω)
fulfilling ∂ϕ∂ν = 0 on ∂Ω, there holds∫
Ω
h′(ϕ)
h3(ϕ)
|∇ϕ|4dx ≤ (2 +
√
d)2
∫
Ω
h(ϕ)
h′(ϕ)
|∇2Θ(ϕ)|2dx.
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Then we recall the following two results given in [17, Lemma 2.3 & Lemma 2.4].
Lemma 2.3. For any positive function ϕ ∈ C2(Ω), there holds
2
∆
√
ϕ√
ϕ
=
∆ϕ
ϕ
− |∇ϕ|
2
2ϕ2
, 2ϕ∇(∆
√
ϕ√
ϕ
) = ∇ · (ϕ∇2 logϕ) (2.6)
and moreover, if ∂ϕ∂ν = 0 on ∂Ω, we have∫
Ω
[
−∇ϕ · ∇
(
∆ϕ
ϕ
)
− 1
2
∫
Ω
|∇ logϕ|2∆ϕ
]
dx = −1
2
∫
∂Ω
1
ϕ
∂
∂ν
|∇ϕ|2ds+
∫
Ω
ϕ|∇2 logϕ|2dx.
(2.7)
Lemma 2.4. For any positive function ϕ ∈ C2(Ω) with Ω ⊂ Rd fulfilling ∂ϕ∂ν = 0 on ∂Ω,
there is a positive constant C depending only on d such that∫
Ω
( |∆ϕ|2
ϕ
+ |∆√ϕ|2 + |∇ϕ|
4
ϕ3
)
dx ≤ C
∫
Ω
ϕ|∇2 logϕ|2dx.
The following result indicates that a lower-order perturbation to a sectorial operator is
still a sectorial operator [39].
Lemma 2.5. Suppose that A is a sectorial operator and B is a linear operator with D(A) ⊂
D(B) such that for any x ∈ D(A), there holds
‖Bx‖ ≤ ε‖Ax‖+Kε‖x‖
where ε > 0 is an arbitrary small constant and Kε is a positive constant depending on ε.
Then A+B is sectorial.
The next lemma presents an estimate for frequently used integrals throughout this paper,
the proof of which can be found in [16,31].
Lemma 2.6. Suppose 0 < α < 1, 0 < β < 1, γ > 0, δ > 0 and γ 6= δ. Then there holds∫ t
0
(1 + (t− s)−α)e−γ(t−s)(1 + s−β)e−δsds ≤ C(α, β, δ, γ)(1 + tmin{0,1−α−β})e−min{γ,δ}t
for all t > 0, where C(α, β, δ, γ) = C ·( 1|δ−γ| + 11−α+ 11−β ) with C > 0 being a generic constant
when 0 < t ≤ 1 or when t > 1 and α+ β ≥ 1, while when t > 1 and α+ β < 1, the constant
C may also depend on
(
2(1−α−β)
α(δ−γ)
) 1−α−β
α
.
Next, we recall the important Lp − Lq estimates for the Neumann heat semigroup on
bounded domains (see e.g., [5, 31]).
Lemma 2.7. Suppose {et∆}t≥0 is the Neumann heat semigroup in Ω, and λ1 > 0 denote the
first nonzero eigenvalue of −∆ in Ω under Neumann boundary conditions. Then there exist
k1, ..., k4 > 0 which only depend on Ω such that the following properties hold:
(i) If 1 ≤ q ≤ p ≤ ∞, then
‖et∆w‖Lp(Ω) ≤ k1(1 + t−
d
2
( 1
q
− 1
p
))e−λ1t‖w‖Lq(Ω) for all t > 0 (2.8)
for all w ∈ Lq0(Ω);
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(ii) If 1 ≤ q ≤ p ≤ ∞, then
‖∇et∆w‖Lp(Ω) ≤ k2(1 + t−
1
2
− d
2
( 1
q
− 1
p
)
)e−λ1t‖w‖Lq(Ω) for all t > 0 (2.9)
for each w ∈ Lq(Ω);
(iii) If 2 ≤ q ≤ p <∞, then
‖∇et∆w‖Lp(Ω) ≤ k3e−λ1t(1 + t−
d
2
( 1
q
− 1
p
)
)‖∇w‖Lq(Ω) for all t > 0 (2.10)
for all w ∈W 1,p(Ω);
(iv) If 1 < q ≤ p ≤ ∞, then
‖et∆∇ · w‖Lp(Ω) ≤ k4(1 + t−
1
2
− d
2
( 1
q
− 1
p
))e−λ1t‖w‖Lq(Ω) for all t > 0 (2.11)
for any w ∈ (W 1,p(Ω))d.
Last, we recall the following auxiliary result given in [17, Lemma 2.8] which unveils the
dissipative property of the solutions.
Lemma 2.8. Suppose that 0 ≤ fn(t) ∈ L1(0,∞) with n ∈ N is a sequence of functions such
that for any n, there holds ∫ ∞
0
fn(s)ds ≤ C (2.12)
with C > 0 independent of n. Then, for arbitrary σ > 0, there is kσ > 0 such that for any n,
there is a time tnσ ∈ (0, kσ) such that fn(tnσ) ≤ σ.
3 Existence of Global Solutions
3.1 The Energy-Dissipation Relation
Now we introduce the following energy-dissipation relation for the approximation system
(2.1) which plays a key role in deriving the global existence for our problem.
Lemma 3.1. For any ε ≥ 0, the solution (ρε, cε) satisfies the following relation
d
dt
Eε(ρε(t), cε(t))+
∫
Ω
|∇ρε|2
ρε(1− ερε)dx+
∫
Ω
cε|∇2 log cε|2dx
+
∫
Ω
ρε|∇cε|2
2c2ε
dx+
∫
Ω
|∇cε|2
2cε
dx =
1
2
∫
∂Ω
1
cε
∂
∂ν
|∇cε|2ds (3.1)
where Eε is given by
Eε(ρ, c) =
∫
Ω
(
ρ log ρ+
1
ε
(1− ερ) log(1− ερ) + 2|∇√c|2
)
dx
if ε > 0 and
E0(ρ, c) =
∫
Ω
(
ρ log ρ+ 2|∇√c|2) dx.
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Proof. First, a multiplication of the first equation with log ρε− log(1− ερε) together with an
integration over Ω yields that
d
dt
∫
Ω
(
ρε log ρε +
1
ε
(1− ερε) log(1− ερε)
)
dx+
∫
Ω
|∇ρε|2
ρε(1− ερε)dx = −
∫
Ω
∇cε · ∇ρε
cε
dx.
(3.2)
On the other hand, multiplying the second equation by −∆cεcε and integrating by parts, we
obtain that
−
∫
Ω
∆cε∂t log cεdx−
∫
Ω
∇cε · ∇
(
∆cε
cε
)
dx =
∫
Ω
∇ρε · ∇cε
cε
dx−
∫
Ω
ρε
|∇cε|2
c2ε
dx
where by integration by parts, we infer that
−
∫
Ω
∆cε∂t log cεdx =
∫
Ω
cε∇ log cε · ∂t∇ log cεdx
=
∫
Ω
cε
2
∂
∂t
|∇ log cε|2dx
=
1
2
d
dt
∫
Ω
cε|∇ log cε|2dx− 1
2
∫
Ω
|∇ log cε|2(∆cε + ρε − cε)dx
=
1
2
d
dt
∫
Ω
cε|∇ log cε|2dx− 1
2
∫
Ω
|∇ log cε|2∆cεdx
−
∫
Ω
(
ρε|∇cε|2
2c2ε
− |∇cε|
2
2cε
)
dx.
Then relation (3.1) follows from Lemma 2.3 and the above identities. This completes the
proof.
For convex domains, the boundary integration term on the right hand-side of relation (3.1)
is non-positive and hence can be neglected. In contrast, when the domain is non-convex, we
need a lemma of analysis [21, Lemma 4.2] to deal with this boundary integration and thus
an application of [13, Lemma 2.4] indicates that for any δ > 0, there holds
1
2
∣∣∣∣
∫
∂Ω
1
cε
∂
∂ν
|∇cε|2ds
∣∣∣∣
≤ δ
∫
Ω
cε|∆ log cε|2dx+ δ
∫
Ω
|∇cε|4
c3ε
dx+ Cδ‖cε‖L1(Ω)
(3.3)
where Cδ is a constant that may depend on Ω and δ, but not on cε. Thus an application of
Lemma 2.4 gives
Lemma 3.2. There holds
d
dt
Eε(ρε(t), cε(t)) +
∫
Ω
|∇ρε|2
ρε(1− ερε)dx
+
1
2
∫
Ω
cε|∇2 log cε|2dx+
∫
Ω
ρε|∇cε|2
2c2ε
dx+
∫
Ω
|∇cε|2
2cε
dx ≤ C‖cε‖L1(Ω) (3.4)
with C > 0 depending on Ω and d only.
As a consequence of Lemma 3.2, one can easily derive the uniform-in-time estimates as
follows.
Lemma 3.3. For any ε ∈ [0, ζ0] and t ∈ [0, t+ε ), there is κ0 > 0 depending only on Ω and
‖ρI‖L1(Ω) such that the solution (ρε, cε) satisfies∫
Ω
(
ρε(t)| log ρε(t)|+ 2|∇
√
cε(t)|2
)
dx ≤ C (3.5)
and ∫ t
0
e−κ0(t−s)
∫
Ω
( |∇ρε|2
ρε
+ cε|∇2 log cε|2 + ρε|∇cε|
2
c2ε
+
|∇cε|2
cε
)
dxds ≤ C (3.6)
where C depends on the initial data and Ω.
Proof. First, in the same manner as in [34, Lemma 2.4], by an elementary inequality
ξ log ξ ≤ 1
p(p− 1)ξ
p, ∀ξ > 0
with any fixed p ∈ (1, 2), we deduce by the Gagliardo-Nirenberg inequality that for all t > 0∫
Ω
ρε log ρε ≤ 1
p(p− 1)
∫
Ω
ρpε =
1
p(p− 1)‖
√
ρε‖2pL2p(Ω)
≤C‖∇√ρε‖d(p−1)‖√ρε‖d−dp+2p + C‖√ρε‖2p
for 1 < p < min{2, dd−2}. Hence we obtain by the conservation of mass that∫
Ω
ρε log ρε ≤ C‖∇√ρε‖d(p−1) + C ∀ t > 0
with C > 0 depends on Ω, p and ‖ρI‖L1(Ω) only. Now, we may pick p ∈ (1, d+2d ) such that∫
Ω
ρε log ρε ≤ C‖∇√ρε‖2 + C ∀ t > 0.
Next in view of following the elementary inequalities
ξ +
1
ε
(1− εξ) log(1− εξ) ≥ 0 for ξ ∈ [0, 1/ε], (3.7)
ξ log ξ ≥ −1
e
for ξ ∈ [0, 1] (3.8)
and
|∇ρε|2
ρε(1− ερε) ≥
|∇ρε|2
ρε
, (3.9)
we infer that
Eε(ρε, cε) ≥
∫
Ω
ρε log ρε − ρε + 2|∇
√
cε(t)|2
≥
∫
Ω
(
ρε| log ρε|+ 2|∇
√
cε(t)|2
)
dx− (‖ρI‖L1(Ω) +
2|Ω|
e
)
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and in addition,
Eε(ρε, cε) ≤ C‖∇√ρε‖2 +
∫
Ω
|∇cε|2
2cε
dx+ C
≤ C
(∫
Ω
( |∇ρε|2
ρε(1− ερε) +
|∇cε|2
2cε
)
dx+ 1
)
(3.10)
where C > 0 depends only on Ω and ‖ρI‖L1(Ω). As a result, there is κ0 > 0 such that
d
dt
Eε(ρε(t), cε(t))+κ0Eε(ρε(t), cε(t)) + Cκ0
∫
Ω
( |∇ρε|2
ρε(1− ερε) +
|∇cε|2
2cε
)
dx
+
1
2
∫
Ω
cε|∇2 log cε|2dx+
∫
Ω
ρε|∇cε|2
2cε
dx ≤ C + C‖cε‖L1(Ω) (3.11)
with C > 0 depending only on Ω and ‖ρI‖L1(Ω). Then the proof is completed by solving the
above differential inequality.
As mentioned before, if the domain is convex, the boundary integration term in (3.1) is
non-positive. Thus, we have
Lemma 3.4. If Ω is convex, then Eε serves as a Lyapunov functional and there holds:
d
dt
Eε(ρε(t), cε(t))+
∫
Ω
|∇ρε|2
ρε(1− ερε)dx+
∫
Ω
cε|∇2 log cε|2dx
+
∫
Ω
ρε|∇cε|2
2c2ε
dx+
∫
Ω
|∇cε|2
2cε
dx ≤ 0 (3.12)
In consequence, for ε ∈ (0, ζ0] there holds∫ ∞
0
∫
Ω
( |∇ρε|2
ρε
+ cε|∇2 log cε|2 + ρε|∇cε|
2
c2ε
+
|∇cε|2
cε
)
dxdt ≤ C (3.13)
where C depends on Ω and the initial data.
Remark 3.1. The convexity assumption seems to be essential to derive the convergence to-
ward equilibrium since the above Lyapunov functional is needed. In [17], this assumption was
successfully removed for a chemo-attraction Keller–Segel model with consumption of chemoat-
tractants since there ‖cε‖L1(Ω) vanishes as time goes to infinity. However in our case, the
trick used in [17] fails due to the lack of certain decay property of cε.
Next we show the uniqueness of solutions to the corresponding stationary problem which
reads 

−∆ρs = ∇ · (ρscs∇cs), x ∈ Ω
−∆cs + cs = ρs, x ∈ Ω
∂νρs = ∂νcs = 0, x ∈ ∂Ω∫
Ω ρsdx =
∫
Ω ρIdx , m > 0.
(3.14)
Lemma 3.5. The stationary problem (3.14) has a unique non-negative solution (ρs, cs) =
(M,M) where M = m/|Ω|.
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Proof. On the one hand, in view of the boundary conditions, we deduce from the first equation
of (3.14) that
∇ρs + ρs∇ log cs = 0 in Ω.
On the other hand, multiplying the second equation of (3.14) by −cs∆cs, integrating by parts
and substituting the above equation into the resultant, we obtain that∫
Ω
cs|∆cs|2dx+ 2
∫
Ω
cs|∇cs|2dx = −
∫
Ω
ρscs∆csdx =
∫
Ω
(
ρs|∇cs|2 + cs∇ρs · ∇cs
)
dx = 0
which implies that cs ≡ const. and hence the second equation of (3.14) together with the
mass conservation indicate that ρs = cs =M.
3.2 Proof of Global Existence
Since a positive lower bound is available for cε, with Lemma 2.4 and Lemma 3.3 at hand,
the argument resembles that in [6]. However, our estimates on cε obtained in Lemma 3.3
are weaker than the case in [6] and hence we need more care in the proof of weak solutions.
First, in order to show existence of classical solutions when d = 2, we need derive some
further estimates.
Lemma 3.6. Assume d = 2 and ε = 0. Let p ≥ 2 and T > 0. Then there is a positive
constant C(p, T ) depending only on Ω, T and the initial data such that
‖ρ(t)‖Lp(Ω) ≤ C(p, T ) for t ∈ [0, t+0 ) ∩ [0, T ].
Proof. Due to the Sobolev embedding inequality and the Poincare´ inequality, there holds
‖ρ− ρ‖2 ≤ C‖∇ρ‖2L1(Ω).
Therefore, by Ho¨lder’s inequality∫
Ω
|ρ− ρ|2dx ≤ C
(∫
Ω
|∇ρ|dx
)2
≤ C
(∫
Ω
|∇ρ|2
ρ
dx
)(∫
Ω
ρdx
)
.
Thus, it follows from Lemma 3.3 that∫ t
0
e−κ0(t−s)‖ρ− ρ‖2ds ≤ C.
On the other hand, an integration the second equation of (1.3) over Ω yields that
ct + c = ρ (3.15)
and a reduction of the above equation from the second equation in (1.3) gives
∂t(c− c)−∆c+ c− c = ρ− ρ. (3.16)
Multiplying (3.16) by −∆c and integrating by parts, we obtain that
1
2
d
dt
‖∇c‖2 + ‖∆c‖2 + ‖∇c‖2 = −
∫
Ω
(ρ− ρ)∆cdx ≤ 1
2
‖∆c‖2 + 1
2
‖ρ− ρ‖2
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which yields to
d
dt
‖∇c‖2 + κ0‖∇c‖2 + ‖∆c‖2 ≤ ‖ρ− ρ‖2.
Hence, by solving the above differential inequality, we obtain that
‖∇c(t)‖2 +
∫ t
0
e−κ0(t−s)(‖∇c‖2 + ‖∆c‖2)ds ≤ C
where C depends on the initial data and Ω only.
Observing that |∆ log c|2 ≤ d|∇2 log c|2 pointwisely and due to Lemma 2.1, we infer that
‖∆ log c‖2 ≤ 2
∫
Ω
|∇2 log c|2dx ≤ 2‖1
c
‖L∞(Ω)
∫
Ω
c|∇2 log c|2dx ≤ 2
c∗
∫
Ω
c|∇2 log c|2dx
and hence for any T > 0, we have∫ T
0
‖∆ log c‖2ds ≤ 2
c∗
∫ T
0
∫
Ω
c|∇2 log c|2ds ≤ C(T ). (3.17)
Next, we multiply the first equation of (1.3) by (p + 1)ρp, integrate with respect to x to
obtain that
d
dt
∫
Ω
ρp+1dx+
4p
p+ 1
∫
Ω
|∇ρ(p+1)/2|2dx
= p
∫
Ω
ρp+1∆ log cdx
≤ p‖ρ(p+1)/2‖2L4(Ω)‖∆ log c‖
≤ Cp‖ρ(p+1)/2‖H1(Ω)‖ρ(p+1)/2‖‖∆ log c‖
≤ ‖∇ρ(p+1)/2‖2 + ‖ρ(p+1)/2‖2 + Cp2‖ρ(p+1)/2‖2‖∆ log c‖2
Then, applying the Gronwall inequality and thanks to (3.17), we obtain that
∫
Ω
ρp+1dx+
∫ T
0
∫
Ω
|∇ρ(p+1)/2|2dxds ≤ C(T ).
This completes the proof.
Proof of Theorem 1.1.
Once we obtain the above lemma in the two-dimensional setting, we may use Moser’s iteration
technique [2] to show that for every T > 0,
‖ρ(t)‖L∞(Ω) + ‖c(t)‖W 1,∞(Ω) ≤ C(T ).
Thus, we deduce that t+0 =∞ and (ρ, c) is a global classical solution (cf. [6]).
For the three-dimensional case, the global existence of weak solutions follows from a
compactness argument. First, as shown in [6, Lemma 4.1, Eqn. (18)],
∫ T
0
‖ρε‖pL3p/(3p−2)(Ω)dt ≤ C(T ), for p ∈ [1,∞] (3.18)
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and in particular, ∫ T
0
∫
Ω
ρ
5
3
ε dxdt ≤ C(T ). (3.19)
Therefore, there holds
∫ T
0
∫
Ω
|∇ρε|5/4dxdt ≤
(∫ T
0
∫
Ω
|∇ρε|2
ρε
dxdt
)5/8 (∫ T
0
∫
Ω
ρ5/3ε dxdt
)3/8
≤ C(T ).
Second, an application of the three-dimensional Agmon inequality and the Poincare´ in-
equality yields that
‖√cε‖2L∞ ≤‖
√
cε‖H2‖
√
cε‖H1
≤C(‖∆√cε‖+ ‖√cε‖)(‖∇√cε‖+ ‖√cε‖)
≤C‖∆√cε‖+ C.
As a consequence, by Lemma 2.4, there holds
‖∆cε‖2 ≤ ‖cε‖L∞(Ω)
∫
Ω
|∆cε|2
cε
dx ≤ C
(∫
Ω
cε|∇2 log cε|2dx
)3/2
+ C.
Besides, we note that
‖∆cε‖L3/2(Ω) ≤
(∫
Ω
|∆cε|2
cε
dx
)1/2(∫
Ω
c3εdx
)1/6
≤C
(∫
Ω
cε|∇2 log cε|2dx
)1/2(∫
Ω
|∇√cε|2dx+ ‖√cε‖2
)1/2
≤C
(∫
Ω
cε|∇2 log cε|2dx
)1/2
.
On the other hand, in view of the lower bound given in Lemma 2.1 and with the application
of Lemma 2.4, one easily deduce that
‖ log cε‖2H2(Ω) ≤
C
c∗
∫
Ω
cε|∇2 log cε|2dx+C(‖cε‖2L1(Ω) + ‖
1
cε
‖2L∞(Ω)).
Similarly, we infer that∫ T
0
‖∇ log cε‖4L4(Ω) ≤
1
c∗
∫ T
0
∫
Ω
|∇cε|4
c3ε
dxdt ≤ C
∫ T
0
∫
Ω
cε|∇2 log cε|2dxdt ≤ C(T ). (3.20)
In summary, we obtain that
ρε are uniformly bounded in L
5/4(0, T ;W 1,5/4(Ω)) ∩ L5/3(Ω× (0, T )).
cε are uniformly bounded in L
4/3(0, T ;H2(Ω)) ∩ L2(0, T ;W 2,3/2(Ω))
√
cε are uniformly bounded in L
∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω))
and
log cε are uniformly bounded in L
2(0, T ;H2(Ω)) ∩ L4(0, T ;W 1,4(Ω))
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which together with the second equation and Lemma 2.4 indicate that
∂tcε are uniformly bounded in L
4/3(0, T ;L5/3(Ω)) ∩ L5/3(0, T ;L3/2(Ω))
∂t
√
cε =
1
2
(
ρε√
cε
−√cε + ∆cε√
cε
)
are uniformly bounded in L5/3(Ω× (0, T ))
and
∂t log cε =
ρε
cε
− 1 + ∆ log cε + |∇cε|
2
c2ε
are uniformly bounded in L5/3(Ω× (0, T )).
Then, one may extract a subsequence (without relabeling) such that
ρε −→ ρ(x, t) weakly in L5/4(0, T ;W 1,5/4(Ω)) ∩ L5/3(Ω× (0, T )),
and morevoer, due to Aubin’s lemma,
cε −→ c(x, t) strongly in L2(0, T ;H1(Ω)) and weakly in L4/3(0, T ;H2(Ω))∩L2(0, T ;W 2,3/2(Ω)),
√
cε −→ h(x, t) strongly in L2(0, T ;H1(Ω)) ∩ C([0, T ], L4(Ω))
and
log cε −→ g(x, t) strongly in L2(0, T ;H1(Ω)) ∩ L4(0, T ;L4(Ω))
and hence a.e. in Ω × (0, T ). Therefore, we conclude that h = √c and g = log c by the
uniqueness of limit and thanks to [26, Corollary 4], we have
cε −→ c(x, t) strongly in C([0, T ], L2(Ω)) and c(x, 0) = cI(x).
Next, for any φ ∈ C10 (Ω), it follows from the first equation that∣∣∣∣
∫
Ω
∂tρεφdx
∣∣∣∣ ≤
∫
Ω
|∇ρε||∇φ|dx+
∫
Ω
ρε(1− ερε)|∇ log cε||∇φ|dx
≤‖∇ρε‖L5/4(Ω)‖∇φ‖L∞(Ω) +
(∫
Ω
ρε|∇cε|2
cε
dx
)1/2(∫
Ω
ρε
cε
)1/2
‖∇φ‖L∞(Ω)
≤‖∇ρε‖L5/4(Ω)‖∇φ‖L∞(Ω) +
1√
c∗
(∫
Ω
ρε|∇cε|2
cε
dx
)1/2(∫
Ω
ρε
)1/2
‖∇φ‖L∞(Ω)
≤C
(
‖∇ρε‖L5/4(Ω) +
(∫
Ω
ρε|∇cε|2
cε
dx
)1/2)
‖∇φ‖L∞(Ω).
Thus, we have
∂tρε are uniformly bounded in L
5/4(0, T ; (C10 (Ω))
∗)
and hence we may conclude by the Aubin lemma and the Ascoli lemma that (cf. [6, Lemma
4.2])
ρε −→ ρ(x, t) strongly in C([0, T ]; (C10 (Ω))∗) ∩ Lp(Ω× (0, T )) for any p ∈ [1,
5
3
)
and hence a.e. in Ω× (0, T ). It follows that
ρε(1− ερε)∇ log cε −→ ρ∇ log c a.e. in Ω× (0, T ).
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Recalling (3.19) and (3.20), ρε(1− ερε)∇ log cε are uniformly bounded in L20/17(Ω× (0, T )).
Thus, we deduce that
ρε(1− ερε)∇ log cε −→ ρ∇ log c weakly in L20/17(Ω× (0, T )).
Now, we may pass to the limit as ε→ 0 to conclude that (ρ, c) is a weak solution in the sense
of Definition 1.1. This completes the proof for Theorem 1.1.
4 Eventual Regularity of the Weak Solutions
In this section, we study the eventual regularity and exponential stabilization of weak
solutions in the three-dimensional case. Our method is based on a delicate analysis of the lin-
earized semigroup and the stability of the spatially homogeneous solution in scaling-invariant
spaces.
4.1 The Linearized System
In this section, we analyze the decay property of the linearized system around the spatially
homogeneous solution (M,M). To this aim, we introduce the reduced quantities uε = ρε−M
and vε = cε −M that satisfy

uεt −∆uε = ∇ ·
(
(M+ uε)
(
1− ε(uε +M)
)∇vε/(M+ vε)
)
, x ∈ Ω, t > 0
vεt −∆vε + vε = uε, x ∈ Ω, t > 0
∂uε
∂ν =
∂vε
∂ν = 0, x ∈ ∂Ω, t > 0
uε(x, 0) = uI(x) , ρI −M, vε(x, 0) = vI(x) , cI −M, x ∈ Ω.
(4.1)
Since log(M+z) = logM(1+z/M) ≈ logM+z/M for |z| ≪ 1, the corresponding linearized
system reads: 

u˜εt −∆u˜ε − a∆v˜ε = 0, x ∈ Ω, t > 0
v˜εt −∆v˜ε + v˜ε = uε, x ∈ Ω, t > 0
∂u˜ε
∂ν =
∂v˜ε
∂ν = 0, x ∈ ∂Ω, t > 0
(4.2)
where a = 1− εM. Here and below, we require that 0 ≤ ε ≤ 12M such that 12 ≤ a ≤ 1. Note
that if ε = 0, a = 1. From now on, we omit the subscript ε since the results within this part
are independent of ε.
Denote by ∆ the usual Laplacian operator with homogeneous Neumann boundary condi-
tion and recall that Lp0(Ω) is the Banach space of all functions w ∈ Lp(Ω) such that
∫
Ω wdx =
0. Then −∆ is analytic on L20(Ω) with domain D2(∆) = H2N (Ω)∩L20(Ω) and I−∆ is analytic
on L2(Ω) with domain H2N (Ω), respectively. Here H
2
N(Ω) , {w ∈ H2(Ω) : ∂νw = 0 on ∂Ω}.
Furthermore, we can define the power (−∆)s as well as (I − ∆)s for any s ∈ R. We de-
note the domain of (−∆)s in L20(Ω) by D2((−∆)s) and the domain of (I −∆)s in L2(Ω) by
D2((I −∆)s), respectively. Then it is well-known that D2((I −∆)1/2) = H1(Ω).
Let X = L20(Ω)×H1(Ω) with norm
‖(u, v)‖X = ‖u‖L2(Ω) + ‖(I −∆)1/2v‖L2(Ω)
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and define
A =
(
∆ a∆
1 ∆− 1
)
with domain D(A) = D2(∆)×D2((I −∆) 32 ). We observe that
A =
(
∆ 0
0 ∆− 1
)
+
(
0 a∆
1 0
)
, Λ + U
where Λ is a sectorial operator on X . Moreover, one easily verifies that D(A) = D(Λ) ⊂
D(U) = H1(Ω)×H2N (Ω) and for any (u, v) ∈ D(Λ), by interpolation, there holds
a‖∆v‖L2 + ‖u‖H1 ≤ δ
(
‖∆u‖L2 + ‖∆v − v‖H1
)
+Kδ(‖u‖L2 + ‖v‖H1).
Then Lemma 2.5 indicates that A is a sectorial operator as well. For the sake of convenience,
we denote (
u˜(t)
v˜(t)
)
= etA
(
uI
vI
)
,
(
Φt1(uI , vI)
Φt2(uI , vI)
)
.
After the above preparations, we recall the following result given in [17, Lemma 4.2-
Lemma 4.4].
Lemma 4.1. For any given initial data uI ∈ L20(Ω) and vI ∈ H1(Ω), the solution of (4.2)
satisfies the following exponentially decay estimate
‖u˜‖2 + a‖∇v˜‖2 ≤ e−2λ1t(‖uI‖2 + a‖∇vI‖2) for all t ≥ 0.
Lemma 4.2. Assume d ≥ 2. Then for any uI ∈ C(Ω) ∩ L10(Ω) and vI ∈ C1(Ω) satisfying
∂νvI = 0 on ∂Ω, there hold
‖u˜(t)‖Lp(Ω) ≤ Ce−λ1t(1 + t−
d
2
( 2
d
− 1
p
))
(‖uI‖Ld/2(Ω) + ‖∇vI‖Ld(Ω)) ∀t > 0 (4.3)
for any p > 1 satisfying d2 ≤ p <∞, and
‖∇v˜(t)‖Lp(Ω) ≤ Cpe−λ1t(1 + t−
d
2
( 1
d
− 1
p
)
)
(‖uI‖Ld/2(Ω) + ‖∇vI‖Ld(Ω)) ∀t > 0 (4.4)
for any p satisfying d ≤ p <∞, where C > 0 depends on d, M and Ω only.
Remark 4.1. Under the assumption of Lemma 4.2, for any 2 ≤ l ≤ p <∞, there holds
‖u˜(t)‖Lp(Ω) + ‖∇v˜(t)‖Lp(Ω) ≤ Ce−λ1t(1 + t−
d
2
( 1
l
− 1
p
)
)(‖uI‖Ll(Ω) + ‖∇vI‖Ll(Ω)) (4.5)
with C depends on d, M and Ω only.
Lemma 4.3. Assume d ≥ 2. Suppose uI = ∇ · wI and vI = 0. Then there holds
‖u˜(t)‖Lp(Ω) ≤ Ce−λ1t(1 + t−
1
2
− d
2
( 1
q
− 1
p
)
)‖wI‖Lq(Ω) (4.6)
for any d2 < q ≤ p < ∞, where C > 0 depends on d, M and Ω if d ≥ 3 and also depends on
1/|q − 1| if d = 2.
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4.2 Stabilization in Scaling-invariant Spaces
Now, we are ready to prove the following stability result for system (4.1) based on a
one-step contraction argument (cf. [16, Lemma 5.1]).
Proposition 4.1. Assume that d ≥ 2 andM > 0. For any fixed d < q0 < 2d, q0 < p0 < dq0q0−d
and 0 < µ′ < λ1, there exists η0 > 0 which may depend on d, q0, p0, µ
′, M and Ω but is
independent of ε such that for any initial data (uI , vI) ∈ C(Ω) ∩ L10(Ω) × C1(Ω) satisfying
∂νvI = 0 on ∂Ω, uI ≥ −M, vI > −M in Ω and ‖uI‖Ld/2(Ω) + ‖∇vI‖Ld(Ω) + ‖vI‖L∞(Ω) ≤ η
for any η < η0, system (4.1) with ε ∈ (0, ζ˜2] has a global classical solution (uε, vε) which is
bounded such that for all t ≥ 0,
‖uε(t)− u˜ε(t)‖Lq0 (Ω) ≤ ηe−µ
′t(1 + t
−1+ d
2q0 )
where ζ˜2 , min{1/2M, ζ˜1} with 1/ζ˜1 , ‖uI +M‖L∞ and (u˜ε, v˜ε) is the solutions of the
linearized system (4.2) with the same initial data.
Proof. According to Theorem 2.1, problem (2.1) with initial data ρI = uI +M and cI =
vI +M has a unique classical solution on [0, t+ε ) and if t+ε <∞, we have
lim sup
tրt+ε
‖ρε(·, t)‖L∞ =∞.
Accordingly, for problem (4.1), we obtain a unique classical solution (uε, vε) = (ρε −M, cε −
M) on [0, t+ε ). Note that t+ε = ∞ if ε ∈ (0, ζ˜1] and there holds ‖ρε(·, t)‖L∞ ≤ 1/ε. In
addition, thanks to the uniform-in-time lower bound for cε(t) in Lemma 2.1, we also have for
all t ∈ [0, t+ε ),
inf
x∈Ω
vε(x, t) +M≥ c∗ > 0 (4.7)
with c∗ depending only on M and Ω since we may require that η0 < min{1, M2 }.
Now, for any fixed ε ∈ (0, ζ˜2] we define
Tε , sup
{
T > 0 : ‖uε(t)− u˜ε(t)‖Lq0 (Ω) ≤ ηe−µ
′t(1 + t
−1+ d
2q0 ), for all t ∈ [0, T ).
}
(4.8)
Then Tε is well-defined and positive with Tε < t
+
ε . Indeed, near t = 0, ‖uε(t)‖L∞(Ω) is
bounded due to Theorem 2.1 and ‖u˜ε(t)‖Lq0 (Ω) is uniformly bounded due to Remark 4.1
(taking p = l = q0), while on the other hand, as t→ 0+, t−1+
d
2q0 → +∞.
Now we claim that if η0 is chosen sufficiently small, one has Tε =∞. First, we infer from
Lemma 4.2 and Definition 4.8 that
‖uε(t)‖Lq0 (Ω) ≤ Cηe−µ
′t(1 + t
−1+ d
2q0 )
with C depending on d, M and Ω only. On the other hand, it follows from the variation-of-
constant formula that
vε(t) = e
t(∆−1)vI +
∫ t
0
e(t−s)(∆−1)uε(s)ds
= et(∆−1)vI +
∫ t
0
e(t−s)(∆−1)u˜ε(s)ds +
∫ t
0
e(t−s)(∆−1)(uε(s)− u˜ε(s))ds
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= v˜ε(t) +
∫ t
0
e(t−s)(∆−1)(uε(s)− u˜ε(s))ds.
Applying ∇ to both sides of the above identity, thanks to Lemma 2.6 and Lemma 2.7, we
infer that
‖∇vε(t)−∇v˜ε(t)‖Lp0 (Ω) ≤
∫ t
0
‖∇e(t−s)(∆−1)(uε(s)− u˜ε(s))‖Lp0 (Ω)ds
≤C
∫ t
0
(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
p0
)
)e−(λ1+1)(t−s)‖uε(s)− u˜ε(s)‖Lq0 (Ω)ds
≤C
∫ t
0
(1 + (t− s)−
1
2
− d
2
( 1
q0
− 1
p0
)
)e−(λ1+1)(t−s)ηe−µ
′s(1 + s
−1+ d
2q0 )ds
≤Cη(1 + t−
1
2
+ d
2p0 )e−µ
′t
which together with Lemma 4.2 implies that
‖∇vε(t)‖Lp0 (Ω) ≤‖∇vε(t)−∇v˜ε(t)‖Lp0 (Ω) + ‖∇v˜ε(t)‖Lp0 (Ω)
≤Cη(1 + t−
1
2
+ d
2p0 )e−µ
′t
for all t ∈ [0, Tε). In addition, by Lemma 2.7-(i), there holds that (note vI /∈ L10(Ω) and
et∆a = a for any constant a)
‖vε(t)‖L∞(Ω) ≤‖et(∆−1)vI‖L∞(Ω) +
∫ t
0
‖e(t−s)(∆−1)uε(s)‖L∞(Ω)ds
≤k1e−(λ1+1)t‖vI − vI‖L∞(Ω) + |vI |e−t
+ C
∫
Ω
e−(λ1+1)(t−s)(1 + (t− s)−
d
2q0 )ηe−µ
′s(1 + s
−1+ d
2q0 )ds
≤Cηe−t + Cηe−µ′t (4.9)
where C > 0 depends on Ω, q0 and d only.
Next, exploiting the semigroup etA and variation-of-constants formula again, we infer that
for all 0 < t < t+ε ,(
uε(t)
vε(t)
)
=etA
(
uI
vI
)
+
∫ t
0
e(t−s)A

∇ ·
(
(uε(1− 2εM− εuε)− (1− εM)vε) ∇vεvε+M
)
0

 ds (4.10)
from which we represent uε according to
uε(t) = u˜ε(t) +
∫ t
0
Φt−s1
(
∇ ·
((
(1− εM− εuε)− εM
)
uε − (1− εM)vε
) ∇vε
vε +M , 0
)
ds.
(4.11)
Denote by 1r0 =
1
q0
+ 1p0 . Thus due to Lemma 4.3, Lemma 2.6 and the point-wise estimates
0 ≤ (1− εuε − εM) ≤ 1 and vε +M≥ c∗, we deduce that
‖uε(t)− u˜ε(t)‖Lq0 (Ω)
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≤
∫ t
0
∥∥∥∥Φt−s1
(
∇ ·
((
(1− εM− εuε)− εM
)
uε − (1− εM)vε
) ∇vε
vε +M , 0
)∥∥∥∥
Lq0 (Ω)
ds
≤C
∫ t
0
e−λ1(t−s)(1 + (t− s)−
1
2
− d
2p0 )
×
∥∥∥∥
((
(1− εM− εuε)− εM
)
uε − (1− εM)vε
) ∇vε
vε +M
∥∥∥∥
Lr0 (Ω)
ds
≤C
∫ t
0
e−λ1(t−s)(1 + (t− s)−
1
2
− d
2p0 )
(‖uε∇vε‖Lr0 (Ω) + ‖vε∇vε‖Lr0 (Ω)) ds
≤C
∫ t
0
e−λ1(t−s)(1 + (t− s)−
1
2
− d
2p0 )
(‖uε‖Lq0 (Ω)‖∇vε‖Lp0 (Ω) + ‖vε(s)‖L∞(Ω)‖∇vε‖Lp0 (Ω)) ds
≤Cη2
∫ t
0
e−λ1(t−s)e−2µ
′s(1 + (t− s)−
1
2
− d
2p0 )(1 + s
− 3
2
+ d
2r0 )ds
+ Cη2
∫ t
0
e−λ1(t−s)(e−(µ
′+1)s + e−2µ
′s)(1 + (t− s)−
1
2
− d
2p0 )(1 + s
− 1
2
+ d
2p0 )ds
≤C˜η2e−µ′t(1 + t−1+
d
2q0 ), (4.12)
where C˜ may depend on p0, q0, d, µ
′,M and Ω, but is independent of ε, t, Tε, η. Then taking
C˜η0 <
1
2 , we conclude that Tε =∞. This completes the proof.
Proof of Theorem 1.3.
Theorem 1.3 is a direct consequence of Proposition 4.1 with ε = 0. Since the proof is the
same as those in [15,16] we omit the detail here.
4.3 Proof of Theorem 1.2
In order to apply Proposition 4.1 to prove Theorem 1.2, we need the following auxiliary
lemma.
Lemma 4.4. For d = 3 and all t > 0, we have
‖ρε(t)−M‖2L3/2(Ω) ≤ C
∫
Ω
|∇ρε|2
ρε
dx (4.13)
and
‖∇cε(t)‖2L3(Ω) + ‖cε(t)− cε(t)‖2L∞(Ω) ≤ C
∫
Ω
(
cε|∇2 log cε|2 + |∇cε|
2
cε
)
dx (4.14)
where C depends on Ω and the initial data.
In addition, if Ω is convex and ε ∈ (0, ζ0], there holds∫ ∞
0
(
‖ρε(t)−M‖2L3/2(Ω) + ‖∇cε(t)‖2L3(Ω) + ‖cε(t)−M‖2L∞(Ω)
)
dt ≤ C (4.15)
where C depends on Ω and the initial data.
Proof. Observing that
∫
Ω ρεdx is conserved, one easily deduce by Ho¨lder’s inequality that(∫
Ω
|∇ρε|dx
)2
≤
(∫
Ω
|∇ρε|2
ρε
dx
)(∫
Ω
ρεdx
)
, (4.16)
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and in the three-dimensional setting, the critical continuous embedding W 1,1(Ω) →֒ L3/2(Ω)
together with a Poincare´-Sobolev inequality yields that
‖ρε −M‖L3/2(Ω) ≤ C‖∇ρε‖L1(Ω). (4.17)
Then (4.13) follows from (4.16) and (4.17).
Recalling that ‖cε‖L1(Ω) = e−t‖cI‖L1(Ω)+(1−e−t)‖ρI‖L1(Ω), then by the three-dimensional
Agmon inequality and the Poincare´ inequality we deduce that
‖√cε‖2L∞ ≤‖
√
cε‖H2‖
√
cε‖H1
≤C(‖∆√cε‖+ ‖
√
cε‖)(‖∇
√
cε‖+ ‖
√
cε‖)
≤C‖∆√cε‖‖∇√cε‖+ C‖√cε‖‖∆√cε‖+ C‖√cε‖2
≤C‖∆√cε‖‖∇√cε‖+ C‖∆√cε‖+ C.
Therefore, since ‖∇√cε‖ is bounded for t ≥ 0, by interpolation and the three-dimensional
Sobolev embedding together with the Young inequality, we infer that (note that curl∇φ = 0,
∀φ)
‖∇cε‖3L3(Ω) =8
∫
Ω
|∇√cε|3c3/2ε dx
≤C‖cε‖3/2L∞(Ω)‖∇
√
cε‖3L3(Ω)
≤C‖cε‖3/2L∞(Ω)‖∇
√
cε‖3/2L6(Ω)‖∇
√
cε‖3/2
≤C‖cε‖3/2L∞(Ω)‖∆
√
cε‖3/2‖∇
√
cε‖3/2
≤C
(
‖∆√cε‖3/2‖∇√cε‖3/2 + ‖∆√cε‖3/2 + 1
)
‖∆√cε‖3/2‖∇√cε‖3/2
≤C‖∆√cε‖3‖∇√cε‖3 + C‖∆√cε‖3‖∇√cε‖3/2 + C‖∆√cε‖3/2‖∇√cε‖3/2
≤C‖∆√cε‖3 + C‖∇√cε‖3
which together with Lemma 2.4 entails that
‖∇cε‖2L3(Ω) ≤ C‖∆
√
cε‖2 + C‖∇√cε‖2 ≤ C
∫
Ω
(
cε|∇2 log cε|2 + |∇cε|
2
cε
)
dx.
On the other hand, by Lemma 2.4, the three-dimensional Gagliardo-Nireberg inequality,
Poincare´’s inequality and the Young inequality, we obtain that
‖cε − cε‖4L∞(Ω) ≤C‖∇cε‖2L6(Ω)‖c− cε‖2L6(Ω)
≤C‖∆cε‖2‖∇cε‖2
≤C‖cε‖2L∞(Ω)
(∫
Ω
|∆cε|2
cε
dx
)(∫
Ω
|∇cε|2
cε
dx
)
≤C(‖∆√cε‖2‖∇√cε‖2 + ‖∆√cε‖2 + 1)
(∫
Ω
|∆cε|2
cε
dx
)(∫
Ω
|∇cε|2
cε
dx
)
≤C
(∫
Ω
cε|∇2 log cε|2dx
)2
+ C
(∫
Ω
|∇cε|2
cε
dx
)2
.
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Then it follows that
‖cε − cε‖2L∞(Ω) ≤ C
∫
Ω
(
cε|∇2 log cε|2 + |∇cε|
2
cε
)
dx
and hence
‖cε(t)−M‖2L∞(Ω) ≤2‖cε − cε‖2L∞(Ω) + 2|cε(t)−M|2
≤C
∫
Ω
(
cε|∇2 log cε|2 + |∇cε|
2
cε
)
dx+ 2|cI −M|e−2t.
As a result, we infer that∫ ∞
0
(
‖ρε(t)−M‖2L3/2(Ω) + ‖∇cε(t)‖2L3(Ω) + ‖cε(t)−M‖2L∞(Ω)
)
dt
≤C
∫ ∞
0
∫
Ω
( |∇ρε|2
ρε
+ cε|∇2 log cε|2 + |∇cε|
2
cε
)
dxdt+ 2|cI −M|
∫ ∞
0
e−2tdt
≤C
due to Lemma 3.4. This completes the proof.
Proof of Theorem 1.2.
With above preparation, the following proof is basically the same as those in [17]. Since our
method is not conventional, we report argument in detail for reader’s convenience.
For any given initial data ρI , cI satisfying (1.5), M = 1|Ω|
∫
Ω ρIdx, 1/ζ0 = ‖ρI‖L∞ and
ζ ′2 = min{1/2M, ζ0} are all well-defined. Keep in mind that ρε = uε +M and cε = vε +M.
Since now d = 3, we can fix 3 < q0 < 6, q0 < p0 <
3q0
q0−3
and 0 < µ′ < λ1. Then we can
fix η0 > 0 according to Proposition 4.1 which is independent of ε and moreover we have the
following result.
Lemma 4.5. For any η < η0, there is tη > 0 which is independent of ε such that for all
ε ∈ (0, ζ ′2] there holds
‖ρε(tη)−M‖L3/2(Ω) + ‖∇cε(tη)‖L3(Ω) + ‖cε(tη)−M‖L∞(Ω) ≤ η.
Proof. Due to (4.15), for any η < η0, thanks to Lemma 2.8, we can always find a constant
t˜η > 0 independent of ε and a time t˜ε(η) ∈ (0, t˜η) such that
‖ρε(t˜ε(η))−M‖L3/2(Ω) + ‖∇cε(t˜ε(η))‖L3(Ω) + ‖cε(t˜ε(η)) −M‖L∞(Ω) ≤ η < η0.
Regard the solution for t ≥ t˜ε(η) as a trajectory originating from (ρε(t˜ε(η)), cε(t˜ε(η))). Since
ε ∈ (0, ζ ′2], we have ‖ρε(t˜ε(η))‖L∞(Ω) ≤ 1/ε by Theorem 2.1. Thus, by definition of ζ2
appearing in Proposition 4.1, we have 1/ζ2 = ‖ρε(t˜ε(η))‖L∞(Ω) ≤ 1/ε, which indicates ε ∈
(0, ζ2]. Now, we can apply Proposition 4.1 to deduce that for t ≥ t˜ε(η), there holds
‖uε(t)− u˜ε(t)‖Lq0 (Ω) ≤ ηe−µ
′(t−t˜ε(η))(1 + (t− t˜ε(η))−1+
3
2q0 ).
As a result, for all t ≥ t˜ε(η), applying Lemma 4.2, we have
‖ρε(t)−M‖Lq0 (Ω) = ‖uε(t)‖Lq0 (Ω)
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≤‖uε(t)− u˜ε(t)‖Lq0 (Ω) + ‖u˜ε(t)‖Lq0 (Ω)
≤ηe−µ′(t−t˜ε(η))(1 + (t− t˜ε(η))−1+
3
2q0 ) + Ce−λ1(t−t˜ε(η))(1 + (t− t˜ε(η))−1+
3
2q0 )‖uε(t˜ε(η))‖L3/2(Ω)
+ Ce−λ1(t−t˜ε(η))(1 + (t− t˜ε(η))−1+
3
2q0 )‖∇vε(t˜ε(η))‖L3(Ω)
≤Cηe−µ′(t−t˜ε(η))(1 + (t− t˜ε(η))−1+
3
2q0 ) (4.18)
where C > 0 is independent of ε and η. In the same way as before, we deduce that
‖∇cε(t)‖Lp0 (Ω) ≤ ‖∇vε(t)−∇v˜ε(t)‖Lp0 (Ω) + ‖∇v˜ε(t)‖Lp0 (Ω)
≤ Cηe−µ′(t−t˜ε(η))(1 + (t− t˜ε(η))−
1
2
+ 3
2p0 ) for all t ≥ t˜ε(η). (4.19)
Recall that t˜ε(η) < t˜η and t˜η is independent of ε. We infer that for all t ≥ t˜η +1, there holds
‖ρε(t)−M‖Lq0 (Ω) + ‖∇cε(t)‖Lp0 (Ω) ≤ Cηe−µ
′t (4.20)
with C > 0 independent of ε and η. Then our assertion follows apparently if we pick tη > t˜η+1
sufficiently large.
Once again, by uniqueness of classical solutions, we can regard the family of solutions
(ρε, cε) for t ≥ tη as a family of trajectories uniformly starting initially from (ρε(tη), cε(tη)).
Repeating the above argument and applying Proposition 4.1 yields that for t ≥ tη,
‖uε(t)− u˜ε(t)‖Lq0 (Ω) ≤ ηe−µ
′(t−tη)(1 + (t− tη)−1+
3
2q0 ),
‖ρε(t)−M‖Lq0 (Ω) ≤ Cηe−µ
′(t−tη)(1 + (t− tη)−1+
3
2q0 ), (4.21)
and
‖∇cε(t)‖Lp0 (Ω) ≤ Cηe−µ
′(t−tη)(1 + (t− tη)−
1
2
+ 3
2p0 ). (4.22)
In order to prove the eventual smoothness of the limiting functions, we still need to derive
certain higher-order estimates for (ρε, cε) that are independent of ε (cf. [19, 37]).
Lemma 4.6. There is C > 0 independent of ε such that for all t ≥ tη + 1,
‖ρε(t)−M‖L∞(Ω) + ‖∇cε(t)‖L∞(Ω) ≤ Ce−µ
′t.
Moreover, there is θ ∈ (0, 1) and C > 0 independent of ε such that for all t ≥ tη + 3,
‖ρε(t)‖
C2+θ,1+
θ
2 (Ω×[t,t+1])
+ ‖cε(t)‖
C2+θ,1+
θ
2 (Ω×[t,t+1])
≤ C.
Proof. For the sake of simplicity we assume tη = 0. Then, by Lemma 2.7-(ii) and (4.21)
‖∇cε(t)‖L∞(Ω) = ‖∇vε(t)‖L∞(Ω)
≤‖∇et(∆−1)vI‖L∞(Ω) +
∫ t
0
‖∇e(∆−1)(t−s)uε(s)‖L∞(Ω)ds
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≤Ce−(λ1+1)t(1 + t− 12 )‖vI‖L∞(Ω) + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2q0 )e−(λ1+1)(t−s)‖uε(s)‖Lq0 (Ω)ds
≤Ce−(λ1+1)t(1 + t− 12 ) + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2q0 )e−(λ1+1)(t−s)e−µ
′s(1 + s
−1+ 3
2q0 )ds
≤Ce−(λ1+1)t(1 + t− 12 ) + Ce−µ′t(1 + t− 12 )
≤Ce−µ′t(1 + t− 12 ). (4.23)
which indicates when t ≥ 1,
‖∇cε(t)‖L∞(Ω) ≤ Ce−µ
′t. (4.24)
In addition, thanks to (4.21)-(4.22), the fact 0 ≤ 1− ε(uε +M) ≤ 1 and the strictly positive
uniform-in-time and uniform-in-ε lower bounds of cε, we infer that when t ≥ 1
‖ρε(t)−M‖L∞(Ω) = ‖uε(t)‖L∞(Ω)
≤‖e(t−1)∆uε(1)‖L∞(Ω) +M
∫ t
1
∥∥∥∥e∆(t−s)∇ ·
(
(1− ε(uε +M)) ∇vε
cε
)∥∥∥∥
L∞(Ω)
ds
+
∫ t
1
∥∥∥∥e∆(t−s)∇ ·
(
(1− ε(uε +M)) uε∇vε
cε
)∥∥∥∥
L∞(Ω)
ds
≤k1e−λ1(t−1)(1 + t−
3
2q0 )‖uε(1)‖Lq0 (Ω) + C
∫ t
1
(1 + (t− s)−
1
2
− 3
2p0 )e−λ1(t−s)‖∇vε(s)‖Lp0 (Ω)ds
+ C
∫ t
1
(1 + (t− s)− 12− 32q0 )e−λ1(t−s)‖uε(s)‖Lq0 (Ω)‖∇vε(s)‖L∞(Ω)ds
≤Ce−λ1t + C
∫ t
1
(1 + (t− s)−
1
2
− 3
2p0 )e−λ1(t−s)(1 + s
− 1
2
+ 3
2p0 )e−µ
′sds
+ C
∫ t
1
(1 + (t− s)−
1
2
− 3
2q0 )e−λ1(t−s)(1 + s
−1+ 3
2q0 )e−2µ
′sds
≤Ce−λ1t + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2p0 )e−λ1(t−s)(1 + s
− 1
2
+ 3
2p0 )e−µ
′sds
+ C
∫ t
0
(1 + (t− s)−
1
2
− 3
2q0 )e−λ1(t−s)(1 + s
−1+ 3
2q0 )e−2µ
′sds
≤Ce−λ1t + Ce−µ′t(1 + t− 12 )
≤Ce−µ′t (4.25)
where we note that p0 ∈ (3, 3q03−q0 ) guarantees that 12 + 32p0 ∈ (0, 1) and 12 − 32p0 ∈ (0, 1).
In the same manner as above, due to the smoothing effect of the Neumann semigroup
we can further prove by standard bootstrap argument that there is θ1 ∈ (0, 1) and C > 0
independent of ε such that for t ≥ 2 (see, e.g., [38])
‖ρε(t)‖
Cθ1,
θ1
2 (Ω×[t,t+1])
+ ‖cε(t)‖
Cθ1,
θ1
2 (Ω×[t,t+1])
≤ C.
Then applying the parabolic Schauder theory to the second equation yields a bound for cε in
C2+θ2,1+
θ2
2 (Ω × [t, t + 1]) for some θ2 ∈ (0, 1) and all t ≥ 2 which in turn indicates a bound
for ρε in in C
2+θ3,1+
θ3
2 (Ω × [t, t + 1]) for some θ3 ∈ (0, 1) and all t ≥ 3. This completes the
proof.
24
Now we may extract a subsequence εj such that by passing to the limit, we obtain a weak
solution (ρ, c) for the original problem (1.3) in the sense of Definition 1.1 and moreover, the
preceding higher order estimates given in Lemma 4.6 and the Arzela`–Ascoli theorem indicates
that there is τ0 ≥ tη +3 such that (ρ, c) ∈ C2,1(Ω× [τ0,∞) due to uniqueness of the limit. In
addition, there holds
sup
t≥τ0
(‖ρ(·, t)‖L∞(Ω) + ‖c(·, t)‖W 1,∞(Ω)) <∞. (4.26)
It remains to show the convergence of the eventual smooth solutions. In fact, since (ρ, c)
is smooth for t ≥ τ0 > 0, we can repeat the above arguments for systems (4.1), (4.2) with
ε = 0 and recover Proposition 4.1 in the case ε = 0 for (u, v) instead of (uε, vε).
In the same manner as before, one can first show that there exists a time τη ≥ τ0 such
that
‖ρ(τη)−M‖L3/2(Ω) + ‖∇c(τη)‖L3(Ω) + ‖c(τη)−M‖L∞(Ω) ≤ η < η0
and (4.18)-(4.19) hold with tη = τη for all t ≥ τη by replacing (ρε, cε) by (ρ, c). Moreover, for
t ≥ τ1 ≥ τη + 1, there holds
‖ρ(t)−M‖Lq0 (Ω) + ‖∇c(t)‖Lp0 (Ω) ≤ Ce−µ
′t,
which together with the standard Lp − Lq decay estimates for the Neumann heat semigroup
will finally give rise to
‖ρ(t)−M‖L∞(Ω) + ‖∇c‖L∞(Ω) ≤ Ce−µ
′t, ‖c(t) −M‖L∞(Ω) ≤ Ce−min{µ
′,1}t for t ≥ τ1.
(4.27)
Indeed, introduce the reduced quantities ρ −M = u and c −M = v. For simplicity, we
take τη = 0 and hence (4.18) and (4.19) hold true for (ρ, c) instead of (ρε, cε) and tη = 0.
Exploiting the variation-of-constants formula, the uniform boundedness (4.26) and uniform-
in-time lower bound for c, we deduce that
‖u(t)‖L∞(Ω)
≤‖et∆uI‖L∞(Ω) +
∫ t
0
‖e∆(t−s)∆v(s)‖L∞(Ω)ds+
∫ t
0
∥∥∥∥e∆(t−s)∇ ·
(
u(s)− v(s)
c(s)
∇v(s)
)∥∥∥∥
L∞(Ω)
ds
≤k1e−λ1t‖uI‖L∞(Ω) + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2p0 )e−λ1(t−s)‖∇v(s)‖Lp0 (Ω)ds
≤Ce−λ1t + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2p0 )e−λ1(t−s)(1 + s
− 1
2
+ 3
2p0 )e−µ
′sds
≤Ce−λ1t + Ce−µ′t
≤Ce−µ′t (4.28)
where we note that p0 ∈ (3, 3q03−q0 ) guarantees that 12 + 32p0 ∈ (0, 1) and 12 − 32p0 ∈ (0, 1).
On the other hand, by Lemma 2.7-(ii)
‖∇v(t)‖L∞(Ω)
≤‖∇et(∆−1)vI‖L∞(Ω) +
∫ t
0
‖∇e(∆−1)(t−s)u(s)‖L∞(Ω)ds
25
≤Ce−(λ1+1)t(1 + t− 12 )‖vI‖L∞(Ω) +C
∫ t
0
(1 + (t− s)−
1
2
− 3
2q0 )e−(λ1+1)(t−s)‖u(s)‖Lq0 (Ω)ds
≤Ce−(λ1+1)t(1 + t− 12 ) + C
∫ t
0
(1 + (t− s)−
1
2
− 3
2q0 )e−(λ1+1)(t−s)e−µ
′s(1 + s
−1+ 3
2q0 )ds
≤Ce−(λ1+1)t(1 + t− 12 ) + Ce−µ′t(1 + t− 12 )
≤Ce−µ′t(1 + t− 12 ). (4.29)
which indicates when t ≥ 1,
‖∇v(t)‖L∞(Ω) ≤ Ce−µ
′t. (4.30)
For the convergence of ‖c(t)−M‖L∞(Ω), we need to notice that c(t) = cIe−t+M(1−e−t)
and use the fact
‖c(t) −M‖L∞(Ω) ≤‖c(t) − c(t)‖L∞(Ω) + ‖c(t) −M‖L∞(Ω)
≤C‖∇c(t)‖L∞(Ω) +Ce−t ≤ Ce−min{µ
′,1}t.
This completes the proof of Theorem 1.2.
Remark 4.2. The convergence rate is optimal in a sense that µ′ can be chosen arbitrarily
close to λ1 which is the decay exponent of the linearized system obtained in Lemma 4.1.
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