Abstract. In a filtered measure space, a characterization of weights for which the trace inequality of a positive operator holds is given by the use of discrete Wolff's potential. A refinement of the Carleson embedding theorem is also introduced. Sawyer type characterization of weights for which a two-weight norm inequality for a generalized Doob's maximal operator holds is established by an application of our Carleson embedding theorem. Moreover, Hytönen-Pérez type one-weight norm estimate for Doob's maximal operator is obtained by the use of our two-weight characterization.
Introduction
Weighted Norm Inequalities in Harmonic analysis is an old subject whose systematic investigation was initiated by [38] , [8] and [39] etc.. A classical reference in the field is [12] .
Dyadic Harmonic Analysis has recently acquired a renewed attention because of its wide applicability to Classical Harmonic Analysis, including weighted norm inequalities. Petermichl [43] and Nazarov-Treil-Volberg [40] were cornerstone works, whose investigations have been continued by many authors. This subject is also old, which can be found in [44] and [11] etc.. For more complete references, we refer to the bibliographies of [40] and [31] .
Two of the important topics in the intersection of these subjects are to get sharp oneweight estimates of usual operators in Classical Harmonic Analysis and to get necessary and sufficient conditions of weights for the boundedness of those operators in the two-weight setting. Interestingly, these two topics are closely related. One way to attack these problems is a dyadic discretization technique. For the first problem, one of the important steps of a solution is getting a sharp one-weight estimate for a dyadic discretization of a singular integral operator, i.e., a generalized Haar shift operator. A sharp one-weight estimate of general singular integral operators, i.e., the A 2 -conjecture, which has been an open problem in this field for a long time, was settled by Hytönen [16] along this line and its simpler proofs were found by several authors (cf. [21, 35] etc.). For (linear) positive operators, one example of which is a fractional integral operator, investigations along this line was done by several authors [30, 46, 47, 54, 4, 5] and more recently by [32, 33, 26, 27, 53] . For the Hardy-Littlewood maximal operator (including a fractional maximal operator), Sawyer [44] got a two-weight characterization by considering the dyadic Hardy-Littlewood (fractional) maximal operator. Recently, using similar techniques, the sharp weighted estimates of the Hardy-Littlewood (fractional) maximal operator is established in the works [34, 32, 19, 23] , which are continuations of the work of Buckley [2] . For a survey of these developments, we refer to [42] , [18] and [15] .
On the other hand, Martingale Harmonic Analysis is a subject which has also been well studied. Doob's maximal operator, which is a generalization of the dyadic Hardy-Littlewood maximal operator, and a martingale transform, which is an analogue of a singular integral in Classical Harmonic Analysis, are important tools in stochastic analysis. This field is called Martingale Harmonic Analysis and is well explained in the books by Dellacherie and Meyer [10] , Long [36] and Kazamaki [28] . For Doob's maximal operator, one-weight estimate was studied first by Izumisawa and Kazamaki [24] , assuming some regularity condition on A p weights. Later, Jawerth [25] found that the added property is superfluous (see Remark 4.6 below). For twoweight norm inequalities, the first study is done by Uchiyama [50] , concerning necessary and sufficient condition of weights for weak type (p, p) inequalities to hold. Concerning strong (p, q) type inequalities, Long and Peng [37] found necessary and sufficient conditions for weights, which is the analogous to Sawyer's condition for the boundedness of the Hardy-Littlewood maximal operator. There is also a recent work by Chen and Liu [7] on this topic. For positive operators, there seems no work done in a filtered probability space or in a filtered measure space and we shall try to generalize the results in the Euclidean space of the weighted estimate for dyadic positive operators to those in a martingale setting. (For fractional integral operators in a martingale setting, there is a recent work by Nakai and Sadasue [41] .)
The study of a boundedness property of positive operators and maximal operators is closely related to the Carleson embedding (or measure) theorem, which is a martingale analogue of the Carleson embedding theorem of a Hardy space into a weighted Lebesgue space. In the dyadic setting in the Euclidean space, this coincides with the Dyadic Carleson embedding theorem. The Carleson measure in a continuously filtered probability space was first introduced by Arai [1] with an application to the corona theorem on Complex Brownian Spaces. This was rediscovered later by Long [36] in a discrete case, with an application to a characterization of BM O martingales.
Since a dyadic martingale is a special martingale in many ways, it might be useful to see which part of the theory of Dyadic Harmonic Analysis can be generalized to that of Martingale Harmonic Analysis, and which part is special to Dyadic Harmonic Analysis. Our contributions can be regarded as such an attempt. We also expect that such results have some applications to stochastic analysis and analysis on metric spaces.
The purpose of this paper is to develop a theory of weights for positive operators and generalized Doob's maximal operators in a filtered measure space. Martingale Harmonic Analysis in a filtered (infinite) measure space is treated in [49, 48, 17, 29, 20] . In this contribution, we generalize the results of dyadic positive operators in the Euclidean space [30, 46, 4, 5 ] to a filtered measure space. The generalization of the results in [33] or [53] to our setting seems difficult, since they use arguments related to an inclusion of cubes extensively. We also investigate a necessary and sufficient condition of weights for a two-weight norm inequality of generalized Doob's maximal operator in a filtered measure space which are generalization of both dyadic Hardy-Littlewood maximal operator and dyadic fractional maximal operator. To state our main theorem, let us introduce some notations and terminologies, most of which are standard (cf. [17] ).
Let a triplet (Ω, F , µ) be a measure space. Denote by F 0 the collection of sets in F with finite measure. The measure space (Ω, F , µ) is called σ-finite if there exist sets E i ∈ F 0 such that ∞ i=0 E i = Ω. In this paper all measure spaces are assumed to be σ-finite. Let A ⊂ F 0 be an arbitrary subset of
Denote the collection of all such functions by
The conditional expectation of f with respect to G will be denoted by
A family of sub-σ-algebras (F i ) i∈Z is called a filtration of F if F i ⊂ F j ⊂ F whenever i, j ∈ Z and i < j. We call a quadruplet (Ω, F , µ; (F i ) i∈Z ) a σ-finite filtered measure space. We write
by E i f . By the tower rule of conditional expectations, a family of functions
By a weight we mean a nonnegative function which belongs to L and, by a convention, we will denote the set of all weights by L + .
Let α i , i ∈ Z, be a nonnegative bounded F i -measurable function and set α = (α i ). For a function f ∈ L we define a positive operator T α by
and, define a generalized Doob's maximal operator M α by
When α = (1 Ω ) this is Doob's maximal operator and we will write then M α f =: f * .
In this paper we shall first investigate the characterization of the weight w ∈ L + for which the trace inequality for the discrete positive operator T α
holds with 0 < q < ∞ and 1 < p < ∞.
In order to guess what the sufficient condition for (1.1) to hold is, we argue heuristically in the following. We now assume that the inequality (1.1) holds for 1 < p ≤ q < ∞. Then, since the conditional expectation operators are selfadjoint, by duality there holds
where
is the conjugate exponent number of p. Following a principle of the weight theory, due to Sawyer [45] , to verify (1.1) it might suffice only to test (1.1) and (1.2) over the characteristic functions 1 E . More precisely, one can expect that, the condition that
for any E ∈ F 0 i , i ∈ Z, is sufficient for the inequality (1.2) to hold. This fact was verified for positive operators associated the dyadic lattices in R n [33] (and also [53] ).
For some technical reasons, instead of the condition (1.3), we must postulate the following strong condition (1.5) and then we shall prove that the condition (1.4) is sufficient for the inequality (1.2) to hold (cf. [30, 46] in the Euclidean space case).
The function α i , i ∈ Z, is a nonnegative bounded F i -measurable and α i ∈ L + , where
holds.
Theorem 1.1. Let 1 < p ≤ q < ∞, α satisfy the condition (1.5) and w ∈ L + be a weight. Then the following statements are equivalent:
Moreover, the least possible C 1 and C 2 are equivalent.
In their papers [4] and [5] , Cascante, Ortega and Verbitsky established the characterization the weight w for which the inequality (1.1) holds for 0 < q < p < ∞ and 1 < p < ∞ in terms of discrete Wolff's potential in the cases when discrete positive integral operators are associated to the dyadic cubes in R n . The following theorem is an extension of their results to a filtered measure space. (cf. [51, 52] in the Euclidean space). Our condition (1.5) corresponds to "the dyadic logarithmic bounded oscillation condition" introduced in [4] .
+ be a weight and consider the following statements:
is discrete Wolff 's potential in a filtered measure space.
Remark 1.3. In [5] , in the cases when discrete positive integral operators are associated to the dyadic cubes in R n , Cascante, Ortega and Verbitsky proved the equivalence between (a) and (b) in the full range 0 < q < p < ∞ and 1 < p < ∞.
Thanks to a powerful lemma (Lemma 2.3 below) and the condition (1.5), the proof of Theorems 1.1 and 1.2 can be reduced to the Carleson embedding (or measure) theorem. In Section 3 we shall investigate that theorem in the setting of a filtered measure space (see Theorems 3.1 and 3.5). In Section 4, as an application of that theorem, we establish the analogue of Sawyer type characterization of weights for which two-weight norm inequality for the generalized Doob's maximal operator M α holds (see Theorem 4.1). In Section 5 we also establish Hytönen-Pérez type one-weight norm estimate for Doob's maximal operator f * (see Theorem 5.1).
Finally, we would like to comment on our weight class L + .
Remark 1.4. Let (Ω, F , µ; (F i ) i∈Z ) be a σ-finite filtered measure space. Then, it naturally contains a filtered probability space with a filtration indexed by N and a Euclidean space with a dyadic filtration. It also contains doubling metric measure space with dyadic lattice constructed by Hytönen and Kairema [19] . Our weight class L + coincides with a set of all locally integrable weights in the case of the Euclidean space with a Lebesgue measure with a dyadic filtration. Since the dyadic A p weights in Euclidean space are locally integrable, it seems natural to introduce the class L + . We could not find this class of weights in a filtered measure space in the literatures. We notice that the class L 1 F 0 (F , µ) used in several literatures does not include functions which grows at spacial infinity in the Euclidean space with F a σ-algebra of the Lebesgue measurable sets and µ a Lebesgue measure.
The letter C will be used for constants that may change from one occurrence to another. Constants with subscripts, such as C 1 , C 2 , do not change in different occurrences. By A ≈ B we mean that c −1 B ≤ A ≤ cB with some positive constant c independent of appropriate quantities.
Proof of Theorems 1.1 and 1.2
In what follows we prove Theorems 1.1 and 1.2. We first list two basic properties of the conditional expectation and the definition of a martingale.
Let (Ω, F , µ) be a σ-finite measure space and G be a sub-σ-algebra of F . Then the following holds.
are equivalent and, assuming one of these conditions, we have
are all equivalent and, assuming one of these conditions, we have
(i) can be proved by an approximation by simple functions. The property (ii) means that conditional expectation operators are selfadjoint and can be easily deduced from (i). (iii) can be proved easily and called the tower rule of conditional expectations.
Definition 2.1. Let (Ω, F , µ; (F i ) i∈Z ) be a σ-finite filtered measure space. Let (f i ) i∈Z be a sequence of F i -measurable functions. Then the sequence (f i ) i∈Z is called a "martingale" if
We also introduce the notion of a stopping time for later uses.
Let f i , i ∈ Z, be an F i -measurable function and let λ ∈ R. Then, it is easy to see that τ := inf{i : f i > λ} is a stopping time. All the stopping times we will use are of this type.
Next we will state a principal lemma which plays a key role in the proof of Theorems 1.1 and 1.2.
Principal lemma.
The following is the principal lemma, which is an extension of [4, Theorem 2.1] to a filtered measure space. Lemma 2.3. Let α i , i ∈ Z, be a nonnegative bounded F i -measurable function, let s > 1 and w ∈ L + be a weight. Then the following quantities are equivalent:
Proof. By a standard limiting argument, we may assume without loss of generality that there are only a finite number of α i = 0 and w is bounded and summable.
(i) We prove A 1 ≤ CA 2 . We use an elementary inequality
where (a i ) i∈Z is a sequence of summable nonnegative reals. First, we verify the simple case 1 < s ≤ 2. It follows from (2.1) that
where we have used the fact that conditional expectation operators are selfadjoint. We notice that s − 1 ≤ 1. From Jensen's inequality and the tower rule of conditional expectations,
Next, we prove the case s > 2. Let k = ⌈s − 2⌉ be the smallest integer greater than s − 2. Applying (2.1) (k + 1)-times, we have
becomes an F i k -measurable function, the integral of the right-hand sides is equals to
where we have used 0 < s − k − 1 ≤ 1. This yields
Hölder's inequality with exponent
and, hence,
Hölder's inequality with the same exponent gives
Thus, we obtain
(ii) We prove A 2 ≤ CA 3 . It follows that
Hölder's inequality gives
Since we have had A 1 ≤ CA 2 , we obtain
and A 2 ≤ CA 3 .
(iii) We prove A 3 ≤ CA 1 . It follows that
where we have used s > 1 and Doob's maximal inequality. This completes the proof.
2.2.
Proof of Theorem 1.1. Without loss of generality we may assume that f is a nonnegative function. By duality (a) is equivalent to
It follows from Lemma 2.3 that
where we have used the condition (1.5).
We denote E gw dµ.
This claim yields
By the Carleson embedding theorem (Corollary 3.4 below), (2.3) is equivalent to the statement that there exists a constant C > 0 such that
From the condition (1.5) and Lemma 2.3 1 there holds
Hence, (2.4) is equivalent to
Then we finish the proof.
Proof of Theorem 1.2. We need another lemma.
Lemma 2.4. Let 1 < p < ∞, α satisfy the condition (1.5) and w be a weight. Then
Proof. We need only verify that the weight v fulfill (2.4) with q = p. It suffices to show that there exists a constant C > 0 such that
By conditional Hölder's inequality we see that
This implies
where we have used the condition (1.5). This is our desired inequality.
Proof of (b) ⇒ (a).
Recall that in this case 0 < q < p < ∞, 1 < p < ∞ and 1
, where in the last inequality we have used Lemma 2.4.
Proof of (a) ⇒ (b).
Recall now that 1 < q < ∞ and 1 r = 1 q − 1 p . Our standing assumption is that (2.3) holds. Then the statement (b) is also a consequence of the Carleson embedding theorem (Corollary 3.6 below).
Carleson embedding theorem
In this section we will discuss the well-known Carleson embedding theorem in a filtered measure space. The Carleson embedding theorem proved here is a refinement of several previous results which are generalizations of the classical Carleson embedding theorem. The related works we would like to mention are [29, 1, 36, 3, 13] .
Kemppainen [29] treats the Carleson embedding theorem in σ-finite filtered measure space. His result corresponds to the case p = 2 of Corollary 3.4 below. Although his argument can be adapted to our situation, our assumptions about a filtered measure space is weaker than his and we also treat not only weighted measure but also general measure for the Carleson measure. Treating p = q case is also new compared with his result. Related results which treats a vector-valued case are in [14, 22, 20] .
Arai [1] treats the Carleson measure in a continuously filtered probability space. His result corresponds to Corollaries 3.3 and 3.4. While he only treats a probability space, we treat a σ-finite measure space. Notice also that his Carleson measure definition uses any stopping time whereas our definition uses only a special type of stopping times.
Long [36] treats the Carleson measure in a discretely filtered probability space and proves the Carleson embedding theorem. His result can be regarded as the discrete version of the result in Arai [1] . He treats all (F i ) i∈Z -measurable functions in his formulation of the Carleson embedding theorem and Theorem 3.1 is similar to it in this respect.
The work of Blasco and Jarchows [3] investigates the Carleson measure onD, i.e., a finite positive Borel measure µ onD such that, for given values of 0 < p, q < ∞, the embedding
Here, D is a unit ball in the plane andD is a closure of the unit ball. Our theorems in this section which treat different exponents p, q are the analogues of their results in a setting of a filtered measure space. Theorem 3.1 corresponds to [13, Theorem 7.3.5.] which is the Carleson embedding theorem for functions in the half space. Theorem 3.1 (,resp., [13, Theorem 7.3.5.] ) treats arbitrary measurable functions instead of martingales (,resp., harmonic functions).
Throughout this section we let (Ω, F , µ; (F i ) i∈Z ) be a σ-finite filtered measure space. We also let f i , i ∈ Z, be an F i -measurable nonnegative real-valued function and ν i be a measure on F i . Set a maximal function of f = (f i ) by f * := sup i f i .
Theorem 3.1. Let θ ≥ 1 be arbitrarily taken and be fixed. Then the following conditions are equivalent:
Moreover, the least possible C 0 and C p enjoy
Proof. By a standard limiting argument, we can replace Z by N. Hence we consider f i , i ∈ N, and ν i , i ∈ N.
(i) ⇒ (ii) For λ > 0 we set F = {f * > λ} and
We define a stopping time τ by τ := inf{i : f i > λ}. Using this, we set G i = {τ = i} for i ∈ N. Then we easily see that G i 's are disjoint and that F i ⊂ i j=0 G j . Hence, we have
We define a measure space (Ω × N, G, ν) by the following:
(1) G is generated by ({i} × F i ) i∈N ; (2) ν| {i}×Fi = ν i .
We can easily see that there exists a unique measure ν on G satisfying (2). We regard f = (f i ) as a function on Ω × N. Then we see that f is a G-measurable function on Ω × N.
We estimate ν({f > λ}) from above by µ({f * > λ}) as follows:
where we have used the assertion (i) and the fact that θ ≥ 1. Thus, we obtain
where we have used Chebyshev's inequality. Taking 1 pθ th power in both sides, we obtain
Hence we obtain the assertion (ii).
(ii) ⇒ (iii) Obvious.
(iii) ⇒ (i) It suffices to take f j := 0 for j < i,
This completes the proof.
Remark 3.2. Let θ ≥ 1. Let a sigma-algebra G on Ω × Z be generated by ({i} × F i ) i∈Z . We call a measure ν which is defined on (Ω × Z, G) a θ-Carleson measure on Ω × Z if ν i := ν| {i}×Fi , i ∈ Z satisfy the condition (i) in Theorem 3.1. We call the infimum of C 0 in (i) in Theorem 3.1 the θ-Carleson measure norm of ν. It is easy to see that the condition (i) in Theorem 3.1 is equivalent to
where τ runs through all stopping times where µ({τ < ∞}) is nonzero and finite, and that θ-Carleson measure norm of ν is equal to this quantity. The concept of a "θ-Carleson measure" was first introduced by [1, 36] using (3.1) as a definition when θ = 1.
Thanks to Doob's maximal inequality, we have the following corollary of the theorem. Corollary 3.3. Let (f i ) i∈Z be a martingale on (Ω, F , µ) and θ ≥ 1 be arbitrarily taken and be fixed. Then the following conditions are equivalent:
We have another corollary, where we only consider martingales consisting of the conditional expectations of a function.
Corollary 3.4. Let θ ≥ 1 be arbitrarily taken and be fixed. Then the following conditions are equivalent:
We next consider the Carleson embedding theorem for the case q < p.
Theorem 3.5. Let w i , i ∈ Z, be an F i -measurable nonnegative real-valued function and w ∈ L + be a weight. Suppose that w i E i w , i ∈ Z, belong to the class L + . Let θ > 1 be arbitrarily taken and be fixed. Then the following conditions are equivalent:
(ii) For "any" q ∈ (0, ∞) there exists a constant C q > 0 such that
Moreover, the least possible C 0 and C q enjoy
By a simple limiting argument, if necessary, we can assume that f i is a bounded function. Then, since
is an F i -measurable function and belongs to the class L + ,
Hölder's inequality with exponent θ gives
This yields the assertion (ii) with C q ≤ C 1 q 0 .
where we have used the assertion (iii) and Doob's maximal inequality. By a limiting argument and duality we must have
This yields C 0 ≤ CC q0 and completes the proof.
Corollary 3.6. Let w i , i ∈ Z, be an F i -measurable nonnegative real-valued function and w ∈ L + be a weight. Suppose that w i E i w , i ∈ Z, belong to the class L + . Let 0 < q < p < ∞ and 1 < p < ∞. Then the following conditions are equivalent:
(ii) There exists a constant C 2 > 0 such that
Proof. It suffices to notice Doob's maximal inequality and fact that
Two-weight norm inequalities for generalized Doob's maximal operator
In this section, by the use of the Carleson embedding theorem, we give a simple proof of the analogue of Sawyer's theorem [44] characterizing the weights governing the two-weight strong-type norm inequality for generalized Doob's maximal operator M α . The following is the analogue of Sawyer's theorem in a martingale setting.
Theorem 4.1. Let 1 < p ≤ q < ∞, α i , i ∈ Z, be a nonnegative bounded F i -measurable function and u, v ∈ L + be a weight. Then the following statements are equivalent:
Proof. We follow the argument in [9] .
The proof of (a) ⇒ (b) follows at once if we substitute the test function f = 1 E σ. We shall prove converse.
Without loss of generality we may assume that f is a nonnegative function. For j ∈ Z define a stopping time τ j := inf{i :
Clearly, τ j ≤ τ j+1 . If we let
then we see that F j 's are disjoint and
We now set E
We now estimate as follows:
Applying the Carleson embedding theorem (Corollary 3.4), we need only verify that there exists a constant C > 0 such that
holds for any E ∈ F i , i ∈ Z. The fact that E j k 's are disjoint and the assertion (b) yield
The following lemma was proved in [6, Theorem 1] . For the sake of the completeness the full proof is given here. (a) There exists a constant C 1 > 0 such that
Moreover, the least possible C 1 and C 2 enjoy
+ be a weight and σ = w
for any i ∈ Z. Moreover, the least possible C 1 and C 2 enjoy
Remark 4.6. For the A p weights with some regularity condition, Izumisawa and Kazamaki [24] proved first that Corollary 4.5 holds in a filtered probability space. Jawerth [25] found that the added property is superfluous.
5.
One-weight norm estimates of Hytönen-Pérez type for Doob's maximal operator
In this section, by an application of Theorem 4.1, we will sharpen Corollary 4.5 following the argument due to Hytönen and Pérez (see [18, 23] ).
+ be a weight and σ := w
and define
Then, one sees that [w] A∞ ≤ [w] Ap for 1 < p < ∞ and, using the dominated convergence theorem for conditional expectations, one sees also that (E i σ) p−1 converges a. e. to exp (−E i (log w)).
Corollary 4.5 assert that there exists a constant
Ap , where C p depends on p but not on w.
The following theorem sharpens (5.1).
p , where C p depends on p but not on w.
Proof. Let i ∈ Z be arbitrarily chosen and fixed. By Theorem 4.1, we have to prove that , for any E ∈ F Let us now apply the construction of principal set as follows.
Since we have
we may assume that E = P 0 satisfies P 0 ∈ F 0 i , µ(P 0 ) > 0 and, for some k ∈ Z,
by a simple dyadic decomposition argument. We write κ 1 (P 0 ) := i and κ 2 (P 0 ) := k. We let P 1 := {P 0 } which we call the first generation of principal sets. To get the second generation of principal sets we define a stopping time
We say that a set P ⊂ P 0 is a principal set with respect to P 0 if it satisfies µ(P ) > 0 and there exist j > i and l > k + 1 such that
Noticing that such j and l are unique, we write κ 1 (P ) := j and κ 2 (P ) := l. We let P(P 0 ) be the set of all principal sets with respect to P 0 and let P 2 := P(P 0 ) which we call the second generation of principal sets.
We now need to verify that 
This clearly implies (5.2).
The next generations are defined inductively,
and we define the collection of principal sets P by
It is easy to see that the collection of principal sets P satisfies the following properties:
(i) The sets E(P ) where P ∈ P, are disjoint and P 0 = P ∈P E(P );
(ii) P ∈ F κ1(P ) ; (iii) µ(P ) ≤ 2µ(E(P )); (iv) 2 κ2(P )−1 < E κ1(P ) σ ≤ 2 κ2(P ) on P ; (v) sup j≥i E j [1 P σ] ≤ 2 κ2(P )+1 on E(P ). 
