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Exordio
or el mero hecho de m irar al cielo, ya nos vemos implicados en la 
astronom ía. Posiblemente son muy pocas las personas que no han 
contemplado nunca las estrellas y meditado un  poco en los 
m isterios del Universo y en el lugar que en él ocupa el hombre. La 
astronom ía refiere una  historia fascinante, que comenzó hace 
milenios, cuando nuestros antepasados homínidos alzaron por prim era vez la 
v ista  al cielo y quedaron perplejos ante la contemplación de aquellos fuegos 
desconcertantes.
La ciencia de la astronom ía nos ha descubierto horizontes insospechados, 
y gracias a ella conocemos nuestro  lugar en el Universo. La T ierra, sobre cuya 
superficie vivimos, es un  simple miembro de una familia de p lanetas que giran 
alrededor del Sol, el cual es una  de tan ta s  estrellas del enorme sistem a estelar 
que es nuestra  galaxia. A su vez, la Vía Láctea es tan  sólo un  punto de luz en 
medio de la infinitud de galaxias y cúmulos de galaxias que se extienden por 
los confines del universo observable, algunas de ellas tan  lejanas que su luz 
ta rd a  miles de millones de años en llegarnos; el universo observable tiene una 
extensión del orden de 1023 kilómetros. En medio de esta vastedad, la T ierra 
y el hombre parecen, ciertam ente, insignificantes.
No obstante, si m iramos al otro extremo de la escala, el hombre ya no 
nos parece tan  pequeño. El átomo tiene un diám etro del orden de 10'10 metros, 
m ientras que el núcleo, formado por protones y neutrones, es diez mil veces 
menor (10*14 m). Pero precisam ente la explicación de los gigantescos y 
sorprendentes fenómenos que se observan en el escenario astronómico proviene 
de aquí, de la física de lo m uy pequeño. El hecho de que esto sea así ha 
permitido abrir nuevas ven tanas de observación del Cosmos, adem ás de la ya 
clásica de la astronom ía óptica. Tal es el caso de la radioastronom ía (que se 
inició a principios de los años 30), o de la astronom ía de a ltas energías (rayos 
X y y); esta  últim a, sin duda, es la ram a que m ás ha contribuido a nuestro 
conocimiento del Universo en los últim os 30 años.
El desarrollo de las técnicas de detección de los rayos X y y provenientes 
de fuentes celestes tuvo lugar después de la II G uerra M undial, cuando
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comenzó a desarrollarse la tecnología adecuada, y tras la aparición de la 
posibilidad de situar instrumentación fuera de la atmósfera (globos sonda y 
satélites principalmente). Aquí cabe citar que es imposible realizar astronomía 
de rayos y desde tierra firme, pues, para energías no muy altas, los fotones 
interaccionan de forma significativa con la parte alta de la atmósfera, siendo 
incapaces de alcanzar la superficie terrestre; tal es así que, por ejemplo, a una 
altura aproximada de 40 km -la altura típica de trabajo de los globos sonda-, 
los fotones  ^de 100 keV ya han sido absorbidos en un factor 1/e.
En los 60 fueron lanzados a bordo de globos estratosféricos y cohetes los 
primeros detectores de rayos X, que ya midieron flujos de radiación de alta 
energía de origen extraterrestre; se descubrió que el Sol emitía radiación X, y, 
en 1962, se descubrió Scorpio X-l, la fuente de rayos X más brillante del cielo. 
En 1970 fue lanzado el primer satélite dedicado a la astronomía de rayos X: el 
Uhuru. El Uhuru reveló la existencia de un gran número de fuentes de alta 
energía, insospechadas hasta entonces, y se confeccionaron los primeros 
catálogos y mapas del cielo en estas frecuencia. Este descubrimiento cambió 
radicalmente la concepción que hasta ese momento se había tenido del 
Universo; era mucho más violento de lo que hasta entonces se había supuesto.
Debido a la naturaleza muy energética de los rayos Y (y X duros), las 
técnicas de focalización convencionales por medio de lentes son del todo 
imposibles. Este fenómeno retrasó la aparición de la astronomía de rayos y, 
pues fue necesario desarrollar nuevas técnicas para la formación de imágenes 
en este rango del espectro. Estas técnicas surgieron por fin cuando se desarrolló 
el concepto de máscara codificada, que nos proporcionó una nueva herramienta 
para formar imágenes y, con ello, hacer astronomía.
Así aparecieron recientemente misiones de rayos y que usaban teoría de 
máscaras codificadas, como la misión francesa SIGMA, a bordo de la 
plataforma rusa GRANAT, que, puesta en órbita en 1989, fue la primera 
misión de rayos y operando en el espacio, o el GRO (Gamma Ray Observatory). 
Tales misiones mejoraron significativamente nuestro conocimiento del Universo 
en este rango energético e impulsaron el desarrollo de nuevas misiones. Este 
mismo espíritu anima al proyecto LEGRI (Low Energy Gamma Ray Imager)
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cuyo objetivo es la astronomía de rayos y blandos (20 - 100 keV). LEGRI volará 
a bordo de la plataforma Minisat 01, la primera misión del programa Minisat 
del I.N.T.A. (Instituto Nacional de Técnica Aeroespacial "Esteban Terradas"), 
y será lanzado en 1996.
En este trabajo se describe el proyecto LEGRI y someramente el 
programa Minisat. Se hace un estudio en profundidad de la teoría de máscaras, 
y se analizan y desarrollan técn icas de reconstrucción  de im ágenes  
(principal objetivo de este trabajo), aplicándolas al caso concreto del telescopio 
LEGRI y estudiando otros efectos asociados que afectan a la reconstrucción de 
la imagen.
Exordio
Capítulo 1: La m isión
1.1 Isagoge
os resultados sum inistrados en los últimos años por misiones de 
rayos gam m a han hecho posible un significativo avance de 
nuestro  conocimiento del Universo en el campo de la astronom ía 
de rayos y [1]. Resulta de interés el resum ir aquí brevem ente los 
puntos que pueden tener consecuencias im portantes en lo 
referente al desarrollo de fu turas misiones en este campo:
a) Las fuentes de rayos X duros y rayos y m uestran  un  elevado grado de 
variabilidad, en núm ero e intensidad.
b) A unque el núm ero de fuentes y es relativam ente bajo, existen regiones 
del cielo (p. ej. el Centro Galáctico) donde la relativam ente elevada 
densidad de emisores y da lugar a problemas a la hora de poder 
identificar ta les fuentes y relacionarlas con sus homólogos en otras 
longitudes de onda.
c) Los espectros de muchas de las fuentes y celestes conocidas 
actualm ente indican la presencia de rasgos característicos para  cada una 
de ellas, a la  vez que una gran  variabilidad en 'la intensidad de las 
m ismas.
Esto puede traducirse en tres requerim ientos clave para  las fu turas 
misiones que estudien  las fuentes y celestes:
1) Capacidad de formación de imágenes con buena resolución angular.
2) Buena resolución energética, de forma que se puedan estud iar los 
espectros em itidos por las fuentes celestes.
3) Mejora de la sensibilidad respecto de misiones anteriores, para  
localizar fuentes desconocidas.
6 La misión
El proyecto LEGRI surge así, nacido de una colaboración entre diversas 
instituciones españolas y británicas, como una misión que pretende cubrir estos 
objetivos, realizando astronomía de rayos y en el rango de 20 a 100 keV (justo 
en la frontera de los rayos X y y), y, principalmente, como una misión de 
demostración tecnológica en la que se pretenden probar los nuevos detectores 
de yoduro de mercurio, Hgl2, y teluro de cadmio dopado con zinc, CdZnTe, en 
condiciones de espacio en vistas a su viabilidad en futuras misiones.
* La colaboración LEGRI propuso, pues, al Instituto Nacional de Técnica 
Aeroespacial (I.N.T.A.), un telescopio de rayos y que hace uso de una máscara 
codificada como sistema de formación de imágenes, y una matriz 10x10 de 
detectores de Hgl2 y CdZnTe como detectores de posición, como carga útil para 
la primera misión del programa M inisat. Está previsto que LEGRI vuele a 
bordo de Minisat 01 en 1996, en una misión de dos años de duración.
1.2 El program a M inisat
Los sistemas convencionales de satélites están compuestos de dos partes, 
formando un conjunto inseparable: el módulo de servicio (o plataforma) y la 
carga útil. Todas y cada una de las partes del módulo de servicio están 
exclusivamente creadas para la misión que van a realizar, y esto encarece 
notablemente los costos de fabricación. Tanto es así que el situar un satélite en 
el espacio queda fuera del alcance de la mayoría de los países, y sólo es posible 
costearlo colaborando diversas entidades y países entre sí y, por lo general, 
disponiendo de la ayuda de la financiación estatal. Esto crea situaciones muy 
inestables, pues si una fuente de financiación desaparece o un miembro de la 
colaboración se retira, todo el proyecto corre el peligro de desaparecer y es 
necesario reajustes y concesiones a la economía para que éste pueda seguir 
adelante.
El Instituto Nacional de Técnica Aeroespacial, que es el organismo oficial 
español encargado de las investigaciones y desarrollo en el campo aeroespacial, 
ideó el programa Minisat para evitar esto. En lugar de desarrollar un módulo 
de servicio diferente para cada misión, se desarrollaría una plataforma única
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y están d a r a la cual deberá adaptarse la carga útil. Esto perm ite que el costo 
de su  fabricación, al realizarse en serie, resulte muy inferior al de un satélite  
convencional. Con este program a, E spaña es el prim er país en ofrecer m inisa­
télites de m enor costo y mayores prestaciones, a los que podrán acceder 
fácilm ente universidades y em presas al no estar ya unida intrínsecam ente el 
módulo de servicio a la carga útil.
M inisat es una  plataform a multipropósito inscrita dentro del segmento 
de los m inisatélites (m asas comprendidas entre 100 y 500 kg). M inisat y sus 
subsistem as son de diseño modular, y tiene unas interfaces estándar con el 
módulo de carga útil. Asimismo, al producirse en serie, M inisat p resen ta  una 
m ejora muy significativa en la capacidad en tiempo para  p rep arar una  misión: 
2 años (típicam ente, una misión convencional requiere un  tiempo de 
preparación de unos 10 años).
En la figura 1.1 podemos ver un dibujo de la plataform a M inisat, con la 
explicación de cada una  de sus partes.
1) Plataforma superior
2) Sensor solar
3) Unidad de control 
de potencia




7) Electrónica del volante








Figura 1.1: Plataforma Minisat 01.
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M inisat tam bién será innovador y económico en cuanto a su sistem a de 
puesta  en órbita, aprovechando el hecho de ser un m inisatélite, y por tan to  de 
poco peso. En lugar de ser puesto en órbita con un lanzador convencional que 
despega desde tie rra  (ej.: Arianne, Protón, Space Shuttle, etc...) será puesto en 
órbita con un  misil balístico lanzado desde el fuselaje de un avión de carga (el 
proceso se explica en la figura 1.2). El lanzador que portará el satélite  en la 
prim era misión M inisat será un cohete Pegasus XL, pero para  las subsiguientes 
misiones M inisat, el I.N.T.A. ha desarrollado uno propio: el Capricornio.
Encendido de la 
tercera fase en: 
T = 5 5 7 s  
V=5050 tn/s




de la segunda 
fase en:
T = 5 4 6 s  
H=590 km
Apagado de la 











altitud 600 km 
inclinación 28.5 Panel solar
Desprendimiento de la 
cofia de protección en: 
T=120.4 s 
H=110 km
Encendido de la 
segunda fase en: 
T=87.1 s
V=2900 m/s
El lanzamiento del cohete Pegasus 
se efectuará desde el fuselaje de 
un avión de carga L-1011 en:
T=0 s
H=11582 m altitud 
V=0.79 mach
Desprendido 




Encendido de la 
primera fase en: 
T=5 s 
H=11473 m altitud
Figura 1.2: Lanzamiento de Minisat 01.
Las características generales de la misión M inisat 01 son las siguientes: 
Masa
• Módulo básico: 100 kg.
• Cargas útiles: 100 kg.
• Total: 200 kg.
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P otencia
• Bus no regulado: 28 V.
• Potencia por panel: 45 W.
• Número de paneles solares: 4
• Consumo del módulo básico: 60 W.
• Consumo de la carga útil: 40 W.
’ D atos
• Módulos de memoria: 32 Mb.
• Memoria total: 32 Mb.
• Velocidad de transmisión a tierra: 1 Mbps.
• Banda de telemetría: S
• Potencia del transpondedor: 5 W.
A ctitud
• Estabilización: 3 ejes.
• Error de apuntamiento: 3o
Órbita
• Altitud: 600 km
• Inclinación: 28.5°
• Periodo: 96 min.
La carga útil del Minisat 01 constará de:
• EURD: Estudia la radiación difusa del medio interestelar en el 
extremo ultravioleta, el cual está siendo desarrollado por un equipo 
científico internacional compuesto por el I.N.T.A. (España), y la 
Universidad de Berkeley, California (EEUU).
• CPLM: Estudia el comportamiento de puentes líquidos en 
microgravedad y está siendo desarrollado por la Universidad Politécnica 
de Madrid.
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• LEGRI (Low Energy Gamma Ray Imager): Estudia la radiación y 
de baja energía (20 - 100 keV) de diversas fuentes. Utiliza detectores 
Hgl2 y CdZnTe.
1.3 O bjetivos c ien tíficos de LEGRI
Como ya hemos indicado en el punto 1.1, una capacidad de formación de 
imágenes precisa, así como una alta sensibilidad, es un requerimiento 
primordial para la astronomía de rayos y. La localización precisa de los 
emisores y es crucial para poder identificar sus homólogos en otras longitudes 
de onda [2].
Existen numerosos escenarios celestes [31 que son objeto de estudio de la 
astronomía de rayos X duros - rayos y, y por tanto de LEGRI:
• Púlsares, como el de la nebulosa del Cangrejo.
• Binarias conteniendo un objeto compacto (estrella de neutrones o 
agujero negro), cuyas emisiones provienen del disco de acreción de 
materia, que cae a gran velocidad sobre el objeto compacto proveniente 
de la estrella vecina.
• Novas o supemovas, que producen chorros de rayos y.
• Estallidos de rayos y, al parecer provenientes de estrellas de neutrones 
en nuestra galaxia, si bien también se sugiere que puedan ser de origen 
extragaláctico. De interés es también averiguar si vienen acompañados 
de estallidos en el visible.
• El centro galáctico, un lugar donde parece haber un objeto compacto 
enormemente masivo, pues entre otros indicios aparecen fuertes líneas 
de 511 keV, provenientes casi con seguridad de una única fuente. El 
centro galáctico es un lugar especialmente interesante, pues en sus 
cercanías (en el entorno de unos pocos grados en su dirección)
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encontramos fuentes X y y variables en el tiempo en un factor 2 ó 3, si 
bien los datos de GRANAT sugieren que tal vez incluso en factores 
mucho mayores.
• Radiación difusa y de fondo, de origen aún desconocido.
• La emisión difusa galáctica y fuentes extensas proveen un medio para 
conocer la composición del medio interestelar, a través de:
i) Emisión de líneas y provenientes de la desintegración de los 








57Co=>57Fe 0.742 14, 122, 136
^ i ^ S c ^ C a 47.3 68, 78, 511, 1157
60Fe=>60Co=>60Ni 1.44-105 59, 1173, 1332
Tabla I: Emisiones y  del medio interestelar.
ii) Emisión de líneas y procedente de las desexcitaciones nucleares 
tras la interacción de materia interestelar con rayos cósmicos.
iii) Inyección de elementos pesados debido a la explosión de 
supemovas.
• Galaxias de núcleo activo.
En este marco, la región de 20 a 100 keV tiene particular importancia 
[4]. Información astrofísica única relativa a excitación nuclear, radioactividad, 
emisión de ciclotrón y formación de líneas se halla contenida en esta región del 
espectro electromagnético. Para muchos objetos astronómicos, es muy
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importante determinar el fin de sus colas en rayos X, y al revés, determinar la 
posible prolongación en rayos X de objetos y-emisores bien conocidos. La 
extensión de los espectros de las galaxias de núcleo activo (AGN) de la región 
de rayos X a mayores energías es fundamental para entender tan poderosos 
emisores.
Pero, a pesar de la importancia de esta región energética, un significativo 
hueco aparece actualmente en la región de 20 a 100 keV. La eficiencia de los 
actuales detectores X y nuevas generaciones de CCD que actúan en esta región, 
cae abruptamente al llegar a los 20 keV. Y muchos instrumentos basados en 
centelleadores están limitados a operar por encima de los 100 keV. Este hueco 
pretende ser llenado ahora por LEGRI.
1.4 O bjetivos tecn o lóg icos de LEGRI
La detección eficaz de radiación requiere materiales con un número 
atómico efectivo alto (alto poder de frenado), tanto mayor cuanto más 
energética sea ésta (como es el caso de la radiación y). La búsqueda de 
detectores semiconductores eficaces para estas energías, de alto número 
atómico efectivo, con buena resolución energética, y que trabajen a temperatura 
ambiente (es decir, que tengan un gap ancho, del orden de algunos eV) ha 
mostrado que el Hgl2 y el CdZnTe (en realidad Cd0 9Zn0 /Te, es decir, un cristal 
de CdTe en el que el 10% de los átomos de Cd ha sido sustituido por átomos de 
Zn) se encuentran entre los mejores candidatos [5]; el compromiso alcanzado 
entre propiedades de detección y posibilidades tecnológicas los sitúan como 
unas de las opciones más interesantes de la actualidad.
Si comparamos estos nuevos materiales frente a los semiconductores 
clásicos de Ge o Si, i) presentan un gran número atómico efectivo (mayor en el 
caso del Hgl2); ii) no necesitan sistemas criogénicos, pues trabajan eficazmente 
a temperatura ambiente (la energía de gap para el Hgl2 es de 2.2 eV, y de 1.5 
eV para el CdZnTe); iii) su enorme resistividad (>109 Q cm) y baja capacidad 
hacen que la corriente de fuga sea lo suficientemente baja como para presentar 
una aceptable relación señal-ruido, situando la resolución alcanzable en valores
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muy aceptables, intermedios entre los centelleadores de Nal y los 
semiconductores de Ge (-0.38 keV para el Hgl2 y -0.5 keV para el CdZnTe, 
para una energía de 5.9 keV y temperatura ambiente).
Estos detectores presentan una resistencia a daños producidos por 
radiación superior a la de sus competidores (mayor en el caso del Hgl2), 
propiedad de gran utilidad en condiciones de espacio. Los Hgl2 [5] se han 
probado bájo dosis de fotones de 40 keV con tasas de contaje mayores de 1012 
fotones cm'2 s'1 sin ningún deterioro; asimismo se ha demostrado que estos 
detectores resisten sin daño dosis de 1014 protones cm'2 de 10 MeV. Tampoco 
se han presentado problemas de empeoramiento interno en los Hgl2 durante 
periodos de siete años trabajando a temperatura ambiente de forma eficiente, 
ya que, al no ser la polarización un fenómeno intrínseco de este detector, 
presenta una vida útil más larga. Por su parte, los CdZnTe [6] no presentan 
fenómeno de deriva con el tiempo, y han sido expuestos a flujos neutrones de 
energías de varios MeV, en cantidades de 1010 neutrones/cm2, encontrándose 
una pequeña cantidad de activación, pero sin degradación de la respuesta del 
detector. Además el crecimiento de dicho material es más sencillo que el de los 
Hgl2.
De esta forma, el principal objetivo tecnológico del proyecto LEGRI es 
probar el comportamiento en el espacio de un telescopio, de rayos y basado en 
estos detectores, con capacidad de realización de imágenes en el rango de los 
20-100 keV, y hacer un estudio comparativo en igualdad de condiciones de estos 
dos detectores. El instrumento tiene también un marcado carácter de 
demostración de tecnología cara a futuras misiones de astronomía y. En 
definitiva, se pretende:
• Demostrar la viabilidad tecnológica de construir telescopios de rayos 
y de nueva generación, optimizados para la zona 20 -100 keV, utilizando 
detectores de Hgl2 o CdZnTe.
• Probar la capacidad de estos detectores para operar eficientemente en 
condiciones de espacio.
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• Estudiar la capacidad de supervivencia en condiciones de espacio y 
evaluar los factores de degradación de la respuesta con el tiempo.
• Realizar un estudio comparativo de prestaciones y resistencia en estas 
condiciones de ambos materiales.
1.5 D escripción  de LEGRI
El sistema LEGRI (Low Energy Gamma Ray Imager) está compuesto de 
las siguientes unidades:
• Un detector de rayos y sensible a la posición, formado por una matriz 
de 10x10 unidades detectoras (80 de Hgl2 y 20 de CdZnTe), con una 
separación entre centros de detectores de 1.2 cm, un colimador y un 
blindaje pasivo.
• Una máscara codificada, formada por elementos de tungsteno 
antepuesta al detector y paralela a él, localizada a 54 cm del plano 
detector.
• Un sensor estelar que indica con precisión y de forma continua la 
dirección de apuntado del sistema.
• Una unidad de proceso digital y potencia extra que actuará como 
interfaz con la plataforma para transmisión de potencia y datos.
• Una fuente de alto voltaje.
• El equipo de soporte y seguimiento en tierra (el Science Operation 
Center o S.O.C.), situado en Valencia (ver apartado 1.7).
La disposición del instrumental del proyecto LEGRI a bordo de la 
plataforma Minisat 01 podemos verla en la figura 1.3.
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Figura 1.3: Unidades del sistem a LEGRI a bordo de Minisat 01.
La posición de la instrum entación a bordo de la plataform a es ta l que la 
dirección de apuntado tanto  del telescopio como del sensor estelar sea siempre 
ortogonal a la dirección donde se encuentra el Sol (eje solar).
La base del sistem a la form an la unidad detectora y la m áscara; juntos 
constituyen el telescopio de rayos y  (ver fig. 1.4).
C olim ador
Figura 1.4: Máscara y unidad detectora.
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El detector es una caja rectangular unida a la plataforma por cuatro 
soportes de aluminio. El detector está constituido por:
• Un blindaje pasivo (las paredes de la caja), para impedir la llegada de 
radiación a los detectores, exceptuando de la dirección de apuntado del 
telescopio. El blindaje consta de varias capas (de dentro a fuera, 1 mm 
de hierro, 0.5 mm de estaño, 0.25 mm de tántalo y 2 mm de plomo) e 
impide el paso de radiación y por debajo de 100 keV. Protege asimismo
• la electrónica de interferencias electromagnéticas provenientes de otros 
sistemas electrónicos a bordo del satélite.
• Un colimador de tántalo de 5,85 cm de longitud y paredes de 0.25 mm 
de grosor (ver fig. 1.4), colocado encima del plano detector, limitando el 
campo de visión de tal forma que el plano detector reciba tan sólo 
radiación que previamente haya atravesado la máscara. Para proteger 
los detectores de la luz visible, al fondo del colimador hay una ventana 
de 50 mieras de kapton, transparente a la radiación gamma.
• El plano detector, formado por 80 monocristales de Hgl2 de 0.5 mm de 
grosor, cada uno de ellos con un área útil de -0.25 cm2, y 20 CdZnTe de 
1 mm de grosor y un área útil de 1 cm2. Están dispuestos formando una 
retícula regular de 10x10 elementos, cuyos centros equidistan 1.2x1.2 cm. 
Concretamente, la retícula está formada por 10 estructuras de soporte 
en forma de U, cada una de ellas con 10 detectores (ver en la fig. 1.4, en 
sombreado, una de las "ues"). Cada una de las "ues" lleva incorporada 
una taijeta de electrónica analógica, común a los diez detectores que 
porta, con lo que cada "u" (cada grupo de una taijeta y diez detectores) 
conforman una unidad de detección independiente. Esto añade modulari- 
dad y flexibilidad al experimento. Dado que la electrónica es común, en 
cada "u" los 10 detectores deberán tener características eléctrónicas 
similares. Las "ues" se disponen de forma vertical, para evitar posibles 
deformaciones durante el despegue.
• La electrónica asociada a los detectores. Como hemos dicho, la 
electrónica analógica irá incorporada en las estructuras en forma de U
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que conforman el plano detector. Pero es necesaria una electrónica 
digital que actúe como interfaz en tre  las señales analógicas recibidas por 
el detector y la unidad de proceso digital. E sta  electrónica digital se halla 
situada  en el fondo de la caja del detector y no se m uestra  en el dibujo.
La m áscara codificada es la que perm ite al detector obtener imágenes 
(ver capítulo 2) y consiste en un conjunto de elementos opacos a la radiación, 
hechos de tungsteno, situados en una estructu ra  de panal de abeja o honeycomb 
(ver fig. 1.5). El honeycomb es una  estructu ra  hexagonal hecha en Nomex 
(cierto tipo de resina sintética), con una  forma sim ilar a la de un  panal, de gran 
resistencia a la tracción y deformación, y que al mismo tiempo garan tiza  una 
gran  transparencia  a la radiación (por estar hueco) frente a otros m ateriales de 
soporte. Los elementos de tungsteno se sitúan  en huecos excavados en el 
honeycomb y se cubren ambos lados por una piel de fibra de carbono, como se 
ve en la figura 1.5, a fin de conseguir la rigidez mecánica adecuada.
Piel de fibra de carbono (0.5 mm) 
A dhesivo
Elemento de tungsteno (1 mm) 
A dhesivo
Honeycomb de Nomex (12  mm) 
A dhesivo
Piel de fibra de carbono (0.5 mm)
Figura 1.5: Estructura de la máscara codificada.
El tam año de los elementos de tungsteno es de 2.4x2.4x0.1 cm3, y están  
dispuestos formando una retícula de rellenos (lugares donde hay tungstenos) 
y huecos (lugares donde no los hay) de 14x14 elementos (ver fig. 1.4), cuyos
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centros equidistan 2.4x2.4 cm, es decir, justo el doble de la distancia que hay 
entre los centros de los elementos del plano detector.
El patrón de elementos transparentes y opacos de la máscara es un 
patrón MURA (Modified Uniform Redundant Array, ver apartado 2.8.4 y 
figuras 1.4 y 2.23) 5x5, repetido en mosaico para llenar los 14x14 elementos de 
la máscara. Dado que la separación entre centros de los elementos de la 
máscara es el doble que la que hay entre los elementos del plano detector, 2x2 
elementos del plano detector equivalen, en tamaño, a un elemento de la 
máscara, es decir, el tamaño del patrón base MURA 5x5 coincide con el tamaño 
del plano detector (10x10).
En cuanto al sensor estelar, es una cámara formada por una matriz de 
310x287 fotodiodos (cada uno de 0.0196x0.016 mm2) y un sistema de lentes 
ordinario, dando un campo de visión de 7o con una resolución de 1\ Cada cierto 
tiempo da una imagen en el óptico de los píxeles (estrellas) más brillantes del 
campo de visión, lo que permite al S.O.C. conocer con precisión la dirección de 
apuntado del sistema (por comparación de la imagen con mapas estelares).
En la tabla II se muestran las principales características del sistema 
LEGRI.
Rango de energías 20-100 keV
Sensibilidad en el continuo 3 mCrab a 30 keV y 105 s (3o)
Resolución espectral AE/E = 0.13 a 30 keV
Capacidad de localización de 
fuentes puntuales
20’
Campo de visión 16°
Masa 30 kg
Potencia 20 W
Tabla II: Características de LEGRI
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1.6 Ó rbita de LEGRI
De los tres  instrum entos a bordo de M inisat 01, tan  sólo LEGRI requiere 
una dirección de apuntado, con lo que LEGRI, en principio, será el que decida 
la orientación de M inisat 01. Dado que la dirección de apuntado de LEGRI debe 
ser ortogonal al eje solar (y se m antendrá  el satélite bajo esta  restricción), el 
apuntado se h a rá  rotando el satélite  alrededor de este eje. Esto implica que una 
zona celeste dada será  accesible tan  sólo durante unos pocos días, en intervalos 
de 6 meses (ver fig. 1.6; en realidad, aunque no se refleje en la figura, el eje 
solar es perpendicular al plano de la plataform a, de ta l forma que los paneles 
reciban el máximo de luz).
O rbita  de la Tierra  
a lred ed or  d el S o l
O rbita de M in isat 01 
a lred ed or de la Tierra
E je so lar
D ir e c c io n e s  de apuntado  
de L E G R I, o r to g o n a les al 
e je  so lar
Tierra
Figura 1.6: Órbita de M inisat 01 alrededor del Sol y la Tierra.
Los parám etros de la órbita de M inisat 01 se m uestran  en la tab la  III:
Excentricidad 0
A ltitud 600 km (error de inyección ± 50 km a 3a)
Inclinación 28.5° (error de inyección ± 0.2° a 3a)
Periodo 96.69 minutos
Velocidad 7558 m/s
Ó rbitas por día 14.89
Tabla III: Parámetros orbitales de Minisat 01
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1.6.1 Ruido inducido en LEGRI
Dado que los cinturones de radiación de Van Alien no comienzan hasta  
los 1000 km de a ltu ra , la órbita de M inisat 01 hace que LEGRI no pase por 
éstos, con lo que no se verá afectado por esta im portante fuente de ruido. Sin 
embargo, existe una  fuerte anomalía del campo magnético terrestre  a a ltu ras 
inferiores que sí va a influir en LEGRI, la Anomalía del Atlántico Sur (AAS), 
donde queda a trapada  radiación (electrones y protones principalm ente) de 
energías superiores a 30 keV. La órbita de M inisat a traviesa la AAS, como se 
puede ver en las figuras 1.7, 1.8 y 1.9.
Al pasar por la AAS, los protones atrapados en ésta, principalm ente, 
inducirán una radiación en el m aterial de LEGRI que irá  creciendo con cada 
pasada hasta  sa tu rarse  y alcanzar un máximo, debida a la desintegración de 
isótopos de vida larga; los isótopos de vida corta producirán una radiación 
mucho mayor, pero al ser de corta duración (y dado que los datos tomados por 
LEGRI duran te  el tránsito  por la AAS no se considerarán) ésta  no influirá, por 
haber desaparecido cuando LEGRI vuelva a tom ar datos útiles.
85*
60*
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Figura 1.7: Anom alía del Atlántico Sur. Contornos de flujo omnidireccional en electrones cm ‘2 s 1.
E > 1 M eV. Altitud 500 km.







- 180* - 150* - 120* - 90 * -6 0 * - 30* 0* 30* 60* 90 * 120* 150* 180*







-9 0 °  -6 0 °  -3 0 °  0 o 30° 60° 9 0°
Figura 1.9: Trayectoria orbital de Minisat 01 en un día. Altitud 600 km.
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La radiación producida por estos isótopos de vida larga [7] (inducidos a 
su vez por los protones atrapados en la AAS) producen en LEGRI un ruido del 
orden de 5-10'3 cuentas cm'2 s'1 keV'1. También existen otras fuentes de ruido, 
como son los protones cósmicos, que dejan alguna señal en los detectores, y 
también inducen isótopos (aunque su contribución es despreciable frente a la 
de los protones atrapados); y la radiación difusa de fondo de rayos y, que ya 
mencionamos en el apartado 1.3, y que siguen la ley [8]:
— - = 1.098T03*E ~23 fotones s"1 keV_1 cm~2 
dE
Sin embargo, la contribución principal al ruido es con mucho la debida 
a la radioactividad inducida por los protones atrapados en la AAS.
1.6.2 Telem etría
En la tabla IV se muestra el análisis de visibilidad de Minisat 01. Se dice 
que Minisat es visible cuando es detectable desde la estación en tierra de 
Maspalomas y es posible el intercambio de información entre ambos.
Pasos al día (elevación sobre el 
horizonte > 20°)
5 (49% de las veces) 
4 (51% de las veces)
Duración del contacto max. 8.5 min 
min. 6.5 min 
media 8.1 min
Pasos cenitales (elevación sobre el 
horizonte > 85°)
17% de los pasos
Tabla IV: Resultados de visibilidad
Dado que el experimento EURD a bordo de Minisat 01 (por las 
condiciones del experimento) tan sólo puede funcionar en eclipse (la Tierra 
tapando el Sol), y dado que, por falta de potencia en Minisat 01, no es posible 
que LEGRI y EURD funcionen a la vez, como resultado tenemos que LEGRI
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sólo funcionará en insolación (exceptuando los casos en que EURD no trabaje 
en absoluto). En esta órbita de 96.69 minutos, un eclipse medio dura 33.75 min. 
y una insolación media, 62.94 min. con lo que aproximadamente las 2/3 partes 
del tiempo de observación estarán disponibles para LEGRI.
La capacidad de memoria disponible para los experimentos a bordo de 
Minisat 01 es de 15.5 Mbytes. La necesidad de memoria de LEGRI es de 0.83 
Mbytes/hora, esto es, 0.87 Mbytes/órbita. La de EURD es de 0.71 Mbytes/hora, 
queson 0.40 Mbytes/órbita (el tercer experimento, el CPLM, funciona sólo una 
vez al mes). En total 1.27 Mbytes órbita, con lo que la memoria de 15.5 Mbytes 
habrá que vaciarla (esto es, transferir sus datos a tierra) cada 12.2 órbitas 
como mucho. Es decir, prácticamente una vez al día.
Los datos científicos que enviará la unidad detectora del sistema LEGRI 
a tierra son:
• Coordenadas x e y  de la señal detectada (es decir, detector).
• Energía depositada (en realidad altura de pico).
• Tiempo de impacto (en "clicks" del reloj interno).
Los datos que enviará el sensor estelar son:
p
• Coordenadas x e y  de los 12 píxeles más brillantes del campo de
visión, o de las 6 estrellas más brillantes, dependiendo de si está
conectado el software de reconocimiento estelar o no.
• Intensidades de lo anterior.
1.7 El equ ipo c ien tífico
1.7.1 El Science Operation Center (S.O.C.) de LEGRI
La operaciones científicas de LEGRI serán dirigidas por el S.O.C., que 
es responsabilidad de la Universidad de Valencia y se hallará situado en el 
campus de Buijassot. El S.O.C. actuará de interfaz entre Minisat y los seis
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equipos investigadores de la colaboración LEGRI. Las tareas principales del
S.O.C. son:
• Realización de las calibraciones en vuelo del sistema (preoperacional 
y operacional).
• Creación del software estándar necesario para el análisis de los datos.
* • Diseño del Programa de Observación, a partir de las indicaciones del 
equipo científico y los grupos investigadores.
• Realizar un análisis rápido de los datos del detector a fin de poder 
tomar decisiones sobre cambios de apuntado o modificaciones del 
programa, con tiempos de reacción inferiores a 24 horas.
• Enviar a los grupos investigadores los datos del detector.
• Mantener los archivos centrales de LEGRI (fichero de apuntado -a 
partir de los datos del sensor estelar-, ficheros de datos en bruto, fichero 
de calibración de los detectores, fichero histórico de imágenes etc...).
El S.O.C. recibirá del centro de control de Minisat 01 los datos del 
detector y sensor estelar una vez al día. Asimismo las instrucciones del S.O.C. 
para LEGRI serán enviadas al centro de control de Minisat 01 una vez al día.
1.7.2 La colaboración LEGRI
LEGRI ha sido diseñado y construido por un consorcio de universidades 
y laboratorios, incluyendo:
• Universidad de Valencia/CSIC
Control global del proyecto; integración y ensamblaje del detector; 
responsable de los detectores de CdZnTe; diseño y construcción de 
la máscara codificada y de la estructura mecánica del detector;
S.O.C.
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• CIEMAT
Manufactura y test de los Hgl2; ensamblaje de la matriz de 
detectores y la electrónica.
• INTA
Dirección; control térmico; integración y test.
• RAL
Electrónica; unidad de alto voltaje; sensor estelar.
• Universidad de Birminghan
Unidad de proceso digital y potencia extra; calibración en tierra.
• Universidad de Southampton
Equipos de soporte técnico en tierra (EGSE).
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Capítulo 2: Teoría de m áscaras. 
Fundam entos
2.1 P roem io
a posibilidad de obtener imágenes en rayos X y y es de una  gran 
u tilidad  en diversos campos de investigación. Efectivam ente, en 
m edicina puede ser preciso conocer la distribución en el interior 
del cuerpo de los isótopos emisores de radiación que previam ente 
el médico ha sum inistrado al paciente, con fines de diagnóstico o 
curación de un  cáncer. E n  física nuclear, por ejemplo, en un  reactor 
experim ental de fusión nuclear puede ser ú til conocer la distribución del 
plasm a (emisor de radiación) y sus evoluciones en el in terior del toroide 
contenedor. P a ra  la  astronom ía (a la cual vamos a restring ir el ámbito de este 
trabajo), la motivación ha  sido ya am pliam ente explicada en el capítulo 
anterior.
En todos estos casos es necesario obtener una  im agen de la zona emisora 
de radiación X o y, y conseguir esto es un  problema, como ya comentamos en 
el exordio, pues los telescopios clásicos basados en lentes o espejos son inútiles, 
debido a la n a tu ra leza  muy energética de la radiación considerada [9]; los 
fotones de rayos X poco energéticos, al contrario que los fotones de luz visible, 
tienen suficiente energía p a ra  arrancar electrones de los átomos de las lentes 
o espejos, con lo que son absorbidos por éstos. Por contra, los fotones X muy 
energéticos y fotones y pueden incluso a travesar lim piam ente la lente, m as no 
sufren desviación significativa, con lo que es inútil u tilizar una  lente para  
focalizarlos y form ar una  imagen.
Existe un  método, conocido como Grazing-incident reflection o reflexión 
tangencial [10], que perm ite la focalización de los rayos X de poca energía, 
haciéndolos incidir en m últiples superficies reflectantes, de forma casi 
tangencial. E sta  técnica implica superficies cuya norm al se encuentra, respecto 
del origen de la fuente de radiación, a altos ángulos de incidencia, mayores que 
el ángulo crítico de la superficie del m aterial, de forma que la radiación no 
penetre en él y se refleje. Esto desvía los rayos X hacia un  foco, que se halla  en
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la superficie detectora, con lo que con este sistema podemos formar una imagen 
de la fuente X de una forma casi "clásica". Sin embargo, esta técnica se hace 
más ineficaz según incrementemos la energía de la radiación incidente, pues 
los ángulos en los cuales la reflexión ocurre se acercan demasiado a 90°. Así, 
un telescopio de rayos X muy energéticos (o de radiación y), al precisar de 
ángulos muy cercanos a 90° para reflejar la radiación, requeriría de enormes 
superficies para poder disponer de una apertura razonable, y disponerlas con 
una enorme precisión para que el conjunto funcionara; esto resulta 
prohibitivamente caro. Como resultas, esta técnica se vuelve impracticable para 
energías mayores de 10 keV.
Por tanto es obvio que se necesita un sistema de formación de imágenes 
por completo diferente para energías mayores de 10 keV. Este sistema lo 
hallamos en el uso de máscaras codificadas.
2.2 S istem as de coordenadas
Previamente a introducirnos en los fundamentos de formación de 
imágenes por medio de máscaras, vamos a explicar el sistema de coordenadas 
que usaremos en las siguientes descripciones, pues, además de los usuales, 
empleamos uno más adecuado a la problemática de formación de imágenes.
Como todo sistema de coordenadas en astronomía, este es un sistema 
fundamentalmente de direcciones. Los objetos astronómicos se encuentran 
demasiado lejos como para que valga la pena considerar un radio. Así que sólo 
se considerarán las otras dos coordenadas, que son angulares. Por ejemplo, en 
coordenadas esféricas (ampliamente usadas en astronomía) tan sólo se 
considera 0 y <J), que según el sistema que se use se llamará ascensión recta y 
declinación, o altura y acimut, por citar algunos ejemplos.
En nuestro caso, el sistema de referencia lo definirá el telescopio (esto es, 
el conjunto detector-máscara), coincidiendo el eje z del sistema con el eje de 
simetría del telescopio. De esta forma, cualquier objeto que se halle en el centro 
del campo de visión del telescopio tendrá coordenadas (0,0). Esto, por supuesto,
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es independiente de cuales sean las coordenadas celestes reales del objeto, pues 
nos estam os refiriendo a algo unido intrínsecam ente al telescopio, y éste puede 
variar su  apuntado sin variar su sistem a de referencia propio. Las coordenadas 
de cualquier objeto en el campo de visión del telescopio, respecto de su centro 
de visión, vendrán  dadas por dos ángulos, (a ,(3) (ver fig. 2.1).
z
X
Figura 2.1: D efinición de las coordenadas de un objeto celeste respecto del sistem a telescopio.
El ángulo a  define un  plano que pasa por el eje y  y que forma un  ángulo 
a  con el eje z. Análogam ente, el ángulo (3 define un plano que pasa por el eje 
x  y que forma un  ángulo (3 con el eje z. La intersección de ambos planos es una 
recta cuyo vector indica la dirección del objeto celeste. O tra  forma de verlo es: 
dado un vector dirección, que apun ta  a un cuerpo celeste, la proyección del 
vector sobre el plano xz forma un  ángulo a  con el eje z, y análogam ente la 
proyección del vector dirección sobre el plano yz  forma un ángulo ¡3 con el eje 
z. Estos ángulos a  y ¡3 son las coordenadas del objeto. De esta  forma definimos 
una tram a  cuadrada bidim ensional y uniforme de ángulos, que se halla  
centrada en el centro del campo de visión del telescopio.
Las leyes de transform ación entre este sistem a de coordenadas, el 
cartesiano, y el de coordenadas esféricas son fáciles de deducir a p a rtir  de la 
figura 2.1, y vienen dadas por:
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u - senG cos<|> =
\ / t g 2a + t g 2p + l
uy = sen9 sen<j> = (2.1)
u_ = cosG =
A g 2a + t g 2p + l  
1
v^tg2a + t g 2P + l
o tam bién:
tga = tg0 cos({) 
tgp = tgG sen(j)
(2 .2)
E n la figura 2.2 hemos representado las curvas 0=cte y <|)=cte en el 
sistem a de coordenadas (a,p), para  poder com parar ambos. La curva 0=90° 
equivale al borde (cuadrado) del sistem a de coordenadas, y las curvas <|>=0o, 
<j)=90°, <|>=180o y (j)=270o equivalen a los ejes a  y p. Como toda representación de 
una esfera en un plano, se produce una  deformación de la imagen que aum enta 
conforme nos alejemos del centro de visión. Sin embargo, para  los campos de 
visión de esta  clase de telescopios (típicamente menores de 20°), la deformación 
es totalm ente despreciable, como podemos comprobar al observar la zona 
central de la citada figura.
ñ J-  »-
W^10--i0’40' SO’ 60’ 70" SO’ 90'
Figura 2.2: Coordenadas (a ,(3) frente a coordenadas (0,<|>).
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De hecho, p a ra  ángulos menores de 20°, estas coordenadas angulares se 
comportan de form a muy aproxim ada como las coordenadas cartesianas (p.ej.: 
p/a~tg(<|)), a 2+p2~02), y podremos usar con ellas sus leyes de transform ación 
(rotación, traslación, etc...). Hay que hacer no tar tam bién que, si rep resen ta­
mos una  im agen siguiendo el criterio de signos de los ejes a  y P que se m uestra  
en la figura 2.2 (que por otro lado es el que podría parecer m ás lógico), se 
obtiene que la im agen se halla invertida especularm ente respecto a lo que 
realm ente se observa, como puede comprobarse viendo la figura 2.3.
Centro del campo
de v isión  
del telescopio
x





Figura 2.3: Cuando en la representación se usa para los ángulos un criterio de signos "lógico", la imagen 
aparece invertida especularmente.
U na im agen con el criterio de signos de la fig. 2.2 sería como si la viéra­
mos desde fuera  de la bóveda celeste. Por tan to  tendrem os que invertir el eje 
a  para  obtener la im agen real (vista desde dentro de la bóveda celeste). Este 
mismo fenómeno ocurre en los m apas estelares ordinarios; si se observa la car­
ta  celeste de una  región, se puede comprobar que la Ascensión Recta aum enta 
de derecha a izquierda, y no al revés. No obstante, ya que conocemos este hecho 
y sabemos cómo corregirlo, representarem os de todas formas las imágenes 
siguiendo el criterio de signos de la fig. 2.2, por sencillez en el software.
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2.3 L as m áscaras cod ificad as
La idea que hay tras el 
concepto de m áscara codificada es la 
m ism a que la que se halla  detrás de 
la conocida "cám ara oscura" o 
"cám ara de agujero" (figura 2.4); se 
tra ta  de una  placa opaca que perm ite 
e l p a s o  de r a d i a c i ó n  p o r  
determ inadas zonas, interpuesto 
entre la fuente y el plano detector, de 
ta l forma que modula (codifica) la 
señal que llega de la fuente. De 
hecho, la cám ara de agujero se puede 
considerar como el caso más 
elem ental de m áscara codificada.
Pero la cám ara de agujero, que nos da inm ediatam ente una imagen 
(invertida y levemente borrosa) del objeto estudiado, tiene el grave 
inconveniente de tener una transm isividad muy baja, ya que, de toda la 
radiación que llega a la placa opaca, tan  sólo pasa a través de la m ism a un 
muy bajo porcentaje de luz. Cuanto más pequeño sea el agujero, m ás nítida 
será la  imagen, menos borrosa, pero tam bién más débil, y teniendo en cuenta 
que las fuentes celestes suelen ser muy débiles, esto resu lta  un  inconveniente;
proveniente de una  fuente celeste típica, en una hora sólo pasaría  un  fotón a
través de un  agujero de 1 mm de diám etro [9]. Y dado que el ruido de fondo que 
llega al detector (debido a rayos cósmicos) es mucho mayor que un fotón por 
hora, obtenemos una relación señal/ruido (SNR) realm ente m ala, con lo que 
este sistem a elem ental de formación de imágenes no es ú til para  hacer 
astronom ía. La solución a este problema es evidente: increm entar la 
transm isividad, aum entando el num ero y/o el tam año de los agujeros. Como 
resultado de esto, aparece el concepto de m áscara codificada: un cuerpo opaco, 
con u n  cierto patrón  transparen te  antepuesto al plano detector, que codifica la 
señal recibida, y que perm ite un mayor paso de radiación y una mejor relación 
señal/ruido de lo que es posible con una cám ara de agujero.
Figura 2.4: Comparación de la cámara 
sistema de máscara codificada.
C ám ara o scu ra
M áscara
oscura con un
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Por desgracia (aparentem ente), como se ilustra  en la figura 2.4, al 
em plear u n a  m áscara  codificada no se obtiene una imagen directa de la fuente, 
como ocurre al u sa r  una  cám ara de agujero, sino una  distorsión de la misma, 
que depende d irectam ente del patrón de la m áscara (de hecho, es su sombra). 
Aquí reside la clave de la reconstrucción de imágenes p a ra  esta  clase de 
sistem as; en que, dado el patrón de la m áscara, y conocida la imagen 
d istorsionada detectada, podemos en principio reconstruir la im agen fuente.
A grosso modo se puede decir que lo que hacemos es buscar la som bra del 
patrón  de n u estra  m áscara en el plano detector, y a p a rtir  de ello inferir la 
posición (e in tensidad) de las fuentes celestes. Se deduce de esto que nuestro 
plano detector debe ser sensible al lugar de incidencia de los fotones; es decir, 
el plano detector debe ser un  detector sensible a la posición, como una  cám ara 
Anger, u n a  cám ara de m ultihilos, una m atriz de detectores discretos (c e n te lla ­
dores, sem iconductores, etc...), o incluso una película fotográfica. La elección 
depende principalm ente del rango de energías que estemos estudiando.
Figura 2.5: Proyección de dos sombras idénticas provenientes de 
direcciones distintas en el plano detector, usando una máscara de tipo 
tablero de ajedrez.
La elección de una  m áscara adecuada es un factor im portante, pues no 
todas e lla s  son igualm ente buenas para  form ar imágenes; el truco está  en elegir 
la adecuada. Dado que nuestro método de reconstrucción de im ágenes consiste 
en busca r  la(s) sombra(s) producida(s) por la m áscara en el plano detector (y 
de ahí imferir la posición de las fuentes), esta som bra debe ser lo más 
diferencbable posible. Por ejemplo, una m áscara como la de la figura 2.5 no
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sería útil, pues nos proyecta el mismo patrón sobre el plano detector para  una 
gran cantidad de ángulos celestes a  y (3; en efecto, en el dibujo se aprecia que 
dos direcciones totalm ente diferentes, (oq, px) y (a2, |32) nos dan exactam ente la 
mism a som bra en el plano detector. En esta m áscara tenemos una gran 
incertidum bre en cuanto a la dirección en la que se halla  la fuente productora 
de la señal. Existen varias direcciones posibles (degeneradas), y si pretendié­
ramos u sa r esta  m áscara para  reconstruir una imagen, independientem ente del 
método de; reconstrucción que se usara, esa degeneración aparecería en la 
imagen reconstruida, pues todas las direcciones que produzcan el mismo patrón 
son igualm ente válidas, al no disponer de información adicional para 
diferenciarlas, obteniendo una multiplicidad de fuentes reconstruidas donde en 
realidad sólo existe una, como podemos ver en la figura 2.6.
Figura 2.6: Reconstrucción a partir de la sombra detectada usando una 
máscara con patrón tipo tablero de ajedrez.
Así pues, nuestro patrón debe ser lo m ás diferenciable posible. Es decir, 
la som bra producida por una fuente celeste situada en una  dirección debe ser 
diferente de la que produciría de estar en otra dirección.
2.4 L as p lacas zon ales F resn el
El prim er método de formación de imágenes usando un tipo de m áscara 
fue propuesto por M ertz y Young [11], y lo mencionamos aquí por motivos 
históricos y de completidud. El dispositivo recogía las sombras proyectadas 
desde un campo de fuentes al a travesar una  placa zonal Fresnel [12] que era 
usada como m áscara patrón  (figura 2.7).
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El principio de Huygens-Fresnel nos dice que 
la in tensidad en un  punto P de un frente de ondas 
se puede obtener por la contribución de todas las 
ondas secundarias generadas desde los puntos de 
una  superficie an terio r H, por la que ha pasado la 
onda. E sta  superficie anterior (que no tiene por qué 
tener una  existencia real, y que puede ser una 
simple entelequia m atem ática -por ejemplo, un 
frente de ondas anterior-) la podemos subdividir en 
zonas (las zonas Fresnel) que d istan  del punto P una distancia r0 + n-(A/2) 
siendo n un  entero, o lo que es lo mismo, las ondas secundarias em itidas desde 
esas zonas llegan al punto P con una  diferencia de fase de 7C, esto es, en 
interferencia constructiva. Según elijamos un  r0 distinto tendrem os un  conjunto 
de zonas Fresnel distinto (a no ser que r0’ = r 0+m*(X/2) -m entero-, con lo que 
obtendríam os el mismo conjunto). Si integram os la contribución de toda la 
superficie H (es decir, todas las zonas Fresnel posibles), las d istin tas zonas 
Fresnel posibles se compensan entre  sí (entre ellas están  en interferencia 
destructiva, en m ayor o menor grado), y la resu ltan te  en P coincide con lo que 
la ley de propagación de la onda predice p a ra  su frente de ondas.
¿Qué ocurre si impedimos de algún modo esa integración sobre toda la 
superficie H?, es decir, si seleccionamos que en P sólo coptribuyan im as zonas 
Fresnel y no otras. Básicamente esto es lo que ocurre al u sar una  placa zonal 
Fresnel como la del dibujo. En la placa zonal son transparen tes únicam ente las 
zonas cuya diferencia de caminos en tre  la fuente origen de la onda y el punto 
P son del tipo x + n*(A/2); es decir, toda la luz proveniente de la fuente que llega 
al punto P lo hace en interferencia constructiva. Como asombrosa consecuencia 
de este proceder obtenemos que la placa zonal Fresnel se comporta como una 
lente (de hecho, tam bién se la conoce por el nombre de lente zonal), y que es 
capaz de generar directam ente (sin método de reconstrucción alguno) im ágenes 
de pequeños objetos.
Sin embargo, este sistem a de formación de imágenes p resen ta  dos 
inconvenientes. El primero es que, como podemos deducir fácilm ente de la 
explicación, la lente zonal está optim izada para  una cierta longitud de onda A,.
Figura 2.7: Placa zonal Fresnel.
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El segundo es que la lente zonal hace uso de los fenómenos de difracción de la 
luz, y estos efectos, provenientes de la interacción de la luz con los átomos de 
la m ateria, son despreciables para  radiación tan  energética como la que 
estam os considerando, de forma análoga a lo que nos ocurría con las lentes 
normales. Por tanto, si usamos una lente zonal como sistem a de formación de 
imágenes, cada fuente y en  el campo de visión produce una sombra de la placa 
zonal Fresnel sobre el plano detector, superpuesta y desplazada. El método de 
reconstrucción a seguir en este caso consiste en generar una  réplica 
transparen te  de la im agen detectada (por ejemplo, en película fotográfica), e 
ilum inar una  de las caras de la réplica con una  fuente de luz monocromática 
cuya longitud de ondas sea la X de la lente zonal (tal que ahora sí que hacemos 
uso de las propiedades de difracción de la lente zonal). Y, por arte  de magia, lo 
que obtenemos es, directam ente, una imagen de las fuentes celestes originales.
Por desgracia, aunque correcto en teoría, este sistem a presenta la grave 
desventaja de generar una gran cantidad de ruido en la reconstrucción, siendo 
otros tipos de m áscaras (con las que se obtienen mejores resultados y una mejor 
SNR) m ás útiles para  astronomía, y no lo mencionaremos m ás en lo sucesivo.
2.5 S istem ática
Al contrario que con las placas zonales Fresnel, 
en las que se usa un método de reconstrucción óptico, la 
m ayoría de m áscaras que se usan  requieren el uso del 
ordenador para  la reconstrucción de la imagen. Tales 
métodos de reconstrucción son el objeto de estudio de 
este trabajo. Por ello, an tes que nada, sistem atizarem os 
explícitam ente cómo se produce la sombra de una 
m áscara en el plano detector [13]. Nos centrarem os 
principalm ente en m áscaras rectangulares con patrón 
cuadrado (es decir, compuesta de elementos cuadrados, como la de la figura 2.8, 
donde m ostram os un  patrón generado de forma aleatoria), salvo que se 
especifique lo contrario.
Figura 2.8: Máscara de patrón 
cuadrado aleatorio.
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D escribam os explícitam ente ahora cómo se efectúa la detección de un 
conjunto de  fuentes celestes en el plano detector. Consideremos un  plano 
celeste co n  fuentes em isoras (ver fig. 2.9), definido por 0(a,(3), que nos indica 
la in ten sid ad  (fotones recibidos por cm2 y unidad de tiempo) proveniente de la 
dirección (a,p), siendo a  y |3 las coordenadas angulares de la fuente; sea D (xy) 
el númeiro de fotones recibidos sobre el plano detector en la posición Ce,y); y sea 
M(x’y )  e l  pa trón  de la m áscara, es decir, la transm isividad de la posición (x’y )  
de la m á sc a ra  (1 si hay un  agujero, y 0 si hay un elemento opaco). Tanto (x y ) 
como (x”y )  vienen en unidades de longitud. Por último, sea f  la d istancia 
m áscarai-detector, b la distancia fuente-m áscara (infinito en astronom ía), y c el 
lado de lun elem ento cuadrado de la máscara.
( a . f i )
O  (a ,/3)
M (x ’.y’)
(x,y)
Figura 2.9: Efecto de la máscara en el proceso de detección.
D (x,y)
Com o se deduce de la figura 2.9, x ’ e y ’ son función de x e y, de a  y (3, y 
de f. En concreto, y habida cuenta que en este tipo de telescopios el campo de 
visión catsi siem pre es menor de 20° (esto es, 0.35 rad; y tg(0.35) = 0.365 * 0.35), 
tendremtos que:
x' = x+f-tga =
y '  = y+Z'-tgP »
Po)r tanto, las cuentas detectadas en un  cierto punto (x,y) del plano 
detector vienen dadas por:
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D(x,y) = Jb(a,p) M{x',y') da dp 
Jo(a,p) M(f-a +x, f  $ +y) da dp
(2.4)
Esto no es otra cosa más que la forma matemática de una correlación. La 
última ecuación se puede volver discreta, siguiendo la literatura (p. ej. [13]), de 
la forma que se describe a continuación (esto nos facilitará el manejo de la 
misma -y el procesado por ordenador-). Pasamos el plano celeste y el plano 
detector a fracciones discretas y, siguiendo [13], también la máscara. Esta 
sistemática es especialmente adecuada para máscaras de patrón cuadrado, y 
es algo limitada e inexacta. Sin embargo, es la que se encuentra más a menudo 
en la literatura, y también en la que se fundamentan los métodos tradicionales 
de reconstrucción basados en correlaciones discretas.
Continuemos siguiendo los pasos del método explicado en [13]. Para ello 
se divide el plano fuente 0(a,P) en píxeles de tamaño Aa x Ap, siendo Aa = Ap 
= arctg (c/f) ~ c/f es decir, el tamaño que subtiende un elemento de la máscara 
visto desde el plano detector; el plano de la máscara se divide en píxeles de 
tamaño c x c  (que de hecho ya lo está por construcción), y el plano detector se 
divide también en píxeles c x c  (de esto se infiere que el plano detector debe 
poder ser divisible en elementos de tamaño c x c). Con esto tendremos:
donde M  es una matriz bidimensional cuyos elementos, como ya se ha indicado, 
serán ceros cuando se trate de un elemento opaco y unos cuando se trate de un 
agujeTo. Con esto, la ecuación 2.4 queda: ~
0(a,P) =>0¿J.
D(x¿y) =>Dkl 




que es la forma discreta de la correlación.
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Generalizando, podemos añadir un término de ruido, que no está 
codificado (no está modulado por la máscara):
Dki -- E °ij Mi<kjH * Bki => D = O *M + B (2.7)
ij
Esta ecuación, a parte de ser el punto de partida de los métodos clásicos 
de reconstrucción, como ya hemos mencionado, nos es bastante útil para 
simular eF comportamiento de un telescopio determinado; es decir, dada una 
máscara M  y un cielo O (discreto), usando esta ecuación podemos averiguar qué 
detectaríamos en el plano detector D. Sin embargo, para este fin, más exacta 
es la siguiente "discretización", que de hecho es la que nosotros usamos cuando 
realizamos nuestras simulaciones. De forma análoga al caso anterior, hacemos:
0(a,P) =*Oa(3
D(x¿y) =*Dkl (2.8)
M(x+f  tg(a),y+/‘tg(P)) =>0^
donde Oap es una matriz discreta (el análogo de O,-,), que indica la intensidad 
del campo celeste en el píxel (a,P); ahora tenemos la ventaja de que los índices 
(a,P) (no enteros) denotan explícitamente las coordenadas celestes del píxel que 
tratamos, y no son irnos simples índices numerales enteros entre O y N, como 
sí ocurría en el caso anterior. Además, el tamaño de los píxeles en que se 
subdivide el cielo Oap puede ser cualquiera; no tiene por qué estar limitado al 
ángulo que subtiende un elemento de la máscara. O es una función que nos da 
el flujo (en realidad el tanto por 1) proveniente del píxel celeste (a,p), visto 
desde el píxel del plano detector (&,Z). O tiene valores entre O y 1, no sólo ceros 
o unos como ocurría con la matriz discreta M,  y tiene en cuenta más factores 
que pueden modular la señal además de la máscara (que era lo único que 
considerábamos en el caso anterior), como pueden ser blindajes, colimadores, 
eficiencias, etc... Por otra parte, al ser O una función, tampoco se impone hacer 
discreta la máscara, ni que sea ésta de patrón cuadrado (aunque el cálculo de 
O es más sencillo si ésta lo es). Esto nos permite manejar un caso más general 
y de forma más exacta.
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Tendremos, por tanto, que lo detectado en Dkl nos vendrá ahora dado por:
Dm ~ £  + Bki (2.9)
ap
Volveremos más adelante sobre esta ecuación.
2.6 En bu sca  de la  recon stru cción  perd ida
Una vez que entendemos cómo se produce la detección de un campo de 
fuentes en el telescopio, nuestro objetivo es reconstruir este campo incógnita 
original a partir de los datos experimentales obtenidos. Veamos ahora las 
claves para obtener esta reconstrucción.
Como hemos visto en la ecuación 2.7 (que repetimos aquí por comodidad 
en la argumentación), podemos sistematizar el proceso de detección mediante:
D = 0 * M  * B (2 1 °)
donde M, B, D y O son matrices bidimensionales, en principio de tamaño 
diferente, salvo D y 5 ,  que deben serlo del mismo.
El método de reconstrucción se basará en la búsqueda de una matriz de 
reconstrucción G tal que, al correlacionarla con la matriz Z), que son los datos 
experimentales, se obtenga la matriz fuente original O [13]. Es decir, lo que 
buscamos es una G tal que:
D*G = O (211)
En general, sin embargo, lo que tendremos para una G dada es:
0  = D*G  = 0 * M * G  + B*G  (212)
donde Ó representa la fuente reconstruida, y que en el caso ideal debería
coincidir con la fuente real O.
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Por tanto , lo>s requisitos que debe cumplir G, en la medida de lo posible, 
es que M*G sea unía función delta, ta l que 0*(M*G) = O, y que B*G  sea lo m ás 
cercano posible a cero. En la prim era condición se halla  la posibilidad de 
form ar imágenes, y  en  la segunda, el elim inar o reducir el ruido para  m ejorar 
la SNR. C oncretam ente, para  la prim era condición (que es la que m ás nos 
im porta) se debe cum plir que:
(M*G)tj = 80i50, (2.13)
es decir, que cuamdo tengam os i- 0 y j =0 la correlación valga 1, y en caso 
contrario, valga 0, ya que así tenemos:
& i j  =  E ^ A Z  G k + i l+ j  =  E  E  ° i ' j '  M i ' + k j ' + l  G k n l + j  =
kl i ' j '  kl
E  i*r k^+ii+j - h=i+¡'
i ' j '  k l  O - l - r j
= E  ^'í'y'E M a b G a H i- i ' )  b+<j-j')~ E  ° i  f  i - i '  § 0  j - j '  ~ O ,
(2.14)
i'j' ab i ' j '
o sea, una  reconstrucción perfecta de nuestro cielo (ver fig. 2.10).
Figura 2.10: Caso ideal. (M*G)i;- 8 0l60j
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Dado que buscamos una G que cumpla que M*G sea una función delta, 
como se m uestra  en la fig. 2.10, parece obvio que G va a estar muy 
condicionada por la forma de M. De hecho, en general G va a ser una 
modificación de M. Incluso la propia M  es una buena candidata a ser usada 
como m atriz de reconstrucción, obteniéndose resultados aceptables. La 
usarem os como punto de partida  para  encontrar nuestra  G reconstructor a.
Efectivam ente, si autocorrelacionamos una m áscara consigo misma (por 
ejemplo, la de la figura 2.8) obtenemos una función al estilo de una delta. 
Veámoslo: sea A ¿j la autocorrelación de M, es decir:
A i r Y . Mki (2.15)
k l
Cuando ¿=0 y j =0 se tiene una plena coincidencia entre los dos patrones, 
o sea, la correlación es máxima (ver fig. 2.11), y por tan to  A00 coincide con el 
núm ero de agujeros de la m áscara. En cualquier otro caso, los patrones se 
hallan  desplazados entre sí, y la coincidencia entre agujeros (unos) es menor, 
disminuyendo (de forma aproximada) el núm ero de coincidencias conforme i y 
j  se alejan de cero, h asta  llegar al punto en que los dos patrones no solapan 
entre sí, y el núm ero de coincidencias (y por tanto  el valor de es cero.
A=32 A=14 A=3 > A=0
i=0 j=0 i=l j=2 i=4 j=6 i=7 j=10
Figura 2.11: Autocorrelación de la máscara de la figura 2.8.
Lo que obtenemos al proceder así, es algo aproxim adam ente sim ilar a lo 
que m ostrábam os en la figura 2.10. En la fig. 2.12 se m uestra  el resultado de
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la autocorrelación para  el patrón de m áscara aleatorio de la figura 2.8.
25
20
- 2 - 6
Figura 2.12: Autocorrelación de la máscara de la figura 2.8. Resultado.
Como se ve en dicha figura, tenemos un pico para  ¿=0 y j =0 (igual a 32, 
el núm ero de agujeros de nuestra  m áscara, en vez de 1) y un  fondo que, 
desgraciadam ente, no es plano, sino que decrece conforme i y j  se alejan de 0, 
pero que sí es m enor que nuestro pico.
Si consideramos un  plano detector que tenga las m ism as dimensiones que 
el patrón de n u estra  m áscara, la  autocorrelación descrita se convierte en la 
reconstrucción de una  fuente de intensidad unidad situada en el centro del 
campo de visión (y en ausencia de ruido). En efecto, si M  y D  tienen  las m ism as 
dimensiones, y tenem os una fuente de intensidad la unidad situada  en 
(a=0,(3=0), la som bra proyectada por la m áscara en D es exactam ente el patrón  
de la m áscara (y, en ausencia de ruido, eso será lo que detectemos). Y si 
consideramos a M  como nuestra  m atriz de reconstrucción G, entonces:
M *M  = (2-16)
Es decir, su reconstrucción. En este caso, una fuente pun tual de in tensi­
dad 7, en ausencia de ruido, sería reconstruida como una fuente de intensidad
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I-(n° de agujeros) m ás un fondo no plano que deformaría la señal, y que no 
tiene nada que ver con el ruido de fondo. Este es un ruido debido únicam ente 
al proceso de reconstrucción, al que denominaremos ruido de reconstrucción.
La situación m ejoraría un poco si el ruido de reconstrucción fuera más 
o menos plano, pues sería m ás sencillo de tra ta r . P ara  ello, vamos a considerar 
una  varian te  de correlación diferente a la anteriorm ente descrita, que es la 
correlación cíclica [14]. En ella, al calcular M*M  no realizam os tan  sólo el 
producto M kl'Mk+i l+j en la zona de solapamiento de los dos patrones, como 
ilustrábam os en la figura 2.11, sino que, al desplazar los dos patrones una 
cantidad ij, uno de ellos se perm uta cíclicamente, con lo que el producto M kl- 
M k+il+j se realiza pa ra  toda la m áscara. Es decir, para  un  ij dado, multiplicamos 
la m áscara por una  versión perm utada cíclicamente de la m ism a (ver fig. 2.13).
No cíc lica  
A =6
33
Figura 2.13: Correlación no cíclica
C íclica  
A =16
33
frente a correlación cíclica.




III, X II, X
a = r  v  M  M  (2 . 17 )
A ij 2^, 2 ^ ,1V1kl 1V1(.kñ)modm U+j)moán
donde m xn  es el tam año del patrón de la m áscara (8x8 en el ejemplo de la fig. 
2.8), y i mod m  es el resto de dividir i entre m. A modo de ejemplo:
1 mod 3 = 1 ;  2 mod 3 = 2 ;  3 mod 3 = 0 ;  4 mod 3 = 1
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Con esto obtenemos un fondo m ás plano en prom edio , aunque cierto es 
que tam bién m ás elevado y caótico, como podemos ver en la figura 2.14 (en este 
ejemplo, el caso de la m áscara de la fig. 2.8, el fondo está  aproxim adam ente 
centrado en 16, con un  pico de 32 en i=0,j=0). Mas no nos asustem os por tan  
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Figura 2.14: Autocorrelación cíclica de una máscara de patrón aleatorio.
2.7 S istem as c íc lico s
El hecho de que podamos u sar un  tipo u  otro de correlación viene dado 
fundam entalm ente por la estructura  física del telescopio [15]. En la figura 2.15 
podemos ver dos tipos diferentes de telescopio; uno es un  sistem a simple, no 
cíclico, con una  m áscara del mismo tam año que el plano detector. El segundo 
es un  sistem a cíclico, en el cual la m áscara, en lugar de tener un  simple patrón  
como el caso anterior, tiene repetido el mismo en un  mosaico (2x2 en el caso del 
ejemplo), siendo el patrón base de la m áscara del mismo tam año que el plano 
detector. Todos estos sistem as usualm ente se hallan  blindados y/o colimados 
para  impedir que llegue al plano detector radiación no codificada por la 
m áscara.
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Sistem a de Sistem a c íc lico
con figu ración  sim p le
Figura 2.15: Sistema de configuración simple frente a sistema cíclico.
Como se ve en el dibujo, para  una dirección dada de la fuente (a ,(3), el 
prim er sistem a produce una sombra de la m áscara que se sale del plano 
detector, con lo que tan  solo detectarem os una porción de su sombra. En este 
caso nos vemos obligados a u sa r para  reconstruir una  correlación no cíclica, 
pues tan  sólo podremos correlacionar la zona de intersección entre som bra y 
detector con el patrón de nuestra  m áscara. Sin embargo', esto no es así en el 
segundo caso. Lo que se detecta en este caso en el plano detector es una  versión 
perm utada cíclicamente y  completa del patrón principal de la m áscara, lo que 
nos va a perm itir el u sa r la correlación cíclica (podríamos u sa r tam bién la 
correlación no cíclica, considerando en este caso toda la m áscara en lugar de 
su patrón  base, pero el resultado que obtendríamos sería exactam ente el 
mismo, y por contra tendríam os que realizar más cálculos).
Aunque no haya sido obvio en absoluto en el punto 2.6, los sistem as 
cíclicos son los que nos van a dar mejores resultados usando los métodos 
tradicionales de reconstrucción basados en la correlación, con el empleo de una 
m áscara adecuada (como veremos en breve), adem ás de recibir mayor ilum ina­
ción; por ello vamos a restringirnos principalm ente a estos sistem as (otro 
motivo de actuar así es el hecho de que LEGRI es a su vez un  sistem a cíclico,
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como se puede deducir de la descripción dada del mismo en el apartado 1.5).
Existe una  degeneración intrínseca en los sistem as cíclicos, que viene 
dada por construcción, como podemos comprobar si m iram os la figura 2.16, 
pues, por ejemplo, en el caso que se m uestra  en la figura 2.15, justo  en el borde 
del campo de visión se tiene una  degeneración de direcciones:
. a lim
Figura 2.16: Degeneración de direcciones en el borde del campo de visión en sistem as cíclicos.
Efectivam ente, si se define a lim y plim como los ángulos lím ites desde los 
cuales se proyecta en el detector el patrón  de la m áscara (sin perm utación), se 
tiene que las direcciones (alim,Plim),(-alim,Plim))(alim,-Piim) y (-cw-IW proyectan el 
mismo patrón  sobre el detector. Es decir, los cuatro vértices del campo de visión 
están  degenerados, y si se halla  situada  una fuente en uno de ellos, no se podrá 
diferenciar en cual de los cuatro se hallará. Asimismo, las direcciones (alim,Pi) 
y (‘ttiinuPi) proyectan el mismo patrón, e idénticam ente las direcciones (oCj,(3Um) 
y (oCirPiimX siendo oq y Px dos valores cualesquiera.
Sin embargo no hay que preocuparse, pues es bastan te  fácil de m anejar 
esta  degeneración, ya que se lim ita al borde del campo de visión, y existen 
diferentes formas de romperla. U na de ellas es por medios físicos: reducir el 
propio campo de visión del telescopio, de tal forma que no consideremos esos 
píxeles degenerados del borde, por ejemplo con el uso de colimadores o 
elim inando parte  de la m áscara (los elementos más exteriores). O tra forma, de 
no ser posible la lim itación por construcción del campo de visión, es operativa,
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y consiste en varia r la dirección de apuntado del telescopio, para  obtener más 
información sobre la localización real de la fuente. Este procedimiento se halla 





Fuente real Reconstrucción Fuente real Reconstrucción
(C) (D)
Figura 2.17: Eliminación de la degeneración de los bordes en sistemas cíclicos, variando la dirección de 
apuntado del telescopio (hacia la izquierda en este ejemplo).
En los casos (A) y (B) se tiene dos fuentes situadas en el borde del campo 
de visión, a la izquierda y derecha, respectivamente. Ambos dan el mismo 
patrón sobre el plano detector (como veíamos en la fig. 2.16), y por tanto, al ser 
indistinguibles, el proceso de reconstrucción reconstruye am bas posibilidades 
y aparecen dos fuentes donde sólo hay una. P ara  poder diferenciar ambos casos, 
el proceso a seguir es v a ria r ligeram ente el apuntado (hacia la izquierda, en el 
ejemplo); entonces el caso (A) se convierte en el (C), y la fuente deja de estar 
en el borde, siendo reconstruida correctamente. Sin embargo, el caso (B) se 
convierte en el (D), y la fuente se sale del campo de visión del telescopio, con 
lo que no se detectará nada  en el plano detector, reconstruyendo por tanto  un 
campo vacío de fuentes.
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2.8 E lección  d el patrón  de la  m áscara
Como hemos puntualizado ya varias veces, el uso de una máscara 
adecuada es primordial. Esta debe ser lo más diferenciable posible, y no debe 
haber degeneración dirección-sombra; es decir, que dos direcciones diferentes 
no deben proyectar sobre el plano detector idéntica sombra. Y tras aprender 
a tratar con la degeneración intrínseca de los sistemas cíclicos, el paso 
siguiente es buscar máscaras cuyas permutaciones cíclicas sean perfectamente 
distinguibles entre sí. Además, buscaremos que su autocorrelación sea un pico 
en (0,0) con un fondo plano (cero, a ser posible).
2.8.1 M áscaras aleatorias
Las primeras propuestas fueron (obviamente) que el patrón de la 
máscara debía ser aleatorio, para generar esta distinguibilidad buscada. Este 
caso ya lo hemos visto cuando hablábamos de correlaciones cíclicas y no 
cíclicas; y de hecho este tipo de máscaras dan bastante buenos resultados. Sin 
embargo, como hemos podido comprobar (fig. 2.14), el fondo que se genera es 
fluctuante (incluso cuando se usan técnicas de supresión del ruido de 
reconstrucción, como es la correlación balanceada, que trataremos en breve).
2.8.2 Non-Redundant Arrays (NRA) o conjuntos no'redundantes
En 1971, Golay propuso un tipo de máscara cuyas propiedades eran muy 
similares a las deseables para una reconstrucción perfecta [16]. Estos conjuntos 
matemáticos se obtienen imponiendo que no haya dos pares de agujeros cuales­
quiera de la máscara que tengan el mismo vector de separación (distancia 
horizontal y vertical entre agujeros, en número de elementos) con la excepción 
de separación cero. La autocorrelación (no cíclica) de estos conjuntos nos da un 
pico central, y un fondo plano, hasta llegados a una cierta distancia donde el 
valor cae a cero (o uno). El tener este fondo plano es debido al hecho de que el 
vector separación entre pares de agujeros es único (no redundante).
Por desgracia, las restricciones matemáticas que se imponen a los NRA 
son tantas que los conjuntos así obtenidos no son muchos, y no suelen tener
50 Teoría de Máscaras. Fundamentos
tampoco muchos agujeros; una de las mayores m áscaras NRA posibles (de 
30x30 elementos) tiene únicam ente 27 agujeros, dando una  transparencia  0área 
abierta/área total) de tan  sólo 0.03. Esto nos da una  SNR muy m ala, lo que 
reduce su in terés en astronom ía (si bien sí ha encontrado aplicaciones en 
medicina).
2.8.3 Uniformly Redundant Arrays (URA) o conjuntos uniformemente 
redundantes
Considerado en térm inos de autocorrelación cíclica, obtenemos la solución 
m atem ática a nuestro problema con los conjuntos URA. Los URA son patrones 
no aleatorios, cuyo vector separación entre un par de agujeros se repite en la 
m áscara un número constante de veces, igual para  todo otro vector 
separación (distinto de cero). E sta  restricción es menor que la im puesta a los 
NRA, lo que nos perm ite tener una  mayor variedad de patrones disponibles, y 
con una  transparencia tam bién mayor. Los URA se basan  en unas entidades 
m atem áticas llam adas conjuntos de diferencia cíclica (CDC) [9]. P ara  
explicarlas, usarem os el siguiente ejemplo: sean los núm eros enteros entre 1 y 
15 (ambos inclusive); de ellos vamos a m arcar de forma especial los núm eros 
1, 2, 3, 5, 6, 9 y 11, los cuales tienen la curiosa relación entre  sí de que si 
perm utam os cíclicamente el conjunto de núm eros del 1 al 15 y lo enfrentam os 
consigo mismo sin perm utar, independientem ente de la perm utación, siempre 
obtendremos que el núm ero de coincidencias entre núm eros marcados 
(elementos del conjunto) es el mismo (ver figura 2.18).
1 2 3 ¡4; 5 6 1 8 9 10 11 12:13; 14:15
11 12 13 14 15 1 2 3 4 5 6 Í7 :8 9 10
1 2 3 !4| 5 6 7 8; 9 lo; 11 12 13 14 15
5 6 7 8 9 10 11 12: 13 14 15 1 2 3 :4 :
1 2 3 4 5 6 7 8: 9 10 11 12:13: 14 15
3 4 5 6 7 8 9 10; 11 12 13 1415 1 2
Figura 2.18: Conjunto de diferencia cíclica de base 15.
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Como se ve, siem pre hay tres elementos del conjunto de núm eros que 
coinciden en tre  sí al confrontar la versión perm utada  con la sin perm utar, 
excepto cuando no perm utam os, en que coinciden 7. Asimismo, tenem os que en 
el conjunto com plem entario de núm eros siem pre coinciden entre  sí cuatro 
elementos, excepto cuando no perm utam os, en que coinciden 8. Es decir, el 
complem entario de un  CDC tam bién es un  CDC.
A p a rtir  de un  conjunto de diferencia cíclica podemos construir una  
m áscara URA siguiendo el siguiente procedimiento [9]: 15 es el producto de los 
núm eros prim os 3 y 5, así pues generamos una m atriz rectangular de tam año 
3x5 y situam os en ella los núm eros del 1 al 15, pero de forma diagonal; luego 
identificamos cada núm ero perteneciente al CDC, por ejemplo, con un  elem ento 
opaco del patrón, dejando los restan tes transparen tes (como veremos luego, 
conviene ten er un  núm ero par de agujeros). Es decir:
un patrón URA usando un conjunto de diferencia cíclica.
E sta  disposición m antiene las características del
CDC al ha lla r su autocorrelación; cuando i=0, j=0, para
esta  m áscara, tenem os que coinciden entre sí los 7
elementos del CDC, esto es, los 7 elementos opacos de
nuestra  m áscara (o lo que es lo mismo, los 8 agujeros,
con lo cual la autocorrelación de esta  m áscara para  i=0,
j=0 es 8), y en cualquier otra perm utación cíclica,
coincidirán entre sí 3 elementos opacos (4 agujeros, con
lo que tenemos que el valor de la autocorrelación cíclica
. . , Figura 2.20: URA  5x7.es 4 p a ra  i y j  distintos de cero). Esto es valido para
cualquier URA; el valor de su autocorrelación cíclica es un  pico central, de 
valor el número de agujeros de la m áscara, y un fondo com pletam ente plano.
1 7 13 4 10
11 2 8 14 5
6 12 3 9 15
Figura 2.19: Generación de
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Figura 2.21: Autocorrelación de la URA de la figura 2.20.
Existen diversas familias de URA, dependiendo de los métodos de 
generación y de las familias de CDC usadas. Un mismo URA, adem ás, puede 
pertenecer a más de una clasificación. Si consideramos up CDC de base N  (15, 
en el ejemplo de la figura 2.18), conteniendo K  elementos (7 elementos en el 
citado ejemplo) y con X soluciones pares (es decir, el núm ero de elementos del 




con lo que podemos caracterizar un CDC con tan  sólo dos núm eros, N  y K, y 
con ello tam bién el URA generado con él (N  el núm ero de elementos de la 
m áscara y K  el núm ero de elementos opacos o transparen tes, según la elección 
que hagamos).
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Considerado de un modo simplista, podemos identificar K  con la señal y 
X con el ruido de reconstrucción, por lo cual desearemos que la diferencia entre 
K  y X sea tan grande como sea posible. Esto se consigue con los conjuntos de 
diferencia de Hadamard, donde se cumple que:
N  = 4 m - 1
K = 2 m - 1  (2.19)
' X = m - 1
siendo m un entero. Estos conjuntos se pueden clasificar en:
• Primos gemelos: N  = p-(p+2) donde tanto p  como p +2 son primos. Tal 
es el caso de los ejemplos de las figuras 2.19 (3x5) y 2.20 (5x7). La forma 
de generar el patrón M  ^ de estos URA [13] es la siguiente:
My = 0 si ¿=0 
My = 1 si 7=0, i*0
= 1 si Ci(p)-Cj(p+2) = +1 
Mjj = 0 si Ci(p)-Cj(p+2) = -1
donde QCp) = 1 si i es un residuo cuadrático mod p , y -1 si no lo es. Es 
decir, si existe un entero n tal que n2 mod p  = i. Pa>rap  = 5, por ejemplo, 
tenemos:
1 mod 5 = 1; 4 mod 5 = 4; 9 mod 5 = 4; 16 mod 5 = 1; 25 mod 5 = 0 
36 mod 5 = 1; 49 mod 5 = 4; 64 mod 5 = 4; 81 mod 5 = 1; etc...
En este ejemplo, 1 y 4 serían los residuos cuadráticos mod 5, es decir, 
C1(5)=l, C2(5)=-l, C3(5)=-l y C4(5)=l.
• Secuencias pseudoruido o secuencias m: N  = 2m - 1 (m un entero). El 
ejemplo de la figura 2.19 también se puede ajustar a este caso.
• Residuos cuadráticos donde N  es primo, y el conjunto viene dado por 
los cuadrados de los primeros ((iV+l)/2) mod N. No son aplicables a
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m áscaras cuadradas, pero sí a m áscaras hexagonales como las de la 
figura 2.22, llam adas HURA (Hexagonal URA). E stas m áscaras tienen 
la peculiaridad de que, al g irarlas 60°, obtenemos el patrón 
complementario (salvo por el elemento central).
Figura 2.22: Patrón hexagonal HURA.
Los conjuntos Singer son otro grupo de CDC donde se cumple que
f m  + l  _  - i
N  = - ____ -
t - 1
K  = t m~ 1 (2.20)
t -  1
t -1
siendo t un  núm ero primo. Cuando t - 2, obtenemos las secuencias m, arriba 
mencionadas.
El núm ero de conjuntos URA disponibles está limitado por la "población" 
de núm eros primos, con lo que la adaptación de una m áscara que sea adecuada 
a un determ inado detector requiere cuidadoso estudio. Por lo general, resulta 
más adecuado proceder a la inversa; es decir, elegir una  m áscara con las 
características requeridas, y a pa rtir  de ella definir el detector que sea 
adecuado (y con ello, el telescopio).
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2.8.4 Modified Uniform Redundant Arrays  (MURA) o conjuntos 
uniformes redundantes modificados
Gottesm an y Fenimore [18], en 1989 propusieron 
o tra  forma de m áscara codificada que exhibía ciertas 
características de los URA, y que perm itía tener una 
todavía mayor variedad de patrones disponibles. Estos 
patrones son los MURA, y como su nombre indica, son 
u n a  modificación de los patrones URA.
Figura 2.23: M URA 5x5.
Como hemos dicho, en los URA generados por 
primos gemelos, tenem os que N  -  p-q, donde tan to  p  como q son núm eros 
primos, y p  - q = 2. Pero el conjunto dado por p  - q = 0 tam bién es de sumo 
in terés p a ra  formación de imágenes, y nos perm ite tener patrones de m áscara 
cuadrados. Estos son los patrones MURA. El modo de generación de estos 




= 0 si ¿=0 
= 1 si j=0,
= i  si cíp>c¿p) = +i 
= 0 si C iteX ^p) = -1
Como hemos visto, para  el caso p  = 5, los núm eros 1 y 4 son residuos 
cuadráticos mod 5, y siguiendo la receta pa ra  obtener los valores M^ del patrón 
MURA de la m áscara, obtendremos el patrón de la figura 2.23. El elemento 
(0,0) es el situado abajo a la izquierda. Este patrón es el patrón  base de la 
m áscara de LEGRI, como podemos comprobar si volvemos a m irar las figuras 
1.3 y 1.4. En la figura 2.24 se observa su autocorrelación cíclica.
Como se puede comprobar en esta  figura, el fondo ahora no es plano, 
como ocurría con las URA; aunque tampoco fluctúa de m anera caótica como en 
las m áscaras aleatorias, sino de una forma que nos va a ser muy fácil corregir, 
como comprobaremos en el apartado 2.9.1.









Figura 2.24: Autocorrelación del patrón MURA 5x5 de la figura 
2.23.
2.8.5 Nuevos patrones
Recientemente ha  sido sugerida la aplicación en astronom ía de unos 
nuevos patrones que tienen  perfectas propiedades autocorrelativas, al igual que 
los URA. Genéricam ente se conocen como Perfect Binaries Arrays (PBA), y 
tan to  los URA como los MURA se pueden considerar coipo un  caso particu lar 
de los mismos. Sus propiedades de formación de imágenes son las m ism as que 
las de los URA y MURA, y todo lo dicho hasta  ahora es aplicable a ellos; su 
principal ventaja reside en que existe una mayor variedad de patrones disponi­
bles. P ara  saber m ás se rem ite al lector a las referencias [19], [20], [21] y [22].
2.9 E lección  de G
Como explicamos en el capítulo 2.6, buscamos una  m atriz de 
reconstrucción G que cumpla que M*G sea en la medida de lo posible una 
función delta, es decir, repitiendo la ec. 2.13, que
(M *G \ = 80i 5^ (2 .21)
Elección de G 57
y hemos dicho también que G va a ser una modificación de M. En el mejor de 
los casos, lo que vamos a obtener va a ser:
(M*G)ij = (n° agujeros) 50i 5q¡ (2.22)
(es decir, un factor de escala), y esto, efectivamente, se cumplirá en el caso de 
tener como patrón un URA o un MURA (o un PBA) y elegir la G adecuada. 
Dicho sea de paso, se define [13] la System Point Spread Function (SPSF) como:
SPSF = M  * G (2.23)
es decir, la respuesta del sistema para una fuente puntual en el centro del 
campo de visión y en ausencia de ruido (como ya vimos en el punto 2.6 para el 
caso particular M=G), y nos da una idea de la "bondad" de la reconstrucción,
dadas una máscara M  y una matriz de reconstrucción G.
2.9.1 C orrelación balanceada
La correlación balanceada [23] es el método habitualmente usado para 
reconstrucción de imágenes por medio de una correlación. Consiste en definir 
la matriz de reconstrucción G- como:
p
G¡j = 1 si My = 1 
Gij = -1 si = 0
Esto compensa de forma considerable la existencia del ruido de 
reconstrucción que aparecía si hacíamos la reconstrucción usando como matriz 
de reconstrucción la matriz M. De hecho, en el caso de los URA, este ruido de 
reconstrucción se suprime totalmente si el numero de agujeros (de unos en la 
matriz es par, pues dado que la correlación cíclica de M  con G es:
m - 1 n -1
Ó = W  M G (2.24)i j  /  -> /  v kl  (A+¿)modm Ü+j)modn 
k=0 /=0
para un (ij) distinto de (0,0), M*G será un sumatorio de valores 1 y -1, tantos 
como unos (agujeros) tenga M  (y si éste número es impar, es imposible que los
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Figura 2.26: Reconstrucción balanceada de una URA 5x7.
En la figura 2.25 podemos ver el efecto de la correlación balanceada 
aplicada a la m áscara aleatoria de la figura 2.8, y en la 2.26 podemos ver el 
efecto en la URA de la figura 2.20; si comparamos estas figuras con las que
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obteníamos al u sa r la  autocorrelación cíclica como método de reconstrucción (es 
decir, usando la propia m atriz  M  como m atriz de reconstrucción, figuras 2.14 
y 2.21), vemos, p a ra  el caso de la m áscara aleatoria, cómo el fondo ha  sido 
suprim ido considerablem ente, estando ahora éste centrado en cero en lugar de 
en 16, m ientras el pico conserva la misma altura; y cómo, en el caso de la URA, 
el fondo es plano y de valor cero.
Por contra, si aplicamos la correlación balanceada sin m ás al MURA de 
la figura 2.23, aunque obtenemos una im portante supresión del ruido de 
reconstrucción (de análoga forma a lo que ocurría en el caso del patrón 
aleatorio), no obtenemos un  fondo plano de valor cero como sería deseable, sino 






Figura 2.27: Reconstrucción balanceada de una MURA 5x5.
Pero no hay  que preocuparse, pues ya se dijo en el punto 2.8.4. que éste 
es un  efecto que es m uy sencillo de corregir. P ara  lograrlo, tan  sólo deberemos 
hacer u n a  pequeña modificación en nuestra  m atriz G [18], consistente en 
cam biar el elemento (0,0), que ahora es un  -1 (pues en el patrón M  de la 
m áscara, es un  cero), por un  +1. Al u sar esta particu lar versión de la 
correlación balanceada, obtenemos el siguiente resultado:
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Figura 2.28: Reconstrucción balanceada de una M URA 5x5 una 
vez modificada G.
Es decir, un  fondo plano de valor cero, ta l y como deseábamos; idéntico 
resultado al que obteníamos en las URA.
Como se desprende del punto 2.5, la resolución de estos telescopios (o lo 
que es lo mismo, el tam año de los píxeles de la imagen reconstruida) viene 
dada por:
resolución = arctg (2.25)
donde c es el tam año de un elemento de la m áscara y f  la d istancia de ésta  al 
plano detector, siendo la resolución, por tanto, el ángulo que subtiende un 
elemento de la m áscara visto desde el plano detector, y es la m ism a que se 
obtendría con una  cám ara de agujero con una apertu ra  de idéntico tam año.
A p a rtir  de estos resultados satisfactorios, al u sa r métodos de reconstruc­
ción basados en la correlación, se puede definir el telescopio óptimo [14] como 
aquel en el que el diseño es ta l que no existen errores de codificación; es decir, 
se obtiene una  reconstrucción óptim a sin ruido de reconstrucción (el ruido es 
debido únicam ente a los datos). Esto se logra usando diseños de m áscara
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cíclicos basados en patrones URA o MURA (o PBA), y asegurando que la 
sombra proyectada en el detector es un número entero de ciclos del patrón de 
la máscara. Típicamente se usa una máscara conteniendo (Afc+lMiVy+1) ciclos, 
y un detector de tamaño igual a Nx-Ny ciclos. Un caso muy usado es Nx=Ny=l. 
LEGRI se aproxima a este caso, pues la máscara consta de 2.8-2.8 ciclos del 
patrón MURA base, y el detector tiene un tamaño de 1-1 ciclos. Ello es así 
porque se deseó un campo de visión (ver el apartado 2.11) lo mayor posible y 
se usó el máximo tamaño de máscara y de detector que permitieron el resto de 
los instrumentos de la plataforma Minisat 01.
Hemos mencionado aquí el caso más usado de correlación balanceada. 
Por completitud diremos que se puede tratar un caso más general [17] si 
definimos la matriz de reconstrucción G según:
Gy = A si Afa = 1 
Gy = -a si My = 0
Jugando con estos dos valores podemos favorecer determinadas 
características de la imagen reconstruida frente a otras; conservación de flujo 
entre la imagen detectada y la reconstruida, eliminación del ruido en la imagen 
reconstruida, etc... En la práctica, todas estas posibilidades son incompatibles 
entré sí, y si en una reconstrucción favorecemos una característica es a costa 
de empeorar otras. A nuestro ver, el caso A=a=l es el más interesante de todos 
(además del más usado), si bien esto se deja a juicio del lector, que podrá 
encontrar una detallada discusión sobre el efecto de estos valores en [17].
2.9.2 C orrelación  balanceada de m uestreo fino (CBMF)
En el punto 2.9.1 hemos supuesto implícitamente que el plano detector 
tenía el mismo tamaño que un ciclo de la máscara, y que éste era subdivisible 
en píxeles del mismo tamaño que los elementos de la máscara. Pero puede 
ocurrir que el plano detector tenga mejor resolución espacial y pueda 
subdividirse aún más finamente. Esto es lo que ocurre por ejemplo en el caso
de LEGRI, en el que un elemento de la máscara equivale a 2x2 elementos del
plano detector, o lo que ocurriría en un detector continuo sensible a la posición,
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en que cada elemento de la m áscara equivaldría a nxn  elementos del plano 
detector, siendo n el entero que se quisiera (en la práctica esta subdivisión 
tendrá  un  límite, pues un detector de posición realmente continuo no existe). 
Cuando se dé este caso, podremos m ejorar la imagen que obteníamos en el 
apartado an terio r usando una modificación de la correlación balanceada 
descrita, a la que llam arem os correlación balanceada de m uestreo fino [23]. La 
explicaremos usando el caso de LEGRI.
Cada elemento de la m áscara equivaldrá a una m atriz 2x2 de elementos 
de detección; por tan to  subdividiremos la propia m atriz M  (ver fig. 2.29) para  
que cada elemento de la m áscara se corresponda con uno del plano detector 
(como resultas, esto se corresponderá con subdividir a su vez la imagen 
reconstruida en píxeles más pequeños).
:■ .
Figura 2.29: Subdivisión de la matriz M en elem entos más pequeños, del mismo tamaño que los elem entos
que conforman el plano detector.
U na vez hecho esto, se procede de idéntica m anera a lo descrito en el 
apartado 2.9.1; es decir:
Gjj = 1 si M-. = 1 
Gjj = -1 si M - = 0
y, en el caso de los patrones MURA, las subdivisiones del elemento (0,0) de la 
m áscara serán  1, en lugar de -1, de m anera análoga a lo visto en el punto 2.9.1
(ver fig. 2.31). Ahora tan to  M  como G tendrán  un mayor núm ero de elementos
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que en el caso an terio r (al igual que la imagen reconstruida).
La respuesta  en este caso no va a ser una  función delta, como ocurría en 
la correlación balanceada; el m uestreo m ás fino da suficiente resolución para  
resolver la  delta del caso anterior en una estructu ra  p iram idal (fig. 2.30, en dos 





es decir, igual a la resolución (ecuación 2.25). Sin embargo, pese a que la 
resolución angular es la misma, al ser m ás pequeños los píxeles de la imagen 
reconstruida (hay más, para  el mismo campo de visión), podremos posicionar 


















Figura 2.30: M*G usando correlación balanceada de muestreo fino.
2.9.3. Decodificación 5
La decodificación 8 [23] es un método para  m inim izar la aparición de la 
estructu ra  no-delta que aparecía en la reconstrucción al u sa r la CBMF (es 
decir, para  m ejorar el contraste). Es sim ilar a la CBMF, pues tam bién 
subdivide la m atriz M  de la m áscara para  equipararla  con la resolución 
espacial del plano detector. Pero ahora, la m atriz G se define de forma 
ligeram ente diferente; lo veremos mejor en la figura 2.31.
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Figura 2.31: Comparación entre las matrices de reconstrucción G usadas en la correlación balanceada de 
muestreo fino y en la decodificación 5, para el caso del patrón de LEGRI.
Es decir, en cada elemento de la m áscara, en lugar de convertir todas sus sub­
divisiones en valores 1 o -1 (como se hacía en CBMF), tan  sólo lo harem os con 
una  de ellas (a elegir, pero en cada subdivisión la misma; en la fig. 2.31 se ha 
elegido la de arriba  a la izquierda), siendo las restan tes 0. E ste procedimiento 
mejora el contraste de la imagen, pues ahora la respuesta  no es una  pirámide, 
sino una función caja (bidimensional), de anchura total igual a la resolución 
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Figura 2.32: M*G usando decodificación 8.
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Al igual que la CBMF, por tener un tamaño de píxel menor, permite 
posicionar mejor las fuentes, aunque se introduce un desplazamiento intrínseco, 
dependiendo de dónde situemos los 1 y -1 en la matriz G. Si es posible 
subdividir cada elemento de la máscara en nxn elementos, siendo n un impar 
(no es éste el caso de LEGRI), haciendo que el elemento distinto de cero sea el 
central lograremos que no exista un desplazamiento en la posición de las 
fuentes reconstruidas.
2.10 T ransform adas de F ourier
Como se ha dicho repetidamente, el método de reconstrucción consiste en 
hallar la correlación de la matriz de datos D con la matriz de reconstrucción G. 
Esto es, Ó = D * G, que escrito de forma explícita, tiene la siguiente forma:
m - 1 n -1
Ó = V  Y' D G (2.27)i j  /  v /  v kl (k+i)modm (/+/)modn 
k=0 1=0
Sin embargo, la implementación de esta ecuación en telescopios en los 
que m y n son números grandes (o sea, que tanto D como G tiene un gran 
número de elementos), nos lleva a realizar un enorme número de cálculos; m-n 
multiplicaciones por cada píxel (ij) del cielo, y, dependiendo de m y n, puede 
ser impracticable realizar estos cálculos en un plazo de tiempo adecuado. Este 
no va a ser el caso de LEGRI, pues n - m - 10, y por tanto se realizan tan sólo 
100 multiplicaciones por cada píxel de la imagen reconstruida, realizándose la 
reconstrucción de toda la imagen en menos de un segundo (en una máquina 
SUN Sparc 20); pero, por completitud, vamos a mencionar un método 
alternativo para calcular la correlación de la ec. 2.27 con mayor rapidez. Para 
ello haremos uso de las transformadas discretas de Fourier.
Se define la transformada de Fourier de una función h(t) como:
oo
H(y) = ¿fy(í)] = (h(f)e2*i'"dt (2-28)
y asimismo, se define la transformada inversa como:
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h(t) = &-\H(y)\ = fff(v)e '2“¡v<dv (2.29)
—OO
Usualmente se suele decir que h(t) es la representación en el espacio de 
tiempos de la función, y H(v) la representación en el espacio de frecuencias. De 
forma análoga, si en lugar de una función continua tenemos un conjunto 
discreto (una matriz) de datos hk, se define su transformada discreta [24] como:
Hn = Y ^ K e2uiknlN 2^-3°)
k=0
y su inversa como:
h. = (2.31)
* N t s
Sean a y  b dos matrices discretas de tamaño m cuya correlación, c, que 
es otra matriz, nos interesa hallar (en nuestra ecuación 2.27 a y b 
corresponderían a D y G). Sea ck=(a*b)k el elemento k de la correlación de 
ambas matrices. Y sean A y B las matrices transformadas de Fourier de a y b. 




donde * representa el complejo conjugado; o sea, lo que en el espacio de tiempos 
corresponde a una correlación entre matrices (que implica m productos para 
cada elemento), en el espacio de frecuencias corresponde a un simple producto. 
Es decir, para hallar el elemento ck de la correlación necesito multiplicar entre 
sí los m elementos de a y b (desplazados entre sí k unidades), mientras que 
para hallar el elemento Cft de la transformada de Fourier de c, tan sólo he de 
multiplicar entre sí los elementos n-ésimos de las matrices A y  B.
Sin embargo, por contrapartida ahora tenemos operaciones adicionales, 
que es el realizar las transformadas de Fourier; para minimizar el número de 
operaciones, existe un algoritmo para hallar las trasformadas de Fourier de
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conjuntos discretos de datos, conocido como transform ada rápida de Fourier, o 
Fast Fourier Transform  (FFT) [241. Sin embargo, aunque rápida, sufre la 
limitación de que, para  que sea realm ente eficaz, el núm ero de datos N  debe 
ser una  potencia en tera  de 2; es decir, N  = 2l donde l es un entero. Si éste no 
es el caso, hay que rellenar los datos con ceros hasta  llegar a una potencia 
en tera  de 2 (o, pa ra  ta l fin, subdividirlos si es posible, de forma análoga al 
procedimiento usado en la CBMF) [24] [14].
2.11 B lin d ajes y  co lim adores
Como se ha  dicho ya, estos telescopios suelen hallarse blindados y/o 
colimados, de ta l suerte  que se impida la llegada al plano detector de radiación 
no codificada por la m áscara. Ambos sistem as presentan  sus ventajas e 
inconvenientes.
2.11.1 Colimadores
Cuando se usan  colimadores
(ej. el caso de LEGRI), se lim ita el
campo de visión de cada unidad
detectora, de ta l forma que, por
ejemplo, ta n  sólo sean capaces de ver
m áscara (fig. 2.33). E sta  disposición
tiene la ventaja  de que todos los
elementos del plano detector tienen
. . . ,  Figura 2.33: Limitación del campo de visión de los
el mismo campo de Vision, mdepen- elementos del plano detector usando un colimador.
dientem ente de su situación en el
plano detector. Esto quiere decir que, si existe un  colimador, éste es el que 
define el campo de visión del telescopio.
Sin embargo el colimador produce un efecto indeseable en la señal 
detectada; cuanto m ás se aleje la fuente del centro de visión del telescopio, 
m enor será  el flujo que detectemos, como puede comprobar el lector si observa 
la figura 2.34.
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(c) (d)
Figura 2.34: Efecto del colimador en la señal detectada; cuanto mayor sea el ángulo desde el que se recibe 
la señal, mayor será la absorción de la misma producida por el colimador.
La respuesta varía  con el ángulo de iluminación, dado que las unidades 
detectoras reciben diferente flujo dependiendo de éste, y la respuesta  del 
colimador es prácticam ente triangular, con un  máximo cuando el ángulo es cero 
y decreciendo casi linealm ente hasta  llegar a un ángulo lím ite (que sería el caso 
(d) de la figura 2.34) a pa rtir  del cual la respuesta vale cero. Sistematicémoslo: 
sea H  la a ltu ra  del colimador, LxL  el área de la unidad detectora y a  el ángulo 






Figura 2.35: Efecto del colimador en la respuesta del detector en (a) 2 y (b) 3 dimensiones.
Tenemos que x es la zona del detector ilum inada, que viene dada por:
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x' = L - ff-tg|a| (2.33)
y x  la proyección ortogonal a la dirección a, que es:
x 1x - x'  cosa =   ---------- (2.34)
yjtg 2a + l
(éste es un efecto geométrico, debido a que el detector está "girado" respecto de 
la dirección de procedencia de la fuente, y surge siempre, independientemente 
de ía existencia o no de un colimador). Con esto, definimos el flujo que permite 
ver el colimador (en realidad el tanto por uno) como:
O(a) = — - cosa - á s e n la  I (2.35)
L L '
Generalizando esto al caso tridimensional (fig. 2.35(b)), tendremos que
Area* es la zona del detector iluminada, dada por:
x 1 = L - H*tg|a|
y ‘ = L -  H-tglPI (2.36)
Area' = x ^ y 1
y Area la proyección ortogonal a la dirección (a,(3), que, generalizando la 
ecuación 2.34 (ver apéndice I), es:
Area = Area> -  . (2.87)
\/tg2a +tg2p +1
y el flujo visto a través del colimador, de forma análoga a la ec. 2.35, es:
0 (< x ,B ) = Area. (2.38)
L 2
Las anteriores expresiones tienen sentido físico siempre que x’ e y ’ sean 
mayores que cero (es decir, que la fuente realmente ilumine el detector). Esto 
se cumplirá siempre que:
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2.11.2 Blindajes
Los blindajes son una estructu­
ra  opaca a la radiación que envuelve 
el sistem a detector-m áscara de tal 
forma que no llegue al plano detector 
radiación que no haya atravesado 
previam ente la m áscara (fig. 2.36).
Este sistem a, frente al colimador,
presenta la desventaja de que cada
Figura 2.36: Limitación del campo de visión del plano elemento del plano detector tiene un  detector usando un blindaje
campo de visión distinto; sin
embargo, tiene la gran  ventaja de no dism inuir la señal conforme la fuente se 
aleja del centro de visión del telescopio; tan  sólo existe la pequeña disminución, 
ya comentada, debida a que el detector se halla girado con respecto a la 
dirección de la fuente, y cuyo efecto m ostrábamos en las ecuaciones 2.34 y 2.37 
para  2 y 3 dimensiones respectivamente. Sin embargo, este efecto es muy 
pequeño frente al del colimador.
Si el sistem a no presenta colimador (o si existe, pero éste no lim ita el 
campo de visión a la máscara), se pueden definir diferentes campos de visión 
[25], de acuerdo con la figura 2.37.
FCFV
FVZS
Figura 2.37: Campos de visión de un telescopio de
apertura codificada.
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FCFV (Fully Coded Field of View) o campo de visión completamente 
codificado hace referencia al campo celeste desde el cual una fuente proyecta 
en el detector un ciclo completo de la máscara, mientras que FVZS (Field of 
View at Zero Sensitivity) es la zona celeste desde la cual una fuente proyecta 
en el detector algún tipo de sombra de la máscara (bien sea un ciclo completo 
o una parte); por ende, a ángulos mayores el detector no ve nada. El PCFV 
(Partly Coded Field ofView) sería el complementario entre ambos (fig. 2.37).
2.12 O tros m étodos de recon stru cción
Hasta ahora hemos tratado en detalle los métodos de reconstrucción de 
imágenes basados en la correlación; esto es, que se basan en la ecuación 2.7. En 
cierta forma, estos métodos lo que hacen es aplicar la función inversa (la matriz 
G) al espacio de datos para obtener el espacio fuente, en los casos en los que la 
inversa analítica existe (cuando usamos un URA o MURA en un sistema 
cíclico), o una aproximación razonable de la misma, cuando no (por ejemplo, si 
la máscara es aleatoria). Como ya se dijo, la ecuación 2.7, aun siendo una útil 
parametrización del proceso de detección, era inexacta, pues no tenía en cuenta 
ciertos factores, como el efecto de los colimadores o la eficiencia de los detec­
tores, por citar algunos ejemplos. También dijimos que el proceso de detección 
estaba mejor representado por la ecuación 2.9, que volvémos a mostrar aquí:
Dkl ~ 5^ + Bki (2.40)
ap
donde O incluye todos los efectos que pueden actuar sobre la señal (máscara, 
colimadores, eficiencias, etc...).
Vamos a tratar ahora de métodos de reconstrucción que sí tienen en 
cuenta estos efectos (de tal forma que es de esperar una reconstrucción más 
realista), y que no se basan en la correlación sino en técnicas de maximización; 
esto es, se buscan los estimadores Ó, compatibles con los datos a través de la 
ec. 2.40, que maximizan una cierta magnitud. Por desgracia, nos vamos a 
encontrar con que estos procedimientos son mucho más lentos que los tratados 
hasta ahora, y que para telescopios muy complejos pueden ser inaplicables.
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2.12.1 Inversión de funciones
Antes de comenzar con la descripción de estos métodos, vamos a aclarar 
algunos conceptos relacionados con la inversión de funciones, pues como acaba­
mos de decir, las técnicas de reconstrucción de imágenes están  directam ente 
relacionadas con este problema; se tiene una función que relaciona el espacio 
fuente O (se puede incluir el ruido B  como parte  del espacio fuente, aunque por 
claridad en nuestra  argum entación no lo haremos) con el espacio de datos D, 
y se quiere ha llar la función inversa que nos dé el espacio fuente, a pa rtir  del 
espacio de datos conocido; pero esta función inversa puede no existir, y el 











Figura 2.38: Relaciones entre el espacio fuente y los espacios de datos observados y teóricos.
En principio es deseable que el espacio fuente que queremos reconstruir 
tenga un tam año de píxel tan  finam ente pequeño como queramos. En la prácti­
ca, éste tendrá  un límite, debido a que nuestros datos experim entales son 
finitos. Nos referirem os al conjunto de nuestros datos como el espacio de datos 
observados D  y llam arem os O a nuestro espacio fuente. Los datos nunca serán
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tan completos como quisiéramos, debido a las limitaciones intrínsecas del 
detector (p. ej. tamaño de píxel finito). Podemos, por tanto, pensar en un 
espacio de datos teóricos Dt constituido por todo el infinito número de 
observaciones que podemos concebir, sin las limitaciones de un detector real 
(fig. 2.38). De él, tan sólo un pequeño fragmento (.D ) es disponible.
Nótese que aun en el caso de existir la inversa analítica, y estar 
unívocaménte definida, ésta nos lleva en realidad de D t a O, no del subconjunto 
de datos D  a O. El paso d e D a O n o  está unívocamente definido; si aplicamos 
la inversa analítica a D  asumiendo valores para los datos perdidos, lo que 
obtenemos es una estimación de las fuentes, Ó, que no tiene por qué ser la 
mejor, ya que existirá un gran número de estimaciones com patibles con 
nuestros datos D. Por tanto, hemos de imponer criterios a Ó para seleccionar 
cuál, de todas las estimaciones compatibles, es la preferible.
2.12.2 M áxima entropía
✓
Este es uno de los métodos más exitosos en reconstrucción de imágenes 
usado en astronomía [27], y es aplicable a todo proceso de detección que pueda 
sistematizarse por una ecuación del estilo:
Dk = R¿n * Bk (2.41)
P
[28] donde Dk son los datos detectados, Bk el ruido, {/¿} es la fuente de señal 
(nuestra incógnita) y Rk(f) es la función de respuesta del sistema de detección. 
Como se puede ver, la analogía con la ecuación 2.40 es total; basta con 
identificar /  con O y R(f) con ZOO. La única limitación con la que trabajamos 
es que las magnitudes f  sean aditivas [26].
Para explicar en qué consiste el método de máxima entropía, usaremos 
el argumento del mono [29]: supongamos un mapa celeste dividido en celdas 
discretas, y un equipo de monos que se dedica a tirar bolitas (fotones) al azar 
dentro» de estas celdas, de modo que generan diversos mapas celestes prueba; 
de hecho, dado que nuestros monos tienen una paciencia que para sí la quisiera 
el diablo de Maxwell, generan todos los mapas posibles, repitiéndose muchos 
de ellos. Luego aplicamos a todos estos mapas la función de respuesta del
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detector, Rk(f) y los comparamos con nuestros datos experimentales; casi todos 
los mapas prueba serán inconsistentes con los datos Dk, pero habrá varios 
mapas que sean coherentes con los resultados y sus errores, y nos quedaremos 
con ellos descartando los otros. Dado que entre éstos habrá muchos mapas 
repetidos, los ordenaremos por montones (cada mapa diferente en un montón 
diferente) y nos quedaremos con el mapa del montón más alto. Es decir, el 
mapa consistente con los datos más frecuentemente producido por los monos.
. Este proceder produce el mapa, consistente con los datos, más uniforme, 
más suave. Es decir, es la imagen factible de mayor entropía. Esta imagen 
representa la mínima cantidad de estructura impuesta por los datos. O lo que 
es lo mismo, cualquier estructura que veamos debe provenir única y exclusiva­
mente de la imagen fuente real.
Dado que poner a trabajar a un equipo de monos no es factible, 
formularemos una definición de la entropía y la maximizaremos, bajo la 
restricción que los datos experimentales imponen. Existen diferentes 
definiciones de la entropía (en [30] se pueden ver varias), y los diferentes 
autores no se ponen de acuerdo en cuál de ellas debe usarse. Nosotros en esto 
seguiremos a [29] y usaremos como entropía:
Si halláramos los Oap que maximizan 2.42, obtendríamos una imagen 
totalmente llana, sin estructura alguna. Por ello tenemos que maximizarla con 
la restricción de que los Oap sean consistentes con nuestros datos. Esto lo 
logramos definiendo una función Q de la forma:
S  =  - E  ° a p - l 0 g ° a p (2.42)
(2.43)
donde el segundo término, salvo por el valor X (que actúa como un multiplica­
dor de Lagrange) es una distribución %2 de los datos. Al maximizar Q respecto 
a Oap, obtenemos la estimación de O que andábamos buscando:
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(2.44)
Ó  = p iJ °iJ ap e
una de cuyas ventajas más evidentes es que compara los datos experimentales, 
D¿j, con la estimación de los mismos, que viene dada por:
A; = £ Ó o|)<í>‘? (2.45)
00
[31] y bajo la restricción de nuestro error experimental, c¿j. La otra gran 
ventaja que presenta es la no negatividad de la imagen reconstruida, asegurada 
por la exponencial, con lo que no es necesario controles adicionales para 
asegurar que no existan píxeles con intensidades negativas.
Pero, debido a la ec. 2.45, tenemos que nuestra solución de máxima en­
tropía dada por ec. 2.44, es una ecuación trascendental, sin solución analítica, 
ya que O se halla a ambos lados de la igualdad y no se puede despejar. Hemos 
de recurrir por tanto a técnicas numéricas para resolverla. Podemos usar la 
propia ecuación 2.44 de forma iterativa para hallar la solución, iniciando con 
un campo 0° uniforme, evaluando el lado izquierdo de la ec. 2.44 y obteniendo 
un valor O1, que volveremos a meter en el lado izquierdo, etc...
Por desgracia, la aplicación directa de 2.44 no da un resultado 
convergente. Como solución a esto, en [31] se sugiere usar una media pesada 
de iteraciones consecutivas de la forma:
-i / V (o
0.y‘ - (1-T)« ♦ r« 5 ^  ‘ ’¡J CT„
donde y controla la "memoria" del algoritmo. Los propios autores sugieren el 
valor y=l/3 por sus buenos resultados. Aun así, el uso de 2.46 no asegura que, 
si <5ap converge, lo haga a la solución correcta. En [29] se indica como 
procedimiento adecuado promediar las iteraciones sucesivas para obtener la 
convergencia.
De todas formas, sea el método que usemos para resolver la ecuación 
2.44, tenemos el incordio adicional del parámetro libre X, que, de hecho, es tan
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libre, que de una iteración a otra puede cambiar (y cambia) de valor (¡existen 
expresiones de la entropía -p. ej. en [31]- que tienen aún más parámetros 
libres!). Para mantener los Oap de cada iteración en valores adecuados, 
siguiendo a los diferentes autores, se elige la Xn (la X de la iteración n) de tal 
guisa que los On+1 que generemos den una %2 del orden del número de datos.
2.12.2 El algoritm o EM
• El algoritmo EM es un algoritmo iterativo de maximización que 
descubrimos por casualidad en un artículo médico [32], aplicado a la tomografía 
por emisión. Enseguida vimos que su formalismo era análogo y totalmente 
exportable a la problemática de las máscaras codificadas y podría proporcionar­
nos una herramienta más para nuestra tarea de reconstrucción de imágenes.
El algoritmo EM (cuyo nombre viene de valor Esperado y Maximización) 
es un algoritmo para computar estimadores de máxima verosimilitud iterativa­
mente [33] a partir de datos incompletos. La idea es la siguiente: Supongamos 
que los datos observados en un experimento es un vector aleatorio y, que tiene 
una función de probabilidad condicional g(y | <j)) donde <|> es un conjunto de pará­
metros desconocidos a estimar; es decir, g  representa la probabilidad de que 
obtengamos los datos y dados los parámetros Nuestro objetivo será hallar el 
conjunto de parámetros <|)max que maximiceng(y | <()), y quesera el mejor estima­
dor del valor real de los parámetros <f>. En general será difícil maximizar g(y \ (|>) 
respecto a <|>, así que, en lugar de trabajar en el espacio de datos observados (e 
incompletos), que siguiendo la terminología de [33] vamos a llamar Y  (el equi­
valente de D  en el punto 2.12.1), trabajaremos en el espacio mayor de datos 
teóricos completos, que llamaremos X  (lo que en 2.12.1 llamábamos D t), donde 
la optimización nos será más fácil de realizar (continuando la analogía, 
nuestros parámetros <j) a estimar serán los O del espacio fuente). Los datos de 
éste espacio teórico, x , no son observables directamente; sólo indirectamente a 
través de los datos y.
Asumimos que hay un "mapeo" (no unívoco) x->s(x) de X  a Y, y que los x 
pueden ser conocidos sólo si se hallan incluidos enX(y); esto es, el subconjunto 
de X  determinado por la ecuación y=s(x). Postulamos para los datos completos
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x una función de probabilidad condicional f[x | (()). Bajo estas suposiciones, es 
posible volver a obtener g(y | <])) a partir de f{x | (|)) mediante:
donde la integral se convertirá en un sumatorio en el caso de tratar con 
variables discretas (y las funciones de probabilidad en probabilidades). Nótese 
que en genéral habrá varias especificaciones f{x \ <|)) que puedan generar g(y | b). 
En algunos casos habrá una elección natural de f  que será obvia, y en otros 
habrá varios caminos diferentes para definirla.
Cada iteración n+1 del algoritmo EM consiste de dos pasos; hallar un 
valor esperado (paso E) y maximizarlo (paso M):
•Paso E: Se forma el valor esperado condicional
donde <|>n representa el vector de parámetros estimados en la iteración n (de 
valor ya conocido).
•Paso M: Para hallar el nuevo vector de parámetros se maximiza ec. 2.48
es nuestra actual estimación) constantes.
La idea intuitiva es que nos gustaría hallar los parámetros <|> que 
maximizaran log /Tjc | <[)). Dado que no conocemos log /fa|<|>), en su lugar
g ( y  1$)  = (2.47)
E(\ogf(x\§)  | y,<|)n) (2.48)
respecto a <|>, manteniendo los <|)n (que ya obtuvimos en lá iteración anterior y
maximizamos su valor esperado en la iteración actual, dados los datos y y la 
estimación actual de los parámetros, §n.
Consideremos ahora la función:
H(§ |<]>n) = E(logf(x\§)  | y,<r) - loggiy |<|>) (2.49)
Esta función [33] tiene la peculiaridad de que
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¿?(4>/ |<l>) <flX<|> |<t>) (2-50)
Y a partir de 2.49, se tiene que:
loggiy |<|>n+1) - log£(y |<|)n) =
[£(log/*(*|<t>n+1) I y,$n) ~ i57(log/*(^ : | (J)") | 3',<J)re)] (2.51)
, + [ (^(t)" | <j)re) - tf(<|)'l+1|<t>n)]
Dado que <|)n+1 maximiza ec. 2.48, manteniendo <()" constante, el primer 
corchete a la derecha del signo igual en ec. 2.51 será >0. Y esto mismo ocurre 
con el segundo corchete, gracias a la propiedad 2.50. Con lo cual se obtiene que:
logg( y  I <T+1)  ^ logg(y | ó") <-» g ( y  | <T+1)  ^g ( y  I <l>n) (2.52)
siendo estrictamente mayor en muchos casos. Es decir, el algoritmo EM está
diseñado para incrementar la verosimilitud en cada iteración.
¿Convergen la secuencia de <|>" al <J)max que estamos buscando, que 
maximiza g(y | (())? Por desgracia, la demostración de convergencia desarrollada 
por Dempster et al. [33] es incorrecta, al utilizar en uno de los pasos 
incorrectamente la desigualdad triangular. En [34] y [35] se intenta remediar 
esta situación, aunque sin cubrir todos nuestros probleiqas.
Afortunadamente, Lange y Carson [32] demuestran que, en el caso 
concreto estudiado por ellos (tomografía por emisión -que es completamente 
análogo al nuestro, como se muestra a continuación-), s í existe la convergencia 
requerida, gracias a la estricta concavidad de la función logg(y | <|>) en el modelo 
estudiado, que se basa en la estadística poissoniana.
La tomografía por emisión trabaja cambiando de posición un único 
detector (que enfoca al paciente), y realizando medidas de la radiación que 
emite éste (ya que, previamente, se le ha suministrado una sustancia 
radiactiva) viéndolo desde diferentes posiciones (proyecciones). Siguiendo a [32], 
se define:
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i: índice de proyección
j: índice de píxel de la imagen reconstruida
I¿: conjunto de píxeles que contribuyen a la proyección i
Jji conjunto de proyecciones a las cuales el píxel j  contribuye
Xy. intensidad de la fuente del píxel j  (parámetros a estimar)
c¿j: probabilidad de que un fotón que sale del píxel j  alcance
la proyección i
Y¿: número de fotones detectados en la proyección i
Se tiene por tanto que:
A (2.53)
que es una ecuación análoga a 2.40. Aplicado el algoritmo EM, se obtiene la
Pasemos ahora de la tomografía a las máscaras codificadas. Si ahora 
equiparamos cada una de las proyecciones del detector que realiza la 
tomografía con una unidad detectora diferente de nuestro plano detector (o lo 
que es lo mismo, es equivalente poner un sólo detector en diferentes posiciones 
-proyecciones- y realizar una medida en cada una de ellas, que tener muchos 
detectores en diferentes posiciones y realizar una sola medida con cada uno), 
la analogía que indicábamos hace un momento se revela aún más clara, y 
podemos concluir que la solución del algoritmo EM al problema de formación
de imágenes usando máscaras codificadas, y de forma análoga a la ecuación 
2.40, es:
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ñ n+1ap
ó nap 0 “PDij ij
E <  « E < 5 * > 5
V a 'P '
a 'p ' (2.55)
que, poniéndolo de una forma más elegante, resulta
E ® ij
r íj








de idéntica forma a la ec. 2.45.
La ecuación iterativa 2.56 tiene una gran ventaja respecto a las que 
obteníamos usando el método de máxima entropía: la total ausencia de 
parámetros libres; la ecuación es robusta y no requiere de continuos y molestos 
controles en cada iteración para ajustar ningún parámetro (o conjunto de) que 
frenan el proceso. Además, dado que la descripción de la.ñinción probabilidad 
g(y | <(>) se fundamenta en la naturaleza aleatoria del fenómeno de detección (al 
usar la estadística de Poisson), es de esperar una reconstrucción mejor y más 
natural que con el método de máxima entropía. Otra virtud es la no 
negatividad de la imagen reconstruida. Al igual que con máxima entropía, no 
es necesario imponer restricciones adicionales para asegurarla, pues viene 
implícita. La única que se necesita es que los parámetros iniciales sean 
positivos; es decir Ó°>0. Esto no excluye la posibilidad
lim Oap = 0
Además, EM converge al apropiado estimador de máxima verosimilitud, 
independientemente del valor inicial, como se demuestra en [32]. Nosotros 
tomaremos por parámetros iniciales 0° un campo uniforme de valor 1 para todo
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(a,(3). Con esto no introduciremos de antemano ninguna estructura en la 
imagen, que tan sólo serviría para retrasar la convergencia.
Su excelente convergencia puede intuirse viendo a simple vista la 
ecuación 2.56. En efecto, en el caso en que nuestros parámetros estimados Ón 
fueran los correctos, tendremos que D y nuestra estimación del mismo coincidi­
rán, de tal forma que la fracción entre paréntesis en ec. 2.56 valdrá 1, y por 
tanto también la fracción entre sumatorios, con lo que tendré que Ón=Ón+1.
Por curiosidad, y enlazando con los métodos basados en la correlación, 
obsérvese que, tras la primera iteración, dado que 0°=1, y en virtud de ec. 2.56 








y si definimos O como se definía la matriz M¿j (es decir, 0=1 si el detector (ij) 
mira por un agujero al mirar hacia (a,(3) y 0=0 si mira a un elemento opaco), 
se tiene que:
£  K  = n a
a»
donde iV^número total de agujeros de la máscara y iVc=número de agujeros en 
un ciclo. Con ello, se tiene que ec. 2.59 queda:
Ó i - — Í— £ < b A ,  s  ó  *=— 1— (D*M)
' NAN cf  " NaN c
Es decir, la primera iteración es en cierto modo equivalente a los métodos 
basados en la correlación descritos anteriormente.
82 Teoría de máscaras. Fundamentos
2.12.3 M étodos de m axim ización versus inversión  de funciones
Hay que hacer notar que tanto el método de máxima entropía como el 
algoritmo EM solventan elegantemente el problema de la inversión de funcio­
nes indicado en 2.12.1. Como dijimos, la función respuesta del detector (en 
nuestro caso O) relaciona el espacio fuente O con el espacio de datos D. El 
camino "obvio" para hallar los parámetros O a partir de los datos D sería 
aplicar la función inversa; pero como ya hemos visto ésta no está definida 
unívocamente (por la incompletitud de nuestros datos), o peor aún, puede no 
existir la inversa. Tanto el algoritmo EM como los métodos de máxima entropía 
usan tan sólo la función de respuesta del detector, O, y nunca su inversa, para 
pasar los mapas prueba del espacio fuente al de datos y compararlos con los 
datos experimentales.
Capítulo 3: Otras consideraciones
3.1 P refac io
n el capítulo 2 hemos estudiado diferentes métodos de reconstruc­
ción de imágenes, necesarios cuando se usa un  sistem a de 
m áscara codificada para  la formación de imágenes. Esto es lo que 
hemos dado en llam ar teoría de máscaras. Sin embargo, antes de 
aden tram os en el capítulo de resultados, resu lta  conveniente 
explicar previam ente en este capítulo algunos apartados adicionales que, sin 
ser exactam ente teoría de m áscaras, se hallan  relacionados con ésta.
3.2 C riterio  de errores
3.2.1 En reconstrucciones basadas en la correlación
Siguiendo a [36], según la ecuación 2.10 tenemos que, dada una  m atriz 
O que represen ta  a la fuente, dada una m atriz M  que represen ta  la m áscara, 
y u n  ruido de fondo B, el plano detector, representado por la m atriz D , vendrá 
dado por:
D = O * M  + B
y la reconstrucción, por:
Ó = D * G
o lo que es lo mismo:
= Y . D k, G k .u .j  (3.1)
kl
Como se m uestra  en [37], por propagación cuadrática de errores, el error 
estadístico estim ado en cada térm ino de la forma d-g viene dado por
e \ d g ) = d 2z \ g )  + g 2z \ d )  (3.2)
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donde d  y g  corresponden respectivamente a los elementos de D y G en 3.1. 
Todos los términos de la matriz de reconstrucción G son constantes (p. ej. con 
la correlación balanceada y variantes son 1 o -1), por tanto su error asociado 
es £(¿0=0. Esto nos lleva a:
e2(dg) = g 2z \d )  (3.3)
Usando la correlación balanceada, tendremos que^=l. Es decir, podemos 
escribir el error asociado a los píxeles de la imagen reconstruida como:
e2«5v) = E e2(-D*P (3.4)
k l
Y dado que las cuentas detectadas en D tienen carácter poissoniano, el 
error de Dkl viene dado por
8 (Dkl) = JFhl (3-5>
con lo que
*2« v = E t e r í = E ^  = ^  (3-6)ki ki
siendo TD el número total de cuentas detectado en el plano detector, e 
independiente, por tanto, del elemento ij considerado.
Aplicando esto al caso particular de LEGRI, consideremos la correlación 
balanceada: tenemos mi patrón 5x5 en la máscara y un plano detector de 
idéntico tamaño (agruparemos los detectores en grupos 2x2 para que los 
elementos de ambas matrices tengan también igual tamaño). Sea una fuente 
de intensidad 100 fotones/unidad de área (a lo largo de un tiempo At 
arbitrario). Por simplicidad supongamos ausencia de ruido, de tal forma que en 
cada detector iluminado se detecten -100 fotones (salvo fluctuación estadística), 
y, por tanto, en cada grupo de 2x2 se detectarán -400 fotones (y en los no 
iluminados 0). Dado que el patrón de la máscara (fig. 2.23) consta de 12 
elementos transparentes y 13 opacos, habrán 12 grupos 2x2 iluminados, con lo 
que tendré 7^-4800 cuentas detectadas, y un error de V4800 ~ 70 en cada uno 
de los píxeles de la imagen reconstruida.
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Considerando la posición ij del cielo donde se halla  la fuente, y usando 
la ec. 3.1, tengo que cada 1 de la m atriz G m ultiplicará un  detector ilum inado 
(que ha  detectado -400 cuentas), y cada -1 un  detector no ilum inado (de 0 
cuentas). Esto es, 12x400 - 13x0 = 4800 cuentas en el pico de la imagen 
reconstruida, con un error de ±70; es decir, exactam ente lo que correspondería 
a su error estadístico si fuera una medida directa. Y el resto de la im agen será 
un fondo de valor -0  (ver fig. 2.28), con un  error de ±70 en cada uno de los 
píxeles. Sin embargo, si tuviera en el campo de visión dos fuentes de intensidad 
100, detectaría  -9600 cuentas (salvo efecto del colimador), con lo que el error 
p a ra  todos los píxeles de la imagen reconstruida sería 100. Es decir, la m ism a 
fuente del caso anterior, que es reconstruida con la misma a ltu ra  (4800) (debido 
a la forma de la ecuación 2.14, pues el valor de la intensidad de un píxel no 
depende de los dem ás píxeles de la imagen), tendría  un  error mayor, por el 
mero hecho de hallarse  presente otra fuente en el campo de visión.
Si usam os CBMF o decodificación 8 (de respuesta  piram idal o cuadrada, 
respect.) aparece adem ás un error sistemático, debido al hecho de que, aun  en 
el mejor de los casos (detector ideal y con ausencia de ruido) se reconstruyen 
fuentes donde no las hay. Si vemos la figura 2.30 (usándose CBMF), en que la 
fuente real está  en el centro, vemos que aparece una estructura, una corona 
alrededor de la señal verdadera que no corresponden a ninguna estructu ra  real. 




Figura 3.1: Señal obtenida usando CBM F (ampliación). Se muestra la 
intensidad del píxel y su error.
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Los píxeles de esa estructura, que debían valer cero, tienen un valor 
bastante alto, y un error estadístico demasiado pequeño, con lo que el valor real 
de cero no se halla incluido en el intervalo de error. Por tanto nos hallamos 
ante un error sistemático, que surge al usar CBMF y decodificación 6.
3.2.2 En m étodos iterativos
El encontrar un criterio para asignar un error a un resultado obtenido 
mediante un proceso iterativo (como es el caso de los algoritmos EM y de 
Máxima Entropía) no ha sido nada fácil, pues la bibliografía relativa a temas 
de probabilidad y estadística no suele considerar procesos iterativos, y aquellos 
sitios en los que se trata tales procesos suelen ser libros o artículos de 
orientación matemática en los que no se suele tener en cuenta los errores 
experimentales. Afortunadamente, encontramos un libro de estadística [38] en 
el que, en un par de páginas, se considera un proceso iterativo y se da un 
criterio para asignar un error al resultado del mismo. Aunque en [38] se trata 
un caso diferente al nuestro, la analogía es completa y hemos tomado su 
criterio para asignar errores a nuestros resultados.
Este criterio consiste en, una vez el algoritmo ha alcanzado la 
convergencia deseada, digamos en la iteración 72+1, estimamos el error de los 
píxeles por propagación cuadrática de errores [37], a partir de la formula 
iterativa estimada en la iteración n. Si consideramos como magnitudes con 
error las cuentas detectadas Dip y la matriz de respuesta del detector O, pues 
en ella, a parte de factores geométricos (que son un factor de error -en la 
posición de los detectores, en la distancia plano detector-máscara, en la altura 
de los colimadores, etc...-), también se pueden incluir otras magnitudes (como 
la eficiencia, la transparencia de las partes no opacas de la máscara, etc...) que 
también son fuente de error, tenemos que el error (al cuadrado) asignado al 
píxel (cx,P) vendrá dado, según la propagación cuadrática de errores, por:
e2( o ; ; I) = E
ki dDkl
'*2(Dkl) +rd o : ; ^
a<D“pki
•e2( 0  + Ey5/aP a • e 2( < )
Jn
(3.7)
donde el subíndice n hace referencia a que las derivadas parciales deben ser
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estim adas con los valores de la iteración n. P ara  un estudio m ás en detalle de 
los errores, ver apéndice II.
3.3 M apeado del c ie lo
El resultado de una única operación de reconstrucción es una tram a 
reticu lar de píxeles, una imagen o m apa, que represen ta  las intensidades
apuntam os. A lo largo del tiempo la dirección de apuntado variará, para  poder 
estud iar diferentes zonas del firmamento. Cada uno de nuestros m apas 
concretos es un  elemento de un  mosaico con cuya unión realizarem os el 
m apeado del cielo. P ara  ello, nos in teresa poder pasar de nuestras coordenadas 
(a,p), que son coordenadas relativas a la dirección de apuntado (o centro del 
campo de visión) del telescopio (como se explicó en el apartado 2.2) a las 
coordenadas Ascensión Recta y Declinación (a.r., dec.), que son las coordenadas 
absolutas usadas en astronomía.
Ambos sistem as se hallan  relacionados entre sí m ediante rotaciones 
tridim ensionales, que nos vienen definidas por los ángulos de E uler y \|/3, 
que determ inan tres rotaciones que nos perm iten pasar del eje paralelo a la 
dirección de apuntado del telescopio, al eje z3 paralelo al eje de rotación de la 
T ierra, como se m uestra  en la figura 3.2.
celestes de una zona concreta del cielo, cuyo centro es la dirección hacia la que
Z  =  Z i k C entro de visión 
del te lesc o p io
z
T olo  Norte 
C eleste
(a) (b)
Figura 3.2: Definición de los ángulos de Euler.
(c)
En nuestro caso, estos ángulos de Euler los podemos obtener a pa rtir  de 
los datos del sensor estelar (ver fig. 3.3), de la siguiente forma:
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•\|q es el ángulo formado entre el eje a  de la imagen y el paralelo celeste 
que pasa por el centro del campo de visión (CCV).
•\|/2 es el ángulo entre el centro del campo de visión y el norte celeste, y 
se relaciona con la declinación del CCV según \|/2 = -(90° - dec.), ya que 
el signo de esta  rotación (tal como la hemos definido) es negativo.
•\|f3 son los grados a g irar hasta  el origen de ascensiones rectas, y viene 
dado según \|/3 = 270° - a.r.(en grados, pues la a.r. se mide en horas).
dec.
a.r.
Figura 3.3: Ángulos de Euler que relacionan el sistema de coordenadas
intrínseco al telescopio con el sistema de coordenadas celestes estándar.
Así pues, dado un objeto, que se halle en nuestra  imagen en las 
coordenadas (a ,(3), primero obtengo sus correspondientes (0,<()) (referidas al 
centro del campo de visión) usando la ecuación 2.2. Calcular las nuevas 
coordenadas esféricas (9i,<|)i) tras  la prim era rotación (a) de la fig. 3.2 es trivial, 
y viene dado por:
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0! = 0
(3.8)
4>i = 4> - Vi
En la segunda rotación, etiquetada (b) en la figura 3.2, no nos va a ser 
tan fácil determinar las nuevas coordenadas angulares (02,<|)2), así que 
recurriremos a las coordenadas cartesianas como ayuda:
x2 = xx
y2 =  y i* c o s ( \j/2) +  z ^ s e n ^ )  
z 2 =  Z f c o s íx j^ )  - y ^ s e n í ^ )
Y dado que:
xx = R*sen(01)*cos((|)1) x2 = R-sen(02)*cos(<|)2)
yx = R-sen(01)-sen((|)1) y2 = R-sen(02)-sen(<|)2)
z 1 =  R - c o s ^ )  z 2 =  R - c o s ( 0 2)
tenemos la relación entre ángulos:
sen(02)*cos(<|)2) = senCO^-cos^!) 
cos(02) = cos(01)*cos(\j/2) - seníO ^-sení^-sen^) (3.9)
sen(02)-sen(<|)2) = sen(01)-sen(<|)1)*cos(\j/2) + cosíOií-sen^)
a partir de la cual se puede determinar fácilmente las nuevas coordenadas 
esféricas tras la rotación (b) de la fig. 3.2. En cuanto a la rotación (c), es 
análoga a la (a), con lo que viene dada por:
0 o  =  0 o
(3.10)
<t>3 =  ^ 2  ~  ^ 3  “ ------------ -----------
Las coordenadas (03,<t)3) básicamente son ya la declinación y ascensión 
recta (respect.) del objeto que teníamos en nuestra imagen; tan sólo queda 
pasar <J)3 de grados a horas para obtener la a.r. y hacer dec = 90° - 03, con lo 
que obtendremos las coordenadas celestes correctas.
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3.4 Sim uladores
Para desarrollar nuestro software de reconstrucción de imágenes, 
previamente ha sido necesario crear unos programas que simulen la respuesta 
de nuestro telescopio LEGRI frente a las fuentes celestes, con los cuales "crear" 
datos útiles sobre los que aplicamos nuestro software de reconstrucción para 
intentar reconstruir la imagen, y poder así comparar entre los diferentes 
métodos.
Los simuladores considerados han sido dos: un modelo basado en el 
método de Monte Cario [39] de todo el detector, con plena descripción de los 
materiales componentes y de los procesos físicos envueltos en la detección, 
usando el paquete de simulación GEANT-3 [40]; y un simulador geométrico que 
describiremos a continuación. El primero es más exacto y más fiel a la realidad, 
pero mucho más lento, mientras que el segundo, aunque quizá no tan exacto, 
es muchísimo más rápido. A la hora de desarrollar nuestro software y de 
estudiar las características de los distintos métodos de reconstrucción se ha 
usado este último, utilizando el primero para comprobar si la aproximación que 
hacemos al usar el simulador geométrico es lo bastante buena. Con ambos lo 
que se busca es, dado un campo celeste fuente, obtener la imagen detectada en 
el plano detector del telescopio. El método de Monte Cario lo hace "lanzando" 
fotones (en número proporcional a la intensidad de la fuente) provenientes de 
la dirección (a,p) en que se encuentre la fuente, que interaccionan con la 
materia mediante efecto fotoeléctrico y efecto Compton (en el rango energético 
en que nos hallamos no hay producción de pares) y siendo finalmente detecta­
dos por las unidades del plano detector. Como es de esperar, este proceso es 
lento y más aún si consideramos muchas fuentes o una fuente extensa. El 
simulador geométrico calcula analíticamente la matriz O de la ecuación 2.9, que 
nos da la respuesta del detector. Además de más veloz, este simulador presenta 
la ventaja adicional de hallar explícitamente los factores de flujo O, necesarios, 
no tan sólo para simular el detector, sino para la reconstrucción cuando se usan 
los métodos de maximización (ver ec. 2.44 y 2.56). Con el Monte Cario se 
pueden calcular, pero no explícitamente; habría que realizar una simulación 
por cada dirección (a,p) y luego dividir las cuentas detectadas en cada detector 
entre los fotones lanzados por unidad de área.
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Pasem os ahora a describir brevem ente el algoritmo usado en el sim ulador 
geométrico para  ha llar los factores de flujo O. Lo que se quiere obtener es, para  
una fuente de in tensidad I  que se halle en la dirección arb itraria  (a ,(3), qué 
tanto  por uno de la intensidad detectará el detector ij, teniendo en cuenta la 
posición de los tungstenos en la m áscara y el colimador. P ara  ello, proyectamos 
en el plano de la m áscara el cuadrado definido por el detector ij y el definido 
por el borde de su correspondiente colimador, como se ve en la figura 3.4, y 
hallam os él rectángulo que viene dado por la intersección de ambos.
M áscara
d irec c ió n
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Figura 3..4: Cálculo del flujo proveniente de la dirección (a ,(3) visto por una unidad detectora, teniendo 
en cuenta el efecto del colimador y de la máscara.
Luego calculamos la intersección de este rectángulo con la m áscara en sí; 
existen cuatro  casos posibles: que el rectángulo caiga dentro de un  elemento de 
la m áscara  (bien transparen te , bien opaco), entre dos elementos, o entre cuatro 
(este ú ltim o caso es el que se m uestra  en la figura 3.4), definiendo, respectiva­
m ente, urna, dos o cuatro subáreas. Multiplicando cada subárea por 1 si se tra ta  
de un  agujero, o por 0 si se tra ta  de un tungsteno, y hallando la sum a total, 
obtenem os la superficie de la unidad detectora que es, en efecto, ilum inada por
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la hipotética fuente en (a ,(3). La intuición nos dice que, para  ha llar nuestro flujo 
buscado O, ya tan  sólo hemos de dividir esta área por el área de nuestro 
detector. Casi; queda únicam ente dividir además por el factor geométrico 
debido a que el detector se halla girado respecto a la dirección de procedencia 
de la radiación, como vimos en el punto 2.11.1 en la ecuación 2.37. Con esto, el 
flujo de cielo visto por el detector ij proveniente de la dirección (a ,¡3) nos queda:
En las figuras 3.5 y 3.6 hemos representado este flujo gráficamente, para  
una unidad detectora que se halla en el centro del plano detector y para  otra 
que se halla  en una  esquina del mismo, respectivamente. Cada una de las 
gráficas se m uestra  en dos representaciones distintas: en (a) el tono de gris es 
proporcional al valor del flujo, y en (b) lo es la altura.
n° subáreas
E Mn K ubd‘v (3.11)
A ‘°,al ■ \¡l + tg 2a  + tg 2(3
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Figura 3.6: Factores de flujo del detector (1,1)
A la luz de estas figuras podemos decir que la respuesta  de una unidad 
detectora se puede describir aproxim adam ente como una función piram idal 
(que es el efecto del colimador, ta l como explicábamos en el apartado 2.11.1) 
como se aprecia  m ás claram ente en las fig. 3.5 (b) y 3.6 (b), m ultiplicada por la 
parte  del p a tró n  de la m áscara que tiene sobre sí la unidad detectora, como se 
aprecia mejor e n  las fig. 3.5 (a) y 3.6 (a).
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Capítulo 4: Resultados. Estudio de 
los m étodos de reconstrucción
4.1 In tro ito
lo largo de este capítulo van a ser expuestos los resultados 
obtenidos tras  el estudio en detalle de los diferentes métodos de 
reconstrucción de imágenes, previamente descritos, aplicados a 
LEGRI. Se estud iarán  las principales características de ellos, se 
h a rá n  diferentes consideraciones, se efectuará un  análisis compa­
rativo de los mismos, y se estud iarán  los efectos que sobre la im agen tienen 
fenómenos externos al proceso de reconstrucción.
4.2 C riter ios de con vergen cia
Cuando generam os una  imagen por medio de un método iterativo, como 
es el caso de m áxim a entropía o el algoritmo EM, hemos de detener el proceso 
en un  momento dado y aceptar el producto de esa últim a iteración como la 
im agen generada por el método en cuestión. Por tanto, an tes de proseguir y 
em pezar a reconstru ir imágenes por diferentes métodos, hemos de estud iar si 
los métodos iterativos que estudiam os convergen, y, si lo hacen, saber cuándo 
debemos detenerlos. Por ello vamos a realizar un estudio previo sobre la 
convergencia de los mismos e imponer criterios de parada al proceso iterativo.
4.2.1 Convergencia del algoritmo EM
Como dijimos en el apartado 2.12.3, el algoritmo EM tiene una  excelente 
convergencia al estim ador de máxim a probabilidad deseado. Además, la conver­
gencia es  monótona y sin oscilaciones, como se verá en breve. Podemos usar 
esta  propiedad p a ra  elegir el criterio de parada del algoritmo. Sin embargo, 
este es un criterio sobre la convergencia en sí del proceso, no sobre la 
convergencia al resultado correcto (aunque en este caso sí que converge al 
resu ltada  correcto). Podemos imponer otros criterios, por ejemplo basados en
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la estadística, para detener el algoritmo. Nosotros vamos a usar para el 
algoritmo EM dos criterios, que pasamos a definir a continuación.
Si nos basamos en la estadística, podemos exigir que el algoritmo se 
detenga en el momento en que la estimación de los datos del plano detector 
(obtenida a su vez a partir de la estimación en curso de la fuente celeste) sea 
indistinguible de los datos experimentales obtenidos, por caer el valor de los 
estimadorés dentro del error experimental de los datos reales. Es decir, puedo 
decidir detener el algoritmo en la iteración n-ésima si se cumple:
A; (= E <  0.V * (Ar°, > D^ i)
<*P (4.1)
siendo = \¡D~
Esto nos asegura que la reconstrucción que hemos realizado es una 
buena reconstrucción. Más no le podemos exigir a la reconstrucción. Sin 
embargo, esto no tiene por qué ocurrir; la solución del algoritmo (a infinitas 
iteraciones) podría no cumplir en ningún caso el requisito exigido en la 
ecuación 4.1. Para estos casos, y usando la propiedad de convergencia monótona 
del algoritmo, impondremos que el algoritmo se detenga cuando la diferencia 
entre las imágenes de dos iteraciones sucesivas sea muy pequeña. ¿Cómo 
definimos ese muy y esa diferencia?







«  n -1siendo \ ó * t -  |Óa"p -  <50()
Cuanto más similares sean dos imágenes consecutivas, más pequeña será 5". 
Podemos definir que la parada del algoritmo sea cuando 5ra sea del orden de 10‘4 
(que es aproximadamente el valor que suele adquirir cuando se cumple la 
condición de la ec. 4.1). En la práctica, usaremos como condición de parada del 
algoritmo la que se dé antes de las dos.
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Aplicando esto a un  caso, se ha usado el algoritmo EM sobre los datos D 
obtenidos al ser sometido el telescopio a una  fuente, centrada en el campo de 
visión, de in tensidad 100 fotones/cm2, m ás un  ruido aleatorio con valor medio 
de 30 cuentas/detector (se ha  usado el sim ulador geométrico descrito en 3.4).
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Figura 4.2: Valor de %2.
En la figura 4.1 (a) se m uestra  la 
a ltu ra  del pico que aparece en el 
píxel central de, la im agen reconstru­
ida (la intensidad estim ada de la 
fuente), y en la figura 4.2 (b) el valor 
de 8". El criterio de parada  que se ha 
usado ha sido el definido por la ec. 
4.1. Por completitud, se m uestra  en 
la fig. 4.2 el valor de x2 correspon­
diente a la estim ación de los datos en 
cada iteración.
El algoritmo se detuvo en la iteración 
445. El valor de la estim ación de la 
fuente obtenido es de 95.1 fotones/cm2 y el valor de 5" es 6-10'4. Como es de 
esperar, por cum plirse la ec. 4.1, y dado que %2 viene definido por:
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(D ■ -  D ) 2
x* = £  - 11 . y  . (4.3)
a Oij
el valor final de %2 no puede ser mayor que el número de unidades detectoras 
(100 en nuestro caso), pues cada cociente es menor (o igual) que 1; en efecto, el 
valor es de 18.4. El tiempo de ejecución fue de 1 minuto y 25 segundos en una 
Sun Sparc 20 de 120 Megabytes de RAM (sistema operativo Solaris 2.4).
4.2.2 C onvergencia del m étodo de m áxima entropía
Dado que la solución de máxima entropía que veíamos en la ec. 2.44 
necesita ser resuelta por métodos iterativos, y dado que, al contrario que con 
el algoritmo EM, la convergencia no está asegurada (y si converge, no está 
asegurado que lo haga a la solución correcta), es necesario que introduzcamos 
un test adicional a los anteriores para estimar la bondad de la solución. 
Siguiendo a [31], definimos un residuo Rn definido por:
R n =
(4.4)
donde se comparan ambos lados de la ecuación 2.44. Cuanto más cerca se halle 
Ón de la solución correcta, más pequeño será Rn. De hecho en algunos casos 
puede resultar más práctico usar la ecuación 4.4 como criterio de parada del 
algoritmo, imponiendo, por ejemplo, queRra<0.1, tal y como sugieren los autores 
de [31] (o una cota más estricta).
En cualquier método de iteración que usemos, hemos de imponer (como 
se dijo en 2.12.2 y como sugieren varios autores) que el %2 de la estimación de 
los datos de la iteración siguiente (ti+1) sea del orden de los grados de libertad 
del sistema (100 en nuestro caso), eligiendo el Xn adecuado para que esto ocu­
rra. En general esto no va a ser posible, sobre todo en las iteraciones iniciales,
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y podemos encontramos con casos en que, para cualquier Xn que escojamos, el 
%2 esté incluso dos órdenes de magnitud por encima del número de grados de 
libertad. Por tanto (y dado que el número de grados de libertad que tenemos 
no es muy alto -sobre todo comparado con otros telescopios de rayos y-), en cada 
iteración elegiremos el Xn que minimice %2 (buscando en un cierto rango de 
valores de Xn), bajo la presunción que un %2 del orden de, por ejemplo, 20 (como 
obteníamos para el algoritmo EM en el apartado anterior) al final del proceso 
se pueda considerar del orden del número de grados de libertad.
Estudiemos ahora los diferentes métodos de iteración del método de 
máxima entropía para hallar la solución de la ecuación 2.44. El primero que se 
le ocurre a uno es iterar la propia ecuación 2.44, es decir:
ñ n -  d- i-9 v y  a>°p » »
ó"*1 = e « 
af> (4.5)
y a; = E '<V
a 'p '
(hay que tener cuidado cuando g ¿j= 0, sustituyéndola, por ejemplo, por el valor 
medio G¿j, para evitar divisiones por cero).
Lamentablemente, este método no converge en absoluto, como se puede 
ver en la figura 4.3. Hemos iterado el proceso 445 veces (ignorando el valor de 
5”), para poder compararlo con el resultado obtenido con el algoritmo EM. Por 
desgracia, el comportamiento era tan caótico que la gráfica resultante parecía 
talmente un encefalograma y era imposible ver nada. Por ello hemos mostrado 
únicamente las 50 últimas iteraciones que son totalmente representativas de 
todo el proceso. En la fig. 4.3 (a) se muestra la estimación de la intensidad del 
píxel central de la imagen reconstruida, para la misma fuente celeste que 
usamos en el apartado anterior para el algoritmo EM. Se puede apreciar que 
la intensidad estimada oscila alternativamente entre los 0 y los aprox. 100 
fotones/cm2. En la fig. 4.3 (b) se muestra el valor de %2 para la estimación de los 
datos en cada iteración. Como se ve, rara vez se halla por debajo de 1000, y 
esto es más cierto para las 10 primeras iteraciones, en que se alcanza 
fácilmente valores del orden de 10000. La causa de esta inestabilidad es la 
exponencial, que magnifica pequeñas fluctuaciones en el exponente.
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Figura 4.3: Convergencia del método de máxima entropía usando la ec. 4.5
El tiempo de ejecución para  las 445 iteraciones, debido a la necesidad de 
m inim izar %2 respecto a A, en cada iteración, fue de 4 horas y 15 minutos.
Se puede obtener una pequeña mejoría si usamos el procedimiento descri­
to por [31], que ilustrábam os en la ec. 2.46, la cual volvemos a poner aquí:
o #  = (1-Y)Oa; + ye ij ’
n +1 (4.6)
donde y es la "memoria" del algoritmo del resultado en la iteración anterior. 
Esto suaviza la oscilación de las iteraciones sucesivas. Por decirlo burdam ente, 
el sum ar el resultado de la iteración anterior hace que se recuerden los 
resultados exitosos anteriores, y que la exponencial sirva para  "mejorarlos" en 
la siguiente iteración. El suavizado es mayor cuanto menor sea y, con lo que la 
fluctuación dism inuirá, pero, por contra, puede llegar a pa ra r de forma efectiva 
el algoritmo (aun cuando las iteraciones prosigan) si el valor es excesivamente 
pequeño. En [31] se indica como valor adecuado y^l/3. Sin embargo, podemos 
ver en la figura 4.4 que el comportamiento del algoritmo sigue siendo 
altam ente caótico, y la mejora obtenida es más bien pequeña. De nuevo se 
m uestra, para  las 50 últim as iteraciones, la intensidad del píxel central en la 
imagen reconstruida y la correspondiente %2 de cada iteración (fig. 4.4).











400 405 410 415 420  425 430  435 440 445 450
Ite ra c io n e s
8100
400 405 410 415 420  425 430 435 440 445 450
Ite ra c io n e s
(a) (b)
Figura 4.4: Convergencia del método de máxima entropía usando la ec. 4.6
Ahora la fluctuación del algoritmo no es tan  grande como en el caso 
anterior, aunque tampoco es pequeña. El valor de la intensidad se halla  ahora 
comprendido principalm ente entre 60 y 100 fotones/cm2, con algunos valores 
espúreos llegando h asta  los 40 fotones/cm2. El %2 es bastan te  menor, y se centra 
en torno a 300. Por otro lado, aunque no lo mostremos en ninguna gráfica, el 
valor del residuo R n (cuyo comportamiento en el caso anterior era  extrem ada­
mente errático) se halla  comprendido entre 0.4 y 0.05. El tiempo de ejecución 
es algo mayor que en el caso anterior, pero comparable: 4 horas 40 m inutos. Es 
en este caso, así como en el anterior, donde puede resu ltar una buena idea u sar 
R n como criterio de parada, con la esperanza de que, en alguna iteración, la 
fluctuación del valor de R n sea menor que un cierto valor, y obtengamos una 
buena estim ación de la imagen. No obstante, sería más cómodo poder usar 
algún algoritmo que converja de forma razonable a la solución de la ec. 2.44.
Basándonos en la sugerencia dada en [29] de prom ediar las sucesivas 
iteraciones p a ra  obtener convergencia (si bien en [29] no se explica cómo debe 
hacerse), hemos desarrollado un  nuevo método de "suavizado" para  m ejorar la 
convergencia. Supongamos que, tomando como input un cierto Ónlbis (llamémos­
lo así por ahora), usamos la ecuación 4.5 ta l cual para  obtener Ón. Es decir:
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U ~ e
D n \ 0 "_1) -  D (4.7)
donde hemos omitido los índices de píxel y detector para mayor claridad. A 
partir de este Ón generamos un Ónbis según:
=
ó "  + ó" '1 * + ó 1 (4.8)
n
Es decir, nuestro nuevo input al algoritmo será la media de todos los outputs 
anteriores de la ec. 4.5 (no consideramos Ó° que no es un resultado del algorit­
mo, sino que es el campo inicial -y de hecho el primer input del algoritmo- y 
cuyos valores son todos 1). Si iteramos el algoritmo, obtenemos a partir de este 
valor un nuevo resultado Ón+1, que viene dado por la ec. 4.8 y es:
o : :1 Ó"*1 + O ' + + Ó 172 +1
ra+1 n_1 O n t O + O + + Ó 1 (4.9)
72 + 1 72 + 1 72
1 o -*1 +
72 + 1 72 + 1
Sustituyamos ahora Ó por su valor, según la ecuación 4.7, y renombremos Óbis 
como Ó, y lo que obtenemos es (escribiéndolo de una forma análoga a la ec. 4.6) 
la siguiente ecuación iterativa:
ñ n+1aP
72
72 + 1 o ; , - 72 + 1
(4.10)
Por así decirlo, en esta ecuación el factor de "suavizado" y de la ecuación 
4.6 no es constante, al contrario de lo.sugerido por Willingale [31], sino que. 
decrece con el número de iteraciones, siendo inicialmente 1 (para obtener O1, 
72=0 -ver ec. 4.10-). Es decir, inicialmente se da más importancia al resultado 
en curso del algoritmo que a los anteriores, y según crece el número de 
iteraciones, esta situación se va invirtiendo (podríamos decir que la "memoria" 
del algoritmo aumenta con la experiencia).
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Como podemos ver en la figura 4.5, la capacidad de convergencia se ha 
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Figura 4.5: Convergencia del método de máxima entropía usando la ec. 4.10
¡Ahora sí que se puede hablar de convergencia! si bien existen todavía 
algunas pequeñas fluctuaciones. La intensidad de la fuente (fig. 4.5 (a)) recons­
tru ida  es de 98.3 fotones/cm2. El valor del residuo R n (fig. 4.5 (b)) se centra  en 
torno a 0.2. La 5" que definíamos en la ec. 4.2 (fig. 4.5 (c)) y que nos da una 
medida de la convergencia, es de 2-10'3. Y el valor de alcanzado (fig. 4.5 (d))
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es de 15.8. El tiempo de ejecución del program a es de nuevo de 4 horas y 4'0 
m inutos. Como se ve, este es un muy buen resultado, comparable al obtenido 
con el algoritmo EM. De todas formas el valor del residuo R n (que nos indica 
cuán cerca de la solución de la ecuación 2.44 estamos), es algo alto, y esto no<s 
indica que, aunque cerca, la solución obtenida no es todavía la solución correct a 
de la ec. 2.44. Obsérvese que en la fig. 4.5 (a) nos hemos estado centrando ta n  
sólo en el valor de un  único píxel del campo celeste reconstruido (el central, 
donde se halla  nuestra  fuente). Pero la solución en realidad reconstruye todo 
el campo celeste a la vez, y aunque la intensidad de ese píxel sea m ás correcta, 
ta l vez no lo sea el resto de la imagen y aparezcan estructuras falsas.
Antes de proseguir, estudiemos 
el comportamiento de Xn a lo largo de 
cada iteración. En la fig. 4.6 se repre­
senta el valor de Xn que minimiza %2 
en cada iteración. El rango de bús­
queda de Xn en todos los casos expli­
cados ha  sido de 0 a 1000 (suficiente­
m ente generoso). Como se ve, en este 
caso, el valor de Xn aum enta, digamos 
que linealm ente con el núm ero de ite­
raciones, pero tam bién aum entan las 
fluctuaciones. En la fig. 4.6 se m ues­
tra  tam bién un  ajuste lineal de Xn.
Uno puede estar tentado a u sar ese 
ajuste lineal como los valores de Xn 
en cada iteración, sin tener que hacer una búsqueda del mismo. Por desgracia, 
este método falla estrepitosam ente, debido a que la exponencial magnifica las 
pequeñas variaciones del parám etro Xn (sobre todo en las prim eras iteraciones).
Por contra, podemos ver en la fig. 4.5 (a) que a pa rtir  de la iteración 200, 
el algoritmo prácticam ente ha convergido, y las brutales oscilaciones de Xn que 
podemos observar a p a rtir de 200 en la fig. 4.6, ¡no afectan a la convergencia! 
Es decir, a m ás iteraciones, más insensible a Xn se vuelve el algoritmo. Esto nos 
sugiere un método para  aum entar la velocidad del algoritmo, y es que, a partir
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Figura 4.6: A," que minimiza %2 en cada iteración, usando 
la ec. 4.10.
Criterios de convergencia 105
de cierto momento en que el algoritmo se halle más o menos cerca de la conver­
gencia, podemos fijar el valor de A/1. Por ejemplo, a pa rtir  de la iteración 60, 
podemos ver en la  fig. 4.5 (a) que el valor de la intensidad se halla  bastan te  
cerca de su  valor final. Tam bién vemos en la fig. 4.6 que, hasta  la iteración 60, 
el valor de Xn se ha lla  comprendido entre 0 y 10. Pero por hallarse m ayorm ente 
centrado en 5 vamos a hacer el experimento de perm itir que Xn oscile sólo entre 
0 y 5, y a p a rtir  de la iteración 60, fijar su valor a 5. Los resultados los 
podemos ver en la  figura 4.7:
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Figura 4.7: C onvergencia del método de máxima entropía usando la ec. 4.10 y limitando X" entre 0  y 5
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Como se ve en la fig. 4.7 (a), el algoritmo oscila un poco más ahora al 
principio (debido a que forzamos a Xa a oscilar entre 0 y 5: esto no ocurriría si 
oscilara entre 0 y 10; ¡pero tarda la mitad!). De todas formas, la convergencia 
es mejor; el valor final de 8n es ahora de ¡3*10'5! En contra de lo que pudiera 
parecer, el limitar Xn entre 0 y 5 para las 60 primeras iteraciones (y fijarlo a 5 
para las siguientes) ha mejorado la convergencia enormemente. Pero ¿converge 
a la solución requerida? Ahora, por desgracia, la intensidad reconstruida de la 
fuente es de 90.0 fotones/cm2, lo que puede parecer un empeoramiento. ¡Sin 
embargo no es así! La siguiente agradable e inesperada sorpresa con la que nos 
topamos es que el valor final del residuo Rn es de ¡¡0.015!! ¡Un orden de 
magnitud por debajo del caso anterior! Es decir, a pesar de que la intensidad 
de la fuente esté ahora subestimada, esta solución esta mucho más cerca de la 
solución de la ec. 2.44, y es por tanto más correcta.
Y sin embargo, no debería sorprendemos que esta solución más correcta 
no se acerque tanto a la intensidad real de la fuente, pues si usáramos la 
fuente celeste real como estimación de nuestros parámetros (¡una excelente 
estimación, de hecho!) nos encontraríamos con que ésta NO es solución de la 
ecuación 2.44. En efecto, si en ausencia de mido introduzco el mapa celeste real 
Oa(J como estimación Óap del mismo, en la ecuación 2.44, obtengo:
Axp = Oap = fuente real
p
=> D = Dij ij
A;"A/
=> Oap = e
= e "1 = 0.368 V apü 
Es decir, cualquier estimación del mapa que reproduzca exactamente las 
cuentas medidas en el plano detector, no es solución matemática de la ecuación 
2.44. Ni tampoco lo pretende, pues en el caso real (con ruido), una reconstruc­
ción que ajustara exactamente los datos (%2=0) introduciría estructuras falsas 
en el mapa, provenientes tan sólo del mido de los datos; el método de máxima 
entropía protege contra esto (o lo intenta), evitando que sea imposible un ajuste 
al 100% de los datos. Precisamente, el hecho de fijar Xn en un momento dado 
hace que no podamos acercamos mucho a valores de %2 cercanos a cero; por ello
Criterios de convergencia 107
obtenemos un valor menor de R n. Efectivamente, tenemos que el valor de %2 es 
ahora 36.3, un valor mayor que en el caso anterior. El tiempo de ejecución, 
como era  de esperar, se ha reducido a 38 m inutos (el reducir el rango de 
búsqueda de Xn acelera el algoritmo); otro resultado a favor de fijar en un 
momento dado el valor de Xn.
Como conclusión prelim inar, y a la v ista de los resultados de los a p a rta ­
dos 4.2.1 y 4.2.2, podemos decir que EM reconstruye mejor las intensidades 
reales que la solución de m áxim a entropía, dada por la solución de la ec. 2.44.
No obstante, no conviene fijar Xn demasiado pronto. Estudiem os los 
siguientes resultados; si repetimos la operación fijando el valor de Xn a p a rtir  
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Figura 4.8: ídem  que la fig. 4.7, pero fijando el valor de X," a 5 a partir de la iteración 40
Vemos que a p a rtir  de la iteración 40 la convergencia se a ltera  b ru ta l­
m ente, si bien vuelve a recuperarse poco a poco hasta  llegar a la iteración 120 
donde vuelve a converger suavem ente; la 5n al final del proceso es de 2.5*10'5. 
La intensidad reconstruida de la fuente es ahora de 90.6 fotones/cm2, y el resi­
duo final es de 0.032 (algo mayor). La x2 es ahora de 36.4, prácticam ente la 
misma que el caso anterior. El tiempo de ejecución es de 25 minutos.
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Figura 4.9: ídem que la fig. 4.7, pero fijando el valor de Xn a partir de la iteración 5
Cuanto más pronto fijemos el valor de Xn, tan to  peor será la posterior 
convergencia. De hecho es crucial que en las prim eras iteraciones el parám etro 
Xn sea aquél que minimice %2. En la figura 4.9 hemos repetido el proceso, pero 
esta vez hemos fijado el valor de Xn a partir de la iteración 5. En este caso 
hemos iterado el proceso 105 veces. La fig. 4.9 (a) es una  ampliación de la fig. 
4.9 (b) de las 20 prim eras iteraciones. Como se ve, a pa rtir  de la iteración 5 en 
que hemos fijado el valor de Xn, se produce una alteración bru tal en el valor de
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la estimación de la intensidad de la fuente, de 5 órdenes de magnitud. Poco a 
poco éste va disminuyendo, pero en la iteración 105, en que detuvimos el proce­
so (después de 5 horas y media de tiempo de cálculo), el valor era todavía de 
230 fotones/cm2. El proceso de convergencia es tan lento, que de iteración a 
iteración la imagen apenas cambia, como se ve por lo pequeño del valor de la 
5” en la fig. 4.9 (c), que se halla siempre muy cercano a cero (2.1-10'6 es el 
valor final, aunque es menor de 10'3 desde la iteración 200 aprox.). Sin em bar­
go, obsérvese que ahora el algoritmo no converge a la solución de la ec. 2.44, 
como ocurría en el caso anterior, si no al contrario; diverge de ella, como se 
desprende del extraño comportamiento de Rn que se ve en la fig. 4.9 (d), El 
valor de Rn al acabar el proceso era de 2.4 y creciendo. El de %2 también era 
muy alto, y era de 3327 en el momento en que detuvimos el proceso.
Nosotros elegiremos un compromiso entre tiem po de ejecución y resu l­
tados, y calcularemos la solución de la ec. 2.44 usando el método iterativo 
descrito en la ec. 4.10, y buscando Xn entre 0 y 5 para las 60 primeras iteracio­
nes y fijándolo a partir de la 60. Esos valores se hallan, para nuestro caso, en 
el límite del buen comportamiento. Variar Xn entre 0 y 10 para esas 60 primeras 
iteraciones no conlleva casi diferencia en el resultado final a hacerlo entre 0 y 
5. Pero rangos menores ya alteran demasiado el resultado de las iteraciones 
iniciales. De igual forma, fijar su valor en iteraciones posteriores a 60 no lleva 
en absoluto a importantes mejoras en el resultado final (y sí lo deceleran 
bastante) mientras que ya sabemos qué pasa si lo fijamos antes.
4.3 R econ stru cción  de una fu en te p u n tu al
4.3.1 Estudio de los sim uladores
Una vez fijados criterios sobre cómo reconstruir imágenes, vamos a pasar 
a obtenerlas usando los diferentes métodos explicados. Para empezar, haremos 
un estudio sobre el caso más sencillo; la reconstrucción de una fuente puntual 
(de intensidad 100 fotones/cm2) en el centro del campo de visión, y en ausencia 
de ruido (fig. 4.10). Someteremos los dos simuladores descritos en el apartado 
3.4 a esta fuente, para compararlos entre sí. A partir de ello estudiaremos si
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podemos lim itarnos a usar tan  sólo el 
sim ulador geométrico (mucho m ás 
rápido) para  desarrollar el software y 
realizar el estudio de las característi­
cas de los distintos métodos de 
reconstrucción considerados.
El resultado lo podemos ver en 
la figura 4.11: en la fig. 4.11 (a) se 
m uestra  la señal detectada en el 
plano detector de LEGRI al u sar el 
sim ulador geométrico, y en la fig.
4.11 (b) la señal detectada en el 
Monte Cario realizado con GEANT-3, 
lanzando fotones de una energía de
100 keV, ya que el rango energético cubierto por LEGRI es de 20-100 keV:
-2 0 2 
F u e n te  G a m m a  C eles te
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Figura 4.11: Detección de la fig. 4 .10 usando (a) el simulador geométrico y (b) el Monte Cario
Como se ve, el resultado que se obtiene en ambos casos es similar. La 
diferencia estriba en que el resultado obtenido con el método de Monte Cario 
tiene fluctuaciones, debido a la naturaleza aleatoria del proceso de detección 
(si bien la fluctuación será menor conforme aum ente el núm ero de cuentas), y
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en que la cantidad de cuentas medida es menor (alrededor de 80 cuentas/cm2 
en promedio frente a las 100 exactas del simulador geométrico) debido a que 
la eficiencia de los detectores que se obtiene en el Monte Cario no es de 1 (en 
el simulador geométrico sí se ha tomado un valor de 1). Los fotones detectados 
en unidades del plano detector, que en principio no debían detectar señal al 
hallarse "a la sombra" de los tungstenos, son debidos a fotones dispersados por 
el material pasivo del telescopio, y funcionan como un ruido adicional.
■ Tanto la fluctuación estadística como la eficiencia menor que 1 son 
fenómenos fáciles de "implementar" en el simulador geométrico, y podremos por 
tanto prescindir de usar el método de Monte Cario. De todas formas, aunque 
sí introduciremos la fluctuación estadística, en todo el capítulo 4 vamos a 
continuar usando una eficiencia de detección igual a 1, ya que el usar uno u 
otro valor de la eficiencia tan sólo introduce un factor de escala, y la eficiencia 
que nos da el modelo de Monte Cario tampoco no coincide con la real de LEGRI 
(debido a la electrónica). Adelantamos ahora que en el capítulo 5 realizaremos 
simulaciones usando las eficiencias reales, medidas y no simuladas, que nos 
darán un resultado más realista. Pero lo único pretendido en este capítulo es 
el análisis del comportamiento de los métodos de reconstrucción en sí.
4.3.2 R econstrucción
Las imágenes detectadas, que se muestran en la fig. 4.11, son el punto 
de partida a partir del cual hay que reconstruir la imagen, que debe ser lo más 
parecida posible a la imagen fuente (fig. 4.10). Usando los métodos de recons­
trucción descritos, y aplicándolos a esas dos imágenes detectadas, obtenemos 
las reconstrucciones de la figura 4.12. En la columna (a) de la izquierda 
tenemos la reconstrucción obtenida a partir de la imagen detectada por el 
simulador geométrico; en la columna (b) de la derecha, la reconstrucción a 
partir de la imagen obtenida por el modelo de Monte Cario. De arriba a abaja,- 
el método de reconstrucción ha sido, respectivamente, Correlación Balanceada 
de Muestreo Fino (CBMF), decodificación 5, máxima entropía y el algoritmo 
EM (enlazando momentáneamente con el apartado 4.2, el tiempo de ejecución 
de los programas de reconstrucción por CBMF y decodificación 5 apenas llega 
a las 2 décimas de segundo).
112 Resultados: Estudio de los métodos de reconstrucción
6 — 6
4 4 _
2 »~ 2 | |






-4 |  >~ -4 ¡
-6 -6
- 4 - 2  0 2
Reconstrucción
















•6 ÜLo-6 -4 ■2 2 64
Reconstrucción Reconstrucción
-2 0 2 
Reconstrucción
- 6 - 4 - 2  0 2
Reconstrucción










-6 -4 ■2 0 2 4 6
Reconstrucción
(b)
Figura 4.12: Reconstrucciones de las imágenes detectadas en la fig. 4.11
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El prim er punto que cabe destacar es que, usando decodificación 5, la 
imagen reconstruida no sale centrada en el campo de visión, sino desplazada 
(hacia arriba  a la izquierda en este caso). Esto es debido, como dijimos en el 
apartado 2.9.3, a que la subdivisión no nula en cada elemento de la m atriz G 
(fig. 2.31) no está  centrada; en nuestro caso es imposible, porque no podemos 
subdividir los elementos de la m áscara un número im par de veces de ta l forma 
que haya una subdivisión central, sino tan  sólo 2x2 veces. Eligiendo una  subdi­
visión no nu la  diferente (la misma para  todos los elementos de G) obtenemos 
una reconstrucción diferente (véase figura 4.13), donde la subdivisión no nu la  
elegida es: (a) | j j 1 00 0 , (b)
0 1
0 0 , (c)
0 0
1 0 y (d)[T]
0 0
0 1 (esto es
para  el caso de un  agujero; para un elemento opaco, cámbiese 1 por -1).
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Figura 4.13: Variaciones de decodifícación 5 para la imagen detectada en la fig. 4.11 (a)
E stas variaciones de decodificación 8 se han  aplicado a la im agen detec­
tada  con el sim ulador geométrico, y por supuesto, la prim era im agen coincide 
con la segunda de la columna (a) de la fig. 4.12. Por la forma de la ecuación 3.1,
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que nos da la reconstrucción usando la correlación, y por las definiciones de las 
m atrices G para  CBMF y decodificación 5 que vimos en la fig. 2.31, podemos 
darnos cuenta tam bién de que CBMF no es otra cosa que la sum a de todas las 
posibles elecciones de decodificación 8 que podemos hacer, y en efecto, si 
sumamos entre sí las imágenes de la fig. 4.13, obtenemos la figura 4.14.
6 -
-6 -4 -2 0 2 4 6
Imagen Suma
Figura 4.14: Suma de las imágenes de la fig. 4.13
que es idéntica a la imagen que obteníamos con CBMF (fig 4.12 (a), prim era 
imagen). Es decir, podemos pasar de una imagen obtenida con decodificación 
8 a la equivalente de CBMF de forma triv ial (y tam bién viceversa, aunque no 
tan  trivialm ente), pues son equivalentes.
El siguiente punto en que nos vamos a fijar es en la intensidad de la 
fuente reconstruida. P ara  las imágenes de la fig. 4.12 (a) (las obtenidas a partir 
del sim ulador geométrico), las intensidades reconstruidas son: para  CBMF, en 
el píxel central, 4800 fotones/cm2 (=100 fotones/cm2 * 48, pues hay 48 unos en 
la m atriz G), para  decodificación 8 1200 fotones/cm2 (=100 * 12), para  máxima 
entropía 89.73 fotones/cm2 y para  el algoritmo EM 99.99 fotones/cm2. En el caso 
de CBMF y decodificación 8 vemos que la imagen está m ultiplicada por un fac­
tor, que es el núm ero de unos que tiene la m atriz de reconstrucción (Nu = 12 
para  decodificación 8 y 48 para  CBMF en nuestro caso), como dijimos en el 
apartado 2.9, y basta  con dividir a posteriori por el mismo para  obtener una 
estimación m ás real de las intensidades. En realidad, aunque por claridad de 
exposición no se dijo en el apartado 2.9, esto se puede hacer implícitamente, 
incluyendo ese factor en G. Es decir, cada 1 ó -1 de la m atriz de reconstrucción 
lo podemos sustitu ir por 1/N v y -1 /N v (con lo que, en realidad, sí es posible
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obtener el caso "ideal" de la ec. 2.21). Las imágenes que se muestren en los 
sucesivo con estos dos métodos habrán sido ya corregidas con este factor. En 
cuanto a los otros dos, podemos ver claramente que el algoritmo EM reconstru­
ye la intensidad mejor que el método de máxima entropía.
Para las imágenes de la fig. 4.12 (b) (las obtenidas a partir del modelo 
de Monte Cario), las intensidades reconstruidas son: 2966 fotones/cm2 para 
CBMF (que dividido entre 48 nos da 61.8), 762 fotones/cm2 para decodificación 
5 (que dividido entre 12 nos da 63.5), 55.6 fotones/cm2 para máxima entropía 
y 57 fotones/cm2 para el algoritmo EM. Vemos claramente que el principal 
efecto de la eficiencia menor que 1 que se obtiene en el Monte Cario es un 
cambio de escala; es decir, es como si detectáramos una fuente de intensidad 
menor. Esto será fácilmente corregible, dividiendo por la eficiencia la señal 
reconstruida (o incluyéndolo en la matriz G, de forma análoga a lo que explicá­
bamos en el párrafo anterior). En cuanto a máxima entropía y el algoritmo EM 
también se corregirá fácilmente incluyendo la eficiencia en la matriz O.
El otro efecto que se observa es que la fluctuación estadística empeora 
la imagen en los métodos por correlación (que son métodos analíticos que no 
consideran tal fluctuación). El fondo de la imagen (donde no hay fuente) 
presenta un ruido mayor del que se observa en los métodos de maximización 
(si bien esto es en parte debido al menor tamaño de píxel,que hemos elegido en 
estos últimos), y que oscila entre -110 y 166 para CBMF y entre -57 y 85 para 
decodificación 5; es decir, tenemos píxeles con intensidades negativas, debido 
a que la fluctuación estadística no permite que se cancelen entre sí los 1 con los 
-1 en la matriz G de reconstrucción. En los métodos basados en la correlación, 
el tamaño de píxel está fijado, como indicábamos en el apartado 2.5. Para 
correlación balanceada, el tamaño del píxel viene dado por la resolución 
nominal del telescopio (AocxAa, con Aa=arctg(c//)=2.54°, siendo c el tamaño de 
un elemento de la máscara y f  la distancia máscara-plano detector). Para - 
CBMF y decodificación 6, al subdividir la máscara, también se subdivide el 
tamaño del píxel (aunque la resolución, como ya dijimos en 2.9.2 y 2.9.3, sigue 
siendo la misma). En nuestro caso, en que dividimos por la mitad, el tamaño 
de píxel será (Aa/2)x(Aoc/2). En cambio, los métodos de maximización no tienen 
tamaño de píxel definido y puede, en principio, ser tan pequeño como
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queramos. Decíamos en el párrafo anterior que el menor tamaño del píxel, en 
parte, disminuye el nivel de ruido en el resto de la imagen, porque las ementas 
de ruido asignadas a una región del cielo se reparten, como en un histogjrama, 
en "canales" más pequeños, con lo que tocan menos cuentas a cada canal ((a más 
píxeles en la misma zona, el ruido reconstruido se reparte, y menos cuenitas de 
ruido salen en cada píxel). No obstante, el ruido absoluto en la imagen 
reconstruida es ciertamente menor. Si reconstruimos la imagen con el mismo 
número dé píxeles que tienen las imágenes obtenidas con los métodos basados 
en la correlación (11x11), obtenemos que el ruido en la imagen del fondo oscila 
entre 0.004 y 0.75 para máxima entropía, y entre 8-10'4 y 1.25 para el 
algoritmo EM. Desde luego mucho menor, y no negativo.
El hacer que el tamaño de píxel sea tan pequeño como queramos <en los 
métodos de maximización permite también que la fuente reconstruida en la fig.
4.12 sea tan "puntual" como queramos, permitiéndonos que se parezca más a 
la fuente real (fig. 4.10). Pero no nos engañemos. Esto es debido a que la fuente 
se halla situada de tal forma que la sombra que proyecta coincide con la 
posición de los detectores y podemos verla bien. Si la sombra proyectada no 
coincide bien con las unidades del plano detector, la reconstrucción no será 
puntual, por muy pequeño que sea el tamaño de píxel, como vamos a ver a 
continuación. Esto nos va a imponer un límite práctico al tamaño del píxel.
4.4 M ovim iento de la  fu en te
Vamos a ver a continuación el efecto que tiene el mover la fuente 
respecto del centro del campo de visión, de tal forma que la sombra que 
proyecte no coincida exactamente con la posición de las unidades detectoras. La 
anterior fuente de 100 fotones/cm2 en ausencia de ruido la vamos a desplazar 
de (oc,p)=(0,0) a (a,p)=(1.27,1.27), en que la sombra que proyecte volverá a 
coincidir con la posición de las unidades detectoras, pasando por las posiciones 
intermedias (0.32,0.32), (0.64,0.64) y (0.95,0.95), como vemos en la figura 4.15. 
Se muestran los resultados para CBMF, máxima entropía y el algoritmo EM. 
No se muestra el caso (a,p)=(0,0), pues puede verse en la fig. 4.12. Se ha usado 
el simulador geométrico.
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Figura 4.15: Efecto del movimiento de la fuente en la reconstrucción.
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En la columna (a) vemos la reconstrucción usando CBMF; en (b) la 
reconstrucción usando máxima entropía y en (c) la reconstrucción usando el 
algoritmo EM. De arriba a abajo, la posición real de la fuente en grados es, 
respectivamente, (0.32,0.32), (0.64,0.64), (0.95,0.95) y (1.27,1.27), respecto al 
centro del campo de visión del telescopio.
Cuando la sombra proyectada y la posición de los detectores no coincide, 
existe unauncertidumbre a la hora de localizar la fuente, debido a que el plano 
detector no es capaz de ver con claridad el patrón de la máscara. Esto se tradu­
ce, como podemos ver en los tres casos, en un esparcimiento de la señal, que 
abarca toda la zona donde se puede hallar la fuente. Al repartirse la misma 
señal por una zona mayor, las intensidades que se reconstruyen son también 
menores, obteniendo la intensidad real con la integración de toda la zona (esto 
es un poco más difícil en CBMF y decodificación 5, debido a que la imagen 
reconstruida, en el mejor de los casos, nunca se limita a un píxel, sino que 
ocupa varios píxeles, con lo que hay un solapamiento). Cuando la fuente vuelve 
a hallarse en una posición que proyecta una sombra que coincide con los 
detectores, la reconstrucción vuelve a ser óptima, como podemos ver en las 
imágenes de la parte inferior de la fig. 4.15.
Como vemos en las imágenes, en los casos (0.32,0.32) y (0.95,0.95), es 
decir cuando la fuente se halla a 0.32° de una posición en la que proyecte una 
sombra que coincida con la posición de los detectores, la reconstrucción es 
bastante "puntual", y la imagen puede inducimos (erróneamente) a creer que 
la posición real de la fuente viene dada por la posición del píxel más brillante 
en la imagen reconstruida (cuando la fuente se halla en (0.64,0.64) la fuente 
está demasiado difuminada para asignarla a una fuente puntual). Con esto 
cometemos un error de apreciación en la posición de la fuente puntual de 0.32°, 
esto es, 20’ de arco, que es la capacidad de localización de fuentes puntuales de 
nuestro telescopio, tal como mostrábamos en la tabla II.
Como dato adicional a destacar, vemos que el algoritmo EM es el que 
produce menos dispersión de la señal de los tres métodos considerados.
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4.5 R eso lu ción  angular
Vamos a estud iar la respuesta 
teórica de LEGRI al som eter a nues­
tro sim ulador al campo de fuentes de 
la fig. 4.16; cuatro fuentes, todas de 
intensidad 100 fotones/cm2, situadas 
no precisam ente al azar, sino en 
posic iones e s tra té g ic a s :  (0,0),
(0.64,0.64), (-1.27,-1.27) y (2.54,-2.54). 
Como ya se ha  dicho, la resolución 
nom inal de nuestro telescopio, dada 
por el ángulo que subtiende una 
unidad de la m áscara vista desde el 
plano detector, es de 2.54°. La mitad, 
1.27°, es la distancia angular mínim a 
que debemos desplazar una fuente 
celeste para  que la sombra que ésta 
proyecta vuelva a coincidir con la 
posición de los detectores. En cuanto 
a 0.64°, que es nuevam ente la mitad, 
es una  posición por lo demás incómo­
da, porque la som bra que se proyecta 
cae a caballo en tre  varios detectores, 
con lo que no es posible resolverla 
bien en el plano detector. La imagen 
detectada se m uestra  en la fig. 4.17.
n  . . .  i . . .  .i . . .  i . . .  i . . .  i . .  .
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Figura 4.16: Campo con cuatro fuentes de intensidad 
100 fotones/cnr situadas en (0,0), (0.64,0.64),
(-1.27,-1.27) y (2.54,-2.54).
Dado que la resolución de 
nuestro telescopio es de 2.54°, es de 
esperar que tan  sólo la fuente que se 
halla  en (2.54,-2.54) pueda resolverse 
separada de las demás, m ientras que
las dem ás se confunden entre sí, por estar separadas una distancia angular me­
nor que la resolución de nuestro telescopio; vemos los resultados en la fig. 4.18.
P la n o  D e te c to r
Figura 4.17: Imagen detectada en el plano detector al ser 
iluminado el telescopio por las fuentes de fig. 4.16.
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Figura 4.18: Reconstrucciones a partir de la imagen detectada en la fig. 4.17.
Vemos que, efectivamente, en CBMF y decodificación 5, en el centro de 
la imagen tenemos un "batiburrillo" difícil de resolver, pues las imágenes 
reconstruidas de fuentes en (0,0) y (-1.27,-1.27) se solapan, y la de la fuente en 
(0.64,0.64) se esparce empeorando el resultado. La única que se puede diferen­
ciar es la que se halla en (2.54,-2.54), sobre todo con decodificación 5 (con 
CBMF se solapa un poco con la fuente central).
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Pero, ¡vaya!, en las imágenes reconstruidas con el método de máxima 
entropía y el algoritmo EM, tenemos la agradable sorpresa de que, no sólo la 
imagen de la fuente en (2.54,-2.54) se halla claramente diferenciada, más que 
en los métodos anteriores, sino ¡también la que se halla en (-1.27,-1.27), que se 
ve con toda claridad! La única que no se ve claramente, y que solapa en parte 
con la que se halla en (0,0), es la que está en (0.64,0.64), que está difuminada 
(pues como hemos dicho está en una posición particularmente incómoda).
Conclusión importante, por tanto: Los métodos de correlación obtienen 
una resolución angular que coincide con la nominal. Sin embargo, la verdadera 
resolución del aparato no es la nominal, sino, en nuestro caso, la mitad, 1.27°, 
que es la obtenida con los métodos de maximización. En realidad, la resolución 
de un telescopio de máscara codificada, a la luz de este resultado, no viene 
dada por la ec. 2.25, que repetimos aquí:
resolución = arctg
f
donde c es el tamaño de un elemento de la máscara y f  la distancia máscara - 
plano detector, sino por:
resolución = arctg (4.11)
donde d  es el tamaño de un elem ento del plano detector. Es decir, la resolu­
ción angular real de un telescopio de máscara codificada, viene dada por la 
resolución espacial de su plano detector, y no por el tamaño de los elementos 
de la máscara.
Con los métodos basados en la correlación, hay implícita una pérdida de 
información en la imagen reconstruida, información que se recupera al usar los 
métodos de maximización (con los que obtenemos la verdadefá resolución 
angular). La única excepción se tendrá cuando los elementos del plano detector 
tengan el mismo tamaño que los elementos de la máscara, en que ambas 
resoluciones coincidirán.
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Los resultados del apartado 4.4 y de éste dejan claro que, a pesar de que 
en los métodos de maximización podemos hacer tan pequeño como queramos 
el píxel en la imagen reconstruida, hay un límite práctico al tamaño del mismo 
(como apuntábamos en el apartado 2.12.1), pues nuestros datos son finitos y no 
se puede sacar más información de la que hay en los mismos. Además, cuantos 
más píxeles tenga la imagen, tanto más tiempo tardará ésta en ser calculada. 
Nosotros usaremos para los métodos de maximización un tamaño de píxel de 
0.64°x0.64°; la mitad de la resolución angular de nuestro telescopio (tal y como 
se ha hecho en las imágenes mostradas hasta ahora).
Otra importante conclusión que cabe destacar, si comparamos las 
imágenes de la figura 4.18, concretamente la fuente situada en (-1.27,-1.27), con 
las de la figura 4.15, en concreto con las de abajo del todo, correspondientes a 
una única fuente situada en (1.27,1.27), es que la intensidad de la fuente 
reconstruida en un píxel es bastante independiente de la presencia o ausencia 
de otras fuentes en el campo de visión (aunque se ve afectada). Este hecho se 
halla implícito en los métodos basados en la correlación, como se vio en el 
apartado 3.2.1, en los que es del todo independiente, pero no en los métodos de 
maximización; de estos dos, es en el algoritmo EM en el que se ve menos 
afectada la intensidad reconstruida de una fuente por la presencia de otras.
De hecho, en realidad la presencia de otras fuentes,afecta, pero no tanto 
a la imagen final como al número de iteraciones necesarias para obtenerla; el 
hecho de que la imagen fuente sea más compleja se traduce en que frena algo 
la obtención de la imagen reconstruida (es más difícil hacer que cumpla los 
requisitos de parada del algoritmo que se expusieron en el apartado 4.2).
4.6 F antasm as
Hasta ahora hemos limitado el campo de visión de las imágenes recons­
truidas a un ciclo de la máscara, es decir, el campo comprendido en 2x2 veces 
el patrón base de la máscara (ver fig. 2.15), que es de (±6.34°)x(±6.34°). Pero 
recordemos que la máscara de LEGRI está formada por 2.8x2.8 veces el patrón 
base, y el colimador no limita el campo de visión de los detectores a un ciclo;
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es decir, nuestro  campo de visión es mayor, y fuentes fuera de esos ±6.34° 
darán  una señal m odulada en el plano detector. E ste hecho generará  fan tas­
mas, de los que se habló en el capítulo 2; habrá  diferentes posiciones posibles 
de la fuente que generen la misma som bra en el plano detector, y eso se refleja­
rá  en la im agen reconstruida. Lo podremos comprobar si en lugar de lim itarnos 
al campo de un  ciclo, reconstruimos la imagen correspondiente al campo de 
visión total, que viene dado tan  sólo por la a ltu ra  del colimador y que es 
(±10.53°)x(±10.53°), o tam bién si ponemos una fuente fuera del campo definido 
por un  ciclo y en la reconstrucción nos limitamos a un  ciclo (con lo que se 
obtiene una  fuente reconstruida dentro del campo de visión). De hecho, como 
ya dijimos en el apartado  2.7, tendrem os fantasm as aun cuando nos estemos 
lim itando a un  ciclo de la m áscara, pues el borde del campo de visión está 
degenerado (véase fig. 2.17), y cualquier fuente en el borde del mismo aparece­
rá  tam bién en el borde opuesto (y si estuviera en una esquina, aparecería en 
las cuatro esquinas).
Trabajem os con todo el campo 
de visión de nuestro  telescopio y 
sometámoslo al campo fuente de la fi­
gura 4.19, consistente en tres fuentes 
de in tensidad 100 fotones/cm2 y s itua ­
das en (0,0), (5.08,0) y (-5.08,-5.08).
En esta  ocasión se ha añadido un 
ruido aleatorio al plano detector, con 
una m edia de 30 cuentas/cm2. Si 
reconstruim os la  im agen con CBMF, 
decodificación 5, m áxim a entropía y 
el algoritmo EM, extendiéndolos a 
todo el campo de visión de nuestro 
instrum ento, obtenemos los resu lta ­
dos que podemos ver en la página siguiente. En los dos últim os métodos 
usado dos representaciones distintas: m apa de tonos (cada tono de gris 
intensidad) y m apa de superficies (la intensidad está represen tada 
altura).
-2 0 2 
F u e n te  G a m m a  C eles te  
Figura 4.19: Fuente celeste
se han  
es una 
por la
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Figura 4.20: Reconstrucciones de la fig. 4.19
Fantasmas 125
Como podemos ver, toda fuente que no esté muy cerca del centro del 
campo de visión del telescopio producen fantasmas en las otras direcciones 
donde se pueda ver el mismo patrón; la fuente en (5.08,0) produce un fantasma 
en (-7.59,0), y la fuente en (-5.08,-5.08) produce tres fantasmas en (-5.08,7.59), 
(7.59,-5.08) y (7.59,7.59).
En los métodos basados en la correlación, estos fantasmas son exactamen­
te lo mismo, pues la correlación es cíclica. En esos píxeles del cielo, los datos 
del plano detector son correlacionados por la misma permutación de la matriz 
de reconstrucción G y por tanto lo que obtenemos es exactamente lo mismo. 
Algo similar ocurre con el algoritmo EM aunque no es exactamente lo mismo, 
pues el algoritmo EM (como el método de máxima entropía) no reconstruye el 
cielo píxel a píxel, como ya se ha dicho, sino todo él a la vez. Una de las 
características sorprendentes que hemos encontrado a nuestro algoritmo EM 
es que reconstruye todos los fantasmas prácticamente con igual intensidad.
Sin embargo, si comparamos la reconstrucción con el método de máxima 
entropía (fig. 4.20) con la fuente original (fig. 4.19), vemos que, precisamente 
las tres fuentes reconstruidas ¡¡corresponden con las fuentes reales!! mientras 
que los fantasmas están muy suprimidos. ¿Cómo es posible? Si todos los 
fantasmas proyectan el mismo patrón de la máscara en el plano detector (salvo 
por una diferencia de la intensidad detectada debida al colimador) ¿cómo puede 
el método de máxima entropía averiguar cuál de todas las posibles es la real? 
Bueno, bueno, no nos asustemos; la realidad es que no puede. El algoritmo de 
máxima entropía lo que en realidad hace es favorecer la fuente/fantasma que 
está más cercano al centro del campo de visión, como podemos comprobar si en 
lugar de usar la imagen fuente de la figura 4.19, utilizamos la de la figura 4.21 
(a), donde hemos quitado la fuente en (5.08,0) y hemos puesto en su lugar otra 
(también de 100 fotones/cm2) en (-7.59,0), es decir, el lugar donde debería 
aparecer el fantasma. En la figura 4.21 (b) podemos ver la reconstrucción con 
máxima entropía, representada en mapa de superficies. Como vemos, la fuente 
se reconstruye nuevamente en (5.08,0), a pesar de que ahora está realmente en 
(-7.59,0), es decir, se reconstruye el fantasma/fuente que está más cerca del 
centro del campo de visión.
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(a) (b)
Figura 4.21: Fuente celeste (a) y reconstrucción (b) con el método de máxima entropía
N aturalm ente, siempre se puede determ inar qué fantasm a es la fuente 
real por procedimientos operativos, como se explicó en el apartado 2.7, variando 
el apuntado del telescopio, si bien en LEGRI este modo de operar está  un  tanto  
limitado debido al requerim iento de que la dirección de apuntado de LEGRI sea 
siempre ortogonal al eje solar. Esto lleva a que uno de los ejes (llamémoslo a) 
solamente varíe conforme LEGRI gira alrededor del Sol; es decir, 360° en 365 
días (aprox. varía  un grado por día), m ientras que toda lq libertad de variar el 
apuntam iento la tenemos en el otro eje (p).
Además, dado que la m áscara de LEGRI no está formada por 2x2 ciclos, 
los fantasm as no se lim itan  al borde del campo de visión, como se explicaba en 
el apartado 2.7, sino que en tran  bastan te  dentro del mismo: una fuente que se 
halle cerca del borde del campo de visión telescopio, por ejemplo en a=10.1°, 
producirá un  fantasm a en a=-2.54°, ya que el patrón que proyectan ambas 
direcciones en el plano detector es el mismo, por lo que el procedimiento 
operacional descrito en el apartado 2.7 necesitaría ser más exhaustivo. No 
obstante, como se verá en el apartado 5.5, esto no resu ltará  necesario... mas no 
adelantem os acontecimientos.
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4.7 E fecto  d el colim ador
Estudiemos ahora la disminución de la intensidad de los picos reconstru­
idos de la  figura 4.20, conforme estos se alejan del centro del campo de visión. 
Comencemos con el caso de CBMF y decodificación 5; como se ve, las fuentes 
que están más alejadas de la posición central son más débiles, a pesar de que 
las tres; fuentes originales eran de idéntica intensidad. Esto es debido al efecto 
supresor que tiene el colimador. Los valores reconstruidos en la imagen, son, 
con CBMF: 103.3 fotones/cm2 para la fuente central, 60.7 fotones/cm2 para la 
fuente (en (5.08,0) (y su fantasma), y de 34,8 fotones/cm2 para la situada en 
(-5.08,-5.08) (y sus cuatro fantasmas). Análogamente, para decodificación 5, 
estos valores son: 104.2 fotones/cm2 para la fuente central, 59.8 fotones/cm2 
para la fuente en (5.08,0), y de 42,7 fotones/cm2 para la situada en (-5.08,-5.08).
S i substraemos el fondo (que se halla sumado a los píxeles donde se 
hallan las fuentes, y que, tras dividir por el número de unos en la matriz G, es 
del orden de 2.5) y dividimos estas intensidades por el valor de supresión del 
colimador (que para las tres posiciones indicadas es de 1, 0.565 y 0.32 respecti­
vamente -ver apartado 2 .11.1-) se obtiene que la intensidad así corregida es de 
-100. Es decir, la supresión que vemos es debida, en efecto, al colimador.
El lector sagaz puede preguntarse por qué no se üicluye esta corrección 
en el algoritmo, para que la imagen muestre las fuentes ya corregidas. Bueno, 
en efecto, es posible (y fácil) hacerlo, aunque consideramos que no es convenien­
te, por las razones que se exponen a continuación: el corregir dividiendo por el 
factor supresor del colimador afecta, no sólo a los píxeles donde hay fuentes, 
sino a todos, incluyendo los del fondo. Esto hace que el fondo (que puede ser 
debido a ruido en el plano detector, o a la fluctuación estadística de las cuentas 
detectadas, o a una incorrecta reconstrucción -debida, por ejemplo, a detectores 
que no funcionan, como veremos en el apartado 4.11-), que es aproximadamente 
plano y  distinto de cero, cuando corregimos de este modo deja de serlo, y crece 
conforme nos alejamos del centro (en píxeles cercanos al borde, por ejemplo, en 
(a,(3)=(10.8,0), el factor de supresión del colimador es de 0.024, siendo su 
inverso de 42; el fondo en esta zona de la imagen reconstruida es 42 veces 
mayor que en el centro); es decir, introducimos una estructura que nos puede
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dificultar ver las fuentes que haya en la imagen. Es por esto que creemos que 
es mejor corregir la intensidad a posteriori una vez identificadas las fuentes.
Para el algoritmo EM, la disminución que se observa en los picos más 
alejados no es debida a la existencia del colimador, ya que el algoritmo tiene 
en cuenta su efecto, buscando el mapa más coherente con los datos, sino al 
hecho de que aparecen fantasmas. En efecto, centrándonos en la fuente en
(5.08,0), lás cuentas esperadas en el plano detector vienen dadas por la 
intensidad de este pico (49.1 fotones/cm2) multiplicado por el factor del 
colimador correspondiente (0.565) más la intensidad del fantasma en (-7.59,0), 
que es de 51.3 fotones/cm2 multiplicado por el factor del colimador correspon­
diente (0.305) (sumamos las intensidades de los fantasmas debido al hecho de 
que el mapa es reconstruido en conjunto; esto no es correcto hacerlo con los 
métodos correlativos debido a que éstos reconstruyen el mapa píxel a píxel). 
Este procedimiento nos da un número de cuentas esperado en el plano detector, 
correspondiente a la fuente y su fantasma, de 49.1 * 0.565 + 51.3 * 0.305 = 43.4 
cuentas/cm2, lo que equivaldría a una fuente situada en (5.08,0) de intensidad 
77 fotones/cm2 (77 * 0.565 = 43.5; y en efecto, esta es la intensidad que nos da 
el algoritmo EM si reconstruimos los datos y nos limitamos al campo de visión 
de un ciclo de la máscara, eliminando así los fantasmas -o la fuente verdadera, 
en caso de que se hallara fuera del campo de visión-).
p
Es decir, el colimador ha tenido, en efecto, un efecto supresor en la 
intensidad de la fuente reconstruida; pero en realidad es debido a que ha 
disminuido el SNR (Signal to Noise Ratio). Es decir, el mido es en proporción 
más grande que cuando la fuente se halla centrada. En ausencia de mido, la 
fuente es reconstruida con una intensidad mayor (véase el siguiente apartado 
para el efecto del ruido en la altura del pico). Aparte de eso, el efecto principal 
es que la intensidad de la fuente real se "reparte" entre los fantasmas 
reconstruidos (y esto no es un efecto del colimador, sino de que la máscara sea 
cíclica), y cuantos más fantasmas haya, menos cuentas corresponderán a cada 
fuente reconstmida. Por completitud, la intensidad del píxel central es de 87.2 
fotones/cm2, y en la reconstrucción en (-5.08,-5.08) y sus tres fantasmas es de 
-28 fotones/cm2 en cada uno.
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Para el método de máxima entropía, las intensidades reconstruidas son 
de 79.6 fotones/cm2 para el píxel central, 68.3 fotones/cm2 para la fuente en
(5.08,0) y de 40.7 fotones/cm2 para la que se halla en (-5.08,-5.08).
Vemos que aparece una supresión debida al colimador. Parte de este 
efecto, al igual que en el algoritmo EM, es debido al aumentar el ruido relativo 
a la señal, que hace que el pico reconstruido se ensanche y disminuya de 
intensidad (véase apartado 4.8); sin embargo la supresión que observamos es 
mayor de la que cabría esperar, y no se debe únicamente al aumento del SNR, 
sino al colimador en sí, y aparece de todos modos aun en ausencia de ruido 
(cosa que no ocurre con el algoritmo EM; tampoco se puede asociar con la 
aparición de fantasmas, ya que éstos son casi inexistentes en el método de 
máxima entropía).
Es decir, a pesar de que en el algoritmo, efectivamente, se tiene en 
cuenta (en O) el efecto del colimador (de análoga forma al algoritmo EM), la 
reconstrucción de los píxeles lejanos del centro del campo de visión es, 
misteriosamente, peor de lo que se podría esperar, y parece a simple vista como 
si no se hubiera implementado el efecto del colimador. Es difícil explicar este 
extraño proceder, inesperado en un principio, pero que pese a ello surge cuando 
se realiza la reconstrucción; es como si el método de máxima entropía, al 
observar menos cuentas correspondientes a ese píxel celeste, se mostrara más 
inseguro en su respuesta y diera un valor de su intensidad más cauto. Ello tal 
vez, en parte, es debido a que este método busca el mapa compatible con los 
datos más suave posible y con mínimo de estructura.
En cuanto a capacidad de formación de imágenes se refiere, el método de 
máxima entropía, por favorecer los fantasmas más cercanos al centro de la 
imagen (cosa que ocurre tanto si nos limitamos a un ciclo como si 
reconstruimos el campo completo), es equivalente al algoritmo EM cuando lo 
limitamos al campo de visión de un ciclo. No obstante, en lo que a 
reconstrucción de la intensidad de la fuente, el algoritmo EM se muestra mejor.
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Pero por otro lado, si miramos la fig. 4.20, vemos que, en el algoritmo 
EM, el fondo de la imagen es más fluctuante que en el método de máxima 
entropía, en que, salvo por los fantasmas, es extraordinariamente plano. Es 
decir, el algoritmo EM ha generado pequeñas fuentes ficticias donde no las hay, 
provenientes únicamente de la estructura del ruido en el plano detector. Esto 
no ha ocurrido con el método de máxima entropía. Estudiemos el efecto del 
ruido con más detalle en el siguiente apartado.
4.8 Efecto del ruido
Como acabamos de ver, el ruido en el plano detector añadido a la señal 
puede generar no sólo ruido de fondo en la imagen reconstruida, sino también 
alterar la forma de la señal y generar estructuras inexistentes. Por ello es 
importante no confundir una fuente debida solo a la estructura del ruido con 
una real. Vamos a someter a nuestro simulador a una fuente celeste constante 
y a diferentes niveles de ruido en el plano detector. Con ello estudiaremos la 
sensibilidad de cada método de reconstrucción al ruido, y estudiar cómo 
podemos mejorar la calidad de la imagen. En principio es de esperar que el 
método de máxima entropía, (por ser de máxima entropía), sea más insensible 
al ruido que los otros y genere el mínimo de estructuras compatible con los 
datos; es decir, que sea la imagen más plana compatible con estos, y por ello 
que el fondo de la imagen no presente apenas fluctuaciones. Vamos a encontrar 
que la respuesta a esto es sí y  no.
4.8.1 Ruido constante
Se ha sometido a nuestro simulador a un ruido constante en el plano 
detector y una fuente central de 100 fotones/cm2. Los resultados se muestran 
en la figura 4.22; de izquierda a derecha, se muestra la reconstrucción con 
CBMF, máxima entropía y el algoritmo EM. De arriba a abajo, la imagen 
reconstruida corresponde a datos obtenidos con un ruido, respectivamente, de 
10, 100, 1000 y 10000 cuentas/cm2 en el plano detector, constante salvo por la 
fluctuación estadística de los datos (sorteados según una gaussiana de anchura 
la raíz cuadrada de las cuentas detectadas).
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El principal efecto que tiene el ruido sobre la imagen reconstruida con 
CBMF es que, conforme aumenta el nivel de ruido en el plano detector, la 
fuente reconstruida (de -100 fotones/cm2) aparece "flotando" sobre un fondo 
fluctuante cada vez mayor, como una pequeña isla flotante en un mar cada vez 
más proceloso, sumada al fondo reconstruido (aun con niveles de ruidos muy 
altos es todavía posible ver una fuente en el centro). Para destacar este 
fenómeno, en lugar de usar la representación en mapas de superficies, se ha 
usado una'variante de la misma, que es la representación lego (la representa­
ción en mapa de superficies asigna un punto -un cruce de la rejilla- por cada 
píxel de la imagen, mientras que la representación en lego asigna un cuadrado 
completo; en ambos casos la altura es proporcional a la intensidad).
En cuanto a los métodos de maximización, el fenómeno que se observa 
es que, conforme aumenta el ruido (y disminuye la significancia estadística de 
la señal), la fuente reconstruida se ensancha, y disminuye su altura. 
Efectivamente, para un ruido de 10, 100 y 1000 cuentas/cm2, la intensidad 
reconstruida del píxel central es, para el método de máxima entropía, de 82.1,
52.1 y 31.5 fotones/cm2, respectivamente, mientras que para el algoritmo EM 
es de 95.1, 66.4 y 21 fotones/cm2; en ambos casos la señal está más ensanchada 
(ocupa más píxeles); para un ruido de 10000 cuentas/cm2, no es posible apreciar 
ninguna fuente (nota: en los caso de un ruido de 1000 y 10000, hemos puesto 
un límite superior en la altura máxima de la representación, para máxima 
entropía y el algoritmo EM, de 0.2 veces el orden de las cuentas detectadas en 
el plano detector; es decir, respectivamente, 200 y 2000. Si asignamos las 
cuentas detectadas como correspondientes a rma señal proveniente de una 
fuente real, es de esperar que la intensidad de emisión de dicha fuente sea del 
orden de la señal detectada; si no apareciera ningún pico, es que lo detectado 
sería, principalmente, ruido).
En general, la capacidad de detectar la existencia o ausencia dé una 
fuente dependerá de si las cuentas que genera la fuente real se confunden con 
el ruido de fondo o no. La fluctuación estadística del ruido viene dada, 
(estadística poissoniana), por la raíz cuadrada del número de cuentas debidas 
al ruido; por tanto si la intensidad de la fuente es menor que esta fluctuación, 
la fuente se confundirá con la fluctuación del ruido del plano detector, y no será
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posible reconstruirla. Es decir, nuestro límite práctico para detectar una fuente 
vendrá dado por:
Intensidad.<: \¡Ruido (4.12)
El método obvio de mejorar nuestra capacidad de detección, será, por 
supuesto, aumentar el tiempo de medida, aumentando así el número de cuentas 
(tanto de ruido como de la fuente) pero mejorando (disminuyendo) la fluctua­
ción de los datos (la fluctuación del ruido aumenta con >/§7 pero las cuentas 
aumentan con B, por tanto la fluctuación relativa disminuye con l/'ÍB). Esto 
nos puede permitir ver fuentes que antes estaban ocultas por la fluctuación 
estadística del ruido y que, al aumentar las cuentas ya no lo están (ver una 
discusión más detallada sobre sensibilidad en el capítulo 5).
En cuanto a la aparición de estructuras en el fondo, vemos que para un 
ruido de 10 cuentas/cm2, el fondo es muy plano en todos los casos. Con un ruido 
de 100 cuentas/cm2, el fondo más plano es el del método de máxima entropía, 
como en principio era de esperar, mientras que para el algoritmo EM aparecen 
algunas estructuras, de forma análoga al apartado anterior; el fondo con CBMF 
simplemente oscila. Pero observamos que, al aumentar el ruido (1000,10000), 
la situación se invierte, y aparecen inesperadamente fluctuaciones en el fondo 
de la imagen en el caso del método de máxima entropía, mientras que se ha 
suavizado el fondo en el caso del algoritmo EM (CBMF sigue oscilando).
Para el algoritmo EM, al aumentar el número de cuentas (disminuyendo 
por tanto la fluctuación de los datos y aproximándose más a un caso plano -sin 
fluctuación-), disminuye también las fluctuaciones en la imagen reconstruida, 
y con ello las imágenes falsas; en el caso del ruido de 10 cuentas/cm2 la 
fluctuación está ahí, pero por ser tan débil el fondo, éste es despreciable frente 
a la fuente de 100 fotones/cm2 reconstruida y no se aprecia, mientras que en el 
caso de considerar un ruido de 100 cuentas/cm2 ambos son comparables. 
Justamente al contrario que el método de máxima entropía, en el que la 
estructura debida al ruido que aparece en la imagen aumenta al aumentar el 
nivel de ruido.
134 Resultados: Estudio de los métodos de reconstrucción
4.8.2 Ruido con estructura
Demos otra vuelta de tuerca, y 
forcemos los métodos un poco más.
Hemos supuesto que el ruido en el 
plano detector, salvo por la fluctua­
ción estadística, es constante; pero 
esto no tiene por qué ser así. Por 
ejemplo, el propio telescopio puede 
convertirse en una fuente de ruido 
debido a la radiación a la que será 
sometido en el espacio (como efectiva­
m ente ocurrirá; ver apartado 1.6.1), y 
los elementos estructurales se pueden
convertir en una fuente que dará  en Figura 4.23: Señal en el plano detector con ruido
d i i , , i r  variable más una fuente centrada de 100 fotones/cm 2.plano detector un  ruido no unifor­
me (por ejemplo, el blindaje que
rodea la unidad detectora). P ara  sim ular tal efecto en LEGRI, hemos generado 
en nuestro sim ulador un  ruido en el plano detector decreciendo desde los bordes 
del plano detector (más cercanos al blindaje) hasta  el centro. Concretamente, 
hemos generado un ruido fluctuante de -300 cuentas/cm2 para  los detectores 
m ás exteriores, de -200 para  los inm ediatam ente interiores, -100 para  el 
siguiente nivel y -50  cuentas/cm 2 para  los cuatro detectores centrales (estos 
valores no se han  obtenido de ningún sitio y son un simple ejercicio). Hemos 
añadido una  fuente situada centralm ente de 100 fotones/cm2. El resultado 
detectado en el plano detector se m uestra  en la figura 4.23.
La reconstrucción de este decorativo plano detector, usando, de izquierda 
a derecha, CBMF, m áxim a entropía y el algoritmo EM, lo podemos ver en la 
figura 4.24. Se observa para  todos los casos la aparición de dos lóbulos sim étri­
cos respecto a la fuente central, que no corresponden a n inguna estructu ra  real 
y que son debidos a la forma del ruido en el plano detector. La conclusión obvia 
a la que llegamos es que no podemos ignorar en absoluto el efecto del ruido, y 
que es muy im portante conocerlo bien, e incluir de algún modo esta  información 
en los métodos de reconstrucción.
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Figura 4.24: Reconstrucciones con ruido variable en el plano detector
4.8.3 Ampliando el espacio fuente
U na m anera  de in ten tar m ejorar la imagen que se nos puede ocurrir, si 
desconocemos la estructu ra  del ruido, consiste en am pliar el espacio fuente (ver 
apartado 2.12.1) e incluir el ruido como otro parám etro más a estim ar a partir 
de los datos. Esto podremos hacerlo tan  sólo en los métodos de maximización.
Si suponemos que el ruido en el plano detector es constante, podemos 
extender la ec. 2.45 para  incluir este ruido como incógnita a estim ar, según:
A, = E +
<xp
(4.13)
La entropía se definirá ahora, como:
s  = - E ° a p ’log°ap - B ‘l°g (4.14)
y la solución de m áxim a entropía vendrá ahora dada por la ecuación 4.15.
(4.15)
P ara  el algoritmo EM, la solución iterativa quedará como se m uestra  en 
la ecuación 4.16.
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B n+1 = R a ;
100
donde 100 hace referencia al número de unidades del plano detector. Aplicando 
ambos algoritmos a los casos de ruido en el plano detector constante, de 100 y 
1000 cuentas/cm 2, más una fuente de 100 fotones/cm2, que estudiam os en el 
apartado 4.8.2, obtenemos las reconstrucciones de la figura 4.25.
Reconstrucción
Ruido de 1000 cuentas/cm2 
Máxima entropía
Reconstrucción
Ruido de 1000 cuentas/cm2 
Algoritmo EM
Reconstrucción
Ruido de 100 cuentas/cm2
Reconstrucción
Ruido de 100 cuentas/cm2
Figura 4.25: Reconstrucciones estimando un ruido constante B
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Podemos apreciar que han aparecido ahora estructuras indeseables en 
las imágenes obtenidas con el método de máxima entropía, que no corresponden 
a ninguna fuente real, aunque no obstante la reconstrucción de la intensidad 
de la fuente central ha mejorado ciertamente. La estimación de la fuente cen­
tral, cuando el plano detector se halla sometido a un ruido de 100 cuentas/cm2, 
es ahora de 79.9 fotones/cm2 (frente a la anterior que era de 52.1), y el ruido 
estimado por el algoritmo es de 7 cuentas/cm2 en el plano detector (no muy 
buena). En el caso en que el plano detector se halle sometido a un ruido de 
1000 cuentas/cm2, la intensidad reconstruida será de 63.6 fotones/cm2 (frente 
al caso anterior en que era 31.5), y el ruido estimado, de 600 cuentas/cm2 
(bastante mejor estimación que para el caso previo).
En cuanto al algoritmo EM, el único resultado que merece destacarse es 
que las fluctuaciones del fondo han disminuido (en ese aspecto, la imagen 
ciertamente ha mejorado), mientras que la intensidad reconstruida es básica­
mente la misma: para un ruido en el plano detector de 100 cuentas/cm2, la 
estimación de la intensidad de la fuente central es de 63.3 fotones/cm2 (antes 
era de 66.4), con una estimación del ruido de 0.8 cuentas/cm2; para un ruido en 
el plano detector de 1000 cuentas/cm2, la estimación de la fuente es de 21.5 
fotones/cm2 (antes era de 21) y la estimación del ruido que da el método es de 
6.5 cuentas/cm2.
Claro está que este método solo lo podremos aplicar cuando tengamos 
buenas razones para creer que el ruido en el plano detector es plano y podamos 
"parametrizarlo" por un único B. Por ejemplo, en el caso anterior en el cual el 
ruido crecía desde el interior del plano detector hacia el borde del mismo (fig. 
4.23) no es aplicable hacer esta aproximación.
Por ello vamos a extender la ecuación 4.13 y vamos a considerar un ruido 
variableB¿j como incógnita adicional a estimar. Con ello, 4.13 quedará ahora —  
como:
bu  = Y , + BtJ
a»
(4.17)
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Con esta ampliación de las incógnitas a estimar, la entropía se definirá 
ahora, como:
S  = - £ < V i o g o oP - (4.18)
y la solución de máxima entropía vendrá ahora dada por la ecuación 4.19.





Análogamente al caso anterior, la solución iterativa del algoritmo EM 
quedará como puede verse en la ecuación 4.20.
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Vamos a aplicar estas nuevas modificaciones de los algoritmos a los casos 
ya descritos en los apartados 4.8.1 y 4.8.2, en los que el telescopio está 
iluminado por una fuente de intensidad 100 fotones/cm2 y el plano detector se 
halla sometido a un ruido (a) constante de -100 cuentas/cm2, (b) constante de 
-1000 cuentas/cm2 y (c) variable, de -300 cuentas/cm2 en el borde, decreciendo 
hasta -50 cuentas/cm2 en el centro. En las figuras 4.26 y 4.27 se muestran los 
resultados: la columna de la izquierda corresponde al caso (a), la central al caso 
(b) y la de la derecha al caso (c). La fig. 4.26 corresponde al método de máxima 
entropía (la primera fila muestra la estimación de las intensidades celestes y 
la segunda la estimación del ruido en el plano detector), y análogamente, la fig. 
4.27 corresponde al algoritmo EM.








Figura 4.26: Reconstrucciones estimando un ruido variable B¡j y estimación del ruido en el plano detector
Empezando con el método de m áxim a entropía, vemos que el efecto que 
produce el aum en tar los grados de libertad introduciendo la estimación del 
ruido como parte  del problema es sim ilar al caso anterior, en que estimábamos 
un ruido constante B : aparecen estructuras indeseables en la imagen, pero la 
estimación de las intensidades es mejor, en general (aunque la verdad es que, 
en el caso (b) la diferencia con el método original -ignorando el ruido- no es 
muy grande). Las intensidades reconstruidas son, para  (a), de 90 fotones/cm2, 
para  (b), de 32 fotones/cm2, y para  (c) (ruido variable) de 84.4 fotones/cm2. Se 
puede observar que la estimación del ruido es relativam ente buena, y reproduce 
a grosso modo con m ás o menos acierto la estructura  del mismo (si bien no la 
intensidad). Es decir, si no tenemos medio alguno de conocer la estructu ra  del 
ruido en nuestro plano detector, ésta puede ser una buena herram ien ta  para  
tener una  p rim era  estimación.
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R e e o n s t  r u c c im i Reconstrucción Reconstrucción
Ruido Ruido Ruido
Figura 4.26: Reconstrucciones estimando un ruido variable B{j y estim ación del ruido en el plano detector.
E n cuanto al algoritmo EM, el fracaso es total. El pico se ha  ensanchado 
m ás, la in tensidad  reconstruida ha empeorado (para (a) es de 26.7 fotones/cm2, 
p a ra  (b) es de 15.8 fotones/cm2 y para  (c) es de 24.8) y hap  aparecido estructu ­
ras en el fondo que antes no existían. Esto es debido a la m ala costumbre que 
tiene el algoritmo EM de que la mejor estim ación del ruido en el plano detector 
sea una  que reproduzca la form a del plano detector; y efectivam ente, si compa­
ram os las estim aciones del ruido de los casos (a) y (b) con la figura 4.11 y la 
estim ación del ruido del caso (c) con la figura 4.23, vemos que reproducen, no 
la e struc tu ra  del ruido, sino la señal detectada. El introducir esas cuentas 
que copian la señal detectada en la estim ación del ruido, res ta  información 
para  la estim ación de las fuentes celestes, con lo que se empobrece la imagen. 
Podemos in ten ta r m ejorar la im agen poniendo como valor inicial del ruido una 
estim ación m ás rea lis ta  (por ejemplo, el valor medio del plano detector). Pero 
esto no a lte ra  nada  el resultado; tan to  un método como el otro convergerán al 
mismo resultado final.
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4.8.4 Mejorando lo presente
Los métodos explicados en el apartado 4.8.3 pueden ser de utilidad  p ara  
m ejorar la im agen si no conocemos la  estructu ra  del ruido. No obstante, siem ­
pre será muchísimo mejor conocer bien la estruc tu ra  del ruido y tener un  buen 
modelo del mismo, que in ten ta r averiguarlo por estos métodos, que siem pre nos 
dejarán con cierta  incertidum bre. Es posible estud iar y conocer la estructu ra  
del ruido én el plano detector, sim plem ente estudiando zonas del cielo en las 
que no existen fuentes gam m a (o que si existen son dem asiado débiles p a ra  ser 
detectadas por nuestro  aparato) du ran te  el tiempo suficiente, lo que nos dará  
un  buen modelo del ruido esperado en el plano detector, que nos servirá para  
corregir las mediciones cuando tomemos datos en presencia de fuentes. Esto es 
posible porque, como dijimos en el apartado  1.6.1, el ruido dom inante en 
LEGRI vendrá  dado por la radiactividad inducida en el telescopio por la 
Anomalía del A tlántico Sur, que alcanzará un  punto de saturación, con lo que 
tendrem os a p a rtir  de ese momento un  ruido aproxim adam ente constante (en 
el tiempo) en el plano detector.
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Figura 4.28: Reconstrucción con CBM F una vez  eliminado del plano detector un m odelo del ruido
U na vez que tengam os un  buen modelo del ruido del plano detector, el 
prim er método que se le ocurre a uno p a ra  corregir su efecto en las mediciones 
es, sim plem ente, re s ta r  el modelo; su s trae r a la medición tom ada en el plano 
detector nuestro  modelo de ruido, e introducir ese plano detector corregido como 
input de nuestros métodos de reconstrucción. Esto dará  buenos resultados en 
los métodos de correlación, pero no en los métodos de m aximización, aunque
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por diferentes motivos. En la figura 4.28 se muestra la reconstrucción con 
CBMF de los casos en que había en el detector un ruido de -1000 cuentas/cm2, 
-10000 cuentas/cm2 y un ruido con estructura (el descrito en el apartado 4.8.2),
la reconstrucción. El modelo que hemos substraído es, respectivamente, 1000 
cuentas/cm2, 10000 cuentas/cm2 y, para el tercero, 300 cuentas/cm2 en los
que previamente habíamos introducido, pero sin fluctuación estadística. Como 
se ve, la imagen ha mejorado muchísimo. Si hacemos lo mismo con los métodos 
de maximización, es decir, sustraer al plano detector un modelo del ruido e 
introducir el resultado de la resta como input del algoritmo, el método falla, tal
mente, porque hacemos las cosas mal, pues ahora la ec. 2.44 se convertirá en:
es decir, cuando introducimos a ciegas nuestro input en él algoritmo, estamos 
subestimando los errores experimentales, y nuevamente introducimos estructu­
ras falsas en la imagen [29]. Pero para el algoritmo EM el resultado es incluso 
peor, pues nuestro input D\j puede ser ahora ¡negativo! (como se ve por la 
definición en la ec. 4.21), y por tanto (véase ec. 2.56 y 2.57), la no negatividad 
de la solución puede quedar seriamente alterada; y no sólo eso, ¡sino la propia 
convergencia de la serie! Como podemos ver en la figura 4.29, donde mostramos 
la convergencia de la intensidad reconstruida del píxel central de la imagen y 
la %2, la buena convergencia del método que podíamos apreciar en el apartado
4.2.1 se ha destruido por completo, y aparecen valores de la intensidad 
negativos. El ejemplo para el cual se ha estudiado la convergencia (que es el 
que se muestra en la figura 4.29) es el caso con ruido variable en el plano 
detector, al cual se ha substraído un modelo del mismo previamente a su 
introducción en el algoritmo.
habiéndose substraído del plano detector un modelo del ruido antes de hacer
detectores exteriores hasta 50 cuentas/cm2 en los interiores; es decir, el ruido
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Figura 4.29: Convergencia del algoritmo EM  de la intensidad del píxel central y de la %2 cuando se sustrae el 
modelo del ru ido a los datos experimentales antes de la reconstrucción.
La im agen reconstruida (por 
llam arla  así) con el algoritmo EM la 
podemos ver en la figura 4.30. Es
80
decir, el su s tra e r  el modelo del ruido
60
a los datos experim entales, que tan
40
buen resu ltado  nos ha producido con 
los m étodos basados en la correlación, 
es com pletam ente desastroso en el 
algoritmo EM. ’20
Sin embargo, no todo está 
perdido; podemos incluir el modelo
R ec o n s tru c c ió n
del ruido en el algoritmo como parte  Figura 4.30: Imagen reconstruida con el algoritmo EM
i i  . i i j i  . tti cuando se sustrae el modelo del ruido de los datos, antesae la respuesta aei detector, u s de la reconstrucción.
decir, en lu g a r de modificar nuestros
datos experim entales D¿J, modificaremos la estimación de los mismos (que, 
recordemos, venía dada por la ec. 2.45) de la forma que sigue:
Du = £  ♦
ap
( 4 .2 2 )
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Si hacemos esto con el método de máxima entropía, vemos que hemos 
corregido el pequeño fallo que cometimos en la ec. 4.21, pues, en el sumatorio 
del exponente, el num erador permanece inalterado, ya que antes restábam os 
el modelo del ruido a los datos y ahora lo sumamos a la estimación; pero como 
ambos están  restados entre sí, el resultado final es el mismo. Sin embargo en 
el denominador, al no haber corregido las cuentas del plano detector, tengo el 
valor correcto del error experimental. En cuanto al algoritmo EM, ahora vuelvo 
a recuperar la no negatividad del resultado, pues todo es positivo (y el algorit­
mo vuelve a converger). Los resultados que obtenemos ahora hablan por si 
mismos: en la figura 4.31 se m uestra (de izquierda a derecha) la reconstrucción, 
una  vez incluido el modelo del ruido como parte  de la respuesta  del detector, 
para  los casos conocidos de un ruido en el plano detector de -100 cuentas/cm2, 
-1000 cuentas/cm 2 y ruido variable. En la parte  superior se m uestran las 
reconstrucciones correspondientes al método de m áxim a entropía, y en la 









Figura 4.31: Reconstrucciones incluyendo el modelo de ruido como parte dee la respuesta del detector.
Reconstrucción Reconstrucción
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Como se ve, ahora se han eliminado por com pleto las estructuras que 
surgían en la imagen en los casos anteriores, y se muestra claramente un pico 
i  sobre fondo plano. Las intensidades reconstruidas, para el caso de máxima 
entropía son de: 66.8 fotones/cm2 (para un ruido de -100), 19.3 fotones/cm2 
(para un ruido de -1000) y 62.31 fotones/cm2 (para un ruido variable), y, res­
pectivamente, para el algoritmo EM son de: 85.7 fotones/cm2, 18.9 fotones/cm2 
y 83.22 fotones/cm2. Como se ve, para el algoritmo EM este es sin lugar a dudas 
el mejor método; y si bien en el caso del método de máxima entropía se obtenía 
una mejor reconstrucción de la intensidad de los picos cuando estimábamos B ,^ 
surgían estructuras imdeseables, principalmente en el caso de ruido variable, 
en que era más grave (los lóbulos que surgían si ignorábamos el ruido permane­
cían cuando permitíanlos que el método estimara el valor del ruido, a pesar de 
que se obtuviera una estimación razonable del mismo).
¿Pero realmente se han eliminado por completo las estructuras debidas 
al ruido? ¿o tan sólo han disminuido, y en presencia de una señal real ésta 
domina y no las podeimos apreciar? es decir, una vez que tenemos un buen 
modelo del ruido ¿qué (observaremos al reconstruir una señal en la que tan sólo 
haya ruido?
Para ello se ha siometido al telescopio a un ruido con fluctuación estadís­
tica de intensidad - 10)0 cuentas/cm2 y otro de -10000 cuentas/cm2, ambos en 
ausencia de señal alguina. Se ha reconstruido la señal, implementando el mode­
lo del ruido en el algoritmo, y el resultado lo podemos ver en la fig. 4.32; en la 
parte superior, el méto»do de máxima entropía, y en la inferior el algoritmo EM; 
de izquierda a derechsa, para un ruido de -100 y de -10000 cuentas/cm2.
Dado que, para (que una señal sea detectable por encima del ruido, ésta 
debe ser mayor que la ífluctuación estadística del mismo (que viene dada por la 
raíz cuadrada de su vailor), hemos usado la raíz cuadrada del ruido como valor 
máximo de la representación, es decir, respectivamente, 10 y 100, pues de ser 
detectable una señal,, este será el orden de la intensidad esperada en la 
reconstrucción (esta e s  una restricción mayor que poner 0.2 veces el orden de 
las cuentas detectadas? en el plano detector que hemos usado antes, con lo que, 
si hay alguna estructuira, se verá más claramente que antes).
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Reconstrucción Reconstrucción
Reconstrucción
Figura 4.32: Reconstrucción en ausencia de señal y presencia de ruido, usando un modelo del mismo
Se puede ver que, pa ra  el caso del algoritmo EM, cuando el ruido es de 
-100 cuentas/cm2, aparecen algunas pequeñas estructuras (con una intensidad 
del orden de 0.3 fotones/cm2) debidas a la fluctuación estadística del ruido que 
desaparecen cuando éste es m ás intenso y la fluctuación menor (lo cual se 
consigue sim plem ente aum entando el tiempo de medida). En los restan tes casos 
no se aprecia estructu ra  que nos pueda llevar a pensar que nos hallam os ante 
una fuente celeste real; es decir, un buen conocimiento del ruido suprime 
fuentes fantasm as debidas a la estructura  del mismo (no obstante, cualquier 
fuente que pueda aparecer en la imagen reconstruida puede ser identificada 
como perteneciente al cielo real o al ruido, sencillam ente cambiando la 
dirección de apuntado del telescopio; si es una fuente real, la fuente 
reconstruida cam biara de posición en concordancia al cambio de apuntam iento. 
De todas formas, aunque con este método podamos descartar fuentes ficticias, 
siempre será mejor tener una  imagen lo más limpia posible).
Reconstrucción
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Por tanto, como conclusión, y siguiendo la vieja máxima de "si no puedes 
con tu enemigo, únete a él", el mejor método de tratar con el ruido y evitar su 
nefasta influencia es estudiarlo para conocerlo bien (estudiando zonas del 
firmamento ausentes de fuentes), y luego sustraer su influencia en los datos.
Lo que hemos hecho en este apartado no es más que un caso particular 
de fijar el valor de ciertos píxeles y mantenerlos invariantes en cada iteración; 
en este caso, siguiendo la idea del apartado 4.8.3 en el que incluíamos al ruido 
entre los parámetros a estimar, hemos fijado el valor de los "píxeles" correspon­
dientes al ruido con un valor determinado (el de nuestro modelo del ruido). El 
fijar un conjunto de píxeles con un valor determinado para que no cambie al 
estimar los restantes podremos hacerlo siempre, y de hecho lo hemos hecho 
implícitamente cuando hemos limitado el tamaño de la imagen reconstruida al 
campo definido por un ciclo de la máscara (±6.34°), en el cual hemos fijado el 
valor de los píxeles fuera de este campo a cero. Esta técnica puede usarse si 
fuera necesario para mejorar una imagen (por ejemplo, si sabemos a ciencia 
cierta que en cierto píxel existe una fuente de intensidad conocida, podemos 
fijarlo a ese valor e iterar el resto para mejorar la imagen restante).
4.9 F u en tes ex ten sas
0
Hasta el momento hemos estudiado el comportamiento del telescopio ante 
fuentes puntuales (una o varias), y si bien es cierto que una fuente extensa 
puede considerarse formada por multitud de fuentes puntuales muy próximas 
(cuando discretizamos el cielo), también es cierto, como hemos comprobado, que 
las fuentes muy cercanas sufren solapamientos en la reconstrucción, y disper­
sión cuando la sombra de la máscara que proyecta sobre el plano detector no 
coincide bien con la posición de las unidades detectoras. Así que ¿cómo se las 
compondrá el telescopio cuando se las vea con una fuente extensa? ¿Será 
posible reconstruir su forma? ¿y qué decir de sus intensidades de emisión?
Para comprobarlo, hemos generado una fuente celeste, que se muestra 
en la figura 4.33 (a), en forma de letra A mayúscula (en ausencia de ruido). En 
la fig. 4.33 (b) vemos la señal detectada en el plano detector, y a partir de la
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cual se realizarán  las reconstrucciones (fig. 4.33 (c) conespondiente a CBMF, 



























Figura 4.33: Detección y reconstrucción de una fuente extensa en fonm a de A mayúscula
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En estas imágenes nos hemos limitado al campo de visión definido por 
un ciclo de la máscara. Como vemos, CBMF reconstruye algo que se asemeja 
; a la fuente, aunque francamente es muy borroso; la imagen mejora con decodifi­
cación 5, ya que tiene más contraste. Pero el mejor resultado lo obtenemos con 
los métodos de maximización, que dan resultados muy parecidos.
Nótese que todo'S los píxeles de la imagen fuente inicial tienen una 
misma intensidad de 100 fotones/cm2; sin embargo, vemos que la intensidad de 
la imagen reconstruida no es en absoluto uniforme, sino que se favorecen 
claramente unos píxelles sobre otros; en concreto, aquellas posiciones que 
proyectan sobre el plamo detector una sombra de la máscara que casa bien con 
las unidades detectaras, amen del efecto del colimador sobre los píxeles más 
periféricos.
4.9.1 M últiples ap untados
I
! Si queremos mejorar los resultados, necesitamos obtener más información
i sobre la fuente. Al principio de la lectura de este trabajo, el lector curioso puede 
haberse preguntado po>r qué no se han tenido en consideración métodos más 
clásicos, probados con áxito en otras clases de problemas, como por ejemplo el 
i método de mínimos cuadrados. Estos métodos ajustan unos pocos parámetros 
a una multitud de daitos, que en principio siguen la misma ley; es decir,
¡ tenemos pocas incógnitas para muchos datos. Aquí el problema es justo el 
contrario; hagamos un ¡balance de incógnitas y variables: nuestras incógnitas, 
los píxeles celestes, despenderán de cuán finamente lo subdividamos, pero por 
ejemplo, para los resultados que hemos estado dando hasta ahora, cuando nos 
limitamos al campo deffinido por un ciclo (±6.34°), dividido en píxeles de 0.64°, 
son 20x20 = 400 píxelejs, 400 incógnitas (eso si no tenemos en cuenta el ruido 
en cada detector, que serían otras 100 incógnitas); nuestros datos son las 
medidas de cada unidatd detectora, es decir, 100 datosr
O sea, tenemos 1L00 datos para 400 incógnitas; obviamente no se puede 
aplicar un método de muñirnos cuadrados... ¿O sí?
Pues sí. Pódemeos incrementar el número de datos que poseemos,
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realizando diferentes apuntados de la misma zona del cielo. Es decir, reealizar 
una medida duran te  un cierto tiempo, variar ligeram ente la direcciión de 
apuntado, volver a medir, etc... con lo que en cada apuntado, obtenermos un 
conjunto de datos diferente. Por ejemplo, con nueve apuntados de Isa zona 
obtenemos 900 datos para  400 incógnitas. Las cuentas detectadas en el dmtector 
ij du ran te  el apuntado p, vendrá dada por la ecuación 4.23.
DíJp = £  ° « K 4 . 2 3 )«P
Es decir, la m ism a ecuación de siempre, pero con un índice máss. Pero 
¿qué son a  y (3? ya que hasta  ahora hemos dicho que las coordenadaís (a, (3) 
venían definidas por el telescopio y eran intrínsecas a él; por cada apuntado  
deberemos tener un  sistem a diferente de coordenadas. Bueno, lo que h a y  que 
hacer es elegir uno de los apuntados como referencia y tomarlo como siistema 
m aestro de coordenadas, y referir los otros apuntados a éste (ver figura 4.34).
Apuntado de referencia
Otros apuntados
> Coordenadas de la 
fuente ce leste  respecto  
al apuntado de referencia
T elescopio
Figura 4.34: Diferentes apuntados de la misma zona del cielo. Uno de ellos se toma como sistema 
de referencia maestro.
Las coordenadas de la fuente celeste, (a ,(3), se tom an respecto al 
apuntado de referencia. Asimismo, (ap,|3p), el centro del campo de visión de otro 
apuntado, tam bién se toma respecto del sistem a de coordenadas del apuntado
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de referrencia. Por tanto, las coordenadas (a,p) de la fuente celeste respecto del 
apuntando p  vendrán dadas por (a-ap,P-Pp) (esto no es del todo exacto, pero para 
apuntaidos no rotados entre sí ni muy separados del apuntado de referencia 
-digamcos ap, Pp < 10o-, es una excelente aproximación); o lo que es lo mismo:
OaP = Oa"a'”P"P' <4-24)ij p  u
con lo cque la ecuación 4.23 queda, definitivamente, como:
^  = (4-25)
«P
ECsta ecuación es equivalente en forma a la ecuación lineal siguiente
y  ‘ + -•  +ak-x¿ (4-26)
simplennente realizando la equivalencia y=D , y a-O . Tomando varios
apuntados, para tener más datos que incógnitas, podemos intentar estimar los 
parámetros a mediante un ajuste por mínimos cuadrados. Aplicándola al 
problema que nos ocupa (la A mayúscula de la figura 4.33 (a)), se han realizado 
9 apunttados de la fuente celeste, en una rejilla 3x3 (y sin rotación entre ellos; 
es deciir, los ejes a y p de todos los apuntados son paralelos entre sí). El 
apuntado central se ha tomado como sistema de referencia, y los (ap,pp) de los 
ocho restantes apuntados (respecto del central) son:
-1, 1 0 , 1 1,1
-1, 0 0 ,0  (sistema 1, 0
maestro)
- 1,-1 0,-1 1,-1
Para el ajuste por mínimos cuadrados de los datos así obtenidos, se ha 
usado un software estándar de cálculo matemático muy usado en física, que son 
las librerías matemáticas del CERN (o cemlib [41]). En concreto, la subrutina 
usada ha sido LINSQ, que realiza ajustes por mínimos cuadrados de funciones 
lineales. Previamente se ha probado la subrutina en problemas de ajuste de 
funciones más típicos, comprobándose que proporciona buenos resultados.
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El decepcionante resultado del ajuste para  los parám etros a (esto es, O), 
se m uestra  en la figura 4.35, aunque es posible vislum brar la forma de la A.
A ju s te
Figura 4.35; Reconstrucción de fig. 4.31 (a) usando un 
ajuste por mínimos cuadrados y nueve apuntados.
Conclusión: es posible aplicar un  método de ajuste por mínimos 
cuadrados, pero mejor no hacerlo.
No obstante, no hay que olvidar que, al u sar varios apuntados de la 
m isma zona, hemos obtenido más información de la fuente que la que obtenía­
mos con un único apuntado, y esto quiere decir que, en principio, debemos 
poder obtener una reconstrucción mejor. Por tanto, vamos a in ten tar sacar 
provecho de eso generalizando nuestros métodos de maximización para  tener 
en cuenta los m últiples apuntados. Esto va a ser muy fácil usando como punto 
de partida  la ecuación 4.25, con lo que la generalización de la solución iterativa 





-i-2X"£ {D,jp ~D,jp) (4.27)
n + l
Y análogam ente, la generalización del algoritmo EM, que venía dado por 
la ec. 2.56, es ahora:
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Aplicando estos nuevos algoritmos a los nueve apuntados que hemos 
realizado a la fuente de la fig. 4.33 (a), obtenemos el resultado de la figura 4.36 
(izquierda con el método de máxima entropía, y derecha con el algoritmo EM).
-6  -4  -2  0 2  4 6
R e c o n s tru c c ió n
-6 -4 -2  0  2  4 6
R e c o n s tru c c ió n
Figura 4.36: Reconstrucciones con el método de máxima entropía y el algoritmo EM haciendo uso de nueve 
apuntados de la imagen fuente de la fig. 4.33 (a)
Ahora si que podemos decir ¡eureka! La imagen reconstruida es mucho 
mejor que la que obteníamos con un solo apuntado (véase fig. 4.33). Al 
aum entar el num ero de apuntados y aum entar la información que tenemos 
sobre el objeto, mejoramos definitivam ente la reconstrucción. El contrapunto 
lo tenemos en que ahora la reconstrucción es mucho m ás lenta; en el caso del 
algoritmo EM, nueve veces más lenta. Pero en el método de m áxim a entropía 
la cosa es peor; el valor absoluto del sum atorio de la exponencial (que tarda  
nueve veces m ás que antes en ser calculado) es tam bién del orden de nueve 
veces m ás grande que antes, con lo que pequeñas variaciones del valor de Xn, 
producen, en v irtud  del poder magnificador de la exponencial, fluctuaciones
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mucho mayores de antes, que deben ser contrarrestadas realizando un 
muestreo de Xn más fino (típicamente, de unas nueve veces más fino que antes), 
ya que, de otro modo, puede no converger. Es decir, que ahora el método de 
máxima entropía es unas 9x9=81 veces más lento que antes.
Hay que decir también que si la anchura de la rejilla de apuntados es de 
1.27°, en lugar de Io, no obtenemos información adicional sino la misma, 
permutadá (recuérdese que 1.27° es lo que subtiende un elemento del plano 
detector desde la máscara), y la reconstrucción que se obtiene en ese caso es 
exactamente la misma que con un único apuntado.
4.10 P atron es no c íc licos
Como hemos podido ver, el hecho de usar un patrón de máscara cíclico 
era una buena idea a la hora de reconstruir una imagen usando métodos corre­
lativos, gracias a las propiedades autocorrelativas de los patrones URA y 
MURA cuando se hallaba su autocorrelación cíclicamente. Pero en realidad no 
hemos usado para nada esta propiedad cuando hemos usado los métodos de 
reconstrucción de maximización (que ya hemos visto que dan mejores resulta­
dos, y que para telescopios simples como LEGRI pueden resultar totalmente 
competitivos), y de hecho hemos encontrado más inconvenientes que ventajas 
con una máscara de este tipo a la hora de usar estos métodos; principalmente 
la aparición de fantasmas (que en el caso del algoritmo EM suponía un debili­
tamiento de la fuente, al repartirse la intensidad entre los fantasmas). Por ello 
vamos a probar en este apartado a usar máscaras no cíclicas, para estudiar su 
comportamiento, y ver si serían preferibles para LEGRI. ¿Podría esto suponer 
un resurgimiento de las máscaras aleatorias para telescopios sencillos?
A este fin, se han estudiado tres máscaras aleatorias 14x14 y un patrón 
MURA 19x19 (del cual se ha extraído un trozo 14x14), y se han sometido a las 
fuentes de la fig. 4.19 (en ausencia de ruido). En la figura 4.37 se muestra, en 
cada fila, a la izquierda el patrón usado (el de la fila inferior corresponde al 
patrón MURA), en el centro la reconstrucción con el método de máxima entro­
pía, y a la derecha la reconstrucción con el algoritmo EM.





Figura 4.37: Reconstrucciones usando diferentes patrones de la máscara
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En esta ocasión, como en el apartado 4.6, se ha reconstruido la imagen 
usando el campo total del telescopio. Como se puede ver, comparando con el 
apartado 4.6, en general ahora no se producen fantasmas; o casi. En el caso del 
algoritmo EM, en la reconstrucción de la primera máscara se observa una 
estructura anómala a la derecha, sobre la posición (10,0); la reconstrucción de 
la segunda máscara produce pequeñas estructuras en toda la imagen, y la 
tercera es la que mejor resultado produce de las aleatorias. Sin embargo, es con 
el patrón MURA cuando obtenemos un maravilloso fondo plano sin estructuras. 
No obstante, en las cuatro reconstrucciones con el algoritmo EM, las intensida­
des de los picos son correctamente reconstruidas a -100 fotones/cm2.
Mejor comportamiento ante las estructuras fantasmas lo tiene el método 
de máxima entropía; en todos los casos se obtiene una imagen similar, con 
pequeñísimas fluctuaciones del fondo, que en el caso del primer patrón aleato­
rio son menores (el fondo es prácticamente plano). Sin embargo, a pesar de 
esto, nuevamente es el patrón MURA el que nos da el mejor resultado, ya que 
reconstruye mejor la intensidad de las fuentes que los otros tres casos (nótese 
de todas formas que, al contrario que con el algoritmo EM, el efecto del 
colimador es importante en este método, como ya se indicó en el apartado 4.7).
Concluyendo el apartado, y dado que los métodos de maximización tienen 
más ventajas que inconvenientes en nuestro caso, sería preferible que LEGRI 
tuviera una máscara no cíclica a una cíclica. Y a pesar de que se pueden 
obtener buenos resultados con un patrón aleatorio, se obtienen mejores con 
patrones URA y MURA, ya que en un patrón aleatorio se pueden producir 
subpatrones semejantes (por puro azar) en diferentes partes de la máscara, que 
nos producirían fantasmas.
4.11 P lano d etector dañado
¿Qué ocurriría si el plano detector sufriera algún daño y parte de los 
detectores quedaran inutilizados? ¿Se perdería la capacidad de formación de 
imágenes? Para averiguarlo, hemos simulado este efecto "desconectando" varios 
detectores de nuestro plano detector. En concreto, y dado que la electrónica es
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común a cada fila de 10 detectores (a 
cada "U" del plano detector), supo­
niendo un daño en la electrónica, 
hemos desactivado las Ues 1, 4 y 8.
Además, para simular un daño en 
detectores particulares, hemos desac­
tivado los detectores (2,5), (2,9), (3,1),
(3,8), (6,4), (7,2), (9,7) y (10,2); es 
decir, un total de 38 detectores (¡una 
pérdida importante!). Sometiendo el 
telescopio a las fuentes de la fig. 4.16 
(que se usó en el apartado 4.5), en 
lugar del plano detector que se obte­
nía (ver fig. 4.17), lo que obtenemos 
ahora es el plano detector que se 
puede apreciar en la figura 4.38.
Si reconstruimos la fuente a partir de estos datos, obtenemos las imáge­
nes de la figura 4.39, de izquierda a derecha, para CBMF, máxima entropía y 
el algoritmo EM. En este ejemplo, al igual que en el del apartado 4.5, no se ha 
introducido ruido, para poder comparar con las reconstrucciones que se 
obtenían con el plano detector en perfectas condiciones. ,
1 2 3 4 5 6 7 8 9  10
P la n o  D e tec to r
Figura 4.38: Plano detector con 38 unidades detectoras 
desconectadas, que han sido marcadas con una X.
Reconstrucción
-2 0 2 
Reconstrucción
-2 0 2 
Reconstrucción
Figura 4.39: Reconstrucciones a partir de los datos obtenidos con 38 detectores estropeados.
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Podemos observar que, en el caso de CBMF, se han destruido por comple­
to las propiedades autocorrelativas de la máscara MURA, que nos permitían 
tener un fondo plano en zonas donde no hubiera fuentes (compárese esta 
imagen con la figura 4.18). Esto es debido a que no podemos contar con todos 
los detectores y no se pueden compensar correctamente los 1 y los -1 de la 
matriz G. En la imagen que obtenemos apenas se puede distinguir nada.
Algo mejor es el resultado obtenido con el método de máxima entropía, 
aunque, de todas formas, surgen en la imagen estructuras que no corresponden 
a ninguna fuente, a la par que la intensidad reconstruida de las fuentes (antes, 
con todo el plano detector en funcionamiento, típicamente de -90 fotones/cm2) 
es bastante menor, del orden de -20 fotones/cm2. El mejor resultado lo obtene­
mos con el algoritmo EM, donde aparecen menos estructuras y la intensidad 
es reconstruida mejor, y la intensidad de las fuentes (antes de -95 fotones/cm2), 
es ahora reconstruida a un valor de -50 fotones/cm2.
Pero no tenemos por qué conformamos con esto. Podemos intentar 
mejorar el resultado. El problema principal está en que estamos contando el 
valor de las unidades detectoras que no funcionan (0) como información válida; 
es decir, estamos engañando al algoritmo y no le informamos de que las 
cuentas (mejor dicho, la ausencia de cuentas) de esos detectores "no valen". Por 
tanto, lo que hemos de hacer es sustituir, en las ecuaciones 2.56 y 4.10, el 
sumatorio que se extendía a todos los detectores por uno que sólo tenga en 
cuenta los detectores que funcionan. Es decir:
E -» E
i j  i j  t  d e te c to res  e s tro p ead o s
¿Y que ocurre con la correlación? Bueno, no hace falta hacer esta especie 
de by pass, pues se hace automáticamente y el resultado que se obtendría 
haciéndolo es exactamente el mismo que el que se obtiene sin hacerlo; si 
miramos la ecuación 3.1 vemos que, precisamente los elementos del plano 
detector que queremos evitar por contener información errónea, se "evitan" 
ellos mismos, pues Dkl tiene valor cero y el producto Dkl Gk+il+j no se añade al 
sumatorio.
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Esto mismo parece que ocurre en el caso del algoritmo EM con el 
denom inador de la ec 2.56; aunque si introducimos la respuesta  (la falta de 
respuesta) de los detectores que no funcionan en la m atriz O, tendrem os que 
todos los Oy pertenecientes a detectores ij inoperantes serán  0 para  todo (a ,(3), 
con lo que la estim ación de D¿j (que aparece dividiendo a D¿j) será cero; es decir 
que tendríam os 0/0 si no hiciéramos el by pass. El resultado que se obtiene al 
evitar los detectores que no funcionan se puede apreciar en la figura 4.40 (iz­
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Figura 4.40: Reconstrucciones, una vez corregido el efecto de las unidades, detectoras no operativas.
Como se ve, en el caso del método de m áxim a entropía la imagen ha  
mejorado muchísimo, y se han  eliminado las estructu ras anóm alas que apare­
cían en la imagen. La intensidad reconstruida tam bién se ha  incrementado, 
siendo ahora de -60  fotones/cm2. Otro tan to  ocurre con el algoritmo EM. La 
imagen se asem eja mucho a la que se obtenía con el plano detector en correcto 
estado (ver fig. 4.18), y la intensidad reconstruida tam bién ha mejorado 
notablem ente, siendo ahora de -100 fotones/cm2 (aunque antes las intensidades 
de las fuentes e ran  m ás sim ilares entre sí y ahora no tanto). Este es un  gran  
éxito para  los métodos de maximización, pues téngase en cuenta que se ha 
perdido casi el 40% del área  detectora y somos capaces de generar con estos 
métodos im ágenes de bastan te  calidad. F rente a casos como este, los métodos 
correlativos fallan estrepitosam ente en comparación.
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Como contrapartida, con la pérdida de detectores somos m ás sensibles al 
efecto del ruido y a generar estructuras falsas, debido a la pérdida de 
información que conlleva; cuanta más información se pierda, más factible es 
que la propia estructu ra  del telescopio suxja en la imagen reconstruida. Por 
supuesto, si se pierde dem asiada información, llega un momento en que es 
imposible hacer nada. En un caso extremo, en el que tan  sólo funciona un 
detector, el (5,6), la "reconstrucción" que se obtiene es la que se puede apreciar 
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Figura 4.41: Reconstrucciones con un solo detector operativo.
Es decir, la presencia de cuentas en el único detector en activo lleva a los 
algoritmos a deducir que existe una fuente en cualquiera de aquellas direccio­
nes desde donde puede recibir señal (esto es, desde los agujeros de la máscara); 
por tanto, dado que todos ellos son posibles fuentes, todos ellos aparecen en la 
imagen reconstruida. Es decir, la imagen reproduce el patrón de la m áscara 
que el detector tiene sobre sí.
Capítulo 5: Resultados. Respuesta 
real de LEGRI
5.1 Preám bulo
»  odos los resultados que se han mostrado en el capítulo 4 han sido 
ft. obtenidos para un LEGRI idealizado, con detectores de idéntico 
tamaño (1 cm2) y eficiencia 1, y siendo los elementos no opacos de 
la máscara totalmente transparentes. Sin embargo, como se dijo 
en el capítulo 1, LEGRI es sobre todo un experimento de 
demostración de una nueva tecnología (la de los Hgl2 y CdZnTe; para el 
experimento en conjunto, lo más importante es estudiar el comportamiento de 
los detectores en condiciones de espacio).
Con esto queremos decir que los yoduros de mercurio fueron hechos 
artesanalmente (no existe, por el momento, una cadena de producción en serie 
de los mismos) y no hay dos iguales; cada uno tiene un tamaño diferente 
(problema que no surge con los 20 CdZnTe, pues son comerciales) y la respues­
ta de cada detector también es diferente, debido en parte a problemas con la 
electrónica de vuelo, de comportamiento más conflictivo que la electrónica de 
tierra, pues debe estar diseñada para soportar el lanzamiento y las condiciones 
de espacio, a la vez que compacta y de poco peso, lo cual Umita mucho la 
eficacia de la misma. De hecho, hay 15 unidades detectoras inoperantes; el 
primer detector de cada U, debido a que la electrónica produce demasiado ruido 
electrónico en los mismos, y otros 5 detectores que están totalmente "ciegos".
Además, el honeycomb o estructura de soporte de los tungstenos de la 
máscara no es totalmente transparente, sino que absorbe (especialmente a baja 
energía) parte de los fotones y que lo atraviesan. En este último capítulo se han 
implementado las características reales del instrumento (la transparencia del 
honeycomb, el tamaño real de cada unidad detectora y su eficiencia, etc...) en 
el simulador geométrico que describimos en el apartado 3.4, para estudiar cómo 
se ven afectados los resultados del capítulo 4, además de mostrar la respuesta 
real de los detectores (eficienca, sensibilidad, respuesta espectral...).
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5.2 R esp u esta  de los d etectores
Cuando tenemos como plano detector un conjunto discreto de detectores 
(o incluso un detector de posición continuo), la respuesta de las diferentes 
partes del plano detector frente a la m ism a señal no es la misma. En un detec­
tor discreto esto se traduce en que dos unidades detectoras diferentes del plano 
detector, ante idéntica fuente (y en idénticas circunstancias), h a rán  diferentes 
medidas; esto se magnifica en nuestro caso por el hecho de que nunca tendre­
mos esas "idénticas circunstancias", ya que no tenemos dos detectores iguales, 
como se puede ver en la figura 5.1, donde se m uestra una foto del plano detec­
tor (a grosso modo , los Hgl2 tienen un  tam año en tom o a 5x5 m m 2, aunque 
bastan te  variable, siendo los CdZnTe de 10x10 mm2).
Se define la eficiencia como la 
fracción "cuentas detectadas en el 
detector" frente a "fotones que llegan 
al detector". El caso ideal, cuando se 
detectan tan tas  cuentas como fotones 
llegan al detector, sería el de eficien­
cia 1. En la realidad la eficiencia 
siempre será menor que uno debido 
principalm ente a dos motivos:
i) El detector (a no ser que sea
muy grande y/o masivo) no detendrá
todos los fotones y que le lleguen,
Figura 5.1: Fotografía del plano detector de LEGRI, sin 
sino que habrá  fotones que lo atravie- e\ colimador.
sen sin depositar energía (y, dado que
en nuestro caso los detectores son semiconductores, sin producir pares electrón- 
hueco). Esto hace que la eficiencia intrínseca del detector sea menor que la 
unidad. E sta  es la eficiencia que se obtiene con simulación Monte Cario, usando 
el código GEANT-3 que describimos en el apartado 3.4, donde consideramos 
como suceso detectado a todos aquellos fotones que depositan energía en el 
detector (por encima de cierto umbral).
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ii) Aún así, el detector real no dará  una  señal para  todos los fotones que 
depositen energía, debido a la electrónica asociada, que no procesará correc­
tam ente todos los sucesos. Es decir, dos detectores idénticos, con igual poder 
de frenado de la  radiación, pero d istin ta  electrónica, darán  una  eficiencia 
diferente dependiendo de la electrónica de procesado de la señal asociada a 
cada uno de ellos. No solo eso, sino que la electrónica puede producir (y 
producirá) cuentas fantasm as que no corresponden a fotones reales (el ruido 
electrónico), am én de producirse otros efectos, como interferencias entre 
canales, etc...
En nuestro  caso, obteníamos 
resultados mucho mejores con la 
electrónica de tie rra , estándar, que 
con la de vuelo, que por ser compacta 
y de poco peso (y resistente a la 
aceleración y radiación), debe sacrifi­
car m uchas de las buenas cualidades 
de la electrónica de tie rra  necesarias 
p a ra  una  óptim a detección: las sim u­
laciones con GEANT-3 nos daban 
u n a  eficienca de en torno a -0 .8  
en tre  20 y 100 keV p a ra  ambos tipos 
de detectores, resultado muy sim ilar 
a la  que se obtiene con la  electrónica 
de tie rra  estándar; por otro lado, la eficiencia m edida con la electrónica de 
vuelo es de -0 .3  p a ra  los H gl2 y de -0.5 para  los CdZnTe, que es, claram ente, 
mucho peor. En la figura 5.2 se m uestra  la eficiencia del plano detector de 
LEGRI en el rango 20 - 100 keV para  fotones; las coordenadas X e Y que se 
m uestran  corresponden a las que usa in ternam ente LEGRI; la equivalencia con 
las que hemos usado en el capítulo 4 (p. ej. en la fig. 4.17) sería i=10-Y, j=10-X. 
Se puede apreciar que el prim er detector de cada U (todos los indicados con 
X=0) no funciona, así como otros 5 (todos ellos m arcados con un  aspa); m ientras 
que hay otros (como por ejemplo el X=7, Y=5) que tam bién son casi inoperantes. 
Los 20 CdZnTe corresponden a las coordenadas X=0-9, Y=0 y X=0-9, Y=9.
Y = 9 Y =8 Y =7 Y =6 Y =5 Y =4 Y =3 Y =2 Y =1 Y =0
X =8 X
E fic ien c ia s
Figura 5.2: Eficiencia de detección de LEGRI
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El u sa r la electrónica de vuelo no implica tan  sólo un decremento de la 
eficiencia de detección, sino que la capacidad de realizar espectroscopia tam bién 
se ha  visto claram ente mermada. En la figura 5.3 se m uestran  cuatro espectros 
típicos (número de canal frente a núm ero de cuentas) que se tom aron durante 
la calibración de LEGRI (superpuesto se m uestra el ruido de fondo, detectado 
en ausencia de fuente); los dos superiores fueron tomados con un CdZnTe y los 
inferiores con un H gl2. Las fuentes usadas han  sido, de izquierda a derecha, Cd 
109 y Am 241. En la página siguiente, en la tabla V se pueden ver las caracte­
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Figura 5.3: Espectros detectados en LEGRI.
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Fuente Desintegr. Vida
media
Radiación Energía % de 
emisión
Cd 109 Captura Electr. 463 días y (X K) 23 keV 102.1




y (X L) 16 keV 38.0
a y 59.5 keV 35.9
a y 26.3 keV 2.41
Tabla V: Fuentes radiactivas usadas en la calibración de LEGRI
Las líneas de 22.6 keV del Cd 109 y de 16 keV del Am 241 corresponden 
a un multiplete de rayos X (de las capas K y L respectivamente), de diferentes 
energías, pero próximas entre sí (por lo que es difícil resolverlas bien), con lo 
que se muestra un valor promedio en energía e intensidad de porcentaje de 
emisión. No debe sorprendemos que obtengamos porcentajes mayores de 100, 
ya que eso refiere al número de fotones que se producen por cada 100 desinte­
graciones del núcleo, y algunas desintegraciones pueden crear más de un fotón.
Como se puede ver, la resolución espectral de los detectores de LEGRI
9
con la electrónica de vuelo no es muy buena; por ejemplo, los picos de 16 y de 
59.5 keV del Am 241 se hallan muy próximos entre sí; la FWHM (Full Width 
at H alf Máximum) o anchura de los picos es del orden de -40 keV, y además, 
no todos los detectores presentan picos, sino que hay otros que tan sólo 
muestran un continuo; o el mido electrónico resulta dominante (cuanto más 
cerca de la posición X=0, más ruidosos suelen ser). Este hecho, junto con la 
falta de tiempo debida a problemas que surgieron durante el calibrado, que 
supusieron un importante retraso en el programa de calibración (al someter a  
los detectores a un vacío térmico que emulara las condiciones del espacio se 
produjo una desgasificación de los detectores, con lo que hubo que detener la 
calibración y someterlos a un encapsulado para evitar el contacto de los mismos 
con el vacío), y a la necesidad de entregar LEGRI al I.N.T.A. según el 
calendario previsto para su ensanblaje con los restantes módulos, ha hecho que
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no haya sido posible un estudio en detalle de cuál es la eficiencia de LEGRI en 
función de la energía (ya que en principio, la eficiencia no tiene por qué ser la 
misma para fotones de diferente energía) y nos hayamos tenido que conformar 
con los datos que se tomamo, obteniendo finalmente una eficiencia integrada 
al rango nominal de LEGRI (20 a 100 keV), que es la que se ha mostrado en 
la fig. 5.2. Esta matriz de eficiencias es la llamada m atriz de calibración, que 
es el punto de partida de las posteriores calibraciones que se realizarán en 
vuelo usando fuentes y celestes bien conocidas (como p. ej. el púlsar de la 
Nebulosa del Cangrejo), las cuales conllevarán sucesivas modificaciones y 
mejoras de la matriz de calibración (es decir, la matriz de calibración irá siendo 
actualizada a lo largo de la vida de la misión).
5.3 C orrigiendo los datos
Dado que lo ideal sería tener un plano detector que diera una respuesta 
uniforme, hemos de corregir los datos en el plano detector para contrarrestar 
su inuniformidad, que conocemos a través de la matriz de calibración. En el 
caso de los métodos correlativos, podemos reabzar la corrección según:
= Dii - l c m2  = - P*L- (5.1)
"  St jTr A ,  e'j T r .
donde sy es la eficiencia de detección del detector ij, Tr la transparencia del 
honeycomb (con ambas correcciones hallamos los fotones que realmente le han 
llegado) y Ay es su área (con la que corregimos para obtener los fotones que 
llegan por cm2); con esto normalizamos todos los detectores para obtener D°, 
una versión corregida del plano detector, la cual usaremos como input. Este 
método es muy similar al fíat fielding [36] consistente en:
a ; = a ,





donde C¿J es una matriz correspondiente a las cuentas medidas en la unidad ij 
al ser iluminado el plano detector por una fuente uniforme, Tc es el número 
total de cuentas medido en todo el plano detector, N  es el número total de
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detectorres (con lo que TJN es la media esperada de cuentas por unidad 
detectorra) y p es un factor de normalización que se puede introducir para 
aseguraar conservación de flujo (es decir, que el número total de cuentas en D 
y en U  i sea el mismo).
CcJon ambos métodos se logra un plano detector uniforme. De hecho, uno 
es propoorcional al otro. El problema es que fíat fielding, aunque mejora la 
imagen i y elimina estructuras, falsea la reconstrucción en intensidad, ya que la 
nueva mniformidad del plano detector es relativa a las demás unidades detec- 
toras y sse calcula mediante las cuentas detectadas, mientras que la corrección 
realizadla con la eficiencia se hace mediante los fotones que realmente llegan 
(den o nao señal); esto se calcula fácilmente conociendo la actividad de la fuente 
y el ánggulo sólido que subtiende el detector desde la misma, si hablamos de 
calibrachión en tierra, o, si se realiza con fuentes celestes, conociendo la 
intensidiad de la misma (fotones que llegan por unidad de área y tiempo) y el 
área iluiminada de los detectores. Es decir, la uniformidad del plano detector 
se hace i así de forma absoluta, mientras que con fíat fielding se hace de forma 
relativra. No obstante, si es imposible o muy difícil medir la eficiencia de los 
detectorres, fíat fielding es una alternativa razonable a la desesperación.
Eáste plano detector corregido mediante la eficiencia, podría ser usado sin 
probleimas como input de nuestros métodos de maximización (no produce valo­
res negaativos; aunque hay que andarse con ojo con el error experimental que 
se introoduce en el método de máxima entropía). No obstante es preferible 
introduccir toda la información sobre el proceso de detección en la matriz O de 
respuestta del detector, como la eficiencia, el hecho de tener una transparencia 
en la mááscara distinta del 100%, y el tener detectores de diferente tamaño (lo 
que conllleva, por ejemplo, que cada detector, en virtud a su colimador, tenga 
un camjpo de visión diferente -en este caso el campo de visión del telescopio 
vendrá (definido por el detector que más campo de visión tenga-). El implemen- 
tar un trnmaño (¡y forma!) diferente para cada detector es bastante sencillo y es 
una siimple generalización del método que explicamos en el apartado 3.4; 
sencillaimente, se proyecta la forma real del detector en el plano de la máscara, 
y como s e  ilustraba en la fig. 3.4, se halla su intersección con la proyección del 
colimadcor, (o sea, como antes, sólo que ahora la intersección será un rectángulo
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distinto al caso anterior, pero el resto del algoritmo es igual). De igual forma 
que hicimos en la ec. 5.1, normalizando con el área para que todos los detecto­
res tengan idéntica respuesta ante un flujo dado, haremos ahora lo mismo, 
multiplicando O por A J I  cm2 (porque p. ej. en el caso ideal en que O sea 1 -pasa 
todo el flujo por un agujero de la máscara y no es afectado por el colimador- un 
detector de la mitad de tamaño que otro ¡deberá detectar la mitad de cuentas!). 
Con esto, la nueva matriz de respuesta O’ del detector será:
0 /ap = 0 “p -7V-e'- (5-3)i j  i j  x  i j
siendo Tr la transparencia de la máscara, O el flujo hallado según la ec. 3.11 
(y la fig. 3.4) pero teniendo en cuenta ya la existencia de detectores de diversos 
tamaños, y la eficiencia del detector ij normalizada al área, que ya introduji­
mos en la ec. 5.1. Esta nueva O’ la usaremos para nuestros métodos de 
maximización exactamente del mismo modo que usamos O en el capítulo 4, y 
para simular la respuesta de LEGRI frente a las fuentes celestes.
Los valores de la transparencia se obtuvieron usando fuentes de Am 241 
y Cd 109 colimadas, y midiendo con un detector de Ge tipo n. Se tomaron 
medidas interponiendo entre la fuente y el detector el honeycomb y midiendo 
sin éste interpuesto. La fracción entre ambas mediciones nos da la transparen­
cia del honeycomb, cuyo resultado podemos ver en la tabla VI.
Energía Transparencia
17 keV 62 %
21.5 keV 74%
26 keV 84%
____________  31 keV 89 %___
35 keV 92 %
60 keV 95 %
Tabla VI: Transparencia de la máscara
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Ya que el rango de operación de LEGRI es de 20 a 100 keV, el valor que 
tomaremos para los resultados que siguen es el correspondiente a una energía 
de -30 keV (-90 %), por considerarlo suficientemente representativo.
5.4 R uido y  sensib ilidad
5.4.1 R uido
Como se dijo en el apartado 1.6.1 y como se desprende de [7], la principal 
contribución al ruido esperado en el plano detector de LEGRI viene de la 
radioactividad inducida en el material que compone LEGRI por los protones 
atrapados en la Anomalía del Atlántico Sur. Esta radioactividad, al desinte­
grarse, produce radiación y, p+ y P', de la cual sólo será detectable la y y la p‘ 
(la radiación P+ libera positrones que se desintegran al contacto con el medio 
generando dos fotones de 511 keV, que caen fuera del rango de medida de 
LEGRI). La radiación que se genera en la máscara apenas contribuye, y la 
principal contribución viene del blindaje de LEGRI (de fuera a dentro, Pb, Ta, 
Sn y Fe, de los cuales la contribución principal viene del plomo y del tántalo), 
del colimador y de los detectores en sí [7]. En todos los casos, salvo en el de los 
detectores, tan sólo la radiación y llega a los detectores, mientras que la p' es 
absorbida por el material pasivo de LEGRI. La única radiación P' que se detec­
ta en los detectores de LEGRI procede de los propios detectores (y además no 
es dominante, sino que es aproximadamente una cuarta parte de la radiación 
que generan los detectores). Es decir, las cuentas de ruido que induce la A.A.S. 
en LEGRI procede mayoritariamente de fotones y procedentes de desintegracio­
nes del material de LEGRI.
En [7] E. Porras ha calculado mediante modelos Monte Cario el ruido 
esperado en LEGRI debido a la A.A.S. al año de vuelo, hallando que éste oscila 
en tomo a 5-10'3 cuentas cm'2 s'1 keV'1, dando un número total de cuentas para 
el intervalo de 20 a 100 keV, de 0.4 cuentas cm'2 s'1. Sin embargo, el LEGRI 
real, por tener en cada detector un área diferente de 1 cm2 (que es la que 
tenían en el modelo Monte Cario estudiado) y una eficiencia menor de la 
esperada, no detectará un ruido de 0.4 cuentas por cm2 y segundo, sino menor:
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el área detectora total de LEGRI es de 35.8 cm2 (bastante lejos de los 100 cm2 
del modelo estudiado); la eficiencia total de LEGRI en promedio para fotones 
(cuentas totales detectadas frente a fotones que llegan a todos los detectores) 
es de 0.346. Dado que la gran mayoría de las cuentas de ruido provienen de 
fotones, podremos usar la eficiencia para fotones para estimar el número de 
cuentas de ruido esperado, en todo el plano detector, en el caso real:
0.4 cuentas cm*2 s*1 • 35.8 cm2 * 0.346 = 4.95 cuentas/s * 5 cuentas/s
5.4.2 Sensibilidad
La sensibilidad se define como el mínimo flujo debido a una fuente que 
es detectable por el aparato (es distinguible por encima del ruido y la fluctua­
ción estadística) con un determinado nivel de significancia. Para desarrollar 
este apartado vamos a basamos en los razonamientos de [43] (los cuales se 
basan a su vez en [44]).
Sea f  el flujo (fotones cm*2 s'1) que llega proveniente de una fuente celeste. 
Se define S como el número total de cuentas detectado proveniente de la fuente 
durante un cierto tiempo. Ambas magnitudes se relacionan por la exposición, 
X, según la ecuación 5.4.
S = X  - f  ■ <5-4)
Por tanto, se define la exposición como:
*  = Am Tobs-t-e (5.5)
donde Aon es el área total del plano detector iluminada por la fuente (es decir, 
aquella en la que los elementos opacos no proyectan sombra), Tobs es el tiempo 
total de observación, t es la transmisión debida a material residual entre la 
fuente y el detector (en nuestro caso, principalmente es afectada por la 
absorción debida al honeycomb de la máscara y al colimador) y e la eficiencia 
total del instrumento. Asimismo, definimos el ruido N  como el número total de 
cuentas debido al fondo. Este lo podemos subdividir en:
N  = Non + Noff (5.6)
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donde Nlon es el número de cuentas debidas al fondo en el área del plano 
detector iluminada por la fuente y Noff el número de cuentas debidas al fondo 





el cual, s i  se tiene un plano detector con detectores de idéntica respuesta y un 
ruido umiforme por unidad de área, es también igual a:
a = (5.8)
loff
es decir, el cociente entre las áreas iluminada y no iluminada, que, para detec­
tores de idéntico tamaño es igual a la fracción entre elementos abiertos y cerra­
dos de la  máscara (y dependiendo de la máscara puede ser aprox. igual a 1; en 
el caso dle la máscara de LEGRI, ese cociente sería de 12/13 = 0.92).
Siguiendo con las definiciones, llamamos Con al número de cuentas 
detectadas en el área iluminada por la fuente y análogamente, Coff al número 
de cuentas detectadas en el área no iluminada. Se tiene, por tanto:
C = S  + Non on
C0ff ~ Noff
(5.9)
Una estimación de S  vendrá dada, entonces, por:
£  = C - a  C „on off (5.10)












Cm ' - as 'off
a  = '¡C °n + « 2Coff
(5.11)
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Si definimos N* como:
N '  = Non + a?Noff (5.12)
entonces tenemos que el valor del error de S viene dado por:
a  = y/S + N '  (5-13)
N* es aproximadamente igual a N  si a es cercano a 1. Es más, a partir 
de las ecuaciones 5.6, 5.7 y 5.12, tenemos la siguente relación entre N  y N ’:
N '  = Non ♦ a>Noff = Non * a (oNoff) =
= (o Nofr) * o (Nm) = o (Non * Noff) (5.14)
N ' = aN
con lo que, conocido a, es fácil pasar de N  a N ’.
Por último, se define la significancia n como el cociente entre la medida 
y su error:
n = ® (5.15)
a
es decir, el número de veces que la señal es más grande *que su error. Típica­
mente, una fuente se considera detectada si su significancia es mayor o igual
a 3. A partir de las ec. 5.4 y 5.13, tenemos que la significancia es:
n = . =  L-------- (5.16)
vls + N ' y/fX * N ‘
El mínimo flujo detectable con un nivel de significancia n , fn, vendrá dado 
por la siguiente ecuación transcendental:
= nsjfnX  + N ' (5.17)
/ n X
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La solución de la ec. 17 viene dada por el siguiente desarrollo en serie:







La sensibilidad se define como el flujo mínimo detectable con un nivel de 
significancia n. Usaremos la ecuación 5.17 con n- 3 para hallar la sensibilidad 
de LEGRL Por desgracia no conocemos N ’ porque dado que el plano de LEGRI 
es tan desigual, el factor a  (la fracción entre el ruido en el área iluminada y en 
el área no iluminada) dependerá mucho de la posición de la fuente (y por tanto 
de qué área ilumine) y de la estructura del ruido. De igual forma, en la 
ecuación 5.5 donde se define la exposición X , Aon depende también de la 
posición de la fuente.
No obstante, para hallar una estimación de la sensibilidad de LEGRI, 
vamos a calcularla para el caso en que la fuente se halla centrada en el campo 
de visión, de tal forma que el colimador no afecte a t (la transmisión) y ésta 
podamos considerarla igual a la transparencia del honeycomb de la máscara (a 
-30 keV -como valor representativo de todo el rango- es t = 90% = 0.9). Para 
este caso, tenemos que Aon, el área iluminada por la fuente (la suma del área 
de todos los detectores iluminados) es de 24.6 cm2; dado que el área total del 
plano detector es de 35.8 cm2, tenemos (suponiendo un ruido uniforme por 
unidad de área) que a  - A onIAoff -  2.21 (este valor de a tan lejano a 1 es debido 
a que, con la fuente en (0,0), casi todos los CdZnTe, de área igual a 1 cm2, están 
iluminados). Con esto, tenemos que:
Aora = 24.6 cm2 
t = 0.9
Tob = tomémoslo de 105 s (algo más de un día) 
8 = 0.346
que nos lleva (ver ec. 5.5) a una exposición de X  = 7.66-105 cm2 s. Con este 
valor de X, con un ruido de 5 cuentas/s (véase apartado 5.4.1), que para el 
tiempo de medida será iV=5-105 cuentas, y por tanto iV=a*iV=l.l*106 cuentas, 
y con un valor de tz=3, tenemos que la sensibilidad de LEGRI, con una signifi­
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cancia de 3a, durante 105 segundos de tiempo de medición, y en el intervalo de 
20 a 100 keV, es de:
f3 = 4.12-10'3 fotones cm'2 s'1
Para hallar el valor promedio por keV, dividamos esto entre 80 (=100-20), 
con lo que obtenemos:
f3 = 5.1540'5 fotones cm'2 s'1 keV'1
De análoga forma, para un tiempo de exposición de 106 segundos (aprox. 
de una semana), f3 = 1.3 *10'3 fotones cm'2 s'1 (o lo que es lo mismo, 1.625 *10'5 
fotones cm'2 s'1 keV'1). Es decir, aumentando el tiempo de medida, aumentamos 
la sensibilidad del telescopio (podemos ver fuentes más débiles). La sensibilidad 
aumenta aproximadamente con la raiz cuadrada del tiempo de exposición. Es 
decir, para ver fuentes 10 veces más débiles hemos de medir durante tiempos 
100 veces más largos.
Estudiemos mi caso más desfavorable, en el que los CdZnTe no estén tan 
bien iluminados, como por ejemplo si la fuente se halla en (2.54,0). El área 
iluminada que obtenemos ahora es Aon=19.14 cm2; a  es ahora igual a 1.15 (más 
cercano a 1 que antes) con lo que N* para 105 segundos sprá 5.75 405 cuentas. 
Ahora sí que hay que incluir el efecto del colimador en la transparencia (el 
efecto del colimador es diferente en cada detector por ser cada detector de un 
tamaño distinto, pero el valor promedio con que afecta -suprime- a la señal es 
de 0.75). Con esto, t = 0.9*0.75 = 0.675. Esto nos da un valor para la exposición 
de X  = 4.47-105 cm2 s. Llevando todos estos valores a la ec. 5.18, el valor de la 
sensibilidad es ahora de:
f3 = 5.0840"3 fotones cm'2 s*1 --------
y, por keV, da un valor promedio de:
f3 = 6.35*10'5 fotones cm'2 s'1 keV 1
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que no es muy diferente del anterior. Es decir, con esto dos resultados conclu­
imos que la sensibilidad de LEGRI en 105 s y a 3a, para el rango de 20 a 100 
keV es del orden de -5-10*3 fotones cm'2 s'1 (o -6*10'5 fotones cm'2 s'1 keV'1 en 
promedio). Dado que el púlsar de la nebulosa del Cangrejo emite en el rango 
de 20 a 100 keV aproximadamente 0.4 fotones cm'2 s'1, podemos decir que la 
sensibilidad de LEGRI en 105 s es de 14 mCrab (donde 1 mCrab es una 
intensidad 1000 veces menor a la del pulsar de la nebulosa del Cangrejo -Crab 
Nebulae-); es decir, LEGRI es capaz de detectar fuentes 72 veces más débiles 
que el pulsar de la nebulosa del Cangrejo con una significancia de 3a en un 
tiempo de exposición de 105 segundos.
Esto pone dentro del rango de estudio de LEGRI una buena parte de las 
fuentes emisoras de rayos X y y conocidas. En la tabla VII se muestran algunos 
ejemplos de fuentes de rayos X y y. La emisión que se muestra es la emisión 
de la fuente integrada entre 20 y 100 keV, en fotones cm'2 s'1.
Candidatos a agujero negro Binarias de Rayos X Galaxias de Núcleo Activo
Nombre Emisión Nombre Emisión Nombre Emisión
Cygnus X-l 0.7 0834-430 0.1 NGC 4151 8.8-10'3
Nova Muscae 0.17 GRO 1948+32 1.6-10'2 3C273 5-10'3
SMCX1 1.3-10'2 0115+63 MISO 1.6-10'2 IC4329a 3.6-10'3
1E1740.7-2942 2.6-10'2 0521+373 8.1-10'3
Tabla VII: Algunas fuentes de rayos X y y [45]
Como se ve, hay diversos candidatos a agujero negro visibles por LEGRI, 
así como binarias de rayos X, estando 0521+373 ya cerca del valor de la 
sensibilidad de LEGRI; no hay tanta suerte con las galaxias con núcleo activo 
(AGN) que rondan el límite de la sensibilidad del telescopio (3C273) o están por 
debajo, como IC4329a, que sería detectable sólo con una significancia de n~2.
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5.5 F orm ación  de im ágenes
¿Cómo puede afectar el tener en el plano detector unidades detectoras de 
diferente tam año y d istin ta  eficiencia a las conclusiones que obtuvimos en el 
capítulo 4 para  la formación de imágenes? ¿Afectarán de algún modo, o todo lo 
dicho para  el caso ideal seguirá siendo válido ahora?
Si en algo afecta, es de esperar 
que uno de los efectos sea un cambio 
en la intensidad de la señal recons­
tru ida, ya que el principal efecto de 
la eficiencia es una reducción en la 
intensidad de la señal detectable en 
el caso ideal (aunque, como la eficien­
cia es diferente en cada detector, no 
se puede equiparar a un cambio de 
escala). P ara  estudiarlo, se ha  
ilum inado el plano detector con una 
fuente en (0,0) de intensidad 100 
fotones/cm2 (fig. 5.4). Compárese esta 
figura con la fig. 4.11; se aprecia
claram ente el efecto de las diferentes eficiencia y área, ’y cómo, por ello, los 
CdZnTe miden m uchas más cuentas que los Hgl2. También se aprecian, si bien 
no muy claram ente, los 15 detectores inoperantes (en blanco, sin ningún tono 
de gris).
i i i i t
4 5 6 7
P la n o  D e tec to r
Figura 5.4: Plano detector de LEGRI.
Si reconstruimos, corrigiendo previam ente los datos de la fig. 5.4 según 
se explicó en la ec. 5.1 si usamos métodos correlativos, o usando la O’ definida 
en la ec. 5.3 para  los métodos de maximización, obtenemos que la intensidad 
de la fuente reconstruida no ha empeorado significativamente, como podemos 
apreciar en la figura 5.5, donde se m uestra, de izquierda a derecha, la recons­
trucción con CBMF, con el método de máxima entropía y con el algoritmo EM.
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Figura 5.5: Reconstrucciones a partir de la fig. 5.4
De hecho la variación de la intensidad de la fuente que se aprecia para 
CBMF es debida, no al hecho de tener diferentes eficiencias en cada detector, 
sino a no poder disponer de todos los detectores del plano detector; efectiva­
mente, el detector i=1, j =2 (fig. 5.4) no funciona y su ausencia hace que la 
intensidad estimada sea menor.
En realidad, el ejemplo de la 
figura 5.4 en el que la fuente está en 
el centro del campo de visión puede 9
considerarse un caso afortunado, ya 8
que, salvo por un detector, toda el 7
área que ilumina la fuente es 6
operativa. ¿Variará el resultado que 5
se aprecia en la fig. 5.5 en una 4
situación más desafortunada?. Para 3
averiguarlo, ahora hemos puesto 2
nuestra fuente de intensidad 100 1
fotones/cm2 en la posición (-2.54,
P la n o  D e tec to r
-1.27), que genera el plano detector Figura 5.6: Detección de una fuente en (-2 ,54 ,-1 .27) 
que podemos apreciar en la fig. 5.6.
Este caso, como se ve, es bastante más desfavorable que el anterior; ahora la 
fuente ilumina 7 detectores inoperantes (casi la mitad de ellos), en lugar de sólo 
uno. Reconstruyendo ahora la imagen, obtenemos los resultados que se 
observan en la figura 5.7. Nuevamente, de izquierda a derecha, la reconstruc­
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ción con CBMF, el método de m áxim a entropía y el algoritmo EM.
Reconstrucción
-2 0 2 
Reconstrucción
-2 0 2 
Reconstrucción
Figura 5.7: Reconstrucciones a partir de la fig. 5.6
De nuevo obtenemos buenos resultados con los métodos de maximización 
(incluso podría decirse que algo mejores que en el caso anterior) y el resultado 
con CBMF es sim ilar, aunque el fondo parece tener algo m ás de estructura, y 
la intensidad de la fuente es menor, en parte  por el colimador, en parte  porque 
ahora son 7 los detectores que no contribuyen en la correlación.
Conclusión: Respecto de los resultados del capítulo 4, apenas se observan 
cambios en lo que a intensidad reconstruida de la fuente se refiere para  los 
métodos de maximización, m ientras que se observa un ligero empeoramiento 
en los métodos correlativos, si bien es debido principalm ente a no poder 
disponer de todos los detectores del plano detector (ver apartado 4.11).
No obstante, en este caso se han  estudiado tan  sólo dos casos particulares 
de fuentes puntuales, colocadas por así decirlo, estratégicam ente. Tendremos 
una mejor comprensión de la capacidad de formación de imágenes si estudia­
mos una fuente extensa. Por ello vamos a someter a este LEGRI m ás realista 
a la fuente de la fig. 4.33 (a) (la A mayúscula) y compararemos el resultado que 
se obtiene con el que se obtuvo en su momento en el capítulo 4. El resultado se 
m uestra  en la figura 5.8, siendo el método empleado, de izquierda a derecha, 
decodificación 5, el método de máxima entropía y el algoritmo EM.
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Figura 5.8: Reconstrucciones de la fuente de la fig. 4.33 ( a )
Ahora si que se aprecia que hay un empeoram iento en la capacidad de 
formación de im ágenes respecto al detector ideal (fig. 4.33), aunque no es crítico 
y la im agen que se obtiene con los métodos de maximización es bastan te  
aceptable (no así la que se obtiene con decodificación 5 que es totalm ente 
irreconocible). De todas formas, igual que en el capítulo anterior, es posible 
m ejorar la im agen obteniendo m ás información sobre la m ism a con el método 
de m últiples apuntados. Usando la m isma secuencia de apuntados que se 
explicó en el apartado  4.9.1 y aplicándolo al problem a que nos ocupa, obtene­
mos el resultado que se m uestra  en la figura 5.9, aplicado al algoritmo EM (no 
se ha  aplicado al método de m áxim a entropía debido al larguísim o tiempo que 
ta rd a  en obtenerse el resultado, como se explica al final del apartado 4.9.1, y 
a que es de esperar un  resultado sim ilar al del algoritmo EM).
-2 0 2 
Reconstrucción
Figura 5.9: A plicación de múltiples apuntados al 
algoritmo EM.
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Y efectivamente, la calidad de la imagen ha mejorado sustancialm ente, 
a pesar de que no es tan  buena como la que se m uestra  en la fig. 4.36.
Otro de los efectos esperables se refiere a los fantasm as. En el capítulo 
anterior, todos los detectores ten ían  el mismo campo de visión, limitado por el 
colimador, por lo que cualquier fuente que se encontrara en cualquier posición 
dentro del campo de visión afectaba por igual a todos los detectores (salvo que 
la presencia de la m áscara ocultara la fuente a algunos de ellos). Ahora no 
ocurre lo mismo, ya que al tener cada detector un  tam año diferente, tiene 
tam bién cada uno un  campo de visión distinto (ver fig. 5.10), y además en 
muchos casos rectangular (es decir, distinto en el eje x  y y). Es decir, habrá 
posiciones en el campo de visión en las que una fuente podrá ser v ista por unos 
detectores pero no por otros (independientem ente de la presencia de la másca­
ra), m ientras que en otras será v ista por todos (cuanto más cerca del centro del 
campo de visión se halle, m ás detectores la verán, m ientras que cerca del borde 
del campo de visión, tan  sólo los CdZnTe, más grandes, podrán ver la fuente).
C olim ador
D etector D etector
Figura 5.10: Efecto del tamaño del detector en el campo de visión del mism o.
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¿¿Afectará esto a los resultados que sobre la aparición de fantasm as 
obtuviimos en el apartado 4.6? Vamos a comprobarlo sometiendo LEGRI al cam­
po fuem te de la figura 4.19 y reconstruyendo la im agen usando todo el campo 
de visitón del telescopio, que viene definido, como se h a  dicho, por el campo de 
visión de los CdZnTe, ya que son los m ás grandes. Se ha  sometido tam bién el 
plano (detector a un  ruido uniforme de 30 cuentas/cm 2 (que, m ultiplicando por 
la eficiiencia de cada detector y norm alizando a su á rea  real, da un  ruido no 
uniforime, al contrario de lo que ocurría en el capítulo 4). Im plem entando  un 
m odelo del ruido en la reconstrucción, el resultado que se obtiene se m uestra  
en la fiigura 5.11, usando, de izquierda a derecha, CBMF, el método de m áxim a 
entropjía, y el algoritmo EM. Se ha  usado una representación en m apa de 
superficies pa ra  los métodos de maximización, pero no para  la CBMF, en que 
la im agen  que se obtenía con esta  representación era harto  confusa; por ello se 
ha  opt.ado por u sa r una  representación en m apa de tonos de grises.
ReconstrucciónReconstrucción
Figura 5.11: Reconstrucciones de la fig. 4.19
L a reconstrucción con CBMF no da nada sorprendente, ya que (como 
dijimos en el apartado 4.6) al ser la correlación cíclica, obtenemos los fantasm as 
cíclicamente; son exactam ente lo mismo, repetido al cabo de un  ciclo de la 
m áscara. Pero sí que nos llevamos una  sorpresa (agradable) al ver la recons­
trucción con los otros dos métodos: ¡los fantasm as han  desaparecido! Es decir, 
el hecho de que cada detector tenga un  campo de visión diferente basta  para  
romper la degeneración que teníam os originalmente: dos direcciones que en el 
detector ideal producían la m ism a sombra en el plano detector, no la producen 
ahora, con lo que podremos diferenciar ambos casos. Mas ¿no puede ocurrir que
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en realidad estemos favoreciendo el fantasm a m ás cercano al centro del campo 
de visión, como ocurría en el capítulo 4 con m áxim a entropía? P ara  dem ostrar 
que no es así, someteremos al sim ulador a las fuentes de la figura 4.21 (a). El 
resultado se m uestra  en la fig. 5.12 (de izquierda a derecha, con CBMF -por 
completitud-, m áxim a entropía y el algoritmo EM).
Reconstrucción
Figura 5.12: Reconstrucciones de la figura 4.21 (a)
Como se ve (sobre todo en el caso del algoritmo EM), ahora la fuente está 
en el otro lado, es decir, ahora la fuente se reconstruye donde realm ente se 
halla, sin fantasm as. No obstante la reconstrucción de la fuente que hemos 
cambiado de sitio es peor ya que ahora está  más cerca del borde del campo de 
visión del telescopio, y por tanto son menos los detectores que ven la fuente, 
con lo que la información recibida es menor.
Por otro lado es necesario u sar un  buen modelo del ruido para  ten e r una 
buena reconstrucción (véase apartado 4.8.4), ya que ahora el sistem a es mucho 
m ás sensible al ruido que antes; en las reconstrucciones que m ostrábam os en 
el apartado 4.6, el plano detector se había sometido a un ruido de 30 
cuentas/detector adem ás de la fuente, y la reconstrucción era m uy buena. 
Ahora h a  sido necesario incluir un buen modelo del ruido en el algoritmo para 
obtener un buen resultado, ya que si no se modeliza el mismo e ignoramos su 
existencia, obtenemos el resultado que se m uestra en la figura 5.13, en el que 
aparecen m uchas estructu ras inexistentes en la fuente real.
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Figura 5.13: Reconstrucciones de la figura 4.21 (a), ignorando el ruido
Conclusiones, por tanto: en el modelo más realista de LEGRI, que incluye 
detectores de diferentes tamaños y eficiencias, 15 de los cuales no funcionan, 
y una transparencia de los elementos no opacos de la máscara distinta del 
100%, se aprecia un empeoramiento de la imagen, aunque no es crítico, sobre 
todo em los métodos de maximización; se observa una mayor sensibilidad al 
ruido, que se contrarresta incluyendo un modelo realista del mismo en los 
algoritmos de reconstrucción, y se tiene la buena noticia de la desaparición de 
los fantasmas en la reconstrucción.
5.6 E rrores
Por último, concluyendo este capítulo, vamos a hacer un estudio de los 
errores asociados a las imágenes formadas. Dado que este estudio sólo tiene 
pleno significado para el LEGRI real (pues serán sus datos los que serán 
usados), hemos esperado a realizar el estudio en este capítulo, en lugar de en 
el anterior en el que se trataba un LEGRI ideal.
Lo que fue dicho para los métodos correlativos en el apartado 3.2.1 sigue 
siendo básicamente válido; el error en los píxeles de la imagen reconstruida 
sigue siendo el mismo para todos, si bien ahora ya no es tan sólo la raíz 
cuadrada del número total de cuentas detectado, como se muestra en el 
apéndice II, en la ecuación A. 16 (se muestra el error al cuadrado).
leconstrucdon Reconstrucción Reconstrucción
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Aplicando el criterio de errores de la ecuación A. 16 a los ejemplos que se 
muestran en éste capítulo, tenemos que la fig. 5.5 obtenida con CBMF tiene un 
error para todos los píxeles de la imagen de 5; por tanto, el píxel central, donde 
se halla situada la imagen, tiene un valor de la intensidad de 92±5 fotones/cm2. 
De igual forma, para la fig. 5.7 tenemos un valor del error, para todos los 
píxeles de la imagen, de 6, y la intensidad reconstruida de la fuente, es por 
tanto de 79±6 fotones/cm2 (que se aleja más del valor real de la intensidad). 
Para las tres fuentes de la figura 5.11, el error es de ±9 para todas ellas. Por 
último, para la reconstrucción de la A que se muestra en la fig. 5.8, se tiene un 
error de ±80 para todos los píxeles. De igual forma que en el caso ideal (según 
se explicó en el apartado 3.2.1), cuantas más fuentes hayan en el campo de 
visión (y más cuentas en el plano detector), el error es mayor, si bien ahora la 
relación no es tan lineal como era antes.
En cuanto a los métodos de maximización, el emplear el criterio de usar 
los valores de la penúltima iteración para hallar los errores de la última (como 
se indica en [38]), nos lleva a las ecuaciones para el error que pueden verse 
deducidas en el apéndice II (la ec. A. 13 es la del algoritmo EM, y la ec. A. 14 la 
del método de máxima entropía).
Como se ve, la fórmula de error para la intensidad Ó”+i del algoritmo EM 
es aproximadamente proporcional al valor de Ón que, qna vez alcanzada la 
convergencia, debe ser muy similar a Ón+1, y por tanto, es aproximadamente 
proporcional a Ón+1. Es decir, salvo por el factor incluido en el corchete de la ec. 
A. 13 (que es una raíz cuadrada), el error de cada píxel de la imagen recons­
truida debe ser aproximadamente proporcional a la intensidad del mismo.
Por otro lado, como se puede en la ec. A. 14, para el método de máxima 
entropía, el error es aproximadamente proporcional al segundo sumando de la 
ecuación iterativa 4.10, que se usa para hallar la solución de máxima entropía. 
Es decir, no es proporcional a la intensidad de la imagen reconstruida On+1, sino 
a la diferencia entre iteraciones consecutivas, Ón+i-Ón (pues para n grande, 
n/n+1 es prácticamente 1). En la figura 5.14 se muestra el error de las 
reconstrucciones de la fig. 5.8 para el método de máxima entropía (izquierda) 
y para el algoritmo EM (derecha).
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Figura 5.14: Errores asociados a las reconstrucciones de la fig. 5.8
Como se ve, efectivamente, el error asociado a los píxeles de la im agen 
en el algoritmo EM reproducen la forma de la imagen original (si bien, por 
supuesto son mucho m ás pequeños que las intensidades en ésta). No ocurre lo 
mismo con el método de m áxim a entropía, en que el error no se asem eja a la 
imagen final, sino a la diferencia entre ésta  y la de la iteración anterior.
E n  el estudio del error encontramos otro argum epto a favor de fijar el 
valor de Xn en un  momento dado; como dijimos en el apartado 4.2.2, si dejamos 
Xn libre, la im agen fluctúa m ás que si se fija en un momento dado (compárense 
los tram os finales de las figuras 4.5.(c) y 4.7.(c), en los que se m uestra  la 5n, la 
cual nos indica la diferencia entre iteraciones consecutivas). Dado que el error 
es aproxim adam ente proporcional a la diferencia entre iteraciones consecutivas, 
el error será m enor si fijamos Xn en un  momento dado que si la dejamos libre 
(a pesar de que el resultado final sea el mismo). En efecto, para  el caso de la 
reconstrucción de la fuente central de intensidad 100 fotones/cm2 que se 
m uestra  en la fig. 5.5, el error es de ±3 (casualmente, el mismo que da para  
este caso el algoritmo EM); sin embargo, si dejamos Xn libre, por ser m ayor la 
fluctuación, el e rro r que obtenemos es de ¡±60!
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No obstante, también fijando Xn encontramos problemas, pues, al ser 
mayor la convergencia, y al ser el error proporcional a la diferencia entre 
iteraciones consecutivas, si nuestro criterio de convergencia fuera más estricto, 
el error sería también más pequeño (y también se tardaría más tiempo en 
llegar al resultado final). De hecho, esperando el tiempo suficiente podríamos 
hacer el error tan pequeño como quisiéramos, lo cual tampoco resulta realista. 
Esto nunca ocurrirá con el algoritmo EM.
Conclusiones
En la realización de este trabajo, los principales resultados y conclusiones
pueden sumarizarse en los siguientes puntos:
1) Se ha presentado el telescopio de rayos y LEGRI (Low Energy Gamma 
Ray Imager), que trabaja en el intervalo energético de 20 a 100 keV y 
que^tiene un campo de visión de ±10.53°, describiéndose su estructura,
* y objetivos, así como las características de su órbita.
2) Se ha expuesto la necesidad del uso de máscaras codificadas para formar 
imágenes a energías mayores de 10 keV y se han descrito los fundamen­
tos de la teoría asociada al uso de las mismas, describiéndose varias 
técnicas para reconstruir la imagen a partir de los datos codificados.
3) Se han desarrollado dos simuladores, uno geométrico, con dos versiones 
(una más idealizada y otra más próxima al detector real) y un Monte 
Cario, con los que se ha estudiado la respuesta esperada del telescopio. 
Estos simuladores han servido también para generar los factores de flujo 
O (que indican el tanto por uno de flujo que recibe determinado detector 
desde determinada dirección del cielo), necesarios para reconstruir la 
imagen usando métodos de maximización.
4) Se han aplicado para LEGRI dos sistemas de reconstrucción basados en 
la correlación balanceada, que son la correlación balanceada de muestreo 
fino (o CBMF) y la decodificación 8.
5) Se ha aplicado para LEGRI un método de reconstrucción de máxima 
entropía. Dado que la solución del mismo es una ecuación transcendente, 
es necesario hallar la solución por un método iterativo. Se han estudiado 
los métodos iterativos que se muestran en la literatura para hallar la 
solución de este problema y se ha visto que su convergencia no es la 
deseada. Por tanto, se ha desarrollado un método nuevo de convergencia 
que produce mejores resultados que los precedentes y que converge a la 
solución del método de máxima entropía.
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6) El método iterativo que hemos desarrollado tiene un parámetro Xn libre. 
Se ha encontrado que se obtienen mejores resultados si se deja variar 
solamente durante las primeras iteraciones el valor de Xn de forma que 
el valor del estadístico %2 sea del orden del número de grados de libertad, 
fijándose su valor posteriormente.
7) Se ha aplicado el algoritmo EM, que es un método de máxima verosimili­
tud,'a la problemática de las máscaras codificadas y se ha usado como
• método de reconstrucción. Esta es la primera vez que se usa este método 
en astronomía de rayos y. Se ha visto que sus propiedades de 
convergencia en este contexto son excelentes y converge a un resultado 
correcto.
8) Hemos comprobado que, para telescopios no muy complejos, como es el 
caso de LEGRI, las reconstrucciones con métodos como el algoritmo EM 
y el de máxima entropía (que llamamos genéricamente métodos de 
maximización) son lo suficientemente rápidos para competir con los 
métodos correlativos. De ambos métodos de maximización, el algoritmo 
EM es muchísimo más rápido que el de máxima entropía.
9) Se ha visto que, cuando la fuente proyecta una sombra del patrón de la 
máscara que no coincide bien con la posición de los,detectores, la fuente 
reconstruida sufre una dispersión, independientemente del método de 
reconstrucción usado.
10) Se ha comprobado que la intensidad de las fuentes es reconstruida mejor 
con los métodos correlativos y con el algoritmo EM, siendo en general el 
método de máxima entropía el que peor resultado produce en 
reconstrucción de la intensidad de la fuente. Asimismo se ha visto que 
la intensidad de un píxel en la imagen reconstruida es independiente de 
los restante en los métodos correlativos, y bastante independiente en los 
métodos de maximización. No obstante, para una buena reconstrucción 
de la intensidad de la fuente, los métodos correlativos necesitan del 
funcionamiento de todo el plano detector para dar óptimos resultados, y 
cuando esto no es posible, los mejores resultados se obtienen sin ningún
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género de duda con los métodos de maximización.
11) Se ha constatado que los métodos de maximización tienen mejor 
resolución angular que los métodos correlativos (de estos últimos, el 
método de decodificación 8 tiene mayor contraste). De hecho, en los 
métodos correlativos hay implícita una pérdida de información que se 
recupera con los métodos de maximización, obteniéndose que la 
resolución angular del telescopio está directamente relacionada con la
* resolución espacial del plano detector (y siendo ésta, para el caso de 
LEGRI, de 1.27°). De ambos métodos de maximización, el algoritmo EM 
tiene un mejor contraste.
12) Se ha visto que una máscara no cíclica es la mejor opción para los 
métodos de maximización, ya que así se evita la producción de fantasmas 
en la imagen reconstruida. Asimismo se ha visto que, cuando hay 
fantasmas de una fuente real, el algoritmo EM reconstruye todos ellos 
con idéntica intensidad, mientras que el método de máxima entropía 
favorece el fantasma más cercano al centro del campo de visión.
13) Se ha observado que el ruido en el plano detector genera fuentes falsas 
en la imagen reconstruida, y es necesario un buen conocimiento de la 
estructura del mismo para poder eliminarlas de la,imagen reconstruida. 
Asimismo se ha visto que el ruido tiene el efecto adicional de ensanchar 
la señal reconstruida en los métodos de maximización, haciéndola más 
ancha y débil.
14) Se ha visto que, para los métodos de correlación, el error es el mismo 
para todos los píxeles de la imagen. Por otro lado, en el algoritmo EM el 
error de un píxel es a grosso modo lineal con el valor del mismo. En 
cuanto al método de máxima entropía, el valor del error de un píxel está 
relacionado con la diferencia de los valores de la iteración final con los 
de la iteración anterior. Esto lleva a que, cuanto más parecidas sean 
estas imágenes, menor será el error.
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15) Se ha estudiado la capacidad de los diferentes métodos de reconstrucción 
para estudiar fuentes extensas, viéndose que los mejores resultados se 
obtienen con los métodos de maximización. Asimismo, si es posible 
realizar diferentes apuntados de la fuente, se obtiene más información 
de la misma y es posible una mejor reconstrucción de la estructura de la 
fuente emisora.
16) Se han aplicado los métodos de reconstrucción estudiados a la 
- configuración real de LEGRI, que dispone de 15 detectores inoperantes
y en el que cada unidad detectora es de diferente tamaño. Se ha visto 
que los puntos anteriores siguen siendo en general aplicables, aunque se 
aprecia un leve empeoramiento de la imagen (mayor para los métodos 
correlativos). La excepción la constituye la afortunada desaparición de 
los fantasmas, debido a la existencia de detectores de diferentes tamaños.
17) Se ha estimado la sensibilidad de LEGRI con una significancia de 3a, 
obteniéndose que ésta es del orden de 6*10'5 fotones cmf2 s*1 keV'1.
18) Se ha visto que el algoritmo EM, por cuanto a tiempo de ejecución, 
robustez, resolución angular, capacidad de reconstrucción de la 
intensidad, facilidad para adaptarse a circunstancias difíciles (varios 
detectores inoperantes, múltiples apuntados) es, en,términos globales, el 
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A péndice I: R elación  en tre u n  área y  su  
p royección  ortogonal
En el apartado 2.11.1 se indicó que la relación entre un  área  y su 
proyección ortogonal a una  dirección dada (a ,(3) (véase figura 2.35) venía dada 
por la ecuación 2.37, que repetimos aquí:
v^tg 2a  + t g  2p + 1
donde Area* era el área  en cuestión y Area la proyección ortogonal.
En este apéndice vamos a dem ostrar esta  relación. P ara  ello, observemos 
la figura A .l, que es básicam ente la m ism a que fig. 2.35, aunque con la 
inclusión de m ás leyendas.
(L ,0 ,0)
Figura A. l :  Proyección ortogonal de Area en una dirección (a,J3)
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El origen de coordenadas en la figura se ha tomado en el vértice inferior 
izquierda de Area’. Lx y LY son los lados del área cuya proyección vamos a 
calcular, y así tendremos que:
Area’ = LX'LY- (A.l)
El vector ti es un vector unitario en la dirección (a,(3). Como se puede 
deducir a partir de la figura 2.1, tendremos que:
-  = tgoc 
z
— = tg|3 
z
z
Por tanto, el vector unitario en esa dirección será proporcional a tgoc, tgP y 1 
y vendrá dado por:
r?= (tgoc,tgP,l)- 1 (A.2)
\¡tga + tgp + 1
9
tal y como se mostraba en la ecuación 2.1.
Area es la proyección ortogonal de Area’ en la dirección (oc,P); por ser 
ortogonal a esta dirección, Area se hallará inscrita en un plano P que es
perpendicular a í y  pasa por el punto {LX,LY,0), cuya ecuación es:
P: (tgoc)* + (tgp )y + z -  (tga)LX -  (tgP)Ly = 0 (A.3)
Rx y R2 son dos rectas paralelas a ri, y que pasan por (0,Ly,0) y (Lx,0,0) 
respectivamente. Sus ecuaciones vienen dadas por:
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R,: r X  -  
=





z t g |3
(A.4)




tg 2a -Lx , Ly + tga -tgP -L-
tga -Lx
(tg2a + tg 2p +1) (tg2a + tg 2p +1) (tg2a + tg 2p + 1)




(tg2a + tg 2p + 1) * (tg2a + tg 2p +1) ’ (tg2a + tg 2p +1)
Asimisjmo, se definen y como los vectores que van del punto (LX,LY,0) a
—> — >los pumtos P1 y P2, respectivamente:
tg 2a  *LX tga -tgp -L tga *L;
(tg2a + tg 2p +1)
tga -tgp -L,
(tg2a + tg 2p +1) ’ (tg2a + tg 2p +1)
»
tg 2p-Ly r tgp 'L
(A.6)
(tg2a + tg 2p +1) (tg2a + tg 2p +1)
Z / y  ,
(tg2a + tg 2p +1)
Como se puede apreciar en la figura A.1, tendremos que Area (la 
magnitud que nos interesa calcular) vendrá dada por el módulo del producto
vectorial de y Es decir:
Area =
(A.7)
Si llamamos (x^y^z^ y (x2,y2,z2) a las componentes de los vectores y
respectivamente, tendremos que el módulo al cuadrado del producto vectorial 
de ambos viene dado por:
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Area2 = |VtxV^|2 = ylz% +z?y2 - 2y1z2z¿/2
+X2 Z1  +Z2 X?-2x2z lz2xl +x*y¿ + y?x£-2xy:¿y1x.2 2 . 2 2
(A.8)
Usando los valores que se muestran en la ec. A.6, obtenemos: 
Area2 = tg 2a tg 2p tg 2(3 Ly
(tg2a + tg 2(3 + 1)2 (tg2a + tg 2(3+1)5
t g 2aLx
(tg2a + tg 2p +1)2 
tga tgp Lx
4 q  r  2tg 4pL 2 R  T 2
. + L v - 2 .
tg 2pL
(tg2a + tg 2p +1)2 (tg2a + tg 2p +1)
tgPI*] tgaL;
(tg 2a + tg 2p +1) (tg2a + tg 2P +1) (tg2a + tg 2p +1)
tg 2$L,
(tg2a + tg 2p +1)
-L,
tg 2a tg 2pLy tg 2aL*
(tg 2a + tg 2p +1)2 (tg 2a + tg 2P +1)2
2 0  T 2tg P L
(tg2a + tg 2p +1)2 
tgatgP Ly
tg 4aLj tg 2aLx
\
.+ L l-2.
(tg2a + tg 2p +1)2 (tg2a + tg 2p +1) 
/
tgaL* tgP¿3
(tg2a + tg 2p +1) (tg2a + tg 2p +1) (tg 2a + tg 2p +1)
tg 2aLx
(tg^a + tg 2p + 1)
-L,
tg 4aLj
(tg2a + tg 2p +1)2
t  2  2 tg 2aLx 
----------------------
V
(tg2a + tg 2p +1)
tg 2a tg 2P L* tg 2a tg 2P Ly
(tg 2a + tg 2p +1)2 (tg 2a + tg 2p +1)5
4 R  t  2tg P L
J
2 0  T 2
+Lv-
2 tg 2pLy
yv (tg2a + tg 2p +1)2 (tg2a + tg 2p +1)




(tg2a + tg 2p +1)
tg 2pLy
-L,
(tg2a + tg 2p +1)
tga tgp Lx tgatgp L,
(tg2a + tg 2p +1) (tg2a + tg 2p + l)
Desarrollando esta expresión, obtenemos la siguiente, aún más 
engorrosa:
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2 tg 2octg4P L'xLy tg 2oct g 4$ LxLy t g 2(xLxLy
A r e a  = ------------------------------------------------ + ----+ ------------------------------
(tg 2a  + tg 2p +1)4 (tg 2a + tg 2P +1)4 (tg 2a  + tg 2p +1)2
? tg 2octg2pZjLy tg 2a tg 4pLjLy tg 2a tg 2pLjLy ^
(tg2a  + tg 2p+1)3 (tg2a + tg 2P+ 1)4 (tg2a + tg 2p+ 1)3
tg 4atg  2LjLy2  ^ tg 4a tg 2p L j¿ y2 ,  tg 2p Z j¿ y2 
*■ (tg 2a + tg 2p +1)4 (tg 2a  + tg 2p +1)4 (tg 2a + tg 2p +1)2
9 tg 2a tg 2pLjLy2 _9 tg 4a tg 2pLjLy2 tg 2a tg 2pZ,jLy2 ^
(tg 2a  + tg 2p +1)3 (tg 2a + tg 2p +1)4 (tg 2a + tg 2p +1)3
tg 4afcg4pLxLy  ^ tg 4(xLxLY tg 4ottg2pZ/;fZ/y + ^S4PLXLY +
(tg2a + tg 2p+1)4 (tg2a + tg 2p+1)2 (tg2a + tg 2p + 1)3 (tg2a + tg 2p+1)2
L 2L 2- 2 _2 tg^tg^L ^-L y t g 2aL xLY +
X y (tg2a + tg 2p +1) (tg2a + tg 2p+1)3 (tg2a + tg 2p + 1)
 ^ tg 2a tg 2pLxLr  ^ tg 4cctg4pZ/jX-Z/y tS^tg^-Ly-Ly +
(tg 2a  + tg 2p +1)2 (tg2a + tg 2p+1)4 (tg2a + tg 2p+1)4
9 tg 4a tg 2pL^Ly Q tg 2a tg 4pLjLy _9 tg 2octg2pZjLy
(tg2a + tg 2p +1)3 (tg2a + tg 2p + 1)3 (tg2a + tg 2p+1)2
Simplificando términos entre sí y reagrupando, esto nos da:
A^ 2 = (tg2q + tg 2p)LjLy  ^ (tg4a +tg 4p )L jL y \r 2r 2_
(tg2a + tg 2p+ 1)2 (tg2a + tg 2p+1)2
9 (tg2a + tg 2p)L 2L 2 ^Q tg 2a tg 2pL 2L 2 
(tg 2a + tg 2p +1) (tg 2a + tg 2p +1)2
y sacandlo factor común, nos queda: . ... _  .
L 2L 2
A rea 2 -   :L_I -[tg2a + tg 2p +tg4oc+tg4P +(tg2a + tg 2P +1)2-
(tg2a + tg 2p +1)2
2 (tg2a + tg 2p)*(tg2a  + tg 2p +l) + 2 tg 2a tg 2p] =
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T 2T 2
[tg2a + tg 2p + tg 4a + tg 4p +tg4a + tg 4p +1 +
(tg2a + tg 2p +1)2 
2 tg 2a tg 2p +2tg2a + 2 tg 2p - 2 tg 4a - 2 t g 2a tg 2p - 2 tg 2a -
2 tg 2a tg 2p -2 tg 4P -2 tg 2P +2tg2a tg 2p] =
T 2T 2 T 2T 2
[tg2a + tg 2$ +1]
(tg2a + tg 2p+1)2 (tg 2a + tg 2p +1)
Y dado que Area* es igual a LX-LY) se tiene por tanto que:
Area' 2Area2 = ________  (A.9)
(tg 2a + tg 2p +1)
o lo que es lo mismo:
Area = Area (A. 10)
\/tg2a + tg 2p +1
tal y como se quería demostrar.
Esta relación, que en la demostración se ha aplicado a un área cuadrada 
de la forma Lx'LYi es también válida en su forma diferencial; es decir, se puede 
aplicar al diferencial de área dLx dLY. Por tanto, podemos subdividir un área 
de la forma que se quiera en áreas diferenciales rectangulares (o cuadradas) e, 
integrando para toda el área, obtenemos que la ecuación A. 10, que relaciona un 
área con su proyección ortogonal a la dirección (a,p) continúa siendo válida.
A péndice II: Errores
En el apartado 3.2.2 se indicó que el criterio a seguir para los métodos 
de maximización era que, de análoga forma a [38], una vez el algoritmo ha 
alcanzado el resultado deseado (en la iteración n+1), el error de los píxeles de 
la imagen se estima por propagación cuadrática de errores a partir de la 
formula iterativa estimada en la iteración n.
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Obrando de esta forma, tendremos que el error (al cuadrado) en la 
estimación de la intensidad en el píxel (a,(3) (considerando como magnitudes con 
error las cuentas detectadas D¿j, y la matriz de respuesta del detector O) venía 








donde el subíndice n significa que las derivadas parciales son estimadas con los 
valores de la iteración n.
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De análoga forma, para el método de máxima entropía, a partir de la 
ecuación. 4.10, tenemos que las derivadas parciales serán:
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Aplicando A. 11 y A. 12 a la ec. 3.7, sacando factor común, y llamando ckl 
al error de Dkb se tiene, para el algoritmo EM:
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ffin cuanto a los métodos correlativos, extendiendo lo que se dijo en el 
apartacdo 3.2.1, se tiene que una reconstrucción, una vez corregimos por el 
númerco de unos de la matriz G (iVj,), por la eficiencia y área de los detectores, 
y la transparencia de la máscara, vendrá dada por:
O = 1 V Du -a. . (A. 15)
lJ AT ^  o  W  A J
™U kl z k l ^ r ^ k l
TTanto N v como G son constantes numéricas, y por tanto sin error. Dado 
ademáis que G es igual a ±1 (o también además 0 en decodificación 8), al elevar 
al cuadlrado perdemos toda información sobre la estructura de la máscara (que 
se hallla contenida en los ±1), y por tanto, de igual forma que se dijo en el 
apartaido 3.2.1, el error para todos los píxeles de la imagen reconstruida será 
exactannente el mismo; si bien ahora no se corresponderá exactamente con la 
raíz cmadrada del total de cuentas detectadas, sino que, por propagación 
cuadráítica de errores, será:
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