Abstract. We study the persistence for long times of the solutions of some infinitedimensional discrete hamiltonian systems with formal hamiltonian
1. Introduction. In the study of hamiltonian ordinary differential equations, two of the main problems are: 1) to prove the existence of the solutions for a time as long as possible 2) to understand the qualitative properties of the solutions found. As a model problem let's consider the hamiltonian H(A, ϕ) = h(A) + εV (ϕ),
, h, V analytic functions, ε real. The canonical equations are of courseȦ = −εV ϕ ,φ = h A whose solution for ε = 0 is
As well known by the theory of quasi-periodic motions, {ϕ(t)} t∈R = T N if and only if the components of ω(A o ) are non-resonant over Z N i.e. Otherwise we have {ϕ(t)} t∈R = T N −k , 1 ≤ k ≤ N −1 (for k = N − 1 the solution is periodic). By the celebrated KAM theorem, under some conditions which are essentially: i) the determinant of the matrix
is said Diophantine), iii) |ε| ≤ ε 0 small enough ,(1.1) can be continued into
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PERFETTI PAOLO (α ε and β ε are analytic functions of tω(A o ) and ε such that |α ε | + |β ε |− −− → ε→0 0; hence (A(t), ϕ(t)) are defined for all times in spite of ε = 0 (see [6] for a proof). 1 The set of vectors ω satisfying ii) has full Lebesgue measure but is nowhere dense and the theorem cannot avoid its presence even weakening the non-resonance condition, see [14] , [7] , [13] .
For including all the vectors ω and then all initial data by the diffeomorphism ω(A) = ∂h ∂A , one is forced to give up the solutions globally defined in time. This is essentially the content of the Nekhoroshev Theorem (see the pioneering work [11] , the papers (plenty) of the "Milan group" of Bambusi, Benettin, Galgani, Giorgilli etc. and see also [3] , [1] with the references therein). Let's consider again the hamiltonian h(A) + εV (ϕ) with the conditions i) and iii). Roughly speaking, all the solutions are shown to exist for |t| ≤ T exp( 0. This is the finite-dimensional situation. As far as we know, there are few papers on the extensions of the stability results for infinite-dimensional discrete systems (not originating from PDE's). The first one is [2] where an array of coupled harmonic oscillators over Z d is considered. The hamiltonian is H 1 (p, q) = K + V, K = δ ; (U, α, constants, δ ≤ 1). According to our definitions V is of long-range type; see (2.2) . Roughly speaking they prove that if the energy of the initial datum is of order ε (small) and concentrated in one point (say the origin), the variables (p i (t), q i (t)) i∈Z d remain close to their initial value as long as |t| ≤ exp a(ln ε −1 ) 2 ln ln ε −1 (faster than any power of ε but slower than an exponential). Each ω j is a gaussian random variable with the same variance σ and the measure of the set of ω = {ω j } j∈Z d excluded is O( α σ ). In [3] the authors consider an infinite-dimensional hamiltonian system like (1.2) with h(A) = 1 2 A 2 , V 1 (ϕ) = ε i,j∈Z,i =j 1 |i−j| α (1 − cos(ϕ i − ϕ j )) α > 1, ε a small parameter. When ε = 0 and small, the exponential stability for those quasi-periodic solutions whose vector-frequency ω has an arbitrary, finite number of components is proved. In [1] the author shows the exponential stability for the so called breathers, i.e. timeperiodic, spatially localized solutions of perturbed systems whose hamiltonian is
In all these models the kinetic and the potential energy are finite and the thermodynamic limit does not follow. Loosely speaking, a common feature of the previous results is the fact that "most of the energy is contributed" by few variables (hence the variables placed far away carry a small amount of energy).
Here we generalize the conclusions of the Nekhoroshev theorem too but in our model most of the energy is contributed by the variables far from the origin. We consider a class of infinitely many ODE'ṡ
∂ϕi for a suitable function V, (1.2) would be the canonical equations of the formal hamiltonian
1 ε 0 goes to zero when C and/or N goes to infinity. Up to some technicalities, it can be stated an analogue theorem for systems such that det( ∂ 2 h ∂A 2 ) is equal to zero (for example harmonic oscillators where h(A)
ω i A 1 or celestial mechanics systems where some of the A i 's are not present in h(A)).
A Nekhoroshev-like theorem is proved. More specifically if we suppose in (1.2) that 0 < a ′ ≤ |h AiAi | ≤ a < +∞, and ∂h ∂Ai (A i (0)) sufficiently large for i ≥ l − 1 ≥ 1, we prove the existence of an increasing sequence of time-scales {t l+k } k≥0 (t l+k+1 ≥ t l+k ) such that the action-variable A l+k (t) remains very close to its initial value A l+k (0) as long as |t| ≤ t l+k . The larger A l+k (0) is, the closer A l+k (t) remains to it. It follows that for |t| ≤ t l the variables A l , A l+1 , A l+2 , . . . and ϕ l , ϕ l+1 , ϕ l+2 , . . . "do not affect" the motion of the system whose effective hamiltonian is:
and J = N\{1, 2, . . . , l−1} (the possibility of doing the average respect to the infinite set of variables ϕ i i ∈ J, is due to the weak topology introduced in the configuration space T N ; see section 2). If 1/2 )}. Without doing any hypotheses on the size of (ω 1 , . . . , ω l−1 ), all we can say about the variables
where C is a constant and ρ is the size of the analyticity of the domain of the function h(A). If A i (0) is not great for |i| → +∞ we cannot say that |A i (t) − A i (0)| is small for large t.
This result is in agreement with [13] (see also [5] , [12] , [4] ) where the same system of equations is considered and proved that if: 1) |µ| is different from 0 and small enough, 2) ω o k large enough and the vector (ω
i.e. almost-periodic. Hence our theorem can be viewed also as a result about the persistence for long times of almost-periodic motions.
(1.2) can be viewed as a model of crystal lattice although we cannot perform a thermodynamic limit yet due to the very high energy per degree of freedom of the kinetic part (needed for applying the perturbative and averaging methods).
The paper is organized as follows. In section 2 we give the setup and some definitions. Section 3 contains the main results while the intermediate results and all the proofs, sometime sketched, are in Section 4.
Setup-Definitions.
Metrics ( [9] , [8] 
With the metrics given, the convergence is equivalent to the weak convergence ("component by component"):
i − −−−− → n→+∞ ϕ i (no uniformity in the components) and the same occurs for the space R w .
Forces-Perturbations. We consider two examples of maps {f i } (the force). The first one is so called short range; fix L ≥ 1
The system (1.2) with such f i is called a finite range system of infinitely many coupled variables. A particular case, often considered, is given in d = 1 by L = 1, g j = cos(ϕ j − ϕ j−1 ) − cos(ϕ j+1 − ϕ j ). Note that each variable is coupled only with a finite number of different variables
The second example is so called long range as each variable is coupled with any other variable. In d = 1 it is given by
We point out that we don't need the existence of a function V :
for the short range case and V (ϕ) = ∞ i,j=1 e −|i−j| (1 − cos(ϕ i − ϕ j )) for the long range. In this sense (2.2) would be the derivative of the "function"
(1 + a m cos ϕ n+m ). What we need well defined are certain averages described here Averages ([Ha] section 38, [8] ). For a measurable function g: T w → R, let's define the functions g [I] by means of
In T w there exists a unique probability measure defined over the σ-algebra, R, generated by the cylinders
where µ i is the normalized "Lebesgue measure" on
is a measurable function on T |I| and g [I] → g a.e. on T as |I| → N. For the examples in (2.1) and (2.2) the convergence is uniform For the infinite-dimensional vector {f i } we shall suppose that for any finite
We shall speak of g-gradients.
Definition. A g-gradient f is said uniformly weakly real-analytic if there exists a real number σ > 0 such that for any finite set I ⊂ Z, V (I) (ϕ) is real-analytic on T |I| and can be continued: analytically to the set {z ∈ C |I| : Re z i ∈ T, |Im z i | < σ}, continuously on the closure Function-spaces. We shall work in the analytic class. Let f :
and its elements can be decomposed as
For a vector valued function whose components are functions in
, the norm is the sum of the norm of their components. For a ma-
we set (only for the tensorial components)
|M (x, y)v| = sup
thinking of it as a linear operator over R p × R p and acting over the
We shall make use also of the following notations:
The idea of the proof in Theorem 3.1 is of "breaking" (1.2) in a sequence of finitedimensional systems and then work in a finite-dimensional setting. Nevertheless, for obtaining the solution of (1.2), we have to make certain limits in suitable infinitedimensional function-spaces which we are going to describe.
Let be : 
The Fourier coefficients f ν determine f almost-everywhere and viceversa when f is integrable (everywhere when f is continuous)
depends only on a finite number of A ′ i s, (A 1 , . . . , A k ) for instance, f (k) can be extended to an holomorphic function also respect to these variables.
The space A can be endowed with the norm f ξ = *
which makes it a Banach space For a g-gradient {f i } we define
Theorem 3.1. Let's consider the system (1.2) and let
There exists a transformation
The functions G
is canonical of infinitely many canonical variables but it is the identity when acts on the variables
Corollary 3.2. There exists a sequence of time-scales {t l k }, k ≥ 0, To prove Theorem 3.1 we make some steps. In Theorem 4.1 we start with the hamiltonian
, and end with the hamiltonian given
, where the important point is that the fast variable ϕ l has been confined in
With the hamiltonian H 7) ) and the separation of the fast variable ϕ l+1 is repeated (Theorem 4.6 and Corollary 4.7) (exactly as for ϕ l ). Now we can continue adding more and more d.o.f. and obtain each time a canonical transformationC (n l k ) . Finally in Theorem 4.8 we show essentially that under some hypotheses on the frequencies (see Corollary 3.2) the composition of all the (C (n l k ) ) ′ s admits the limit defining the solution of our infinite-dimensional system 4. Intermediate Theorems, Corollaries and Proofs. Theorem 4.1. Let's consider the hamiltonian
) (see section 2 Functionspaces) because there is no ambiguity on the number of dimensions.
iii) writing the equations of
ih A ′ ·ν , that allows us to eliminate the harmonics
eδ and the exponential decay with |ν| of the coefficient f ν of an analytic function on a complex strip; see [6] for instance) we have
is guaranteed by (4.1) and allows us to define the canonical transformation (use the analytic-implicit function theorem (see [6] )) (A, ϕ) .
In Corollary 4.3 we will need the following estimates on the quantities
.
∆ξ ∆ρ
∆ρ ∆ξ
Starting with H 1 (A ′ , ϕ ′ ), we perform a finite number n of canonical transformation and further reduce the perturbation to order O(|ω o l | −n ). As usual n depends on |ω o l | in such a way that the perturbation is exponentially small respect to some power of |ω 
= ∆ξ, The canonical transformations C and C are recalled C (0) andC (0) .
Theorem 4.2.
Let's consider the hamiltonian
Remarks i) In the spirit of Nekhoroshev theorem R (l) n , which depends on the fast variable ϕ
ii) Another feature of the Nekhoroshev theorem is the fact that n depends on |ω o l | and the bigger is |ω o l |, the bigger is n.
Proof The calculations are analogous to those employed for H 0 (A, ϕ). We apply n times the same procedure, each time reducing the size of one order respect to |ω
where
, (see at the end of the proof that The new hamiltonian is
The conditions aγr1 eδ1|ω o l | ≤ 1 (see the analogous one in the previous theorem) and
All the conditions on |ω o l | and (4.1) are implied by 
Suppose to have a finite family of hamiltonians H (l)
) is the function involved in the construction of the canonical transformation (see (4.5)), we have the estimates
By the second of (4.4) 
The presence of (n − 1) 2 at denominator will be essential (see Theorem 4.8) and is due to the fact that δ 0 , r 0 , is much greater than respectively δ j and r j for j > 0 (in fact they are n independent)
(using the second of (4.4))
Now we prove that
and the inequality becomes (n − 2) ln B ≥ 2 ln(n − 1) which is true if n ≥ 2.
The last proof is
which is equivalent to r 1 ≤ 2 3
a . The following chain r 1 < r <
(T l0 is a constant depending only on l 0 , ρ, ξ).
Proof We make use of: 1)
Now we must pass from the hamiltonian with l d.o.f. to the hamiltonian with l + 1 d.o.f.; then to l + 2 d.o.f. and so on. Let be
The hamiltonianH
. . , ϕ l1 ); we rewrite (4.7) as
The following theorem is analogous to Theorem 4.1 but with one more degree of freedom.
Theorem 4.4. Let's consider the hamiltonian (4.8) with Proof The proof is similar to that of Theorem 4.1 so we omit it.
We rewrite the hamiltonian (4.10) as ≤ 1 and
Proof It is the same as that one of Theorem 4.2 Theorem 4.6. Let's consider the hamiltonianH
0 , together with (4.9).If
there exists the canonical transformation
Proof Apply enough times the Theorem 4.5 Corollary 4.7. Let's consider the transformationC
Remarks We impose ρ n l 1 ≥ ρ 2 and this explains the 6 in place of 3 (see Corollary 4.3).
Proof
Same as in Corollary 4.3. It changes slightly only T l1 respect to T l0
Let's define some quantities we are going to use.
l0 is the transformation of Theorem 4.1, C (1) l0 is one of the transformations of Theorem 4.2). T l k ≤ T l1 of Corollary 4.7. Let's define for k ≥ 0, N ) i ) and by Lagrange theorem, using that |h AiAi | ≤ a, we can do the limit N → +∞ at left. The uniform convergence respect to time allows us to interchange the limits N → +∞ with the derivative so that
The first difference goes to zero because of the regularity properties of the function f 
