In this paper a class of simple theories, called the low theories is developed, and the following is proved.
Amalgamation properties
Type amalgamation (the Independence Theorem) is perhaps the most useful property of forking dependence in a simple theory. First, we stress an important fact from Kim]. Lemma 1.1 Let A be a set, a; b elements such that lstp(a=A) = lstp(b=A) and a ĵ A b . Then there is an in nite sequence (I; <) , with a; b 2 I and a < b , such that (I; <) is indiscernible over A . Proof: This is implicit in the proof of Proposition 6.3 of Kim] . There are several closely related results that can be called \type amalgamation". The two we use here are: Lemma 1.5 Let A be a set and a; b elements which are independent over A . In addition, let p 0 (x; a) and q 0 (x; b) be types which do not fork over A . Then the following are equivalent.
(1) p 0 (x; a) q 0 (x; b) is consistent and does not fork over A . (2) =) (1) is trivial, so we are left with (1) =) (2) Without loss of generality, fa; b; a 0 ; b 0 g is independent over A . Choose b 00 independent from fa; b; a 0 ; b 0 g over A such that a 0 b 00 realizes lstp(ab=A) . By Proposition 1.3, p 0 (x; a) q 0 (x; b) p 0 (x; a 0 ) q 0 (x; b 00 ) does not fork over A . A fortiori, p 0 (x; a 0 ) q 0 (x; b) does not fork over A . Switching the roles of (a; a 0 ; b) with (b; b 0 ; a 0 ) and repeating the above argument shows that p 0 (x; a 0 ) q 0 (x; b 0 ) does not fork over A .
Low theories
In this section a class of simple theories is described on which forking independence is particularly well-behaved. This class of theories, de ned below as the low theories, contains the stable theories and the speci c simple theories studied extensively by Hrushovski and others (see Remark 2.2).
The reader should recall the de nition of the rank D(?; ; k) , where is a nite set of formulas and k < ! . (See Kim] Suppose is a nite set of formulas and D(x = x; ) = 1 . For any type p 2 S(A) such that D(p; ) = 1 , there is a (x; y) 2 and an indiscernible set I such that D(p f (x; a)g; ) = 1 , for all a 2 I , and f (x; a) : a 2 I g is n? inconsistent for some n . In this case, p f (x; a)g forks over A . This fact can be used to nd a complete type which forks over every \small" subset, hence T is not simple. (2) in Lemma 2.3 below.
(ii) Any supersimple theory of nite degree is low. (The degree of x = x is a bound for D(x = x; ) , for any .) (iii) The simple theories that have been extensively analyzed, namely PAC elds, ACFA and smoothly approximable structures are all low.
(iv) There is a simple theory which is not low. The example, due independently to Buechler-Laskowski and Kim, will be published elsewhere.
By Lemma 2.1, any low theory is simple. To get a good feel for the implications of lowness we need the following equivalences. (The important equivalence is (1) () (2).)
Lemma 2.3 Let T be a simple theory. The following are equivalent.
(1) T is low.
(2) For any formula (x; y) there is a k < ! such that for any a and type p(x) over A , if p f (x; a)g forks over A and I is an in nite Morley sequence over A containing a , then f p f (x; b)g : b 2 I g is k? inconsistent.
(3) For any formula (x; y) there is a n < ! such that for all m n , and any type p , D(p; ; m) = D(p; ; n) .
Proof:
(1) =) (2) Let k = D(x = x; ) . Let p f (x; a)g fork over A and I = f a i : i < ! g be a Morley sequence over A with a = a 0 . Suppose, towards a contradiction, that f p f (x; a i )g : i < ! g is (k + 1)? consistent. Let 2 p be such that ( A bene t of being low is the that \dividing is closed" (see the following corollary). This may not be very useful as an isolated result, but it indicates the strength of being low.
Corollary 2.5 Let T be low. Then for any formula (x; y) , there is a type q(y) such that for all a , j = q(a) () (x; a) divides.
This follows from the preceding corollary.
Lascar strong types
Repeating the main theorem of the paper: This formula is then used to de ne a nite equivalence relation. The collection of equivalence relations, as ' varies, is equivalent to r . The lowness of the theory is used to establish (A). Item (B) is essential in obtaining a nite equivalence relation from . It follows from (A) and Lemma 1.5. It is not true that a Lascar strong type in an arbitrary theory contains formulas with this property (see Example 3.1 below).
Fix the ambient low theory T and the complete type p over ; for the remainder of the proof.
Let '(x; y) be a formula such that for a realizing p , '(x; a) does not fork over ; . To establish (A) we need to introduce a generalization of ( ) which can hold for dependent realizations of p , as well as independent ones.
De nition 3. This is left to the reader. It is routine to check that there is a set of formulas guaranteeing the existence of the necessary elements. (Since a 0 and b 0 in the de nition of R ' realize p there is a type expressing their independence.) Let '(x; y 0 ; y 1 ) denote '(x; y 0 )^'(x; y 1 ) . Since T is low there is a natural number n ' with the property: (Low) For any in nite Morley sequence I , if '(x; aa 0 ) forks over ; , for some (any) aa 0 2 I , then f '(x; aa 0 ) : aa 0 2 I g is n ' ? inconsistent.
To set the stage for the main lemma it is worth stating explicitly how (Low) will be used.
Lemma 3.4 Let a , b be independent realizations of p , I , J , contain a , b , respectively, and f a bijection from I onto J such that (1) I and J are Morley sequences and I is independent from J ; Highlighting a point made in several places:
r(x; y) p(z) f (x; z)g j = (y; z):
(See Remark 3.1(ii).)
Lemma 3.7 There are a 0 ; : : : ; a n realizing p such that for any realization b of p , j = (b; a i ) , for some i n .
If not, we could nd an in nite set X of realizations of p such that for x 6 = y 2 X , j = : (x; y) . This contradicts that 2 r and r has a bounded number of classes.
Fix fa 0 ; : : : ; a n g = a as in the preceding lemma. Let 2 p imply W i n (x; a i ) . Let (x; y; a) be the formula
Then, (x; y; a) is a nite equivalence relation, and (4) r(x; y) j = (x; y; a):
(In fact, r re nes the equivalence relation de ned by any conjugate of (x; y; a) .)
Conjugates of (x; y; a) yield a nite equivalence relation over ; using Lemma 3. In a model of T 0 let d i , i < , be the elements interpreting the constants and J the interpretation of J . Let E(x; y) = V z2J (x; y; z) . The d i 's witness that E has classes. Since r(x; y) j = E(x; y) (see (5)), E cannot have more classes than r . The number of r classes is bounded by 2 jTj , so we've reached a contradiction.
Compactness applied to T 0 yields the formulas 0 (x; y; b) and 2 p which prove the lemma.
Let 0 (x; y; b) be as guaranteed by the preceding lemma. Without loss of generality, 0 (x; y; b) j = (x) $ (y) . Since 0 (x; y; b) is invariant under automorphisms of C , there is a formula E ' (x; y) over ; equivalent to 0 (x; y; b) . Note: E ' (x; y) is a nite equivalence relation over ; .
To recap, given a formula '(x; y) such that '(x; a) does not fork over ; , for a realizing p , we found a nite equivalence relation E ' (whose properties will be exhibited in the proof of the following lemma). Pulling together the nite equivalence relations obtained from all appropriate formulas will complete the proof.
Lemma 3.9 V '2r E ' (x; y) j = r(x; y) .
Tracing the de nition of E ' back through (x; y; a) and (x; y) , shows given x; y realizing p fE ' (x; y)g , there is an a realizing p such that a ĵ xy j = 9z('(z; x)^'(z; a)) , and j = 9z('(z; y)^'(z; a)) . Given ' 2 r , since r is an equivalence relation, r(z; x) r(z; a) r(z 0 ; a) r(z 0 ; y) j = '(x; y):
By compactness, there is a 2 r such that 9zaz 0 ( (z; x)^ (z; a)^ (z 0 ; a)^ (z 0 ; y) ) j = '(x; y):
Thus, E (x; y) j = '(x; y) . This proves the lemma.
This completes the proof of the main theorem.
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The simplicity (and lowness) of the theory was used heavily to obtain a formula 2 r satisfying (3). Simplicity is not used subsequently, however. The reader can verify that the above argument proves Corollary 3.10 Let T be a complete theory, r(x; y) a type over ; de ning an equivalence relation with a bounded number of classes such that r(x; y) =) tp(x) = tp(y) .
Fix p 2 S(;) . Let q(x; y) be the set of (x; y) 2 r such that p(x) p(y) p(z) r(x; y) f (x; z)g j = (y; z):
If q(x; y) is equivalent to r(x; y) on p , then r is equivalent (on p ) to a conjunction of ;? de nable nite equivalence relations.
Example 3.1 Consider Example 6.7 from Kim's thesis. Let E(x; y) be the equivalence relation de ning the Lascar strong types, which is de ned by V 0<n<! U(x; y; n ?1 ) .
Fix n > 0 . There are a 0 ; : : : ; a m such that for all x 2 C , W i m U(x; a i ; n ?1 ) . But it is not the case that E(x; y)^U(x; z; n ?1 ) j = U(y; z; n ?1 ) . This failure makes it impossible to prove an analogue of Lemma 3.8. Equivalently, the intersections of the conjugates of U(x; a 0 ; n ?1 ) (over R ) do not have the descending chain condition.
