Stationary Policies and Markov Policies in Borel Dynamic Programming by Schal, Manfred & Sudderth, William
' 
Abstract 
Stationary Policies and Markov Policies 
in Borel Dynamic Progrannning 
by 
Manfred Schal* and William Sudderth** 
" Universitat Bonn University of Minnesota 
Technical Report No. 435 
The question of the existence of good Markov [good stationaryJ 
policies is studied for a general class of Borel [stationary] 
dynamic programming models. It is shown, for example, that 
Markov [stationary] policies are uniformly adequate if every 
transition law is absolutely continuous with respect to a 
fixed measure [and the reward function is positive or the model 
satisfies certain compactness and continuity conditions]. 
Key words and phrases: Dynamic programming, gambling, Markov 
policy, stationary policy, persistently optimal. 
* Research supported by 'Deutsche Forschungsgemeinschaft, 
Sonderforschungsbereich 72' 
** Research supported by National Science Foundation Grant 
MCS 8100789 
,\ 
- 2 -
§1 Introduction 
The elements of the model (S,A,D,q,r) are defined as follows: 
(1) The state space S is a standard Borel space (that is, a 
nonempty Borel subset of some Polish space endowed with 
the a-algebra of Borel subsets of S ). 
(ii) The action space A is also a standard Borel space. 
(iii) D is a mapping which assigns to each s € S the set of 
available actions D(s) which is a nonempty measurable 
subset of A. It is assumed that the set 
(iv) 
graph D a {(s,a);a E D(s)} 
is a product mea·surable subset of S >< A and contains the 
graph of a measurable map of S into A. 
q is the law of motion (or transition law) and is a 
-- ,--
transition probability from graph D to S ; that is, 
q is a measurable mapping from graph D into the set 
P(S) of probability measures on S (equipped with the 
•-a-algebra) • 
(v) The reward function r is a measurable mapping from 
graph D >< S to [ -ao , m ) • 
The model does not explicitly contain a discount factor. A 
possible discount factor can be looked upon as the probability 
of staying in the system at each stage, that is not going to 
an extra absorbing state (cp. Fedcrgruen et al. (1979)). 
Throughout the paper 'measurable' means 'Borel measurable• 
unless a longer phrase such as 'universally measurable' or 
'upper semianalytic' is used. 
The history spaces are defined as H
0 
= S, H i 1 = graph D x H , "° .n-:r n 
H = X0 graph D. As usual, a randomized policy 6 ~ (6n) is 
defined as a sequence of transition probabilities from Hn to 
A such that on(s0 ,a0 , ••• ,sn) assigns probability one to 
o(sn) • The class of all randomized policies is denoted by 6 • 
The class of all stationary policies is identified with the class 
F of measurable functions f from S to A such that f(s} € 
D(s) • Finally a Markov policy ~ € 6M is a sequence (fn) 
where f £ lF . 
n 
Let (n and an be the projections from H to then-th state 
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apace and action space, respectively, and define tm as a 
constant value not contained in S. 
Write 
Further Paa and E86 denote the probability measures and 
corresponding expectations for a given initial state s and a 
policy 8 • If there is given an initial distribution l on 
S , then Pla is written for them easure 
( 1 .O) 
Define the expected reward function for a by 
and similarly define I+(6) 
The value function is 
by replacing r with 
v(s) • sui{I(6,s),6 EA} . 
+ r == r ·v o • 
In order that the expected reward function will be well-defined 
for every ~ and that the value function does not assume the 
value +co, the following integrability assumption is imposed in 
this section. 
Integrability assumption: For all s € S 
Ornstein (1969) has shown that if the value function assunes 
the value +oo there need not be a good stationary policy eve~ 
for positive countable models. 
The appropriate notion of £-optimality is not obvious for a 
general model. Blackwell (1965) has an exawple of a positive 
problem with countnblc state space in which no station~ry poli<"Y 
achieves v - c , while Ornstein ( 1969) has shown that, for all 
. 
such models, some s~ationary policy earns at least (1 -r)v. 
This notion of multiplicative optimality also seans to be the 
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right one for positive gambling problems (Dubins and Sudderth 
(1979)). However, it is obviously not suitable for negative 
problems. Thus, what seems to be needed fo~ general models is a 
notion corresponding to the multiplicative one where v > o 
and to the additive one where v < O. The present formulation 
of ·such a notion is relative to a fixed nonnegative real (uni-
versally measurable) function b on the state space. 
A policy c5 is £-optimal· (relative to b ) iff 
I ( c5 ) ~ V - Eb • 
Van der Wal (1981) has chosen b equal to v+ in the context 
of stationary policies and b equal to v+ + 1 in the context 
of Markov policies. In the present section the same choice of 
b will be made. However, in the next sections it will become 
clear that a rich class of candidates of b ,is available con-
taining elements which may be much smaller then v + or v + + 1 • 
The collection F of stationary policies will be called lcically 
adequate if 
(1. 1) 
F has been proven locally adequate in a number of special cases 
including the positive Borel case (Blackwell, (1965) and a general 
Borel model with compactness and continuity assumptions (Sch:il, 
1983). In each of these cases, it is easy to modify the argumcntc 
so as to show that F is A-nearly unifonnly adequate in the 
sense that, for every £ > O, there is some f € JF such that 
( 1 • 2) h [ I (f) ;;:, V - Eb J ;;:, 1 - £ • 
Here A is a probability measure on S; v is universally 
measurable and even upper semianalytic (Bcrtsekas/Shreve(1978) 
Corollary 9.4.1). (The first result on universal measurability 
of v is in Stranch 's ( 1966) paper; the notion of 'upper semi.-
analytic' seems to have been introduced into the theory of 
dynamic programming in the paper by Blackwell et al. (1974).) 
It seems to be more difficult to establish that F is uniformly 
adequate (relative to b) in the sense that, for every t > o, 
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there is some f E :F such that f is c-optimal (relative to 
b where f may be universally measurable), that is 
(1 • 3) I (f) ~ V - Eb • 
This follows for positive models with a countable state space 
from the result by Ornstein (1969) and for negative models with 
continuity and compactness assumptions from Schal (1975). The 
question remains open for positive, Borel models and for the 
general model of Schll (1983) under the so-called compactness 
and continuity assumptions (W) • However, Ornstein (1969) has 
a counter example in which the model is positive and all transi-
tion distributions have finite support. The situation is similar 
for positive, leavablc, measurable gambling problems as is f•x-
plained by Dubins and Sudderth (1979). They were, however, able 
to prove the uniform adequacy of stationary policies for absolu-
tely continuous gambling problems. Similarly, we will give 
positive answers to the questions raised above under the a~sump-
tion that the law of motion is absolutely continuous. 
We find it useful to introduce a notion weaker than uniform 
adequacy but stronger than nearly uniform adequacy. Notice 
first that (1.2) can be rewritten as 
( 1 • 4) 
:F will be called ~-Fersistently adequate if, for every r > O, 
there is some f € F such that 
( 1 • 5) 
. 
Our main result, stated roughly here and precisely in the next 
section, is that for a very general class of stationary problems 
(containing both the dynamic.programming problem and the gambling 
problem) A-nearly uniform adequacy for all A€ lP(S) implies 
~-persistent adequacy for all A E P(S) and in the absolutely 
continuous case even uniform adequacy. To be more precise, we 
must also assume nearly uniform adequacy for a certain class of 
submodcls of tl1c type first introduced by Ornstein. Here we will 
present a··rcw corollaries of the m.:iin result. 
i 
- 6 -
Corollary 1.1. If the model is positive, that 1s r ~ o, 
then the class F of stationary policies 1s A-persistently 
adequate (relative to b m v) given any A E P(S) • 
The Corollary extends a result by Frid (1970) which also holds 
for Markov games (v. Dawen (1984)). 
To make the assumption of absolute continuity precise we intro-
duce the following condition: 
Condition A: There is a probability measure µ £lP(S) such 
that, for every (s,a) E graph D, the measure q(s,ai•) is 
absolutely continuous with respect to µ. 
We remind the reader that any a-finite measure is dominated by 
a probability monsure1 hence Condition A is satisfied if 
q(s,a;•) is absolutely continuous with respect to a a-finite 
measure µ for all (s,a) £ graph D. 
It is clear from the results by Bertsekas and Shreve (1978) that 
one has to replace JF by the set Fu of universally measurable 
stationary policies in order to get uniform £-optimality, ~nless 
further regularity properties of the model are known. Also 
Strauch (1966) showed that v is not necessarily Borel from 
which it follows easily that lF can fail to be uniformly ade-
quate. 
Corollary 1.2. If the model is positive and Condition A holds, 
then the class Fu is uniformly adequate (relative to b = v ). 
The next condition combines the absolute continuity assumptjon 
and the compactness and continuity assumptions. 
Condition AC: 1 ) D ( s) is a compact subset of A for ever}· 
s € s , 
2) Condition A is satisfied and the density functions l(s,a,s') -
g(s,a,ds')/~(ds') 
continuous in a. 
are jointly measurable in 
. 
(s,a,s') and 
3) r(s,a,s') is upper semi-continuous in a for all s,s' l S. 
Corollary 1.3. Under the condition AC the class F is uni-
formly adequate (relative to b = v. ). 
Finally an application to the persistent adequacy of the clasfi 
6M of Markov policies is given. Markov policies correspond to 
the stationary policies in a modified model with augmented stat~ 
space such that the time parameter is incorporated in the state 
of the system. Hence results on stationary policies also apply 
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to Markov polici~s. 
Corollary 1.4. The class ~M of Markov policies is always 
A-persistently adequate (relative to b m v+ + 1 ) given any 
A £ P (S) • 
Corollary 1.5. Under condition A, the class 6M,u of univer-
sally measurable Markov policies is uniformly adequate (relative 
to b-= v++1 ). 
The last two corollaries extend a result by van der Wal (1983) 
for countable state space problems to Borel problems • 
• 
' 
i 
- 8 -
§2 The general model 
In this section, amore general model M • (S,A,D,q,r,g) is 
considered. The elements S,A,D,q,r· are as in section 1. In 
addition g is defined as follows: 
(vi) The payoff function g is a measurable mapping from H 
to [-~,~) such that, for every h m (s
0
,a0 ,s1 ,a1 , ••• ) EH, 
g(h) = r(s0 ,a0 ,s1 ) +g(s1 ,a1 , ••• ) • 
There are two special cases which illustrate the generality of 
g. If g(h) = !~r(sm,am,sm+,> , then g is· the usual dynamic 
programming payoff of section 1. If r = O, then g is 
shift-invariant and may be chosen as the payoff function studied 
by Dubins and Suddert~ (1977b). (The measure theoretic struc-
ture of gambling problems differs from that of the dynamic pro-
gramming models studied here as was explained by Blackwell 
(1976)). 
A more general case was studied by Bodewig (1979) which contains 
the dynamic programming payoff and the Dubins an.d Savage payoff 
as special cases. Bodewig studies the function g(h) ~ lim tnr . 
n ·o m 
Then g(h) a: lim u(s) -u(s
0
) if r(s,a,s') m u(s') -u(s) for 
n n 
some utility function u on S. It is good to remember this 
example when looking at Assumption 4(c). 
The value function v is defined, for every s € S, by the 
equation 
If this is to make sense, all the expectations on the right rnu~t 
exist. An even stronger assumption is made which implies thnt 
v <+~.Recall that a universally measurable function w on 
S is called excessive iff 
Jw(s')q(s,a,ds') s w(s) 
for all (s,a) E graph D where also the existence of the inte-
grals is supposed. 
Assumption 1. There exists e non negative, real, universally 
measurable, excessive function b which dominates v. 
In the frame work of section 1, E can be chosen as v+. 
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If g equals lim u(sn) , then one may choose b(s) • sup 
E8 6 [ 1 ~m u + ( tn) ] ~ 6 
Here is another convergence assumption, which, like the first, 
is not very restrictive in practice. 
Assumption 2. E ~[supinr ]+ < m for every s £ S, and So n Om 
6 £ fl • 
Some definitions are needed. A mapping t I H + {0,1, ••• ,m} is 
an incomplete stopping!!!!!!! if [t $ n) £ o(t0 ,a0 , ••• ,(n) for 
every n = 0,1, •••• Let T be the set of all incomplete stop-
ping times. 
Lemma 2 • 1 • . ·E 8 6 [b ( ~ ) 1 ['t <cm) ] s b ( s ) , s E S , for a 11 6 E 6 , 1 E 'l' , 
The proof follows from the optional sampling theorem of 
[)Cob, Fatou's inequality and the nonnegativity of b which 
implies lim b(tTM) ~ b(tT)1[t<m] • 
From the Lemma it follows that the expectations in the following 
, 
definition are well-defined. 
The function V can be looked upon as a value function of the 
oubins and Savage type. This will become clearer from the 
following remarks. 
First we note that V is non negative since t = ~ is an 
element of T. Moreover it is easy to prove that V does not 
+ change if v 1s replaced by v av v O in the definition. 
With this modification, it is again easy to prove that then T 
can be replaced by the set of a,s finite or everywhere finit~ 
or even bounded stopping times. In many cases V will be 
excessive. If there are no measurability problems as in 
the countable state space case one can imitate the proof of 
Theorem 2.14.1 or 3.3.1 by Dubins and Savage (1965) to prove the 
excessivity. Furthermore, under additional integrability assump-
tions and perhaps even without further assumptions, it Ciln b~ 
shown that 
(cp. Sudderth (1971), Engelbert and Engelbert (1979)). 
The latter function can ):\C? shown t"XCC'ssivP (aJ"ln uppPr FH~Ildctnil-
lyt!c) hv stanc1ard arqumcnts. Finally, by I,cmma 2.1, it is c],,,·r 
i 
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that b ~ V • 
Assumption 3. There exists a nonnegative, real, upper semianall'-
tic, excessive function b which dominates V. 
By the preceding remark it is clear that one can choose b = E. 
But, in general, V is much smaller then v. These are cases, 
where v is unbounded and V vanishes identically. The func-
tion b is the function which we will use for the concept of 
£-optimality whereas b was introduced to avoid integrability 
difficulties. From the preceding remarks, it follows that in many 
cases one can choose b equal to V. Obviously, one can always 
replace b liy b + 1 ; that is, one can always choose b bounded 
away from zero. The latter property would make the analysis 
much simpler as the following assumptions will show. However,· 
Ornstein chooses b equal to v in the positive case which may 
even vanish for some states of the system. Hence, in order to 
cover Ornstein's result one is forced to take into consideration 
the following set 
sb • {s;b(s) • O} • 
Assumption 4. One of the following conditions are satisfied: 
(a) inf b > 0 ; 
(b) I(f) ~ o for all 
- n (c) limnat-00lm=Orm ~ g 
f € p ; 
P f - a. s. for all s £ S , f e: F • a, 
Next we will assume that F is A-nearly uniformly adequate 
(relative to b ). This assumption probably implies that: 
(2. 0) on Sb there exists an optimal stationary policy fb • 
. 
The proof of (2.0) in special cases will be made easier by the 
facts that Sb is closed in the sense that 
q(s,a,Sb) = 1 for all a€ D(s) , s €Sb. 
and that every policy ~ is equalizing on Sb in the sense that 
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since V ~ O on Sb. In the positive case where b • v 
every policy is optimal on Sb. 
Assumption Sa. 
for any £ > O 
that 
For every probability measure A £P(S) and 
there exists a stationary policy f E F such 
For countable state space models Assumption Sa may be replaced 
by the assumption (1.1) (cp. van Dawen and SchKl (1983a)). If 
.... 
moreover the··integrability assumption of section 1 holds, then 
the following Assumption Sb is not necessary as was shown by 
van Dawen (1983). 
One of Ornstein's ideas consists in modifying the original model 
M so that only one action is available on a large set. That is 
the reason for the following definition. The model M' • 
(S,A,D',q,r,g) is a submodel of M associated with the stati-
onary policy f and the measurable subset G if 
D1 (s) m {f(s)} , s E G, 
D (a) s i G • 
Assumption Sb. Assumption Sa holds for every submode! of M. 
Theorem 1. For every A E P (S) , F is A-persistently adequate 
relative to b. 
Theorem 2. If in addition Condition A holds, then Fu is 
uniformly adequate relative to b. The class F is uniformly 
adequate if, in addition, for all £ > O there is some 
"e:b-conserving" f £ J;' , that is 
J q ( B, f ( B) , ds ' ) [ r ( s, f ( s) , s .' ) + V ( s ' ) ] ~ V ( s) - t b ( s) , s e: s • 
We remark that for Theorem 2 where Condiditon A holds it is 
sufficient that Assumption Sonly holds for ~ • µ provided 
that also (2.0) holds. 
The proofs of the theorems will be given in the next section. 
Here it will be shown how the corollaries of section 1 will 
follow from the ·theorems. 
i 
- 1 2 -
Proof of Corollaries 1.1 and 1.2: We choose b • v, then 
Assumption 1 is fulfilled. The excessivity of v follows from 
the optimality equation. Assumption .2 follows from the inte-
grability assumption of section 1. We choose b ab, then 
Assumption 3 is satisfied. Obviously, Assumption 4b holds. The 
proof of Assumption Sa is similar to the proofs of the Corolla-
ries 1.3, 1.4, 1.5 below. 
Also Assumption Sb follows because D(s) was arbitrary. Now 
the Theorems 1 and 2 apply. a 
Proof of Corollary 1.3: We choose b c v+ • b. T~en the 
Assumptions 1~2,3 are fulfilled.Obviously, Assumption 4c holds. 
For ma 1,2, ••• let vm and Im be the value function and 
the expected reward function for the model f(" a (S,A,D,q,r A·m) • 
Then, as follows from the Proposition in Sch~l (1983) 
(2.1) ,JR+ v as m + ~. 
Next let v~ and ~ be the value function and the expected 
reward function for the model ~ with reward function 
y (r A m) + (1 - y)v_ , where v_ is the value function of the 
imbcddcd negative problem and discount factor y as in section 
2 (ibidem). 
Then it follows from the proof of the Theorem (ibidem) that 
(2.2) 
Further, since the Condition (S) (ibidem) is satisfied by th~ 
present Condition AC, it follows from Lemma 2.1 (ibidem) that 
for every y € (O,1) there exists some fy € F such that 
(2.3) 
Finally, we know from Lemma 2.8 (ibidem) that 
(2.4) 
Now choose some A£ P(S) such that first A(Sb) ~ o. Then 
it follows from (2.1) that there is some m0 such that 
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(2. 5) 
From (2.2) if follows that there is some y0 such that 
(2. 6) >-[v:: > vm0 - r./2b J > 1 - r./2 • 
From (2.4) one has 
m m
0 I(fy) ~ I o(f ) ~ Vy • 
o Yo o 
(2.7) 
From (2.5),(~~6), (2.7) one obtains the desired inequality 
l[I (f ) ~ V - cb] ~ 1 - £ • Yo. 
From (2.1),(2.2), (2.3) we conclude that v and similarly v+ 
are measurable. Hence Sb is measurable. On, Sb we have 
J q ( s, a, ds' ) r + (s, a, a' ) • O , a € D ( s) , s E Sb • .. 
Hence we may assume without loss of generality that r(s,a,s') s 
0 , s,s' £ Sb , a £ D(s) , that 1s, we have a negative problt."'m 
on Sb. Now the compactness and continuity assumptions imply 
that (2.0) holds (cp. Schal (1975)). Now choose any A€ P(S) • 
Then choose some f' 
probability l(•ls~) 
f C fl 
as in the first part for the conditional 
and define 
on on 
Then it is easy to see that 
). [ I (f) :2: V - r.b] :2: 1 - £ • 
Assumption Sb follows from the same proof sihce any submodel 
satisfies the same compactness and continuity condition. Finally 
the existence of an Cb-conserving f € lF will be proved. On 
Sb we may choose f = fb. Now define for m = 1,2, ••• 
um ( s , al .. J 11 ( ds ' )l ( s , a, s • ) [ ( r ( s , a , s ' ) + v ( s) ) " m] 
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then ~ is upper semicontinuous in a by Fatou's Lemma on 
the compact set D(s) and of course measurable on graph (D) • 
Now, by a known selection theorem, cp. Brown and Purves (1973), 
there exist fm £F such that 
·Now um + u , say, and hence 
u;<s) t u•(s) • supa£D(s)u(s,a) , s £ S. 
Define 
8m • [ U: > u• - cb , uk s u• - cb , k < m] 
and 
then 
"'B ::, Sc L m b 
and 
U ( s , f ( B) ) ~ u * ( s) - £ b ( S) , 8 ' Sb • Cl 
Proof of Corollaries 1.4 and 1.5: The proof will show that the 
corollaric~ urc even true after obvious modifications , when tlw 
original model is a non-stationary Markovian model in sense of 
. 
SchHl (1975, section 8). There it was pointed out that Murk0v 
policies correspond in an obvious way to stationary policies in 
A A 
a model M with angmented state space Sa::: S>< {0,1,2, ••• }. 
The Integrability assumption of section 1 carries over to the 
/\ 
model M. Because of the stationarity of the original model 
/\ A 
we know for the value function of model M: v(s,n) c v(s) nnd 
-0+ (s,n) a: v+ (s) • We choose '6 -= ~ -= o+ + 1 • 'l'hen the Assumptions 
1,2,3 are fulfilled. Obviously, Assumption 4a holds. Assumption 
5 can be proved in the frame work of the original model by 
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replacing stationary policies by Markov policies. However, in 
order to show Assumption Sb,one has to consider also models 
where the sets of available actions depend on the time parameter. 
For m • 1,2, ••• let vm and Im be the value function and 
the objective function for the model ?if' where r is replaced 
with r h m. Then (2.1) holds. Next for o < y < 1 let vm y 
and ~ be the value function and the expected reward function 
for the model ~Y with reward function yn+1 rn+ h m + r h o • 
n+1 n By substracting y m this model can be made a negative model. 
Here, the reward function for period n actually depends on n. 
Ono has 
(2.8) 
For the model 
that given any 
(2. 9) 
v~ + vm as y t 1 • 
~ it follows from Stranch (1966, theorem 8.1) 
A£ JP(S) there is some 6 £,tM such that 
>-[ ~ (li) le V - c/3] '" 1 , 
Actually, Stranch'a result for stationary models does not directly 
apply because we had to consider nonstationary models where the 
reward function and the set of available actions depend on the 
time parameter. However, one can imitate Strauch's result where 
his Theorem 4.3 can be replaced by Theorem 18.2 of Hinderer 
(1980). 
Now I(6) ~ Im(6) ~ Im(6) • The rest goes through as in the proof y 
of Corollary 1.3 using b ~ 1 • o 
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§3 Preliminary Lemmas 
Operators of the sort introduced into dynamic programming by 
Blackwell will be used throughout the proofs. For every 
6 £ 6, t £ T, s ES and universally measurable mapping 
W: S • [-m,m) 1 let 
Q~w(a) • E86 [w<tT)1[T<•l], 
(3.1) 
L~w(a) • E85 [{ I~:~rm + w(tT) }1 [T<oo] + g 1 [T="']] 
whenever the-integrals are well-defined. 
Several Lemmas are needed. Proofs are omitted when they are 
obvious or straight forward. 
i,emma 3.1. L~ (w + w') a L~w + Q~w' if all these quantities are 
well defined. 
It is useful to have· a formula which decomposes the return from 
a policy 6 £ 6 into that earned before time TE T and that 
earned there after. To get such a formula, first write 
(3. 2) 
Next, let ha (s0 ,a0 , ••• ) be a history in 
0,1, ••• , define Pn ~ (s0 ,a0 , ••• ,sn) • Let 
conditional policy given the partial history 
~[pn] is the policy defined by 
H and, for n = 
6 [pn] be the 6-
Pn; that is, 
For T £ T, T(h) <~,let 6[pT] c 6[pT(h)l. It is straight 
forward to check that 
with probability one under 6 on the set [t < ml • Hence 
(J.2) can be written as 
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Thia is similar to a formula of gambling theory (Dubins and 
savage (1965), Dubins and Sudderth (1977a)). Thesnext· lemma '.is· 
immediate from (3.1) and (3.3). 
Lemma 3.2. If 6 € A and T € 'l', then I(6) s L~v provided 
that L~v is well-defined. 
Suppose now that 6,6' € A and TE T. Define a new policy 
• 6 = ~(6,6',t) to agree with 6 prior to time T and then 
conditionally equal 6' 1 that is, 
In particular, 6*[pT] • 6' • Apply (3.1) and (3.3) to get another 
Lemma. 
Lemma 3. 3. · If 6, 6.' E A , T E 'l' , and 6 • • cp ( 6, 6 ' , t) then 
I(B*) • L~I(6') , 
If a€ A and t € 'l', then L~v exists and 
Proof. First it can be shown by known techniques (cp. Stra~ch 
(66) theorem 8.1, Hinderer (80) theorem 14.1) that for any 
~ £ P(S) and any c > O there is some 6' € A such that 
A [ I (6 ') i!: v - t] = 1 • 
If t m ~ P86-almost surely, then (L~v) (s) c I(o,s) s v(s) • 
If not, choose A€ P(S) such that A(B) e~uals o1<1B) Cs) 
up to a normalizing constant and define 6• = ~(o,o',T) as in 
Lemma 3.3. Then 
L~v s L~I(B') +c - I(~·,+£ s v+E D 
The following general form of the optimality equation is a 
consequence of Lemmas 3.2 and 3.4. 
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Lemma 3.5. If -r € T , then v • au~L~v,s £·ti}··. 
For n c 0,1,2, ••• and h m (s0 ,a0 ,s1 , ••• ) £ H, define 
Let T £ T be defined only on (t0 £ E). Then let 
To• o, T1 • T on 
n+1 
't - k + 't &I ek on 
.. oo on 
[t £ E] 
f-rB a k,t,m € E, ma o, ••. ,n] t ,.n -== Cl)] 
Lemma 3.6. Let f EF , ,. ET, and let w: S + [-~,~> be 
n 
a universally mcasura~le mapping dominated by v. Then L; w-
is a universally measurable mapping dominated by v and 
n 
Proof. 
by V 
T -From Lemma 3.4 it follows that Lf w is dominated 
and from Bertsekas and Shreve (1978, Proposition 7.46) 
then follows the universal measurability. From the Markov pro-
perty wa conclude thnt 
Use this formula and induction to complete the proof. 0 
Lemma 3.7. Let f € lF, TE T, T ~ 1 , n = 
't 
(a) lim Lf1 n o (s) s E f [J lirn }:n _0 r }1 + g 1 n ] n s l n m- m 0c . Tn 't 't. 
(b) l*m Lf Os I(f) under Assumption 4b or 4c. 
00 ] • Ther~ 
(Under Assumption 4a, the same inequality holds by (a) if one 
can prove that P
8
f(0 1 ) = 1 • 
Proof. From the monotone convergence theorem replacing g by 
+ g and g we conclude 
Defining 
we have 
and 
- 1 9 -
n 
R • t'r -1 1 
n lm=O rm [ n ] 
'r <m 
11111. Rn s f l~mr.:=orm} 1 00 since Tn + • 
-r 
Finally, by Fatou's Lemma using Assumption 2, 
and Part (a) follows. Part (b) is now clear under Assumption 
4c. Under 4b one has 
n n 
L; o $ L; I(f) • I(f) for all n 
where the last equality is an instance of Lemma 3.3 with 
6 = <5' = f. D 
A 
We write P (S) 
res >. on S 
for the set of all defective probability measu-
(i.e., A(S) $ 1 )·. 
A 
Lemma 3.8. For n = 1 , 2 , • • • , £ > O , ~m £ P ( S) , m = 1 , ••• , n 
there is some f £ lF such that 
Proof. Assume without loss of generality that Am(S) > O for 
m • 1, ••• ,n. Choose f according to Assumptjon Sa such that 
1 l n 1). ( I ( f) ~ v - _n£ b) / " ( s) ~ n m= rn m £ 1 - - • n D 
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§4 Proofs of Theorem 1 and 2 
The proofs presented below uses ideas of Ornstein (1969). His 
ideas have also been used by Barbosa-Dantas (1966) and Frid 
(1970) in the theory of positive dynamic programming, and by 
Dubins and Sudderth (1979) and Sudderth (1969) in measurable 
gambling theory. Because we treat a general dynamic prograwming 
model (i.e. neither positive nor negative), we have had to 
modify the arguments of previous authors. However, our proof 
clearly owes much to them. 
First we will turn to Ornstein's idea of modifying the model 
M so that only one action is available on a large set G. 
For A £P(S) , f £F, O < n < 1 , define the universally 
measurable set G (f ,-1'\,-M) = [ I (f) i!: v - nb] • 
Choose G~(f,n,M) such that GA c G, G~ is (Borel-) measurable 
and PAf (tn £ G - GA) c: O for all n • 
Now we can define a submodel M' • M' (A,f,n,M) • (S,A,D',p,r,g) 
where 
D 1 (s) • {f(s)) , s £ Gl 
• D(s) , s i GA 
and a stopping time 
't ' m inf {n,tn I GA) 
Further choose NA c S such that NA 
"(NA)-= O and P8 f(Cn E G-GA) c O 
(cp. (1.0)). Then define 
As a consequence we have 
is (Borel) measurable, 
for all n, sf N", 
( 4. 1) P sf ( (t £ G - G") • 0 for all , E T , a t NA • 
Lemma 4.1. (a) M' satisfies all the assumptions made on N 
(bl E>. c: G>. ~ G , E>. c: G>..(f,n 2 ,Ml , 
A(GA(f,n ,M)-E))=O 
t I (c) o.f·b s nb on E~ , 
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, 
(d) v' ~ v - nb where v' is the value function for M' • 
Proof. a) It is easy to see that the model M' inhcr its tlw 
Assumptions 1,2,3,4. Assumption 5 is satisfied because any 
submodel of M' is a submodel of M. 
b) 'l'hese statements are obvious from the definitions. 
c) Let a£ El, then 
V ( s ) - r?b ( s ) S I ( f , s) 
= L;
1
1(f) (s) by Lemma 3.3 
'[' 
S L f ( V - nb) ( S ) by ( 4 • 1 ) 
T' 'r' 
111 
~f v (s) - nOf b (s) by Lemma 3 .1 
'[ ' ~ v ( s) - n Of b ( s) by Lemma 3. 4 
d) First let a £ GA , then v' (s) ~ I(f,s) ~ v(s) - nb(s) • 
Now let at GA and n' > o. Choose ~ £ 6 such that 
I(6,s) ~ v(s) -n' and define o • inf {n,tn € GA) and 
ff c ~(6,f,a) according to Lemma 3.3. Then n € 6' and 
v' (a) c!: I (,r, a) • L~I (f) (a) c!: L~ (v - nb) (a) 
• L~v (s) - noib (s) 
~ I ( ~, s) - nb ( s) by Lemma 3. 2 and Lemma 2. 1 
c!: v ( s ) - n ' - nb ( a ) • a 
Next we will construct for a given 
a policy f EF and a stopping time 
will be shown to satisfy (1.5) (with 
A £ P ( S) and O < c < 1 / 2 
t € T. The policy f 
t replaced by 4£) 
thus proving Theorem 1. The construction is made by means of 
. 
a sequence £ 1,f2 , ••• of elements of F, two sequences 
G1 ,G2 , ••• and E1,E2 , •••. of measurable subsets of S, and 
a sequence {t(k)} in T satisfying 
(4.2) 
(4. 3) 
(4. 4) 
- 22 -
The policy f and stopping time T are then defined by 
(4. 5) 
(4. 6) 
·on Gk 
T • t (k) 
- 1 
on s- UGk 
on [ to E Ek - (E1 u ••• UEk-1) ] 
on s -UEk • 
At the kth stage of the construction, we must consider, in 
addition to A, other initial distrib~tions arising from the 
distributions .. of ttm • So we introduce the following notation 
for m = O, ••• , k - 1 , 
• • • 
"1cm - PAfk-1 [ to E E1 u ••• UEk-1, ••• , \m-1 E E, u ••• u Ek-1. \m £ • ] 
Now choose lk £PCS) such that 
(4. 8) lkj << Ak for j • o, ••. ,m. 
The next Lemma shows how the construction will be made. 
Lemma 4.2. Let 
k = 1,2, •••• 
Then there exist £ 1 ,£2, ••• EF such that for 
t (k) , T defined by 
AJr.rn' Ak defined by 
one. .. has: 
where 
( 4 • 2) , ( 4 • 6), and 
(4.7), (4.8) 
M = M a 
(1) fk € lFk_ 1 (i.e., fk is admissible for Mk.:,. 1 ) and (4.4), 
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(ii) 
(iii) 
(iv) 
(v) 
6~ b $ nk .• b on Ek - (E1 u ••• UEk-1) 
k 
Vk c!! V - £kb , 
I (fk) ~ V - £kb on Gk , 
k 
Akm(Ek) ~ k+1 Akm(S) • 
Proof. We make the step from { 1 , ••• , k - 1 ) to k where k 
may be 1 and {1, ••• ,k - 1) may be empty. 
By Lemmas 3.8 and 4.1a there is some fk EFk_1 such that for 
m=O, ••• ,k-1 
For that step we only need that T is defined on E1u ••• uEk_ 1 
because we consider ~m only on the set [~ i E E1u ••• UEk_ 1, 
i • o, ••. _,m - 1] • Define Gk , Ek as above,~ then by. Lemma 4. 1b 
"-k ( G (fk, n: ,Mk_:1 ) - Ek) -= 0 
hence ).km ( ••• ) -= O , m -= O, ••• ,k - 1 , which implies that 
Now (v) is proved. Further (i) follows by construction. LeJ1Ulla 
4.1c implies (ii). Also, by Lemma 4.ld, and the inductive hypothesis 
and similarly on Gk 
Now we can define f according to (4.5). As a consequence, we-
have from Lemma 4.2 (ii) 
(4. 9) 
If follows from (4.4) and (4.5) that 
Thus starting form an initial state in 
f • fk on G1u ••• uGk. 
E 1 U ••• UEk_ 1 , the 
- 24 -
policies f and fk_ 1 use the same actions prior to time T. 
Consequently, fk_ 1 can be replaced by f in (4.7). We arc 
using here the fact that PA 6 (A) • PA 6 ,(A) if 6 and 6' 
agree prior to T and A€ o(t0 ,a0 , ••• ,tT) • 
Lenuna 4.3. P ).f [ t t"' t. UEk, · ••• , ,m < 00 ] • O for all m • 
Proof. by induction. For m • 0 we have by Lemma 3.10(v): 
For the step from {o, ••• ,m - 1} to m we start from 
k lkm(Ek) ~ k+1 lkm(S) , i.e., 
PAf[to € E,u ••• UEk-1'•••,t,m-1 € E,u ••• UEk_,,t,m € Ek] 
~ k~1 Pu[ ... ,t,m-1 € E,u ... uEk_,,,m < .. ] 
Since [t € S] c [tm <•],we get for k • m 
Tm 
PAf[to € UEk, ••• ,t,m-1 € UEk,t,m E UEk] • 
PAf[t0 E UEk, ••• ,t,m-1 € UEk,,m < oo] 
Now, by the inductive hypothesis, 
Pu[ F; Tm £ UEk] ,. P).f [Tm < 00 ) • D 
Lemma 4.4. There exists a measurable set E* c: UE k such that 
PAf [ \m J! E*, Tm<"'] = 0 
P sf [ \m J! E*, Tni <· .. ] "' O 
for all 
for all 
m = 0,1,2, ••• and 
• m , S € E • 
Proof. Write P = PAf and Ps = P 6 f. We will use induction to 
construct a decreasing sequence {E~} of measurable sets such 
that E~ = s, E1 = UEk and, for n ~ 1 , 
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Pa[t m ES-E' ]• 0 for all m and all s E E' n-1 n • 
T 
The case n • 1 is clear by Lemma 4.3. For the step from 
n+1 note that by the inductive hypothesis 
0 • P[\1c E E~'\k-tm E S-E~] 
• J Pt (ds)P8 [t m E s - E~] . E' k T n T 
Now define E~+, ,m • {a E E~ 1 P 8 (t -rm E s -E~) .. o} and 
E~+1 -= QE~+1 ·,m • 
Then P[ t Jc E E~ - E~+,] ., O ahd by the inductive hypothesis 
P[ t tic E st.. E~+1] • o ! Now define 
Lemma 4.5. 
Proof. Set 
Then by Lemma 
(4 .10) 
• E • nE' n • 0 
I (f) ~ v - lcb on E* • 
R• I (fk). on Ek - (E1 U ••• UEk_ 1) 
mO S- U¾ 
4.2(iv) 
R ~ V - eb on UEk:::, E• • 
On E• n Ek - (E1 U ••• UEki 1 ) we conclude that 
n to 
,. 
~ Lf (R + Eb) by Lemma 4. 4 and (4. 10) 
t T • 
• LfR + tOfb by Lemma 3. 1 
$ L~R + c 2b. by (4. 9). 
Hence 
(4.11) 
Now one can prove the following assertion by induction 
- 26 -
(4.12) 
The case 
from n 
n • 1 follows from (4.9) ·and (4.11). For the step 
to n + 1 , one can show that on E* 
and 
by Lemma 4.4 and (4.11) 
by Lemma 3.6 
by the inductive hypothesis 
'tn+1 ,.n ,. 
of b • of <otb> 
From 
Since 
and 
n 
$ co; b by Lemma 4.4 and (4.9) • 
(4.10) and (4 .12) one obtains on E* 
n n 
v- £b s R S L; 0 + a; R + Eb 
n n 
$ L~ 0 + o; V + £b 
T ~ 1 and hence ,.n ~ n 
,. n n 
Q $ Qt b f V f 
Sb 
since £/ (1 - £) 
• 
one can consider 
(Assumption 1) 
(Lemma 2.1) 
$ 1 
that 
(Assumption 3) • 
Hence, by Fatou's Lemma and Assumption 3, 
$ cb (4. 9) 
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Now we obtain 
n 
v- tb ~ I1m L; 0+2cb. 
The proof is complete if it is shown that 
(4.13) 
n 
I(f) ~ I1in L; 0 on E*. 
This follows from Lemma 3.7b under Assumption 4b or 4c. Under 
Assumption 4a one has •.. .-
n 
£nb 2: o; b 2: inf b • P.f['tn < 00 ] on E*, 
hence 
Now Lemma 3.7a applies. a 
From Lemma 4.4 and Lemma 4.5 we know that 
(4.14) 
where 
G(n)., G(f,n,M) .. [1<£) .:!!: v-nb] • 
The epochs -rm may be called ~egeneration points as by Rertz 
(1982). In his terminology we have shown in the last proof th~t 
one has terminating regeneration under Assumption 4a. 
Now we have to look at epochs between two re~eneration points. 
It 1s clear from the construction of T that if the last rc9e-
• neration has occurred in E ~ UEk, which happens with probabi-
lity one, then the system will be in UGk up to the next rcGc-
ncration. We have to distinguish how the next regeneration point 
is defined, which will depend on the state of the system at the 
last regeneration point. For that reason we define the disjoint 
* sequence (Ek) of measurable sets such that 
and t a: T (k) on E* k 
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(i.e. E: • E* n (Ek - (E1 u ••• ~-1)) ) • Then 
tm+1 • en o t ( k) on Bm, n, k • [ tl!I < n < tm+1 , t tm E Ek ] 
From L~a 4.5 we know that the return earned after the next 
regeneration is nearly optimal provided that the regeneration 
occurs in E*. This will happen almost surely as is shown in 
the next Lemma. 
Lemma 4.6. On Bm,n,k one has 
Proof. By Lemma 4.4 
0 
• P>.f[8m,n,k' t E S - E*] Tm+1 
-
P).f [ 8m,· n, k I tt Ck) o en E s - E*] 
- f B Pc f [ ct (k) E s - E*] a 
m,n,k n 
Furthermore we know from Lemma 4.2(iv) that the return earned. 
after the present epoch n is nearly optimal under a policy 
which agrees with f up to the next regeneration. These facts 
will be combined in the next Lemma. 
Lemma 4.7. On B one has m,n,k 
proof. On Bm,n,k one has tn £Gk. Hence by Lemma 4.2(iv) 
v Ctn) - cb (E;n) s I (fk' t~). 
C LT (k) I (f ) (t ) = L 't (k) I (f ) (t ) 
fk k n f k n 
S LT(k)V(( ) 
f n 
s L; ( k > ( I ( f ) + 3 c b) ( t n) P). - a . a • by Lemma 4 • 6 
• LT (k)I(f) (I; ) + JcQT(k)b(r ) f n f ~n 
:s I ( f, t n) + 3 £ b ( t n) by Lemma 2. 1 • a 
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From (4.14) and Lemma 4.7 we can conclude 
(4.15) tn £ G(4c) for all n P~f - a.s. 
and Theorem 1 is proved. 
Finally we will prove Theorem 2. The proof is adapted from 
Dubins and Sudderth (1979). We assume that Condition A holds 
and choose A•µ in the preceding analysis. One knows that v 
is upper semianalytic.Combining the Propositions 7~48 and 7.50 
of Bcrtsekas, Shreve (1978),one obtains the existence of a 
stationary pal icy f' £Fu which always uses "Eb-conserving 
actions", i.e. 
Note that, by Assumption Sa,the supremum in ~he optimality 
equation is attained on Sb• [b a O]. (The definition of 
on Sb is clear if (2.0) holds.) 
Let 
f* • f on E* 
• f' on S - E* • 
f' 
From Assumption A and Lemma 4.4 (with m • O) one knows that 
(4.16) n-= 1,2, ••• for all s € s. 
Hence I (f *) = I (f) on E* • Further on S - E* 
I(f*) 
, 
= Lf 1 I(f) 
1 i? Lf, (v - 3e:b) by (4.16) and Lemma 4.5 
1 1 · 
-= Lf,v- 3cQf,b 
~ v-tb-Jcb = v-4£b. 
Thus we can conclude 
(4.17) I (f*) ~ v - 4tb on S • 
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