The viscosity of glass-forming liquids increases by many orders of magnitude if their temperature is lowered by a mere factor of 2-3 1,2 . Recent studies suggest that this widespread phenomenon is accompanied by spatially heterogeneous dynamics 3, 4 , and a growing dynamic correlation length quantifying the extent of correlated particle motion [5] [6] [7] . Here we use a novel numerical method to detect and quantify spatial correlations which reveal a surprising non-monotonic temperature evolution of spatial dynamical correlations, accompanied by a second length scale that grows monotonically and has a very different nature. Our results directly unveil a dramatic qualitative change in atomic motions near the mode-coupling crossover temperature 8 which involves no fitting or indirect theoretical interpretation. Our results impose severe new constraints on the theoretical description of the glass transition, and open several research perspectives, in particular for experiments, to confirm and quantify our observations in real materials.
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More than forty years ago Adam and Gibbs
9 put forward the seminal idea that the relaxation dynamics of highly viscous liquids occurs through 'cooperatively relaxing regions'. Their theory suggested that particle motion occurs in a collective manner in localized domains 9 whose typical size is related to the entropy of the systems and increases with decreasing temperature. This result implied that the relaxation mechanism is controlled by a unique length scale of thermodynamic origin with a direct signature in the dynamics. This approach regained momentum in the 1990's when novel experimental techniques and large scale computer simulations established the presence of dynamical heterogeneities, i.e. localized regions where dynamics is significantly different from the average 3, 4 , although these observations can also be interpreted as a purely dynamical phenomenon 10 .
A qualitatively similar, but much more detailed, theoretical description is obtained within the framework of the random first order transition (RFOT) theory 11 . Within this approach, there exists an ideal glass transition that underlies glass formation, with an associated diverging correlation length scale of entropic origin since it is related to the existence of a large number of longlived metastable states. At very low temperatures, the glass-former is described as a 'mosaic' of correlated domains that rearrange in a thermally activated, collective manner, such that again static and dynamic correlations coincide and grow with the viscosity 12 . However, models with an RFOT (mainly mean-field like models) also display a 'spinodal' singularity at a higher temperature, T c , at which metastability is lost and therefore the mosaic picture is no longer useful 11, 13 . Thus above T c , a different approach must be used and it is found that the dynamics within mean-field models 14 has profound similarities with the one predicted from mode-coupling theory 8 , where T c corresponds to a dynamic critical point associated with a diverging dynamical correlation length 15 . Thus, even at the theoretical level, the physics around T c remains 'mysterious'
16 : How can a dynamical correlation length diverge at two distinct temperatures? The mystery thickens in finite dimensions for which the mode-coupling singularity is cut off, and its existence can be inferred only from fitting relaxation data 8 , a procedure that is prone to criticisms, and therefore the physical relevance of the 'avoided' singularity at T c has remained a debated issue.
Progress is also slow because experiments on molecular systems do not have enough resolution to follow atomic motions over long times 3 , and numerical simulations often cannot access low enough temperatures to make definite statements on the size and nature of dynamic heterogeneities (in fact there are so far no numerical studies on the dynamical heterogeneities below T c ). At present, the most direct measurements 4 seem to indicate that the dynamical correlation length increases from 1-2 particle diameters at moderately supercooled temperatures to 5-10 diameters close to the glass transition temperature, but the interpretation of the experimental data is often rather difficult 7 . In this article we show that the use of a new methodology to characterize bulk dynamic correlations reveals details on their temperature evolution not observed in previous work.
In parallel to the quest for a dynamical length scale, evidence has also been found for an increasing of static correlations. However, this information is not captured by standard two-point correlation functions. Recent work has for instance suggested the growth of locally favored geometric structures in some model systems 17, 18 , but these methods are not easily generalized to different glass-formers. One possibility to tackle this problem are the point-to-set correlations which are an elegant, general method to capture the multi-point static correlations which might characterize the non-trivial structure of viscous liquids 19 . The conceptual idea is to 'pin' the position of a number of particles (the 'set') in an equilibrated configuration of the fluid, and to measure how the position of the remaining particles is affected. It has recently been argued that in the geometry in which particles outside a spherical cavity are pinned, this point-to-set corre-lation should detect the typical domain size of the RFOT mosaic state 20 . Numerical simulations confirmed qualitatively the growth of point-to-set correlations in this particular geometry 21 . However, the connection to dynamic correlations and the precise temperature dependence of the various length scales were not studied, and these results did not resolve the 'mystery'
16 of the T c crossover. Inspired by previous work on confined fluids 22 (see also Ref. 23 ), we have generalized the idea of a point-to-set correlation to a novel geometry. We pin particles in a semi-infinite space and detect the resulting effect on the other half space. The principal advantage is that we can measure simultaneously the static and dynamic profiles induced by the frozen wall. Additionally we are able to perform simulations from the high temperature liquid down to and below T c with a realistic molecular dynamics, thus allowing us to resolve at once multi-point static and dynamic correlations in a very broad temperature regime encompassing the (hypothetical) mode-coupling crossover.
We study a binary mixture of quasi-hard spheres 24 , as described in the Methods. The fluid is equilibrated by means of standard molecular dynamics using periodic boundary conditions in all three directions. To simulate particles pinned within a semi-infinite space, z < 0, it is enough to freeze at an arbitrary time t = 0 the position of all particles within a slice of thickness d wall = 1.4σ which is perpendicular to the z−axis: They form our 'set'. Because we use periodic boundary conditions, we work with a very large system size in the z-direction, ensuring that bulk behavior is recovered at the center of the simulation box, i.e. the replicated walls do not interfere with each other.
To properly measure a point-to-set correlation it is crucial that the frozen walls have the same structure as the equilibrated liquid at temperature T , such that the average static properties of the confined liquid are unperturbed 19, 22 (see also Supplementary Material). We have measured how far (in z) the wall influences the static local density field and its dynamics, giving us independent access to static and dynamic correlation length scales. Note that within RFOT theory, the spatial extent of the static profile near a wall is not directly controlled by the mosaic length scale 13 , and a comparison with results obtained with a spherical cavity 21 is not straightforward. A convenient observable to characterize the influence of the wall is the overlap profile q c (t, z), defined as follows 21 . We discretize space into small cubic boxes of linear size δ ≈ 0.55σ, and define n i (t) = 1 if box i is occupied by at least one particle at time t, and n i (t) = 0 if not. The overlap profile in the z direction with respect to the template configuration at time t = 0 is an additional average over independent wall realizations. Thus q c (t, z) quantifies the similarity of particle configurations separated by a time t at distance z, and, by construction, q c (t = 0, z) = 1, for all z. We have also studied q s (t, z), the single particle version of Eq. (1), obtained by requesting that the box i is occupied at times 0 and t by the same particle. We find no relevant difference between these two correlation functions as far as time dependence is concerned.
In Fig. 1a we show the time dependence of q c (t, z) at T = 8.0 for different values of z. For large z (leftmost curves) the correlators become independent of z and present the bulk behavior. The presence of a shoulder at intermediate times reflects the usual cage motion of particles observed in glassy systems 2 . In the long-time limit, t → ∞, the correlator decays to q rand = 0.110595, the probability that a box is occupied, a quantity we measured with high precision from bulk simulations. With decreasing z, the height of the plateau at intermediate times increases and the timescale to reach it decreases. The final decay is much slower near the wall than in the bulk, showing that the α-relaxation is strongly affected by the frozen wall. Furthermore the long-time limit of the overlap increases from its trivial value, q c (t → ∞, z) > q rand , showing that sufficiently close to the wall, the density cannot freely fluctuate. (See Supplementary Material for an illustration.) Thus the set of frozen particles with z < 0 influences the position of the liquid particles at z > 0 over a non-trivial static length scale. Finally, Fig. 1a shows that there exists a range of z values for which the long-time limit of the overlap is the trivial bulk value, while the relaxation timescale is slower than the bulk. This directly shows, with no further analysis, that dynamic correlations have a larger range than static ones, as we confirm below.
To quantify these observations, we fit the final decay of q c (t, z) to the stretched exponential form
where A, τ , β, and q ∞ are fitted for each z. The profile of the static overlap, q ∞ (z) measures how far from the wall density fluctuations are correlated, while τ (z) measures how far dynamics is affected. We find that Eq. (2) also describes well the single particle overlap, q s (t, z), with the obvious difference that q s (t → ∞, z) = 0, because eventually all particles leave the box that they occupy at t = 0. Thus, we obtain a second, 'self' dynamic profile from the study of q s (t, z).
In Fig. 1b , we display the temperature evolution of the static overlap profiles q ∞ (z). The semi-log plot suggests to describe these data using an exponential decay
which allows us to define a static point-to-set correlation length scale ξ stat (T ). From these data it is clear that ξ stat grows when temperature decreases, a result in good qualitative agreement with previous work 21 using a very different geometry. Notice that B(T ) also changes rapidly with T , which suggests to define ξ stat−int ≡ B(T )ξ stat as a convenient estimate of the integrated profile,
We now analyze the dynamic profiles. To take into account the fact that the amplitude and stretching of the time dependent correlations evolve with z, see Fig. 1a , we have calculated the area under the correlators q c (t, z) and q s (t, z), taking into account only the secondary, slowly relaxing part. We denote the resulting times by τ c (z) and τ s (z), respectively. Previous studies 22 have suggested that for large z the z−dependence of τ s (z) can be described well by an exponential functional form,
where B s (z) and, more importantly, the dynamic length scale, ξ In Fig. 2b we show that the data at large z can indeed be fitted well by the Ansatz given by Eq. (4). We have found a similar behavior for τ c (z), providing us with a second dynamic correlation length scale, ξ dyn c . For high temperatures Eq. (4) gives a good description of the data over the entire range of distances z. For intermediate and low temperatures we see the development of a curvature in a semi-log plot, indicating at small z deviations from the simple exponential dependence. This might suggest, although very indirectly, the appearance of more than one relaxation process for the relaxation dynamics.
A remarkable behavior occurs at intermediate and large distances, which has, to our knowledge, remained undetected. The dynamic profiles exhibit a striking nonmonotonic evolution with temperature. A close inspection of Fig. 2b shows that the dynamic profiles extend to increasingly larger distances when temperature decreases from T = 30.0 down to T = 6.0, but become shorterranged when T is decreased further, down to T = 5.5, Fig. 2 . Dynamic length scales display a non-monotonic behavior with a maximum at T = 6.0, while static length scales increase modestly above Tc. T = 5.25 and then T = 5.0. The maximum occurs near T = 6.0, which is also the temperature at which deviations from mode-coupling fits appear, see Fig. 2a .
We have carefully checked that this behavior is not a result of our numerical analysis. A direct visual inspection of the time correlations functions q s (z, t) reveals that the spread of the curves in the slow decay has a maximum at T = 6.0, so that the non-monotonic temperature behavior in Fig. 2a is not an artifact of our fits, but is a genuine effect (see Supplementary Material, Fig. SM-2 ). In addition, we found very similar results for the collective relaxation time, τ c (z, T ), which further shows that this non-monotonic behavior does not sensitively depend on the considered observable. Thus, these results give us direct evidence that the relaxation processes responsible for spatial dynamic correlations have a non-monotonic temperature behavior. To our knowledge, all previous numerical and experimental studies of spatially heterogeneous dynamics have reported spatial correlations which grow as the temperature is decreased and dynamics slows down [3] [4] [5] [6] [7] 18 . In Fig. 3 we summarize the temperature dependence of the static and dynamic length scales identified above. The static length scales show a modest but steady and monotonic growth with decreasing temperature, which seems to become more pronounced below T ≈ 6.0. These are natural findings from the RFOT theory perspective 11, 13, 16 , in the sense that static correlations should only become prominent below T c . We also include in Fig. 3 the dynamic length scales, which have a striking local maximum near T = 6.0. A comparison with Fig. 2a strongly suggests to interpret this maximum in the context of RFOT theory in which a dynamic critical point at T c exists in the mean-field limit (but which is avoided in finite dimensions) whereas activated dynamics governed by growing static correlations appears at low temperatures. Using RFOT theory Stevenson et al. have suggested that around T c the cooperative domains should indeed change shape, in that they have an open structure above T c and a more compact structure below T c 26 . Our findings may be viewed as a striking confirmation of this scenario. Although a gradual change from 'flow-like' to 'hopping' motion was often invoked in the past 8 , mainly to rationalize successes and failures of the mode-coupling theory, our results provide a very direct, microscopic evidence of a change of relaxation mechanism which involves no theoretical fitting or indirect interpretation.
Although the presented results have been obtained for a system in the presence of pinned disorder, we emphasize that they reflect the behavior of the liquid in the bulk, since the nature of the boundary condition does not affect averaged static properties. No non-monotonic dynamic length scale has been detected so far in bulk systems (leaving out systems that show also anomalies in their thermodynamics), but we think that this is only related to the fact that previous measurements (such as four point correlation function χ 4 3,4 ) only provide a coarse representation of spatial correlations, since they mainly probe the total number of 'fast relaxing particles' and not the details of the shape of the relaxing regions 4 . Therefore the present results should not be taken as a contradiction to previous experiments and simulations, but as a new insight into the relaxation mechanism. We hope that in the future new experimental techniques will allow to detect the non-monotonic T −dependence of ξ dyn also in real molecular systems.
If we naively extrapolate our results to lower temperatures, we find a temperature below which static correlations become larger-ranged than dynamic ones, a situation which is physically not very meaningful. Thus we are led to speculate that at much lower temperatures, dynamic length scales should exhibit an upturn, and perhaps become slaved to the static ones, as in the AdamGibbs picture 9 and the scaling regime of RFOT theory 11 . However, studying numerically this final regime is at present too difficult. We suggest that experimental work is needed to resolve these issues further. Our study also suggests that investigations of confined systems should be revisited in both simulations and experiments, and the mode-coupling crossover studied more extensively in glassformers with different fragility. However, since the model investigated here has no unusual features regarding the relaxation dynamics 24 , we expect our results to apply also to other simple models such as hard spheres, Lennard-Jones-like systems, or soft spheres.
Methods-We study an equimolar binary mixture of harmonic spheres 24 with diameter ratio 1.4, and interactions between particle i and j given by
where σ 11 ≡ σ is the unit of length, σ 12 = 1.2, and σ 22 =1.4. The total number of particles is 4320 and all of them have the same mass m. Time is expressed in units of mσ 2 /ε and temperature in units of 10 −4 ε, setting the Boltzmann constant k B = 1.0. We have used a rectangular box of size L x = L y = 13.68 and L z = 34.2, yielding a number density ρ = 0.6749715. This system size is sufficiently large to avoid finite size effects. The equations of motion have been integrated with the velocity form of the Verlet algorithm. The longest runs extended over 830 million time steps, which took about 6 weeks of CPU time on a high end processor. In order to improve the statistic of the results we have averaged over 10-30 independent walls. The total amount of computer time to obtain the described results was therefore around
Supplementary Material
Influence of the amorphous wall on the local structure of the system
In order to understand better how the presence of the amorphous wall influences the local structure of the confined liquid we show in Fig.-SM-1 a slice of the system orthogonal to the confining walls. The two panels correspond to the two temperature T = 30 and T = 4.5.
This figure was obtained by making a run that is about 100 times longer than the α−relaxation time in the bulk (=τ bulk s (T )) and by superimposing snapshots of the location of the particles every τ bulk s . In order to avoid overcrowding, only the particles in a slice of thickness ∆x = 1.0 are shown. From this figure one can see that in the center of the box the snapshots start to fill up the space, i.e. the density of the particles becomes uniform, as it should be in a bulk liquid. In contrast to this, the presence of the walls influences the local density. However, as one can demonstrate analytically, see Ref. [27] the structure averaged parallel to the wall is independent of z, i.e. is the one of the bulk if one has i) either an infinitely extended wall, or ii) makes an average over sufficiently many independent realizations of the wall.
Comparing panels a) and b) we see that the range over which one finds an influence of the amorphous walls on the local structure of the confined liquid does indeed grow with decreasing temperature, and in the manuscript we demonstrate that this influence decreases exponentially with z with a temperature dependent prefactor (figure 1b). To quantify the distance over which the wall (locally) modifies the density profile, it is reasonable to use ξ stat−int , instead of ξ stat , since the former length takes into account also the prefactor of the mentioned exponential.
Time dependence of the overlap at fixed distance from the wall
In order to show that the non-monotonic temperature dependence of the dynamic length scale ξ dyn s is not just an effect of the way we have extracted this length scale from the data, and that the decrease is present at several temperatures, we show in Fig. SM-2 the time dependence of the self-overlap q s (z, t) at fixed value of z and several temperatures. One recognizes that at high temperatures, see curves for T = 10, the curves for the different values of z almost coincide, which implies that the length scale over which the dynamics is influenced by the amorphous walls is very small. With decreasing temperature, curves for T = 6.0, one sees a significant spread of the curves in the α−regime, indicating that ξ of the way we have analyzed the data and that it is seen directly from the time correlation functions at all temperatures below T = 6.0.
Determination of the critical temperature of mode-coupling theory
In Fig. 2a of the paper we show an Arrhenius plot of the relaxation times for the system of harmonic spheres. Also included in this graph are fits with the predicted power-laws of mode-coupling theory [28] . Following standard practice in this field, these fits have been obtained in the following way: One assumes a value of T c and makes a log-log plot of τ bulk s vs. T − T c , using of course only data point with T > T c . Mode-coupling theory predicts that
where the exponent γ is larger than 1.5, and has for hard-sphere-like systems usually a value between 2.0 and 3.0 [8] . By choosing the value of T c in such a way as to rectify the τ bulk s (T ) data in a large range, one can determine T c . In Fig. SM-3 we show the result of such an adjustment for the large particles and we see that the power-law describes the data over about three decades. We find that for our system the exponent γ is 2.8, i.e. a value that is very similar to the ones that are found for other glass-forming systems. For the sake of comparison we have included in the graph also the data for the binary Lennard-Jones mixture of Kob and Andersen, a system which has been found to be described very well by mode-coupling theory [28, 29] . The comparison between the data for the Lennard-Jones system with the one from the harmonic spheres shows that the power-law of modecoupling theory describes the relaxation times well over the same number of decades in τ bulk s
. Therefore we can conclude that also for the system of harmonic spheres the value of T c can be estimated with good accuracy.
We also emphasize that the results we presented here that concern the self-quantity (q s (z, t) and τ bulk s ) are confirmed by the ones for the collective quantities (q c (z, t) and τ bulk c ), i.e. there is no relevant difference between these two observables as far as relaxation times are concerned.
