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Abstract
We investigate whether increasing cycling activity affects the emergence of new local busi-
nesses. Historical amenity data from OpenStreetMap is used to quantify change in shop
and sustenance amenity counts. We apply an instrumental variable framework to investi-
gate a causal relationship and to account for endogeneity in the model. Measures of cycling
infrastructure serve as instruments. The impact is evaluated on the level of 4835 Lower
Super Output Areas in Greater London. Our results indicate that an increase in cycling trips
significantly contributes to the emergence of new local shops and businesses. Limitations
regarding data quality, zero-inflation and residual spatial autocorrelation are discussed.
While our findings correspond to previous investigations stating positive economic effects of
cycling, we advance research in the field by providing a new dataset of unprecedented high
granularity and size. Furthermore, this is the first study in cycling research looking at busi-
ness amenities as a measure of economic activity. The insights from our analysis can
enhance understandings of how cycling affects the development of local urban economies
and may thus be used to assess and evaluate transport policies and investments. Beyond
this, our study highlights the value of open data in city research.
1. Introduction
The transportation sector is one of the major factors that powers a thriving economy. Ever
since the first human civilizations started trading, the global economic system has crucially
depended upon transport infrastructure and its adaptation to new requirements and needs [1].
Today, especially urban areas rely on sophisticated, multimodal transportation networks to
meet travellers’ capacity and connectivity requirements. The rise of new technologies has
helped to improve existing transportation infrastructure and enabled new means, such as, for
instance, electric vehicles or shared mobility concepts. These developments have also given
rise to the idea of ‘smart cities’, describing the interconnection among physical and non-physi-
cal environments and their role in shaping urban performance [2]. With the increasing digiti-
sation of cities comes large volumes of continually produced data [3]. The urban data
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revolution holds great potential for decision makers, allowing them to quantify, model and
improve the urban landscape. This process however is not without criticism. Previous
research, for instance, has described the ‘smart cities’ paradigm as contradictory to the infor-
mal character of cities, and driven by capitalist, profit-oriented ideas which lead to a reproduc-
tion and reinforcement of urban inequalities [4]. Rob Kitchin proposed concrete changes,
calling for a re-orientation of the urban conception, a re-configuration of epistemology and
the adaption of ethical principles in policy making [5]. But even though most of the discussion
surrounding the ‘smart cities’ agenda addresses technological opportunities and challenges,
not all trends in urban transportation are purely technology-driven: In the light of congestion
and rising popularity of active lifestyles, cycling has become more and more prevalent [6].
Although politicians and transport authorities increasingly promote cycling adoption to ease
urban transportation overload [7], little is yet known about the consequences on the economy
and urban development. This emphasises the necessity for scientific research to examine this
area, revealing underlying dynamics and causalities.
We see this research as at the intersection of two developments: Connecting newly avail-
able, detailed open data to investigate how cycling adoption affects the urban business land-
scape. Whilst previous research has rigorously analysed the economic impacts of road and rail
transport, cycling’s effects have thus far attracted little research interest. The lack of available
studies in combination with growing political support makes this research especially relevant.
With respect to this development, more sophisticated insights on the connection between
urban cycling and the economy may help with planning and appraisal of cycling infrastructure
projects. The primary aim of this paper is hence to address the question of whether, and to
what extent, increased cycling activity has led to the emergence of new local businesses. We
address this question in the urban setting of Greater London.
One of the main reasons for the lack of cycling-related research is the difficulty of assessing
its marginal effect within the broader multimodal urban transportation system, where cycling
plays only a minor role. We tackle this challenge by applying a new, highly granular dataset
within a sophisticated statistical framework to isolate the economic impact of cycling infra-
structure expansion. The city of London offers a promising environment in which to conduct
this project, as it is characterised by a thriving open-data landscape and a strong ambition to
become more bike-friendly [8]. Hence, a secondary aim of this project is to evaluate the appli-
cability of open-data for analysing human movement patterns and investigating how transpor-
tation paradigms shape the urban socio-economic landscape. In this regard, this paper serves
as a case-study and may encourage more data-driven research and policy to the benefit of cities
around the world.
The novelty of this paper’s contribution is two-fold: (1) We compile a completely new data-
set assembled entirely out of open data provided by public authorities and the community
mapping service OpenStreetMap (OSM). (2) Furthermore, we are the first researchers to relate
cycling activity to new shop openings—thus capturing both economic and urban develop-
ment. The first part of the paper will review previous literature on the matter and contextualise
new research opportunities. Subsequently, we will introduce the dataset specifically compiled
for this project, combining and standardising sources from various open-data providers on a
common geographical level. Next, we construct a methodological framework for statistical
analysis, taking into account the negative-binomial nature of the gathered data and imposing
treatments for data shortcomings and endogeneity, thus aiming to establish a causal relation-
ship between growth in cycling and local businesses, but also taking into account potential lim-
itations. We then present our results, commenting on the validity of the obtained findings.
Finally, we summarise the results of our research and describe its potential policy implications.
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We conclude the paper with a research outlook addressing potential directions for future
work.
2. Review of the literature
Our literature review is divided into three parts. First, we synthesise previous research on the
economic effects of the transport sector—both broadly and with a focus on cycling. Second,
we explore the use of urban amenity data for studies in the fields of economics and transporta-
tion research. Third, we address the application of open data for project appraisal and policy
evaluation. To the best of our knowledge, these three fields have not yet been reflected jointly,
presenting the opportunity to extend the current state of research with our contribution.
2.1. Economic effects of transport interventions
The main motivation for examining the economic impact of transportation is the integration
of the gathered insights into infrastructure project appraisal frameworks. Thus, academia can
serve the public and private sector with valuable tools for planning and decision making. It is
hence critical to understand the exact interplay between a transportation system and its sur-
rounding environments. Lakshmanan [9] presents an overview of previously used methodolo-
gies in assessing economic effects of transport infrastructure improvements and highlights
that economic effects play out in various forms and interactions, which may be integrated in
economic equilibrium models. Generally, research in the field can be categorised into three
topic areas: accessibility and land-use, productivity and labour markets, as well as spatial eco-
nomics and local effects.
Accessibility and land-use research seeks to investigate the effect of transport projects on
connectivity and the use and valuation on building land. Despite the general difficulty of deriv-
ing reliable accessibility measures [10], current literature has drawn clear links between the
characteristics of the transportation sector and land-use. For example, links between transport
investment and rising land- and property values have been widely analysed and acknowledged
[11–13]. The effects however appear to depend on the characteristics of an area, or upon issues
such as the urban-rural divide. Another widely reviewed field is the connection of transporta-
tion and labour, particularly productivity and employment. Private and public transport is cru-
cial in moving the workforce from dwellings to their respective workplaces. Expansions in
transport systems can not only improve labour market accessibility, but also intrinsically stim-
ulate employment. Recent literature has shown that employers specifically consider transport
infrastructure when choosing the location of manufacturing sites [14]. Notably, Graham [15]
isolates positive productivity externalities arising from agglomeration and transport invest-
ment in urban areas. His study again emphasised that the outcome of transport interventions
is highly location-sensitive and must be tailored to fit the treatment region. Indeed, spatial eco-
nomics and local characteristics seem to play a major role in driving economic effects and
their extent. Moreno and Lo´pez-Bazo [16] argue that local infrastructure investments (e.g.
electric grid or broadband infrastructure) prove more efficient than transport infrastructure
investments in terms of return on capital. On the other hand, Gibbons and Machin [17] show
that local rail innovations are highly valued by surrounding households. This can not only be
observed in an increase in housing prices, but also the valuation of other local amenities. Over-
all, previous research suggests a positive economic effect of transport infrastructure improve-
ments. Cities seem to experience multiplicative effects, attributed to densification and
agglomeration.
Cycling has received far less attention from academics compared to other modes of trans-
port. Nevertheless, rising popularity and newly available data has enabled more thorough
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approaches to assessing the beneficial economic effects of cycling, as for instance outlined by
Flusche [18]. The author presents four main aspects:
1. The economy around the bike itself (e.g. bicycle shops and repair workshops)
2. Revenue gains for businesses profiting from increasing cycling accessibility
3. Revenue gains for businesses from conventional bike use and repeated trips
4. Economic benefits from cycling tourism
Additionally, the author argues that cycling also saves money by lowering travel costs, decreas-
ing corporate health insurance, and cheapening bicycle parking. However, this still only addresses
direct effects of cycling. Spillover effects also appear to be highly significant: Cycling has been
shown to have positive effects on many factors of physical health, which outweigh the adverse
effects of cycling in polluted urban areas [19,20]. Further positive externalities are cyclists’ contri-
butions to resolving congestion [21] and to the reduction of air pollution [22]. It can thus be
assumed that—even if more sophisticated studies are just beginning to emerge—cycling generates
significant and positive social benefit. This is of course only the case if the promotion of cycling,
e.g. via the expansion of infrastructure, also leads to an increase in bike use. Previous research has
shown that proximity to cycling infrastructure is indeed a determinant in bike travel adoption
[23]. Furthermore, travellers perceive cycling as less stressful and more enjoyable than other
modes [24]. With the economic benefits of cycling and the links between cycling infrastructure
and adoption being established, we now briefly review literature on the infrastructure measures
addressed in this project: bike-sharing schemes and bike parking.
As research on bike-sharing mainly addresses the effects on health, there is very little research
on direct economic effects. In a recent study, Pelechrinis et al. [25] estimate a positive impact of
shared bicycle systems on housing prices. Bike-sharing has also been associated with higher retail
shopping activity [26,27]. Nonetheless, most evidence concerns the effect of bike-sharing on other
modes, specifically a decrease in road traffic and complementary use with public transport
[28,29]. More generally speaking, Me´dard de Chardon et al. [30] argue, that the success of a bike-
sharing scheme critically depends on network effects. Ja¨ppinen et al. [31] predict that the intro-
duction of a bike-sharing scheme in Helsinki would lead to a 10% decrease in public transport
travel times. Bullock et al. assess the wider economic effects of bike-sharing in Dublin and conduct
a detailed cost-benefit analysis, highlighting the overall positive effects of the scheme [32]. It is
worth noting here, however, that bike-sharing is not uncontroversial. Critics have raised concerns
about the equitability of cycling in general and bike-sharing in particular. Indeed, Stehlin
describes urban cycling as both a “vector and symbol of gentrification”[33]. Flanagan et al. show
that underprivileged communities are less likely to attract funding for cycling infrastructure [34].
Indeed, cycling in the UK remains an activity for mostly white and male individuals [35]. How-
ever, increasing efforts to make cycling more equitable have been evident in recent years [36].
London is at the forefront of these movements with several active organisations promoting cycling
among underrepresented communities, for instance providing free bikes or cycling classes [37].
Turning to bicycle parking infrastructure, Buehler [38] has shown that providing free bike
parking increases commuting activity by bike. McNeil [39] explores how cycling accessibility
is improved by expanding parking infrastructure in a case study of Portland. He argues that
thoroughly planned infrastructure projects could increase cyclists’ connectivity to stores, res-
taurants and other potential destinations, hence stimulating both bike use and local businesses’
revenue. McNeil also makes the point that urban amenities are of crucial importance for trav-
elling. We follow a similar approach and investigate further recent literature in this field within
the next section.
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2.2. The role of urban amenities in understanding cities
Amenities reflect the demography, economy and culture of a city and as a result, are the essential
determinants of how residents perceive their urban environment [40]. Even though we will focus
on physical amenities (e.g. stores and restaurants) in this paper, the term ‘amenity’ also refers to
more intangible concepts, such as air quality [41]. As such, amenities are interesting for many
multidisciplinary research questions. In economics, amenity data has for instance been utilised in
analysing urban migration patterns [42] and assessing property values [43,44]. For the most part,
this study was concerned with urban retail businesses—which can be described as consumption
amenities. In a recent paper, Kuang [45] showed that local consumption amenities contribute to
the attractiveness of a neighbourhood. We will address more literature on consumption amenities
in section 4.4, where we discuss potential exogenous drivers of new business openings. Transpor-
tation research has also shown increasing interest in amenity data. A recent paper by Hu et al.
[46] suggests that due to its high granularity and geographical reference, amenity data improves
accuracy in urban modelling. Indeed, physical amenities have been proven to be valuable in
explaining spatio-temporal patterns in urban carsharing usage [47] or the perception of transit
waiting times [48]. The availability and quality of urban amenity data has vastly increased over the
last few years, which can be attributed to the previously mentioned trend of public and private
data democratisation known as open data. However, present literature is lacking representation of
the relationship between urban amenities and the cycling environment. While the few papers rais-
ing this question are mostly concerned with the interconnection of physical structures and cycling
adoption, we did not come across an approach that uses amenity data as a measure of both, eco-
nomic activity and cycling attractiveness.
2.3. Open data for project appraisal and policy evaluation
Key characteristics of smart city initiatives include the quantity, quality and accessibility of their
data ecosystems. While such projects often address many different domains (e.g. economy, energy
and education), their main purpose is leveraging public and private actors, eventually sparking
urban innovation [49]. Schaffers et al. [50] regard open data as one of the main drivers of innova-
tion within urban collaboration frameworks. Nonetheless, the execution of open data strategies is
particularly important, as Janssen et al. [51] argued in a study laying out the potential and chal-
lenges. The authors make the point that the release of open data often goes along with unrealistic
expectations, sometimes caused by disregard of the user perspective. The availability and ease-of-
use was discussed in-depth by Arribas-Bel [52], naming open data among mobility data and
online service provider data as a key source for a deeper understanding of cities. As a conse-
quence, research, public policy and corporate decision making will be increasingly data driven.
Einav and Levin [53] lay down the potential use of data for public administration issues (e.g. taxa-
tion and healthcare management). Economic research—regularly consulted by policy makers—
will profit in two ways: On the one hand by obtaining larger, more detailed datasets for quantita-
tive analysis, on the other hand by enabling new methodologies, such as leveraging the analytical
frameworks developed in emerging fields like machine learning and data science.
3. Data
3.1. Data sources
As mentioned earlier, the complexity and noise of urban environments complicates the obser-
vation of peripheral factors, such as cycling. Yet, our approach is fundamentally driven by
novel, emerging data sources which allow us to address this complex problem. In specifying
the research question, we first identify the required domains from which we seek to extract
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data. We then aim to analyse the effect of (I) cycling usage on the (II) emergence (i.e. openings)
of local businesses, taking into account measures of (III) cycling infrastructure and controlling
for (IV) socio-economic and demographic factors.
i. While it is difficult to gather high quality data on the use of private bikes, many cities around
the world have installed increasingly popular bike sharing systems. The London scheme is
run by Transport for London (TfL), who publish detailed trip data as part of their open data
strategy. This allows us to measure the attractivity of cycling over time and make compari-
sons between intervals.
ii. Local business data comes as consumption amenity locations from OSM. Services like Geo-
fabrik offer OSM data backups at historical points-in-time for the Greater London area. We
can hence compute the difference in tagged objects to assess changes in amenity prevalence
over time. The local business data can be divided into several subcategories, including for
example clothing stores or fast-food restaurants.
iii. To validate the arguments regarding potential effects of cycling usage, we also include mea-
sures of the broader cycling ecosystem. This enables us to treat endogeneity during the sta-
tistical modelling process (see Section 4) and eventually draw causal inference. We look at
two specific measures of cycling infrastructure: bike-sharing stations and bike-parking
facilities. Both are physical amenities and can likewise be extracted from Geofabrik’s OSM
archive in a timely form. Beyond infrastructure, we assess spatio-temporal cycling accident
data as provided by TfL and bicycle shop amenity data, again available via OSM. These two
additional variables help us to draw a more pervasive picture of the urban cycling
landscape.
iv. Socio-economic data for London is available from the London Datastore as part of the cit-
ies open data strategy. More precisely, we collect over 300 different factors including infor-
mation on population density, employment status and ethnicity. The London Datastore
also provides the geographical reference upon which we join all collected data.
3.2. Data processing and standardisation
Since all our data comes from different sources and in different form, we need to process and
join it under a common reference framework before proceeding with any analysis (see Fig 1).
First, we need to identify a common frame of reference enabling us to combine data from dif-
ferent sources. Looking at the city of London, we opt for Lower Super Output Areas (LSOA) as
a common geographical level. These areas are polygons initially designed according to their
respective population share in order to improve statistical reporting for small areas [54]. We
chose the LSOA level as it comes with exhaustive census, socio-economic and demographic
data. The geographical polygons allow us to join further data by their spatial dimension. The
Greater London area consists out of 4835 LSOA’s.
OpenStreetMap is the largest open source mapping project on the Internet. It is a valuable
tool for constructing urban networks and quantifying city structures, such as cycling infra-
structure [55]. Accordingly, the use of OSM data for public policy and urban planning has
been highlighted in a recent study [56]. However, following a volunteered geographic informa-
tion (VGI) approach, OSM data is not always perfectly reliable [57–59]. Recent studies have
also addressed the issue of fairness and representation in OSM. Calling for data equitability
and a critical geography perspective, Glasze and Perkins [60] suggest that the community map
might reproduce social realities and inequalities. However, Tenney [61] finds that socio-eco-
nomic factors only marginally affect OSM data density and community participation in urban
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areas, whereas inequalities are mostly observed in rural areas. Essentially, there are three rea-
sons why we select OSM as data source for this research: (1) Even though not perfect, data
quality in OSM is still good [62]. In fact, OSM outperforms proprietary mapping services like
Google Maps or Bing Maps and errors have been shown to decrease over time and with grow-
ing communities [63,64]. Over et al. [65] comment that OSM has probably the most up-to-
date map data and that “[i]n urban areas, changes in the road network appear in the OSM data
set long before appearing in other map providers’ data”. This holds especially true for London,
where the OSM project was started in 2004 and a large community of volunteers constantly
works on mapping changes in the city. An active and geographically spread out community
has been shown to increase data quality [66,67]. Senaratne et al. [67] provide a comprehensive
overview on OSM data quality assessment studies. (2) Working with OSM data allows us to
make an assessment regarding its quality a further objective of this research project—see e.g.
our comments addressing the potential of open data and our in-depth discussion of existing
research above. (3) OSM is, to our knowledge, the largest geodata provider offering historical
extracts. Historical mapping data can be accessed via the OSM archive at Geofabrik. We
address our aim of observing urban amenity changes over time and testing whether the vicin-
ity of an amenity has been affected by a change in cycling activity. Accordingly, we include
extracts from the start of each of the years 2014, 2015, 2016 and 2017, to determine when
within the timeframe certain amenities emerged. Importantly, we assume that the date an
amenity was tagged on OSM approximates to the date when the amenity first appeared. Since
we are missing precise data on when a shop or bicycle parking facility was opened, we neces-
sarily rely upon volunteered OSM tagging dates to represent the actual opening date. Two
arguments justify this assumption: First, as mentioned above, London has a thriving commu-
nity of OSM volunteers being the first city to be mapped by the service, which has been shown
to increase data quality. Second, we are looking at yearly data which allows for a large time
buffer between tagging and actual opening (up to one full year). Overall, we believe that the
evidently good OSM environment in London, the active community and the yearly aggrega-
tion provide us with a sufficiently robust data source for our study.
We filter the OSM data using a key system (see OpenStreetMap [68]) to extract required
amenities. For example, shops can be accessed via key:shop and are further classified into sub-
categories such as optician, dry_cleaning or supermarket (e.g. using the tag shop = ‘supermar-
ket’). We treat bicycle shops (shop = ‘bicycle’) separately, as they will serve as instruments for
endogeneity treatment (see section 4). Other physical amenities can be accessed via the key:
amenity. These are TfL cycle hire stations (amenity = ‘bicycle_rental’ and network =
Fig 1. Data sources and dimensions.
https://doi.org/10.1371/journal.pone.0209090.g001
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‘tfl_cycle_hire’), bicycle parking facilities (amenity = ‘bicycle_parking’) and lastly sustenance
amenities (amenity = ‘restaurant’, amenity = ‘bar’, amenity = ‘fast_food’, amenity = ‘pub’ and
amenity = ‘cafe’) which we also consider as local businesses. The tagging systems enables us to
investigate the effect of cycling on specific business subgroups or on an aggregate level. All
shops and amenities come as geo-point data which we can easily associate with an according
LSOA. We count amenity occurrences per category per LSOA. The developments of amenity
counts are displayed in Table 1. The amenity data already highlights changes in amenity counts
that we can examine concerning a potential mutual interaction. The number of shops, for
instance, doubles over the observed period. This is due to the general delay in tagging through-
out the expansion of OSM. As such, any delay bias is equally implicit for each area and hence
does not impact our modelling approach (refer back to our discussion of data inequalities and
community participation in OSM above).
To validate bicycle adoption, we access bike-sharing and bike accident data via TfL’s Open
Data portal. Data on shared bicycle usage can be found for our observational period from 2013
to 2016. The data contains every recorded bike rental including start and end station of each
trip. We can now aggregate usage per station per year and join this on LSOA level. TfL also
provides the London records of traffic accidents as collected by the Department for Transport
(DfT). This data comes with timestamp of occurrence and geographical location for each acci-
dent. We filter the data for incidents involving bicycles from 2013 to 2016, count accidents per
year and aggregate bicycle accident counts on LSOA level. This concludes the data gathering
and preparation process. Next, we outline the methodological framework.
4. Methodology
4.1. Data exploration and cleaning
At the core of our analysis lies the comparison of areas that experienced an increase in cycling
activity with areas that remain unchanged. We find that 262 LSO areas out of a total of 4,835
exhibited an increase in cycle hire trip starts between the years 2013 to 2016; 260 areas had
more cycle hire trip ends. Overall, cycle hire trip start and end counts are extremely similar—
which is expected as each trip end station is likewise the start station of the next trip with the
same bike. We hence limit our analysis to the investigation of trip end counts. Furthermore,
we also look at changes in the cycling ecosystem as illustrated in Fig 2.
Apart from bicycle parking, we observe a strong concentration of cycling activity and infra-
structure in central London, where the TfL cycle hire scheme operates. Bike shops also seem to
emerge mostly in central London. From this observable centrality, questions regarding spatial
dependencies in our data arise. Spatial autocorrelation, i.e. the correlation of geographically
Table 1. OSM amenity data: overview.
Year
Amenity count 2013 2014 2015 2016
TfL cycle hire station 430 445 466 482
Bicycle parking facility 3,448 3,786 4,257 4,909
Bicycle store 139 154 174 197
All shops (excl. bicyc. stores) 6,862 8,275 10,318 12,077
Further extracted amenity subcategories: eating & drinking amenities, financial amenities, healthcare amenities,
tourism amenities, food & drink shops, general shops, clothing & fashion shops, beauty shops, construction & furniture
shops, electronics shops, sport & activity shops, book & gift shops
https://doi.org/10.1371/journal.pone.0209090.t001
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neighbouring datapoints, could be a potential threat to our model quality, as it violates the
assumption of independent model error terms. We apply global and local Moran’s I [69] test-
ing procedures and find significant spatial autocorrelation in the dependent variable (differ-
ence in shops and consumption amenities). We can also observe that the autocorrelation
corresponds to the centrality of our data. Spatial autocorrelation of the dependent variable in a
model is not a problem per se, nevertheless it motivates us to investigate further and to test our
final models for residual spatial autocorrelation (RSA). We comment on our findings and the
resulting limitations more thoroughly in the discussion section.
The count data exposes a strong inflation of zero counts, which we address during our anal-
ysis. We now examine whether growth areas (areas with increased cycling activity) experience
a significantly larger number of new local business openings. We have collected several differ-
ent categories of local business amenities and show the growth in amenities tagged as shops
(shop = �) in Fig 3. Interestingly, none of the observed areas exhibits a decrease in the number
of shop counts. The number of unchanged regions is 3859 out of 4835. This can be explained
by new shops often replacing old ones, limited dynamics in residential neighbourhoods and
the previously mentioned characteristics of OSM.
We also find substantial outliers in shop count and bicycle parking facility differences
which might harm our subsequent modelling efforts. We thus decide to treat outlier effects in
both categories by fixing high counts at the 99% quantile. We then compute indicator dum-
mies, which describe whether an area has experienced an increase in TfL cycle hire trips for an
initial comparison:
f ðxfDCyc:tripgÞ ¼
1; if x > 0
0; if x � 0
Eq 1
(
The indicator dummies allow us to split our data into growth and non-growth samples.
However, we cannot simply test for a difference in means between the two samples, as most
standard procedures assume normally distributed data. We hence test the difference in shop
counts between treated and un-treated samples for the null hypothesis H0 that the samples are
normally distributed, using the Shapiro-Wilk test [70]. The results of the test are displayed in
Table 2 and clearly suggest that neither sample follows a normal distribution.
As a result, we turn to a distribution that is common for count data—especially if it comes
with a heavy zero inflation: that is the negative binomial (NB) distribution. The NB distribu-
tion is a discrete probability distribution with probability mass function
Pr;p xð Þ ¼
xþ r   1
r
� �
prð1   pÞx Eq 2
and distribution function
DðxÞ ¼ Iðp; r; xþ 1Þ Eq 3
Where I(z;a,b) represents a regularised beta function. Given a sample fxig
n
i¼1, the NB distri-
bution describes the number of successes, occurring with probability p ¼ rP
i
xi=nr
in sequential
Bernoulli trials before a predefined number of failures r is reached. Mean and variance for NB
distributions are given as m ¼
rp
1  p and Var xð Þ ¼
rp
ð1  pÞ2
respectively.
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4.2. Sample comparison and temporal precedence
NB distributed data unfortunately rules out many of the standard tests, e.g. the Welch t-test for
equal sample means. However, a graphical comparison of the shop counts between treated and
control areas indicates that the count density functions are rather different from each other
(see Fig 4A). Note that the high density at the right tail (maximum value) comes from fixing
outliers at the 0.99% quantile, as discussed above. We observe that shop count differences > 0
are considerably more frequent across the indicator group—keep in mind that LSOAs are
established to represent equal population size. The indicator sample is heavily biased towards
Fig 2. Determination of cycling activity and infrastructure changes (2013–2016) excluding intensities.
https://doi.org/10.1371/journal.pone.0209090.g002
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the less residential Central London which likely accounts for a considerable portion of the den-
sity differences between both samples. Nonetheless, this is the first clear indication of a positive
association between an increase in cycling trips and the difference in shop counts across the
observed areas. To obtain further validation, we now apply a bootstrap testing framework.
We again split our data into treatment and control samples. We apply ordinary random
sampling with replacement from each sample population, where the size of the bootstrapped
sample NBS is equal to the size of the sample population NS with k = 1000 repetitions. For each
of the bootstrapped samples, we fit a negative binomial distribution according to its mean (μ)
and number of successes (size) parameters. The results of the bootstrapping test are displayed
in Fig 4B. Across all 1000 repetitions, the bootstrapped samples of treated and control data are
characterised by unambiguously different NB distribution parameters. Thus, we conclude that
the samples do not stem from the same distribution.
Lastly, temporal dependences might also provide a further hint at an underlying causal pro-
cess and have been proven to be useful in previous bikesharing research [71]. We run several
tests with lagged regression models (note that the regression procedure for negative binomial
data is outlined in the following sections), where we predict change in shop counts Δt,t−1Shops
Fig 3. Overview of new shop counts (2013–2016) after outlier treatment.
https://doi.org/10.1371/journal.pone.0209090.g003
Table 2. Shapiro-Wilk normality test for differences in shop counts by LSOA.
Sample W (test statistic) p-value
Cycling activity Increase 0.646 < 0.001 ���
No Increase 0.291 < 0.001 ���
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05.
Note: Increased cycling activity is measured using TfL cycle hire trip end counts
https://doi.org/10.1371/journal.pone.0209090.t002
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with temporally lagged changes in bicycle trip end points Δt−1,t−2Cyc.trip end (see Fig 5). This
helps us to examine whether a change in cycling trips precedes a change in shop counts. Across
models with different lags, we find a consistent, significant and positive effect of changes in
cycling trips on future changes in shop counts. This effect is confirmed for sustenance
amenities.
4.3. Treating reverse causality
While the established association between the difference in shop counts and cycling activity
might serve as incidence of causality, it is not conclusive evidence of a causal relationship
between both factors. Recalling our initial research question, we want to investigate the func-
tional relationship between the development in business amenity counts y and development in
cycling trip counts x. This builds on the hypothesis that increased cycling activity incentivises
local shopping by improving accessibility to the local retail ecosystem, thus motivating new
business openings. In a linear model, this can be denoted as
yi ¼ b0 þ b1xi þ �i Eq 4
where � describes the error term within the model, capturing all variation in the outcome vari-
able y that cannot be explained with the exogenous variable x. However, the key problem here
is the reverse causality between x and y. In other words, that an increase in cycling causes
growth in newly emerging local businesses and reverse—an intuitive argument as more cyclists
imply more potential customers, while more shops attract more cycling trips. This denotes x as
an endogenous variable, i.e. implies that x is correlated with the error term � which is a crucial
violation of the linear model assumptions as it renders the OLS estimator inconsistent. We will
provide evidence for the existence of endogeneity in the results section.
The challenge arising from this issue is to isolate the unilateral causal effect of the predictor
x on the outcome y. We account for this endogeneity problem by using an instrumental vari-
able (IV) approach (see e.g. [72]). Within our framework, we introduce an IV z that is
Fig 4. Density and bootstrapped sample comparison by cycling trips treatment. Note: bootstrapped samples are compared by mean μ and number of successes ‘size’.
https://doi.org/10.1371/journal.pone.0209090.g004
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correlated with the endogenous predictor x but is uncorrelated with the model error term �.
This is also referred to as the exclusion restriction. Unfortunately, there is no way to test for
correlation between instrument and true error term—as it is unknown. Overcoming the endo-
geneity problem hence necessitates identifying instrumental variables z that are supported by
strong theoretical arguments. In our particular case, we need to find some approximation mea-
sure that shows a strong correlation with new increasing cycling activity. Looking at the
broader urban cycling ecosystem and our available data, we identify four promising instru-
ments, i.e. we suspect correlation with the endogenous variable and independence from the
model error term: (I) TfL cycle hire stations, (II) bicycle parking facilities, (III) bicycle accident
data and (IV) bicycle shops.
Instruments I and II: Cycling infrastructure data comes in the form of a four-year difference
in amenity counts at LSOA level. The argument for correlation with the endogenous variable
is relatively straightforward. We assume that an increase in cycling infrastructure goes along
with a growing attractivity of cycling, driving up cycling activity. This relationship has been
Fig 5. Scatterplot of a univariate linear regression with Δ{2014−2016}Shops as dependent variable and Δ{2013−2015}Cyc.trip
ends as independent variable.
https://doi.org/10.1371/journal.pone.0209090.g005
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proven in many scientific studies (e.g. [73]). The reasoning is of course especially strong for
new TfL cycle hire interventions, but also relates to bicycle parking infrastructure. A problem
here however, is the question of whether cycling infrastructure and local business emergence
share a direct causal link. We argue, that the true effect is indirect and manifests itself through
cycling activity. Intuitively, infrastructure can only affect local business environments if it is
actually used—as shown by activity. Moreover, the Mayor’s vision for cycling in London [8]
outlines an infrastructure expansion strategy: Included areas are (1) along the tube and TfL
rail network, (2) in residential areas to promote commuting by bike and (3) in areas with pre-
existing bicycle infrastructure, mostly along the cycle superhighways and quiteways. This
explicitly tells us that TfL does not look at ongoing or anticipated local business growth when
planning new cycling infrastructure. In fact, TfL’s primary interest is not short-term profit
maximisation, but rather aligns with the Mayors long-term vision for London’s urban develop-
ment. Beyond that, the provision of cycle hire stations is often driven by the local political
agenda and partially depends on a Borough’s willingness to pay [74]. Lastly, cycle hire stations
are currently required to be located within 300-meter intervals, which has recently been shown
to be inefficient if the goal were to maximise utilisation [75], showing again that cycle hire sta-
tion supply does not necessarily lead to cycling demand. This also implies consistent supply
over the operational area of the TfL cycle hire scheme in central London, further weakening
the case for an implicit supply-demand consequence. From this, we conclude that there is no
theoretical argument for a direct causal relationship between cycling infrastructure emergence
and local business emergence, but rather that this effect—if there is any—is channelled via
cycling activity. More generally, using infrastructure measure IVs is common practice in eco-
nomics as they pose exogenous shocks to the system of interest (see e.g. [76,77]).
Instrument III: Bicycle accident data comes at LSOA level as counts of road accidents
involving bicycles. The argument here is more abstract: new bicycle infrastructure and
increased cycling usage initiate a “virtuous cycle” [78] of cycling availability, pro-cycling poli-
cies larger mode shares which in turn increase cycling safety and eventually reduce accidents
involving cyclists. Here, the assumption of uncorrelated error terms is more intuitive. We also
find no literature addressing causality between changes in cycling accidents and local
businesses.
Instrument IV: The last instrument we suggest is count data for bicycle shops, which is also
obtained with the amenity data obtained from OSM. Accordingly, we exclude bicycle shops
from the overall shop count, our dependent variable. We argue that an increase in cycling
infrastructure promotes the growth of private businesses related to cycling. To the best of our
knowledge, there is no current literature confirming this hypothesis, however we believe that
this idea is quite straightforward. Also, the exclusion restriction seems plausible. While bike
shop growth might be correlated to general business growth in some places, it is truly driven
by demand, i.e. cyclists as potential customers. Ideal locations for bike shops are hence easily
accessible by bike, e.g. in more residential areas or close to popular cycling routes. In contrast,
other shops like supermarkets or clothing stores will chose locations in malls or along busy
roads where high footfall is expected, but which are not necessarily comfortably reached by
bike.
To validate IV choice, we apply Pearson correlation tests, which can be shown to work for
non-normally distributed observations, given a sufficient samples size (see Table 3).
We report correlation coefficient, t-statistic and the respective p-values for correlation tests
between the treatment measure and each of the potential IV’s. We can see that all potential
instruments are significantly correlated with the difference in cycle hire trip counts and thus
pass the preliminary assessment.
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4.4. Selection of exogenous control variables
We now seek to address possible bias introduced due to omitted variables. Previous literature
addressing urban local business environments is widely available and justifies the use of mea-
sures that have proven to be related to an increase in consumption amenities. The most direct
effect driving shop openings can be attributed to economic stimulus measures. For example, a
recent study by Zheng et al. [79] name the emergence of local shops as a spillover effect of new
industry park openings in China. Jardim [80] argues that the emergence of local retail and
small businesses is a self-perpetuating process which can be exploited by policy interventions.
Especially in cities, most public spending is concentrated on infrastructure with a large portion
being allocated to the transportation sector. This requires the integration of some measure of
wider public transport accessibility to control for the effect of large transport infrastructure
projects on new shop openings. For London, this data is available in the form of the Public
Transport Access Level (PTAL), as determined by TfL [81].
Beyond the public spending perspective, the characteristics of a neighbourhood reveal
more connections with its respective local business environment, as new shop openings are
intrinsically driven by projected profitability. Previous research has shown that vicinity income
levels determine the distribution and emergence of consumption amenities: Wealthy neigh-
bourhoods are more densely filled with supermarkets or convenience stores, while poor neigh-
bourhoods exhibit more amenities related to alcohol consumption [82]. Furthermore,
research has addressed the problem of ‘urban food deserts’, describing poor neighbourhoods
with little access to quality food sources [83]. This suggests that education, labour or health sta-
tistics might be useful factors to investigate. Looking at socio-economic factors also seems rele-
vant in the context of gentrification, i.e. the transformation of urban neighbourhoods due to
changes in population characteristics and inflow of new, privileged citizens [84]. Gentrification
sparks large scale restructuring of the built environment, along with rising housing prices
which eventually drive away the previous, often structurally poorer and less educated residents.
Griffith and Harmgart [85] note that densely populated areas produce more and smaller stores
aimed at pedestrian retail shopping.
The available statistics provide sufficient characteristics to incorporate potential drivers of
local business openings, thus preventing omission bias. We can access various social, economic
and demographic measures as well as the above mentioned PTALs at LSOA level and select 12
exogenous variables, derived from literature, to be represented in the further modelling pro-
cess. These measures are listed in Table 4, alongside their respective descriptive statistics.
Note that since we rely on census data, the different statistics have been surveyed in varying
years, ranging from 2011 to 2014. We include population counts, density measures and
Table 3. Pearson correlation tests between endogenous variable and potential IVs.
Treatment
Potent. IV Difference in cycle hire trip ends
Cor. coeff. t-statistic p-value
Δ Cyc. hire stat. (TfL) 0.131 9.159 <0.001���
Δ Cyc. parking facil. 0.167 11.785 <0.001���
Δ Cyc. acc. 0.079 5.524 <0.001���
Δ Cyc. shops 0.128 8.942 <0.001���
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05.
Note: The Pearson tests are conducted with treatment dummies. The results with treatment intensities are not
displayed as they don’t change the outcome significantly
https://doi.org/10.1371/journal.pone.0209090.t003
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polygon size to reflect the basic structure of each LSOA. We add income, property prices and
unemployment rate to represent the economic dimension. The number of children, education
levels and health statistics reflect the socio-demographic dimension. Furthermore, we use pub-
lic transport accessibility, car availability and road accident indicators for the local transporta-
tion environment. Lastly, public transport accessibility alongside LSOA size serves as
approximation for the inner-city proximity of a neighbourhood, hence representing LSOA
centrality in the model. Note here that, while we have also tested our models on inner-city
LSOAs only (to where most of the cycle hire activity is confined), we have decided to include
the full Greater London area, as our results were very similar and selection criteria for inner
London are always to some degree arbitrary.
4.5. Model 1: 2-stage least squares (2SLS) regression
At this point, we have discussed all integral elements required for robust modelling, i.e. our
outcome variable, the exogenous predictors and endogeneity treatment in the form of instru-
mental variables. The first modelling approach we test is a simple 2SLS regression. This
method consists of two linear regression models and estimates a consistent IV estimator for
the regression coefficient of our endogenous variable. Formally, we define the dependent vari-
able y, a matrix of exogenous independent variables xEX, the endogenous independent variable
xEND and lastly a matrix of instruments z. In the first stage of the 2SLS process, we estimate a
linear model with the endogenous variable as a dependent variable and the IVs as independent
variables
x^ENDi ¼ d0 þ d1zi þ Z Eq 5
where the estimated coefficient d^1 ¼
P
i
zixiP
i
z2i
and η denotes the model error term.
The second stage uses the estimate x^END as independent variables in a linear model where
our initial outcome y serves as independent variable:
y^i ¼ b0 þ b1x^
END
i þ � Eq 6
The IV estimator is consistent and adjusted for endogeneity effects. Note that the 2SLS
approach can be expanded to include further exogenous independent variables xEX as control
measures. The apparent problem with this modelling approach is the linear model assumption
of a normally distributed error term �. As discussed, we are operating in a non-normal envi-
ronment. In fact, we have provided evidence that the outcome variable y follows a negative
binomial distribution. The implications and limitations arising from this will be examined
more thoroughly later in the paper. Beyond being non-normal, � could also be non-indepen-
dent, as our data exploration hints at the presence of spatial autocorrelation. However, since
we have observed a strong correspondence of local spatial autocorrelation in the dependent
variable with the centrality of London, we have some information on the underlying spatial
process, helping us to mitigate some of the adverse effects. Evidently, the zero counts in our
data also correspond to centrality, with almost no zero counts observed in central London.
This implies that by accounting for the negative binomial nature of our count data, issues aris-
ing from spatial autocorrelation might be mitigated also. We explore this further in our
discussion.
4.6. Model 2: 2-stage negative binomial (2SNB) regression
The second approach we test is an adaption of the 2-stage methodology for count data, where
we deal with issues of non-normality and possible zero-inflation. We hereby follow the process
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outlined by [86]. Essentially, we repeat the first stage estimation introduced with the ordinary
2SLS. However, we replace the second stage linear model with a generalized linear model
(GLM) that fits the observed negative binomial distribution.
If we recall section 4.1, we have defined the mean of a NB process as
m ¼
rp
1   p
Eq 7
With p ¼ m
mþx, so that we can formulate the probability mass function
f x; r; pð Þ � PrðX ¼ xÞ ¼
Gðr þ xÞ
k!GðrÞ
m
r þ m
� �x r
r þ m
� �r
Eq 8
Note that this formula is an analogous formulation to Eq 2, including the Γ parameter con-
stituting the Poisson component of the NB distribution. We can expand Eq 8 to include a dis-
persion parameter a ¼ 1r so that we can write the distribution as
PrðX ¼ xÞ ¼
Gða  1 þ xÞ
k!Gða  1Þ
m
a  1 þ m
� �x
a  1
a  1 þ m
� �a  1
Eq 9
It can be shown that the NB distribution can be derived from a Poisson process, hence
being also known as Poisson-gamma mixture. Accordingly, the traditional NB regression
model can be written as
lnðmÞ ¼ b0 þ b1x Eq 10
Where μ represents the mean of the outcome variable y while x represents the independent
variables. As part of the independent variables, we include the fitted values from the first stage
regression. The NB model parameters β and α can now be estimated via maximum likelihood
Table 4. Descriptive statistics for selected exogenous predictor variables.
Variable mean sd median se
Pop. est. (2013) 1,740.75 304.55 1690 4.38
Pop. dens. (2013) 98.69 63.61 86 0.91
House price med. (2014) 444,375.09 32,3703 35,7800 4,655.31
PTAL avg. (2014) 3.74 1.6 3.3 0.02
Total No. children (2013) 364.84 149.27 350 2.15
Total No. road casualt. (2014) 6.36 8.98 4 0.13
% Pop. no qual. (2011) 17.84 7.33 17.6 0.11
% Pop. bad health (2011) 4.95 1.86 4.7 0.03
% HH no car (2011) 40.03 18.52 38.7 0.27
% Pop. unempl. (2011) 7.43 3.41 6.8 0.05
Med. income (2011) 35,756.46 11,459.9 32,609 164.81
Size (ha) 32.52 62.87 20.4 0.9
Note: Monetary measures are given as GBP (£); population is given as total numbers
n = 4835 observations
https://doi.org/10.1371/journal.pone.0209090.t004
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(ML) estimation, where the likelihood function is given as:
L a; bð Þ ¼
Qn
i¼1pðyiÞ ¼
Qn
i¼1
Gða  1 þ yiÞ
Gða  1ÞGðyi þ 1Þ
aexib
aexib þ m
� �yi 1
1þ aexib
� �a  1
Eq 11
The 2SNB approach is certainly more powerful when it comes to count data, however it
also comes with restrictions and limitations in the applicable parametric tests. While we
account for zero-inflated count data, any remaining RSA might still harm the explanatory
power of the model. We thus explore this problem further, outlined in the discussion section.
Our findings show that the effects of spatial autocorrelation are indeed substantially reduced
by the NB approach, in some of the final models the effect becomes completely insignificant.
Given these findings along with the methodological intricacies of the IV setting and the limited
scope of this study, we conclude to not opt for an explicitly spatial model. In introducing the
two regression models, we conclude the methodology section of this paper and proceed to
reporting and discussing our empirical findings.
5. Results and discussion
5.1. Calibration of instrumental variables
We present our results in the same sequence as they were introduced previously, starting with
Model 1, an ordinary 2SLS regression. We use the statistical programming language R (Version
3.4.1) for all data preparation and the statistical analysis. As outlined in section 4, we utilise a set of
four potential instrumental variables, which all meet the basic requirement of a significant correla-
tion with the endogenous predictor variable. However, this is not sufficient evidence of their fit as
IVs. To identify the optimal IV configuration, we run three diagnostic tests within the 2SLS
model. The first test is a simple F-test (also Wald test) to investigate instrument relevance. Our
second test is the Wu-Hausman test, examining whether endogeneity is in fact an issue with our
predictors (see [87]). The last test we run is the Sargan test assessing instrument validity for con-
figurations applying more than one IV (see [88]). It can thus be used to analyse model overidenti-
fication. The results of our IV testing procedures are provided in Table 5.
We see that for singular IV use, only difference in cycle hire stations and difference in bicy-
cle shops pass both the Wald test and the Wu-Hausman test. After further calibration, we pro-
vide our optimal IV set in Model 6, a combination of the difference in bicycle shops and the
sum of cycle hire station and bicycle parking facility differences. We denote this combined
instrument as the difference in cycling infrastructure (ΔCyc.infr. = ΔCyc.hire.stat.+ΔCyc.park.
fac.). As we see, Model 6 passes all three tests including the Sargan test for multiple instru-
ments. Note that the models are run including all exogenous predictors selected earlier, even
though their estimates are not reported. We now apply the 2SLS method using the selected IV
configuration to treat for endogeneity. Table 6 reports the results of the first stage.
We see that both instruments significantly affect the endogenous variable Δ Cyc. trip ends.
We also see that denser, smaller and economically prosperous areas exhibit more cycling trips.
We now use the fitted values from the first stage for the estimation of the second stage model.
In order to show the difference as compared to a model ignoring the endogeneity issue, we
report the regression results of the 2SLS approach alongside a naïve OLS approach. Here, we
also report a set of three dependent variables for the first time. As discussed in section 3.2, the
OSM data we use to quantify local business amenities comes with various subcategories. Thus
far, we have discussed all objects tagged as shop. However, to contextualise our research, we
will also report results for a dependent variable denoting change in sustenance amenities (Δ
Susten. amen.) and a combination of both categories (Δ Shops + Δ Susten. amen.).
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5.2. Empirical findings
The results of the first approach (2SLS) are presented in Table 7.
The first thing we note is that the endogenous variable is consistently positive and signifi-
cant, for both ordinary OLS and the 2SLS approach. The 2SLS estimates for Δ Cyc. trip. ends
are 0.003 (Dep. var. = Δ Shops) and 0.0004 (Dep. var. = Δ Susten. amen.) and suggest that it
takes about 333 more cycling trips within a LSOA for a new shop to emerge and about 2500
Table 5. Instrument configuration testing for the endogenous variable ΔCyc.trip ends.
Dependent variable:
Δ Shops
(1) OLS (2) 2SLS (3) 2SLS (4) 2SLS (5) 2SLS (6) 2SLS
Endog. variable <0.000 ���
(0.00001)
0.002 ���
(0.0005)
0.011
(0.006)
0.004 ���
(0.001)
<-0.000
(0.0002)
0.003 ���
(0.0004)
Instruments - ΔCyc. hire stat. ΔCyc. park. fac. ΔCyc. shops ΔCyc. acc. ΔCyc. shops, (ΔCyc. hire stat+ΔCyc. park. fac.)
Wald test - 13.93 ��� 3.589 14.47 ��� 21.297 ��� 28.986 ���
Wu-Hausman test - 31.69 ��� 397.038 ��� 195.81 ��� 0.643 414.654 ���
Sargan test - - - - - 2.759
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05.
Note: Selected exogenous variables (Table 4) are used in the models but not reported.
https://doi.org/10.1371/journal.pone.0209090.t005
Table 6. Regression results for the first stage of the 2SLS process using optimal IVs.
Dependent variable:
Δ Cyc. trip ends
Independent variable:
Δ Cyc. shops 711.080�� (322.879)
Δ Cyc. infr. 197.237��� (29.947)
Pop. est. (2013) -0.714��� (0.169)
Pop. dens. (2013) 4.781��� (0.842)
House price med. (2014) 0.002��� (0.0002)
PTAL avg. (2014) -295.099��� (39.3)
Total No. children (2013) -0.29 (0.52)
Total No. road casualt. (2014) 138.444��� (4.953)
% Pop. no qual. (2011) 15.582 (10.648)
% Pop. bad health (2011) -37.556 (35.524)
% HH no car (2011) 8.082� (4.49)
% Pop. unempl. (2011) -38.832� (22.088)
Med. income (2011) -0.005 (0.007)
Size (ha) -2.861��� (0.63)
Constant 677.97 (468.263)
Observations 4,835
R2 0.247
Adjusted R2 0.245
Residual Std. Error 2,480.716 (df = 4820)
F Statistic 112.778��� (df = 14; 4820)
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05.
https://doi.org/10.1371/journal.pone.0209090.t006
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more cycling trips for a new sustenance amenity to emerge (within our observed timeframe).
For the Models 1 and 2, we see that the significant effects of total population and population
density barely change between OLS and 2SLS. When switching from OLS to 2SLS, the effect of
public transport accessibility is heavily boosted, while the estimate of total road casualty
changes from positive to negative. Population health, number of children and number of
households without a car lose their significance when moving to 2SLS while LSOA size sur-
passes the significance threshold. Moving to the next dependent variable, Models 3 and 4
behave similarly with the difference of median income being highly (positively) significant for
both, the OLS and 2SLS model. The combined Models 5 and 6 are again very close to Models 1
and 2. When looking at the 2SLS models only, we see that across the board cycling trip ends
and public transport accessibility have a positive effect on the respective dependent variable.
This confirms our hypothesis that the transportation ecosystem—cycling specifically and also
in the broader sense—positively affects the economic environment and hence promotes new
local business openings. Furthermore, we see that population density, median house price and
total road casualties negatively affect all dependent variables. All models come with diagnostic
statistics in the form of the coefficient of determination R2 (we only report the adjusted R2
value which accounts for degrees of freedom in the model) and the residual standard error.
2SLS regressions allow R2 computations, however they have no statistical meaning and are
hence not reported. Although the 2SLS approach delivers interesting results, the explanatory
power of the first model is limited. Since this ordinary IV method is applied using OLS estima-
tors, we violate the critical assumption of normally distributed error terms as our data stems
from a negative binomial process. The model residuals behave accordingly, which is confirmed
by Shapiro-Wilk normality tests and furthermore discussed in section 4.
We now turn to the alternative approach, which replaces the second stage of the 2SLS with
a negative binomial regression. We refer to this adapted approach as 2SNB. Again, our results
are reported for the three different response variables, as displayed in Table 8.
Once more, cycling trips are highly significant while the estimates show a strong resem-
blance with the results obtained from the 2SLS models, although the output of the NB regres-
sions is interpreted differently. The estimated coefficients describe the change in the difference
in the logs of mean counts for the dependent variable, given a one-unit change in the respec-
tive independent variable. We estimate 2SNB coefficients of 0.001 (for dep. var. = Δ Shops)
and 0.0003 (for dep. var. = Δ Susten. amen.) for the change in cycle trip ends. As for the other
exogenous predictors, the NB approach appears rather consistent across the three dependent
variables. Total population, public transport accessibility and the number of households with
no cars all have a positive effect on the dependent variable for the Models 1, 2 and 3. Popula-
tion density, median house price and total road casualties exhibit negative effects across the
board. Differences arise in population percentage without qualification, which has a negative
effect in Models 1 and 3, but not in Model 2. Similarly, LSOA size has a positive effect in Mod-
els 1 and 3, but not in 2. Lastly, median income has a significant positive impact in Models 2
and 3, however, it is insignificant in Model 1. These results correspond with the 2SLS
approach, yet less precisely with naïve OLS. The strongest discrepancy between 2SLS and
2SNB is observed in the predictor denoting the percentage of households without a car. While
this estimate is inconsistently significant and mostly negative in the 2SLS models, it exhibits a
consistently positive and significant effect in all 2SNB models. Overall, our models seem to be
able to estimate sustenance amenity emergence substantially better than general shops, as R2
and Akaike Information Criterion (AIC) values indicate.
We report three diagnostics for each of the 2SNB models: Log likelihood, AIC and θ value.
The log likelihood refers to our model estimation via maximum likelihood. The AIC, first
introduced by Akaike [89], abstractly describes the information loss of a given model when
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compared to the original process. As a rule of thumb, the best model is always the model with
an AIC closer to zero, as this indicates less information loss. The last testing procedure we
undergo to confirm goodness-of-fit is a test for overdispersion. This helps us to assess, whether
the NB model is in fact the right choice, as opposed to a regular Poisson model. The idea for
the test was introduced by Dean [90] and has since been applied in different forms and is dis-
cussed enthusiastically within the scientific community (e.g. [91]). We test for the null hypoth-
esis H0:θ = 0, i.e. that we are actually dealing with a Poisson model, and display our results in
Table 7. 2SLS regression results with optimal IVs.
Dependent variable:
Δ Shops Δ Susten. amen. Δ Shops +
Δ Susten. amen.
Independent variable: (1) OLS (2) 2SLS (3) OLS (4) 2SLS (5) OLS (6) 2SLS
Δ Cyc. trip ends 0.0001��� 0.003��� 0.0001��� 0.0004��� 0.0002��� 0.003���
(0.00002) (0.0004) (0.00000) (0.00005) (0.00002) (0.0004)
Pop. est. (2013) 0.001��� 0.003��� -0.0001��� 0.0001 0.001��� 0.003���
(0.0002) (0.001) (0.00002) (0.0001) (0.0002) (0.001)
Pop. dens. (2013) -0.004��� -0.016��� 0.0004��� -0.001��� -0.004��� -0.017���
(0.001) (0.003) (0.0001) (0.0004) (0.001) (0.003)
House price med. (2014) 0.00000�� -0.0000��� -0.00000��� -0.0000��� 0.00000 -0.0000���
(0.00000) (0.00000) (0.00000) (0.00000) (0.00000) (0.00000)
PTAL avg. (2014) 0.255��� 1.014��� -0.015��� 0.075��� 0.240��� 1.089���
(0.042) (0.157) (0.006) (0.019) (0.043) (0.174)
Total No. children (2013) -0.002��� -0.001 0.0001� 0.0002 -0.002��� -0.001
(0.001) (0.002) (0.0001) (0.0002) (0.001) (0.002)
Total No. road casualt. (2014) 0.068��� -0.335��� 0.022��� -0.026��� 0.090��� -0.361���
(0.005) (0.059) (0.001) (0.007) (0.006) (0.065)
% Pop. no qual. (2011) 0.028�� -0.014 0.0001 -0.005 0.028�� -0.019
(0.011) (0.032) (0.002) (0.004) (0.011) (0.035)
% Pop. bad health (2011) -0.136��� -0.041 -0.006 0.006 -0.142��� -0.036
(0.038) (0.104) (0.005) (0.013) (0.038) (0.115)
% HH no car (2011) 0.029��� -0.001 0.001 -0.003� 0.029��� -0.004
(0.005) (0.014) (0.001) (0.002) (0.005) (0.015)
% Pop. unempl. (2011) -0.045� 0.075 -0.004 0.010 -0.049�� 0.085
(0.023) (0.066) (0.003) (0.008) (0.024) (0.074)
Med. income (2011) 0.00000 0.00001 0.00000��� 0.00001�� 0.00001 0.00002
(0.00001) (0.00002) (0.00000) (0.00000) (0.00001) (0.00002)
Size (ha) 0.001 0.009��� -0.0003��� 0.001�� 0.0004 0.009���
(0.001) (0.002) (0.0001) (0.0003) (0.001) (0.002)
Constant -2.269��� -3.435�� 0.090 -0.048 -2.179��� -3.483��
(0.493) (1.369) (0.067) (0.166) (0.503) (1.515)
Adjusted R2 0.209 - 0.425 - 0.259 -
Residual Std. Error (df = 4821) 2.621 7.218 0.355 0.875 2.673 7.986
F Statistic (df = 13; 4821) 99.108��� - 275.448��� - 130.778��� -
Wald test - 28.986��� - 28.986��� - 28.986���
Wu-Hausman test - 414.654��� - 313.334��� - 507.94���
Sargan test - 2.759 - 0.068 - 2.17
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05.
https://doi.org/10.1371/journal.pone.0209090.t007
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Table 9. In all three models, we clearly reject the null hypothesis of a true Poisson model, thus
validating the NB model choice. The exact θ estimates with standard errors are reported with
the 2SNB regression results in Table 8.
Lastly, we investigate potential RSA in our models. We apply global and local Moran’s I
tests to the residuals from our 2SLS and 2SNB models. Our findings show that global RSA is
present in all 2SLS models. For the 2SNB models, only the y = Δ Shops and y = (Δ Shops + Δ
Susten. amen.) models exhibit significant global RSA. We further assess local RSA for both of
these models by computing correlograms. This allows us to examine how the distance between
a pair of observations affects their correlation. As expected—and shown in Fig 6—we find that
the 2SNB model substantially mitigates RSA, making the effect negligible after a lag of one
Table 8. 2SNB regression results with optimal IVs.
Dependent variable:
Δ Shops Δ Susten. amen. Δ Shops+
Δ Susten. amen.
Independent variable: (1) 2SNB (2) 2SNB (3) 2SNB
Δ Cyc. trip ends 0.001��� 0.0003��� 0.001���
(0.0001) (0.0001) (0.0001)
Pop. est. (2013) 0.002��� 0.001� 0.002���
(0.0002) (0.0003) (0.0002)
Pop. dens. (2013) -0.009��� -0.013��� -0.009���
(0.001) (0.002) (0.001)
House price med. (2014) -0.00000��� -0.00000��� -0.00000���
(0.00000) (0.00000) (0.00000)
PTAL avg. (2014) 0.686��� 0.400��� 0.685���
(0.056) (0.098) (0.055)
Total No. children (2013) 0.0002 0.001 0.0002
(0.001) (0.001) (0.001)
Total No. road casualt. (2014) -0.170��� -0.037�� -0.170���
(0.020) (0.016) (0.019)
% Pop. no qual. (2011) -0.033�� -0.049 -0.033���
(0.013) (0.039) (0.013)
% Pop. bad health (2011) -0.001 0.040 -0.003
(0.041) (0.097) (0.040)
% HH no car (2011) 0.016��� 0.075��� 0.017���
(0.005) (0.012) (0.005)
% Pop. unempl. (2011) 0.006 -0.050 0.005
(0.026) (0.066) (0.026)
Med. income (2011) 0.00001 0.00005��� 0.00001�
(0.00001) (0.00002) (0.00001)
Size (ha) 0.005��� 0.001 0.005���
(0.001) (0.004) (0.001)
Constant -4.723��� -9.841��� -4.731���
(0.533) (1.185) (0.522)
Log Likelihood -4,204.856 -435.506 -4,278.978
θ 0.186��� (0.009) 1.086�� (0.466) 0.195��� (0.009)
AIC 8,437.712 899.011 8,585.956
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05
https://doi.org/10.1371/journal.pone.0209090.t008
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spatial unit (one LSOA). From this we infer that the spatial dependencies observed are to a
large degree due to the centrality bias in our data, which we account for using a negative bino-
mial model. This is confirmed by looking into the spatial distribution of the local Moran’s I
values for the model residuals: While the 2SLS residuals are mostly significantly autocorrelated
in Central London, the 2SNB residuals only exhibit autocorrelation in a few hot-spots. While
these hot-spots warrant a closer examination into the spatial dynamics in future research, the
effect seems to be rather small—especially in the 2SNB setting. Overall, we believe that it does
not substantially affect the consistency and robustness of our estimator. While limitations
apply, our findings provide a first evidence for a causal link between increased cycling activity
and local business openings.
5.3. Discussion
Before we sum up our study, we address the contributions and limitations of our work. This
study offers an entirely new perspective on interactions between cycling and local businesses,
thus improving the current state of research in the field. Our findings might not only motivate
future studies but also help the public and private sector gain a deeper understanding of the
economic effects of cycling, thus enhancing planning and appraisal procedures. Nevertheless,
we discuss some limitations of our methodology. First, our data processing relies on some
underlying assumptions about OSM data quality, mainly that OSM tagging dates approximate
the true opening dates of shops and consumption amenities. This and other data biases, like an
overrepresentation of wealthy, well-educated subpopulations, is discussed in previous sections
of the paper. Overall, however, we do believe that there is currently no better data provider for
our particular question. As we have highlighted, the 2SLS approach is flawed for assuming nor-
mally distributed data in a negative binomial environment. Still, previous research has shown
that applying OLS estimation does not yield more false-positive values than expected [92] and
hence still provides substantial insights. Despite this, the 2SNB model overall still provides the
better fit. In terms of the data basis, our model might suffer from distortion, as it has been
shown that excessive outlier occurrence renders maximum likelihood estimation inconsistent,
requiring more robust estimation techniques [93]. Even though we account for outliers, as a
further methodological enhancement, zero-inflated models could be tested. Alternatively, sam-
ple exclusion or difference-in-difference approaches might also tackle this concern. Another
potential issue throughout the modelling process are spatial interdependencies between neigh-
bouring LSOAs. We do find some degree of spatial autocorrelation to be present in our model.
Even though the 2SNB model appears to capture most of this effect, this does influence the cer-
tainty with which we can draw conclusions about causality. While we incorporate spatial den-
sities, we exclude the spatial spillover effects in our methodological framework. Notably,
temporal autocorrelation is not an issue since we explicitly work with difference over time,
rather than yearly point-in-time extracts. Overall, this study is only the first step into a new
research direction and cannot address all potential challenges within its limited scope. We
Table 9. Likelihood ratio test results for 2SNB models.
Dependent variable:
Δ Shops Δ Susten. amen. Δ Shops +
Δ Susten. amen.
(1) 2SNB (2) 2SNB (3) 2SNB
Likelihood ratio test 6509.1412��� 6.9623��� 6472.0004���
Significance codes: 0 ��� 0.001 �� 0.01 � 0.05
https://doi.org/10.1371/journal.pone.0209090.t009
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hence want to encourage researchers to build on our findings, to improve methodology and to
address related questions.
6. Conclusion
In this paper, we have sought to isolate the effect of increased cycling activity on the openings
of new local businesses, specifically shops and sustenance amenities. We have compiled a
novel dataset from London, a city where cycling still plays a tangential role yet experiences
increasing adoption—particularly since the introduction of Transport for London’s cycle hire
scheme. We have used this bike-sharing data to quantify cycling activity, along with further
measures of the cycling ecosystem: the location counts of cycle hire stations, bicycle parking
facilities, bicycle shops and bicycle accidents. Furthermore, we have gathered locations for
local business amenities. We have aggregated point data, cycling activity data and accident
data at the level of 4835 Lower Super Output Areas in Greater London. This has enabled us to
merge the data with several economic and socio-demographic statistics. All our sources are
publicly available open data archives. The London Datastore has provided geographical shapes
and census statistics for each LSOA, TfL has provided extensive cycling trip and accident data
and the community mapping service OpenStreetMap has provided point location data for
physical amenities such as cycle hire stations, bicycle parking facilities, shops or restaurants.
First, we have shown that our data fits a negative binomial distribution, a typical behaviour for
count data. We have then developed a methodological framework to estimate the causal effect
of cycling on the emergence of new local businesses. We have proven that LSOAs which expe-
rience an increase in cycling activity also exhibit higher numbers of new local business
Fig 6. Spatial correlograms using Local Moran’s I values of model residuals for the 2SLS and the 2SNB model,
with dependent variable ΔShops.
https://doi.org/10.1371/journal.pone.0209090.g006
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openings, using graphical comparison and a bootstrapped distribution test. Constructing the
modelling approach, we have identified and treated two endogeneity issues: first by introduc-
ing instrumental variables to account for the reverse causality between increased cycling and
increased business amenity counts. Secondly, we have avoided omitted variable bias by incor-
porating additional factors that might drive local business growth in the model.
We have introduced two models for parameter estimation: (1) an ordinary two-stage least
squares model and (2) a two-stage negative binomial model. We have shown that the 2SLS
approach lacks fit, as it disregards the non-normal nature of our data. Calibration of the IV
configuration has indicated a combination of change in bicycle shops and the sum of change
in cycle hire stations and change in bicycle parking facilities as the optimal IV set. Those
instruments have then been used in the regression frameworks with change in local business
amenities as a dependent variable, change in bicycle trips as an endogenous predictor and 12
selected socio-economic factors as exogenous predictors. For all estimated IV models, the
change of cycling trips has been highly significant and has positively affected change in local
businesses. Furthermore, we have observed that areas with good public transport accessibility,
less private car ownership and high total population have significantly stronger local business
amenity growth, while low education level and high population density have negatively
affected the emergence of new local businesses. Finally, we have validated NB model choice by
testing for overdispersion in the model. The key finding of our study seem relatively robust, as
the estimated parameters only vary marginally across the models.
Our analysis has entailed some assumptions and restrictions. First and foremost, our data
basis might have been biased. Since OSM is based on volunteered information, it is not always
precise and timely. In our model, we have assumed that the point-in-time an object was tagged
on OSM approximates the actual time of emergence (i.e. opening time, construction time).
Nonetheless, previous research has shown OSM data to be of relatively high quality. As a sec-
ond restriction, choosing instruments is always challenging. Here, we have assumed that our
measures of the cycling ecosystem correlate with cycling activity sufficiently well while not
being caused by the same factors. The TfL cycling strategy provides evidence for this claim.
Lastly, our modelling approaches—while reflecting the distributional nature of our data—have
been impaired by potential inconsistency in maximum likelihood estimation and spatial auto-
correlation. While we find these effects to be marginal, we still want to highlight that they have
to be considered when evaluating the findings of our study. Finally, we suggest some fruitful
directions for future work in this area. For the most part, research on cycling and the urban
environment crucially depends on the quality of data. Even though OSM is certainly the best
available option, more precise datasets could validate previous findings or generate new
insights. Unfortunately, many useful data sources are still proprietary. We can only speculate
how much our analysis would have profited from reliable mapping data as gathered by compa-
nies like Google or HERE. Regarding our methodology, future work may incorporate spatial
interaction models like geographically weighted regression (GWR) or spatial lag models. Espe-
cially in the urban setting with large and often highly granular datasets, statistical learning
methods might also prove helpful.
Acknowledgments
The authors would like to thank Dan Graham (Imperial College) and Oliver O’Brien (UCL)
for their invaluable comments and support of this research.
Author Contributions
Conceptualization: Konstantin Klemmer.
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 25 / 31
Data curation: Konstantin Klemmer.
Formal analysis: Konstantin Klemmer.
Funding acquisition: Stephen Jarvis.
Investigation: Konstantin Klemmer, Tobias Brandt.
Methodology: Konstantin Klemmer, Tobias Brandt, Stephen Jarvis.
Project administration: Konstantin Klemmer.
Resources: Konstantin Klemmer.
Software: Konstantin Klemmer.
Supervision: Tobias Brandt, Stephen Jarvis.
Validation: Konstantin Klemmer, Tobias Brandt, Stephen Jarvis.
Visualization: Konstantin Klemmer.
Writing – original draft: Konstantin Klemmer.
Writing – review & editing: Konstantin Klemmer, Tobias Brandt, Stephen Jarvis.
References
1. Banister D, Berechman J. Transport Investment and Economic Development [Internet]. Routledge;
2003 [cited 2017 Jun 11]. Available from: https://books.google.co.uk/books?hl=de&lr=&id=-
JqRAgAAQBAJ&oi=fnd&pg=PR4&dq=transport+rail+industrial+revolution+economy&ots=X_
w6DgqEJu&sig=hFFVyJBWZLvMZNq-l7-RIpU_kXs
2. Caragliu A, Bo C Del, Nijkamp P. Smart cities in Europe. J urban Technol [Internet]. 2011 [cited 2017
Jun 11]; 18(2):65–82. Available from: http://www.tandfonline.com/doi/abs/10.1080/10630732.2011.
601117
3. Kitchin R. The real-time city? Big data and smart urbanism. GeoJournal [Internet]. 2014 Feb [cited 2017
Aug 2]; 79(1):1–14. Available from: http://link.springer.com/10.1007/s10708-013-9516-8
4. Krivy´ M. Towards a critique of cybernetic urbanism: The smart city and the society of control. Plan The-
ory [Internet]. 2018 Feb 27 [cited 2018 Oct 29]; 17(1):8–30. Available from: http://journals.sagepub.
com/doi/10.1177/1473095216645631
5. Kitchin R. The ethics of smart cities and urban science. Philos Trans R Soc A Math Phys Eng Sci [Inter-
net]. 2016 Dec 28 [cited 2018 Oct 29]; 374(2083):20160115. Available from: http://www.ncbi.nlm.nih.
gov/pubmed/28336794
6. Bo¨rjesson M, Eliasson J. Chapter 10 The Benefits of Cycling: Viewing Cyclists as Travellers rather than
Non-motorists. In 2012 [cited 2017 Aug 11]. p. 247–68. Available from: http://www.emeraldinsight.com/
doi/10.1108/S2044-9941%282012%290000001012
7. Pucher J, Buehler R, Seinen M. Bicycling renaissance in North America? An update and re-appraisal of
cycling trends and policies. Transp Res Part A Policy Pract [Internet]. 2011 Jul [cited 2017 Nov 2]; 45
(6):451–75. Available from: http://linkinghub.elsevier.com/retrieve/pii/S0965856411000474
8. Greater London Authority. The Mayor’s Vision for Cycling in London—An Olympic Legacy for all Lon-
doners [Internet]. 2013 [cited 2017 Sep 11]. Available from: http://content.tfl.gov.uk/gla-mayors-cycle-
vision-2013.pdf
9. Lakshmanan TR. The broader economic consequences of transport infrastructure investments. J
Transp Geogr [Internet]. 2011 Jan [cited 2017 Aug 3]; 19(1):1–12. Available from: http://linkinghub.
elsevier.com/retrieve/pii/S0966692310000037
10. Vickerman R, Spiekermann K, Wegener M. Accessibility and Economic Development in Europe. Reg
Stud [Internet]. 1999 Feb [cited 2017 Aug 3]; 33(1):1–15. Available from: http://www.tandfonline.com/
doi/abs/10.1080/00343409950118878
11. Du H, Mulley C. Relationship between transport accessibility and land value: Local model approach
with geographically weighted regression. Transp Res Rec J Transp Res Board [Internet]. 2006 [cited
2017 Aug 12]; 1977:197–205. Available from: http://trrjournalonline.trb.org/doi/abs/10.3141/1977-25
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 26 / 31
12. Ahlfeldt GM. If we build it, will they pay? predicting property price effects of transport innovations. Envi-
ron Plan A [Internet]. 2013 [cited 2017 Aug 12]; 45(8):1977–94. Available from: http://journals.sagepub.
com/doi/abs/10.1068/a45429
13. Knowles R, Ferbrache F. Evaluation of wider economic impacts of light rail investment on cities. J
Transp Geogr. 2016; 54:430–9.
14. Holl A. Manufacturing location and impacts of road transport infrastructure: empirical evidence from
Spain. Reg Sci Urban Econ [Internet]. 2004 May [cited 2017 Aug 3]; 34(3):341–63. Available from:
http://linkinghub.elsevier.com/retrieve/pii/S0166046203000590
15. Graham DJ. Agglomeration, productivity and transport investment. J Transp Econ Policy. 2007; 41
(3):317–343(27).
16. Moreno R, Lo´pez-Bazo E. Returns to Local and Transport Infrastructure under Regional Spillovers. Int
Reg Sci Rev [Internet]. 2007 Jan 26 [cited 2017 Aug 3]; 30(1):47–71. Available from: http://journals.
sagepub.com/doi/10.1177/0160017606296728
17. Gibbons S, Machin S. Valuing rail access using transport innovations. J Urban Econ [Internet]. 2005
Jan [cited 2017 Aug 3]; 57(1):148–69. Available from: http://linkinghub.elsevier.com/retrieve/pii/
S0094119004001020
18. Flusche D. Bicycling Means Business: The Economic Benefits of Bicycle Infrastructure [Internet]. 2012
[cited 2017 Aug 10]. Available from: https://trid.trb.org/view.aspx?id=1225592
19. Oja P, Titze S, Bauman A, de Geus B, Krenn P, Reger-Nash B, et al. Health benefits of cycling: a sys-
tematic review. Scand J Med Sci Sports [Internet]. 2011 Aug [cited 2017 Aug 13]; 21(4):496–509. Avail-
able from: http://doi.wiley.com/10.1111/j.1600-0838.2011.01299.x PMID: 21496106
20. Jurdak R. The Impact of Cost and Network Topology on Urban Mobility: A Study of Public Bicycle
Usage in 2 U.S. Cities. Samoilov MS, editor. PLoS One [Internet]. 2013 Nov 13 [cited 2018 Jul 4]; 8(11):
e79396. Available from: http://dx.plos.org/10.1371/journal.pone.0079396 PMID: 24236127
21. Hamilton TL, Wichman CJ. Bicycle infrastructure and traffic congestion: Evidence from DC’s Capital
Bikeshare. J Environ Econ Manage [Internet]. 2017 Jun [cited 2017 Aug 14];In Press. Available from:
http://linkinghub.elsevier.com/retrieve/pii/S0095069616300420
22. Giles-Corti B, Vernez-Moudon A, Reis R, Turrell G, Dannenberg AL, Badland H, et al. City planning and
population health: a global challenge. Lancet [Internet]. 2016 Dec [cited 2017 Aug 17]; 388
(10062):2912–24. Available from: http://linkinghub.elsevier.com/retrieve/pii/S0140673616300666
PMID: 27671668
23. Krizek KJ, Johnson PJ. Proximity to Trails and Retail: Effects on Urban Cycling and Walking. J Am Plan
Assoc [Internet]. 2006 Mar 31 [cited 2017 Aug 14]; 72(1):33–42. Available from: http://www.tandfonline.
com/doi/abs/10.1080/01944360608976722
24. Gatersleben B, Uzzell D. Affective Appraisals of the Daily Commute. Environ Behav [Internet]. 2007
May 26 [cited 2017 Aug 14]; 39(3):416–31. Available from: http://journals.sagepub.com/doi/10.1177/
0013916506294032
25. Pelechrinis K, Zacharias C, Kokkodis M, Lappas T, Banchs R. Economic impact and policy implications
from urban shared transportation: The case of Pittsburgh’s shared bike system. Balaguer J, editor.
PLoS One [Internet]. 2017 Aug 31 [cited 2017 Nov 7]; 12(8):e0184092. Available from: http://dx.plos.
org/10.1371/journal.pone.0184092 PMID: 28859121
26. Wang X, Lindsey G, Schoner JE, Harrison A. Modeling Bike Share Station Activity: Effects of Nearby
Businesses and Jobs on Trips to and from Stations. J Urban Plan Dev [Internet]. 2016 Mar [cited 2017
Aug 14]; 142(1):04015001. Available from: http://ascelibrary.org/doi/10.1061/%28ASCE%29UP.1943-
5444.0000273
27. Sobolevsky S, Levitskaya E, Chan H, Enaker S, Bailey J, Postle M, et al. Impact Of Urban Technology
Deployments On Local Commercial Activity. 2017 Dec 2 [cited 2018 Oct 29]; Available from: http://
arxiv.org/abs/1712.00659
28. Martens K. Promoting bike-and-ride: The Dutch experience. Transp Res Part A Policy Pract [Internet].
2007 May [cited 2017 Nov 2]; 41(4):326–38. Available from: http://linkinghub.elsevier.com/retrieve/pii/
S096585640600111X
29. Murphy E, Usher J. The Role of Bicycle-sharing in the City: Analysis of the Irish Experience. Int J Sus-
tain Transp [Internet]. 2015 Feb 17 [cited 2017 Aug 14]; 9(2):116–25. Available from: http://www.
tandfonline.com/doi/abs/10.1080/15568318.2012.748855
30. Me´dard de Chardon C, Caruso G, Thomas I. Bicycle sharing system ‘success’ determinants. Transp
Res Part A Policy Pract [Internet]. 2017 Jun [cited 2017 Nov 2]; 100:202–14. Available from: http://
linkinghub.elsevier.com/retrieve/pii/S0965856416307674
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 27 / 31
31. Ja¨ppinen S, Toivonen T, Salonen M. Modelling the potential effect of shared bicycles on public transport
travel times in Greater Helsinki: An open data approach. Appl Geogr [Internet]. 2013 Sep [cited 2017
Aug 14]; 43:13–24. Available from: http://linkinghub.elsevier.com/retrieve/pii/S014362281300132X
32. Bullock C, Brereton F, Bailey S. The economic contribution of public bike-share to the sustainability and
efficient functioning of cities. Sustain Cities Soc [Internet]. 2017 Jan 1 [cited 2018 Oct 29]; 28:76–87.
Available from: https://www.sciencedirect.com/science/article/pii/S2210670716303080
33. John S. Cycles of investment: Bicycle infrastructure, gentrification, and the restructuring of the San
Francisco bay area. Environ Plan A [Internet]. 2015 Jan 1 [cited 2018 Oct 29]; 47(1):121–37. Available
from: http://journals.sagepub.com/doi/10.1068/a130098p
34. Flanagan E, Lachapelle U, El-Geneidy A. Riding tandem: Does cycling infrastructure investment mirror
gentrification and privilege in Portland, OR and Chicago, IL? Res Transp Econ [Internet]. 2016 [cited
2018 Oct 29]; 60:14–24. Available from: https://trid.trb.org/view/1392542
35. Cycling UK’s Cycling Statistics | Cycling UK [Internet]. Cycling UK. 2018 [cited 2018 Oct 29]. Available
from: https://www.cyclinguk.org/resources/cycling-uk-cycling-statistics
36. Howland S, McNeil N, Broach J, Rankins K, MacArthur J, Dill J. Current Efforts to Make Bikeshare More
Equitable. Transp Res Rec J Transp Res Board [Internet]. 2017 Jan 15 [cited 2018 Oct 29]; 2662
(1):160–7. Available from: http://journals.sagepub.com/doi/10.3141/2662-18
37. O’Sullivan F. The London Urban Cycle Loan Scheme Is Making Bikes More Popular With Women and
Minorities—CityLab [Internet]. City Lab. 2016 [cited 2018 Oct 29]. Available from: https://www.citylab.
com/solutions/2016/03/london-bike-loan-cycling-equity-women-minorities/471852/
38. Buehler R. Determinants of bicycle commuting in the Washington, DC region: The role of bicycle park-
ing, cyclist showers, and free car parking at work. Transp Res Part D Transp Environ [Internet]. 2012
Oct [cited 2017 Aug 14]; 17(7):525–31. Available from: http://linkinghub.elsevier.com/retrieve/pii/
S1361920912000594
39. McNeil N. Bikeability and the 20-min neighborhood: How infrastructure and destinations influence bicy-
cle accessibility. Transp Res Rec J Transp Res Board [Internet]. 2011 [cited 2017 Aug 14]; 2247:53–63.
Available from: http://trrjournalonline.trb.org/doi/abs/10.3141/2247-07
40. Allen N. Understanding the Importance of Urban Amenities: A Case Study from Auckland. Buildings
[Internet]. 2015 Jan 26 [cited 2017 Aug 4]; 5(1):85–99. Available from: http://www.mdpi.com/2075-
5309/5/1/85/
41. Diamond DB, Tolley GS. The Economics of Urban Amenities [Internet]. The Economics of Urban Ame-
nities. Academic Press; 1982 [cited 2017 Nov 7]. 211–221 p. Available from: http://www.sciencedirect.
com/science/book/9780122148408
42. Chen Y, Rosenthal SS. Local amenities and life-cycle migration: Do people move for jobs or fun? J
Urban Econ [Internet]. 2008 Nov [cited 2017 Aug 4]; 64(3):519–37. Available from: http://linkinghub.
elsevier.com/retrieve/pii/S0094119008000569
43. Mitchell Polinsky A, Shavell S. Amenities and property values in a model of an urban area. J Public
Econ [Internet]. 1976 Jan [cited 2017 Aug 4]; 5(1–2):119–29. Available from: http://linkinghub.elsevier.
com/retrieve/pii/0047272776900633
44. Tyrva¨inen L, Miettinen A. Property Prices and Urban Forest Amenities. J Environ Econ Manage [Inter-
net]. 2000 Mar [cited 2017 Aug 4]; 39(2):205–23. Available from: http://linkinghub.elsevier.com/retrieve/
pii/S0095069699910975
45. Kuang C. Does quality matter in local consumption amenities? An empirical investigation with Yelp. J
Urban Econ [Internet]. 2017 Jul [cited 2017 Aug 14]; 100:1–18. Available from: http://linkinghub.
elsevier.com/retrieve/pii/S0094119017300219
46. Hu N, Legara EF, Lee KK, Hung GG, Monterola C. Impacts of land use and amenities on public trans-
port use, urban planning and design. Land use policy [Internet]. 2016 Nov [cited 2017 Aug 4]; 57:356–
67. Available from: http://linkinghub.elsevier.com/retrieve/pii/S0264837716305440
47. Willing C, Klemmer K, Brandt T, Neumann D. Moving in time and space–Location intelligence for car-
sharing decision support. Decis Support Syst [Internet]. 2017 [cited 2017 May 30]; Available from:
http://www.sciencedirect.com/science/article/pii/S0167923617300830
48. Fan Y, Guthrie A, Levinson D. Waiting time perceptions at transit stops and stations: Effects of basic
amenities, gender, and security. Transp Res Part A Policy Pract [Internet]. 2016 Jun [cited 2017 Oct
18]; 88(88):251–64. Available from: http://linkinghub.elsevier.com/retrieve/pii/S0965856416303494
49. Ojo A, Curry E, Zeleti FA. A Tale of Open Data Innovations in Five Smart Cities. In: 2015 48th Hawaii
International Conference on System Sciences [Internet]. IEEE; 2015 [cited 2017 Aug 14]. p. 2326–35.
Available from: http://ieeexplore.ieee.org/document/7070094/
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 28 / 31
50. Schaffers H, Komninos N, Pallot M, Trousse B, Nilsson M, Oliveira A. Smart Cities and the Future Inter-
net: Towards Cooperation Frameworks for Open Innovation. In Springer; 2011 [cited 2017 Aug 4]. p.
431–46. Available from: http://link.springer.com/10.1007/978-3-642-20898-0_31
51. Janssen M, Charalabidis Y, Zuiderwijk A. Benefits, Adoption Barriers and Myths of Open Data and
Open Government. Inf Syst Manag [Internet]. 2012 Sep [cited 2017 Aug 4]; 29(4):258–68. Available
from: http://www.tandfonline.com/doi/abs/10.1080/10580530.2012.716740
52. Arribas-Bel D. Accidental, open and everywhere: Emerging data sources for the understanding of cities.
Appl Geogr [Internet]. 2014 May [cited 2017 Aug 4]; 49:45–53. Available from: http://linkinghub.
elsevier.com/retrieve/pii/S0143622813002178
53. Einav L, Levin J. The Data Revolution and Economic Analysis. Innov Policy Econ [Internet]. 2014 Jan
[cited 2017 Aug 24]; 14(1):1–24. Available from: http://www.journals.uchicago.edu/doi/10.1086/674019
54. Office for National Statistics. Census geography [Internet]. 2017 [cited 2017 Aug 16]. Available from:
https://www.ons.gov.uk/methodology/geography/ukgeographies/censusgeography#super-output-
area-soa
55. Boeing G. OSMnx: New methods for acquiring, constructing, analyzing, and visualizing complex street
networks. Comput Environ Urban Syst [Internet]. 2017 Sep 1 [cited 2018 Oct 29]; 65:126–39. Available
from: https://www.sciencedirect.com/science/article/pii/S0198971516303970?via%3Dihub
56. Boeing G. A multi-scale analysis of 27,000 urban street networks: Every US city, town, urbanized area,
and Zillow neighborhood. Environment and Planning B: Urban Analytics and City Science [Internet].
2018 Aug 8 [cited 2018 Oct 29];239980831878459. Available from: http://journals.sagepub.com/doi/10.
1177/2399808318784595
57. Barron C, Neis P, Zipf A. A Comprehensive Framework for Intrinsic OpenStreetMap Quality Analysis.
Trans GIS [Internet]. 2014 Dec [cited 2017 Aug 16]; 18(6):877–95. Available from: http://doi.wiley.com/
10.1111/tgis.12073
58. Haklay M. How Good is Volunteered Geographical Information? A Comparative Study of OpenStreet-
Map and Ordnance Survey Datasets. Environ Plan B Plan Des [Internet]. 2010 Aug [cited 2017 Aug 16];
37(4):682–703. Available from: http://journals.sagepub.com/doi/10.1068/b35097
59. Basiri A, Jackson M, Amirian P, Pourabdollah A, Sester M, Winstanley A, et al. Quality assessment of
OpenStreetMap data using trajectory mining. Geo-Spatial Inf Sci [Internet]. 2016 Jan 2 [cited 2018 Oct
29]; 19(1):56–68. Available from: http://www.tandfonline.com/doi/full/10.1080/10095020.2016.1151213
60. Glasze G, Perkins C. Social and political dimensions of the OpenStreetMap project: Towards a critical
geographical research agenda. Lect Notes Geoinf Cartogr [Internet]. 2015 [cited 2018 Oct 29];
(9783319142791):143–66. Available from: http://link.springer.com/10.1007/978-3-319-14280-7_8
61. Tenney M. Quality Evaluations on Canadian OpenStreetMap Data. Spat Knowl Inf [Internet]. 2014
[cited 2018 Oct 29]; Available from: http://rose.geog.mcgill.ca/ski/system/files/fm/2014/tenney.pdf
62. Neis P, Zielstra D. Recent Developments and Future Trends in Volunteered Geographic Information
Research: The Case of OpenStreetMap. Futur Internet [Internet]. 2014 Jan 27 [cited 2017 Sep 10]; 6
(1):76–106. Available from: http://www.mdpi.com/1999-5903/6/1/76/
63. Neis P, Zielstra D, Zipf A. The Street Network Evolution of Crowdsourced Maps: OpenStreetMap in
Germany 2007–2011. Futur Internet [Internet]. 2011 Dec 29 [cited 2018 Oct 29]; 4(4):1–21. Available
from: http://www.mdpi.com/1999-5903/4/1/1
64. Mooney P, Cipeluch B, Jacob R, Winstanley A. Comparison of the accuracy of OpenStreetMap for Ire-
land with Google Maps and Bing Maps. In: Ninth International Symposium on Spatial Accuracy Assess-
ment in Natural Resuorces and Enviromental Sciences [Internet]. University of Leicester; 2010 [cited
2018 Oct 29]. p. 337. Available from: http://eprints.maynoothuniversity.ie/2476/
65. Over M, Schilling A, Neubauer S, Zipf A. Generating web-based 3D City Models from OpenStreetMap:
The current situation in Germany. Comput Environ Urban Syst [Internet]. 2010 Nov 1 [cited 2018 Oct
29]; 34(6):496–507. Available from: https://www.sciencedirect.com/science/article/pii/
S0198971510000402
66. Neis P, Zielstra D, Zipf A. Comparison of Volunteered Geographic Information Data Contributions and
Community Development for Selected World Regions. Futur Internet [Internet]. 2013 Jun 3 [cited 2018
Oct 29]; 5(2):282–300. Available from: http://www.mdpi.com/1999-5903/5/2/282
67. Senaratne H, Mobasheri A, Ali AL, Capineri C, Haklay M (Muki). A review of volunteered geographic
information quality assessment methods [Internet]. Vol. 31, International Journal of Geographical Infor-
mation Science. Taylor & Francis; 2017 [cited 2018 Oct 29]. p. 139–67. Available from: https://www.
tandfonline.com/doi/full/10.1080/13658816.2016.1189556
68. OpenStreetMap. Wiki entry: Tags [Internet]. 2017. Available from: https://wiki.openstreetmap.org/wiki/
Tags
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 29 / 31
69. Anselin L. Local Indicators of Spatial Association—LISA. Geogr Anal [Internet]. 1995 Sep 3 [cited 2018
Oct 30]; 27(2):93–115. Available from: http://doi.wiley.com/10.1111/j.1538-4632.1995.tb00338.x
70. Shapiro SS, Wilk MB. An Analysis of Variance Test for Normality (Complete Samples). Biometrika
[Internet]. 1965 Dec [cited 2017 Aug 21]; 52(3/4):591. Available from: http://www.jstor.org/stable/
2333709?origin=crossref
71. Schoner J, Lindsey G, Levinson D. Is Bikesharing Contagious? Transp Res Rec J Transp Res Board
[Internet]. 2016 Jan 25 [cited 2018 Oct 31]; 2587(1):125–32. Available from: http://journals.sagepub.
com/doi/10.3141/2587-15
72. Wooldridge JM. Introductory econometrics: a modern approach. South-Western Cengage Learning;
2013. 881 p.
73. Pucher J, Dill J, Handy S. Infrastructure, programs, and policies to increase bicycling: An international
review. Prev Med (Baltim) [Internet]. 2010 Jan [cited 2017 Aug 22]; 50:S106–25. Available from: http://
linkinghub.elsevier.com/retrieve/pii/S0091743509004344
74. John Elledge. This is why south east London doesn’t have “Boris bikes” [Internet]. CityMetric. 2015
[cited 2018 Jul 4]. Available from: https://www.citymetric.com/transport/why-south-east-london-doesnt-
have-boris-bikes-805
75. Zheng F, He P, Belavina E, Girotra K. Customer Preference and Station Network in the London Bike
Share System. SSRN Electron J [Internet]. 2018 Feb 1 [cited 2018 Jul 4]; Available from: https://www.
ssrn.com/abstract=3121791
76. Czernich N, Falck O, Kretschmer T, Woessmann L. Broadband Infrastructure and Economic Growth*.
Econ J [Internet]. 2011 May [cited 2017 Sep 11]; 121(552):505–32. Available from: http://doi.wiley.com/
10.1111/j.1468-0297.2011.02420.x
77. Acemoglu D, Garcı´a-Jimeno C, Robinson JA. State Capacity and Economic Development: A Network
Approach. Am Econ Rev [Internet]. 2015 Aug [cited 2017 Sep 11]; 105(8):2364–409. Available from:
http://pubs.aeaweb.org/doi/10.1257/aer.20140044
78. Vandenbulcke G, Thomas I, de Geus B, Degraeuwe B, Torfs R, Meeusen R, et al. Mapping bicycle use
and the risk of accidents for commuters who cycle to work in Belgium. Transp Policy [Internet]. 2009
Mar [cited 2017 Aug 22]; 16(2):77–87. Available from: http://linkinghub.elsevier.com/retrieve/pii/
S0967070X09000407
79. Zheng S, Sun W, Wu J, Kahn ME. Urban Agglomeration and Local Economic Growth in China: The
Role of New Industrial Parks. SSRN Electron J [Internet]. 2016 [cited 2017 Sep 4]; Available from:
http://www.ssrn.com/abstract=2746711
80. Jardim E. All in the mix: Spillovers and the agglomeration of neighborhood retail [Internet]. 2016 [cited
2017 Sep 4]. Available from: http://sites.duke.edu/eduardojardim/files/2015/11/EFJ_business_
spillovers.pdf
81. Transport for London. Assessing transport connectivity in London [Internet]. 2015 [cited 2017 Sep 4].
Available from: https://files.datapress.com/london/dataset/public-transport-accessibility-levels/2017-
01-12T15:59:45/connectivity-assessment-guide.pdf
82. Morland K, Wing S, Diez Roux A, Poole C. Neighborhood characteristics associated with the location of
food stores and food service places. Am J Prev Med [Internet]. 2002 Jan [cited 2017 Sep 4]; 22(1):23–
9. Available from: http://linkinghub.elsevier.com/retrieve/pii/S0749379701004032 PMID: 11777675
83. Eisenhauer E. In poor health: Supermarket redlining and urban nutrition. GeoJournal [Internet]. 2001
[cited 2017 Sep 12]; 53(2):125–33. Available from: http://link.springer.com/10.1023/A:1015772503007
84. Zukin S, Trujillo V, Frase P, Jackson D, Recuber T, Walker A. New Retail Capital and Neighborhood
Change: Boutiques and Gentrification in New York City. City Community [Internet]. 2009 Mar [cited
2017 Sep 4]; 8(1):47–64. Available from: http://doi.wiley.com/10.1111/j.1540-6040.2009.01269.x
85. Griffith R, Harmgart H. Retail Productivity. Int Rev Retail Distrib Consum Res [Internet]. 2005 Jul [cited
2017 Sep 12]; 15(3):281–90. Available from: http://www.tandfonline.com/doi/abs/10.1080/
09593960500119481
86. Hilbe JM. Negative binomial regression [Internet]. Cambridge University Press; 2011 [cited 2017 Aug
24]. 553 p. Available from: https://books.google.co.uk/books?id=0Q_ijxOEBjMC&lr=&hl=de&source=
gbs_navlinks_s
87. Hausman JA. Specification Tests in Econometrics. Econometrica [Internet]. 1978 Nov [cited 2017 Sep
7]; 46(6):1251. Available from: http://www.jstor.org/stable/1913827?origin=crossref
88. Sargan JD. The Estimation of Economic Relationships using Instrumental Variables. Econometrica
[Internet]. 1958 Jul [cited 2017 Sep 7]; 26(3):393. Available from: http://www.jstor.org/stable/1907619?
origin=crossref
89. Akaike H. A new look at the statistical model identification. IEEE Trans Automat Contr [Internet]. 1974
Dec [cited 2017 Sep 7]; 19(6):716–23. Available from: http://ieeexplore.ieee.org/document/1100705/
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 30 / 31
90. Dean CB. Testing for Overdispersion in Poisson and Binomial Regression Models. J Am Stat Assoc
[Internet]. 1992 Jun [cited 2017 Sep 7]; 87(418):451–7. Available from: http://www.tandfonline.com/doi/
abs/10.1080/01621459.1992.10475225
91. Yang Z, Hardin JW, Addy CL, Vuong QH. Testing Approaches for Overdispersion in Poisson Regres-
sion versus the Generalized Poisson Model. Biometrical J [Internet]. 2007 Aug [cited 2017 Sep 7]; 49
(4):565–84. Available from: http://doi.wiley.com/10.1002/bimj.200610340
92. Sturman MC. Multiple Approaches to Analyzing Count Data in Studies of Individual Differences: The
Propensity for Type I Errors, Illustrated with the Case of Absenteeism Prediction. Educ Psychol Meas
[Internet]. 1999 Jun 2 [cited 2017 Sep 8]; 59(3):414–30. Available from: http://journals.sagepub.com/
doi/10.1177/00131649921969956
93. Aeberhard WH, Cantoni E, Heritier S. Robust inference in the negative binomial regression model with
an application to falls data. Biometrics [Internet]. 2014 Dec [cited 2017 Sep 8]; 70(4):920–31. Available
from: http://doi.wiley.com/10.1111/biom.12212 PMID: 25156188
Isolating the effect of cycling on local business environments in London
PLOS ONE | https://doi.org/10.1371/journal.pone.0209090 December 20, 2018 31 / 31
