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An abstract monotone iterative method is developed for operators between partially
ordered Banach spaces for the nonlinear problem Lu = Nu and the nonlinear time
dependent problem u′ = (L + N)u. Under appropriate assumptions on L and N we obtain
maximal and minimal solutions as limits of monotone sequences of solutions of linear
problems. The results are illustrated by means of concrete examples.
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1. Introduction
Let X, Y be Banach spaces and let X be partially ordered by a closed convex regular cone KX . The partial order in X will
be denoted by≤. So, for u, v ∈ X , the statement u ≤ v means that u− v ∈ KX . The polar cone K ∗X is defined by
K ∗X :=
{
γ ∈ X∗ : 〈γ , u〉 ≥ 0 ∀u ∈ KX
}
.
It is known (see [1, p. 63]) that K ∗∗X = KX . LetM : X → Y be a bounded linear operator. It is easy to check that the set
KY = MKX
is a convex cone in Y . The cone KY induces a partial order relation in Y which will still be denoted by≤. We will say that an
operator T : X → Y (linear or nonlinear) is positive if T : KX ∩ D (T ) → KY . In this case, if T is invertible (i.e. one to one),
then T−1 is positive. The operator T will be called monotone increasing if
Tu− Tv ≥ 0
for all u, v ∈ D (T ) such that u ≥ v. Observe that the operatorM is positive by the very definition of KY .
In Section 2 of this paper we develop an abstract monotone iterative method, modeled after [2] for solving the abstract
nonlinear coincidence problem
Lu = Nu, (1)
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where L : X → Y is a linear closed and densely defined operator and N : X → Y is a nonlinear operator that enjoy suitable
positivity and monotonicity assumptions on L and N (see Section 2). Our results concerning Eq. (1) extend those of [2]
which was set in the real Hilbert space L2 (Ω) partially ordered by the cone of nonnegative functions. Namely, we extend
here to the more general Banach spaces, where the domain space is different from the range space and where we require
partial ordering on the domain space. Thus, our work includes the case when the involved maps are between X and X∗ as is
customary to consider in many application problems. Coincidence problems of the type (1) were also considered in [3–5].
The setup in [3] is for general Banach spaces; the difference from our problem considered here being in the assumptions
imposed on the two operators involved. In [3] it was assumed that the nonlinear operator N is locally majorized by a family
of linear operators P (u, v) in such a way that L−P is positive. This sort of assumptions is motivated by the need to linearize
the problem. In contrast, we still solve a sequence of linear problems without the need for such a majorizing family. The
setup in [4,5] is in an abstract Hilbert space; again the difference being in the set of assumptions made. Aside from the more
general spaces treated here, the assumption of coercivity made in [4,5] is in contrast to the assumption of monotonicity in
the current work. In both works a form of positivity of the linear operator L is employed.
Additional material/results on the monotone iterative technique can be found in [6–16,26].
In the future we will extend our ideas to nonmonotone operators by using the sequential quadratic programming
algorithm [17] by transforming our problem into an equivalent inequality. Also we will compare our method with others
such as the He’s homotopy method [18,19].
In Section 3 we develop the monotone iterative method for the evolution equation
ut = Lu+ Nu, ∀t ∈ (0, b] , (2)
u (0) = η0, (3)
where L : X → X is the generator of a positive, strongly continuous semigroup on the Banach lattice X and N : X → X
is a monotone increasing operator. The consideration of this problem requires the extension of the definition of upper and
lower solutions to time varying problems. We arrive at such an extension by rewriting (2) and (3) in the form
u (t) = S (t)Nu (t) (4)
where S (t) is the inverse of the affine operator determined by ut = Lu, u (0) = η0. Indeed, in order to make use of the
positivity of the semigroup, onehas to consider (4) rather than (2) and (3). It iswell known, however, that these twoproblems
are not equivalent in abstract spaces. That is why it takes a lot more effort to establish the method for the time dependent
problem than for the stationary one.
Finally, we give two examples in Section 4 to illustrate themonotone iterativemethod for the stationary and time varying
problems. The examples are of general nature and can be applied to yet more concrete situations.
2. The time independent problem
The main assumptions in this section on the operators L and N in (1) are as follows:
[A] There exists a λ0 ∈ R such that the operator (L− λ0M) : D (L)→ Y is bijective and positive.
[B] For somem0 ≥ λ0, the operator N −m0M is monotone increasing.
Observe that (L− λ0M) is closed since L is closed andM is bounded (see[20]). It follows that (L− λ0M)−1 is closed and
everywhere defined. As a consequence of the Closed Graph Theorem, (L− λ0M)−1 is bounded. Thus Assumption [A] implies
that the operator (L− λ0M)−1 is positive and bounded.
Lemma 1. Let Assumptions [A] and [B] hold and define the operator A : X → X by
D (A) = D (N) ,
Au := (L− λ0M)−1 (N − λ0M) u ∀u ∈ D (A) .
Then A is monotone increasing.
Proof. Since the operators (L− λ0M) andM are positive,
(L− λ0M)−1Mu ≤ (L− λ0M)−1Mv
whenever u, v ∈ X and u ≤ v. Furthermore, for u, v ∈ X such that u ≤ v,
(N − λ0M) v − (N − λ0M) u ≥ (m0 − λ0)M (v − u) .
Thus
(L− λ0M)−1 ((N − λ0M) v − (N − λ0M) u) ≥ (m− λ0) (L− λ0M)−1M (v − u) ≥ 0.
Therefore,
Av − Au ≥ 0. 
Observe that the range of the operator A defined in the above lemma is contained in the domain of L.
Next we define the notions of lower and upper solutions used in this section.
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Definition 2. A vector α ∈ X is called a lower solution of (1) if α ∈ D (L) ∩ D (N) and Lα ≤ Nα. A vector β ∈ X is called an
upper solution of (1) if β ∈ D (L) ∩ D (N) and Lβ ≥ Nβ .
Suppose now that Eq. (1) has a lower solution α and an upper solution β such that α ≤ β and [α, β] ⊂ D (N). Define the
two sequences {αn}∞n=0, {βn}∞n=0 as follows: α0 = α, β0 = β and
αn = Aαn−1, (5)
βn = Aβn−1. (6)
Since α0, β0 are lower and upper solutions, respectively of (1), α0 ≤ Aα0 and β0 ≥ Aβ0. Then
α1 − α0 = Aα0 − α0 ≥ 0,
β0 − α1 = β0 − Aα0 ≥ Aβ0 − Aα0 ≥ 0.
Furthermore, α1 is a lower solution of (1) since
α1 − Aα1 = Aα0 − Aα1 ≤ 0.
On the other hand,
β0 − β1 = β0 − Aβ0 ≥ 0,
β1 − α1 = Aβ0 − Aα0 ≥ 0.
Furthermore, β1 is an upper solution of (1) since
β1 − Aβ1 = Aβ0 − Aβ1 ≥ 0.
We have thus shown that
α0 ≤ α1 ≤ β1 ≤ β0
and α1, β1 are lower and upper solutions of (1). Continuing by induction we can then show that
α0 ≤ α1 ≤ · · · ≤ αn ≤ · · · ≤ βn ≤ · · · ≤ β1 ≤ β0. (7)
Theorem 3. Suppose [A],[B] hold and that the operator N is continuous. Suppose further that α, β are lower and upper solutions,
respectively of (1) with α ≤ β and [α, β] ⊂ D (N) . Let {αn}∞n=0, {βn}∞n=0 be the two sequences generated as described above.
Then the sequence {αn}∞n=0 converges to a solution α of (1) and the sequence {βn}∞n=0 converges to a solution β of (1). Moreover,
α and β are the minimal and maximal solutions, respectively of (1) in [α, β] in the sense that, if u ∈ [α, β] is any solution of (1)
then α ≤ u ≤ β .
Proof. Since the coneKX is assumed to be normal and {αn}, {βn} satisfy (7),αn → α, βn → β . Since the operator (L− λM)−1
is continuous and N is assumed to be continuous, A is continuous. Taking the limits in (5) and (6) give
α = Aα,
β = Aβ,
respectively. Thus α, β are solutions of (1). Furthermore, if u ∈ [α, β] is any solution of (1) then
α1 = Aα0 ≤ Au = u ≤ Aβ0 = β1
and we can show by induction and then passing to the limit that
α ≤ u ≤ β. 
3. The time dependent problem
In order to study the question of existence for time dependent problems we are going to assume that the space X is
a Banach lattice with order continuous norm [21, Appendix A3] and denote its positive cone by KX . The dual X∗ is also a
Banach lattice with respect to the partial order defined by the polar cone KX∗ . We consider a linear operator L : X → X and
a nonlinear operator N : X → X such that:
[C] L is the infinitesimal generator (see [21]) of a positive, strongly continuous semigroup (a C0-semigroup) T = {T (t)}t≥0
satisfying ‖T (t)‖ ≤ Meωt for some ω ∈ R,M ≥ 1 and all t ≥ 0,
[D] N is monotone increasing and continuous.
[E] One of the following conditions holds:
(i) N (D (L)) ⊂ D (L) and LN is continuous;
(ii) N is continuously Fréchet differentiable [22].
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We consider the time dependent problem
ut = (L+ N) u, t ∈ (0, b] , (8)
u(0) = η0, (9)
where η0 ∈ D (A), in the space C (0, b; X) of continuous functions u : [0, b]→ X . The norm in C (0, b; X) is denoted by ‖·‖∗
and defined by
‖u‖∗ := sup
t∈[0,b]
‖u (t)‖ .
A solution of (8) and (9) is any absolutely continuous function u : [0, b] → X satisfying (8) and (9) for all t ∈ [0, b].
A function u : [0, b] → X which is continuously differentiable and satisfies (8) and (9) for all t ∈ [0, b] is called a strong
solution of the problem (see [23]). A continuous function u : [0, b]→ X satisfying
u (t) = T (t) η0 +
∫ t
0
T (t − τ)Nu (τ ) dτ
is called a mild solution of (8) and (9).
The following lemma, which expresses the monotonicity of integration with respect to the order relation≤ in X , will be
needed in what follows.
Lemma 4. Suppose u, v ∈ C (0, b; X) such that u (t) ≤ v (t) for every t ∈ [0, b]. Then∫ t
0
u (τ ) dτ ≤
∫ t
0
v (τ) dτ ∀t ∈ [0, b] .
Proof. Let γ be an arbitrary functional in the dual cone K ∗X . Then, for any t ∈ [0, b] , 〈γ , u (t)〉 ≤ 〈γ , v (t)〉. Therefore,∫ t
0
〈γ , v (τ )− u (τ )〉 dτ ≥ 0.
The continuity of γ gives〈
γ ,
∫ t
0
(v (τ )− u (τ )) dτ
〉
=
∫ t
0
〈γ , v (τ )− u (τ )〉 dt ≥ 0.
Thus
∫ t
0 (v (τ )− u (τ )) dτ ∈ K ∗∗X = KX . 
Next we introduce the notions of lower and upper solutions appropriate for this setting.
Definition 5. A continuously differentiable function α0 : [0, b]→ X is called a lower solution for (8) and (9) if α0 (t) ∈ D (L)
for all t ∈ [0, b] and
α0 (t) ≤ T (t) η0 +
∫ t
0
T (t − τ)Nα0 (τ ) dτ ∀t ∈ [0, b] . (10)
A continuously differentiable function β0 : [0, b] → X is called an upper solution for (8) and (9) if β0 (t) ∈ D (L) for all
t ∈ [0, b] and
β0 (t) ≥ T (t) η0 +
∫ t
0
T (t − τ)Nβ0 (τ ) dτ ∀t ∈ [0, b] . (11)
Theorem 6. Suppose [C], [D], [E] hold and Problem (8) and (9) has a lower solution α0 and an upper solution β0 such that
α0 (t) ≤ β0 (t) for all t ∈ [0, b]. Suppose further that for each t ∈ [0, b] the set L ([α0 (t) , β0 (t)] ∩ D (L)) is bounded. Then the
problem (8) and (9) has two mild solutions α, β ∈ C (0, b; X) such that α (t) ≤ β (t) for all t ∈ [0, b].
If either one of the following conditions holds:
(i) [α0 (t) , β0 (t)] ⊂ D (L) for all t ∈ [0, b] or
(ii) the space X is reflexive,
then α, β are also solutions of (8) and (9).
Furthermore, if u ∈ C (0, b; X) is any mild solution of (8) and (9) such that α0 (t) ≤ u (t) ≤ β0 (t) for all t ∈ [0, b] then
α (t) ≤ u (t) ≤ β (t) for all t ∈ [0, b].
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Proof. Consider the iterations
αn (t) = T (t) η0 +
∫ t
0
T (t − τ)Nαn−1 (τ ) dτ ∀t ∈ (0, b] ,
βn (t) = T (t) η0 +
∫ t
0
T (t − τ)Nβn−1 (τ ) dτ ∀t ∈ (0, b] , n > 0.
We will show by induction that for every t ∈ [0, b] ,
α0 (t) ≤ α1 (t) ≤ · · · ≤ αn−1 (t) ≤ αn (t) ≤ βn (t) ≤ βn−1 (t) ≤ · · · ≤ β1 (t) ≤ β0 (t) . (12)
The first and last inequalities follow from the definitions of the upper and lower solutions. Since α0 (t) ≤ β0 (t) ∀t ∈
(0, b] ,N is increasing and the semigroup T is positive,
β1 (t)− α1 (t) =
∫ t
0
T (t − τ) (Nβ0 (τ )− Nα0 (τ )) dτ ≥ 0.
Under the induction hypothesis and the assumptions [C], [D],
αn+1 (t)− αn (t) =
∫ t
0
T (t − τ) (Nαn (τ )− Nαn−1 (τ )) dτ ≥ 0,
βn+1 (t)− βn (t) =
∫ t
0
T (t − τ) (Nβn (τ )− Nβn−1 (τ )) dτ ≤ 0
and
βn+1 (t)− αn+1 (t) =
∫ t
0
T (t − τ) (Nβn (τ )− Nαn (τ )) dτ ≥ 0.
If either one of the conditions (i) or (ii) of [E] holds, then αn, βn are the strong solutions of the evolution equations
ut = Lu+ Nαn−1, u (0) = η0, (13)
ut = Lu+ Nβn−1, u (0) = η0, (14)
respectively (see [23, p. 31]). Furthermore, αn (t) , βn (t) ∈ D (L) for all t ∈ [0, b] .
Define
α (t) := lim
n→∞αn (t) , β (t) := limn→∞βn (t) .
Then αn (t) ≤ α (t) ≤ β (t) ≤ βn (t) for all t ∈ [0, b] and all n. Therefore, α (t) ∈ D (L) for all t ∈ [0, b] .
We now show that α is a mild solution of (8) and (9). We begin by establishing the continuity of α. Observe first that, for
any n > 0,
αn (t + h)− αn (t) = (T (h)− I) αn (t)+
∫ t+h
t
T (t + h− τ)Nαn−1 (τ ) dτ
= hα′n (t)+ o (h)+
∫ t+h
t
T (t + h− τ)Nαn−1 (τ ) dτ
= h (Lαn (t)+ Nαn−1 (t))+ o (h)+
∫ t+h
t
T (t + h− τ)Nαn−1 (τ ) dτ
≤ h (Lαn (t)+ Nβ0 (t))+ o (h)+
∫ t+h
t
T (t + h− τ)Nβ0 (τ ) dτ .
Therefore,
‖αn (t + h)− αn (t)‖ ≤ h
(‖Lαn (t)‖ + ‖Nβ0‖∗ +Meω(t+h) ‖Nβ0‖∗)+ o (h) .
Since it is assumed that L ([α0 (t) , β0 (t)] ∩ D (L)) is bounded, ‖Lαn (t)‖ ≤ K (t) . Hence, ‖αn (t + h)− αn (t)‖ ≤ hK1 (t)+
o (h), independent of n. The continuity of α at each t ∈ [0, b] then follows from
‖α (t + h)− α (t)‖ = lim
n→∞ ‖αn (t + h)− αn (t)‖ ≤ hK1 (t)+ o (h) .
Since [0, b] is compact, α is actually uniformly continuous.
Next let γ be a functional in the polar cone K ∗X , fix t ∈ (0, b] and let
fn (τ ) = 〈γ , T (t − τ) (Nαn (τ )− Nα0 (τ ))〉 ,
f (τ ) = 〈γ , T (t − τ) (Nα (τ)− Nα0 (τ ))〉 ∀τ ∈ [0, t] , n > 0.
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Since 0 ≤ T (t − τ) (Nα (τ)− Nα0 (τ )) ≤ T (t − τ) (Nβ0 (τ )− Nα0 (τ )) , fn and f are nonnegative and integrable on [0, t].
Furthermore, fn (τ ) is a monotone increasing sequence such that fn (τ ) ↗ f (τ ) for each τ ∈ [0, t]. By the monotone
convergence theorem,∫ t
0
f (τ ) dτ = lim
n→∞
∫ t
0
fn (τ ) dτ
= lim
n→∞
∫ t
0
〈γ , T (t − τ) (Nαn (τ )− Nα (τ))〉 dτ
= lim
n→∞
〈
γ ,
∫ t
0
(T (t − τ) (Nαn (τ )− Nα (τ))) dτ
〉
= lim
n→∞ 〈γ , αn+1 (t)− T (t) η0〉 −
〈
γ ,
∫ t
0
T (t − τ)Nα (τ) dτ
〉
= 〈γ , α (t)− T (t) η0〉 −
〈
γ ,
∫ t
0
T (t − τ)Nα (τ) dτ
〉
.
On the other hand,
∫ t
0 f (τ ) dτ =
〈
γ ,
∫ t
0 T (t − τ) (Nα (τ)− Nα (τ)) dτ
〉
. Hence,〈
γ ,
∫ t
0
T (t − τ)Nα (τ) dτ
〉
= 〈γ , α (t)− T (t) η0〉
for each γ ≥ 0. For a general γ ∈ X∗ we get the same result by splitting γ into its real and imaginary parts and each of them
into positive and negative parts. Thus α satisfies
α (t) = T (t) η0 +
∫ t
0
T (t − τ)Nα (τ) dτ .
To prove the second assertion in the theorem, observe that if [α0 (t) , β0 (t)] ⊂ D (L) for all t ∈ [0, b] then we readily have
α (t) ∈ D (L). If, instead, the Banach space X is reflexive, we get the same result as follows. For a fixed t ∈ [0, b],
α′n (t) = Lαn (t)+ Nαn−1 (t) ≤ Lαn (t)+ Nβ0 (t) .
The assumed boundedness of L ([α0 (t) , β0 (t)] ∩ D (L)) implies that the sequence
{
α′n (t)
}
is uniformly bounded in n.
Therefore, (a subsequence) α′n (t) ⇀ δ (t). For any γ ∈ D (L∗),
〈γ , δ (t)〉 = lim 〈γ , α′n (t)〉 = lim 〈L∗γ , αn (t)〉+ lim 〈γ ,Nαn−1 (t)〉 = 〈L∗γ , α (t)〉+ 〈γ ,Nα (t)〉 .
Thus 〈
L∗γ , α (t)
〉 = 〈γ , δ (t)− Nα (t)〉
is continuous on D (L∗), which means that α (t) ∈ D (L∗∗) = D (L) since L is closed. It remains to establish the differential
equation for α. Let h > 0 and t, t + h ∈ (0, b). Then
α (t + h)− α (t)
h
= T (t) T (h)− I
h
η0 + 1h
∫ t
0
(T (t + h− τ)− T (t − τ))Nα (τ) dτ
+ 1
h
∫ t+h
t
T (t + h− τ)Nα (τ) dτ
= T (h)− I
h
[
T (t) η0 +
∫ t
0
T (t − τ)Nα (τ) dτ
]
+ 1
h
∫ t+h
t
T (t + h− τ)Nα (τ) dτ
= T (h)− I
h
α (t)+ 1
h
∫ t+h
t
T (t + h− τ)Nα (τ) dτ .
The first term on the right of the last equation tends to Lα (t) as h→ 0+. We show next that the second term converges to
f (t) := Nα (t). Note that∥∥∥∥f (t)− 1h
∫ t+h
t
T (t + h− τ) f (τ ) dτ
∥∥∥∥ = ∥∥∥∥1h
∫ h
0
(f (t)− T (s+ h) f (t − s)) ds
∥∥∥∥
≤ 1
h
∥∥∥∥∫ h
0
T (s+ h) (f (t)− f (t − s)) ds
∥∥∥∥+ 1h
∥∥∥∥∫ h
0
T (s+ h) f (t)− f (t) ds
∥∥∥∥
≤ 1
h
∫ h
0
e2ωh ‖f (t)− f (t − s)‖ ds+ 1
h
∫ h
0
‖T (s+ h) f (t)− f (t)‖ ds.
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Let ε > 0 be given. There exists a δ > 0 such that ‖f (t)− f (t − σ)‖ < ε and ‖T (σ ) f (t)− f (t)‖ < ε for all σ ∈ (−δ, δ).
Thus, for h < δ/2, we have∥∥∥∥f (t)− 1h
∫ t+h
t
T (t + h− τ) f (τ ) dτ
∥∥∥∥ ≤ (1+ e2ωh) ε.
This shows that 1h
∫ t+h
t T (t + h− τ) f (τ ) dτ → f (t) as h→ 0+.We have thus shown that
d+α
dt
(t) = Lα (t)+ Nα (t) ∀t ∈ (0, b) .
A standard argument (see [23, p. 26]) shows that the left derivative also exists and is equal to the right derivative.
For the remaining statement in the theorem, assume u ∈ C (0, b; X) is a mild solution of (8) and (9) such that
α0 (t) ≤ u (t) ≤ β0 (t) for all t ∈ [0, b]. It suffices to show that
αn (t) ≤ u (t) ≤ βn (t) . (15)
Since N is increasing, T is positive and u is a mild solution,
T (t) η0 +
∫ t
0
T (t − τ)Nα0 (τ ) dτ ≤ T (t) η0 +
∫ t
0
T (t − τ)Nu (τ ) dτ
≤ T (t) η0 +
∫ t
0
T (t − τ)Nβ0 (τ ) dτ ;
that is
α1 (t) ≤ u (t) ≤ β1 (t) .
The inequalities (15) follow by induction. 
4. Examples
Example 1. For the time independent problem, consider the boundary value problem
` (u) (t) = f (t, u (t)) , t ∈ (0, T ) ; u (0) = u (T ) = 0, (16)
where ` is the formal differential operator
` (u) (t) = − (a (t) u′ (t))′ + b (t) u (t) ∀t ∈ I = (0, T ) .
We assume that:
(i) a > 0, on I,
(ii) 1a , b are integrable on I ,
(iii) f is a Carathéodory function, that is:
(a) f (t, ·) is continuous for almost all t ∈ [0, T ];
(b) f (·, u) is measurable for every u ∈ R;
(c) for every R > 0, there is a square integrable function h such that
|f (t, u)| ≤ h (t)
for all t ∈ [0, T ] and all u ∈ [−R, R].
The formal operator ` induces the following self-adjoint operator L in H := L2 (0, T ):
D (L) = {u ∈ H : ` (u) ∈ H, u (0) = u (T ) = 0} ,
Lu := ` (u) .
It can be shown that L has simple positive eigenvalues 0 < λ1 < λ2 < · · ·. It is well known from the oscillation theory
of Sturm–Liouville equations [24] that the eigenfunction un corresponding to the eigenvalue λn has exactly n − 1 zeros in
[0, T ]. A comparison theorem [24] for Sturm–Liouville equations then gives that every nontrivial solution of the equation
` (u) = 0 (17)
has at most one zero in the interval [0, T ]. In other words, [0, T ] is a non-oscillatory interval for the operator ` (see [25]).
Furthermore, for any g ∈ H , the equation
Lu = g
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has a unique solution u ∈ D (L). This solution is written using Green’s function for the operator L as
u(t) =
∫ T
0
G(t, s)g(s)ds.
To arrive at the explicit form of G (t, s) denote by u1, u2 the solutions of Eq. (17) satisfying the initial conditions
u1 (0) = 0, u′1 (0) = 1; u′2 (T ) = 0, u2 (T ) = −1.
Then Green’s function is given by
G (t, s) = a (s)
u2 (0)
{
u1 (s) u2 (t) if 0 ≤ s ≤ t
u1 (t) u2 (s) if t ≤ s ≤ T
as can be verified by direct computation. Keeping in mind that the functions u1, u2 are positive on (0, T ) we see that the
operator L is positive on the cone K of nonnegative functions in H . Thus, Assumption [A] is satisfied withM = I and λ0 = 0.
If for somem0 ≥ 0, we have
f (t, s)− f (t, r) ≥ m0 (s− r) ∀
for all t ∈ [0, T ] and all s ≥ r then the operator N : C [0, T ]→ H defined by
[Nu] (t) = f (t, u (t)) (18)
(observe that D (L) ⊂ C [0, T ]) is monotone. In this case, Assumption [B] is also satisfied withM = I . If for some α, β ∈ D (L)
with α ≤ β we have
Lα (t) ≤ f (t, α (t)) a.e. [0, T ] ,
Lβ (t) ≥ f (t, β (t)) a.e. [0, T ]
then α and β are lower and upper solutions, respectively of the operator equation
Lu = Nu.
Applying Theorem 3 we obtain the monotone method for (16).
A particular instance of the operator N is obtained as follows. Let u0, v0 ∈ H be two nonnegative functions such that
u0 ≤ v0. Define the function f : [0, T ]× R→ R by
f (t, y) = (y ∧ u0 (t)) ∨ v0 (t) ,
where r ∧ s := min {r, s} and r ∨ s := max {r, s}. It is easy to check that f is a Carathéodory function and that
f (t, s) − f (t, r) ≥ 0 for all s ≥ r and all t ∈ [0, T ] (m0 = 0). Thus the operator N : C [0, T ] → H defined by (18) is
monotone increasing. Lower and upper solutions may be obtained as solutions of the linear equation
Lu = g
with g ≤ u0 and g ≥ v0, respectively.
Example 2. For the time dependent problem (8) and (9), we let X be the space `2 of real square summable sequences.
Elements in this space will be denoted by c = (cn) , d = (dn) and so on. The space `2 is a real lattice under the partial order
c ≤ d if cn ≤ dn for all n. Let {λn} be a sequence of real numbers such that −∞ < λn ≤ ω < ∞ for some ω ∈ R and all
n. The family of operators T (t) c = (eλntcn) , t ≥ 0 forms a strongly continuous semigroup whose generator is the closed
and densely defined operator L : `2 → `2 given by Lc = (λncn). For c ≤ d ∈ D (L) , ‖Lc‖ ≤ ‖Ld‖ . It follows that, for any
c, d ∈ D (L)with c ≤ d, [c, d] ⊂ D (L) and L ([c, d]) is norm bounded.
To introduce the nonlinear operator let λ > 0 and define the ‘‘smooth shrinkage’’ function f : R→ R by
f (x) =

x,
4
λ2
(
x− λ
2
)2
(−3x+ 4λ) ,
0,
λ
2
≤
|x| ≥ λ
|x| < λ
|x| ≤ λ
2
.
It can be easily verified that f is continuously differentiable and f ′′ is absolutely bounded. Now define N : `2 → `2 by
Nc = (f (cn)) .
We can readily check that
N ′ (c) h = (hnf (cn)) .
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Let us verify that N ′ is continuous. This follows from the estimates∥∥N ′ (c + h)− N ′ (c)∥∥ = sup
‖σ‖=1
∥∥(N ′ (c + h)− N ′ (c)) σ∥∥
= sup
‖σ‖=1
∥∥(σn (f ′ (cn + hn))− f ′ (cn))∥∥
= sup
‖σ‖=1
∥∥(σnhnf ′′ (cn + τnhn))∥∥
≤ M sup
‖σ‖=1
‖(σnhn)‖
= M sup
‖σ‖=1
√∑
σ 2n h2n
≤ Mmax |hn| ≤ M ‖h‖ .
It follows from the monotonicity of f that N is also monotone increasing. Thus N satisfies [D] and [E]-(ii). Since |f (x)| ≤
|x| , |Nc| ≤ |c|. Let 0 ≤ η0 ∈ D (L) and define α0 (t) = T (t) η0. Then α0 (t) ≥ 0 and
T (t) η0 +
∫ t
0
T (t − τ)Nα0 (τ ) dτ ≥ T (t) η0 = α0 (t) .
Therefore, α0 is a lower solution. To obtain an upper solution, let θ (t) = eγ t , where γ > 1. Then∫ t
0
θ (τ ) dτ < θ (t) ∀t > 0.
For each n, define
gn (t) = eλntθ (τ ) .
Then ∫ t
0
e−λnτ gn (τ ) dτ < e−λntgn (t) ,
or
gn (t) >
∫ t
0
eλn(t−τ)gn (τ ) dτ := Gn (t) .
The function gn − Gn satisfies
gn (t)− Gn (t) = eλnt
(
eγ t − e
γ t − 1
γ
)
≥ eλnt .
Therefore,
gn (t) η0,n ≥ eλntη0,n + Gn (t) η0,n
= eλntη0,n +
∫ t
0
eλn(t−τ)gn (τ ) η0,ndτ
≥ eλntη0,n +
∫ t
0
eλn(t−τ)f
(
gn (τ ) η0,n
)
dτ .
Hence, the function
β0 (t) :=
(
gn (t) η0,n
)
is an upper solution. Furthermore, we evidently have β0 (t) ≥ α0 (t) for all t ≥ 0.
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