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Abstract
We study the optimal liquidation problems in target zone models using dynamic pro-
gramming methods. Such control problems allow for stochastic differential equations with
reflections and random coefficients. The value function is characterized with a Neumann
problem of backward stochastic partial differential equations (BSPDEs) with singular ter-
minal conditions. The existence and the uniqueness of strong solution to such BSPDEs are
addressed, which in turn yields the optimal feedback control. In addition, the unique exis-
tence of strong solution to Neumann problem of general semilinear BSPDEs in finer functions
space, a comparison theorem, and a new link between forward-backward stochastic differen-
tial equations and BSPDEs are proved as well.
AMS Subject Classification: 93E20, 60H15, 91G80
Keywords: optimal liquidation, stochastic control, Neumann problem, stochastic Hamilton-
Jacobi-Bellman equation, backward stochastic partial differential equation, singular terminal
condition.
1 Introduction
Let (Ω, F¯ , (F¯t)t∈[0,T ],P) be a complete filtered probability space with (F¯t)t∈[0,T ] being the
augmented filtration generated by an independent point process J˜ on a non-empty Borel set
Z ⊂ Rl with finite characteristic measure µ(dz) and two independent Wiener processes W
and B. The set Z is endowed with its Borel σ-algebra Z , and the associated Poisson random
measure is denoted by π(dt, dz). Throughout this paper, we denote by (Ft)t∈[0,T ] the augmented
filtration generated by W . The predictable σ-algebras on Ω× [0, T ] corresponding to (Ft)t∈[0,T ]
and (F¯t)t∈[0,T ] are denoted by P and P¯, respectively.
The concerned optimal liquidation in target zone models may be described as a stochastic
optimal control problem as follows: for q ∈ (1,∞),
min
(ξ,ρ)∈A
E
[∫ T
0
(
ηs(y
0,y
s )|ξs|q + λs(y0,ys )|x0,xs |q
)
ds+
∫ T
0
∫
Z
γs(y
0,y
s , z)|ρs(z)|q µ(dz)ds
]
, (1.1)
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subject to

x0,xr = x−
∫ r
0
ξs ds−
∫ r
0
∫
Z
ρs(z)π(dz, ds), r ∈ [0, T ],
x0,xT = 0,
y0,yr = y +
∫ r
0
βs(y
0,y
s ) ds +
∫ r
0
σs(y
0,y
s ) dWs +
∫ r
0
σ¯s(y
0,y
s ) dBs + Lr, r ∈ [0, T ],
y0,yr ≥ a, a.s. for all r ∈ [0, T ].∫ T
0
(y0,ys − a) dLs = 0, (Skorohod condition)
(1.2)
where the Wiener processes W and B have dimensions d and m respectively. The controlled
real-valued state process (xt)t∈[0,T ] describes the number of assets/securities held at time t ∈
[0, T ] in a portfolio liquidation framework, and it is governed by a pair of controls (ξ, ρ) that
represent the rates at which the portfolio is liquidated in the primary market and the block
trades are placed, for instance, in the dark pools, respectively, with the Poisson random measure
π governing dark pool executions. The set of admissible controls, denoted by A , consists of all
pairs (ξ, ρ) ∈ Lq
F¯
(0, T ;R) × Lq
F¯
(0, T ;Lq(Z)) (q ∈ (1,∞)) satisfying almost surely the terminal
state constraint
xT = 0. (1.3)
The real-valued uncontrolled process (yt)t∈[0,T ], also called factor process, is satisfying a
stochastic differential equations (SDE) reflected from below, with the possibly random and
nonlinear coefficients βt(y;ω), σ¯t(y;ω) and σt(y;ω) being F -adapted. Such reflected processes
have often been proposed as models (for instance, currency exchange rates) in target zones;
see [7, 21, 26] for instance. As discussed in [26] for optimal portfolio liquidation in target zone
models, we use the process (yt)t∈[0,T ] to model the price evolution of the holding assets/securities.
In this paper, we shall use xs,x,ξ,ρt and y
s,y
t for 0 ≤ s ≤ t ≤ T to indicate the dependence of the
state process on the control (ξ, ρ), the initial time s ∈ [0, T ] and initial states x, y ∈ R.
Define the dynamical cost function
Jt(x, y; ξ, ρ) = E
[∫ T
t
(
ηs(y
t,y
s )|ξs|q + λs(yt,ys )|xt,x,ξ,ρs |q
)
ds
+
∫ T
t
∫
Z
γs(y
t,y
s , z)|ρs(z)|q µ(dz)ds
∣∣∣F¯t] , t ∈ [0, T ],
where the coefficients ηs(y), λs(y) and γs(y, z) are F -adapted. The value function is given by
Vt(x, y) = ess inf
(ξ,ρ)∈A
Jt(x, y; ξ, ρ) t ∈ [0, T ). (1.4)
In a portfolio liquidation problem, the terms associated with coefficients ηt(y;ω) and λt(y;ω)
measure the market impact costs and the investor’s desire for early liquidation (“risk aversion”),
respectively, while the term associated with γt(y;ω) denotes the so-called slippage or adverse
selection costs associated with the execution of dark pool orders; see [15] for instance. The value
function Vt(x, y) measures the cost of liquidating the portfolio comprising x shares during the
time interval [t, T ], given the current value y of the factor process, and the terminal constraint
(1.3) reflects the fact that full liquidation is required by the terminal time.
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Models of optimal portfolio liquidation without target zones have been extensively studied in
the mathematical finance and stochastic control literature in recent years; see, e.g., [1, 2, 12, 14,
15, 16, 17, 19, 20, 22, 30]. By contrast, the optimal liquidation in target zone models has just
caused an attention only recently. By means of catalytic superprocesses, Neuman and Schied [26]
studied a class of optimal liquidation problems in target zone models, which are different from
our concerned problem (1.1) in the following five respectives: (i) the terminal state constraint
like (1.3) is not attached, i.e., the full liquidation is not required in [26]; (ii) the optimization
therein is over strategies that only trade when the price process is located at the barrier, and it
does not allow block trades, while in our liquidation problem (1.1) we do not consider trading
at the barrier but allow both the continuous trades in the primary market and the block trades
in dark pools; (iii) the corresponding power q in [26] is restricted in [2,∞); (iv) the (reflected)
price processes are of Markovian type, while the coefficients in problem (1.1) may be random
and thus the price process y0,y· may not be Markovian; (v) the corresponding stochastic control
problem in [26] was solved by means of a scaling limit of critical branching particle systems,
also known as a catalytic superprocess, whereas in this work, we use the dynamic programming
methods. A more recent work by Belak, Muhle-Karbe and Ou [4] also shows some results on
optimal liquidation in target zone models, which is concerned with a class of linear quadratic
cases without terminal state constraint (1.3).
In this paper, we use the general dynamic programming principle for controlled SDEs
with random coefficients (see [27, 28]). Formally, we may derive the corresponding stochas-
tic Hamilton-Jacobi-Bellman equation, which together with the qth-power structure of the cost
functional further suggests a multiplicative decomposition of the value function of the form
Vt(x, y) = ut(y)|x|q and Ψt(x, y) = ψt(y)|x|q, (1.5)
for a pair of adapted processes (u, ψ) that satisfies the following backward stochastic partial
differential equation (BSPDE):

−dut(y) =
[
αD2u+ σ∗Dψ + βDu+ λ− |u|
q∗
(q∗ − 1)|η|q∗−1 − µ(Z)u
+
∫
Z
γ·(·, z)u
(|γ·(·, z)|q∗−1 + |u|q∗−1)q−1 µ(dz)
]
(t, y) dt− ψt(y)dWt,
(t, y) ∈ [0, T )×D,
Dut(a) = 0, t ∈ [0, T ).
uT (y) =∞, y ∈ D¯,
(1.6)
where q∗ = qq−1 is the Ho¨lder conjugate of q and
αt(y) :=
1
2
[
σ∗t (y)σt(y) + σ¯
∗
t (y)σ¯t(y)
]
.
The preceding BSPDE has a nonlinear growth on ut(y) and is endowed with a Neumann
boundary condition and a singular terminal value. To the best of our knowledge, such a Neumann
problem of BSPDEs has never been studied before, even though BSPDEs have been extensively
studied in the applied probability and financial mathematics literature; see, e.g., [5, 6, 3, 8,
9, 18, 25]. In fact, the Neumann problem of BSPDEs has just caused an attention recently.
Bayraktar and Qiu [3] obtained the existence and uniqueness of strong solutions for certain
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types of Neumann problems of BSPDEs on bounded domains and under standard Lipschitz
assumptions. However, the methods adopted in [3] are not applicable to BSPDE (1.6) because
of the nonlinear growth, unbounded domain and the singular terminal condition.
In this work, we prove the existence and uniqueness of the strong solution to BSPDE (1.6)
from which the optimal control is derived via the verification theorem. To construct and ver-
ify the optimal control requires the composition of the strong solution and the factor process
(y0,yt )t≥0. However, the insufficient regularity of the strong solution prevents us from using
the existing Itoˆ-Kunita-Wentzell formula established in [3, Lemmas 4.1]. In fact, this diffi-
culty motivates us to prove the verification theorem by means of a link between BSPDEs and
forward-backward stochastic differential equations (FBSDEs). Nevertheless, our proof for the
link requires certain regularity of the solution including the boundedness of its gradient. To
ensure the boundedness of gradients, the unique existence of strong solution is established in
function spaces (see M1 in Section 2) which are finer than those in [3]. We first prove the
existence and uniqueness of solutions in space M1 for Neumann problems of general semilin-
ear BSPDEs, a comparison theorem is also established under the boundedness assumption on
gradients of solutions, and then we show that a solution to the BSPDE with singular terminal
value may be obtained as the limit of a sequence of solutions to BSPDEs with finite terminal
values. It is worth noting that the bounded estimate of gradients is derived from estimates of the
approximating sequence and the existing maximum principles for weak solutions of quasilinear
BSPDEs with Dirichlet boundary conditions (see [13, 29]). Finally, the uniqueness of strong
solution is obtained via the verification theorem and the comparison theorem.
The remainder of this paper is organized as follows. Our main assumptions and results are
summarized in Section 2. Section 3 is devoted to the proof of the link between FBSDEs and
BSPDEs. In Section 4, we prove the existence and uniqueness of strong solution for Neumann
problems of general semilinear BSPDEs as well as a comparison theorem. The existence and
uniqueness of strong solution to BSPDE (1.6) and the verification theorem are established in
Section 5. Finally, we recall in the appendix the generalized Itoˆ-Wentzell formula with a corollary
and a maximum principle for weak solutions of quasilinear BSPDEs in general domains.
2 Preliminaries and main result
We first introduce some notations. Set D = [a,+∞) and denote by Hm,p(D) the space of all the
functions on D with up to mth-derivatives in Lp(D) for p ∈ [1,∞]. We write Hm(D) instead of
Hm,2(D) for simplicity, and we use 〈·, ·〉 and ‖ · ‖ to denote respectively the inner product and
norm in the usual Hilbert space L2(D) := H0,2(D).
For p ∈ [1,∞] and a Banach space H with norm ‖ · ‖H, the space Lp(Ω,FT ;H) is the set of
all H-valued FT -measurable and L
p-integrable random variables. For 0 ≤ s ≤ t ≤ T , we denote
by S p
F
(s, t;H) the set of all the H-valued and Fr-adapted continuous processes (Xr)r∈[s,t] such
that
‖X‖S p
F
(s,t;H) :=
∥∥∥∥∥ supr∈[s,t] ‖Xr‖H
∥∥∥∥∥
Lp(Ω)
<∞.
With a subscript, we define S pw,F (s, t;H) as the space of all the H-valued and Fr-adapted weakly
continuous processes1 (Xr)r∈[s,t], equipped with the same norm: ‖ · ‖S p
w,F
(s,t;H) = ‖ · ‖S p
F
(s,t;H).
1This means that for any φ in H∗ (the dual space of H), the mapping r 7→ φ(Xr) is a.s. continuous on [s, t].
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By L p
F
(s, t;H), we denote the class of H-valued Fr-adapted processes (ur)r∈[s,t] such that
‖u‖L p
F
(s,t;H) := ‖‖u(·)‖H‖Lp(Ω×[s,t]) <∞.
For p ∈ [1,∞), the space M p
F
(s, t;H) is the set of all the H-valued processes (ut)t∈[s,t] belonging
to L p
F
(s, t;H) and satisfying
‖u‖M p
F
(s,t;H) :=
(
esssupω∈Ω sup
r∈[s,t]
E
[∫ t
r
‖u(ω, τ, ·)‖p
H
dτ |Fr
])1/p
<∞.
In a similar way, we define S p
F¯
(s, t;H), L p
F¯
(s, t;H) and M p
F¯
(s, t;H), and all these defined spaces
of processes are complete.
For k = 0 or 1, and for a nonempty domain O ⊆ D, denote
Hk([s, t]×O) :=
(
S
2
F (s, t;H
k(O)) ∩L 2F (s, t;Hk+1(O))
)
×L 2F (s, t;Hk(O)),
Mk([s, t]×O) :=
(
S
∞
F (s, t;H
k(O)) ∩M 2F (s, t;Hk+1(O))
)
×M 2F (s, t;Hk(O)),
equipped with norms:
‖(u, ψ)‖Hk([s,t]×O) = ‖u‖S 2
F
(s,t;Hk(O)) + ‖u‖L 2
F
(s,t;Hk+1(O)) + ‖ψ‖L 2
F
(s,t;Hk(O)),
‖(u, ψ)‖Mk([s,t]×O) = ‖u‖S∞
F
(s,t;Hk(O)) + ‖u‖M 2
F
(s,t;Hk+1(O)) + ‖ψ‖M 2
F
(s,t;Hk(O)).
Obviously, we haveMk([s, t]×O) ⊂ Hk([s, t]×O). For simplicity, we write Hk = Hk([0, T ]×D)
and Mk =Mk([0, T ] ×D).
Definition 2.1. A pair of processes (u, ψ) is a strong solution to equation (1.6) if for all τ ∈
(0, T ) and b ∈ R with b > a, it holds that (u, ψ)1[0,τ ]×[a,b] ∈ H1([0, τ ]×[a, b]), and with probability
1, for all t ∈ [0, τ ],
ut(y) = uτ (y) +
∫ τ
t
[
αD2u+ σ∗Dψ + βDu+ λ− |u|
q∗
(q∗ − 1)|η|q∗−1 − µ(Z)u
+
∫
Z
γ·(·, z)u
(|γ·(·, z)|q∗−1 + |u|q∗−1)q−1 µ(dz)
]
(s, y) ds −
∫ τ
t
ψs(y)dWs, dy-a.e.,
with
Dut(a) = 0, for t ∈ [0, τ ], and lim
τ→T
uτ (y) =∞, for all y ∈ D, a.s.
We would note that the zero Neumann boundary condition Dut(a) = 0 is holding in the
sense that for each t ∈ [0, T ),
lim
δ→0+
1
δ
∫ a+δ
a
Dut(x) dx = 0, a.s.
The main results below are established under the following assumptions on the coefficients.
Assumption 2.1. (A1) (Measurability and boundedness) The function γ : Ω × [0, T ] × R ×
Z −→ [0,+∞] is P ×B(R)×Z -measurable, and the functions
β, σ, σ¯, η, λ : Ω× [0, T ]× R −→ R× Rd × Rm × R+ × R+
are P ×B(R)-measurable and essentially bounded by Λ > 0.
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(A2) (Lipschitz-continuity) For h = λ, η, β, σi, σ¯j , i = 1, . . . , d, j = 1 . . . ,m, it holds that for all
y1, y2 ∈ R and (ω, t) ∈ Ω× [0, T ],
|ht(y1)− ht(y2)|+ ess sup
z∈Z
|γt(y1, z)− γt(y2, z)| ≤ Λ |y1 − y2| ,
where Λ is the constant in (A1).
(A3) There exist constants κ > 0 and κ0 > 0 such that ηs(y) ≥ κ0 and
(Superparabolicity)
m∑
i=1
∣∣σ¯is(y)∣∣2 ≥ κ, a.s., ∀ (s, y) ∈ [0, T ] × R.
To the best of our knowledge, there is no existing Lp-theory for Neumann problems of
BSPDEs for any p ∈ [1, 2) ∪ (2,∞). At the same time, in order to derive the representation for
the composition ut(yt), the solution u to BSPDE (1.6) has to be regular enough to allow for an
application of the link between FBSDEs and BSPDEs that is to be established. To guarantee
the regularity, we need to develop the theory of strong solutions to BSPDEs with Neumann
boundary conditions, working with a weighted solution. Throughout this paper, the weight
function is chosen (not uniquely) to be the following one:
θ : R→ R, y 7→ (1 + |y − a|2)−1 ,
and we may analyze θu instead of u. A direct computation verifies that (u, ψ) is a solution to
(1.6) if and only if (v, ζ) := (θu, θψ) solves

−dvt(y) =
[
αD2v + σ∗Dζ + λθ − |v|
q∗
(q∗ − 1)|θη|q∗−1 − µ(Z)v
+
∫
Z
θγ(·, z)v
(|θγ(·, z)|q∗−1 + |v|q∗−1)q−1 µ(dz) + f(t, y,Dv, v, ζ)
]
(t, y) dt
− ζt(y) dWt, (t, y) ∈ (0, T )×D,
Dvt(a) = 0, for t ∈ [0, T ),
vT (y) =∞,
(2.1)
with the linear term
f(t, y,Dv, v, ζ)
= [β + 4(y − a)αt(y)θ]Dv + 2θ [αt(y) + (y − a)β] v + 2(y − a)θσ∗ζ
= [β + 4(y − a)αθ]Dv + 2θ [α+ (y − a)β] v + 2(y − a)θσ∗ζ.
The main results include a link between FBSDEs and BSPDEs in Section 3, the unique
existence of strong solution inM1 and a comparison principle for Neumann problems of general
semilinear BSPDEs under standard Lipschitz conditions in Section 4, and the well-posedness
of BSPDE (1.6) which together with the solvability of the optimal liquidation problem (1.1) is
summarized below for the reader’s convenience.
Theorem 2.1. Let Assumption 2.1 hold. We assert that:
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(i) (Existence of strong solution). The BSPDE (1.6) admits a strong solution (u, ψ) such that
(θu, θψ) ∈ M1([0, τ ] ×D), D(θu) ∈ S∞w,F (0, τ ;L∞(D)) for τ ∈ [0, T ), and
c0
(T − t)q−1 ≤ ut(y) ≤
C0
(T − t)q−1 , a.s. ∀ (t, y) ∈ [0, T )×D,
where the positive constants c0 > 0 and C0 > 0 depend only on q, κ0,Λ, T and µ(Z).
(ii) (Verification theorem). For the above strong solution (u, ψ), the random field
V (t, y, x) := ut(y)|x|q, (t, x, y) ∈ [0, T ]× R×D,
coincides with the value function of (1.4). Moreover, the optimal (feedback) control is given
by
(ξ∗t , ρ
∗
t (z)) =
(
|ut(yt)|q
∗−1 xt
|ηt(yt)|q∗−1
,
|ut(yt)|q
∗−1 xt−
|γt(yt, z)|q∗−1 + |ut(yt)|q∗−1
)
, for t ∈ [0, T ).
(iii) (Uniqueness) If (u˜, ψ˜) is another strong solution of (1.6) satisfying
(θu˜, θψ˜ + σ∗D(θψ˜)) ∈ H1([0, t] ×D) and u˜, D(θu˜) ∈ S∞w,F (0, t;L∞(D)), ∀ t ∈ (0, T ),
then a.s. for all t ∈ [0, T ), u˜t = ut a.e. on D.
Remark 2.1. Theorem 2.1 only summarizes the main results given in Section 5 which focus on
the well-posedness of BSPDE (1.6) and the resolution of the optimal liquidation problem (1.1).
In contrast to the other applications of BSPDEs to liquidation problems (see [15, 17]), the main
novelty of Theorem 2.1 lies in the treatments of Neumann boundary condition, the general
qth-power setting, the refined function space M1, and the bounded estimate of gradients.
If all the coefficients β, σ, σ¯, λ, η, γ are deterministic functions (independent of ω ∈ Ω), the
optimal control problem is Markovian and the BSPDE (1.6) becomes the parabolic PDE:

−∂tut(y) =
[
αD2u+ βDu+ λ− |u|
q∗
(q∗ − 1)|η|q∗−1 − µ(Z)u
+
∫
Z
γ·(·, z)u
(|γ·(·, z)|q∗−1 + |u|q∗−1)q−1 µ(dz)
]
(t, y), (t, y) ∈ [0, T )×D,
Dut(a) = 0, t ∈ [0, T ).
uT (y) =∞, y ∈ D¯.
We would claim that our results are new even in such Markovian cases.
3 A link between FBSDEs and BSPDEs
Theorem 3.1. Let Assumption 2.1 be satisfied and suppose that with probability 1, for each
t ∈ [0, T ],
Φt(y) = ΦT (y) +
∫ T
t
[
αt(y)D
2Φ+ σ∗DΨ+ βDΦ+ g
]
(s, y) ds
7
−
∫ T
t
Ψr(y) dWr, dy-a.e.,
with DΦt(a) = 0, (Φ,Ψ) ∈ H1, g ∈ L 2F (0, T ;H1,2(D)), and
DΦ ∈ S∞w,F (0, T ;L∞(O)), i.e., ess sup
ω∈Ω
sup
t∈[0,T ]
‖DΦ(ω, t, ·)‖L∞(D) <∞. (3.1)
Then, for each y ∈ D and t ∈ [0, T ], it holds almost surely that
Φt(y) = ΦT (y
t,y
T ) +
∫ T
t
gr(y
t,y
r ) dr −
∫ T
t
(
Ψr(y
t,y
r ) +DΦr(y
t,y
r )σr(y
t,y
r )
)
dWr
−
∫ T
t
DΦr(y
t,y
r )σ¯r(y
t,y
r ) dBr. (3.2)
Proof. W.l.o.g., we only need to prove (3.2) for t = 0. Setting
Ht(y) =
[
αD2Φ+ σ∗DΨ+ βDΦ+ g
]
(t, y),
one has H ∈ L 2(0, T ;L2(D)).
The theory of Sobolev spaces allows us to extend Hk,2(D) to Hk,2(R) for integers k ≥ 1. In
particular, when k = 1, 2, the bounded linear extension operator can be constructed (as in [11,
Pages 254-257]) as follows: for each ζ ∈ H1,2(D) or ζ ∈ H2,2(D),
Eζ(y) ,
{
ζ(y), if y ∈ [a,∞);
− 3ζ(−y) + 4ζ(−y/2), if y ∈ (−∞, a].
Eζ is called an extension of ζ to R. Then it is easy to check that with probability 1, for all
t ∈ [0, T ],
EΦt(y) = EΦT (y) +
∫ T
t
EHr(y) dr −
∫ T
t
EΨr(y) dWr, for dy-a.e. y ∈ R. (3.3)
For each y ∈ D, applying the generalized Itoˆ-Kunita-Wentzell formula of Corollary A.2 to
equation (3.3) yields that with probability 1,
EΦ0(x+ y0,y0 )− EΦT (x+ y0,yT )
=
∫ T
0
[
EHt(x+ y0,yt )− α(t, y0,yt )D2EΦt(x+ y0,yt )− σ∗t (y0,yt )DEΨt(x+ y0,yt )
− βt(y0,y)DEΦt(x+ y0,yt )
]
dt−
∫ T
0
DEΦt(x+ y0,yt ) dLt −
∫ T
0
DEΦt(x+ y0,yt )σ¯t(y0,yt ) dBt
−
∫ T
0
[
EΨt(x+ y0,yt ) +DEΦt(x+ y0,yt )σt(y0,yt )
]
dWt, for dx-a.e. x ∈ R.
Notice that for all x ≥ 0, y0,yt + x ≥ a a.s. for all t ∈ [0, T ]. This, together with the definition
of function H, implies further that with probability 1,
Φ0(x+ y
0,y
0 )− ΦT (x+ y0,yT )
= I1(x) + I2(x) + I3(x) +
∫ T
0
gt(x+ y
0,y
t ) dt−
∫ T
0
DΦt(x+ a) dLt −
∫ T
0
DΦt(x+ y
0,y
t )σ¯t(y
0,y
t ) dBt
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−
∫ T
0
[
Ψt(x+ y
0,y
t ) +DΦt(x+ y
0,y
t )σt(y
0,y
t )
]
dWt, for dx-a.e. x ∈ [0,∞), (3.4)
where we note that dLt = 1{y0,yt =a}
dLt, and
I1(x) =
∫ T
0
[
α(t, x+ y0,yt )− α(t, y0,yt )
]
D2Φt(x+ y
0,y
t ) dt,
I2(x) =
∫ T
0
[
σ∗t (x+ y
0,y
t )− σ∗t (y0,yt )
]
DΨt(x+ y
0,y
t ) dt,
I3(x) =
∫ T
0
[
βt(x+ y
0,y
t )− βt(y0,yt )
]
DΦt(x+ y
0,y
t ) dt.
In particular, for each δ > 0 it holds that with probability 1,
1
δ
∫ δ
0
(
Φ0(x+ y
0,y
0 )− ΦT (x+ y0,yT )
)
dx
=
1
δ
∫ δ
0
(I1 + I2 + I3) (x) dx +
∫ T
0
1
δ
∫ δ
0
gt(x+ y
0,y
t ) dx dt−
∫ T
0
1
δ
∫ δ
0
DΦt(x+ a) dx dLt
−
∫ T
0
1
δ
∫ δ
0
[
Ψt(x+ y
0,y
t ) +DΦt(x+ y
0,y
t )σt(y
0,y
t )
]
dx dWt −
∫ T
0
1
δ
∫ δ
0
DΦt(x+ y
0,y
t )σ¯t(y
0,y
t ) dx dBt,
where we have used the Fubini’s theorem. By Sobolev’s embedding theorem, the space Hm,2(D)
is continuously embedded into continuous function space Cm−1,
1
4 (D) for m ≥ 1. Thus, to obtain
the desired relation (3.2), we may let δ → 0+. Notice that with probability 1,∣∣∣∣1δ
∫ δ
0
I2(x) dx
∣∣∣∣
=
∣∣∣∣
∫ T
0
1
δ
∫ δ
0
[
σ∗t (x+ y
0,y
t )− σ∗t (y0,yt )
]
DΨt(x+ y
0,y
t ) dxdt
∣∣∣∣
≤
∫ T
0
∫ δ
0
Λx
δ
∣∣∣DΨt(x+ y0,yt )∣∣∣ dxdt
≤
∫ T
0
(∫ δ
0
Λ2x2
δ2
dx
)1/2 (∫ δ
0
∣∣∣DΨt(x+ y0,yt )∣∣∣2 dx
)1/2
dt
≤ δ
1/2Λ√
3
·
√
T
(∫ T
0
∫ ∞
a
|DΨt(x)|2 dxdt
)1/2
→ 0, as δ → 0+,
and we have the similar calculations for I1 and I3. It remains to check the terms of stochastic in-
tegrals as all the other terms follow straightforwardly from the dominated convergence theorem.
Indeed, the Ito isometry and the embedding theorems yield
E
[∣∣∣ ∫ T
0
1
δ
∫ δ
0
DΦt(x+ y
0,y
t )σ¯t(y
0,y
t ) dx dBt −
∫ T
0
DΦt(y
0,y
t )σ¯t(y
0,y
t ) dBt
∣∣∣2]
= E
[ ∫ T
0
∣∣∣1
δ
∫ δ
0
(
DΦt(x+ y
0,y
t )σ¯t(y
0,y
t )−DΦt(y0,yt )σ¯t(y0,yt )
)
dx
∣∣∣2 dt]
≤ E
[ ∫ T
0
1
δ
∫ δ
0
∣∣∣DΦt(x+ y0,yt )σ¯t(y0,yt )−DΦt(y0,yt )σ¯t(y0,yt )∣∣∣2 dx dt
]
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≤ C‖DΦ‖2
L 2
F
(0,T ;H1,2(D))
1
δ
∫ δ
0
|x|1/2dx
≤ C‖DΦ‖2
L 2
F
(0,T ;H1,2(D)) ·
2δ1/2
3
→ 0, as δ → 0+,
and the other term of the stochastic integral follows in a similar way. This completes the
proof.
Remark 3.1. The gradient boundedness (3.1) plays an important role when we use the domi-
nated convergence theorem to reach the limit:
lim
δ→0+
∫ T
0
1
δ
∫ δ
0
DΦt(x+ a) dx dLt =
∫ T
0
DΦt(a) dLt = 0. (3.5)
Otherwise,
∫ T
0
1
δ
∫ δ
0 DΦt(x+ a) dx dLt is not dominated, and as the regularity
Φ ∈ S 2F (0, T ;H1,2(D)) ∩L 2F (0, T ;H2,2(D))
only makes sense of K(x) := ∫ T0 DΦt(x+ a) dLt with K ∈ L1(Ω;L2(D)), it would be difficult to
identify the limit (3.5) or make sense of (3.2) at the specific point x = 0.
4 Neumann problem of semilinear BSPDEs and a comparison
theorem
In this section, we shall prove the existence and uniqueness of solutions in spaceM1 for Neumann
problems of general semilinear BSPDEs, and a comparison theorem is also established under
the boundedness assumption on gradients of solutions.
Consider the following Neumann problem of the semilinear BSPDE with Lipschitz continuous
coefficients and finite terminal value:

−dvt(y) =
[
αD2v + σ∗Dζ + F (t, y,Dv, v, ζ)
]
dt− ζt(y) dWt, (t, y) ∈ (0, T ) ×D,
Dvt(a) = 0, t ∈ [0, T ],
vT (y) = G(y), ∀y ∈ D¯.
(4.1)
Assumption 4.1. (1) (Lipschitz continuity) F : Ω×[0, T ]×D×R×R×Rd → R is P×B(D)×
B(R)×B(R)×B(Rd) → B(R) measurable, F0(t, y) := F (t, y, 0, 0, 0) ∈ M 2F (0, T ;L2(D)),
and there is a constant K > 0 such that for any (p, q, r), (p¯, q¯, r¯) ∈ R×R×Rd, it holds that
|F (t, y, p, q, r) − F (t, y, p¯, q¯, r¯)| ≤ K(|p− p¯|+ |q − q¯|+ |r − r¯|), (t, y) ∈ [0, T ]×D.
(2) G ∈ L∞(Ω,FT ;H1(D)) with DG(a) := limδ→0+ 1δ
∫ a+δ
a DG(x) dx = 0 a.s.
Definition 4.1. A pair of processes (v, ζ) is a strong solution to BSPDE (4.1) if (v, ζ) ∈ H1
satisfying a.s. for all t ∈ [0, T ],
vt(y) = G(y)+
∫ T
t
[
αD2v+σ∗Dζ+F (s, y,Dv, v, ζ)
]
(s, y) ds−
∫ T
t
ζt(y) dWs, for dy-a.e. y ∈ D,
and Dvt(a) = 0.
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Under the above assumptions, we can prove the following a priori estimate for the strong
solutions of BSPDE (4.1).
Proposition 4.1. Let Assumptions 2.1 and 4.1 hold. If (v, ζ) ∈ H1 is a strong solution to
BSPDE (4.1), then the strong solution is unique, and we have (v, ζ) ∈ M1 with
‖(v, ζ)‖M1 ≤ C
(
‖G‖L∞(Ω;H1(D)) + ‖F0‖M 2
F
(0,T ;L2(D))
)
,
where the constant C depends only on κ,K, T and Λ.
Proof. Step 1: Applying the generalized Itoˆ’s Lemma for square norms gives
‖vt‖2 +
∫ T
t
‖ζs‖2 ds =‖G‖2 + 2
∫ T
t
〈vs, αsD2vs〉 ds+ 2
∫ T
t
〈vs, σ∗sDζs〉 ds
+2
∫ T
t
〈vs, F (s, y,Dv, v, ζ)〉 ds − 2
∫ T
t
〈vs, ζsdWs〉.
(4.2)
In view of the zero Neumann boundary condition, we have
2
∫ T
t
〈vs, αsD2vs〉 ds = −2
∫ T
t
〈αsDvs,Dvs〉 ds− 2
∫ T
t
〈Dαsvs,Dvs〉 ds
≤− 2κ
∫ T
t
‖Dvs‖2 ds+ Λ
2
ǫ1
∫ T
t
‖vs‖2 ds+ ǫ1
∫ T
t
‖Dvs‖2 ds.
Further,
2
∫ T
t
〈vs, σ∗sDζs〉 ds ≤
Λ2
ǫ2
∫ T
t
‖vs‖2 ds+ ǫ2
∫ T
t
‖Dζs‖2 ds with ǫ2 ∈ (0, 1],
and
2
∫ T
t
〈vs, F (t, ·,Dv, v, ζ)〉 ds ≤
[
1 +K2
(
1 +
1
ǫ3
+
1
ǫ4
)]∫ T
t
‖vs‖2 ds+ ǫ3
∫ T
t
‖Dvs‖2 ds
+ ǫ4
∫ T
t
‖ζs‖2 ds+
∫ T
t
‖F0(s, ·)‖2 ds.
Taking conditional expectations on both sides of (4.2) and choosing appropriate ǫ1, ǫ3 and ǫ4
such that 2κ− ǫ1 − ǫ3 ≥ κ and ǫ4 ≤ 12 , we have
‖vt‖2 + E
[∫ T
t
‖Dvs‖2ds+
∫ T
t
‖ζs‖2ds
∣∣∣Ft
]
≤ CE
[
‖G‖2 +
∫ T
t
‖F0(s, ·)‖2ds+ Λ
2
ǫ2
∫ T
t
‖vs‖2 ds + ǫ2
∫ T
t
‖Dζs‖2ds
∣∣∣Ft
]
,
(4.3)
where we have used the fact that the Burkholder-Davis-Gundy inequality yields
E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ T
τ
〈vs, ζsdWs〉
∣∣∣∣
]
≤ CE
(∫ T
t
‖vs‖2‖ζs‖2ds
) 1
2
≤ CE
[
sup
τ∈[t,T ]
‖vτ‖2 +
∫ T
t
‖ζs‖2 ds
]
<∞,
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and thus,
E
[
2
∫ T
t
〈vs, ζsdWs〉
∣∣∣Ft
]
= 0.
Taking the supremum with respect to the time variable on both sides of (4.2) and choosing
appropriate ǫi(i = 1, 3, 4), we arrive at
sup
s∈[t,T ]
‖vs‖2 + sup
τ∈[t,T ]
E
[∫ T
τ
[‖vs‖2 + ‖Dvs‖2]ds +
∫ T
τ
‖ζs‖2ds
∣∣∣Fτ
]
≤ C sup
τ∈[t,T ]
E
[
‖G‖2 +
∫ T
τ
‖F0(s, ·)‖2ds+ Λ
2
ǫ2
∫ T
τ
‖vs‖2 ds + ǫ2
∫ T
τ
‖Dζs‖2ds
∣∣∣Fτ
]
, a.s.,
(4.4)
with the constant C independent of ǫ2.
Step 2: Take the derivative in y on both sides of BSPDE (4.1) and write v′t(y) := Dvt(y) and
ζ ′t(y) := Dζt(y). Then the pair (v
′, ζ ′) satisfies the following BSPDE with the zero Dirichlet
boundary condition,


−dv′t(y) =
[
D(αDv′) +D(σ∗ζ ′) +D
(
F (t, y, v′, v, ζ)
)]
(t, y) dt− ζ ′t(y) dWt,
v′t(a) = 0,
v′T (y) = DG(y), ∀y ∈ D¯.
Applying the generalized Itoˆ’s Lemma to the square norm and the integration-by-parts for-
mula, we obtain
‖v′t‖2 +
∫ T
t
‖ζ ′s‖2 ds+ 2
∫ T
t
〈v′s, ζ ′sdWs〉 − ‖DG‖2
= −2
∫ T
t
〈Dv′s, αsDv′s〉 ds − 2
∫ T
t
〈Dv′s, σ∗sζ ′s〉 ds− 2
∫ T
t
〈Dv′s, F (t, y, v′, v, ζ)〉 ds
≤ −2
∫ T
t
〈Dv′s, αsDv′s〉 ds + (1 + ǫ5)
∫ T
t
‖σsDv′s‖2 ds+
1
1 + ǫ5
∫ T
t
‖ζ ′s‖2 ds
+ ǫ6
∫ T
t
‖Dv′s‖2 ds+ C(ǫ6,K)
∫ T
t
(‖F0(s, ·)‖2 + ‖v′s‖2 + ‖vs‖2 + ‖ζs‖2) ds,
which together with the estimate
2E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ T
τ
〈v′s, ζ ′sdWs〉
∣∣∣∣
]
≤ CE
(∫ T
t
‖v′s‖2‖ζ ′s‖2ds
) 1
2
≤ E sup
τ∈[t,T ]
‖v′τ‖2 + CE
∫ T
t
‖ζ ′s‖2 ds
<∞,
implies that (by taking conditional expectations of both sides)
‖v′τ‖2 + E
[∫ T
τ
‖ζ ′s‖2 ds− ‖DG‖2
∣∣∣Fτ
]
≤ −2E
[ ∫ T
τ
〈Dv′s, αsDv′s〉 ds
∣∣∣Fτ
]
+ E
[
(1 + ǫ5)
∫ T
τ
‖σsDv′s‖2 ds+
1
1 + ǫ5
∫ T
τ
‖ζ ′s‖2 ds
12
+ ǫ6
∫ T
τ
‖Dv′s‖2 ds+ C(ǫ6,K)
∫ T
τ
(‖F0(s, ·)‖2 + ‖v′s‖2 + ‖vs‖2 + ‖ζs‖2) ds∣∣∣Fτ
]
(by relation (4.4) and Assumption 2.1)
≤ −(κ− ε5Λ2)E
[∫ T
τ
‖Dv′s‖2 ds
∣∣∣Fτ
]
+
1
1 + ǫ5
E
[∫ T
τ
‖ζ ′s‖2 ds
∣∣∣Fτ
]
+ ǫ6E
[∫ T
τ
‖Dv′s‖2 ds
∣∣∣Fτ
]
+ C(ǫ6,K,Λ, κ)E
[
‖G‖2 +
∫ T
τ
(
‖F0(s, ·)‖2 + Λ
2
ǫ2
‖vs‖2 + ǫ2‖ζ ′s‖2
)
ds
∣∣∣Fτ
]
, a.s. for τ ∈ [0, T ].
Letting
ǫ5 =
κ
4Λ2
, ǫ6 =
κ
4
, and ǫ2 <
ǫ5
2(1 + ǫ5)C(ǫ6,K,Λ, κ)
,
and taking the supremum with respect to the time variable, we have
sup
s∈[t,T ]
‖v′s‖2 + sup
τ∈[t,T ]
E
[∫ T
τ
(‖Dv′s‖2 + ‖ζ ′s‖2) ds∣∣∣Fτ
]
≤ C sup
τ∈[t,T ]
E
[
‖G‖2H1,2(D) +
∫ T
τ
(‖F0(s, ·)‖2 + ‖vs‖2) ds∣∣∣Fτ
]
, a.s. for all t ∈ [0, T ].
This together with relation (4.4) finally implies (v, ζ) ∈ M1 with the desired estimate:
ess sup
ω∈Ω
sup
s∈[0,T ]
‖vs‖2H1(D) + ess sup
ω∈Ω
sup
τ∈[0,T ]
E
[∫ T
τ
(
‖vs‖2H2(D) + ‖ζs‖2H1(D)
)
ds
∣∣∣Fτ
]
≤ C ess sup
ω∈Ω
‖G‖2H1(D) + ess sup
ω∈Ω
sup
τ∈[0,T ]
E
[∫ T
τ
‖F0(s, ·)‖2 ds
∣∣∣Fτ
]
. (4.5)
Step 3: The uniqueness follows as a consequence of the associated estimate with similar ar-
guments. Indeed, for any two strong solutions (vˆ, ζˆ) and (v¯, ζ¯), we may apply the Lipschitz
continuity 4.1 (1) and the computations in Steps 1 and 2 to the difference (vˆ−v¯, ζˆ− ζ¯), and reach
a similar estimate (4.5) with (G, F0) replaced by (0, 0), which then yields the uniqueness.
Theorem 4.2. Let Assumptions 2.1 and 4.1 hold. The BSPDE (4.1) admits a unique strong
solution (v, ζ) in M1, and
‖(v, ζ)‖M1 ≤ C
(
‖G‖L∞(Ω;H1(D)) + ‖F0‖M 2
F
(0,T ;L2(D))
)
,
with the constant C depending on κ,Λ, T and K.
Proof. Step 1:We first show that the model equation


−dvt(y) =
[
D2vt(y) + ht(y)
]
dt− ζt(y) dWt, ∀(t, y) ∈ (0, T )×D,
Dvt(a) = 0, t ∈ [0, T ],
vT (y) = G(y), ∀y ∈ D¯.
(4.6)
with h ∈ M 2
F
(0, T ;L2(D)) admits a unique strong solution (v, ζ) ∈ M1. In fact, the uniqueness
follows directly from Proposition 4.1. It remains to prove the existence.
Find a sequence (Gn, hn) ∈ L∞(Ω,FT ;H2(D)) × M 2F (0, T ;H1(D)), such that (Gn, hn) →
(G,h) in L∞(Ω,FT ;H
1(D))×M 2
F
(0, T ;L2(D)) with DGn(a) = 0. Consider the following PDE
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with the Neumann boundary condition

− ∂
∂t
v˜nt (y) =
[
D2v˜nt (y) + h
n
t (y)
]
, ∀y ∈ D,
Dv˜nt (a) = 0, t ∈ [0, T ],
v˜nT (y) = G
n(y), ∀y ∈ D¯.
(4.7)
By [24, Proposition 7.18], it has a unique solution v˜, such that v˜, Dv˜, D2v˜ and ∂∂t v˜ are lying in
L2(Ω,FT ;L
2(0, T ;L2(D))). Define vnt (y) = E[v˜nt (y)|Ft] and solve for ζn the backward SDE
vnt (y) = G
n(y) +
∫ T
t
[
D2vns (y) + h
n
s (y)
]
ds−
∫ T
t
ζns (y) dWs, ∀y ∈ D, (4.8)
Then, vn ∈ S2
F
(0, T ;H1(D)) ∩L 2
F
(0, T ;H2(D)) and ζn ∈ L 2
F
(0, T ;L2(D)).
In order to prove that (vn, ζn) is the strong solution to (4.6) with (Gn, hn), we claim that
ζn ∈ L 2
F
(0, T ;H1(D)). In fact, taking the derivative in y of both sides of (4.7), Dv˜n is a strong
solution of the following PDE with the Dirichlet boundary condition

− ∂
∂t
Dv˜n =
[
D2(Dv˜nt (y)) +Dh
n
t (y)
]
, ∀y ∈ D,
Dv˜n(t, a) = 0,
Dv˜n(T, y) = DGn(y), ∀y ∈ D.
Similarly, it is easy to prove that (Dvn,Dζn) is solution of the backward SDE (4.8) associated
to (DGn,Dhn). Then, Dvn ∈ S2
F
(0, T ;H1(D))∩L 2
F
(0, T ;H2(D)) and Dζn ∈ L 2
F
(0, T ;L2(D)).
Therefore, (vn, ζn) ∈ H1 is strong solution of (4.6) associated with (Gn, hn), and by Proposition
4.1, we further have (vn, ζn) ∈ M1. Moreover, the a priori estimate in Proposition 4.1 yields
the convergence of (vn, ζn) and then the existence of the strong solution (v, ζ) ∈ M1 for BSPDE
(4.6).
Step 2: We prove the unique existence of the strong solution to (4.1) with the method of
continuation. For each ε ∈ [0, 1], define
Qε(v, ζ) = (1− ε)D2v + ε[αD2v + σ∗Dζ + F (t, y,Dv, v, ζ)], for (v, ζ) ∈ M1.
For each (vˆ, ζˆ) ∈ M1 and ε0, ε ∈ [0, 1], consider BSPDE

−dvt(y) =
[
Qε0(v, ζ) +Qε(vˆ, ζˆ)−Qε0(vˆ, ζˆ)
]
(t, y) dt− ζt(y) dWt,
Dvt(a) = 0, t ∈ [0, T ],
vT (y) = G(y).
(4.9)
Notice that for each (vˆ, ζˆ) ∈ M1, we have
Qε(vˆ, ζˆ)−Qε0(vˆ, ζˆ) = (ε− ε0)
(
−D2vˆ + αD2vˆ + σ∗Dζˆ + F (t, y,Dvˆ, vˆ, ζˆ)
)
,
and that the a priori estimate in Proposition 4.1 is applicable to the BSPDE (4.9) for any
ε0, ε ∈ [0, 1]. In particular, when ε0 = 0, it has been shown in Step 1 that the BSPDE (4.9)
admits a unique strong solution (v, ζ) ∈ M1 for any ε ∈ [0, 1] and (vˆ, ζˆ) ∈ M1.
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Suppose that for some ε0 ∈ [0, 1], the BSPDE (4.9) has a unique strong solution (v, ζ) ∈M1
for each given (vˆ, ζˆ) ∈ M1. We may define the solution mapping:
Πε : M1 →M1, (vˆ, ζˆ) 7→ (v, ζ).
Then for any (vˆi, ζˆ i) ∈ M1, i = 1, 2, set (δvˆ, δζˆ) = (vˆ1− vˆ2, ζˆ1− ζˆ2), and we have by Proposition
4.1
‖Πε(vˆ1, ζˆ1)−Πε(vˆ2, ζˆ2)‖M1 ≤ C|ε0 − ε|
∥∥∥−D2δvˆ + αD2δvˆ + σ∗Dδζˆ + F (·, ·,Dvˆ1, vˆ1, ζˆ1)
−F (·, ·,Dvˆ2, vˆ2, ζˆ2)
∥∥∥
M 2
F
(0,T ;L2)
≤ C|ε− ε0|
∥∥∥(δvˆ, δζˆ)∥∥∥
M1
,
where the constant C is independent of the pair (ε, ε0). Hence, the mapping Πε from M1 to
itself is clearly a contraction mapping and has a unique fixed point whenever |ε0− ε| < δ0 := 1C .
Starting from ε0 = 0, we may arrive at ε = 1 in finite steps, and we conclude that Π1 has a unique
fixed point (v, ζ) ∈ M1 which is indeed a strong solution of BSPDE (4.1). The uniqueness and
estimation follow directly from Proposition 4.1.
We also have the following comparison theorem for the solutions.
Theorem 4.3. Let Assumption 2.1 hold. Suppose that (v1, ζ1) and (v2, ζ2) are strong so-
lutions of (4.1) with, respectively, (G1, F 1) and (G2, F 2) satisfying Assumption 4.1. More-
over, we assume both v1 and v2 satisfy the boundedness condition (3.1). If G1 ≤ G2 and
F 1(t, y,Dv1, v1, ζ1) ≤ F 2(t, y,Dv1, v1, ζ1), then for each (t, y) ∈ [0, T ] ×D, it holds that
v1t (y) ≤ v2t (y), a.s.
Proof. Fix some given (t, y) ∈ [0, T ] ×D. By Theorem 3.1, we have for i = 1, 2
vit(y) = G
i(yt,yT ) +
∫ T
t
[
F i(s, yt,ys ,Dv
i
s(y
t,y
s ), v
i
s(y
t,y
s ), ζ
i
s(y
t,y
s ))− βs(yt,ys )Dvis(yt,ys )
]
ds
−
∫ T
t
(
ζ ir(y
t,y
r ) +Dv
i
r(y
t,y
r )σr(y
t,y
r )
)
dWr −
∫ T
t
Dvir(y
t,y
r )σ¯r(y
t,y
r ) dBr, a.s. (4.10)
For each s ∈ [t, T ] and i = 1, 2, set
Y is = v
i
s(y
t,y
s ), Z
i
s = (ζ
i
s(y
t,y
s ) +Dv
i
s(y
t,y
s )σs(y
t,y
s ) and Z¯
i
s = Dv
i
s(y
t,y
s )σ¯s(y
t,y
s ),
and it follows that
Dvis(y
t,y
s ) =
σ¯∗s(y
t,y
s )Z¯is
|σ¯s(yt,ys )|2
and ζ is(y
t,y
s ) = Z
i
s −
σ¯∗s(y
t,y
s )Z¯is
|σ¯s(yt,ys )|2
σs(y
t,y
s ).
Then the equation (4.10) may be written equivalently as the following BSDE:
Y it −Gi(yt,yT )
=
∫ T
t
[
F i
(
s, yt,ys ,
σ¯∗s(y
t,y
s )Z¯is
|σ¯s(yt,ys )|2
, Y is , Z
i
s −
σ¯∗s(y
t,y
s )Z¯is
|σ¯s(yt,ys )|2
σs(y
t,y
s )
)
− βs(yt,ys )
σ¯∗s(y
t,y
s )Z¯is
|σ¯s(yt,ys )|2
]
ds
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−
∫ T
t
Zir dWr −
∫ T
t
Z¯ir dBr, a.s., for i = 1, 2. (4.11)
Under Assumption 2.1, it is easy to check that the coefficients F i in BSDEs (4.11) are Lipschitz
continuous with respect to (Y i, Zi, Z¯i). Then, the standard comparison theorem for BSDEs (see
[10, Theorem 2.2] for instance) indicates that Y 1t ≤ Y 2t a.s., i.e., v1t (y) ≤ v2t (y) a.s.
Remark 4.1. In view of the above proof, we see that the terminal time T in Theorem 4.3 may
be a stopping time. Besides, the above proof is not standard for BSPDEs. With a standard
method, we may first prove the Itoˆ formula for the square norm of (v1−v2)+ and follow a similar
way to [17, Proposition A.2] to complete the proof. Nevertheless, for the sake of simplicity, we
would not seek such a generality in this paper.
5 Unique existence of strong solution to BSPDE (1.6) and ver-
ification theorem
Notice that the BSPDE (2.1) has a q∗th-power growth in v in the drift term and the terminal
term is ∞. In the first subsection, the existence result for equation (2.1) is proved with the
method of truncations, and in the second subsection, we derived the verification theorem as
well as the uniqueness. In contrast to the methods in [15, 17] for BSPDEs on the whole space
with quadratic growth, the main difference comes from the treatments of the general q∗th-power
growth, the bounded gradient estimates, the finer space for solutions, and the nontrivial domain.
5.1 Existence of a pair of strong solutions to HJB equation (1.6)
To prove the existence of the strong solution of HJB equation (1.6), equivalently we can prove
the existence for the weighted equation (2.1). We first consider the following BSPDE (2.1) with
a finite (truncated) terminal condition: for each M ∈ N+,

−dvMt (y) =
[
αD2vM + σ∗DζM + λθ − |v
M |q∗
(q∗ − 1)|θη|q∗−1 − µ(Z)v
M + f(t, y,DvM , vM , ζM )
+
∫
Z
θγ(·, z)vM
(|θγ(·, z)|q∗−1 + |vM |q∗−1)q−1 µ(dz)
]
(t, y) dt− ζMt (y) dWt,
∀(t, y) ∈ [0, T )×D,
DvMt (a) = 0, ∀t ∈ [0, T ],
vMT (y) =Mθ(y), ∀y ∈ D.
(5.1)
We will first discuss the existence of strong solutions of the above equation and then derive
the existence for BSPDE (2.1) by taking M →∞.
Proposition 5.1. Let Assumption 2.1 hold. BSPDE (5.1) admits a unique strong solution
(vM , ζM ) in M1. Moreover, DvM ∈ S∞w,F (0, T ;L∞(D)) and the sequence {vM}M∈N+ is in-
creasing as M tends to infinity.
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Proof. Consider the following equation with the q∗th-power term truncated by N in (5.1). That
is to use
∣∣∣(θ−1|vM,N |) ∧N ∣∣∣q∗−1vM,N instead of θ−1∣∣vM,N ∣∣q∗ .

−dvM,Nt (y) =
[
αD2vM,N + σDζM,N + λθ −
∣∣(θ−1|vM,N |) ∧N ∣∣q∗−1
(q∗ − 1)|η|q∗−1 |v
M,N | − µ(Z)vM,N
+
∫
Z
θγ(·, z)vM,N
(|θγ(·, z)|q∗−1 + |vM,N |q∗−1)q−1 µ(dz)
+ f(t, y,DvM,N , vM,N , ζM,N )
]
(t, y) dt − ζM,Nt (y) dWt,
DvM,Nt (a) = 0, ∀t ∈ [0, T ],
vM,NT (y) =Mθ(y).
(5.2)
We may check that Assumption 4.1 is satisfied. By Theorem 4.2, the above BSPDE admits a
unique strong solution (vM,N , ζM,N ) ∈ M1 with
ess sup
(ω∈Ω)
sup
t∈[0,T ]
‖vM,Nt ‖H1(D) + ‖vM,N‖M 2
F
(0,T ;H2(D)) + ‖ζM,N‖M 2
F
(0,T ;H1(D)) <∞.
Put (v′, ζ ′) = (DvM,N ,DζM,N ). Straightforward computations indicate that (v′, ζ ′) is a weak
solution of the following BSPDE with Dirichlet boundary conditions:

−dv′t(y) =
[
D(αDv′) +D(σζ ′)− µ(Z)v′ +D (f(t, y,DvM,N , vM,N , ζM,N))
+D
(
λθ −
∣∣(θ−1|vM,N |) ∧N ∣∣q∗−1
(q∗ − 1)|η|q∗−1 θ
−1|vM,N | · θ
+
∫
Z
θγ(·, z)vM,N
(|θγ(·, z)|q∗−1 + |vM,N |q∗−1)q−1µ(dz)
)]
(t, y) dt− ζ ′t(y) dWt,
v′t(a) = 0, ∀t ∈ [0, T ],
v′T (y) =MDθ(y),
(5.3)
where
D
(
f(t, y,DvM,N , vM,N , ζM,N )
)
= D
(
[β + 4(y − a)αθ]DvM,N + 2θ [α+ (y − a)β] vM,N + 2(y − a)θσ∗ζM,N)
= D [β + 4(y − a)αθ]DvM,N + [β + 4(y − a)αθ]D2vM,N +D(2θ [α+ (y − a)β])vM,N
+ 2θ [α+ (y − a)β]DvM,N +D(2(y − a)θσ∗)ζM,N + 2(y − a)θσ∗DζM,N . (5.4)
Recalling θ(y) = (1 + (y − a)2)−1, we have (y − a)θ(y) and all the derivatives of θ are lying
in L∞(R) ∩ Lr(R) for all r > 1, which together with Assumption 2.1 and Sobolev’s embedding
theorem indicates that Assumption B.1 holds. Indeed, when checking Assumption B.1 with
n = 1, we have p > max{n + 2, 2 + 4/n} = 6 and p(n+2)p+2+n > 6(1+2)6+2+1 = 2, and as (we may
easily check) D(2(y− a)θσ∗) ∈ M r
F
(0, T ;Lr(D))∩S∞
F
(0, T ;L∞(D) for all r > 1, an immediate
consequence of Ho¨lder’s inequality gives
D(2(y − a)θσ∗)ζM,N ∈ M 3F (0, T ;L3(D)) ∩M 2F (0, T ;L2(D)).
All the other terms in (5.4) follows in a similar way. In addition, we have obviously(
λθ −
∣∣(θ−1|vM,N |) ∧N ∣∣q∗−1
(q∗ − 1)|η|q∗−1 θ
−1|vM,N | · θ
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+∫
Z
θγ(·, z)vM,N
(|θγ(·, z)|q∗−1 + |vM,N |q∗−1)q−1µ(dz)
)
∈ M rF (0, T ;Lr(D)),
for all r ∈ (1,∞). Therefore, we may apply Proposition B.1 and obtain that
v′ = DvM,N ∈ S∞w,F (0, T ;L∞(D)).
Then, we may apply the comparison theorem in Theorem 4.3 and obtain
v¯M,0 ≥ vM,0 ≥ vM,1 ≥ vM,2 ≥ · · · ≥ 0,
where (v¯M,0, 0) with θ−1v¯M,0 = M + E
[∫ T
t λ(s) ds
∣∣Ft] is the strong solution to BSPDE (5.2)
when N = 0 and γ ≡ ∞. Therefore, for any positive integer N ,
0 ≤ θ−1vM,N ≤M + E
[∫ T
t
λ(s) ds
∣∣Ft
]
≤M + (T − t)Λ.
If we let N be sufficiently large, then
(θ−1|vM,N |) ∧N = θ−1|vM,N |,
and BSPDE (5.2) turns out to be the same as equation (5.1). That is, for any M , there is N
large enough, such that
(vM , ζM ) = (vM,N , ζM,N)
is the unique strong solution to (5.1).
Also, by the comparison theorem, we have that:
v1 ≤ v2 ≤ · · · ≤ vM ≤ vM+1 ≤ · · · , P × dy-almost surely.
Remark 5.1. It is worth noting that in the above proof, the comparison theorem (Theorem
4.3) is actually applied to BSPDEs with nonlinear growth with respect to vM . This works well
because θ−1vM is uniformly bounded and BSPDE (5.1) may be equivalently written as BSPDE
(5.2) with sufficiently large N . Similar arguments will be omitted in what follows unless stated
otherwise.
Let M →∞, we can prove the following existence theorem for equation (1.6).
Theorem 5.2. Let Assumption 2.1 hold. BSPDE (1.6) admits a strong solution (u, ψ) such
that (θu, θψ) ∈ M1([0, τ ] ×D), D(θu) ∈ S∞w,F (0, τ ;L∞(D)) for τ ∈ [0, T ), and
c0
(T − t)q−1 ≤ ut(y) ≤
C0
(T − t)q−1 , a.s. ∀ (t, y) ∈ [0, T )×D,
where the positive constants c0 > 0 and C0 > 0 depend only on q, κ0,Λ, T and µ(Z).
Proof. Step 1: By Proposition 5.1, BSPDE (5.1) with the terminal value Mθ has a unique
strong solution (vM , ζM ) ∈ M1, and the sequence {vM} is increasing and thus admits a limit
which we denote by v.
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Let (vM , ζM ) and (vM , ζ
M
) be the strong solutions to BSPDE (5.1) with (λ, η, γ) replaced
by (0, κ0, 0) and (Λ,Λ,∞), respectively. Then, it is easy to check that (ζM , ζM ) = (0, 0),
vMt (y) =

 (q∗ − 1)|κ0|q∗−1µ(Z)(
1 + (q
∗−1)|κ0|q
∗
−1µ(Z)
Mq∗−1
)
e(q∗−1)µ(Z)(T−t) − 1


q−1
θ(y),
and vMt (y) = Γ
M
t θ(y) with Γ
M satisfying
−
dΓMt
dt = Λ−
|ΓMt |
q∗
(q∗−1)Λq∗−1 , t ∈ [0, T ),
ΓMT =M.
The comparison theorem (see Theorem 4.3 and Remark 5.1) indicates that vM ≤ vM ≤ vM .
Letting M tend to infinity gives the boundedness from below:
vt(y) ≥ c0θ(y)
(T − t)q−1 , ∀ (t, y) ∈ [0, T )×D, a.s., (5.5)
with the constant c0 > 0 depending on q, κ0,Λ, T and µ(Z). Moreover, there are M0 ∈ N and
ε ∈ (0, T ) such that almost surely,
vMt (y) ≥ vMt (y) > ΛTθ(y), for all M > M0 and (t, y) ∈ [T − ε, T ]×D.
Notice that 
−
d(ΓMt −Λ(T−t))
dt = −
|ΓMt −Λ(T−t)+Λ(T−t)|q
∗
(q∗−1)Λq∗−1
, t ∈ [T − ε, T ),
ΓMT =M.
Then over the interval [T − ε, T ], whenever M > M0, we have 0 ≤ ΓMt − Λ(T − t) ≤ YMt with
YMt satisfying: 
−
dY Mt
dt = −
|Y Mt |q
∗
(q∗−1)Λq∗−1 , t ∈ [T − ε, T ),
YMT =M.
In fact, solving for YMt gives
YMt =
(
1
T−t
Λq∗−1
+ 1
Mq∗−1
) 1
q∗−1
≤ Λ
(T − t)q−1 , t ∈ [T − ε, T ).
Therefore, for M >M0 and t ∈ [T − ε, T ), we have
ΓMt ≤
Λ
(T − t)q−1 + Λ(T − t). (5.6)
On the other hand, over the interval [0, T − ε], it is obvious that for M > M0,
ΓMt ≤ ΓMT−ε + Λ(T − ε− t), ∀ t ∈ [0, T − ε]. (5.7)
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Combining (5.6) and (5.7) yields that for all M > M0,
ΓMt ≤
C0
(T − t)q−1 , ∀ t ∈ [0, T ), (5.8)
where C0 depends on Λ and T . This together with (5.5) finally implies that with probability 1,
c0
(T − t)q−1 ≤
vt(y)
θ(y)
≤ C0
(T − t)q−1 , ∀ (t, y) ∈ [0, T ) ×D. (5.9)
Step 2: For any M , if (vM , ζM ) is the strong solution of BSPDE (5.1). Then, for any 0 ≤ t ≤
τ < T , (vˆM , ζˆM ) = ((τ − t)vM , (τ − t)ζM) is the strong solution of the following equation over
the time interval [0, τ ]:

−dvˆMt (y) =
[
αD2vˆM + σDζˆM + (τ − t)λθ − vˆ
M
q∗ − 1 ·
∣∣∣∣vMηθ
∣∣∣∣
q∗−1
+ vM − µ(Z)vˆM
+
∫
Z
(τ − t)θγ(·, z)vˆM
(|(τ − t)θγ(·, z)|q∗−1 + |vˆM |q∗−1)q−1
µ(dz) + f(t, y,DvˆM , vˆM , ζˆM )
]
(t, y) dt
− ζˆMt (y) dWt,
DvˆMt (a) = 0, t ∈ [0, τ ],
vˆMτ (y) = 0.
At the same time, let (vˆ, ζˆ) ∈ M1([0, τ ] ×D) be the strong solution to the following BSPDE:

−dvˆt(y) =
[
αD2vˆ + σDζˆ + (τ − t)λθ − vˆ
q∗ − 1
∣∣∣∣ vηθ
∣∣∣∣
q∗−1
+ v − µ(Z)vˆ
+
∫
Z
(τ − t)θγ(·, z)vˆ
(|(τ − t)θγ(·, z)|q∗−1 + |vˆ|q∗−1)q−1 µ(dz) + f(t, y,Dvˆ, vˆ, ζˆ)
]
(t, y) dt
− ζˆt(y) dWt,
Dvˆ = 0, t ∈ [0, τ ],
vˆτ (y) = 0,
with v being the limit of vM in Step 1. Notice that
vˆ
q∗ − 1
∣∣∣∣ vηθ
∣∣∣∣
q∗−1
− vˆ
M
q∗ − 1
∣∣∣∣vMηθ
∣∣∣∣
q∗−1
=
vˆ
q∗ − 1
( |v|q∗−1 − |vM |q∗−1
|ηθ|q∗−1
)
+
vˆ − vˆM
q∗ − 1
∣∣∣∣vMηθ
∣∣∣∣
q∗−1
,
with the first term on the RHS converging to zero in M 2
F
(0, τ ;L2(D)). Then, in view of the
boundedness estimate (5.9) and with similar calculations to the proof of Proposition 4.1, we
have
‖(vˆM − vˆ, ζˆM − ζˆ)‖M1([0,τ ]×D) → 0, as M → +∞.
Therefore, vˆ = (τ − t)v, P × dy-a.e.. Also, it is easy to check that Dvˆ ∈ S∞w,F (0, τ ;L∞(D)).
Then for any τ0 with τ0 < τ < T , and for t ∈ [0, τ0], v = vˆτ−t and define ζ := ζˆτ−t . Then by the
arbitrariness of τ , it is easy to check: (i) (v, ζ) ∈M1([0, τ0]×D) and Dv ∈ S∞w,F (0, τ0;L∞(D))
for each τ0 < T ; (ii) as τ0 → T−, v(τ0, y) → +∞ a.s. for all y ∈ D; (iii) (v, ζ) satisfies for each
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t ∈ [0, τ0],
vt(y) = vτ0(y)−
∫ τ0
t
[
αD2v + σ∗Dζ + λθ − |v|
q∗
(q∗ − 1)|ηθ|q∗−1 − µ(Z)v ++f(s, y,Dv, v, ζ)
+
∫
Z
θγ(·, z)v
(|θγ(·, z)|q∗−1 + |v|q∗−1)q−1 µ(dz)
]
(s, y) ds+
∫ τ0
t
ζs(y) dWs, P× dy-a.e.,
and Dvt(a) = 0 a.s. ∀t ∈ [0, τ0]. Therefore, (v, ζ) is the strong solution to BSPDE (2.1).
Equivalently, (u, ψ) = (θ−1v, θ−1ζ) is the strong solution to BSPDE (1.6).
5.2 Verification theorem and uniqueness of strong solution to BSPDE (1.6)
Theorem 5.3. Let Assumption 2.1 be satisfied and suppose that (u, ψ) is a strong solution to
BSPDE (1.6) that satisfies D(θu) ∈ S∞w,F (0, τ ;L∞(D)) for τ ∈ [0, T ),
(θu, θψ)1[0,t] ∈ H1([0, t]×D), t ∈ (0, T ), (5.10)
and
c0
(T − t)q−1 ≤ ut(y) ≤
c1
(T − t)q−1 , a.s. ∀(t, y) ∈ [0, T ) ×D, (5.11)
with c0 and c1 being two positive constants. Then,
V (t, y, x) := ut(y)|x|q, (t, x, y) ∈ [0, T ]× R×D,
coincides with the value function of (1.4). Moreover, the optimal (feedback) control is given by
(ξ∗t , ρ
∗
t (z)) =
(
|ut(yt)|q
∗−1 xt
|ηt(yt)|q∗−1
,
|ut(yt)|q
∗−1 xt−
|γt(yt, z)|q∗−1 + |ut(yt)|q∗−1
)
, for t ∈ [0, T ). (5.12)
In view of (5.10), the regularity of (θu, θψ) is not high enough to apply the generalized Itoˆ-
Kunita-Wentzell formula ([3, Lemma 4.1]) for the compositions of random fields and reflected
SDEs. In fact, to the best of our knowledge, no generalized Itoˆ-Kunita-Wentzell formula is
available for the strong solutions of backward SPDEs like (1.6) even for the cases without
singular terminal condition. The proof of Theorem 5.3 is instead based on the representation
relationship between FBSDEs and backward SPDEs in Theorem 3.1.
The following result is similar to [15, Lemma 3.4], and its proof is omitted. It states that
the optimal control lies in the set A for which the corresponding state process is monotone.
Lemma 5.4. Given any admissible control pair (ξ, ρ) ∈ Lq
F¯
(0, T ) × Lq
F¯
(0, T ;Lq(Z)), we may
find a corresponding admissible control pair (ξˆ, ρˆ) ∈ Lq
F¯
(0, T )× Lq
F¯
(0, T ;Lq(Z)) satisfying:
(i) the cost associated to (ξˆ, ρˆ) is no more than that of (ξ, ρ);
(ii) the corresponding state process x0,x;ξˆ,ρˆ is a.s. monotone;
(iii) it holds that for each t ∈ [0, T ],
E
[
sup
s∈[t,T ]
|x0,x;ξˆ,ρˆs |q
∣∣∣∣∣ F¯t
]
= |x0,x;ξˆ,ρˆt |q ≤ C(T − t)q−1E
[∫ T
t
|ξˆs|q ds
∣∣∣∣ F¯t
]
, (5.13)
where the constant C > 0 is independent of the initial data (0, x), terminal time T and the
control pair (ξˆ, ρˆ).
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The proof of Lemma 5.4 is similar to that of [15, Lemma 3.4], so we omit it here.
Proof of Theorem 5.3. First, we check the admissibility of the control process (ξ∗, ρ∗). We
compute the state process
x∗t := x exp
(
−
∫ t
0
|us(y0,ys )|q∗−1
|ηs(y0,ys )|q∗−1
ds
) ∏
0<s≤t
{
1−
∫
Z
|us(y0,ys )|q∗−1
|γs(y0,ys , z)|q∗−1 + |us(y0,ys )|q∗−1
π(dz, {s})
}
.
Obviously, x∗· is monotonic and as t ↑ T ,
|x∗t | ≤
∣∣∣∣∣∣x exp

−
∫ t
0
∣∣∣∣∣us(y
0,y
s )
ηs(y
0,y
s )
∣∣∣∣∣
q∗−1
ds


∣∣∣∣∣∣ ≤ |x| exp
{
−
∫ t
0
|c0|q∗−1
|Λ(T − s)q−1|q∗−1 ds
}
= |x|
(
T − t
T
)| c0Λ |q∗−1
−→ 0
as t ↑ T. In view of the definition of (ξ∗, ρ∗), we see directly ρ∗ ∈ Lq
F¯
(0, T ;Lq(Z)), and ξ∗ ∈
Lq
F¯
(0, τ) for any τ ∈ (0, T ). In the next step, we shall further confirm ξ∗ ∈ L q
F¯
(0, T ;R).
Second, we note that the BSPDE (1.6) is equivalent to the BSPDE (2.1) and that by Sobolev’s
embedding theorem, ut(y) is a.s. continuous with respect to (t, y) ∈ [0, T ) × Rd. If we restrict
the BSPDE (2.1) onto the time interval [0, τ ] with τ ∈ (0, T ), taking θuτ (y) as the terminal
condition, then the BSPDE (2.1) satisfies the assumptions of Theorem 4.2 on time interval
[0, τ ], due to (5.11) and the presence of the weight function θ. Thus, the pair (v, ζ) := (θu, θψ)
turns out to be the unique strong solution to the following BSPDE:

−dvt(y) =
[
αD2v + σ∗Dζ + λθ − |v|
q∗
(q∗ − 1)|ηθ|q∗−1 − µ(Z)v + f(t, y,Dv, v, ζ)
+
∫
Z
θγ(·, z)v
(|θγ(·, z)|q∗−1 + |v|q∗−1)q−1 µ(dz)
]
(t, y) dt− ζt(y) dWt,
Dvt(a) = 0, for t ∈ [0, τ ],
vτ (y) = θ(y)uτ (y), y ∈ R.
(5.14)
By Theorem 3.1, we have following BSDE representation:
− d(θut)(y0,yt )
=
[
− βD(θu) + λθ − |θu|
q∗
(q∗ − 1)|ηθ|q∗−1 − µ(Z)θu+ f(t, y
0,y
t ,D(θu), θu, θψ)
+
∫
Z
θγ(·, z)θu
(|θγ(·, z)|q∗−1 + |θu|q∗−1)q−1 µ(dz)
]
(t, y0,yt ) dt
− (D(θu)σ¯) (t, y0,yt ) dBt − (θψ +D(θu)σ) (t, y0,yt ) dWt, t ∈ [0, T ).
Applying the standard Itoˆ formula, we obtain
dθ−1(y0,yt ) =
[
αD2θ−1 + βDθ−1
]
(t, y0,yt ) dt+
(
(Dθ−1)σ
)
(t, y0,yt ) dWt ++
(
(Dθ−1)σ¯
)
(t, y0,yt ) dBt
and further,
−dut(y0,yt ) =
[
λ− |u|
q∗
(q∗ − 1)|η|q∗−1 − µ(Z)u+
∫
Z
γ(·, z)u
(|γ(·, z)|q∗−1 + |u|q∗−1)q−1 µ(dz)
]
(t, y0,yt ) dt
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− [Duσ¯] (t, y0,yt ) dBt − [µ+Duσ] (t, y0,yt ) dWt, t ∈ [0, T ).
Then the stochastic differential equation for ut(y
0,y
t )|x0,x;ξ,ρt |q follows immediately from an ap-
plication of the standard Itoˆ formula again. Then, for every (x, y) ∈ R×D and each admissible
control (ξ, ρ) which, by Lemma 5.4, drives a monotone process x0,x;ξ,ρ, we have
ut(y
0,y
t )
∣∣x0,x;ξ,ρt ∣∣q − E [ur(y0,yr )∣∣x0,x;ξ,ρr ∣∣q∣∣∣ F¯t]
= E
[∫ r
t
(
λs(y
0,y
s )|x0,x;ξ,ρs |q −
|us(y0,ys )|q∗ |x0,x;ξ,ρs |q
(q∗ − 1)|ηs(y0,ys )|q∗−1
+ qus(y
0,y
s )
∣∣∣x0,x;ξ,ρs ∣∣∣q−2 x0,x;ξ,ρs ξs
− µ(Z)us(y0,ys )|x0,x;ξ,ρs |q + us(y0,ys )
∫
Z
(∣∣∣x0,x;ξ,ρs − ρs(y0,ys , z)∣∣∣q − ∣∣∣x0,x;ξ,ρs ∣∣∣q) µ(dz)
+
∫
Z
γs(y
0,y
s , z)us(y
0,y
s )|x0,x;ξ,ρs |q(
|γs(y0,ys , z)|q∗−1 + |us(y0,ys )|q∗−1
)q−1µ(dz)
)
ds
∣∣∣∣∣∣∣ F¯t


≤ E
[∫ r
t
(
ηs(y
0,y
s )|ξs|q + λs(y0,ys )
∣∣x0,x;ξ,ρs ∣∣q +
∫
Z
γs(y
0,y
s , z)|ρs(z)|q µ(dz)
)
ds
∣∣∣∣ F¯t
]
, a.s., (5.15)
for all 0 ≤ t ≤ τ < T . Notice that, the control pair (ξ∗, ρ∗) makes the above inequality with
equality; in particular, we have
u0(y)|x|q ≥ u0(y)|x|q − E
[
uτ (y
0,y
τ )|x0,x;ξ
∗,ρ∗
τ |q
]
= E
[∫ τ
0
(
ηs(y
0,y
s )|ξ∗s |q + λs(y0,ys )
∣∣x0,x;ξ∗,ρ∗s ∣∣q +
∫
Z
γs(y
0,y
s , z)|ρ∗s(z)|q µ(dz)
)
ds
]
,
which indicates that ξ∗ ∈ L q
F¯
(0, T ;R) by letting τ go to T . Thus, the control pair (ξ∗, ρ∗) is
admissible.
As τ → T , by (5.11) and (5.13), it turns out that
lim
τ↑T
∣∣∣∣E [uτ (y0,yτ )
∣∣∣x0,x;ξ,ρτ ∣∣∣q∣∣∣ F¯t]
∣∣∣∣ ≤ limτ↑T c1(T − τ)q−1 C(T − τ)q−1E
[∫ T
τ
|ξs|q ds
∣∣∣∣ F¯t
]
= 0, (5.16)
which implies that
u0(y)|x|q ≤ J(0, x, y; ξ, ρ) for any admissible (ξ, ρ),
and that the control (ξ∗, ρ∗) satisfies the above inequality with equality and is thus optimal.
In view of Theorem 5.3 and its proof above, we see that the uniqueness of the strong so-
lution (u, ψ) to BSPDE (1.6) requires the specific domination relation (5.11). In fact, such a
requirement may be dropped as below.
Theorem 5.5. Under Assumption 2.1, for the solution (u, ψ) to BSPDE (1.6) constructed in
the proof of Theorem 5.2, if (u˜, ψ˜) is another strong solution of (1.6) satisfying
(θu˜, θψ˜ + σ∗D(θψ˜)) ∈ H1([0, t]×D) and u˜, D(θu˜) ∈ S∞w,F (0, t;L∞(O)), ∀ t ∈ (0, T ),
then a.s. for all t ∈ [0, T ), u˜t = ut a.e. in Rd.
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Proof. Denote by (vM , ζM ) ∈ M1 the unique solution to BSPDE (2.1), and by (v, ζ) and (u, ψ),
respectively, the strong solutions to BSPDEs (2.1) and (1.6) in the proof of Theorem 5.2. The
embedding theorem indicates that vM ∈ S∞
F
(0, T ;L∞(D)) and v˜ ∈ S∞
F
(0, t;L∞(D)) for all
t ∈ [0, T ). Set (v˜, ζ˜) = θ (u˜, ψ˜), and KM = ‖vM‖S∞
F
(0,T ;L∞(D)). For each (t, y) ∈ [0, T ) × D,
define
τM = inf{s > t; v˜s(yt,ys ) > KM},
and obviously, one has t ≤ τM < T a.s. Then the boundedness of v˜ and vM on the interval
[t, τM ] allows us to follow the same proof for Theorem 4.3 with the deterministic time interval
[0, T ] replaced by a random one [t, τM ], and we may arrive at the following comparison relation,
v˜t(y) ≥ vMt (y) a.s. (5.17)
Letting M tend to infinity yields that v˜t(y) ≥ vt(y) and a.s. for all (t, y) ∈ [0, T ) × D. In
particular, it follows from Theorem 5.3 that
u˜t(y) ≥ c0
(T − t)q−1 , a.s.,∀(t, y) ∈ [0, T ) ×D. (5.18)
In view of Theorem 5.3, it remains to verify that u˜ satisfies the condition (5.11). The above
arguments have given the lower bound (5.18). For each t0 ∈ [0, T ), taking T0 ∈ [0, T ) such that
0 ≤ t0 < T0 < T , as in Step 1 in the proof of Theorem 5.2, we may set vˆMt (y) = ΓMt θ(y) with
ΓM satisfying 
−dΓ
M
t = Λ− |Γ
M
t |
q∗
(q∗−1)Λq∗−1
, t ∈ [0, T0),
ΓMT0 =M,
and it is easy to check that (vˆM , 0) is the unique solution to BSPDE (2.1) over the time interval
[0, T0] instead of [0, T ]. Let M > ‖v˜‖S∞
F
(0,T0;L∞(D)). Then, over the time interval [0, T0], both v˜
and vˆM are bounded, and we may apply Theorem 4.3 as commented in Remark 5.1 and obtain
the relation:
v˜t0(y) ≤ vˆMt0 (y) ≤
C0θ(y)
(T0 − t0)q−1 , a.s. ∀ y ∈ D,
where the second inequality follows the same to the relation (5.8) with the constant C0 being
independent of (M,T0). Letting T0 tend to T and taking into account the arbitrariness of t0
finally yield that
u˜t(y) ≤ C0
(T − t)q−1 , a.s. ∀ (t, y) ∈ [0, T )×D,
which is the desired upper bound and together with the lower bound (5.18) implies the uniqueness
as a consequence of Theorem 5.3.
A Generalized Itoˆ-Wentzell formula by Krylov [23] and a corol-
lary
For an arbitrary domain Π in some Euclidean space, let C∞c (Π) be the class of infinitely differ-
entiable functions with compact support in Π. Denote by D the space of real-valued Schwartz
distributions on C∞c := C
∞
c (R
n). By D we denote the set of all D-valued functions defined on
Ω× [0, T ] such that, for any u ∈ D and φ ∈ C∞c , the function 〈u, φ〉 is P-measurable.
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For p = 1, 2 we denote by Dp the totality of u ∈ D such that for any R1, R2 ∈ (0,∞) and
φ ∈ C∞c , we have ∫ R2
0
sup
|x|≤R1
|〈u(t, ·), φ(· − x)〉|p dt <∞ a.s.
For u, f, g ∈ D, we say that the equality
du(t, x) = f(t, x) dt+ g(t, x) dWt, t ∈ [0, T ], (A.1)
holds in the sense of distributions if f ∈ D1, g ∈ D2 and for any φ ∈ C∞c with probability one
we have for all t ∈ [0, T ]
〈u(t, ·), φ〉 = 〈u(0, ·), φ〉+
∫ t
0
〈f(s, ·), φ〉 ds +
∫ t
0
〈g(s, ·) dWs, φ〉.
Let xt be an R
n-valued predictable process of the following form
xt =
∫ t
0
bs ds+
∫ t
0
βs dWs +
∫ t
0
β¯s dBs,
where b, β and β¯ are F¯t-adapted processes such that for all ω ∈ Ω and s ∈ [0, T ], we have
tr(βsβ
∗
s + β¯sβ¯
∗
s ) <∞ and
∫ T
0
[|bt|+ tr(βtβ∗t + β¯sβ¯∗s )] dt <∞.
Theorem A.1 (Theorem 1 of [23]). Assume that (A.1) holds in the sense of distribution and
define
v(t, x) := u(t, x+ xt).
Then we have
dv(t, x) =
(
f(t, x+ xt) + tr
{
1
2
(βtβ
∗
t + β¯tβ¯
∗
t )D
2v(t, x) +Dg(t, x + xt)βt
}
+ b∗tDv(t, x)
)
dt
+ (g(t, x+ xt) +Dv(t, x)βt) dWt +Dv(t, x)β¯t dBt, t ∈ [0, T ]
holds in the sense of distributions.
Let (Lt)t≥0 be a P-measurable continuous bounded variation process satisfying L0 = 0. In
Theorem A.1, for each φ ∈ C∞c , set
uφ(t, y) = 〈u(t, y + xt + ·), φ〉, for y ∈ Rn and t ≥ 0.
Then, we have for each y ∈ Rn and t ∈ [0, T ],
duφ(t, y) =
(
tr
{
1
2
(βtβ
∗
t + β¯tβ¯
∗
t )D
2uφ(t, y) + 〈Dg(t, y + xt + ·)β∗t , φ〉
}
+ b∗tDu
φ(t, y)
+ 〈f(t, y + xt + ·), φ〉
)
dt+
(
〈g(t, y + xt + ·), φ〉+Duφ(t, y)βt
)
dWt
+Duφ(t, y)β¯t dBt, a.s.
Notice that both the drift and diffusion terms of the above equation for uφ(t, y) are smooth with
respect to y ∈ Rn. A straightforward generalization of [3, Lemma 4.1] gives the representation
for the composition uφ(t, Lt) with the following SDE:
duφ(t, Lt) =
(
tr
{
1
2
(βtβ
∗
t + β¯tβ¯
∗
t )D
2uφ(t, Lt) + 〈Dg(t, Lt + xt + ·)βt, φ〉
}
+ b∗tDu
φ(t, Lt)
)
dt
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+ 〈f(t, Lt + xt + ·), φ〉+Duφ(t, Lt) dLt +Duφ(t, Lt)β¯t dBt
+
(
〈g(t, Lt + xt + ·), φ〉+Duφ(t, Lt)βt
)
dWt, a.s.
In view of the arbitrariness of φ, we have actually arrived at the following assertions.
Corollary A.2. In Theorem A.1, let (yt)t≥0 be an R
n-valued predictable process of the following
form
yt =
∫ t
0
bs ds+
∫ t
0
βs dWs +
∫ t
0
β¯s dBs + Lt,
with (Lt)t≥0 being a P-measurable continuous bounded variation process satisfying L0 = 0. If
we define
Φ(t, y) := u(t, y + yt), t ≥ 0,
then the following equation
dΦ(t, y) =
(
tr
{
1
2
(βtβ
∗
t + β¯tβ¯
∗
t )D
2Φ(t, y) +Dg(t, yt + y)βt
}
+ b∗tDΦ(t, y) + f(t, y + yt)
)
dt
+DΦ(t, y) dLt + (g(t, y + yt) +DΦ(t, y)βt) dWt +DΦ(t, y)β¯t dBt, t ∈ [0, T ]
holds in the sense of distribution.
B A maximum principle for weak solutions of quasi-linear back-
ward SPDEs in general domains
Let O ⊂ Rn be a general nonempty domain that may be unbounded. We consider the following
quasi-linear backward SPDE:


−du(t, x) = [∂j(aij∂iu(t, x) + σjrvr(t, x)) + f(t, x, u(t, x),∇u(t, x), v(t, x))
+∇ · g(t, x, u(t, x),∇u(t, x), v(t, x))] dt − vr(t, x) dW rt , (t, x) ∈ Q,
u(T, x) = G(x), x ∈ O,
(B.1)
where Q = [0, T ] × O, general Dirichlet boundary conditions are endowed and the summation
is enforced by convention.
Assumption B.1. (1) The random functions
g(·, ·, ·,X, Y, Z) : Ω× [0, T ] ×O → Rn and f(·, ·, ·,X, Y, Z) : Ω× [0, T ]×O → R
are P⊗B(O)-measurable for any (X,Y,Z) ∈ R×Rn×Rd and there exist positive constants
L, κ and β such that for each (Xi, Yi, Zi) ∈ R× Rn × Rd, i = 1, 2,
|g(·, ·, ·,X1 , Y1, Z1)− g(·, ·, ·,X2 , Y2, Z2)| ≤ L|X1 −X2|+ κ
2
|Y1 − Y2|+
√
β|Z1 − Z2|
and
|f(·, ·, ·,X1, Y1, Z1)− f(·, ·, ·,X2, Y2, Z2)| ≤ L(|X1 −X2|+ |Y1 − Y2|+ |Z1 − Z2|).
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(2) The coefficients a and σ are F⊗B(O)-measurable and there exist positive constants ̺ > 1,
λ and Λ such that for each η ∈ Rn and (ω, t, x) ∈ Ω× [0, T ]×O,
λ|η|2 ≤ (2aij(ω, t, x)− ̺σirσjr(ω, t, x))ηiηj ≤ Λ|η|2
|a(ω, t, x)| + |σ(ω, t, x)| ≤ Λ,
and
λ− κ− ̺′β > 0 with ̺′ := ̺
̺− 1 .
(3) The terminal value satisfies G ∈ L∞(Ω,FT , L2(O))∩L∞(Ω×O) and for some p > max{n+
2, 2 + 4/n}, one has
g0 := g(·, ·, ·, 0, 0, 0) ∈ M 2F (0, T ;L2(O)) ∩M pF (0, T ;Lp(O))
f0 := f(·, ·, ·, 0, 0, 0) ∈ M 2F (0, T ;L2(O)) ∩M
p(n+2)
p+n+2
F
(0, T ;L
p(n+2)
p+n+2 (O)).
(4) The function x 7→ g(·, ·, ·, x, 0, 0) is uniformly Lipschitz continuous in norm:
‖g(·, ·, ·,X1 , 0, 0) − g(·, ·, ·,X2 , 0, 0)‖M p
F
(0,T ;Lp(O)) ≤ L|X1 −X2|;
‖g(·, ·, ·,X1 , 0, 0) − g(·, ·, ·,X2, 0, 0)‖M 2
F
(0,T ;L2(O)) ≤ L|X1 −X2|.
Definition B.1. The pair (u, v) ∈ (S 2
F
(0, T ;L2(O)) ∩L 2
F
(0, T ;H1,2(O))) ×L 2
F
(0, T ;L2(O))
is called a weak solution to backward SPDE (B.1) if BSPDE (B.1) holds in the weak sense, i.e.,
for each ϕ ∈ C∞c (R+)⊗ C∞c (O), we have
〈u(t, ·), ϕ(t, ·)〉
=〈G(·), ϕ(T, ·)〉 −
∫ T
t
{〈u(s, ·), ∂sϕ(s, ·)〉 + 〈∂jϕ(s, ·), aij(s, ·)∂iu(s, ·) + σjrvr(s, ·)〉} ds
+
∫ T
t
[〈f(s, ·, u(s, ·),∇u(s, ·), v(s, ·)), ϕ(s, ·)〉 − 〈gj(s, ·, u(s, ·),∇u(s, ·), v(s, ·)), ∂jϕ(s, ·)〉] ds
−
∫ T
t
〈ϕ(s, ·), vr(s, ·)dW rs 〉, a.s.
Proposition B.1. If Assumption B.1 holds and (u, v) is a weak solution of backward SPDE
(B.1), then we have u± ∈ S∞w,F (0, T ;L∞(O)) with
esssupω∈Ω sup
t∈[0,T ]
ess sup
x∈O
u±(ω, t, x)
≤C
(
esssup(ω,t,x)∈Ω×∂pOtu
± +A(f±0 , g0)
) (B.2)
where C depends on λ, κ, β, L, ̺, T , p and n, while A(f±0 , g0) is expressed in terms of some
quantities related to the coefficients f0 and g0.
Remark B.1. Proposition (B.1) follows straightforwardly from [13, Lemma 4.4]. The only
difference lies in the fact that we replace the norm esssup(ω,t,x)∈Ω×Otu
± by ‖u±‖S∞
w,F
(0,T ;L∞(O))
in the estimate (B.2). In fact, if we look into the norms used in [13, Theorem 3.2], the norm of
space V2(Q) could be equivalently set as
‖u‖V2(Q) :=
(
esssupω∈Ω sup
t∈[0,T ]
‖u(ω, t, ·)‖2L2(O) + ‖Du‖20,2;Q
)1/2
, for u ∈ V2(Q),
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because of the time-continuity of the weak solutions, and the iterations in [13, Proof of Theorem
4.1, pages 317–324] lead to some constant K ≥ 0 such that ‖(u −K±)±‖V2(Q) = 0 which yields
the fact u± ∈ S∞w,F (0, T ;L∞(O)) as well as the estimate (B.2).
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