Abstract-We consider a class of Recursive System of Systems (RSoS), wherein systems are recursively defined and the basic systems at finest level are composed of discrete cyber and physical components. This formulation captures the models of systems that are adaptively refined to account for their varied structure, such as sites of a heterogenous distributed computing infrastructure. The components can be disrupted by cyber or physical means, and can also be suitably reinforced to survive the attacks. We characterize the disruptions at each level of recursion using aggregate failure correlation functions that specify the conditional failure probability of RSoS given the failure of an individual system at that level. At finest levels, the survival probabilities of basic systems satisfy simple product-form, firstorder differential conditions using the multiplier functions, which generalize conditions based on contest success functions and statistical independence of component survival probabilities. We formulate the problem of ensuring the performance of RSoS as a game between an attacker and a provider, each with a utility function composed of a survival probability term and a cost term, both expressed in terms of the number of basic system components attacked and reinforced. We derive sensitivity functions at Nash Equilibrium that highlight the dependence of survival probabilities of systems on cost terms, correlation functions, and their partial derivatives. We apply these results to a simplified model of distributed high-performance computing infrastructures.
I. INTRODUCTION
Game-Theoretic formulations using System of Systems (SoS) have been used to develop reinforcement strategies for infrastructures with discrete components, such as cloud computing infrastructure and smart grid [11] . Typically, systems in these formulations have a similar structure, for example, characterized by first-order differential conditions on their survival probabilities [20] . Distributed heterogeneous infrastructures, with systems such as sites with customized servers with Graphical Processing Unit (GPU) and neuromorphic accelerators, require more adaptive characterizations to capture their varying structure. We present a Recursive SoS (RSoS) formulation wherein each system is recursively defined under a hierarchy such that the basic systems at (possibly different) finest levels are composed of discrete cyber and physical components. This formulation enables the incorporation of different levels of details to match the varying complexities of potentially heterogeneous systems. In particular, it generalizes the two-level characterizations in [23] wherein all systems are basic, namely, consist of cyber and physical components and do not capture the varying complexity levels. The components of basic systems may be disrupted by direct cyber or physical attacks, and in addition, may be made unavailable by attacks on other components, for example, network routers. The effects of disruption on a component may propagate to other components of its basic system, and also beyond to components of other basic systems. The provider can reinforce the components to withstand direct attacks, but must also account for inter and intra-system properties to ensure that components are operational as individual units and also be available, such as being connected to the network.
We consider an RSoS S which is either (i) a basic system composed of discrete cyber and physical components, or (ii) consists of N 1 level-1 systems S 1 i , i = 1, 2, . . . , N 1 , each of which is a recursively defined RSoS. Thus, S can be expanded into an RSoS tree by recursively expanding each non-basic system S 1 i into next level systems S 2 j 's, and so on. Thus, for each non-basic system S, we can identify its descendant basic systems as the leaves of RSoS subtree rooted at S. Also, we identify the set of systems S k at each level k of the tree, which consist of basic and non-basic systems at that level. By recursively expanding all non-basic systems, we obtain the basic systems S i , i = 1, 2, . . . , N S , which correspond to the leaves of RSoS tree located at possibly different depths. The effects of disruptions may propagate among the components of its basic system S i , and also to other basic systems S j , j = i, due to various correlations by propagating up the RSoS tree and then down. For example, consider a distributed HighPerformance Computing (HPC) infrastructure with multiple sites connected over a wide area network shown in Figure 1 . Consider a site with a supercomputer system with a Heating, Ventilation and Air Conditioning (HVAC) system controlled by a smart phone app; this site can be represented with five basic systems, namely, computing system, gateway router, fiber lines to the site, HVAC system's cooling tower and control app. A cyber attack on a supercomputer may bring it down, and a physical attack on fiber lines that connect the site to network may render it unavailable to users. A compromised phone app may increase the temperature of HVAC system to trigger a shutdown of supercomputer, which illustrates the propagation of disruptions. In an extreme case, the effects of component attacks may disrupt entire RSoS, for example, cyber attacks may bring down all routers of the wide-area network, thereby making all supercomputers unavailable. The RSoS provider is tasked with developing defense strategies to reinforce components of basic systems S i 's against attacks, by accounting for both component disruptions and their propagation within and among the systems at various levels of recursion.
Let y i and x i denote the number of components of basic system S i attacked and reinforced, respectively, wherein a reinforced component survives a direct attack but may be disrupted indirectly. For a non-basic system S, let y S and x S represent the number of components attacked and reinforced, respectively, which are obtained by adding the corresponding values of its descendent basic systems. Let P I (S) denote the survival probability of basic or non-basic system S = S k i at level k, and P I (S) denote the survival probability of entire RSoS S. The aggregate failure correlation function C k i is the failure probability of "rest" of RSoS (namely, without S k i ) given the failure of S k i at level k. Intuitively, it indicates the relative importance of S k i by capturing the fault propagation from it to rest of RSoS, which is denoted by S −S k i . In addition to the system-level characterization, correlations among the components are characterized by simple product-form, firstorder differential conditions on P I (S i ) for basic system S i , i = 1, 2, . . . , N S using the system multiplier functions [24] . These conditions lead to simplified estimates of survival probabilities of systems at the Nash Equilibrium (NE), and subsume characterizations using the contest success functions and statistical independence conditions as special cases. This recursive characterization of correlations is natural to RSoS, for example, cloud computing and smart grid infrastructures [28] , and leads to simplified analyses of NE conditions by "separating" system aspects into different hierarchical levels and from the basic components level.
The reinforcements and attacks on components entail respective costs to the provider and attacker, respectively. In developing defense strategies, the provider should weigh the costs against benefits in terms of keeping the infrastructure operational. This task requires taking into account system correlations at different system levels described above as well as the costs incurred by the provider. We formulate a game wherein individual system components can be disrupted by the attacker, and can be reinforced by the provider to defend against them. The costs of attacks and reinforcements of basic systems are denoted by L A (y 1 , . . . , y N S ) and L D (x 1 , . . . , x N S ), respectively. The provider minimizes the composite utility function given by the sum of two parts [23] :
where the first part corresponds to reward and the second part corresponds to cost. Each part is a product of two terms: (i) first terms F D,G and F D,L are the reward and cost multiplier functions, respectively, of the provider, and (ii) second terms G D and L D represent the reward and cost of keeping RSoS operational, respectively. Similarly, the attacker's composite utility function is given by
where (i) F A,G and F A,L are the reward and cost multiplier functions, respectively, of the attacker, and (ii) G A and L A represent the reward and cost of disrupting the operation of RSoS, respectively. At NE, the attacker and provider minimize their respective utility functions [8] .
We derive NE conditions that show the dependence of P I (S i ) on cost terms, correlation functions, multiplier functions, system survival probabilities, and their partial derivatives. We also estimate the sensitivity functions of P I (S i ) in terms of: (i) gain-cost term involving the cost and gain terms and their partial derivatives, (ii) system multiplier functions defined in Condition 3.3, and (iii) terms involving the correlation function and its partial derivative. These "separate" terms clearly indicate the relative importance of the correlations and system multiplier functions on P I (S i ) at NE. These results extend previous results on interconnected systems in [10] , [11] by utilizing the aggregated correlations and system multiplier functions to capture more general dependencies. Also, the cyber-physical infrastructures considered in [27] , [28] constitute a special RSoS class with one level of recursion. More generally, our RSoS formulation generalizes SoS formulation of composite utilities of [20] , [23] , which in turn subsumes the sum-form [22] and product-form [21] utilities.
The organization of this paper is as follows. We briefly describe previous works related to our formulation and results in Section II. In Section III, we describe RSoS model along with the aggregate correlation functions at recursion levels and differential conditions on survival probabilities of basic systems using the multiplier functions. We present a gametheoretic formulation in Section IV, and derive NE conditions and sensitivity estimates. We apply the analytical results to a simple model of distributed HPC infrastructure in Section V. We present conclusions in Section VI.
II. RELATED WORK
Critical networked infrastructures of smart grids, cloud and high performance computing, and transportation systems are vital to national security [3] , [14] , [17] . They can be viewed as systems of systems, which can be varied and heterogeneous but connected and interdependent. Game-theoretic methods have been extensively applied to capture the interactions between providers and attackers of such critical infrastructures [1] , [4] , [29] , and to develop strategies that ensure their continued operation in the presence of evolving threats. Several of these infrastructures are modeled using complex dynamic models of the underlying physical systems [2] , in particular, using partial differential equations. In general, both gametheoretic formulations and their solutions are quite extensive for such infrastructures, including: games with multiple timescales of system dynamics [13] ; incomplete information games under partial knowledge of system dynamics and attack models [18] ; and multiple-target games with possibly competing objectives [30] . A comprehensive review of the defense and attack models in various game-theoretic formulations has been presented in [12] . In particular, game theory has been applied in a variety of cyber security applications [15] , [31] , and in particular for securing cyber-physical networks [5] with applications to power grids [6] , [9] , [16] , [19] .
The system reliability and robustness parameters and variables can be explicitly integrated into these game formulations [1] , for example for smart grids, cloud computing infrastructures and transportation systems. Within this class, Stackelberg game formulations using discrete models of cyberphysical infrastructures have been studied in various forms [7] , and a subclass of them is formulated using the number of cyber and physical components that are attacked and reinforced [28] . These formulations characterize the infrastructures with a large number of components, and are coarser than formulations that consider the attack and defense of individual cyber and physical components. In particular, these works utilize the correlation functions to capture the dependencies between the survival probabilities of two systems, namely, the cyber and physical sub-infrastructures. Complex interacting systems that consist of several such systems have been studied using gametheoretic formulations in [11] , and their two-level correlations have been studied using the sum-form utility functions [24] , product-form disutility functions [25] and composite utility functions [20] , [23] .
The sum-form utility [24] represents a gain-centric priority, wherein the gain term g D weighted by 1 − P S plus the cost term is minimized by the provider. The productform utility [25] , on the other hand, represents a cost-centric priority, wherein the expected cost is to be minimized. In terms of analysis, these two formulations have a certain degree of commonality but there are also differences; in particular, estimates of P S can be obtained somewhat directly for the product-form as shown in [25] . Also, they lead to qualitatively different defense strategies, and in particular P S appears explicitly in the sensitivity estimates of system survival probabilities in the product-form but not in the sum-form. The composite utility functions in [20] , [23] generalize these two cases by using composite gain-cost term and gain-cost gradient term. The asymmetric role of the network in distributed SoS infrastructures has been studied under sum-form [22] , productform [21] and composite utilities [23] , [23] , and their detailed analysis is provided for multi-site cloud server infrastructure [26] . These asymmetric aspects of the network connectivity, however, are not addressed in this paper. 
III. DISCRETE SYSTEM MODELS
These systems represent some of the simplest systems [24] to analyze due to the absence of correlations.
We now consider that the effects of reinforcements and attacks can be separated at each level such that 
where S b is a basic system of S k i . This condition can also be recursively applied to express the right hand side in terms of
and P I (S b ) of the basic systems, and the correlations functions at levels i through L. We derive such expressions in Lemma 4.1 in the next section.
Since basic systems consist of components and cannot be further recursively expanded, their P I (·)'s depend on the correlations between the components, which are characterized using the multiplier functions defined next. We consider that the survival probabilities of basic systems satisfy the following differential condition, which was originally defined for cyber and physical sub-infrastructures [27] .
Condition 3.3: System Multiplier Functions: The survival probability P I (S b ) of basic system S b satisfies the following conditions: there exist system multiplier function Λ b such that
This condition characterizes the correlations between the components of basic systems. The system multiplier functions are defined for basic systems which can be at different levels, whereas Condition 3.2 is defined for systems at the same level k.
Condition 3.4:
Correlations and De-Coupled Reinforcement Conditions for Basic Systems: For a basic system S b of S, the conditions corresponding to Conditions 3.1 and 3.2 are given by:
where C b is the aggregate failure correlation function of system S b , and
respectively, for b = 1, 2, . . . , N S .
IV. GAME THEORETIC FORMULATION
The provider's objective is to sustain infrastructure performance by reinforcing x b components of the basic system S b , which is determined by minimizing the corresponding utility function. Similarly, the attacker's objective is to disrupt the infrastructure by attacking y b components of S b , which is obtained by minimizing the corresponding utility function. NE conditions are derived by equating the corresponding derivatives of utility functions to zero, which yields [21] 
as the composite gain-cost term, and
as the gain-cost gradient with respect to
Hence, at NE we have the following simplified condition on the partial derivative
For the attacker, we similarly obtain
for b = 1, 2, . . . , N S . In this paper, we mainly concentrate on NE conditions for the provider, and the analysis approach is similar for the attacker.
A. NE Sensitivity Functions
We now derive estimates for the survival probability P I (S b ) of basic system S b at NE using partial derivatives of the cost and failure correlation functions. For that purpose, we express the term (i) By extending the correlation function and survival probability functions, with Condition 3.2 recursively applied to S, we have
where C b is the product aggregate correlation function given by
(ii) In terms of the product multiplier function
Proof: To show Part (i) we apply Condition 3.2 to
Then by repeated substitution of the above equations, we obtain
which provides the expression for
Part (ii) follows by applying the chain rule to
, S b and applying Condition 3.3.
Qualitative information about the sensitivities of P I (S b ) to different parameters can be inferred using estimates derived in the following result. 
where S b is a basic system under the condition:
Proof: Our proof is based on deriving NE conditions for the utility function. At NE, we have
Then, using Part (i) of Lemma 4.1, we have
.
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Then, by Condition 3.3 we have
Under the condition C b < 1 or When applied directly to RSoS S that consists of only basic systems S b (namely, with 0 level of recursion, or m b = 0) this theorem provides a simpler expression derived for SoS in [21] 
The added generality of the recursive formulation of RSoS still preserves the basic form of the estimatê P b;D valid for the simpler SoS formulation, albeit under the expanded definitions of product aggregate correlation and multiplier functions.
V. DISTRIBUTED HPC INFRASTRUCTURE
A distributed HPC infrastructure consisting of N sites connected over a wide-area network is shown in Figure 1 . Each site houses a supercomputer of potentially different size and architecture, and its HVAC system is controlled by a mobile phone app. In particular, HVAC system itself consists of a physical cooling tower and the app that controls the temperature settings. In addition, the network connectivity to the site is provided by optical fibers, and thus each site is modeled by four basic systems, namely, two cyber and two physical systems as shown in Figure 3 , which can be structured as a sub-tree. As systems, a site and network are structurally quite different and consist of different types of components, namely, computing and communications devices, respectively. An RSoS model of these sites connected over the network is represented by two systems at level 1, one representing all sites and the other representing the network as shown in Figure 4 . At level 2, each site is represented as a non-basic system, and the network is represented by two basic systems that consist of its cyber and physical components, respectively. Then, at level 3, for each site we have two basic systems, namely, computing system and network fiber, whose models are not further refined, and one non-basic system namely, the HVAC system, which is further refined to level 4 cooling tower and app systems, as shown in Figure 4 .
At a site, the computing system including its gateway router and mobile app can be brought down by (different) cyber attacks, and the communication fibers that connect the sites may be physically cut. These attacks may render the computing system at the site unavailable by directly disabling it, for example, crashing it or manipulating the app to increase the temperature to trigger a shutdown, or by disconnecting it from the network by crashing the gateway router via a cyber attack or physically disconnecting the fiber.
The communication network connects the sites, and each of its routers manages L N connections as shown in Figure 5 ; here, a cyber attack on a router will disconnect all its connections, whereas a fiber attack may disconnect one or some of them.
To reinforce the components of this infrastructure, some nodes of supercomputers and routers may be replicated, and redundant fiber lines may be installed. For simplicity of discussion, the site router is considered part of the computing system in terms of cyber attacks, and all sites are considered to be of similar structure, and the heterogeneity of RSoS is illustrated by modeling the communications network and sites at different levels of detail. More detailed system models are possible to capture finer details of computing system and site network; for example, the sites could vary in size and types of computing systems, such as generic clusters or custom-designed supercomputers. Similarly, the network infrastructure system models can be expanded to include the facilities that house wide-area network routers, along with various cyber components and facility HVAC systems with physical components. This infrastructure is modeled by RSoS consisting of 3N systems at level 3 where S The relationships between the aggregate correlation functions can be captured as follows (as described in [24] ). For the communications network, we have
which reflects that a router attack will disrupt all its L N connections.
For illustration, we now consider that the attacker and provider choose components to attack and protect, respectively, according to the uniform distribution. Then, corresponding to the site computing system models S b = S (k,c) , 
which interestingly does not depend on x (k,c) . Since the term Λ (k,c) appears in the denominator,P (k,c);D in Theorem 4.1 decreases with the number of cyber attacks y (k,c) , and increases with [y (k,p) −x (k,p) ] + which is the number of physical attacks exceeding the reinforcements. The latter condition may appear counter-intuitive at the surface but note that it only characterizes the states that satisfy NE conditions. Now consider two basic systems S b1 = S (k,a) corresponding to HVAC app of site k and S b2 = S (N +1,p) corresponding to physical model of the network. Then, the product multiplier of the network cyber system is
The product multipler function of HVAC app of site k is
which is more complex since S b1 is at a deeper level. Similarly, the product aggregate correlation function of the network cyber model given by
2 ) is simpler than that of HVAC app given by
These two product aggregate correlation functions depend on each other: (i) C 
VI. CONCLUSIONS
A class of system of systems is studied under composite utility functions, wherein the systems are recursively defined, and at the finest level, the basic systems consist of discrete cyber and physical components. This formulation enables adaptively-refined modeling of systems to account for their varied structure, such as the sites of a heterogenous distributed computing infrastructure. The components of a system can be disrupted directly or indirectly by cyber and physical attacks.
They can be reinforced against such attacks by explicitly taking into account the correlations between the systems at various levels of recursion and also between the components within individual basic systems. These reinforcements, however, incur certain costs which should be weighted against the benefits of the surviving components. We characterize the disruptions at each level of recursion using aggregate failure correlation functions that specify the conditional failure probability of RSoS given the failure of an individual system at that level. At finest levels, the survival probabilities of basic systems satisfy simple product-form, first-order differential conditions. By formulating a game between an infrastructure provider and attacker, we derived sensitivity functions at Nash Equilibrium that highlight the dependence of survival probabilities of systems on cost terms, correlation functions, and their partial derivatives. We applied this approach to a simplified model of a distributed HPC infrastructure. These results are recursive extensions of previous results on interconnected systems [10] , [11] and cyber-physical infrastructures [27] with composite utility functions [20] , of which the sum-form utility functions [24] and the product-form disutility functions [25] are special cases.
Several extensions of the formulation studied in this paper can be pursued in future studies, including cases where the effects of attacks and reinforcements of specific individual components are explicitly accounted for. Also, it would be of future interest to address the asymmetric network conditions [21] , [22] that characterize the important role of the widearea network in certain infrastructures, wherein a complete network failure will incapacitate them entirely, for example, as in the case of multi-site cloud servers [26] . Another future direction is to consider the simultaneous cyber and physical attacks on multiple components. It would be interesting to study sequential game formulations of this problem, and cases where different levels of knowledge are available to each party. Applications of our approach to system models with varying details of cloud computing infrastructures, smart energy grid infrastructures and high-performance computing complexes would be of future interest. It would also be of future interest to explore the applicability of this overall method to continuous models such as partial differential equations describing the individual systems or the entire infrastructure.
