Abstract-Cross-modal metric learning (CML) deals with learning distance functions for cross-modal data matching. The existing methods mostly focus on minimizing a loss defined on sample pairs. However, the numbers of intraclass and interclass sample pairs can be highly imbalanced in many applications, and this can lead to deteriorating or unsatisfactory performances. The area under the receiver operating characteristic curve (AUC) is a more meaningful performance measure for the imbalanced distribution problem. To tackle the problem as well as to make samples from different modalities directly comparable, a CML method is presented by directly maximizing AUC. The method can be further extended to focus on optimizing partial AUC (pAUC), which is the AUC between two specific false positive rates (FPRs). This is particularly useful in certain applications where only the performances assessed within predefined false positive ranges are critical. The proposed method is formulated as a log-determinant regularized semidefinite optimization problem. For efficient optimization, a minibatch proximal point algorithm is developed. The algorithm is experimentally verified stable with the size of sampled pairs that form a minibatch at each iteration. Several data sets have been used in evaluation, including three cross-modal data sets on face recognition under various scenarios and a single modal data set, the Labeled Faces in the Wild. Results demonstrate the effectiveness of the proposed methods and marked improvements over the existing methods. Specifically, pAUC-optimized CML proves to be more competitive for performance measures such as Rank-1 and verification rate at FPR = 0.1%.
I. INTRODUCTION

W
ITH the rapid development of data acquisition in increasing number of modalities, multimodal data are becoming a commonality in real-world applications. As a result, there is an increasing demand for cross-modal data matching techniques that can determine whether two samples of different modalities are of the same class. Applications include cross-modal face recognition [e.g., sketches to photos and near infrared to visible (VIS) light images], cross-media retrieval (images to text), voices to images, and so on. To solve such matching problems, cross-modal metric learning (CML) has been intensively studied. Generally, the goals of CML are of two folds. The first is to remove data heterogeneity so that data of two modalities become comparable. For this objective, a common subspacebased cross-modal metric function is adopted as in this paper. The cross-modal metric function, parameterized by two projection matrices, can be interpreted as finding a common subspace to remove modality variations, so that distances of different modality are measurable. Previous work that applied such metric function includes [1] and [2] . However, most of these methods have used an alternating optimization technique to optimize the two metric parameters, which leads to nonconvex optimization. Differently, the metric function in our approaches is written into a more compact form parameterized by a positive semidefinite (PSD) matrix, so the final optimization problem is convex.
For the second objective, predefined must-link (i.e., same labeled or similar) and cannot-link (i.e., differently labeled or dissimilar) cross-modal distance constraints should be satisfied in the common subspace. However, as the numbers of mustlink and cannot-link sample pairs constructed on a training (or given) data set can be highly imbalanced in many applications. For example, in large-scale face recognition problem, each subject may only have a small number of samples to construct the must-link constraints. However, all the samples of all the other subjects can be used to construct the cannotlink constraints and are of very large quantity, leading to highly imbalanced distance constraints. For other applications, the cross-modal data sets can also be essentially unbalanced, such as rumor detection (text/image/video) [3] , spam detection (network/text) [4] , and sentiment analysis (image/text) [5] . In these cases, directly minimizing the loss of predicting sample pairs can lead to the loss dominated by the loss of cannot-link constraints. The area under the receiver operating characteristic (ROC) curve (AUC) is a arguably more meaningful performance measure for such imbalanced distribution problems [6] . We therefore propose to learn cross-modal metrics that directly optimize AUC on predefined must-link and cannot-link sample pairs. In general, for metric learning with must-link and cannot-link sample pairs given, AUC measures the probability for a randomly selected must-link sample pair 2162-237X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to have smaller distance compared with the distance of a randomly selected cannot-link sample pair. In practice, AUC optimization is written as the sum of all the losses of separating the distances of a must-link sample pair and a cannot-link sample pair. Besides, for certain applications, partial AUC (pAUC), which is the AUC for a specific range of false positive rate (FPR), is of more importance than the full AUC. For example, in face recognition, it is often required that a system should have a high true positive rate (TPR) with the FPR of a very small scale such as 0.1%. In this case, it is more meaningful to optimize the pAUC with an FPR range of [0, 0.1]. To adapt to these situations, the proposed CML method is also extended for optimizing pAUC. The formulation of AUC and pAUC optimization can be written into a consistent form and optimized in the same fashion.
For the final optimization, as the metric function is parameterized by a PSD matrix, the log-determinant (LogDet) regularization is adopted to guarantee the metric parameters to remain PSD during the optimization. Besides, as the complexity of the AUC-optimized or pAUC-optimized metric learning is proportional to the number of must-link distance constraints times the number of cannot-link distance constraints, which is quartic of the number of training samples. For efficient optimization, we adopted a combination of the proximal point algorithm (PPA) [7] , [8] and minibatch stochastic optimization algorithm. PPA is used for LogDet optimization to guarantee the metric parameter PSD. Minibatch stochastic optimization is to reduce the complexity of the AUC-optimization or pAUC-optimization. Specifically, during the optimization, both must-link and cannot-link sample pairs are sampled, and the optimization is done on the sampled subsets, which form the minibatches. The algorithm is experimentally proven to be stable with the size of sampled must-link and cannot-link pairs. Only under the condition when either the number of must-link or cannot-link pairs used for optimization at each iteration is extremely small (less than 10), the performance may degrade.
The rest of this paper is organized as follows. In Section II, related work is briefly reviewed. Details of the proposed methods together with optimization techniques and implementation details are given in Section III. In Section IV, experiments and results are presented together with discussions. Finally, the study is concluded in Section V.
II. RELATED WORK
A. Single-Modal Metric Learning
Metric learning is to learn metric functions that satisfy pairwise must-link/cannot-link distance/similarity constraints or triplet-based relative distance/similarity constraints [9] - [13] . It has been widely studied during the past decades. According to the metric functions used, metric learning can be categorized into two categories.
The first is the Mahalanobis metric learning. One drawback is that it is mainly for data of single modality, making it unsuitable for cross-modal data matching and inapplicable if samples of two modalities are of different dimensionality. Xing et al. [14] were the first to study the problem of learning Mahalanobis metric functions given pairs of must-link and cannot-link samples. Other representative work includes the information-theoretic metric learning (ITML) [15] , which learns metrics subject to both must-link and cannot-link distance constraints together with minimizing the divergence of the learned metric and Euclidean distance metric. Similar to ITML, the proposed method also adopts the LogDet regularization. However, we have used the proximal point method in optimization, while ITML used Bregman projection. Weinberger and Saul [16] proposed a large margin nearest neighbor (LMNN) method. The objective contains two parts, one is to minimize the distances of must-link pairs and the other is to subject to a set of triplet-based relative distance constraints by forcing margins between the distances of mustlink and cannot-link pairs encoded in the triplets. The proposed method also uses relative distance constraints and must-link distance constraints for optimization. However, the relative distance constraints are tetrad based. A more detailed comparison of LMNN and the proposed method is given in Section III. In [17] and [18] , metrics were optimized for various performance measures and AUC was one of them. Differently, the AUCs in their methods are defined on ranking results while ours on the must-link and cannot-link constraints. In fact, these existing AUC optimization methods are based on triplets. Besides, our method can be easily extended to optimize partial AUC, and this would not be possible in the previous methods.
The second category is the bilinear similarity metric learning. Because a bilinear similarity metric does not require PSD constraints on metric parameters, it is usually more efficient compared with Mahalanobis metric learning. Early work of this kind was also designed for single-modal data. The online algorithm for scalable image similarity learning was proposed [19] . Bilinear similarity function was adopted, and an online passive-aggressive-based learning algorithm was developed for efficient optimization. Liu et al. [20] proposed to learn low-rank bilinear functions and the algorithm scaled linearly with input dimensionality in both space and time. Liu et al. [21] addresses the problem of efficiently learning similarity measure from high-dimensional sparse data. The similarity measure was modeled as a convex combination of rank-one matrices with specific sparsity structures.
B. Cross-Modal Metric Learning
Recently, there is an increase in the number of studies in learning metric functions for cross-modal problems. Again, according to the metric function used, the studies can be put into two categories. The first is the common subspace based and the second is the similarity metric based.
For the first category, a CML method [1] is proposed to find common subspace in which both the pairwise must-link and cannot-link cross-modal distance constraints are satisfied. Zhou et al. [22] proposed to incorporate both homogeneous local information and heterogeneous constraints into a whole framework to learn a cross-modal metric, and the local information was adopted by using an extension of locally linear embedding. Quadrianto and Lampert [23] proposed to learn projections to preserve neighborhood information for multiview data. Wu et al. [2] also proposed to learn a common subspace-based heterogeneous distance metric by optimizing distances of related cross-modal data and by using two regularization terms to incorporate prior information.
For the second category, a bilinear cross-modal similarity metric learning method is proposed [24] and the learned metric is optimized to be low rank. Zhen et al. [25] proposed a probabilistic framework for learning pairwise similarities. It was capable of learning from both pairwise and relative constraints and suitable for active learning setting.
Our proposed method is also a common subspace based. However, different from the previous methods, which adopt alternating direction methods to optimize the projection parameters, our method is convex, ensuring that the optimization does not suffer from local minimum. Besides, the existing methods optimize metric functions to satisfy either pairwise distance constraints or triplet-based relative constraints, while the proposed method optimizes the AUC defined on provided must-link and cannot-link constraints, which are tetrad based.
C. AUC Optimization
AUC optimization has been extensively studied over the past decades [6] , [26] - [28] . Most of the algorithms were designed for learning classifiers for classification problems. Joachims [26] proposed to use the structural support vector machine (SVM) to optimize various performance measures (AUC was one of them). Narasimhan and Agarwal [29] proposed to use the structural SVM framework for efficient optimization of partial AUC. The AUC optimization problem in an online manner was also studied [6] , [27] , [28] . Kar et al. [30] proposed an online and stochastic learning framework for optimizing nondecomposable loss function (the loss function of pAUC was one of them).
In AUC and pAUC optimization, the main problem is the computational cost. For AUC-optimized classifier learning, the complexity is quadratic of the number of training samples. To ease the computational cost, online learning has been developed [6] , [27] , [28] , [30] , and another approach is to use cutting plane optimization [26] , [29] . The computational cost of AUC-optimized metric learning is higher than classifier learning which is quartic of the training sample number. Perhaps this is the reason why little metric learning work related to AUC optimization has been done. However, as AUC is an important performance measure, it is beneficial to bring AUC optimization to metric learning. The proposed metric learning method is designed to optimize AUC or pAUC. Furthermore, we have developed a minibatch PPA for efficient optimization, which differs with [17] and [18] 
where
The metric function can be interpreted as projecting samples of two modalities into a common subspace of dimensionality d c , and then distances are measured in the common subspace. However, the optimization of learning such a metric function relies on alternately optimizing W x and W y and the problem is nonconvex. Therefore, the following transformed metric function is adopted instead:
where A, B F = tr(A T B) is the Frobenius inner product, and tr(·) is the trace operator. z i j ∈ R d x +d y is the concatenation of two feature vectors of the form
is the parameter of the newly defined metric, and S d + denotes the cone of symmetric PSD matrices of size d × d.
The PSD constraint is to ensure that the distance defined in (2) is non-negative. It is obvious to see that learning parameters of W x and W y are equivalent to learning parameter M.
B. Objective Functions
Most of the previous metric learning methods try to directly adjust D M (·, ·) by minimizing loss functions defined on training pairs, so that the output of D M (·, ·) for must-link pair is small and the output for cannot-link pair is large. However, the numbers of pairs in the must-link and cannot-link sets are usually imbalanced, making the losses defined on mustlink and cannot-link sets also imbalanced. AUC is a more efficient performance measure for this situation. AUC on the defined pairwise constraints is therefore optimized. For a specific metric function, its AUC equals to the proportion of the number of correctly ranked distances of pairs. Simply denote D as D M . Formally, the AUC value of D on the defined pair sets S and D is as follows: 
where j α = |D|α + 1 and j β = |D|β are two integers. 1 Note that we assume
By first sorting all the distances of the cannotlink pairs in set D in an ascending order using the distance function D, then D j α , j β are the indices of those pairs that are ranked within the range of j α th position to j β th position. Given the definition of pAUC, the full AUC can be seen as a special case by setting α = 0 and β = 1. Therefore, in the following, only the optimization of the partial AUC is discussed. Directly optimize the formulation in (4) can lead to an NP-hard problem. We therefore try to optimize an approximated formulation by replacing the indicator function with a convex loss function (hinge loss in this case). The maximization of the correctly ranked pairs is equivalent to the minimization of incorrectly ranked pairs. Then by replacing the indicator function with the loss function resulted in the final objective function [6] , the objective of maximizing AUC or partial AUC is thus changed to minimizing the following function:
where [a] + = max(0, a). 1 Note that the formulation of pAUC used in this paper does not take the AUC between FPRs [α, ( j α /|D|)] and [( j β /|D|), β] into consideration, as can be seen in Fig. 1 . It is a very small potion for large-scale problem. By using this formulation, the definition of pAUC is consistent with that of full AUC and can be optimized in a compact form.
Directly minimizing (5) can lead to both the distances of must-link pairs and the distances of cannot-link pairs turning unbounded. Therefore regularization terms are needed to avoid such situations. In this paper, the following two regularization terms are used. The first is to force the distances of the mustlink cross-modal pair remain small. The second is the LogDet divergence function. The LogDet divergence of two metric
In this paper, M 0 is set as the identity matrix. The use of such regularization has several nice properties. The first is that it implicitly guarantees the metric parameter remains PSD during optimization. Besides, by setting M 0 as the identity matrix, it regularizes tr(M) = W x 2 F + W y 2 F , which implicitly controls the magnitude of the two projection matrices to avoid overfitting. The last is that as M is PSD, the nuclear norm of M is equal to the trace of the matrix. Thus tr(M) can promote low-rankness of matrix M during optimization. The final objective of the proposed method is to minimize the following function:
and M 0 is set as the identity matrix. γ and μ are two regularization parameters that need to be tuned. The first term in (6) relates to AUC or pAUC maximization. The second term controls the distances of the must-link pairs staying small. The last term is the LogDet regularization term.
With the formulation of the proposed method at hand, we give a brief discussion of the differences of the proposed method and LMNN. Both of them use relative distance constraints (distance of a cannot-link pair be greater than that of a must-link pair) and pairwise must-link constraints for optimization. However, the key differences are of twofolds.
1) The relative distance constraints used in this paper are tetrad based. While in LMNN, the relative distance constraints are triplet based. The proposed method is thus more general. One drawback of LMNN using triplets is that, as the construction of triplets relies on data labels, it is not applicable for applications where only must-link and cannot-link pairs are given. 2) LMNN can partly be seen as a special case of our pAUC formulation under the following setting. Suppose LMNN selects one same class nearest neighbor y for a sample x to construct a must-link pair (x, y). Also suppose that for x, there are n different classes samples. LMNN then selects k different classes nearest neighbors from all the n different classes samples to construct k cannot-link pairs. The objective of LMNN is to force the k cannotlink pairs that have larger distances than the must-link pair. This process is equivalent to optimizing the pAUC of the must-link pair and the n cannot-link pairs with the FPR range of [0, (k/n)].
C. Optimization
Being introduced in the previous section, the objective of the proposed AUC and pAUC optimization is to solve the following optimization problem:
Since there is a logdet(·) term in function F(M), the PPA together with minibatch stochastic optimization is adopted for efficient optimization. Before introducing the optimization algorithm, we first transform the objective function to a more compact form without summation terms. The minibatch PPA optimization problem is then introduced and followed with implementation details.
1) Transform the Objective Function:
We first transform the first term in (6) . Define an index matrix J ∈ {0, 1}
|S|×|D jα, j β | .
The elements of J are defined as
is the element at the p(i, j )th row and q(k, l)th column of matrix J. It indicates whether the distance of the p(i, j )th must-link pair plus one is correctly ranked before the distance of the q(k, l)th cannot-link pair using the distance function D M , if it is incorrectly ranked, the value is 1. Define n j the number of nonzero elements in J. Then the following transformation holds:
where P A is defined as
From the above definition, it is apparent that during optimization, for different M t at different time step, the index matrix J changes and thus P A also changes. Calculate P A on the full set of S, and D j α , j β is computationally intensive if both the two sets are large. Stochastic optimization [31] has been proven to be an efficient optimization method for many applications. For our optimization problem, as both must-link pairs and cannot-link pairs are needed for optimization, we perform sampling in sets S and D to get two subsetsŜ t andD t at the tth time step. Suppose uniform sampling is adopted, the AUC or pAUC defined on sets S and D are assumed to be consistent with that onŜ t andD t . At the tth time step, P t A which is defined onŜ t andD t , is calculated and thus becomes more efficient.
The second term in (6) is equivalent to the following:
Differing with P A , P S does not change during optimization and can be precalculated.
Therefore the final optimization problem at the tth time step is equivalent to
where I is the identity matrix. Irrelevant terms are removed from the final objective function.
2) Proximal Point Algorithm: For minimizing the objective function with a current solution M t at the tth step, the PPA generates the next solution M t +1 by (approximately) solving a perturbed problem of the following form:
where η t is a parameter and
. The solution to the optimization problem in (13) is
where λ t = η t μ. The proof of this solution is given in Lemma 3. And the whole algorithm is summarized in Algorithm 1. To proof Lemma 3, a few preliminary information is first presented.
Lemma 1: Given a symmetry matrix X ∈ S n of size n × n with its eigenvalue decomposition X = UVU T , where
Let λ > 0 be given. For the two following scalar functions φ
for all x ∈ R. We define their matrix counterparts as
Then the following holds X = X 1 − X 2 . Both X 1 ∈ S n ++ and X 2 ∈ S n ++ are positive definite and X 1 X 2 = λI . Proof: The proof can be easily obtained from the definition of φ
Lemma 2: Given X ∈ S n and η > 0, then the following holds: (16) where λ = ημ.
Proof: The objective function in (16) is strictly convex and continuously differentiable. Thus its optimal solution Y * is unique and if exists it must satisfy the equation
By Lemma 1, Y * = φ + λ (X) is a solution to (17) . By plugging Y * = φ + λ (X) back into the objective function, one gets the lemma.
Lemma 3: The solution to the optimization problem in (13) is
where λ t = η t μ. Proof: As the optimization problem in (13) is equivalent to the following:
By Lemma 2, the solution to the above optimization problem is M * = φ
3) Implementation Details: To further improve the efficiency of updating P t A , the following techniques are used. If minibatch sampling is not adopted, then the update of P t A can be done in the following form:
We use ψ t (z i j ) to denote the feature map of a must-link pair (x i , y j ) at the time step of t. As ψ t (z i j ) can be decomposed into the following form:
where A i j ∈ R n x ×n x , B i j ∈ R n x ×n y , and C i j ∈ R n y ×n y are three matrices of the following form:
where e i ∈ R n x is the standard basis vector with the i th element equal to 1.ē i ∈ R n y is also the standard basis vector with the i th element equal to 1. By using the above decomposition and first computing all the A i j , B i j , and C i j , the matrix multiplication number in (20) can be reduced from |S||D j α , j β | to 6 plus, a matrix transpose operation. The calculation of the three matrices can be done efficiently in the following way. Take the calculation of A i j as an example. Initialize A i j as an all zero matrix. By first calculate all the distances of pairs in set D j α , j β and then compare those distances with 1 + D i j . The i th diagonal element of A i j is set to the number of cannot-link pairs that have smaller distances than 1+D i j divide |S||D j α , j β |. For the cannot-link pair (x k , y l ) that triggers the hinge loss, the kth diagonal element of A i j subtracts a number of one divided by |S||D j α , j β |.
Therefore, the complexity of updating P Therefore by combining the above P t A update procedure with mini-batch sampling described in the previous section, the complexity of all the four steps can be reduced. Specifically, as the sampling is done on pairs, not all samples in sets X and Y are used. Therefore, the complexity of the six matrix multiplications is also reduced. An illustration of the full optimization algorithm is given in Algorithm 1, where the initialization of M 0 is done by performing principal component analysis (PCA) on data of two modality to get two projection matrices W x0 and W y0 .
. η t is updated in a form of η t +1 = min(η t ×ρ, τ ), where τ is the maximum value of η t to set and ρ is set to a value slightly greater than 1.
IV. EXPERIMENTAL RESULTS
The proposed method has been evaluated on several data sets for cross-modal matching. The first three are cross-modal face data sets including matching sketches to photos, matching near-infrared (NIR) to VIS light face images, and matching low-resolution to high-resolution face images. As the proposed method is also applicable for single modality, the Labeled Faces in the Wild (LFW) [32] , [33] face image data set was also adopted in testing. [34] : The Chinese University of Hong Kong face sketch face recognition technology (FERET-CUFSF) data set was used for photo to sketch face recognition. It includes 1194 persons from the FERET data set [35] . For each person, there are one photo and one sketch drawn by an artist after viewing the photo. To evaluate 
A. Data Set Information and Evaluation Protocols 1) CUHK Face Sketch FERET Data Set
, where λ t = η t μ 6: Update η t +1 7: t = t + 1 8: end while on this data set, we randomly split the data set into two parts for ten times and each time the first part was used for training and the other part for testing. The first part contained images of 700 persons and the second part contained images of 494 persons. For face feature extraction, after face alignment and image filtering, a face region of 160 × 160 was cropped out. The 160 × 160 face images were also down sampled to size 96 × 96 and 32 × 32. Then scale invariant feature transform (SIFT) features [36] were extracted on the images of three scales in a fixed cell size of 32 × 32 with a separation of 16 pixels. All the extracted features were concatenated to serve as the final features of a face image. As this feature vector was of very high dimension, 13 696 (128 × 81 + 128 × 25 + 128), the extracted face features were reduced by PCA before applying metric learning. Results with various reduced dimensions were presented.
2) CASIA NIR-VIS 2.0 Data Set [37] : The CASIA NIR-VIS 2.0 data set was used for evaluating the VIS-NIR face recognition. It contains 725 subjects. We followed the same evaluation protocol on this data set by [37] . The data set was divided into two views. View 1 was used for parameter tuning and view 2 for testing. On this data set, the feature extraction strategy was the same as that on the CUFSF data set.
3) NJU-ID Data Set 2 : NJU-ID data set contains images of 256 persons. For each person, there are one card image and fifty images collected from a high-resolution camera. The ID card image is of resolution 102 × 126 and the camera image is of resolution 640 × 480. To evaluate on this data set, we randomly selected one of the fifty images for each person and then divided the data set into 10 folds according to identity information. The 10 folds were fully independent without overlap. The same feature extraction method on CUFSF data set was also adopted. 2 
4) Labeled Faces in the Wild Data Set:
LFW data set contains 13 233 face images of 5749 people. We followed the restricted setting of this data set for testing. For comparison with related methods on this data set, we adopted the features provided in [38] for experiments. They were SIFT features extracted at nine fixed points of three scales. Before testing our methods, the features were also reduced to a lower dimension using PCA.
Besides the SIFT features, on all four data sets, visual geometry group (VGG)-Face [39] was also used for extracting deep features for comparison. Face alignment method was adjusted to be consistent with the one used in [39] . The resulting face feature was of 4096 dimensions. PCA was also applied before testing.
On the three cross-modal data sets, we used evaluation protocols of AUC, 1-EER, verification rate (VR) at FPR = 0.1%, and Rank-1. EER denotes equal error rate, which is the rate where FPR equals to false negative rate. 1-EER can be obtained by plotting a straight line to connect (0, 1) and (1, 0), the TPR of the intersection point of this line with ROC curve equals to 1-EER. It measures the degree of the ROC curve approaching the point (0, 1) with FPR 0 and TPR 1. The third performance measure, VR at FPR = 0.1%, is the VR at FPR = 0.1%. It equals to the TPR at FPR = 0.1%. The first three performance measures are directly related to AUC optimization. Rank-1 recognition rate is also provided as it is a commonly used performance measure in face recognition. On the LFW data set, to compare with the state-of-the-art methods, accuracy was adopted as required in [32] .
B. Parameter Settings
The proposed CML for AUC optimization (denoted as CML AUC ) and pAUC optimization with FPRs of range [0, 0.1] (CML pAUC ) were tested on all the data sets. The gradient step related parameter η 0 was set to 0.05, ρ to 1.01, and τ to 0.5 on the three cross-modal data sets. The setting of η 0 was 0.05, ρ 1.01, and τ 0.3 on the LFW. γ was first tuned by fixing μ to a small value 10 −7 and selected from [0.1, 0.5, 1, 1.5, 2, 3, 4, 5]. Then γ was fixed and μ was selected from [10 −3 , 10 −4 , 10 −5 , 10 −6 , 10 −7 ]. While tuning these parameters, the sampling ratio s 1 on set S and sampling ratio s 2 on set D were both set to 1 on CUFSF, NJU-ID, and LFW. On CASIA, s 1 was set to 0.1 and s 2 to 0.01.
To verify the influence of the numbers of sampled mustlink and cannot-link constraints, we varied these numbers at each iteration on the CUFSF and CASIA NIR-VIS 2.0 data sets. Results on the CUFSF data set are given in Fig. 2 . The data dimension was set to 400; the influence of data dimension will be illustrated later. For AUC, the numbers of sampled must-link and cannot-link constraints were, respectively, varied among [1, 2, . . . , 5, 10, 20, . . . , 100, 700]  and [1, 2, . . . , 5, 10, 20, . . . , 100, 489300] . When testing the number of must-link constraints, the number of cannotlink constraints was set to 20. The number of must-link constraints was set to 10 when testing the number of cannot-link constraints. As can be seen, if the sampled number was larger than 10, the results were quite stable for different numbers of both sampled must-link and cannotlink constraints. For pAUC optimization, the number of sampled must-link was the same with AUC optimization. The number of sampled cannot-link constraints was varied among [10, 20, . . . , 50, 100, 200, . . . , 1000, 489 300]. As for pAUC with FPRs of [0, 0.1], at each iteration, only the top 0-0.1 cannot-link constraints were used for training. Therefore while sampling 10 cannot-link constraints, only the top 1 was used. Similar results have been observed for varying the number of sampled must-link constraints. But for the number of sampled cannot-link constraints, the results were stable if the number of sampled cannot-link constraints was greater than 100 where the number of actually used constraints was still 10.
Since the CUFSF data set is relatively small, we have also tested on the CASIA NIR-VIS 2.0 data set. As can be seen in Fig. 3 , the results were similar to that on the CUFSF data set. For both AUC and pAUC optimization, when the sampled number of must-link constraints was greater than 10, the results were stable for all the performance measures. If the sampled numbers of cannot-link constraints were greater than 10 for AUC and 100 for pAUC, the results of AUC and pAUC were stable.
C. Results on CUFSF Data Set 1) Influence of Dimension:
We first present results of the influence of the dimension on the CUFSF data set. The dimensions tested on this data set were [100, 200, . . . , 800]. For this experiment, the sampling ratios for both must-link and cannot-link constraints were set to 1. Using a smaller sampling ratio would not influence much the results as it has been shown in the previous part. All the four performance measures were evaluated. Results are provided in Fig. 4 . As can be seen, for both AUC and pAUC optimization, all four performance measures improved with the increase in dimension. Specifically, the improvements tended to be small when the dimension reached 800. Thus for both CML AUC and CML pAUC , we set the dimension to 800 for reporting results. Table I presents the results of the proposed methods on CUFSF data set and comparisons with single modal methods. The six compared methods are PCA [40] , kernel discriminant analysis (KDA) [41] , LMNN [16] , neighborhood components analysis (NCA) [42] , ITML [15] , and logistic discriminantbased metric learning (LDML) [38] .
2) Comparison With Single Modal Methods:
Since the proposed methods have two terms that may influence the final results: the first is the cross-modal metric to remove modality variations, and the second is AUC or pAUC optimization to learn discriminant metrics. The six methods were compared in two settings. In the first setting, original features were used. Results of the compared methods are in the first six rows of Table I. In the second setting, features processed with canonical correlation analysis (CCA) [43] were used (denoted as the method with a suffix of "-C" in the table). Features under this setting should have less modality variability compared with the first setting. The proposed methods CML AUC and CML pAUC were using original features. Besides, we have also replaced the cross-modal metric in our methods Besides, compared with the methods with CCA preprocessing original features, the proposed methods are end to end with both the abilities to remove modality variations and to learn discriminant metric. In this case, the superiority is clear. Last, the results of pAUC optimization were better than that of AUC optimization for both Mahalanobis and cross-modal metrics. This is mainly because the partial AUC of false positive range [0,0.1] is optimized. Compared with AUC optimization, pAUC optimizes with the top 10% most inseparable cannot-link constraints. There may be some redundancy in all the cannot-link constraints used in AUC optimization. Therefore, pAUC optimization can outperform AUC optimizaiton.
3) Comparison With Multimodal Methods: A comparison with multimodal methods is also given in Table II . Compared methods include coupled spectral regression (CSR) [44] , Kernel CSR (KCSR) [44] , CCA [43] , Kernel CCA (KCCA) [45] , common discriminant feature extraction (CDFE) [46] , and multiview discriminant analysis (MvDA) [47] . As can be seen, when compared with the best of these compared methods (CSR), CML AUC improved over CSR significantly, specifically with VR@FPR = 0.1% and Rank-1. Rank-1 is not directly related to AUC optimization; however, as can be seen, both CML AUC and CML pAUC achieved good Rank-1 rates. This illustrates that the proposed methods cannot only perform well for AUC related performance measures, but also for other performance measures.
4) Results of Deep Features:
Besides SIFT feature, we have also tested the proposed and relevant methods with the use of deep features (VGG-Face). Results are summarized in Table III . With better features, performances of all methods on this data set improved to large extents compared with the use of SIFT features. Again, the proposed methods outperformed the compared methods.
D. Results on CASIA NIR-VIS 2.0 Data Set 1) Influence of Dimension:
The influence of the dimension on the CASIA NIR-VIS 2.0 data set is shown in Fig. 5 . Since there are more training samples on the CASIA NIR-VIS 2.0 data set than CUFSF, the reduced dimension on this data set can be higher than that on CUFSF. The tested dimensions on this data set were [200, 400, . . . , 1600]. As can be seen, all the performance measures increased with the dimension. The results almost converged when the dimension number reached 1 600. On this data set, for final results reporting, the dimension used was 1 600.
2) Comparison With Single Modal Methods:
Results of single modal methods on CASIA NIR-VIS 2.0 data set are given in Table IV . The results of CML pAUC were better than those of CML AUC . Besides, Maha pAUC was better than Maha AUC . In fact, for 1-EER, AUC, and Rank-1, the differences of AUC and pAUC optimization were small. However, for VR at FPR = 0.1%, the differences were relatively large. This is mainly because CML pAUC and Maha pAUC optimize the leftmost of the ROC curve, leading to an advantage over CML AUC and Maha AUC with respect to the VR at FPR = 0.1% performance measure. Besides, compared with the stateof-the-art single modal methods under two settings, the four methods (Maha AUC , Maha pAUC , CML AUC , and CML pAUC ) under the proposed framework achieved very competitive results.
3) Comparison With Multimodal Methods: In Table V over the compared methods. CML pAUC at VR at FPR = 0.1% was the best among all the methods, clearly demonstrating the effectiveness of pAUC optimization. Table VI provides 
4) Results of Deep Features:
E. Results on NJU-ID Data Set 1) Influence of Dimension:
As the number of training samples on NJU-ID data set is relatively small, the maximum reduced dimension is 461. On this data set, the dimension number was varied between [50, 100, 200, 300, 400, 461]. Corresponding results are prsented in Fig. 6 . On this data set, the two sample ratios were both set to 1. With varing dimensions, the results of all the four adopted performance measures tended to increase with the dimension. Another observation is that CML AUC appeared more stable than CML pAUC . This is mainly due to that the number of cannot-link constraints used by CML AUC was larger than that of CML pAUC and this data set is relatively small. Thus CML pAUC could not use sufficient information for training. On this data set, for final results reporting, we used the dimension of 461.
2) Comparison With Single Modal Methods:
Results of single modal methods on NJU-ID data set are given in Table VII . As this data set is relatively small, the results on this data set are generally worse than those on CUFSF and CASIA NIR-VIS 2.0. On this data set, Maha AUC and Maha pAUC were slightly better than CML AUC and CML pAUC . This may be because this data set is smaller, cross-modal metric with Table VIII . Among all the compared methods, only CSR was comparable with CML pAUC . As the resident identity card face verification is a real-world application, which requires low FPR rate and high TPR rate, the VR at FPR = 0.1% performance measure on this data set is low, indicating that there are still rooms for improvement. We further give results of deep features on this data set.
4) Results of Deep Features:
Results of Deep Features on NJU-ID are summarized in Table IX . The best results were achieved by CML pAUC , with CSR and heterogeneous metric learning with content-based regularization achieved comparable results. Compared with the results of SIFT features, results of deep features are much better. However, the best result of VR at FPR = 0.1% was 58.7 ± 13.0, which is still far from satisfactory. Therefore, there is still need for further improvement even with deep features.
F. Results on LFW Data Set
1) Influence of Dimension:
The results of our methods on LFW data set with different dimensions are shown in Fig. 7 . The dimension was varied from 25 to 305. For both CML AUC and CML pAUC , the results increased with the dimension. The improvement in accuracy became convergent when the dimension exceeded 250. Different from LDML whose best dimension was 35, it can be seen the best dimension of the proposed methods was around 300. For the following results, the dimension was set to 300.
2) Comparison With Other Methods: On LFW, the proposed methods were compared with two single modal metric learning methods, LDML [38] and distance metric learning (DML)-eig [48] . The restricted setting of LFW was used. Note that LMNN is not suitable for this scenario as no label information is available. Results of our methods and the compared methods are given in Table X . Results of the compared methods were cited from their papers for the original and squared root SIFT features. The results for VGG-Face features were obtained using the source codes provided by the authors. The results of CML AUC and CML pAUC were similar on this data set. Compared with LDML and DML-eig, our methods achieved better results. This illustrates the strength of our methods compared with those pair-based metric learning methods.
G. Comparison of Training Time
A comparison of training time of our methods and LMNN on CUFSF data set is given in Table XI. For LMNN, we used TABLE XI   COMPARISON OF TRAINING TIME ON CUFSF DATA SET (IN SECONDS) the code provided by its authors and the nearest neighbor was used for constructing triplets. The subsample parameter of the code was set to 0.3. For both CML AUC and CML pAUC , three settings were tested. Under the first setting, the numbers of must-link and cannot-link constraints were set to 100. Under the other two settings, the numbers of must-link constraints were both set to 700 and the numbers of cannot-link constraints were set 1000 and 10 000, respectively. In Table XI , the two numbers in brackets denote the sampled numbers of must-link and cannot-link constraints. All the experiments were run on the same computer with an Intel Core i5-4278U processor and 8 GB RAM running Windows 10. Both LMNN and our methods were tested using MATLAB R2014a. For the projection step of our methods with eigenvalue decomposition, the implementation of [7] was adopted.
From Table XI , it can be seen that our methods are faster when the dimension is less than 600. With increases in the dimension, both LMNN and our methods increase in training time. However, as the implementation of LMNN is not based on optimizing PSD matrix, there is no additional operation at each iteration to project matric parameter onto PSD cone. Differently, the operation φ + λ in our algorithms in fact relies on a full eigenvalue decomposition at each iteration, which is time-consuming. That is why the increase in training time is faster than that of LMNN. This indicates there is room for improvement to make our methods more efficient, e.g., using coordinate descent [49] for LogDet optimization. The second observation is the training time of setting sampled numbers as (100, 100), (700, 1000), and (700, 10 000) is similar. There is little increase in training time with the sampled number increases. This is mainly because sampled numbers of constraints only influence the update of matrix P A . With the techniques in Section III to update matrix P A , the time for updating of matrix P A grows slowly with increase in the number of training pairs used.
V. CONCLUSION
For CML, most of the previous methods minimize loss defined on must-link and cannot-link pairs. Since the numbers of must-link and cannot-link pairs can be highly imbalanced and AUC is a more meaningful performance measure. We propose to learn cross-modal metrics that directly maximize AUC defined on must-link and cannot-link pairs. An extension of our proposed method can also optimize partial AUC. The proposed methods are formulated as a LogDet regularized semidefinite optimization problem. For efficient optimization, a minibatch PPA is proposed. Extensive experiments have verified that both proposed CML AUC and CML pAUC methods achieved marked improvements over the existing methods. Specifically, CML pAUC works well for performance measures like VR at FPR = 0.1% and Rank-1. Future work includes improving the efficiency of the optimization methods, e.g., using coordinate descent-based methods for LogDet optimization.
