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EXPONENTIAL MIXING FOR SPDES DRIVEN BY HIGHLY
DEGENERATE LE´VY NOISES
XIAOBIN SUN , YINGCHAO XIE AND LIHU XU
Abstract. By a coupling method, we prove that a family of stochastic partial
differential equations (SPDEs) driven by highly degenerate pure jump Le´vy
noises are exponential mixing. These pure jump Le´vy noises include α-stable
process with α ∈ (0, 2).
1. Introduction
Let H be a Hilbert space with a complete orthonormal basis {ek}k∈N. Let
A : D(A) ⊂ H→ H be a self-adjoint operator such that
Aen = −λnen, n ∈ N
where 0 < λ1 ≤ λ2 ≤ ... and limn→∞ λn =∞. We are concerned with the following
stochastic PDEs:
(1.1) dXt = [AXt + F (Xt)]dt + dLt
where F : H→ H is bounded and Lipschitz and Lt is a D-dimensional pure jump
Le´vy process on the subspace span{e1, ..., eD} (see Assumption 1.1 below). Before
giving the main theorem, let us first point out that the problem (1.1) is well-posed.
By the same method as in [24, Sect. 5.1], we can show that for any initial data
x ∈ H, equation (1.1) has a unique mild solution (Xx(t))t≥0 with Markov property
as follows:
(1.2) Xx(t) = eAtx+
∫ t
0
eA(t−s)F (Xx(s))ds+
∫ t
0
eA(t−s)dLs.
Moreover, (Xx(t))t≥0 has a ca`dla`g version in H since Lt is finite dimension. Sto-
chastic PDEs driven by non-degenerate Le´vy noise have been intensively studied
in the past decades, see [1, 3, 4, 7, 11, 15, 16, 21, 24] and the references therein.
Eq. (1.1) is a highly degenerate stochastic partial differential equations (SPDEs)
with Le´vy type noises. As Lt is highly degenerate Wiener type or kick type noises,
its ergodicity and related problems have been intensively studied recently, see [8,
9, 10, 19, 20] for Wiener type noises and [13, 12, 26, 18] for kick type noises. When
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Lt is highly degenerate Le´vy noises, to our knowledge, there seem no ergodicity
results. One aim of our paper is to partly fill in this gap.
The third author of this paper studied in [29] a 2d degenerate SDE driven by 1d
Le´vy noises, as the dissipation in the direction not driven by noises is sufficiently
strong, the stochastic system is exponentially mixing. This paper will prove the
same result for highly degenerate SPDE (1.1), and adopt some notations and
auxiliary lemmas in [29] for readers’ convenience. We shall use a similar approach
as in [29] to proving exponential ergodicity, but we have to conquer some difficulties
due to the infinite dimension (see Sections 2 and 3 below). Moreover, our new
coupling construction is much more involved and the proof is simplified with a
different strategy.
In section 2, we give an example similar to Example 2.9 in [22]. The latter
example shows that a one dimensional SPDE driven by non-degenerate α-stable
noise with α ∈ (1, 2) is exponential mixing, while the latter one in this paper indi-
cates that as α-stable noise is highly degenerate, the SPDE can be d-dimensional
for all d ≥ 1 and α can be in (0, 2). The two restrictions d = 1 and α ∈ (1, 2) in
Example 2.9 of [22] are hard to be removed due to the limitation of the Harris’
approach to ergodicity (see also [5, 6] for some other examples). So, from these two
examples, we can see that our coupling approach has big advantage for studying
the ergodicity of stochastic Le´vy type systems .
The structure of the paper is as follows. The remaining part of this section
introduces the notations and gives the main theorem. Section 2 gives an example
to which our main theorem is applicable and shows that Le´vy type noises include
α-stable noise with α ∈ (0, 2). We construct a coupling Markov process in the 3rd
section and prove its properties which are important for estimating the stopping
times in Section 4. In the last section, we prove the main theorem with a strategy
given at the beginning.
1.1. Some preliminary of Le´vy process ([2]) and the assumptions. Let Lt
be a D-dimensional Le´vy process with Le´vy measure ν, denote
∆Lt = Lt − Lt−.
For any K > 0, define
ΓK := {y ∈ RD : |y| ≥ K}, γK := ν(ΓK).
Note that γK is a decreasing function of K and γK <∞ for any K > 0.
For any T > 0, define
(1.3) τ := inf{t > T : |∆Lt| ≥ K}.
Then τ is a stopping time with density
γK exp{−γK(t− T )}1{t>T}.
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Define τ0 := 0 and
τk := inf {t > τk−1 + T : |∆L(t)| ≥ K} for all k ≥ 1.
It is easy to see that {τk}k≥0 are a sequence of stopping times such that
(1.4) {τk − τk−1}k≥1 are independent and have the same density as τ.
Assumption 1.1. We assume that
(A1) sup0≤t<∞ E
∣∣∣∫ t0 eA(t−s)dLs
∣∣∣p <∞ for p ∈ (0, α) with some α > 0.
(A2) For some K > 0, νK has a density pK such that for all x1, x2 ∈ RD,∫
RD
|pK(z − x1)− pK(z − x2)|dz ≤ β1|x1 − x2|β2,
where β1, β2 > 0 are constants only depending on K.
(A3) There exist some M > 0 and some β0 = β0(K,M) ∈ (0, 2) such that if
|x1|+ |x2| ≤M ,∫
RD
|pK(z − x1)− pK(z − x2)|dz ≤ β0.
(A4) γK ≥ 2β2‖F‖Lip.
Remark 1.2. The number “2”in “γK ≥ 2β2‖F‖Lip” of (A4) can be replaced by any
number c > 1. We choose the special “2” to make the computation in sequel more
simple. The number M will be chosen in Theorem 4.1.
1.2. Some notations for the further use. Denote by Bb(H) the Banach space
of bounded Borel-measurable functions f : H→ R with the norm
‖f‖0 := sup
x∈H
|f(x)|.
Denote by Lb(H) the Banach space of global Lipschitz bounded functions f : H→
R with the norm
‖f‖1 := ‖f‖0 + ‖f‖Lip.
where ‖f‖Lip := supx 6=y |f(x)−f(y)|‖x−y‖H .
Let B(H) be the Borel σ-algebra on H and let P(H) be the set of probabil-
ity measures on (H,B(H)). Recall that the total variation distance between two
measures µ1, µ2 ∈ P(H) is defined by
‖µ1 − µ2‖TV := 1
2
sup
f∈Bb(H)
‖f‖0=1
|µ1(f)− µ2(f)| = sup
Γ∈B(H)
|µ1(Γ)− µ2(Γ)|.
Given a random variable X , we shall use
L(X) to denote the distribution of X.
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Let Π be the orthogonal projection from H to the subspace span{e1, ..., eD}. For
any x ∈ H, define
(1.5) x1 = Πx, x2 = (Id− Π)x.
For the further use, we denote
H1 := span{e1, ..., eD}, H2 := span{eD+1, eD+2, ..., }.
Then Eq. (1.1) can be written as
(1.6) dX1(t) = [AX1(t) + F1(X(t))]dt + dLt,
(1.7) dX2(t) = [AX2(t) + F2(X(t))]dt.
Let us denote by (Pt)t≥0 the Markov semigroup associated with Eq. (1.1), i.e.
Ptf(x) := E [f(X
x(t))] , f ∈ Bb(H),
and by (P ∗t )t≥0 the dual semigroup acting on P(H).
1.3. Main result. Our main result is the following ergodic theorem and it will
be proven in the last section.
Theorem 1.3. Under Assumption 1.1, if D is sufficiently large, then the system
(1.1) is ergodic and exponentially mixing under the weak topology of P(H). More
precisely, there exists a unique invariant measure µ ∈ P(H) so that for any p ∈
(0, α) and any measure µ˜ ∈ P(H) with finite pth moment, we have
(1.8)
∣∣∣∣
∫
H
fdP ∗t µ˜−
∫
H
fdµ
∣∣∣∣ ≤ Ce−ct‖f‖1
(
1 +
∫
H
|x|pµ˜(dx)
)
∀ f ∈ Lb(H),
where C, c depend on p,K, ‖F‖Lip, ‖F‖0, λ1, λD+1.
2. Examples and some preliminary estimates for the solution of
Eq. (1.1)
2.1. Some concrete examples for Eq. (1.1). We first claim that
Proposition 2.1. D-dimensional rotationally symmetric α-stable process Lt, with
0 < α < 2 and D ∈ N, satisfies Assumption 1.1.
Before proving the proposition, we give an example below to which the assump-
tions of the paper applies, c.f. Example 2.9 in [22].
Example 2.2. Consider the following stochastic semilinear equation onD = [0, π]d
with d ≥ 1 and the Dirichlet boundary condition:
(2.1)


dX(t, ξ) = [∆X(t, ξ) + F (X(t, ξ))]dt+ dLt(ξ),
X(0, ξ) = x(ξ),
X(t, ξ) = 0, ξ ∈ ∂D,
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where F is bounded Lipschitz, Lt is a D-dimensional rotationally symmetric α-
stable processes with α ∈ (0, 2) to be further specified below.
It is well known that ∆ with Dirichlet boundary condition has the following
eigenfunctions
ek(ξ) =
(
2
π
) d
2
sin(k1ξ1) · · · sin(kdξd), k ∈ Nd, ξ ∈ D.
It is easy to see that ∆ek = −|k|2ek, i.e. γk = |k|2 = k21 + . . . + k2d for all k ∈ Nd.
We study the dynamics defined by (2.1) in the Hilbert space H = L2(D) with
orthonormal basis {ek}k∈Nd.
Lt is aD-dimensional symmetric α-stable processes on the subspace span{e1, ..., eD}.
From our main result Theorem 1.3, for all α ∈ (0, 2), as D is sufficiently large, the
stochastic system (2.1) converges to equilibrium measure exponentially fast.
Let us roughly compare our example with Example 2.9 of [22], which has the
same form as Eq. (2.1) but with d = 1 and α ∈ (1, 2). The two restrictions
d = 1 and α ∈ (1, 2) are hard to be removed due to the limitation of the Harris’
approach to ergodicity. To use Harris’ ergodicity theorem, one has to prove the
strong Feller property which is true for Example 2.9 of [22] when d = 1 and Lt is
non-degenerate α-stable noises with α > 1. So, from these two examples, we can
see the advantage of our coupling approach to the ergodicity.
Proof of Proposition 2.1. Recall thatD-dimensional rotationally symmetric α-
stable process Lt has the following representation:
Lt = WSt
where Wt = (W
1
t , . . . ,W
D
t ) be a D-dimensional standard Brownian motion and St
is an α/2-stable subordinator independent of Wt.
Let ES,EW denote the partial integrations with respect to S andW respectively,
we have
E
∣∣∣∣
∫ t
0
eA(t−s)dLs
∣∣∣∣
p
= ES
[
E
W
(∫ t
0
eA(t−s)dWℓs
)p ∣∣
ℓ.=S.
]
≤ ES

(∫ t
0
D∑
i=1
e−2λi(t−s)dℓs
)p/2 ∣∣
ℓ.=S.


= E
(∫ t
0
D∑
i=1
e−2λi(t−s)dSs
)p/2
≤ Dp/2E
(∫ t
0
e−2λ1(t−s)dSs
)p/2
.
(2.2)
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Then,
E
(∫ t
0
e−2λ1(t−s)dSs
)p/2
≤ E

 [t]∑
k=0
∫ k+1
k
e−2λ1(t−s)dSs


p/2
≤
[t]∑
k=0
E
(∫ k+1
k
e−2λ1(t−s)dSs
)p/2
≤
[t]∑
k=0
e−pλ1(t−k−1)E (Sk+1 − Sk)p/2
= ES
p/2
1
[t]∑
k=0
e−pλ1(t−k−1) ≤ ESp/21 e2pλ1
∞∑
k=0
e−pkλ1.
Thus, (A1) is immediately verified from the above estimates.
Let us now verify that (A2) holds for all K > 0 (this is obviously stronger than
(A2) itself). For any K > 0, the density of νK is
pK(z) =
C
|z|D+α1{|z|≥K},
where C = Cα,D,K depends on α,D,K.
Without loss of generality, we assume x1 = 0, x2 = (x, 0, . . . , 0) with x ∈ R.
Denote f(x) :=
∫
RD
|pK(z)− pK(z − x2)|dz, note f(0) = 0. We will show
sup
|x|≤K
|f ′(x)| ≤ CK .(2.3)
On the other hand, as |x| > K, we have
f(x) ≤ 2 ≤ 2
K
|x| = 2
K
|x2|.
Combining the above two relations, we immediately get
(2.4)
∫
RD
|pK(z)− pK(z − x2)|dz ≤
(
CK ∨ 2
K
)
|x2|.
Hence, we verified that (A2) holds with β1 = CK ∨ 2K and β2 = 1.
Let now show (2.3). We first divide RD into several parts (for instance, see
Figure 1 when D = 1),
f(x) =
∫
RD
∣∣∣∣ C|z|D+α1|z|≥K − C|z − x2|D+α1|z−x2|≥K
∣∣∣∣ dz
= 2− 4
∫
z1≤x/2,z21+···+z
2
D
≥K2
C
[(z1 − x)2 + z22 + · · ·+ z2D]
D+α
2
dz1 · · · dzD
=ˆ 2− 4g(x).
When D = 1, we can easily get (2.3) holds. The proof of D = 2 or D ≥ 3 are
almost the same, so we only study the case of D ≥ 3 for convenience, using the
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Figure 1. The red and blue lines are the functions of 1
|z|1+α
1{|z|≥K}
and 1
|z−2|1+α
1{|z−2|≥K} with α =
3
2
and K = 3 respectively.
transformation of spherical coordinates, i.e.
z1 = r cos θ1,
z2 = r sin θ1 cos θ2,
. . .
zD−1 = r sin θ1 sin θ2 · · · cos θD−1,
zD = r sin θ1 sin θ2 · · · sin θD−1,
where θ1, . . . , θD−2 ∈ [0, π], θD−1 ∈ [0, 2π], r ≥ 0. Then, we have
g(x) =
∫
r cos θ1≤x/2,r≥K
CrD−1 sinD−2 θ1 sin
D−3 θ2 · · · sin θD−2
[(r cos θ1 − x)2 + r2 sin2 θ1]D+α2
dθ1 · · · dθD−1dr
= Cα,D
∫ ∞
K
∫ π
arc cos x
2r
rD−1 sinD−2 θ1[
(r cos θ1 − x)2 + r2 sin2 θ1
]D+α
2
drdθ1.
Take the derivative with respect to x, we get
g′(x) =Cα,D
∫ ∞
K
(
1− x2
4r2
)D−2
2
rα+1
√
4r2 − x2dr
+Cα,D
∫ ∞
K
∫ π
arc cos x
2r
rD−1 sinD−2 θ1(r cos θ1 − x)[
(r cos θ1 − x)2 + r2 sin2 θ1
]D+α
2
+1
drdθ1.
Then, it is easy to see that
sup
|x|≤K
|g′(x)| < CK , as |x| ≤ K.
Hence, (2.3) holds.
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Since the supports of the functions pK(z − x1) and pK(z − x2) have overlaps, it
holds that
φ(x1, x2) : =
∫
RD
|pK(z − x1)− pK(z − x2)|dz
<
∫
RD
pK(z − x1)dz +
∫
RD
pK(z − x2)dz = 2.
Since φ is a continuous function, for all M > 0 there exists some β0 ∈ (0, 2)
depending on M and K such that (A3) holds.
Since Lt is α-stable noise, γK →∞ asK ↓ 0. Therefore, (A4) is clearly true. 
2.2. Some easy estimates about the solution. In this subsection, we prove
some easy estimates about the solution X(t) of Eq. (1.1), which will play an
essential role for estimating some stopping times in the sections later.
Lemma 2.3. The following statements hold:
(1) For x, y ∈ H, p ∈ (0, α), we have
E‖Xx(t)‖p
H
≤ (3p−1 ∨ 1)e−λ1pt‖x‖p
H
+ C ∀ t ≥ 0,
E‖Xx(t)−Xy(t)‖p
H
≤ (2p−1 ∨ 1)e−λ1pt‖x− y‖p
H
+ C ∀ t ≥ 0,
where a ∨ b := max{a, b} for a, b ∈ R and C depends on p, λ1, ‖F‖0.
(2) For x, y ∈ H, we have
‖Xx(t)−Xy(t)‖H ≤ et‖F‖Lip‖x− y‖H,
‖Xx2 (t)−Xy2 (t)‖H ≤
(
e−λD+1t +
‖F‖Lip
λD+1 + ‖F‖Lip e
t‖F‖Lip
)
‖x− y‖H,
for all t ≥ 0.
Proof. Denote
ZA(t) :=
∫ t
0
eA(t−s)dLs,
it is easy to see that ZA(t) is a D-dimensional stochastic process and
|ZA(t)| = ‖ZA(t)‖H.
By (1.2) we have
‖Xx(t)‖
H
≤ ∥∥eAtx∥∥
H
+
∥∥∥∥
∫ t
0
eA(t−s)F (Xx(s))ds
∥∥∥∥
H
+ |ZA(t)|
≤ e−λ1t‖x‖H +
∫ t
0
e−λ1(t−s)ds‖F‖0 + |ZA(t)| ,
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and
‖Xx(t)−Xy(t)‖
H
≤ ∥∥eAt(x− y)∥∥
H
+
∥∥∥∥
∫ t
0
eA(t−s)[F (Xx(s))− F (Xy(s))]ds
∥∥∥∥
H
≤ e−λ1t‖x− y‖H + 2
∫ t
0
e−λ1(t−s)ds‖F‖0.
The first statement follows from the above inequality and (A1) of Assumption 1.1.
Let us now prove the second statement. It is easy to have
(2.5) Xx(t)−Xy(t) = eAt(x− y) +
∫ t
0
eA(t−s) [F (Xx(s))− F (Xy(s))] ds,
which implies
‖Xx(t)−Xy(t)‖H ≤ ‖x− y‖H +
∫ t
0
‖F‖Lip‖Xx(s)−Xy(s)‖Hds.
From this we immediately get the first inequality by Gronwall’s inequality. It
follows from (2.5) and the first inequality that
‖Xx2 (t)−Xy2 (t)‖H ≤ ‖eAt(x2 − y2)‖H +
∫ t
0
‖e−A(t−s)F2(Xx(s))− F2(Xy(s))‖Hds
≤ e−λD+1t‖x− y‖H +
∫ t
0
e−λD+1(t−s)‖F‖Lip‖Xx(s))−Xy(s)‖Hds
≤ e−λD+1t‖x− y‖H +
∫ t
0
e−λD+1(t−s)‖F‖Lip es‖F‖Lip‖x− y‖Hds.
This immediately implies the second inequality. 
3. Construction of the coupling
In this section, let us first construct a coupling Markov process which will play
an essential role for proving our ergodicity result, and then prove a preliminary
estimate about this coupling.
3.1. Construction of the coupling.
Lemma 3.1. Let Xx(t) and Xy(t) be the solutions to the equation (1.1) for any
given x and y respectively. Let τ be the stopping time defined by (1.3). Then, we
have a probability space (Ω˜, F˜ , P˜), not depending on x and y, on which there exist
a random time τ˜ and a coupling Markov process Sx,y(t) = (Sx(t), Sy(t))0≤t≤τ on
(Ω˜, F˜ , P˜) such that
(1) τ˜ , not depending on x and y, has the same distribution as τ ;
(2) L((Sx(t))0≤t≤τ˜ ) = L((Xx(t))0≤t≤τ ) and L((Sy(t))0≤t≤τ˜ ) = L((Xy(t))0≤t≤τ );
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(3) the following equality holds:
P˜
(
Sx1 (τ˜ ) 6= Sy1 (τ˜ )
∣∣Sx1 (τ˜−), Sy1 (τ˜−)
)
=
1
2
∫
RD
|pK(z − xˆ1)− pK(z − yˆ1)|dz,
where xˆ1 = S
x
1 (τ˜−) and yˆ1 = Sy1 (τ˜−), and Sx1 (τ˜−) and Sy1 (τ˜−) are defined
by the practice (1.5).
Proof. Take a copy (Ω˜1, F˜1, P˜1) of (Ω,F ,P) and consider the following SPDEs on
(Ω˜1, F˜1, P˜1):
(3.1)
{
dX(t) = [AX(t) + F (X(t))]dt+ dL˜t,
X(0) = x,
and
(3.2)
{
dX(t) = [AX(t) + F (X(t))]dt+ dL˜t,
X(0) = y,
where (L˜t)t≥0 has the same distribution as (Lt)t≥0.
Define
(3.3) τ˜ = inf{t ≥ T : |∆L˜t| ≥ K},
it is easy to see that τ˜ has the same distribution as τ . At the time τ˜ , there is a
jump η˜ which is independent of τ˜ and the processes (Xx(t))0≤t<τ˜ and (X
y(t))0≤t<τ˜ .
We have
Xx(τ˜ ) = Xx(τ˜−) + η˜, Xy(τ˜) = Xy(τ˜−) + η˜.
Note that η˜ is a random variable valued on span{e1, ..., eD}, then
Xx1 (τ˜ ) = X
x
1 (τ˜−) + η˜, Xy1 (τ˜) = Xy1 (τ˜−) + η˜;
Xx2 (τ˜ ) = X
x
2 (τ˜−), Xy2 (τ˜ ) = Xy2 (τ˜−).
where X1 and X2 is defined according to the practice in (1.5). For notational
simplicity, write
xˆ1 := X
x
1 (τ˜−), yˆ1 := Xy1 (τ˜−);
xˆ2 := X
x
2 (τ˜−), yˆ2 := Xy2 (τ˜−).
(3.4)
Note that xˆ1, xˆ2, yˆ1, yˆ2 above are all random variables on (Ω˜1, F˜1, P˜1).
Now consider the conditional probabilities L(Xx1 (τ˜ )|xˆ1) and L(Xy1 (τ˜)|yˆ1), it is
easy to see that these two probabilities respectively have the following densities:
pK(z − xˆ1) and pK(z − yˆ1).
By Theorem 4.2 of [13], there exists a probability space (Ω˜2, F˜2, P˜2) such that for
any pair (u, v) ∈ RD × RD, there exists a pair of random variables
ξ(u, v, ω˜2) = (ξ
x(u, v, ω˜2), ξ
y(u, v, ω˜2))
satisfying the following properties:
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(i) ξ(u, v) is a maximal coupling of pK(z − u) and pK(z − v),
(ii) the map ξ(u, v, ω˜2) : R
D × RD × Ω˜2 → RD × RD is measurable.
Take
(Ω˜, F˜ , P˜) = (Ω˜1, F˜1, P˜1)× (Ω˜2, F˜2, P˜2),
from the procedure above, ξ(xˆ1, yˆ1, ω˜2) is a maximal coupling for the conditional
probability L(Xx1 (τ˜)|xˆ1) and L(Xy1 (τ˜ )|yˆ1). By the property of the maximal cou-
pling,
(3.5) P˜ (ξx(xˆ1, yˆ1) 6= ξy(xˆ1, yˆ1)|xˆ1, yˆ1) = 1
2
∫
RD
|pK(z − xˆ1)− pK(z − yˆ1)|dz.
On (Ω˜, F˜ , P˜), for every ω˜ ∈ Ω˜ define
Sx,y(t, ω˜) = (Xx(t, ω˜1), X
y(t, ω˜1)), 0 ≤ t < τ˜(ω˜1),
Sx,y(τ˜ (ω˜1), ω˜) = (ξ
x(xˆ1, yˆ1) + xˆ2, ξ
y(xˆ1, yˆ1) + yˆ2),
(3.6)
where
ξx(xˆ1, yˆ1) = ξ
x
(
xˆ1(ω˜1), yˆ1(ω˜1), ω˜2
)
,
ξy(xˆ1, yˆ1) = ξ
y
(
xˆ1(ω˜1), yˆ1(ω˜1), ω˜2
)
,
and xˆ1, yˆ1, xˆ2, yˆ2 are defined in (3.4). (3) follows (3.5) immediately.
It remains to show (2). From the above construction, it is clear that (Sx(t))0≤t<τ˜
and (Xx(t))0≤t<τ have the same distributions. Since X
x(τ) = Xx(τ−) + η with
η being independent of (Xx(t))0≤t<τ , given X
x(τ−), Xx(τ) is independent of
(Xx(t))0≤t<τ and has probability densities pK(z − Xx1 (τ−)) in the subspace H1
and δXx2 (τ−) in the subspace H2. On the other hand, from the above coupling
construction, L(Sx(τ˜)|Sx,y(τ˜−)) has probability densities pK(z − Sx1 (τ−)) in the
subspace H1 and δSx2 (τ−) in the subspace H2. Integrating over S
y(τ˜−), we ob-
tain that L(Sx(τ˜ )|Sx(τ˜−)) has probability densities pK(z − Sx1 (τ−)) in the sub-
space H1 and δSx2 (τ−) in the subspace H2. This further implies that given S
x(τ˜−),
η˜ := Sx(τ˜ ) − Sx(τ˜−) has a probability density pK(z) in the subspace H1 and δ0
in the subspace H2, it is clearly independent of S
x(τ˜−). Hence, (Xx(t))0≤t≤τ and
(Sx(t))0≤t≤τ˜ have the same distributions. By the same argument as above, we get
that (Xy(t))0≤t≤τ˜ and (S
y(t))0≤t≤τ˜ have the same distributions. 
Lemma 3.2. Let Xx(t) and Xy(t) be the solution to the equation (1.1) for any
give x ∈ H and y ∈ H respectively. Then, there exists a probability space (Ω¯, F¯ , P¯)
on which
(1) there exists a Markov process Sx,y(t) = (Sx(t), Sy(t)) such that Sx(t) and
Sy(t) have the same distributions as those of Xx(t) and Xy(t) respectively;
(2) there exists a stopping times sequences (τ˜k)k≥0 which has the same distri-
bution as (τk)k≥0;
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(3) the following equality holds: for all k ≥ 1,
P¯
(
Sx1 (τ˜k) 6= Sy1 (τ˜k)
∣∣Sx1 (τ˜k−), Sy1 (τ˜k−)
)
=
1
2
∫
RD
|pK(z − z1)− pK(z − z2)|dz,
where z1 = S
x
1 (τ˜k−) and z2 = Sy1 (τ˜k−).
Proof. We shall prove the lemma by recursively applying Lemma 3.1. For the
further use, recall the notations in Lemma 3.1 and denote τ˜0 := 0, ∆τ˜1 := τ˜ ,
τ˜1 := τ˜0 +∆τ˜1 and (Ω˜
1, F˜1, P˜1) := (Ω˜, F˜ , P˜).
Now taking Sx(τ˜1) and S
y(τ˜1) as initial data, by Lemma 3.1 we have a prob-
ability space (Ω˜(2), F˜ (2), P˜(2)), a copy of (Ω˜, F˜ , P˜) in Lemma 3.1, on which there
exists a stopping time ∆τ˜2 and a Markov process (S
Sx(τ˜1),Sy(τ˜1)(t))0≤t≤∆τ˜2 with the
properties (1)-(3).
Denote (Ω˜2, F˜2, P˜2) = (Ω˜1, F˜1, P˜1)× (Ω˜(2), F˜ (2), P˜(2)) and τ˜2 = τ˜1 +∆τ˜2, on this
new space, for every ω˜ = (ω˜1, ω˜2) ∈ (Ω˜2, F˜2, P˜2) define
Sx,y(t, ω˜) = Sx,y(t, ω˜1), t ∈ [0, τ˜1(ω˜1)],
Sx,y(t, ω˜) = SS
x(τ˜1(ω˜1)),Sy(τ˜1(ω˜1))(t− τ˜1(ω1), ω˜2), t ∈ [τ˜1(ω˜1), τ˜2(ω˜2)].
It is clear that τ˜2 − τ˜1 has the same distribution as τ and is independent of τ˜1
and that τ˜2 has the same distribution as τ2. We further claim that (S
x(t))0≤t≤τ˜2 and
(Sy(t))0≤t≤τ˜2 have the same distributions as those of (X
x(t))0≤t≤τ2 and (X
y(t))0≤t≤τ2
respectively. Indeed, if Xx(τ1) = S
x(τ˜1) = xˆ and X
y(τ1) = S
y(τ˜1) = yˆ with
xˆ, yˆ ∈ H, by (2) of Lemma 3.1, we have
L((Sx(t))τ˜1≤t≤τ˜2 |Sx(τ˜1) = xˆ) = L((Xx(t))τ1≤t≤τ2 |Xx(τ1) = xˆ).
From Lemma 3.1, L(Sx(τ˜1)) = L(Xx(τ1)). Hence, by Markov property, we have
L((Sx(t))0≤t≤τ˜2) = L((Xx(t))0≤t≤τ2).
Similarly,
L((Sy(t))0≤t≤τ˜2) = L((Xy(t))0≤t≤τ2).
By (3) of Lemma 3.1, the third property with k = 2 in the lemma clearly holds.
Applying the same argument as above inductively, we have:
(i) a sequence of probability spaces (Ω˜1, F˜1, P˜1), (Ω˜2, F˜2, P˜2), ..., (Ω˜k, F˜k, P˜k), ...
with (Ω˜k, F˜k, P˜k) = (Ω˜, F˜ , P˜)× ...×(Ω˜, F˜ , P˜) being the k-tuple direct prod-
uct of (Ω˜, F˜ , P˜) and (Ω¯, F¯ , P¯) = (Ω˜∞, F˜∞, P˜∞);
(ii) a sequence of stopping times (τ˜k)k≥1 such that τ˜k is located in (Ω˜
k, F˜k, P˜k)
for each k ≥ 1 and (τ˜k − τ˜k−1)k≥1 is i.i.d. with the same distribution as τ ;
(iii) a sequence of coupling Markov processes ((Sx,y(t))0≤t≤τ˜k)k≥1 such that
(Sx,y(t))0≤t≤τ˜k is located in (Ω˜
k, F˜k, P˜k) and L((Sx(t))0≤t≤τ˜k) = L((Xx(t))0≤t≤τk)
and L((Sy(t))0≤t≤τ˜k) = L((Xy(t))0≤t≤τk) for all k ≥ 1. Moreover, (3) in the
lemma holds.
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It is clear from (ii) that limk→∞ τk =∞ a.s. and limk→∞ τ˜k =∞ a.s., this, together
with (iii), immediately implies (1) in the lemma. 
3.2. Some estimates of the coupling chain (Sx,y(τ˜k))k≥0. Recall that (S
x,y(τ˜k))k≥0
is a Markov chain on the probability space (Ω¯, F¯ , P¯). Note that (Ω¯, F¯ , P¯) is not
necessarily the same as (Ω,F ,P) on which (Xx(t))t≥0 and (Xy(t))t≥0 is located.
Without loss of generality, we assume that
(3.7) (Ω,F ,P) = (Ω¯, F¯ , P¯).
Otherwise we can introduce the product space (Ω¯×Ω, F¯ ×F , P¯×P) and consider
(Sx,y(k))k≥0, (X
x(t))t≥0 and (X
y(t))t≥0 all together on this new space. However,
this will make the notations unnecessarily complicated, for instance, we have to
always use P¯× P.
Proposition 3.3. Let {τ˜k}k≥0 be the stopping times sequence in Lemma 3.2 and
let
(3.8) δk := e
−λD+1(τ˜k+1−τ˜k) +
‖F‖Lipe(τ˜k+1−τ˜k)‖F‖Lip
λD+1 + ‖F‖Lip .
For all x, y ∈ H, if ‖Sx(τ˜k)‖H + ‖Sy(τ˜k)‖H ≤ M with M being the number in
Assumption 1.1, we have
P
{‖Sx(τ˜k+1)− Sy(τ˜k+1)‖H > δk‖Sx(τ˜k)− Sy(τ˜k)‖H∣∣Sx,y(τ˜k)} ≤ β0/2,
with β0 being the constant in Assumption 1.1. Furthermore, we have
P
{‖Sx(τ˜k+1)− Sy(τ˜k+1)‖H ≥ δk‖Sx(τ˜k)− Sy(τ˜k)‖H∣∣Sx,y(τ˜k)} ≤ κ‖Sx(τ˜k)− Sy(τ˜k)‖β2H
for all k ≥ 0, where κ = β1eβ2‖F‖LipT and β1, β2 are the constants in Assumption
1.1.
Proof. The proofs of the both inequalities are similar, we only show the second one,
which is more difficult than the first. Since {Sx,y(τ˜k)}k≥0 is a time-homogeneous
Markov chain, it suffices to show the inequality for k = 0, i.e.
(3.9) P (‖Sx(τ˜1)− Sy(τ˜1)‖H ≥ δ0‖x− y‖H) ≤ κ‖x− y‖β2H .
By the construction of the coupling process {Sx,y(t)}0≤t≤τ˜1 in Lemma 3.1, Sx,y(τ˜1)
have
P (‖Sx(τ˜1)− Sy(τ˜1)‖H > δ0‖x− y‖H)
≤ P (Sx1 (τ˜1) 6= Sy1 (τ˜1)) + P (Sx1 (τ˜1) = Sy1 (τ˜1), ‖Sx2 (τ˜1)− Sy2 (τ˜1)‖H > δ0‖x− y‖H) .
(3.10)
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On the one hand, it follows from (3) of Lemma 3.1 that
P (Sx1 (τ˜1) 6= Sy1 (τ˜1)) = E
[
P
(
Sx1 (τ˜1) 6= Sy1 (τ˜1)
∣∣(Sx(τ˜1−), Sy(τ˜1−)))]
=
1
2
E
∫
RD
|pK(z − Sx1 (τ˜1−))− pK(z − Sy1 (τ˜1−))|dz
≤ β1
2
E |Sx1 (τ˜1−)− Sy1 (τ˜1−)|β2 ,
where the inequality is by (A2) of Assumption 1.1.
This, together with (2) of Lemma 2.3 and (A4) of Assumption 1.1, imply
P (Sx1 (τ˜1) 6= Sy1 (τ˜1)) ≤
β1
2
E
[
eβ2‖F‖Lipτ˜1
] ‖x− y‖β2
H
≤ κ‖x− y‖β2
H
.
(3.11)
On the other hand, it follows from (2) of Lemma 2.3 that
‖Sx2 (τ˜1)− Sy2 (τ˜1)‖H ≤ δ0‖x− y‖H a.s.,
therefore,
(3.12) P (‖Sx2 (τ˜1−)− Sy2 (τ˜1−)‖H > δ0‖x− y‖H) = 0.
Collecting (3.10)-(3.12), we immediately get the desired inequality. 
4. Proof of main theorem
For notational simplicity, we shall simply write the coupling chain as
Sx,y(k) = Sx,y(τ˜k), k ≥ 0,
and drop the superscript x, y whenever no confusions arise. Let us briefly give the
strategy of the proof as below:
(i) We first estimate
|E[f(Xx(τk))]− E[f(Xy(τk))]|
for any f ∈ Lb(H) and any x, y ∈ H, and then compare the X(t) and X(τk)
to get the exponential mixing of X(t).
(ii) By the coupling we have constructed in previous section, we have
E[f(Xx(τk))]− E[f(Xy(τk))] = E[f(Sx(k))]− E[f(Sy(k))].
(iii) To estimate |E[f(Sx(k))] − E[f(Sy(k))]| for sufficiently large k, we need
to introduce some stopping times and estimate them. Roughly speaking,
these stopping times can be simplified as
σ˜ = inf{k > 0; ‖Sx(k)‖H + ‖Sy(k)‖H ≤M},
σˆ = inf
{
k > 0; ‖Sx(k)− Sy(k)‖H ≥ τ˜k
λkD+1
}
,
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the σˆ is exactly defined in (4.4), but the above definition captures the
essential part of (4.4). We show that E exp (θσ˜) < ∞ for some θ > 0 and
P(σˆ =∞) > 0. The two relations roughly mean that the system (S(k))k≥0
enters the M-radius ball exponentially frequently, for some sample paths
(with positive probability) in the ball, ‖Sx(k)− Sy(k)‖H converges to zero
exponentially fast as long as λD+1 is sufficiently large.
4.1. Some estimates of stopping times of the coupling chain (Sx,y(k))k≥0.
In this subsection, we shall construct stopping times of the coupling chain (Sx,y(k))k≥0
and give some auxiliary lemmas for proving the main theorem. The proofs of these
auxiliary lemmas can be found in [29].
Given M, d > 0, x, y ∈ H, define the stopping times
(4.1) σ˜(x, y,M) := inf {k > 0; ‖Sx(k)‖H + ‖Sy(k)‖H ≤M} ,
(4.2) σ(x, y, d) := inf {k > 0; ‖Sx(k)− Sy(k)‖H ≤ d} ,
we set σ˜ = σ˜(x, y,M), σ = σ(x, y, d) in shorthand if no confusions arise. Let us
prove the following two theorems:
Theorem 4.1. For all p ∈ (0, α), as T > T0 := (p−1) log 3pλ1 ∨ 0 with T being number
defined in (1.3), there exist positive constants M, ϑ˜, C depending on p, λ1, ‖F‖0, T
so that
E(x,y)[e
ϑ˜σ˜] < C(1 + ‖x‖p
H
+ ‖y‖p
H
)
for all x, y ∈ H.
Proof. See Theorem 4.1 in [29]. 
Theorem 4.2. As D is sufficiently large, there exists some constant ϑ > 0 such
that for all p ∈ (0, α), d > 0 and x, y ∈ H,
(4.3) E(x,y)[e
ϑσ] ≤ C(1 + ‖x‖p
H
+ ‖y‖p
H
)
where C depends on p, λ1, λD+1, ‖F‖0, ‖F‖Lip, ϑ, d,K.
Proof. See Theorem 4.2 in [29]. 
Define
(4.4) σˆ(x, y) := inf{k ≥ 1; ‖Sx(k)− Sy(k)‖H > (δ0 . . . δk−1)‖x− y‖H},
where δj (j = 0, ..., k − 1) are defined in Proposition 3.3, we shall often write
σˆ = σˆ(x, y) in shorthand.
Lemma 4.3. If ‖x− y‖H ≤ d with 0 < d <
(
1
4κ
)1/β2 and κ defined in Proposition
3.3, as D is large enough, we have
(1) P(x,y)(σˆ =∞) > 1/2.
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(2) There exists some ǫ > 0 (possibly small) depending on d, λ1, λD+1, ‖F‖0, ‖F‖Lip, α,K, ǫ
such that
E(x,y)[e
ǫσˆ1{σˆ<∞}] ≤ C,
where C depends on d, λ1, λD+1, ‖F‖0, ‖F‖Lip, α,K, ǫ.
Proof. See Lemma 5.1 in [29]. 
Define
(4.5) σ†(x, y, d) := σ + σˆ(Sx,y(σ)),
where σ = σ(x, y, d) defined by (4.2). Further define
(4.6) σ¯(x, y, d,M) := σ† + σ˜(Sx,y(σ†),M),
where σ† = σ†(x, y, d) and σ˜ is defined in (4.1).
The motivation for defining σ¯ is the following: we only know ‖Sx(σ†)−Sy(σ†)‖H ≤
d, but have no idea about the bound of ‖Sx(σ†)‖H + ‖Sy(σ†)‖H. This bound is
very important for iterating a stopping time argument as in Step 1 of the proof of
Theorem 4.2. To this aim, we introduce (4.6) and thus have
(4.7) ‖Sx,y(σ¯)‖H ≤M ∀ x, y ∈ H.
Lemma 4.4. Let 0 < d <
(
1
4κ
)1/β2 and p ∈ (0, α). There exist some γ, C > 0
depending on d, λ1, λD+1, ‖F‖0, ‖F‖1, p,M,K such that
E(x,y)[e
γσ¯(x,y,d,M)1{σ¯(x,y,d,M)<∞}] ≤ C(1 + ‖x‖pH + ‖y‖pH).
Proof. See Lemma 5.2 in [29]. 
Define σ¯0 = 0, for all k ≥ 0 we define
σ¯k+1 = σ¯k + σ¯(S
x,y(σ¯k), d,M),
it is easy to see that each σ¯k depends on x, y, d,M .
Lemma 4.5. Let k ∈ N. For all x, y ∈ H, we have
(4.8) P(x,y) (σ¯k <∞) ≤ 1/2k.
Proof. See Lemma 5.3 in [29]. 
4.2. Proof of the main theorem.
Proof of Theorem 1.3. The existence of invariant measures has been estab-
lished in [23]. According to [28, Sect. 2.2.], the inequality (1.8) in the theorem
implies the uniqueness of the invariant measure. So now we only need to show
(1.8), by [28] again, it suffices to show that for all p ∈ (0, α) we have
(4.9) |Ptf(x)− Ptf(y)| ≤ Ce−ct‖f‖1(1 + ‖x‖pH + ‖y‖pH) ∀ f ∈ Lb(H),
where C, c depend on p, β,K, ‖F‖1, λ1, λD+1.
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Define g(x, t) := Ef(Xxt ), it is easy to see
(4.10) ‖g‖0 ≤ ‖f‖0,
by the third inequality in Lemma 2.3 we further have
|g(x, t)− g(y, t)| ≤ E [|f(Xx(t))− f(Xy(t))|]
≤ ‖f‖1E [‖Xx(t)−Xy(t)‖H]
≤ ‖f‖1et‖F‖Lip‖x− y‖H.
(4.11)
By strong Markov property, on the set {τl ≤ t} we have
g(ux, t− τl) = E[f(Xx(t))|Xx(τl)], g(uy, t− τl) = E[f(Xy(t))|Xy(τl)],
where ux = X
x(τl), uy = X
y(τl).
To prove (4.9), we claim and prove below that for all l ∈ N and f ∈ Lb(H)
∣∣E [g(ux, t− τl)− g(uy, t− τl)] 1{τl≤t}∣∣
≤‖f‖02−εl+1 + C‖f‖0(e−ϑl/8 + e−
γl
4 )(1 + ‖x‖p
H
+ ‖y‖p
H
) + εdl‖f‖1
(
2
λD+1
)l/4
.
(4.12)
Let l ≥ 2 be some natural number to be determined later. Then, we easily have
|Ptf(x)− Ptf(y)| = |E[f(Xx(t))]− E[f(Xy(t))]|
≤ ∣∣E{[f(Xx(t))− f(Xy(t))] 1{τl>t}}∣∣
+
∣∣E{[f(Xx(t))− f(Xy(t))] 1{τl≤t}}∣∣
≤ 2‖f‖0P (τl > t) +
∣∣E{[g(Xx(τl), t− τl)− g(Xy(τl), t− τl)] 1{τl≤t}}∣∣
≤ 2‖f‖0
(
2eγKT/2
)l
e−γK t/2 + ‖f‖02−εl+1 + C‖f‖0(e−ϑl/8 + e−
γl
4 )(1 + ‖x‖p
H
+ ‖y‖p
H
)
+ εdl‖f‖1et‖F‖Lip
(
2
λD+1
)l/4
,
where the last inequality is by (4.12) and the following easy estimate
P(τl > t) ≤
(
2eγKT/2
)l
e−γK t/2.
Choosing l = [δt] with δ > 0 sufficiently small (depending on p, λ1, ‖F‖1, K, β,M)
and then choosing D sufficiently large (depending on p, λ1, ‖F‖1, K, β,M, δ) so
that λD+1 sufficiently large, we immediately get
|Ptf(x)− Ptf(y)| ≤ C0e−c0t‖f‖1(1 + ‖x‖pH + ‖y‖pH),
where C0 and c0 both depending on p, λ1, λD+1, ‖F‖1, K, β,M .
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Now it remains to show (4.12). Let m = [εl] with 0 < ε < 1/2 to be determined
later. By the coupling in Lemma 3.2, we have∣∣E [g(Xx(τl), t− τl)− g(Xy(τl), t− τl)] 1{τl≤t}∣∣
=
∣∣E [g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)] 1{τ˜l≤t}∣∣ ≤ J1 + J2,
where we write Sx(l) = Sx(τ˜l) for simplicity and
J1 =
∣∣E{(g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)) 1{τ˜l≤t}1{σ¯m<∞}}∣∣ ,
J2 =
∣∣E{(g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)) 1{τ˜l≤t}1{σ¯m=∞}}∣∣ .
By Lemma 4.5, we have
(4.13) J1 ≤ 2‖f‖0P(x,y){σ¯m <∞} ≤ ‖f‖0
2m−1
≤ ‖f‖02−εl+1.
Observe
J2 = J2,1 + J2,2,
where
J2,1 =
m−1∑
i=0
E
{|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{l/2<σ¯i<∞, σ¯i+1=∞}} ,
J2,2 =
m−1∑
i=0
E
{|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{σ¯i≤l/2, σ¯i+1=∞}} .
By Chebyshev inequality and Lemma 4.4,
J2,1 ≤ 2‖f‖0
m−1∑
i=0
P(x,y)
{
l
2
< σ¯i <∞
}
≤ 2‖f‖0e− l2γ
m−1∑
i=0
E(x,y)[e
γσ¯i ]
and
E(x,y)[e
γσ¯i ] = E(x,y)
[
eγσ¯1ES(σ¯1)
[
eγ(σ¯2−σ¯1) · · ·ES(σ¯i−1)
[
eγ(σ¯i−σ¯i−1)
] · · · ]]
≤ C ieγi(1 +Mp)i−1(1 + ‖x‖p
H
+ ‖y‖p
H
),
where the last inequality is by (4.7). Hence,
J2,1 ≤ 2‖f‖0e− l2γ
m−1∑
i=0
eγi(1 +Mp)i−1(1 + ‖x‖p
H
+ ‖y‖p
H
).
Recall m = [εl], as ε > 0 is sufficiently small we obtain
J2,1 ≤ e−
γl
4 ‖f‖0(1 + ‖x‖pH + ‖y‖pH).
It remains to estimate J2,2. Recall the definition of σ, σˆ, σ
†, σ¯, σ˜ and note that
(4.14) σ¯i+1 = σ¯i + σ + σˆ + σ˜,
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with σ = σ(Sx,y(σ¯i), d), σˆ = σˆ(S
x,y(σ¯i + σ)), σ˜ = σ˜(S
x,y(σ¯i + σ + σˆ),M). Observe
that
J2,2 = J2,2,1 + J2,2,2,
with
J2,2,1 :=
m−1∑
i=0
E
[
|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{σ¯i≤l/2, σ¯i+σ> 3l4 ,σ¯i+1=∞}
]
,
J2,2,2 :=
m−1∑
i=0
E
[
|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σ¯i+1=∞}
]
.
By strong Markov property, Chebyshev inequality, Theorem 4.2 and the clear fact
‖Sx,y(σ¯i)‖H ≤ M for all i ≥ 1, as ε > 0 is sufficiently small we have
J2,2,1 ≤ 2‖f‖0
m−1∑
i=0
E(x,y) [Pui(σ > l/4)]
≤ C‖f‖0e−ϑl/4
[
(m− 1)(1 +Mp) + (1 + ‖x‖p
H
+ ‖y‖p
H
)
]
≤ C‖f‖0e−ϑl/8(1 + ‖x‖pH + ‖y‖pH),
(4.15)
where ui = S
x,y(σ¯i) and C, ϑ depend on d, λ1, λD+1, ‖F‖1, p,M .
As for J2,2,2, recall (4.14) and note σ˜ <∞ a.s. from Theorem 4.1, we have
J2,2,2 =
m−1∑
i=0
E
{
|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σˆ+σ˜=∞}
}
=
m−1∑
i=0
E
{
|g(Sx(l), t− τ˜l)− g(Sy(l), t− τ˜l)| 1{τ˜l≤t}1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σˆ=∞}
}
.
(4.16)
It follows from the above equality, (4.11) and strong Markov property that
J2,2,2 ≤ ‖f‖1et‖F‖Lip
m−1∑
i=0
E
[
‖Sx(l)− Sy(l)‖H1{τ˜l≤t}1{σ¯i+σ≤ 3l4 ,σˆ=∞}
]
= ‖f‖1et‖F‖Lip
m−1∑
i=0
E
[
Eu
(‖Sx(l)− Sy(l)‖H1{τ˜l≤t}1{σˆ=∞}) 1{σ¯i+σ≤ 3l4 }
]
,
where u = Sx,y(σ¯i + σ). By the definition of σ we have ‖ux − uy‖H < d. By the
definition (4.4) with σˆ = σˆ(Sx,y(σ¯i + σ)) and the previous inequality, as λD+1 > 0
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is sufficiently large, depending on T,K, ‖F‖Lip, we have
J2,2,2 ≤ ‖f‖1
m−1∑
i=0
E
[
Eu(δ0...δl/4)‖ux − uy‖H
]
≤ dm‖f‖1
(
γK
γK + λD+1
e−λD+1T + 2
‖F‖Lip
‖F‖Lip + λD+1
)l/4
≤ εdl‖f‖1
(
2
λD+1
)l/4
.
Collecting the bounds for J2,2,1, J2,2,2, J2,1, J1, we have that there exist some ǫ, C >
0 depending on p, λ1, λD+1, ‖F‖1, K such that∣∣E [g(Xx(τl), t− τl)− g(Xy(τl), t− τl)] 1{τl≤t}∣∣
≤J1 + J2,1 + J2,2,1 + J2,2,2
≤‖f‖02−εl+1 + C‖f‖0(e−ϑl/8 + e−
γl
4 )(1 + ‖x‖p
H
+ ‖y‖p
H
) + εdl‖f‖1
(
2
λD+1
)l/4
,
this proves the desired (4.12). 
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