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Este trabajo de grado, presenta una solución al problema de robótica móvil, que 
consiste en lograr que un robot navegue en entornos interiores a partir de las 
señales obtenidas desde una cámara omnidireccional, desenvueltas y procesadas 
utilizando flujo óptico. 
 
Se presenta una revisión del estado del arte en navegación de robots, los 
sistemas de visión artificial aplicados a la navegación de robots, haciendo énfasis 
en la utilización de imágenes panorámicas para solucionar diferentes problemas 
de navegación en robótica móvil. Finalmente, se presentan los trabajos más 
recientes relacionados con la utilización de flujo óptico e  imágenes panorámica.  
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This graduate thesis, adresses the most convenient solution to the mobile robotics 
problem which consist in navigating over plain inner environments. Omnidirectional 
images, from a catadioptric sensor, are unwrapped and processed by using optical 
flow.  
 
State of the art in robots navigation is presented, Artificial vision systems applied to 
robot navigation by using panoramic images to solve different problems in mobile 
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La navegación de robots basada en visión, es una aplicación importante de las técnicas y 
herramientas de visión por computador. Muchas aproximaciones a este problema, tienen 
además en cuenta que para lograr superarlo, es necesaria la existencia de un modelo 
geométrico del entorno o que el robot cuente con la capacidad de construir un mapa del 
mismo. En tal caso, el problema de la navegación queda reducido al problema de la 
reconstrucción del espacio de trabajo, al cálculo de la posición del robot por medio de su 
propio sistema de procesamiento y la subsecuente planificación de  movimientos entre las 
posiciones deseadas [Argyros, 2005]. Como alternativa al levantamiento de mapas, existe 
la posibilidad de diseñar controladores que generen comportamientos reactivos en el 
robot [Santos, 2005], con lo cual un robot puede navegar en su entorno, evitando 
colisiones con los obstáculos. 
 
Las cámaras omnidireccionales, han sido propuestas como los sensores más adecuados 
para la navegación reactiva de un robot, debido a su amplio campo de vista panorámico, 
lo cual permite al robot “conocer” su entorno a medida que navega en él [Argyros, 2005; 
Argyros, 2004; Santos-Victor, 1995]. Las cámaras panorámicas ofrecen además la 
posibilidad de apoyar las tareas de navegación sin requerir estimación de rango o una 
aproximación al cálculo de posición en el sentido estricto [DeSouza, 2002; Borenstein, 
1996]. 
 
Este trabajo presenta el desarrollo de un método para generar un comportamiento 
reactivo en la navegación de un robot móvil de configuración diferencial. Las señales de 
entrada, que determinan el tiempo de colisión a los obstáculos del entorno, llegan al robot 
por medio de imágenes panorámicas de los 180 grados en la línea de avance del robot. 
Los valores de entrada consisten en vectores de tiempo, calculados por medio de los 
vectores de flujo óptico que a su vez han sido obtenidos entre escenas panorámicas. 
 
La cámara omnidireccional, está basada en un sensor catadióptrico, con espejo convexo 
esférico. Las imágenes son obtenidas a una rata de 30FPS con una resolución de 
640x480 pixeles y son llevadas por medio de una interfaz FireWire a un computador. Para 
obtener imágenes panorámicas a partir de las imágenes omnidireccionales, es necesario 
utilizar un software de desenvolvimiento, que realiza la transformación de polar a 
cartesiano, y reorganiza la imagen de tal manera que en una imagen rectangular se 
puede apreciar las características y detalles visuales que se aprecian en la imagen 
omnidireccional. El software desarrollado, está basado en las librerías OpenCV de Intel. El 
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resultado obtenido es bastante adecuado para la navegación del robot, más allá de lo 
visualmente perfecto. 
 
Cuando el robot navega, se obtienen tantos cuadros de imagen como sean necesarios 
para calcular (máximo 30FPS), el flujo óptico entre dos puntos de una trayectoria. Para el 
cálculo de flujo óptico se utiliza el método piramidal de Lucas-Kanade, cuyos algoritmos 
se encuentran también en las librerías de OpenCV y que son agregados al software 
general de visión. El cálculo de flujo óptico, permite obtener las componentes horizontales 
y verticales de los vectores de movimiento, lo cual a su vez permite generar un grupo de 
seis vectores que consisten en la estimación de los tiempos de contacto a objetos del 
entorno, medidos en un horizonte de 180 grados. 
 
Un controlador ANFIS es diseñado para tomar los seis valores de entrada como valores 
de distancia, y generar una señal de control que indica el ángulo de orientación del robot. 
 
Finalmente el sistema es evaluado por medio de un simulador desarrollado 
específicamente para poner a prueba el controlador ANFIS, con valores de entrada 







Los sistemas de visión son utilizados en la navegación de robots, debido a las ventajas 
que presentan al suministrar la información necesaria para determinar la posición del 
robot en su entorno y eventualmente descartar la utilización de mapas implementando 
una navegación reactiva. Cuando se utiliza visión, los movimientos del robot son 
determinados por observación y extracción de información relevante acerca de los 
elementos en el entorno. Dichos elementos, pueden ser paredes, escritorios, puertas y 
otros [DeSouza, 2002].  
 
Los robots que navegan utilizando cámaras omnidireccionales como sensores del sistema 
emplean metodologías similares a las empleadas con sistemas de cámaras 
convencionales, sin embargo las primeras ofrecen la posibilidad de apoyar tareas de 
navegación de robots sin requerir estimación de rango o una aproximación de 
localización. Adicionalmente, el campo de visión es más amplio y en el evento de una 
navegación reactiva, un robot tiene la posibilidad de obtener información acerca de todos 
los elementos que le rodean y tomar una decisión acertada acerca de cuál es la vía que 
debe seguir para lograr sus objetivos.  
 
Algunos investigadores, han utilizado imágenes panorámicas, obtenidas a partir de 
sistemas omnidireccionales catadióptricos, para evitar obstáculos en la navegación de 
robots móviles en entornos interiores [Soria, 2006]. Adicionalmente en trabajos 
relacionados con navegación, el cálculo de flujo óptico, ha  permitido obtener información 




Este trabajo es similar en desarrollo al trabajo de Soria, Carelli y Sarcinelli-Filho [Soria, 
2006], siendo este referente, quien guía los pasos del presente. La motivación es 
diferente, más allá de desarrollar un método para la navegación reactiva de un robot en 
interiores utilizando cámara omnidireccional y flujo óptico. El desarrollo de esta tesis, 
brinda a su autor, la posibilidad de ingresar al mundo de la visión por computador y 
entender de primera mano, cuáles son sus ventajas como parte del sistema sensorial del 
robot, y más aún tomar ventaja de ella, mirando a futuro sus posibles aplicaciones tanto 




1.2  OBJETIVOS 
 
 
El objetivo principal de este trabajo consiste en desarrollar un método de navegación en 
entornos interiores para un robot móvil, utilizando flujo óptico a partir de imágenes 
panorámicas. 
 
Por tanto la ejecución de las actividades permiten alcanzar de manera específica los 
siguientes objetivos: 
 
• Construir un robot móvil para interiores de configuración diferencial e integrarle un 
sistema de visión omnidireccional que permita adquirir imágenes panorámicas. 
 
• Desarrollar un algoritmo para la obtención de imágenes panorámicas a partir de 
imágenes omnidireccionales adquiridas por medio de un sensor catadióptrico. 
 
• Implementar un algoritmo de flujo óptico para determinar la dirección de 
movimiento y los obstáculos presentes alrededor del robot en un entorno  interior 
estructurado. 
 
• Desarrollar algoritmos de control de movimientos para navegación reactiva en 
interiores del robot, basados en técnicas inteligentes. 
 
• Validar el método propuesto para la navegación en entornos interiores, utilizando 




1.3  CONTRIBUCIONES 
 
 
Por medio del desarrollo de este trabajo, se han realizado contribuciones en las siguientes 
áreas: 
 
• Sistemas de visión omnidireccional. A través del diseño y construcción de una 
cámara omnidireccional, consistente en un sensor catadióptrico con espejo 
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esférico, de bajo costo. Propendiendo por su desarrollo y aplicación en otras 
áreas. 
  
• Técnicas de visión por computador aplicadas a la navegación de robots móviles. 
Aplicación de la técnica del flujo óptico, para estimar la aproximación a obstáculos 
en un entorno estructurado. 
 
• Técnicas de control inteligente. Aplicadas en el desarrollo de los algoritmos de 




1.4  ORGANIZACIÓN 
 
 
En el Capítulo 2, se presenta el marco de referencia necesario para iniciar con el trabajo 
de diseño y desarrollo del sistema propuesto. Se inicia con una revisión resumida de la 
teoría de navegación de robots móviles y las técnicas más utilizadas hasta hoy para 
navegar en interiores utilizando sistemas de visión. Luego se presentan los fundamentos 
del flujo óptico y su utilización en robótica. La revisión termina con la teoría de cámaras 
omnidireccionales basadas en espejos. 
 
El Capítulo 3, presenta la revisión de antecedentes de trabajos de otros investigadores, 
quienes han utilizado sistemas de visión omnidireccional como parte del sistema sensorial 
de sus robots, para navegar o apoyar en la navegación de robots de diferentes maneras. 
 
El desarrollo del trabajo inicia en el Capítulo 4.  En 4.1, se presenta el diseño del robot 
móvil y de la cámara omnidireccional. En 4.2 se utiliza un software para capturar y 
convertir las imágenes omnidireccionales a panorámicas. El flujo óptico como técnica y el 
software utilizado para su obtención, se presentan en 4.3; y en 4.4 se puede apreciar 
cómo se diseña el algoritmo ANFIS. 
 
Los resultados de la simulación del sistema se presentan en el Capítulo 5. Finalmente, las 

























NAVEGACIÓN EN ROBOTS MÓVILES 
 
 
La robótica móvil es el área de investigación que estudia el control de robots autónomos y 
semiautónomos [Dudek, 2000]. Los robots móviles no son solamente una colección de 
algoritmos para sensar, razonar y moverse en el espacio, también están constituidos de 
estructuras mecánicas y dispositivos electrónicos que deben enfrentar todas las 
características que presenta el mundo en el cual se realizan tareas (entorno). Los 
actuadores, procesadores, interfaces de usuario, sensores y mecanismos de 
comunicación que permiten a un robot móvil operar, deben ser integrados de tal manera 





Figura 1. Esquema básico de un robot y su interacción con el entorno. 
 
Por tanto, en el esquema básico de un robot, se pueden identificar un sistema mecánico, 
actuadores, sensores y el sistema de control como elemento básico necesario para cerrar 
el lazo de actuación-medición-actuación. Desde el punto de vista del procesamiento de la 
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información, en robótica se involucran funciones de control de movimientos, percepción y 
planificación [Ollero, 2001]. En la Figura 1 se puede observar el esquema básico de un 
robot y los elementos que le permiten percibir su entorno. 
 
 
2.1 LA GENERACIÓN AUTOMÁTICA DEL MOVIMIENTO 
 
Para lograr que un robot móvil autónomo diseñado para interiores, que se encuentra 
dentro de un entorno estructurado con superficie horizontal, cambie de una posición inicial 
a otra posición final con movimiento controlado, se debe diseñar un algoritmo que genere 
referencias al sistema de control de manera automática. El lazo de realimentación deberá 
obtener datos, por medio del subsistema de adquisición de datos, a partir de los sensores 
propioceptivos (internos) y exteroceptivos (externos). El robot necesitará entonces 
percibirse a sí mismo y percibir su entorno (ver Figura 1). 
 
La autonomía que el sistema de control brinda al robot, le permite realizar lo que se 
denomina “navegación autónoma”. Su objetivo es hacer que los robots se muevan de 
manera independiente en los entornos en los cuales se desempeñan, para que se 
orienten y elijan la ruta adecuada, que les permita desplazarse mientras completan la 
tarea asignada, sin colisiones ni otros percances [Álvarez, 1998]. El enfoque más utilizado 
en la literatura para estudiar la navegación autónoma, consiste en dividirla en tres 
problemas, que se expresan respectivamente con tres preguntas:  
 
1. Localización: ¿dónde estoy? 
2. Planificación de Tareas: ¿hacia dónde quiero ir? 
3. Planificación del Movimiento: ¿cómo puedo llegar allí? 
 
El problema de la localización consiste en conocer en todo momento las coordenadas del 
robot respecto a un cierto sistema fijo de referencia. [Borenstein, 1996]. 
 
La planificación de tareas se encarga de decidir qué acciones y en qué orden se han de 
realizar para completar una misión. Este es el razonamiento de más alto nivel exigido a un 
robot.  
 
El objetivo de la planificación del movimiento es la generación automática de las acciones 
necesarias para que el robot se desplace entre dos posiciones de su entorno de trabajo 
evitando los obstáculos para no colisionar. El problema de la planificación se plantea de 
manera diferente según se disponga o no, de manera previa a la ejecución del 
movimiento, de un modelo del entorno de trabajo del robot.  
 
Durante la planificación, la información acerca de las características del entorno de trabajo 
puede estar consignada a través de un mapa (previamente obtenido) del mismo. Esto 
permite, que el problema de la planificación se formule como un problema geométrico de 
cálculo de trayectorias entre dos puntos. Lo anterior constituye la base de la planificación 
de movimiento con información completa, planificación basada en mapa o planificación de 






Figura 2. Clasificación de los algoritmos de control de movimientos. 
 
Cuando el robot va a desarrollar su misión en un área de trabajo desconocida, es decir sin 
información previa, entonces es necesario que realice movimientos exploratorios con el fin 
de levantar un mapa del entorno. Sin embargo, generar el movimiento de un robot con el 
propósito de hacer un mapa del entorno, constituye en sí mismo un problema bastante 
complejo, ya que la reconstrucción de una descripción interna (o modelo) del entorno que 
rodea al robot, plantea a su vez varios problemas característicos:  
• Un problema de percepción, que consiste en integrar información de diferentes fuentes 
obtenidas en diferentes instantes de tiempo a través de los sensores.  
• La incertidumbre en la posición del robot hace que el problema de la localización 
permanezca fuertemente acoplado al de la reconstrucción del mapa, exigiendo una 
solución combinada de ambos. 
• Adicionalmente se debe tener en cuenta el costo computacional que conllevan tanto la 
construcción y actualización del mapa, como su uso en la planificación de rutas. 
 
Los algoritmos locales o con información incompleta tienen solo datos restringidos sobre 
el entorno de trabajo y son proporcionados por los sensores del robot en tiempo real. La 
información proporcionada por los sensores se puede utilizar en una estrategia diferente, 
que consiste en encaminarse directamente hacia el objetivo y solo cuando algún 
obstáculo se interponga, realizar una maniobra para evadirlo. El resultado de aplicar esta 
estrategia es también diferente, ya que no se puede producir con anterioridad una 
trayectoria explícita entre punto de origen y punto de destino. 
 
Los algoritmos con información incompleta, según sean convergentes o no, dan lugar a 
los métodos heurísticos o reactivos, y a los de planificación basada en sensores (SBMP). 
En general a la navegación que prescinde de la planeación de rutas, se le ha denominado 
navegación reactiva. 
 
Hay varias aproximaciones a la navegación reactiva, pero el punto común para todos los 
desarrollos ha sido encontrar un desempeño autónomo robusto del robot, utilizando el 
mínimo de costo computacional en oposición a los enormes requerimientos 
computacionales de las técnicas de planeación de rutas. Para 1984, se iniciaron trabajos 
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encaminados a desarrollar en los robots una inteligencia reactiva para que en los entornos 
desconocidos se pudiera lidiar con los aspectos dinámicos. De esta manera un robot 
podría generar comportamientos robustos en caso de que se presentara incertidumbre en 
las señales de los sensores, entornos no predecibles y un mundo cambiante. Esto llevó al 




2.2 NAVEGACIÓN BASADA EN VISIÓN 
 
La visión por computador fue un tema bastante destacado durante la década de 1980 y la 
primera mitad de 1990, y sus ventajas fueron inmediatamente aprovechadas para mejorar 
las capacidades de navegación de los robots. A nivel de visión de robots móviles, el 
progreso hecho en las últimas dos décadas ha estado en dos frentes separados: La 
navegación basada en visión para robots de interiores y la navegación basada en visión 
para robots de exteriores. En ambas áreas los avances han sido significativos [DeSouza, 
2002].  
 
Navegación en interiores  
Algunos de los primeros sistemas de Visión desarrollados para la navegación de robots 
móviles dependían fuertemente de la geometría del espacio y otra información métrica 
para manejar los procesos de visión y desempeñar la tarea de auto-localización. Para 
representar espacios de entornos interiores, se utilizaba modelos CAD con cierto nivel de 
complejidad, pero en algunos casos, dichos modelos eran reemplazados por modelos 
más simples tales como los mapas de ocupación, los mapas topológicos e inclusive las 
secuencias de imágenes. Cuando las secuencias de imágenes eran usadas para 
representar el espacio, las imágenes tomadas durante la navegación eran sometidas a 
algún tipo de comparación basada en apariencia, entre la percepción (imagen actual) y la 
imagen esperada (imagen objetivo almacenada en una base de datos). 
 
Los trabajos realizados con estas técnicas, aplicadas con sistemas de visión en interiores, 
hacen parte de alguno de los siguientes grupos: 
 
• Navegación basada en mapas: Sistemas que dependen de modelos geométricos 
creados por el usuario o mapas topológicos del entorno. 
• Navegación basada en construcción de mapas: Sistemas que usan sensores para 
construir sus propios modelos geométricos o topológicos del entorno, haciendo uso de 
ellos en la navegación. 
• Navegación sin mapas: Estos son sistemas que no usan ninguna representación 
explícita del espacio en el cual toma lugar la navegación, sino que más bien recurren 
al reconocimiento de objetos encontrados en el entorno o a seguir (tracking) aquellos 
objetos, generando movimientos basados en observaciones visuales. 
 
Aproximaciones basadas en mapas.  La navegación basada en mapas, consiste en 
proporcionar al robot un modelo del entorno. Estos modelos pueden contener diferentes 
grados de detalles, variación de un modelo CAD completo del entorno o un gráfico simple 
de interconexiones o interrelaciones entre elementos en el entorno. En algunos de los 
primeros sistemas de visión, el conocimiento del entorno consistía en una retícula 
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(cuadrícula), de representaciones en las cuales cada objeto era representado por una 
proyección 2D de su volumen sobre el plano horizontal. A tal representación 
generalmente se le conocía como “mapa de ocupación”. 
  
Los mapas de ocupación fueron mejorados al incorporar los campos de fuerza virtuales 
“Virtual Force Fields” (VFF), desarrollados  por Borenstein y Koren [Borenstein, 1989]. Los 
VFF son mapas de ocupación donde cada celda ocupada, ejerce una fuerza repulsiva al 
robot y la meta ejerce una fuerza de atracción. Todas las fuerzas son entonces 
combinadas usando sumas y restas vectoriales y la fuerza resultante indica la nueva 
dirección de movimiento del robot. 
 
Una versión más elaborada de los mapas de ocupación son los llamados S-Map 
(“Squeezing 3D space into 2D Map”). Los S-Map requieren un análisis espacial de 3 
dimensiones de las marcas en un entorno, y la proyección de sus superficies dentro de un 
mapa, pero este mapa debe ser 2D. 
 
Otra alternativa utilizando mapas de ocupación, consiste en incorporarles incertidumbre 
para explicar los errores en la medición de las coordenadas de posición asociadas con los 
objetos en el espacio. 
  
Algunas de las técnicas propuestas para tratar con incertidumbres en mapas de 
ocupación son: 
 
• Histogramas de campos vectoriales (Vector Field Histogram), [Borenstein, 1990; 
Borenstein, 1991]. En los cuales, la detección de un objeto o de un espacio vacío lleva 
al incremento o decremento respectivamente, del valor de la correspondiente celda en 
la rejilla. La nueva dirección  del robot entonces depende de la amplitud de los valles 
encontrados en la rejilla del histograma y las rutas que guían a la posición objetivo.  
 
• Operadores Difusos. Trabajo introducido por G. Oriolo, G. Ulivi, y M. Vendittelli, y 
denominado: “On-Line Map Building and Navigation for Autonomous Mobile Robots,” 
en 1995 y citado por [DeSouza, 2002]. En esta técnica, cada celda tiene un valor 
difuso que representa la ocupación o espacio vacío del espacio correspondiente 
(vacancy). 
 
• También las aproximaciones basadas en fusión sensorial. En las cuales las lecturas 
de las cámaras y los sensores de presencia, han sido combinados para producir 
modelos basados en la ocupación del entorno. 
 
Ya que la idea central en cualquier navegación basada en mapas es proporcionar al robot, 
directa o indirectamente una secuencia de marcas esperadas o que se espera que sean 
encontradas durante la navegación, la tarea del sistema de visión es entonces buscar e 
identificar las marcas observadas en una imagen. Una vez son identificadas el robot 
puede utilizar el mapa proporcionado para estimar su posición, es decir realizar la tarea 
de auto-localización, comparando la información procedente de la imagen contra la 




Los cálculos que están involucrados en la localización basada en visión pueden ser 
divididos en cuatro pasos [Borenstein et al., 1996]: 
 
• Adquirir información sensorial. Adquirir y digitalizar las imágenes de la cámara. 
• Detectar marcas. Extraer bordes, suavizado, filtrado y segmentación de regiones, 
sobre la base de diferencias en niveles de gris, color, profundidad y movimiento. 
• Establecer coincidencias entre las observaciones y las expectativas. En este 
paso, el sistema trata de identificar las marcas observadas, buscando en la base de 
datos posibles coincidencias de acuerdo a algunos criterios de medición. 
• Calcular posiciones.  Una vez se establece una coincidencia (o varias), el sistema 
necesita calcular su posición como función de las marcas observadas y sus 
posiciones en la base de datos. 
 
Tres aproximaciones a la localización basada en visión, son: 
  
Localización absoluta.  Debido a que en la localización absoluta, la posición inicial del 
robot es desconocida, el sistema de navegación debe hacer una comparación entre las 
observaciones y las expectativas que se encuentren en la base de datos del robot. Debido 
a las incertidumbres asociadas con las observaciones, es posible que para el mismo 
conjunto de observaciones exista coincidencia con múltiples expectativas (o imágenes 
esperadas). Las ambigüedades resultantes en la localización  pueden ser resueltas por 
métodos tales como: Localización de Markov, Procesos de Markov parcialmente 
observables, Localización de Monte Carlo, filtrado de Kalman con múltiples hipótesis 
basado en una mezcla de Gausianas, usando intervalos para representar incertidumbres, 
y por triangulación determinística entre otras. 
 
El método de localización absoluta, se basa en la idea de reconocer en la imagen de la 
cámara aquellas entidades que permanecen invariantes con respecto a la posición y 





Usando Representación Geométrica del Espacio.  Cuando la posición inicial del 
robot es conocida, por lo menos de manera aproximada, el algoritmo de localización debe 
hacer un seguimiento de las incertidumbres en la posición del robot cuando ejecuta las 
órdenes de movimiento y cuando las incertidumbres exceden un límite usan sus sensores 
para fijar nuevamente su posición. Se utilizan técnicas probabilísticas para la 
representación y la actualización de las incertidumbres en la posición, cuando el robot se 
mueve. 
 
Usando Representaciones Topológicas del Espacio.  Utiliza una representación 
topológica del entorno. Por ejemplo, en el sistema NEURO-NAV (por M. Meng y A. Kak, 
en 1993) citado por [DeSouza, 2002], un gráfico que representa topológicamente un 
arreglo del corredor es usado para manejar los procesos de visión. Un ejemplo de esta 
representación gráfica se puede apreciar en la Figura 3, donde la estructura física de un 
corredor es mostrada en el lado izquierdo y su representación de atributos gráficos a la 
derecha. La estructura de datos del gráfico de la Figura 3, usa tres diferentes clases de 
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nodos –mostrados en forma de cuadrados, círculos y diamantes- para representar 
corredores, uniones, y caminos sin salida, respectivamente. Cada nodo tiene atributos. 
Por ejemplo, el nodo C2, el cual representa el corredor central principal en el segmento de 
pasillo mostrado, tiene un atributo llamado marca izquierda que es una lista de 
apuntadores a las características de las puertas d176, d175, d174, d173, d172, del 
corredor C2. Los enlaces del gráfico, también tienen atributos, y contienen información 
relacionada con la distancia física entre las marcas representadas por los nodos en cada 
terminación del enlace. 
 
 
Figura 3. Representación topológica: (a) corredor. (b) representación 
Tomado de [DeSouza, 2002] 
 
 
Localización utilizando seguimiento de marcas 
Se pueden seguir marcas cuando, tanto la localización aproximada del robot como la 
identidad de las marcas vistas en la imagen de la cámara son conocidas y pueden ser 
seguidas. Las marcas usadas pueden ser, bien artificiales (Figura 4), o naturales, tales 
como puertas, ventanas, etc.  
 
 
Figura 4. Marcas artificiales  
Adaptado de [DeSouza, 2002] 
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En la mayoría de los casos, el seguimiento de marcas es realizado por medio de 
comparaciones con plantillas. Las cámaras, generalmente están montadas sobre el robot 
de tal manera que pueden mirar hacia las paredes, donde las marcas han sido puestas, o 
hacia abajo en el piso donde una cinta especial está pegada. 
 
Construcción de Mapas.  Como alternativa a la navegación basada en mapas, está la 
navegación con robots automatizados o semi-automatizados  que puedan explorar su 
entorno y construir una representación interna del mismo. 
 
Se han utilizado métodos tales como las “rejillas de ocupación”, usadas para la 
acumulación de datos de sensores ultrasónicos. Cada celda en una retícula de ocupación 
lleva asociada un valor de probabilidad que es una medida de la creencia de que la celda 
esté ocupada o no. Las rejillas de ocupación han evolucionado para permitir realizar 
mediciones de múltiples sensores que son  incorporados dentro de un mapa simple 
obtenido del entorno. 
  
Navegación Sin Mapas.  En esta categoría, incluimos todos los sistemas en los cuales 
la navegación es lograda sin ninguna descripción anterior del entorno. Por supuesto, es 
cierto que en las aproximaciones que construyen mapas automáticamente, tampoco hay 
descripción anterior del entorno; pero antes de que cualquier navegación sea realizada, el 
sistema debe crear uno. 
 
A continuación se describe un método en el cual no se requiere de mapas. Los 
movimientos del robot son determinados por observación y extracción de información 
relevante acerca de los elementos en el entorno. Estos elementos pueden ser paredes, 
puertas, y otros objetos. No es necesario que posiciones absolutas (o relativas), de estos 
elementos del ambiente, sean conocidas. 
  
 
2.3  NAVEGACIÓN USANDO FLUJO ÓPTICO 
 
Calcular el movimiento y estructura de los objetos a partir de las secuencias de imágenes 
ha sido de gran interés de investigación en el campo de la visión artificial. En la 
navegación de robots, la detección de obstáculos, la modelación de entornos, son un caso 
particular de aplicación de la recuperación de estructura a partir de secuencias de 
imágenes.  
 
Cuando se extrae información de una secuencia de imágenes, es posible recuperar el 
campo de movimiento. La variación espacial y temporal del patrón de brillo de la imagen, 
es una aproximación del campo de movimiento denominado flujo óptico. Cuando las 
variaciones del patrón de brillo correspondan a características estructurales de las 
superficies, tanto el campo de movimiento como el flujo óptico son considerados iguales 
[Verri, 1989]. 
 
Para calcular el movimiento a partir de secuencias de imágenes, se puede determinar los 
cambios espaciales y temporales de una imagen a partir del patrón de grises y así obtener 
el flujo óptico. Esto es a lo que se denomina método de los gradientes. El método se basa 
en contrastar los cambios de intensidad de la imagen para obtener la información de 
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movimiento de los objetos. Esto genera un campo vectorial muy denso (un vector por 
pixel) lo cual es una ventaja, útil para muchas aplicaciones. Este método, sin embargo, es 
sensible al ruido en las imágenes. Otro método muy utilizado es el método de 
segmentación, el cual consiste en identificar características particulares tales como 
bloques, líneas y otros objetos de las  imágenes, para obtener las correspondencias con 
otra imagen y determinar los movimientos. A diferencia del método de los gradientes el 
método de segmentación no genera un campo vectorial muy denso, lo que restringe su 
aplicabilidad. Este método crece en complejidad dependiendo del número de 
particularidades con las que cuente la imagen. 
Determinación del flujo óptico por gradientes. 
La obtención del flujo óptico es indispensable para la gran mayoría de algoritmos de 
interpretación  de secuencias de imágenes, para lo cual se hace uso de la ecuación 
restringida del flujo óptico (OFCE) de Horn y Schunck, que relaciona el flujo óptico (u, v), 
con los gradientes o variaciones espacio-temporales del brillo de la imagen (Ex, Ey, Et): 
 (1) 
 
Esta ecuación presenta dos incógnitas (u, v),  de ahí que pueden existir varias soluciones. 
Existe algo que se conoce como el problema de apertura,  el cual consiste en no poder 
determinar la componente del movimiento perpendicular al gradiente del brillo, y en los 
casos de zonas de igual brillo. Por lo tanto, es necesaria otra condición a la establecida en 
la ecuación OFCE para el cálculo del flujo óptico, se requiere que los cambios en el flujo 
sean suaves, esto es que no hayan cambios bruscos en el movimiento entre puntos 






Por consiguiente, para el cálculo del flujo óptico por el método de los gradientes, se 
requiere en primer lugar, determinar los gradientes espacio-temporales de la secuencia de 
imágenes para luego obtener el flujo óptico mediante un proceso iterativo que hace uso 
de los valores calculados en instantes previos y de posiciones diversas dentro de la 
imagen.  
 
Determinación del movimiento por segmentación de im ágenes 
Los métodos por segmentación se encargan de separar las imágenes por partes y luego 





Se distinguen tres métodos básicos: 
 
Figura 5.  Métodos de segmentación para determinar el movimiento. 
 
• Algoritmos de segmentación en líneas que extraen el contorno de los objetos, 
modelan éstos como segmentos de líneas y determinan los parámetros de 
movimiento en base al desplazamiento de los segmentos entre las sucesivas 
imágenes. 
  
• Algoritmos de segmentación en bloques que modelan las imágenes dividiéndolas 
en rectángulos de tamaños variables que se adaptan a áreas de nivel de gris o 
color más o menos homogéneo. El movimiento se determina en base al 
desplazamiento de los centros de los rectángulos entre las sucesivas imágenes. 
 
• Algoritmos de segmentación de grupos (clusters) que modelan las imágenes como 
áreas amorfas adaptadas a áreas de la imagen de características más o menos 
homogéneas en cuanto a color, nivel de gris o textura. El movimiento se determina 
en base al desplazamiento de los centros “de masa” de cada una de las áreas 
correspondientes entre dos imágenes consecutivas. 
 
  
2.4  CÁMARAS OMNIDIRECCIONALES 
 
Los diferentes métodos para obtener imágenes con un amplio campo de visión, pueden 
ser clasificados en las siguientes categorías [González-Barbosa, 2004]: 
 
• Utilización de imágenes múltiples 
• Utilización de objetivos especiales 




Los criterios de selección del método más adecuado según el problema a resolver, van 
desde la resolución de la imagen, la velocidad de adquisición, el costo computacional y la 
facilidad de sincronización y calibración del sistema, hasta el costo económico del mismo. 
 
Obtención de imágenes múltiples 
Una imagen omnidireccional se puede obtener a partir de la composición de varias 
imágenes, bien sean obtenidas por medio de una sola cámara desplazada angularmente, 
o por varias cámaras dispuestas de tal forma que cada una cubre un campo de visión 
cuyo ángulo en suma con los ángulos de las demás cámaras, componen una imagen del 




Figura 6. Imagen panorámica generada por la rotación de una cámara. 
 
Utilizando una sola cámara, que obtiene imágenes rotando a velocidad constante 
alrededor de un eje vertical, se debe recomponer la imagen panorámica a partir del total 
de las imágenes capturadas, teniendo en cuenta que el algoritmo de recomposición debe 
evitar la pérdida de información. La desventaja de estos sistemas, consiste en que el 
tiempo requerido para la adquisición de una imagen panorámica es muy grande en 
relación con otros métodos, por lo cual su uso no es recomendado para captura de 
imágenes en entornos dinámicos.  
 
Cuando se utilizan varias cámaras para obtener una imagen panorámica, el tiempo de 
captura de las imágenes es menor que en el caso de una sola cámara en rotación. El 
resultado es una imagen panorámica de muy buena resolución, sin embargo, puede 
presentarse el caso de perder partes de la imagen en ángulos muertos o, como caso 
contrario a ello, duplicar información. La calibración del sistema y la sincronización de las 
imágenes obtenidas, así como un alto costo computacional es otra desventaja con 






Figura 7. Sistema multicámara Ringcam de Microsoft. 
Tomada de: http://www.humanproductivitylab.com 
 
 
Utilización de objetivos especiales 
Este método consiste en la utilización de dispositivos ópticos ensamblados sobre una 
cámara CCD, con el fin de desviar los rayos luminosos, tal como sucede en una cámara 
ojo de pez. Las imágenes adquiridas, tienen un alto grado de deformación y su análisis no 
es simple, debido a que no pueden ser transformadas a imágenes en perspectiva y 
porque no tienen un centro de proyección único. En [González-Barbosa, 2004], se han 
citado ejemplos mejorados de estos sistemas, tales como las lentes denominadas PAL 
(Panoramic Annular Lens), que permiten obtener imágenes panorámicas sin distorsión a 
partir de un bloque óptico de una sola pieza. En la figura 8, se puede apreciar la 
estructura óptica de una lente PAL, el recorrido de los rayos luminosos, está descrito por 
las líneas en color azul. 
 
 
Figura 8. Lente PAL. 




Los sistemas omnidireccionales catadióptricos resultan de la combinación de lentes y 
espejos. La dióptrica es la parte de la óptica que estudia elementos refractantes (lentes), 
mientras que la catóptrica trata las superficies y elementos reflejantes (espejos). El 
término catadióptrico se emplea para designar a los sistemas en los cuales los fenómenos 
de reflexión y dispersión de la luz se dan simultáneamente. Este tipo de sistemas están 
diseñados de tal manera que el eje óptico de la cámara se alinea con el eje de revolución 
de un espejo convexo, permitiendo a la cámara adquirir la imagen de la totalidad de su 
entorno a partir de la imagen proyectada sobre la superficie del espejo (Figura 9a). El 
resultado es una imagen omnidireccional (Figura 9b). 
 
El criterio de selección del espejo que eventualmente haría parte de un sistema de visión 
catadióptrico, está basado en la calidad de la imagen que se desea obtener (distorsión 
mínima), una vez se aplique a la imagen omnidireccional un algoritmo de 
desenvolvimiento que la convierta en imagen panorámica. En la figura 10, se puede 
apreciar la distorsión de una imagen panorámica, resultante de la aplicación de un 
algoritmo de desenvolvimiento a una imagen omnidireccional, capturada esta última por 
medio de una cámara omnidireccional catadióptrica. 
 
Figura 9. Sensor catadióptrico. a) Espejo parabólico, lente y cámara. b) Imagen. 
 
Para que la imagen panorámica (omnidireccional desenvuelta), represente el entorno con 
un mínimo de distorsiones ópticas admisibles, se debe elegir adecuadamente la curva del 
espejo, la resolución de la cámara y diseñar un algoritmo eficiente de desenvolvimiento. 
Según sea la curva seleccionada para el espejo, se tendrá o no un centro de proyección 





Figura 10. a) Imagen omnidireccional obtenida. b) Imagen panorámica 
Tomada de: http://cmp.felk.cvut.cz/demos/Omnivis/SphPanor/ 
 
Centro de Proyección.   
Los espejos devuelven espejos la  totalidad de los haces de luz incidentes en una 




Figura 11. Reflexión sobre un espejo parabólico convexo. 
 
Entre los espejos parabólicos, se pueden encontrar, espejos cóncavos y convexos. 
Designando S al vértice y  F al foco del paraboloide, se puede observar desde un punto 
de vista geométrico que en el caso del espejo cóncavo, todo haz de luz paralelo al eje FS 
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pasa por el foco después de la reflexión por el punto F, denominado foco. En un espejo 
convexo, todos los haces de luz, paralelos al eje FS intersectan virtualmente al punto F. El 
foco, es definido como centro de proyección, debido a que todos los rayos de luz 
entrantes, o salientes atraviesan el sistema. Tener un centro de proyección único, permite 
reconstruir imágenes según diferentes tipos de proyección y de superficie (González-
Barbosa, 2004). 
Tipos de espejos para sensores catadióptricos 
Los sistemas catadióptricos se pueden clasificar en cuatro categorías según el tipo de 
espejo que cada uno utiliza. Los espejos más utilizados debido a las ecuaciones que 
representan sus superficies son: el espejo cónico, el espejo esférico, el hiperbólico y el 
parabólico.   
 
 
Figura 12. Superficies de espejos para sensores catadióptricos. 
 
El espejo cónico, debido a la ausencia de curvatura, permite obtener una buena 
resolución en la periferia de la imagen. Esto se debe a que obran respecto de la reflexión 
como espejos planos en el sentido del eje focal, y como espejos esféricos en el sentido 
perpendicular o transversal del eje. Son de fácil construcción, permiten combinarse 
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fácilmente con otros espejos. Como desventajas, presenta gran astigmatismo, la ausencia 
de un punto de proyección único redunda en una gran dificultad para transformar las 
imágenes omnidireccionales en imágenes panorámicas. Es importante anotar, que en el 
trabajo de Libor Spacek (“Omnidirectional catadioptric vision sensor with conical mirrors”), 
citado por (Gonzalez-Barbosa, 2004); se introduce el concepto de Dimensionally 
separable viewpoints, con el cual es posible generar imágenes (pseudo-imágenes) 
panorámicas. 
 
El espejo de superficie esférica, permite obtener imágenes con buena resolución en la 
parte central pero mala en la periferia de la misma. El campo visual que se abarca 
utilizando un espejo esférico en un sistema de visión catadióptrico, es mayor al que se 
obtiene con un espejo cónico. Los espejos esféricos son de fabricación sencilla, el 
astigmatismo que se presenta cerca del eje óptico de la cámara es mínimo. La 
convergencia de las imágenes no requiere de grandes distancias focales. Como 
desventajas, se puede enunciar la ausencia de un centro de proyección único y el 
aumento de la distorsión de la imagen a medida que el ángulo con respecto a la vertical 
aumenta (distorsión en la periferia). 
Un espejo de superficie hiperbólica tiene dos puntos focales. Si el centro óptico de la 
cámara esta puesto sobre uno de estos dos puntos, entonces en el punto focal interior se 
produce una imagen virtual de una fuente puntual ubicada en el foco exterior. Como 
ventaja presenta un centro de proyección única. Se pueden construir espejos hiperbólicos 
con distintas curvaturas. Sin embargo a mayor curvatura, mayor será el astigmatismo. Su 
construcción no es sencilla. Debido a que el punto focal de la hipérbola necesita estar 
ubicada en el centro de la cámara, la concepción de este tipo de sistemas es complicada.  
 
Finalmente, los espejos de superficie parabólica, tienen la propiedad de producir en su 
foco la imagen real de un objeto ubicado a gran distancia en la dirección de su eje. Un 
sensor catadióptrico con espejo parabólico, tiene centro de proyección única. Al igual que 
para superficies hiperbólicas si se construyen espejos parabólicos con curvaturas 
pequeñas se reduce el astigmatismo. La integración de lentes telecéntricos a un espejo 
parabólico, le da mayor flexibilidad al sistema. Los lentes telecéntricos son lentes 
especiales que permiten seleccionar un haz luminoso de rayos paralelos al eje óptico del 
lente. Con un lente telecéntricos alineado con el eje focal del espejo, solo los rayos 
incidentes sobre el espejo que atraviesan el foco del paraboloide son transmitidos. El 
























REVISIÓN DE ANTECEDENTES 
 
 
3.1  NAVEGACIÓN CON CÁMARAS OMNIDIRECCIONALES 
 
 
Comportamiento de centrado biomimético. 
La tarea de navegación examinada en esta sección, es la denominada “comportamiento 
de centrado”, la cual consiste en el movimiento de un robot a través del espacio medio de 
un entorno tipo “corredor”.  
 
 
Figura 13. Imagen en la cámara panorámica 
Tomado de [Argyros, 2004] 
 
El uso de una cámara panorámica en oposición a un sistema multi-cámara o a un 
mecanismo que reoriente la mirada de una cámara de perspectiva típica, simplifica el 
procesamiento de la información sensorial y reduce la complejidad del hardware 
requerido. En actuales implementaciones sistemas de navegación para robots móviles, se 
están utilizando cámaras panorámicas. Sin embargo, la baja resolución en el sentido de 
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baja agudeza visual, parece que es el precio a pagar por obtener una visión 360º. Esta 
agudeza reducida podría ser un problema significativo para tareas tales como la 
manipulación fina (Ver Figura 13 y Figura 14). Para tareas de navegación, sin embargo, 
parece que la agudeza puede ser sacrificada a favor de un amplio campo de visión. Por 
ejemplo, la estimación del movimiento en tres dimensiones (3D), es facilitado por un 
amplio campo de visión, ya que esto remueve las ambigüedades inherentes en este 
proceso cuando un angosto campo de visión es usado [Argyros et al., 2004]. 
 
Las propiedades de los ojos compuestos de los insectos no les permiten inferir la de 
manera confiable la profundidad. Es el movimiento de las imágenes lo que al parecer es 
más significativo cuando trabajan con imágenes 3D. Los ojos compuestos son 
especialmente adecuados para detectar el movimiento. 
 
Las abejas por ejemplo, exhiben la denominada respuesta de centrado: mientras vuelan a 
través de brechas angostas, tienden a volar a través del centro de la brecha, a pesar de la 
falta de visión estereoscópica y su inhabilidad para estimar de manera explícita la 
distancia. Existe la hipótesis de que las abejas balancean el movimiento de la imagen 
percibida por sus dos ojos; esto fue verificado en corredores cuyos muros fueron 




Figura 14. Cámara panorámica montada sobre el robot LEFKOS 
Tomado de [Argyros, 2004] 
 
El comportamiento de centrado ha sido implementado en trabajos anteriormente en 
robótica, pero sin utilizar cámaras panorámicas, por  [Srinivasan ,1999] en su trabajo 
“Robot navigation inspired by principles of insect vision”, y otros trabajos de Takiris y 
Argyros [Argyros, 2004]. En [Santos-Victor, 1995], un robot móvil con dos cámaras en 
perspectiva apuntando lateralmente, es usado para implementar un reflejo de centrado 
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balanceando el correspondiente promedio de campos de flujo óptico usando un 
controlador PID. Este es un esquema aproximado, ya que no explica la influencia del 
movimiento rotacional del robot del flujo óptico medido. 
 
Uno de los primeros trabajos en los cuales la visión panorámica es usada para el 
comportamiento de centrado es [Srinivasan et al. ,1999], en el cual la visión es 
implementada a través de arreglos de espejos en forma de V, y el flujo óptico de las 
direcciones laterales es usado para extraer distancia y orientación con respecto a las 
paredes del corredor, proporcionando así una reconstrucción completa del estado del 
robot.  
 
Similarmente, el trabajo de [Gaspar, 1999], usa imágenes panorámicas para reconstruir el 
estado del robot a través de marcas. En otro trabajo de Tsakiris y Argyros (“Corridor 
Following by Nonholonomic Mobile Robots Equipped with Panoramic Cameras”), el uso de 
cámaras panorámicas para el comportamiento de centrado es propuesto. Ninguna 
reconstrucción del estado de la cámara se tiene en cuenta. Ya que el flujo panorámico es 
usado para extraer solamente una representación parcial del ambiente. 
 
Las conclusiones más importantes acerca de las aproximaciones al problema del 
comportamiento de centrado, se pueden obtener a partir de [Argyros et al., 2004], ya que 
es el trabajo más reciente en el tema. El artículo discute experimentos extensivos en 
robótica y demuestra como la introducción de una cámara panorámica simplifica tanto el 
hardware del sistema robotizado como los métodos computacionales requeridos para el 
procesamiento de la información visual. En su aproximación, intentan crear un 
comportamiento de centrado reactivo basado en visión, para un robot móvil no-
holonómico equipado con una cámara panorámica que proporciona un campo visual de 
360º y una ley de control basada en sensores, en la cual la información del flujo óptico 
desde direcciones variadas y diferentes dentro del campo de visión total de la cámara 
panorámica es usado directamente en el lazo de control. No se intenta hacer una 
reconstrucción del estado del robot; la información extraída de los datos sensoriales no es 
suficiente para esto. El método propuesto se basa en extracción de información visual 
primitiva de áreas apropiadamente seleccionadas de un campo visual panorámico y su 
uso directo en la ley de control. Los resultados experimentales de la implementación de 
este método en una plataforma robótica, demuestran un comportamiento de centrado el 
cual puede ser logrado en tiempo real y con alta precisión (Ver Figura 15). La técnica 
propuesta evade la necesidad de direccionar problemas complejos de estimación de 
estructura 3D. Las leyes de control resultantes demostraron que poseían las propiedades 
de estabilidad requeridas. Trabajos futuros apuntan a extender esta clase de esquemas 
servo-visuales a dinámicas de robots más complejas (por ejemplo robots voladores). En la 
Figura 15 (a) se puede apreciar las posiciones del robot durante el experimento. 15(b) 
Imágenes del comportamiento del robot vistas por un observador externo. 15(c) Vistas 
panorámicas adquiridas por el robot en estas posiciones. 
 
 
Homing de robot utilizando visión panorámica. 
El homing es un término tomado de la biología, utilizado para describir la habilidad que 
tienen varios organismos vivientes para retornar a su nido, o lugar de origen, después de 
haberse distanciado en busca de alimento. Este comportamiento también es útil en 




Figura 15. Experimentos con el comportamiento de centrado. 
Tomada de [Argyros, 2005] 
 
Cuando un robot móvil inicia su movimiento dentro del entorno para él definido, la posición 
desde la cual inicia su movimiento es la posición de origen, también conocida como la 
posición de “home”. A partir de ésta, el robot ejecuta la descripción de una ruta arbitraria, 
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llamada la ruta anterior (“prior” path, en inglés). La ejecución de la ruta anterior puede 
haber sido el resultado de un comportamiento diferente tal como la exploración del 
espacio de trabajo o el seguimiento de un objetivo. Entonces el problema consiste en 
desarrollar métodos que posibiliten al robot, para que encuentre su vía de regreso a la 
posición original (home). La precisión del homing, puede ser crucial, particularmente 
cuando una tarea subsecuente depende del posicionamiento preciso del robot. 
 
Se denomina robot homing, al problema de calcular una ruta para que el robot pueda 
retornar a su posición de origen después de ejecutar una trayectoria cualquiera. 
 
Para solucionar el problema del homing [Argyros, 2005], propusieron utilizar un robot 
equipado con una cámara panorámica montada sobre él. El bloque central de la 
estrategia de homing propuesta, está basada en una estrategia de control reactiva local. 
Esto permite que el robot se mueva entre dos posiciones adyacentes. El éxito de la 
estrategia de control depende de la existencia de al menos tres coincidencias de las 
características de las imágenes entre las dos vistas panorámicas obtenidas en sendas 
posiciones. Las características empleadas en esta aproximación son esquinas de 
imágenes, las cuales pueden ser extraídas automáticamente y localizadas en las 
imágenes.  
 
En la Figura 16 se puede apreciar el espacio de trabajo de los robots y su posición de 
inicio de movimiento o “homing”. Durante los experimentos realizados por [Argyros, 2005], 
el robot abandonaba su posición y después de ejecutar un conjunto de movimientos 
predeterminados, alcanzaba la posición G. Entonces, a partir de ese punto el homing 
(retorno al origen), se iniciaba y se definían automáticamente una cantidad determinada 
de puntos de paso sobre la ruta. Estos puntos eran secuencialmente alcanzados por el 
robot para llegar eventualmente a la posición de origen. 
 
Durante el experimento el robot había estado adquiriendo vistas panorámicas y 
procesándolas en línea. En un segundo experimento, se agregaron páneles al mismo 
espacio de trabajo dividiéndolo en dos habitaciones separadas comunicadas a través de 
un pasaje angosto Figura 16 (a). A causa de la introducción de los paneles, la apariencia 
visual de las dos habitaciones es completamente diferente. El robot entonces definió cinco 
puntos de paso (a diferencia de los tres del primer experimento), alcanzando en el 
homing, la posición origen con un error de posicionamiento de unos pocos centímetros. 
 
 
Figura 16. Vista superior del espacio de trabajo en los experimentos de homing. (a) 
Homing con tres puntos y (b) homing con páneles y cinco puntos. 
Tomada de [Argyros, 2005] 
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Este trabajo pone de manifiesto las ventajas de utilizar una cámara panorámica en 
entornos en los cuales se carece de un “rico” contenido visual. Una cámara convencional, 
en el caso particular del homing, tendría muchas menos características para seleccionar y 
seguir a causa de su limitado campo de visión. En esta aproximación, las características 
seleccionadas fueron esquinas de imágenes. La ventaja de las esquinas es que 
típicamente, hay muchas de ellas en la mayoría de los entornos interiores. Por tanto su 
definición, extracción y seguimiento son matemáticamente rigurosos y 
computacionalmente eficientes. Su principal desventaja es que la correspondencia de las 
esquinas en vistas adquiridas desde puntos de vista considerablemente diferentes puede 
solamente ser lograda a través del seguimiento (tracking). 
 
 
3.2 NAVEGACIÓN UTILIZANDO FLUJO ÓPTICO . 
 
La utilización del flujo óptico con cámaras omnidireccionales, ha sido documentada en el 
trabajo de [Soria, 2006], en el cual se trata el problema del uso de imágenes panorámicas 
para evitar obstáculos en la navegación de un robot móvil en entornos interiores. Las 
imágenes cubrían 180 grados del horizonte en el frente del robot, y fueron obtenidas por 
medio de una cámara con espejo omnidireccional esférico. A dos de las imágenes 
obtenidas, se les calculó el flujo óptico, y el resultado se utilizó para guiar al robot de 
manera reactiva evitando los obstáculos.  La contribución del sistema propuesto por Soria 
y Carelli, consiste en que utilizando la cámara omnidireccional, el robot se vuelve apto 
para evitar obstáculos muy anchos, lo cual puede ser muy complicado utilizando una 
cámara de ángulo de visión estrecho.  
 
        
 
Figura 17. (a) Robot móvil con sensor catadióptrico. (b) Trayectoria descrita 
Tomada de [Soria, 2006]. 
 
A partir de dos imágenes panorámicas obtenidas con el sensor catadióptrico (sistema 
conformado por cámara y espejo convexo esférico), se calcula el campo de flujo óptico. El 
algoritmo usado es el del cálculo de la estima de mínimos cuadrados con fusión, 
propuesto en el trabajo “Optical flow calculation using data fusion with decentralized 
information filter”, presentado en la conferencia de robótica y automatización ICRA’05 por 
Gamarra [Gamarra, 2005]. El algoritmo crea dos matrices de 15x30 valores reales, para 
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almacenar los componentes horizontales y verticales de tales vectores de flujo óptico. 
Todos los pixeles (divididos por regiones y subregiones), son procesados para generar 
una estima de mínimos cuadrados de flujo óptico asociado a la región bajo consideración. 
Las estimaciones del vector (cada una con un valor de covarianza asociado), son 
fusionadas para obtener la mejor estima del vector de flujo óptico correspondiente. 
 
El algoritmo de fusión utilizado en el trabajo de Soria, es el filtro de kalman 
descentralizado.  
 
Después de esto se procede a obtener un vector de tiempos para el contacto con un 
obstáculo que se presenta en la escena y finalmente se utiliza una ley de control no lineal 
(comando de velocidad angular), para cambiar la orientación del robot móvil, así como 
una ley de control para la velocidad lineal, lo cual permitirá que el robot evite el obstáculo. 
En la Figura 17, se puede apreciar el robot móvil equipado con el sensor catadióptrico y la 
trayectoria descrita por el robot en la etapa de validación. 
  
En la validación de los subsistemas de sensado y control propuestos, se utilizó un robot 
móvil Pioneer 2DX, equipado con un sensor catadióptrico, compuesto por una cámara de 
8 bits de escala de grises y un espejo esférico (Figura 17).  Los algoritmos del robot, 
fueron programados en su computador de a bordo, basado en un procesador Intel 
Pentium MMX 266Mhz, 128Mbytes de RAM y un framegrabber. La máxima velocidad del 
robot es de 75mm/s.  El experimento de validación consistió en que el robot navegara 
alrededor del laboratorio, evitando obstáculos dentro de un semicírculo cuyo centro es el 
propio centro del robot. El subsistema de sensado pudo definir correctamente los cambios 







































4.1 CONSTRUCCIÓN DE ROBOT MÓVIL E INTEGRACIÓN DE 





Debido a la relación directa entre el diseño de la cinemática del robot y la precisión en su 
posicionamiento, es necesario definir de manera detallada la configuración cinemática 
utilizada para el diseño del robot. 
 
El dead reckoning, es un procedimiento matemático utilizado para determinar la posición 
actual de un vehículo en movimiento. La gran mayoría de los robots móviles terrestres, 
utilizan la técnica del dead reckoning para obtener información que permita al sistema de 
procesamiento del robot determinar su posición con respecto a un sistema de referencia 
inercial o a una posición anteriormente obtenida. Para ello, se utiliza una implementación 
del dead reckoning denominada odometría, la cual consiste en calcular el desplazamiento 
del robot durante la descripción de una trayectoria por medio de odómetros. La precisión 
de las medidas odométricas, dependen del diseño de la configuración cinemática del 
vehículo [Borenstein, 1996].  
 
 
Cinemática de configuración diferencial. 
En entornos interiores estructurados con superficie plana, utilizar una configuración 
diferencial es bastante común debido a la facilidad de su diseño e implementación. En la 
configuración diferencial, el direccionamiento viene dado por la diferencia de velocidades 
de las ruedas laterales, las cuales también brindan la tracción. Adicionalmente existen una 
o más ruedas de apoyo a la plataforma del robot que no tienen actuador. En esta 
configuración, los encoders están montados en los ejes de giro de los motores de tracción 
para llevar un conteo de las revoluciones de las ruedas. El dead reckoning, puede ser 
obtenido a partir de ecuaciones geométricas simples, de tal manera que se pueda calcular 
la posición actual del vehículo, relativa a una posición inicial conocida. 
 




• El robot móvil se moverá sobre superficies planas.  
• El giro de las ruedas será de rodadura pura (sin deslizamientos). 
• El robot se comporta como un sólido rígido. 
Estas simplificaciones permiten plantear un modelo, según el cual, el medio en que se 
mueve el robot es bidimensional y tiene un sistema de referencia fijo asociado a este (X’, 
Y’). La posición del robot será entonces descrita por la terna (X, Y, Ѳ) con respecto al 
sistema de referencia fijo del entorno [Olson, 2004]. 
 
Figura 18. Robot de configuración diferencial y sistemas de referencia. 
 
Suponiendo un espacio de tiempo muy pequeño en el que la distancia recorrida por la 
ruedas derecha (Drd) e izquierda (Dri) del robot, sean también pequeñas (α<<), se puede 
asumir que la trayectoria del vehículo, representado por el punto medio del eje (P) que 
une las dos ruedas (de longitud De) es un arco como se aprecia en la figura 19.  
 
Figura 19. Aproximación de trayectoria del robot a un arco. 
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Usando la geometría, se pueden proponer relaciones entre las distancias recorridas por 
las ruedas y la distancia recorrida por el punto P (DP) y la orientación del vehículo con 




Si se tiene en cuenta la variable tiempo, las expresiones anteriormente presentadas 





De (6) y (7), se concluye que conociendo las velocidades de cada una de la ruedas será 
posible determinar la velocidad lineal y velocidad angular del robot. Integrando estas 












El análisis concluye que el conocimiento de la velocidad de las ruedas, permitirá a su vez, 
conocer la tasa con la que cambia la orientación del vehículo, así como la velocidad con la 
que el  vehículo se mueve hacia adelante, además de la terna (X, Y, Ѳ), [Ollero, 1999] 
 
 
SELECCIÓN DE ACTUADORES 
 
Para dar movimiento a la plataforma del robot, por medio de los motores de tracción, se 
eligió trabajar con servomotores de alto par TS-80 Giant Scale de Tower Hobbies.  Sus 
características se describen en la tabla 1. 
 
Tabla1. Especificaciones técnicas servo TS-80  
7.14 rad/s5.51 rad/sVelocidad
343 oz-in (24.7 kg-cm)275 oz-in (19.8 kg-cm)   Torque
6V4.8VAlimentación
Especificaciones Técnicas
Tower Hobbies TS-80 Servo 2BB Giant Scale U
 
 
El servomotor TS-80, deberá ser modificado para cumplir con los siguientes 
requerimientos:  
 
1. El motor que impulsará cada una de las ruedas debe tener un elevado par de 
salida, baja velocidad y un bajo peso. 
2.  Se debe poder controlar la velocidad y el sentido del giro del motor. 
3. Para el cálculo apropiado de la odometría, es necesario medir el desplazamiento 
de las ruedas, con una precisión del orden de los milímetros.  
 
Modificaciones mecánicas al servomotor 
 
 
Figura 20.  Etapa de reducción de velocidad del TS-80.  
 
El tren de engranajes del servomotor, le permiten ejercer un par de 343 oz-in con un 




















   (11) 
 
Dentro de la caja de reducción se tienen seis piñones engranados, cuyos números de 
dientes permiten establecer la reducción total desde el piñón 1 (piñón en el eje de salida 
del motor), hasta el piñón 6 (piñón de salida de la caja reductora del servo). El número de 
dientes por cada piñón, se puede apreciar en el conjunto de valores (11). En el conjunto 
de ecuaciones 12, se puede apreciar la relación de piñonería, y las relaciones de 
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Figura 22.  Segunda caja reductora del servomotor. 
 
Para multiplicar el par de salida, se diseña un sistema multiplicador de par basado en un 
sistema de engranajes con relación de reducción de 4,0833, como segunda caja de 
reducción. En la figura 22, se puede apreciar el  diseño de la segunda caja reductora. 
Para la odometría, el movimiento de las ruedas será sensado a partir del piñón P2, para lo 


















































     (13) 
 
Se debe calcular un radio de rueda adecuado, de manera que a revoluciones enteras de 
P2, exista desplazamiento lineal de las ruedas en unidades enteras, con el fin de 
simplificar el procesamiento de las señales de los sensores de desplazamiento angular y 
obtener una alta precisión en el cálculo de dicho desplazamiento.  
 



























Realizando aproximaciones enteras de desplazamiento lineal de la rueda S (segmento de 
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ESTRUCTURA MECÁNICA DEL ROBOT 
 
Figura 23. Dimensiones del robot. 
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La estructura mecánica del robot está constituida por una plataforma en aluminio, dos 
soportes para los servomotores, dos servomotores y dos ruedas. Esta es la manera más 
sencilla y práctica de diseñar y construir un robot de configuración diferencial. 
 
Adicionalmente, se cuenta con una serie de pequeñas piezas de ajuste y acople para 
ensamblar las tarjetas de potencia y control, las baterías, el computador a bordo y la 
cámara. Las dimensiones generales y el modelado del ensamble de la plataforma se 




Figura 24. Modelado de plataforma y rueda. 
 
 
ELECTRÓNICA DE POTENCIA Y CONTROL 
 
Se diseñó un circuito para aprovechar los dispositivos de potencia internos del servo, de 
esta manera se cuenta con un driver de motor propio del servo, pero controlado por medio 
de una tarjeta externa. Las señales para controlar el sentido de giro de motor y la 
velocidad de salida del mismo se denominan CTRLA y CTRLB, y se pueden apreciar en la 
figura del esquemático del circuito (figura 25). 
 
 
Figura 25.  Etapa de potencia del servo TS-80. 
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Las señales de control, son separadas de las señales de potencia utilizando 
optoacopladores (figura 25). 
 
Los cálculos necesarios para modificar  y controlar el movimiento del motor, están 
basados en la tabla 2. 
 
 




Con el arreglo de piñoneríaSin el arreglo de piñoneríaConsumo de 
Corriente
Caracterización del motor eléctrico




Sensores de posición 
El encoder magnético está constituido básicamente por un sensor de efecto hall 
(elemento que responde a cambios en el sentido y magnitud de un campo magnético) y 
un imán. La disposición de estos componentes en uno de los ejes de movimiento del 
motor, le permite al robot determinar el desplazamiento angular de sus ruedas, lo cual a 
su vez por cálculos odométricos, permitirá conocer el desplazamiento lineal del robot y su 




Figura 26. Montaje de sensores en el servo. 
 
El sensor de efecto hall escogido para tal efecto es el DN6851 Panasonic. Se caracteriza 
por tener una salida digital dependiente de la dirección del campo magnético. Este sensor 
se monta en la reducción del servomotor, por encima del piñón P2. Cuatro imanes de 
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neodimio se fijan al piñón P2 cada 90 grados, polarizados alternadamente de manera 
inversa (dos positivos, dos negativos en secuencia p-n-p-n). Sirven para establecer el 
campo que a su vez dispara los pulsos (dos de subida y dos de bajada), obtenidos desde 
el sensor.  
 
Del grupo de ecuaciones (13), se sabe que por cada vuelta en el eje de salida a la rueda, 
el piñón P2 girará 318,8141. Por tanto se obtendrán 1275,2564 pulsos por cada vuelta de 
la rueda. 
 
La velocidad en la rueda, se calcula, teniendo en cuenta los datos de fabricante de la 
tabla 1, para el servomotor. La velocidad en el eje  P6 es de 7,14 rad/s, aplicando un 
voltaje de 6 V. Lo cual equivale a 1,1363662 rev/s y en la salida P8, será 0,278316  rev/s. 
 
Como el diámetro real de la rueda mecanizada es de 208mm (ver Figura 24), una 












   (19) 
 
 
En un segundo, el desplazamiento máximo de la rueda será entonces: 
 
smmaxRuedaVelocidadM /86559,181=   (20) 
 
Sin embargo, aplicando un voltaje de 4,8 V, la velocidad en el eje  P6 es de 5,51 rad/s; y 










En un segundo, el desplazamiento mínimo de la rueda será entonces: 
 





Esquema de control 
  
Las señales de control para el servomotor proceden de un microcontrolador esclavo 
referencia PIC16F877A, a partir de sus pines de generación de PWM (Pulse Width 
Modulation). Los pulsos permitirán que el servomotor gire con señales de voltaje que 




El sistema de control está constituido por un computador como maestro del sistema, una 
tarjeta interfaz de comunicaciones, y dos tarjetas de control de movimientos y adquisición 
de señales de los encoders ubicados en las ruedas del robot. El diagrama de bloques, 
que especifica la relación entre los diferentes dispositivos que integran el hardware de 




Figura 27. Diagrama de bloques del hardware de potencia y control. 
 
 
El computador portátil, un QBEX Dayton 2010150C; hace parte del equipamento del 
robot. Con una CPU Intel Dual Core a 1,86 GHz, 2GB de RAM, interfaces USB y FireWire, 
tiene todo lo necesario para procesar las señales provenientes de los sensores para 
odometría y las imágenes provenientes de la cámara omnidireccional. El computador 
envía órdenes de movimiento angular expresadas como valor de duty cycle para los 
motores.  
 
El microcontrolador, que se encarga de establecer las comunicaciones entre el 
computador y los microcontroladores esclavos, es un microcontrolador PIC18F4455 de 
microchip. Puede trabajar a máxima velocidad, con interfaz USB 2.0 (12Mbit/s), puede 
procesar instrucción con una velocidad de hasta 12MIPS. Las órdenes que recibe del 
computador, las lleva a los microcontroladores esclavos por medio de una comunicación 
serial. Cada microcontrolador esclavo recibe los datos por el mismo bus, pero solamente 
recibe y almacena los que a él le corresponden. 
 
Los microcontroladores esclavos PIC16F877 de Microchip, trabajan con oscilador HS de 
10MHz, para recibir las órdenes provenientes del computador, y a continuación enviar 
datos correspondientes al desplazamiento angular de las ruedas durante el último periodo 
de muestreo. El período de muestreo es establecido inicialmente como de 0,5 segundos 





Suministro de potencia  
La corriente de consumo de aproximada de los dos servomotores es: 
 
@6V mAIConsumo 1600≈      
 
Para el suministro de potencia a los motores, se eligió una batería de plomo ácido: 
  
mAHC6VBateria 4200, ==  
 
La batería de la etapa electrónica de control: 
 




CÁMARA OMNIDIRECCIONAL BASADA EN ESPEJO ESFÉRICO 
 
Los sensores catadióptricos basados en espejos esféricos, son modelados esencialmente 
por la ecuación de reflexión en la superficie del espejo: 
 
)'tan(2.+ Faθφ =   (23) 
 
La cual determina que los ángulos de reflejados y los ángulos de incidencia de un rayo de 
luz son iguales. 
 
El perfil del espejo es representado, simplemente por la ecuación de una 
semicircunferencia: 
 
22)( tRLtF −−=     (24) 
 
Donde, R es el radio del espejo esférico y L es la distancia del centro de la esfera a la 
cámara (Figura 28). 
 
La geometría de formación de la imagen es obtenida, relacionando las coordenadas de un 
punto 3D P, con las coordenadas de su proyección en la superficie del espejo, Pm y 
finalmente con la proyección de su imagen p, como se puede apreciar en la Figura 28. 
Esto se logra por medio de las ecuaciones de proyección para un perfil general de espejo, 
de tal manera, que la solución de la ecuación da como resultado, la coordenada radial del 
punto de reflexión sobre la superficie del espejo. Esta solución se puede presentar 
utilizando el operador Po de la siguiente manera: 
 
),;,(0 LRzrt ρ=   (25) 
 









































































Figura 28. Geometría de proyección de una cámara omnidireccional esférica 





Completan el modelo de proyección, preformando la transformación en coordenadas 
cilíndricas y los parámetros intrínsecos. Por lo tanto, se obtiene un operador de 
proyección P, el cual, dadas las coordenadas 3D de un punto  P = [X Y Z]T  permite 
obtener la proyección de su imagen, que denominamos p= [u v]T, de la siguiente manera:  
 
),( ϑρ Pp =     (28) 
 
Donde  , contiene todos los parámetros intrínsecos y extrínsecos del sensor 
omnidireccional catadióptrico.  
 
[ ]Tvu vuRL 00ααϑ =   (29) 
 
 
Diseño del sistema 
Matemáticamente, el análisis para el diseño, inicia definiendo la longitud focal de la 
cámara, la cual determina el campo de visión θ. El máximo campo de visión vertical del 
sistema, φ, es impuesto por la ley de reflexión. El resultado, es la inclinación del perfil del 
espejo en el borde del mismo, F’   o el sector requerido de superficie esférica  γ :  
 
θφγ −== 'tanFa   (30) 
 
Asumiendo que el radio del espejo es unitario, la distancia desde la cámara al centro del 
espejo es entonces:  
 
θγγ tan/sincos +=L    (31) 
 
 
CONSTRUCCIÓN DEL SENSOR CATADIÓPTRICO 
 
El diseño de la cámara omnidireccional, el cual en esencia es un sensor catadióptrico 
formado por un espejo esférico y una cámara; parte de los requerimientos establecidos 
por el problema, según los cuales: 
 
• El sensor catadióptrico, debe ser portable y acoplable a la estructura mecánica de 
un robot. 
 
• Las dimensiones estarán determinadas por las características ópticas de la 
cámara y del espejo. 
 
 
Características de la cámara 
 
Las dimensiones de la cámara se pueden apreciar en la figura 29. En la figura 30 el 










Figura 30. Modelado de cámara. Detalle del espejo 
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Para capturar las imágenes presentes en el espejo esférico, se eligió una cámara de 
640x480 pixeles de resolución a 30FPS, con conexión IEEE 1394 FireWire; con el objetivo 




Figura 31. Superficie reflejante del espejo esférico 
 
La cámara puede enfocar una circunferencia de aproximadamente 52mm de radio a una 
distancia de 270mm de la superficie del espejo. En la figura, se puede apreciar el montaje 
de la cámara dentro de un cilindro contenedor de metacrilato con refuerzos en polietileno, 




Figura 32. Montaje de la cámara omnidireccional 
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El espejo esférico, ha sido obtenido a partir de la deposición de níquel-cromo sobre una 
semiesfera de acero de 1” 5/8 de diámetro. Este procedimiento, permitió obtener una 
superficie tipo espejo de excelente reflexión, a un muy bajo costo. En la figura se puede 
apreciar las características del espejo. 
 
Algunas imágenes de prueba, definieron los valores que debían ser incluidas en las 
ecuaciones de desenvolvimiento para obtener las imágenes panorámicas. 
 
En las imágenes omnidireccionales obtenidas con la cámara, de la figura 33, se puede 
apreciar el entorno circundante a la cámara, así como los elementos que conforman el 
dispositivo: la cámara FireWire, Los tornillos de fijación para dar la altura apropiada al 
espejo con respecto al enfoque de la lente, y además modificar el ángulo con respecto al 
eje óptico de la cámara. Se debe tener en cuenta, que la esfera de la cual se obtuvo el 
espejo, no fue cortada exactamente como una semiesfera, para tener la posibilidad de 
jugar con la inclinación de la misma con respecto al eje óptico y obtener la mejor y más 




Figura 33. Imágenes omnidireccionales de prueba.  
 
 
Integración de sistema de visión omnidireccional co n robot móvil 
Una vez construido la estructura mecánica del robot, y después de implementar la 
electrónica necesaria para su desplazamiento sin control alguno. Le es integrado el 
sistema de visión omnidireccional consistente en la cámara, el cilindro-soporte y el espejo 
esférico. La conexión de la cámara al computador portátil y del portátil, por medio de una 
interfaz de comunicación con los motores, permitirá que los algoritmos de control, generen 











4.2  OBTENCIÓN DE IMÁGENES PANORÁMICAS  
 
 
DESENVOLVIMIENTO DE IMAGEN PARA MODELADO DE ESCENAS  
 
Las imágenes adquiridas con una cámara omnidireccional, basada en un espejo esférico 
o hiperboloide, son por naturaleza distorsionadas. Por ejemplo, un corredor parece una 
banda de imagen de ancho variable, y las líneas verticales se ven en la imagen como 
líneas radiales. Conociendo el modelo de formación de la imagen, se puede corregir 
algunas distorsiones para obtener imágenes panorámicas. 
 
En una imagen panorámica, cada línea escaneada, contiene las proyecciones de todos 
los puntos visibles con un ángulo constante de elevación. Por tanto el desenvolvimiento 
consiste en el mapeo de círculos concéntricos a líneas. Por ejemplo la línea horizontal, 
que se aprecia en la imagen omnidireccional como una circunferencia, es transformada en 
la línea base superior de una imagen. 
 
En la Figura 35, se puede apreciar las líneas circulares más externas como líneas 
horizontales superiores y las líneas radiales como líneas verticales. La imagen 
omnidireccional que se aprecia en la figura, es la imagen original que se obtiene por 
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medio del sensor catadióptrico, y que luego del proceso de desenvolvimiento, se convierte 





Figura 35. Desenvolvimiento de imagen omnidireccional  
 
 
DETERMINACIÓN DEL CENTRO DE LA IMAGEN 
 
Ya que el centro de la imagen se requiere para iniciar el proceso de desenvolvimiento, se 
describe a continuación el proceso documentado para la estimación del mismo.  
 
Para estimar el centro de la imagen, se debe seleccionar líneas conocidas para que sean 
proyecciones de las líneas verticales 3D. Dichas líneas, son definidas por medio de pares 
de puntos de imágenes y son conocidas a continuación como las líneas relacionadas con 
el centro de la imagen, permitiendo así la estimación del centro (ver Figura 36).  
 
Definiendo una línea por medio de un punto (ul, vl) y un vector (∆ul, ∆vl), el centro de la 








































Figura 36. Líneas de centro en imágenes omnidireccionales 
 
Dadas dos o más líneas, es posible encontrar el centro de la imagen. Con más de dos 
líneas, una solución por mínimos cuadrados en encontrada en los factores de escala del 
vector y por tanto el centro deseado de la imagen. 
  
 
OBTENCIÓN DE IMAGEN PANORÁMICA 
 
Cuando el eje de la cámara es vertical y está alineado con el eje del espejo pasando a 
través del centro del mismo, los puntos 3D a la misma altura y distancia del sensor 
omnidireccional catadióptrico, se proyectan a una circunferencia 2D en la imagen. Los 
puntos 3D a diferentes alturas e igual distancia, producen diferentes círculos concéntricos. 
Los puntos 3D más altos, se proyectan a círculos 2D más exteriores, y los puntos 3D más 
bajos se proyectan a círculos más internos. Los círculos más externos e internos, mapean 
respectivamente, las líneas superiores e inferiores de la imagen desenvuelta. 
 
El desenvolvimiento de la imagen es definido por la siguiente ecuación: 
 
))sin(,)cos((),( 000 vRuRIvuI ++= αα    (33) 
 
 
En la cual (u0, v0), es el centro de la imagen, α es una función lineal de u, tomando 
valores en el intervalo [0, 2π], y R es una función lineal de v, que barre la coordenada 
radial, para cubrir toda el área de imagen omnidireccional.  
 
El número de columnas de la imagen panorámica resultante, depende del paso mínimo de 
α. Este paso es elegido de acuerdo al número de pixeles del círculo de la mitad. Por lo 






Diseño del algoritmo 
Con base en las ecuaciones anteriores se ha desarrollado el algoritmo que se presenta 
como algoritmo 1. Los cálculos están basados en la asignación de valores de tamaños de 
imágenes y determinación previa del centro de la imagen. Como se había anotado, la 
imagen obtenida por la cámara tiene una resolución de 640 pixeles de ancho y 480 
pixeles de altura, siendo este el valor de la imagen omnidireccional originalmente 
obtenida. 
  
Desenvolvimiento ( )  
 
Constante:  pi=3,1415926535897932384626433832795 
entero: AnchoImagenOmni=640, AlturaImagenOmni=480; 
entero:  RadioInterior=32, RadioExterior=222, CentroX=314, CentroY=222;  
entero: ValorImagenX, ValorImagenY, radio; 
float: AnchoImagenDesenvuelta, AlturaImagenDesenvuelta; 




   
 %  Asignar tamaño a imagen desenvuelta 
  AnchoImagenDesenvuelta ← (RadioExterior*pi*2) 
  AlturaImagenDesenvuelta ← (RadioExterior-RadioInterior+1) 
  
  array [1..AnchoImagenDesenvuelta],[1..AlturaImagenDesenvuelta] de entero : 
 ImagenDesenvuelta 
 
 % Iniciar desenvolvimiento. Se calcula ángulo de pa so para sectores circulares, 
  desde ValorImagenX ← 0 hasta AnchoImagenDesenvuelta hacer 
     desde ValorImagenY ← 0 hasta AlturaImagenDesenvuelta hacer 
     
          % Se calcula  el valor del ángulo de paso 
          angulo ← (ValorImagenDesenvueltaX*2*pi) / ( AnchoImagenDesenvuelta) 
        
          % Se calcula el  valor del radio y recorro desde r= ri hasta ro 
          radio ← (RadioInterior) + ( AlturaImagenDesenvuelta-ValorImagenDesenvueltaY) 
 
          % Transformacion de coordenadas 
          PixelDesenvueltoX← radio*Coseno(angulo) + CentroX 
          PixelDesenvueltoY← radio*Seno(angulo) + CentroY 
  
          ImagenDesenvuelta←( PixelDesenvueltoX, PixelDesenvueltoY) 
 
     fin_desde 
  fin_desde 
Algoritmo 1.  Algoritmo para desenvolvimiento de imagen omnidireccional 
 
El centro de la imagen omnidireccional, que coincide con el eje focal está ubicado a 314 
pixeles del borde derecho de la imagen en lo que se llamará CentroX. De igual manera 
CentroY indicará una distancia con respecto al borde inferior de 222 pixeles. El radio 
interior que se puede descartar en la imagen omnidireccional para desenvolver y llevar a 
imagen panorámica solamente la parte útil de la misma, está en un anillo circular de 
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pixeles limitado por un radio interior de 32 pixeles y otro radio exterior de 222 pixeles, 
tomados ambos desde el centro anteriormente determinado (CentroX=314, CentroY=222). 
 
Dados los valores de la imagen omnidireccional, se realiza un cálculo para obtener el 
tamaño del arreglo de pixeles que constituirá la imagen desenvuelta. Como indica la 
ecuación 33, se obtiene el valor del ángulo de paso que definirá el intervalo de barrido 
angular de pixeles de la imagen omnidireccional. Para cada valor del ángulo, una línea 
radial de pixeles es recorrida y cada pixel es transformado desde sus coordenadas 
polares a las coordenadas cartesianas correspondientes. El nuevo arreglo de pixeles 
constituirá la imagen panorámica o imagen omnidireccional desenvuelta. 
 
 
Figura 37. Imagen omnidireccional (arriba). Imagen desenvuelta. 
 
La calidad de la imagen es mejorada por medio de una interpolación. La interpolación es 
necesaria debido a que la transformación de coordenadas polares a cartesianas de 
pixeles modifica las relaciones espaciales entre ellos y los resultados son valores enteros 
y no enteros, siendo necesario discretizar los valores obtenidos, para determinar el nivel 
de gris de la imagen final. La interpolación puede entenderse como una nueva 
digitalización de la imagen obtenida por transformación. Se utilizó un algoritmo de 
interpolación bilineal en el cual se supone que la variación entre pixel y el siguiente sigue 
un plano. Es suficientemente exacta y su cálculo es eficiente computacionalmente. El 
resultado de la aplicación del algoritmo de desenvolvimiento y su posterior interpolación 





Utilización de librerías OpenCV 
 
Se optó además por utilizar una herramienta de software, consistente en librerías para 
visión por computador desarrolladas por Intel y denominadas OpenCV. La gran ventaja de 
ello, es que las librerías han sido desarrolladas para C y C++, de tal forma que todo el 
código para la navegación del robot será desarrollado en el mismo lenguaje. OpenCV es 
una libreria de visión por computador de tipo open source, la librería está escrita en C y 
C++ y corre bajo Linux, Windows y MacOS X. OpenCV fue diseñada para la eficiencia 
computacional y tiene un fuerte enfoque en aplicaciones de tiempo real. De igual manera 
permite construir aplicaciones de visión con base en funciones desarrolladas, de manera 
rápida y de desempeño eficiente. 
 
El software debe ser creado a pesar de utilizar librerías OpenCV. Para ello se debe 
además definir el centro de la imagen, el radio interno y el radio externo. En las figuras 38 
y 39, se puede apreciar una imagen panorámica y el resultado de la aplicación del 
algoritmo de desenvolvimiento que se apoya en las librerías de OpenCV. 
 
 
Figura 38. Imagen panorámica de prueba (Se destaca el centro de la imagen).  
 
 
Figura 39. Desenvolvimiento, utilizando el software desarrollado. 
 
Se puede apreciar en la figura 39, que el resultado es suficientemente adecuado, para 
iniciar el proceso de la obtención del flujo óptico. La imagen desenvuelta tendrá 
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dimensiones de 190 pixeles en Y y 697 pixeles en X; teniendo en cuenta además, que el 
valor del radio interior para el desenvolvimiento se ha elegido como ri=32, y el radio 
exterior como ro=222. Los datos anteriores, están íntimamente ligados a la determinación 
del centro de la imagen, que ya se ha explicado, tiene a su vez, relación directa con la 
forma en que la imagen esférica queda encuadrada en la imagen capturada por la 
cámara. Cualquier ajuste que se haga, afectará la posición del centro y por tanto los 
valores asignados para ri, y ro, durante el desenvolvimiento. 
  
 
4.3 ALGORITMOS DE FLUJO ÓPTICO 
 
Se pretende implementar algoritmos de flujo óptico, que permitan a partir de las 
componentes de los vectores de movimiento, obtener vectores de tiempos de colisión, 
también llamados tiempos de contacto, lo cuales se convertirán en referencias para el 
controlador. Este paso se convierte en una aplicación de herramientas de software, al 
aprovechar las ventajas que presentan las librerías de cálculo de flujo óptico que se 
encuentran en OpenCV. Se aclara a continuación las diferencias entre los dos métodos 
que las librerías de OpenCV ponen a disposición de los desarrolladores para calcular el 
flujo óptico, y se explicará porqué es más conveniente trabajar con alguna de ellas. 
 
 
SEGUIMIENTO Y MOVIMIENTO 
 
El seguimiento básico 
Cuando estamos lidiando con una fuente de video, diferente al caso en el cual se tienen 
imágenes fijas; a menudo, se tiene un objeto u objetos en particular que quisiéramos 
seguir a través del campo visual.  
 
Para entender el movimiento de un objeto, se debe trabajar sobre dos componentes 
principales: identificación y modelado. 
 
La identificación hace referencia a encontrar el objeto de interés en un cuadro en una 
secuencia de cuadros de un video. Algunas técnicas permiten seguir objetos. 
 
Seguir cosas que no se han identificado es importante cuando se desea determinar lo que 
es interesante de ellos. Las técnicas para seguir objetos no identificados, típicamente 
involucran el seguimiento de puntos clave visualmente significativos, más que de objetos 
extendidos. 
 
OpenCV, provee dos métodos para lograr esto: los métodos de Lucas-Kanade y de Horn-
Schunck; los cuales representan lo que comúnmente es conocido como flujo óptico 
esparcido y flujo óptico denso, respectivamente. 
 
El segundo componente, el modelado, ayuda a direccionar el hecho de que estas técnicas 
están en realidad, solamente dándonos una medida ruidosa de la actual posición de los 
objetos. Muchas técnicas matemáticas poderosas, han sido desarrolladas para estimar la 
trayectoria de un objeto, que presenta esa ruidosa manera de ser medida. Estos métodos 








Figura 40. Ilustración de flujo óptico.  
(imágenes originales de Jean-Yves Bouguet). 
Tomado de [Bradsky, 2008]. 
 
En la figura, se puede apreciar la ilustración del flujo óptico. Las características objetivo 
(arriba a la izquierda), son seguidas en el tiempo y su movimiento es convertido en 
vectores de velocidad (arriba a la derecha); Las imágenes inferiores muestran una imagen 
de un corredor (izquierda) y los vectores de flujo óptico (derecha), cuando la cámara se 
mueve a través del corredor.    
 
Se puede asociar algún tipo de velocidad con cada pixel en el cuadro, o 
equivalentemente, algún desplazamiento que representa la distancia que un pixel se ha 
movido entre los cuadros previos y el cuadro actual. Tal construcción es comúnmente 
denominada como flujo óptico denso, el cual asocia una velocidad con cada pixel en una 
imagen. El método de Horn-Schunck, intenta calcular solamente, un campo de 
velocidades. Un método aparentemente directo, es implementado también en OpenCV, y 
es conocido como el método de coincidencia de bloque.  
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Debido a que el flujo óptico denso, tiene un alto costo computacional, la alternativa es 
hacer uso del flujo óptico esparcido. Los algoritmos de esta naturaleza, yacen en algunos 
medios de especificar de antemano el subconjunto de puntos que van a ser seguidos. 
 
Si estos puntos tienen ciertas propiedades deseables, tales como las esquinas, entonces 
el seguimiento será relativamente robusto y confiable. En otras palabras, se definen unas 
características adecuadas o buenas para hacer el seguimiento antes de realizar el flujo 
óptico. Es lo que se conoce como el algoritmo de “good features to track”.  
 
Método Lucas-Kanade 
El algoritmo de Lucas-Kanade (LK) fue un intento de producir resultados densos, pero 
debido a que el método es fácilmente aplicado a un subconjunto de puntos en la imagen 
de entrada,  se ha convertido en una importante técnica esparcida. El algoritmo de Lucas-
Kanade, puede ser aplicado en un contexto esparcido debido a que recae únicamente en 
información local que es derivada desde algunas pequeñas ventanas alrededor de cada 
uno de los puntos de interés. 
 
La desventaja de usar ventanas locales pequeñas en Lucas-Kanade, es que los 
movimientos grandes pueden mover puntos fuera de la ventana local y de esta manera el 
algoritmo no podría encontrarlos. 
 
Este problema conllevó al desarrollo del algoritmo LK  piramidal, el cual hace un 
seguimiento, iniciando desde el nivel más alto de la pirámide de una imagen (sin muchos 
detalles), y trabajar hacia los niveles más bajos (detalles más finos). El seguimiento de 
pirámides de imágenes, permite que grandes movimientos sean capturados por ventanas 
locales. 
 
A continuación se muestran resultados de la aplicación del algoritmo de Lucas Kanade, 
agregado como librería de OpenCV al software de visión del robot, de tal manera que a 
medida que el robot avanza, se obtienen imágenes omnidireccionales, se desenvuelven y 
se calcula el flujo óptico de las mismas, arrojando los valores que permiten al controlador, 
calcular el ángulo que debe moverse el robot para evitar la colisión con objetos en su 
entorno. 
 
Se debe aclarar que la parte del algoritmo de Lucas kanade, que permite encontrar 
buenas características para hacer el seguimiento se anula del funcionamiento, tal cual es 
planteado en las librerías de OpenCV. Por el contrario, se pretende obtener de manera 
eficiente un número de vectores de movimiento suficientemente denso como para calcular  
entre los pixeles centrales de regiones de 9x9 pixeles, emulando el método utilizado por 
Soria en su trabajo [Soria, 2006]. 
 
En la figura 41, se puede apreciar la imagen que presenta la interfaz para obtener 
imágenes omnidireccionales, desenvolverlas y calcular el flujo óptico de las mismas. Los 
vectores de flujo óptico, están distribuido en ciertas características de la imagen, a medida 
que el movimiento se hace hacia el frente de la cámara. Se puede notar en la parte 
inferior izquierda al usuario del sistema por detrás de la línea de 180 grados de la imagen, 






Figura 41. Imagen de la interfaz general de visión del sistema.  
 
Otra prueba, demuestra los cambios en los vectores a medida que se realiza el 
desplazamiento. La figura 42, muestra varias imágenes desenvueltas entre las cuales se 
ha calculado los vectores de movimiento. A medida que se incrementa la velocidad hacia 
el objeto los vectores tienen componentes mayores, pues el cambio es también mayor. En 
esta figura, no se muestra una secuencia de imágenes. Para cada imagen el cálculo de 
flujo óptico, dependió de la diferencia que se presentaron entre pixeles.   
 
Aunque no es fácil de identificar en la imagen, existe un punto en la imagen desde el cual 
todos los vectores emergen. A este punto se le denomina el foco de expansión (FOE), y 
se aprecia mejor en la imagen 3 de la figura 42. 
 
Según [Soria, 2006], una buena estima del FOE es el centro de la imagen, siempre y 
cuando el campo de flujo óptico se haya compensado para la rotación del robot. Es decir, 
que en el evento de haber adquirido dos imágenes panorámicas durante un movimiento 
rotacional del robot, entonces no es posible obtener un campo de flujo óptico traslacional 
puro.  
 
En este punto del desarrollo del método, se debe definir la utilidad del flujo óptico para la 
navegación del robot, antes de iniciar el diseño del controlador. 
 
El cálculo adecuado del flujo óptico, permite determinar los tiempos de contacto (o 
tiempos de colisión), durante la navegación del robot. Como se dijo anteriormente, el 
FOE, se puede aproximar al centro de la imagen. Entonces, en tal caso se tiene que las 
coordenadas de la imagen, tomando solamente 180 grados de la imagen desenvuelta (lo 
cual corresponde a la parte frontal, o de avance del robot), son: xFOE=174 e yFOE=95 
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pixeles. El procedimiento para calcular los vectores de tiempo, está basado en el 




Figura 42. Componentes de los vectores a medida que aumenta la velocidad.  
 
 
Si se toma la imagen y se divide en regiones de 9x9 pixeles, se podrá obtener 38x21 
regiones de pixeles. El algoritmo de flujo óptico, es modificado para asociar a cada región 
un vector de flujo óptico que parte del centro de la región. Para calcular los valores de los 















Donde xij e yij; son las coordenadas del centro de la región ij considerada, y uij y vij, son 
los componentes horizontales y verticales, del vector de flujo óptico correspondiente. Se 
genera entonces una matriz de 38x21 vectores para el contacto. Los valores mínimos de 
ijτ , en cada columna j, serán tomados y se conformará entonces un vector de tiempos 
para contacto, que representará el objeto más cercano en una zona de pixeles que a su 
vez corresponde a 4,7 grados del horizonte. El sistema de control tomará este vector 
como entradas, para procesarlas y generar el ángulo de giro más adecuado para que el 
robot evada el obstáculo y evite la colisión. 
 
 
4.4  ALGORITMO DE CONTROL DE MOVIMIENTOS 
 
 
En la navegación reactiva, no se realiza procesos de planificación ya que no existe un 
modelado interno del entorno, y los movimientos del robot se guían en todo momento  
únicamente  a partir de la información actual presente en sus sensores, por lo tanto la 
velocidad de respuesta será mucho mayor con respecto al caso deliberativo. El robot 
puede desplazarse calculando sus movimientos con un mínimo de costo computacional, 
con respecto a una navegación que requiera de la planeación de rutas. 
 
Estos argumentos son la causa primordial de haber elegido generar comportamientos 





ANFIS (Adaptive Neuro-based Fuzzy Inference System), es el nombre que se ha dado a 
un sistema que integra las ventajas de la lógica difusa y las redes neuronales. Se puede 
diseñar de acuerdo a la necesidad, bien como una red neuronal adaptiva con parámetros 
difusos o como un sistema difuso con funcionamiento distribuido. 
 
Los controladores ANFIS, se clasifican dentro de los controladores adaptativos. En 
términos de funcionalidad, prácticamente no hay restricciones en las funciones de los 
nodos de una red adaptativa. Estructuralmente, la  única limitación de la configuración de 
la red es que debe ser de tipo feedforward. Debido a las mínimas restricciones, las 
aplicaciones de las redes adaptativas son inmediatas e inmensas en diferentes áreas. 
  
Arquitectura ANFIS 
La arquitectura ANFIS, se puede entender tomando como base un sistema de inferencia 
difuso de dos entradas (x, y), u una salida (z). Suponiendo que la base de reglas contiene 
dos reglas if-then difusas de tipo Takagi-Sugeno, a saber: 
  
Regla 1: If x es A1 and y es B1, Then f1=p1x+q1y+r1 
 




Entonces el razonamiento difuso tipo-3 especificado por las reglas, tendrá una 
arquitectura ANFIS equivalente que se puede apreciar en la Figura.  
 
Figura 43. ANFIS equivalente al razonamiento difuso tipo-3. 
 Adaptada de [Shing, 1993] 
 
Las capas y las funciones de los correspondientes nodos son [Shing, 1993]: 
 
Capa 1: Cada nodo i en esta capa, es un nodo cuadrado con una función de nodo  
)(1 xAO ii µ= , donde x es la entrada al nodo i, y Ai es la variable lingüística asociada con 
esta función de nodo. Por tanto 1iO  es la función de membresía de Ai, y especifica el grado 
al cual la x dada satisface el cuantificador Ai. Generalmente )(xAiµ  es elegido para ser la 
función de tipo campana con valor máximo 1, y mínimo 0. A medida que la campana varía 
se obtienen diferentes formas de funciones de membresía en las variables lingüísticas. 
Las funciones triangulares y trapezoidales también califican como candidatas para 
funciones de nodo en esta capa. Los parámetros de la capa 1 son denominados como 
parámetros de premisa. 
 
Capa 2: Cada nodo en esta capa es un nodo circular marcado con ∏, el cual multiplica las 
señales de entrada. Cada salida de un nodo, representa la fuerza del disparo de una 
regla. 
Capa 3: Cada nodo en esta capa es un nodo circular marcado como N.  
El i-ésimo nodo calcula la razón de la fuerza de disparo de la i-ésima regla a la suma de la 






Por conveniencia, las salidas de esta capar son llamadas fuerza de disparo normalizado. 
 
Capa 4: Cada nodo en esta capa es una nodo cuadrado con una función de nodo: 
iii fO ω=
1 , donde iω es la salida de la capa. Los parámetros de esta capa son 
denominados parámetros consecuentes. 
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Capa 5: El nodo de esta capa es un nodo circular denominado Σ que calcula la salida total 
como la sumatoria de todas las señales de entrada: ii
i
i fO ω∑=1  
De esta manera, se construye la red adaptativa funcionalmente equivalente a un sistema 
de inferencia difuso. 
 
 
Aplicaciones al control automático y el procesamien to de señales.  
 
El control difuso, es la aplicación más exitosa de la teoría de los conjuntos difusos y de los 
sistemas de inferencia difusos. Tanto las redes neuronales como la lógica difusa son 
poderosas técnicas de diseño que tienen fortalezas y debilidades. Las redes neuronales 
pueden aprender a partir de conjuntos de datos, mientras que las soluciones basadas en 
lógica difusas son fáciles de verificar y optimizar.  La combinación de estas dos 
tecnologías aprovecha lo mejor de cada una. Combinar las representaciones de 
conocimiento explícitas de la lógica difusa con el poder del aprendizaje de las redes 
neuronales, permite obtener un sistema neuro-difuso. Debido a la capacidad adaptativa 
del ANFIS, sus aplicaciones al control adaptativo y al control por aprendizaje son 
inmediatas. En primer lugar, ANFIS puede reemplazar casi cualquier red neuronal en un 
sistema de control y lograr los mismos objetivos. Los diseños genéricos de control 
utilizando redes neuronales (tales como, el control supervisado, control inverso directo, 
control adaptativo neuronal y control con redes back-propagation), son esquemas en los 
cuales se puede aplicar directamente controladores ANFIS. La no-linealidad y la 
representación de conocimiento estructurado de ANFIS, son las principales ventajas 
sobre las aproximaciones lineales clásicas en el filtrado adaptativo  y el procesamiento de 
señales adaptativo, tales como la identificación de sistemas, el modelado inverso, la 
codificación predictiva, la ecualización de canales adaptativa, la cancelación de 
interferencia adaptativa (ruido o eco). [Shing, 1993; Cao, 1999]. 
 
 
DISEÑO DEL CONTROLADOR 
 
El robot móvil tiene configuración diferencial. El desarrollo de la trayectoria que sigue 
durante la navegación, puede ser bien describiendo curvas o describiendo tramos de 
recta. En la figura 44 se puede apreciar que la trayectoria curva (línea roja), se realiza tal 
cual se describe en 4.1 (configuración diferencial y odometría del robot). Por otro lado la 
trayectoria por tramos de recta (línea azul), dirige al robot siempre hacia adelante hasta 
que un obstáculo es detectado a una distancia dentro de un radio determinado, y en 
consecuencia el robot debe cambiar su orientación para evitar la colisión (navegación 
reactiva), lo cual implica que el robot pare, gire y completado el giro siga avanzando.    
 
El robot diseñado, debe avanzar constantemente hasta encontrar un obstáculo, en cuyo 
caso deberá cambiar su orientación girando ambas ruedas hacia adelante, lo cual 







Figura 44. Dos formas de evitar un obstáculo con robot diferencial. 
 
El ángulo que debe girar el robot para evitar el obstáculo en cada punto de la trayectoria, 
será calculado por el controlador, con base en los valores de entrada que a su vez son las 
distancias obtenidas a partir de los vectores de tiempo de contacto (vectores obtenidos 
por medio del flujo óptico). 
 
Las entradas del controlador, consistirán entonces en la obtención de los valores mínimos 
de tiempo de contacto obtenidos de las 38 columnas de pixeles que representan cada 
una, aproximadamente 4,7 grados, para una imagen que abarca 180 grados. Por tanto la 
cantidad de valores de entrada para el controlador a diseñar será 38 y un solo valor de 
salida correspondiente al ángulo de orientación deseado (positivo o negativo). 
 
Teniendo en cuenta que un controlador ANFIS es apto para sistemas que no son lineales 
y teniendo en cuenta que los datos obtenidos de los vectores de tiempo pueden tener un 
alto contenido de ruido generado por movimientos erráticos del robot en una dirección de 
avance recta constante, se determinó que es mucho más apropiado generar la señal del 
ángulo de orientación del robot a partir de las señales procesadas por un controlador 
ANFIS, entrenado con datos similares a los que podría adquirir desde los vectores de flujo 
óptico en un entorno plano con obstáculos.  
El diseño del controlador ANFIS se realizó utilizando el toolbox fuzzy de Matlab,  que 
permite diseñar, entrenar y simular el desempeño del controlador.  
 
Definición de entradas del sistema. 
En la primera fase de diseño se definieron las entradas y salidas de la red, los tipos de 
funciones de membresía y la naturaleza de la salida del sistema. 
Se pueden encontrar diferentes funciones de membresía que de acuerdo con los datos 
producen distintos efectos sobre la salida de la red,  aplican sin embargo de igual forma 
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las funciones triangulares, trapezoidales y campana de gauss. Para iniciar el diseño se 





Figura 45. Esquema de entradas y salidas del ANFIS 
 
 
Debido a que la cantidad de entradas y las funciones de las mismas, definen la cantidad 
de reglas obtenidas (lo cual a su vez influye sobre la cantidad de nodos obtenidos en la 
segunda capa), se calculó un total de 1.350.851.717.672.992.089 reglas para los 38 
valores de entrada procedentes del vector de tiempos de contacto. El entrenamiento de 
este sistema ANFIS, se convirtió en un problema de procesamiento (varias horas de 
procesamiento para resultados no adecuados) que se debía solucionar. La solución 
estuvo en eliminar el vector más a la izquierda y más a la derecha de la matriz de 
imágenes obtenida en 180 grados, para un total de 36 vectores. 
 
Los 36 vectores resultantes, se dividieron en grupos de seis, que corresponderían cada 
uno, aproximadamente a 28,2 grados de la imagen desenvuelta. Para cada seis vectores, 
se toma el valor mínimo, correspondiente al mínimo tiempo de contacto. El total de reglas 





La salida del ANFIS, deberá entregar un valor entre -0,5 y 0,5 correspondientes a ángulos 
de orientación entre -90 y 90 grados con respecto a la posición actual del robot. 
 
El esquema de entradas y salidas de Matlab para el ANFIS diseñado se aprecia en la 
figura 45. 
 
El entrenamiento se realiza con los datos tomados de las rutas diseñadas en un entorno 
de simulación. Se crearon tres rutas, denominadas ruta morada, ruta roja y ruta azul. Se 
tomaron 139 datos, correspondientes a puntos de las rutas recorridas en varios sentidos a 
intervalos de temporales de 1 segundo, tomando como base de cálculo la velocidad del 




Figura 46. Entorno y rutas generadas para el entrenamiento del controlador. 
 
 
Los datos corresponden a las distancias a los obstáculos, teniendo en cuenta que los 
vectores de tiempo de contacto y la velocidad del robot en el avance, nos permiten 
calcular las distancias mínimas en cada una de las seis regiones de la imagen 
correspondientes 28,2 grados por región del total de 170,6 grados efectivos de imagen. 
Los valores de salida, requeridos para que el robot evite los obstáculos también hace 
parte de los datos a ingresar, el primer dato es un valor nulo. Las rutas generadas, se 
pueden apreciar en la figura. 
 
La red se entrena con los valores de entrada y valores deseados de salida, tomando 2 
épocas de entrenamiento y una tolerancia de 0.0001, suficientes para obtener buenos 




Figura 47. Entrenamiento de la red 
 
 




La prueba que permite observar los errores entre los datos de salida deseados y los datos 
arrojados por el controlador, se puede apreciar en la figura 48. 
 
El controlador diseñado con el toolbox fuzzy de Matlab, se compila para generar un 
archivo en ANSI C, por medio de la máquina de inferencia difusa de Matlab. El archivo 
generado contiene la función que, modificada, es incluida dentro del grupo de funciones 
























































5.1 SIMULACIÓN DEL MÉTODO DESARROLLADO 
 
 
La validación del desempeño del robot, con el controlador ANFIS generando referencias 
de velocidad a las ruedas del robot, a partir de los vectores de tiempo, se realiza por 
medio de una simulación. 
 
El simulador utiliza una interfaz para ingresar los valores que representan las distancias a 
los objetos en un entorno. Los valores de entrada son enviados al controlador ANFIS, que 
genera un ángulo de orientación para evadir el obstáculo y de nuevo la interfaz toma el 
valor para calcular las velocidades apropiadas de cada rueda. A partir de los cálculos de 
un controlador de velocidad y los cálculos cinemáticos correspondientes, se actualiza la 
posición y orientación del robot en el entorno. 
 
 
CARACTERÍSTICAS DEL SIMULADOR 
 
El simulador toma como valores de entrada, seis distancias procedentes de un vector 
(calculadas a partir de los tiempos de contacto). Los valores, representan 
aproximadamente 170,5 grados del horizonte del robot. Las distancias se han limitado a 
un radio máximo de 1 metro, con respecto al centro del robot. 
 
Si los valores de las seis entradas que van al controlador, activan en el mismo las reglas 
que generan una salida de velocidad diferencial de las ruedas, para evitar un obstáculo, 
entonces dichos valores de salida irían directamente a las tarjetas de control de motores 
para que el robot se mueva el ángulo de evitación deseado. 
 
Los valores de salida del controlador, están en un rango entre -0,5 y 0,5; que 
corresponden a los giros máximos que el robot puede realizar a derecha (valor negativo) y 
a izquierda (valor positivo). Ingresados los seis valores de las entradas en la interfaz de 
VB, se establece una comunicación con Matlab. El controlador ANFIS, creado 
originalmente en Matlab, calculará las salidas y arrojará los resultados que nuevamente, 





Simulación de la cinemática 
 
La cinemática del robot se simula bajo condiciones ideales. No se tienen en cuenta 
fenómenos como el derrape de las ruedas o el comportamiento no lineal que puedan 
presentar los motores para alcanzar las velocidades deseadas, que hayan sido enviadas 
desde la salida del controlador.   
 
La discretización de las ecuaciones (9), (10) y (11), que permiten describir la cinemática 
de la configuración diferencial, permite obtener las expresiones (35), (36) y (37), las 









Donde Drd y Dri corresponden a las distancias recorridas por la rueda derecha e izquierda 
en un periodo de tiempo, respectivamente. La variable De corresponde a la distancia 
entre centros de las ruedas, que está definida para el robot y para la validación de este 
trabajo con un valor de 35.3 cm para el robot. 
Para efectos de software de simulación, las distancias Drd y Dri se obtienen multiplicando 
la velocidad de las ruedas por el tiempo comprendido en un periodo de muestreo o tiempo 
para una nueva adquisición y generación de señales de control. 
  
La velocidad máxima de giro de las ruedas se estableció en las ecuación (20), y 
corresponde a 181,86559 mm/s con un duty cycle correspondiente al 100%, para un 
voltaje de 6 voltios. Para un suministro de 4,8 voltios, se obtiene la velocidad mínima de la 
rueda, antes de la detención total, y corresponde a 139,867385 mm/s. Con la carga a 
desplazar y teniendo en cuenta que los servos del robot, tienen doble reductor. Se 
comprueba, experimentalmente, que un suministro de 3 voltios, no causaría ningún 
movimiento útil en términos de avance a las ruedas de los motores. Por lo cual, el 50% del 
voltaje máximo, generaría una velocidad 0. 
 
Se simula la manera en que las salidas del controlador afectan las velocidades de giro de 
cada rueda. Dado que la técnica utilizada para variar la velocidad de los motores desde 
las tarjetas de control, consiste en generar una señal modulada en ancho de pulso, 
entonces en el simulador, se utiliza la misma técnica, generando una salida de ciclo útil 
(Duty Cycle). Para ello se establece una relación lineal entre la salida del controlador y la 
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velocidad de giro de las ruedas, si la salida del controlador para alguna de las ruedas es 
del 100%, esta rueda se moverá a la velocidad máxima, por el contrario si el controlador 
da una salida del 50% la velocidad de la rueda será cero. Se trabaja en este rango de 
valores para ser coherentes con el rango de voltaje de trabajo, propio de los sensores. 
 
El ángulo acumulado desde el tiempo t=0 hasta el tiempo t=n, es obtenido, utilizando la 
expresión (35). Tomando el eje inercial X, en un entorno plano, como referencia para 
calcular el ángulo θ, es posible obtener el ángulo acumulado de giro con respecto a X. 
 
De manera analoga se obtienen las posiciones respecto a los ejes X y Y, teniendo como 
base de cálculo las ecuaciones (36) y (37).  
 
Por medio de las ecuaciones utilizadas, se puede hallar la terna (X,Y, ) que describe la 
posicion del robot y su orientacion respecto al sistema de referencia definido en el 
simulador. Ademas se hallan las derivadas de X, Y, , así como el error respecto a la 
referencia dada y su derivada. La animación de los movimientos del robot, se logra por 
medio del software AutoCad. En este software, el robot es representado con las seis 
regiones que conforman el total de horizonte de pixeles, el robot como una circunferencia 
de 30cms de radio y el entorno con obstáculos.  
 
 
Procedimiento de simulación 
 
Los valores de entrada, se obtienen entonces del entorno en AutoCad, en el cual el robot 
puede estar en una posición aleatoria sobre las rutas definidas para el entrenamiento, o 
un punto no definido como parte de una ruta.  
 
Las distancias a los obstáculos se dan por explicito (tenga en cuenta que lo que realmente 
se obtendría, sería los vectores de tiempo de colisión, que representarían las distancias a 




Figura 49. Interfaz en VB para la simulación. 
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El controlador ANFIS, recibe las entradas por medio de la interfaz, y en la misma interfaz, 
se recibe desde el controlador el ángulo necesario para evadir un obstáculo. Los valores 




Figura 50. Entorno de simulación en AutoCad 
 
El controlador de velocidad realiza la maniobra, y se actualiza la nueva posición del robot 
en el entorno gráfico. Con la ayuda de esta aplicación es posible entonces crear las 
trayectorias deseadas para el entrenamiento del controlador Anfis y también es posible 





























CONCLUSIONES Y TRABAJOS FUTUROS 
 
 
Esta tesis estuvo orientada al desarrollo de un método de navegación en entornos 
interiores para un robot móvil, utilizando los resultados procedentes del flujo óptico, 
calculado sobre imágenes panorámicas, obtenidas a través de una cámara 
omnidireccional.  
 
En el capítulo 1, se introdujo el problema a resolver, así como la motivación para iniciar el 
trabajo exploratorio. En particular la motivación relacionada con la posibilidad de ingresar 
al mundo de la visión artificial aplicada a la navegación de robots. 
 
En capítulo 2, se presentó la información más importante con respecto al marco teórico. 
Necesaria para iniciar los trabajos conducentes a lograr los objetivos. Se destaca la 
revisión hecha acerca de los fundamentos de la constitución y funcionamiento, ventajas y 
desventajas de los diferentes tipos de cámaras omnidireccionales. Buena parte de la 
información,construcción de cámaras omnidirecciónpresenta el marco de referencia 
necesario para iniciar con el trabajo de diseño y desarrollo del sistema propuesto. Se 
inicia con una resumida revisión de la teoría de navegación de robots móviles y las 
técnicas más utilizadas hasta hoy para navegar en interiores utilizando sistemas de visión. 
Luego se presentan los fundamentos del flujo óptico y su utilización en robótica. La 
revisión termina con la teoría de cámaras omnidireccionales basadas en espejos. Se 
utilizó profusamente información e imágenes del trabajo de [Gonzalez-Barbosa, 2004], 
debido a la calidad de la fundamentación del tema encontrada en su trabajo. 
 
En el capítulo 3, se presentó la revisión de antecedentes, haciendo especial énfasis en 
trabajos como los de Argyros y Santos-Victor [Argyros, 2004; Argyros, 2005; Santos-
Victor, 1995], finalmente la revisión condujo al trabajo que se convierte en el referente 
más importante para esta tesis, el trabajo de Soria, Carelli y Sarcinelli-Filho [Soria, 2006]; 
que  presenta un método que fundamenta metodológicamente este trabajo de grado. La 
revisión de antecedentes, no solamente permitió encontrar un referente importante para 
guiar el trabajo, sino que además permitió establecer y fortalecer las diferencias que le 
permitirían a esta tesis contribuir al conocimiento actual en navegación de robots 
utilizando sistemas visuales. 
 
En 4.1, el diseño del robot se simplificó, pretendiendo realizar un diseño eficiente, es decir 
simple de fácil ensamble y bajo costo, para la construcción del robot de configuración 
diferencial. De igual manera se consiguió contribuir con un diseño de bajo costo y 
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resultados eficientes para una cámara omnidireccional. Se presentaron las metodologías 
de diseño de robot y cámara. 
 
En 4.2, El diseño de software, hizo uso de las ventajas de las librerías OpenCV de Intel. 
Agilizando el tiempo y la calidad del software desarrollado. De igual manera sucedió en 
4.3, para el cálculo del flujo óptico, aplicando métodos eficientes para detección de 
características y cálculo de los vectores de movimiento. 
 
El diseño del controlador en 4.4, demostró la utilidad de la herramienta fuzzy de Matlab, 
para diseño de controladores ANFIS. 
 
Finalmente, en el capítulo 5, fue posible revisar los resultados de las simulaciones de 







Las simulaciones realizadas en las tres rutas presentadas en el entorno CAD del capítulo 
5, permitieron establecer la posibilidad de un desempeño eficiente del controlador del 
robot durante la navegación reactiva. Sin embargo, es fácil deducir que en las 
simulaciones los entornos son controlados. 
 
En un entorno real, no se pudo establecer las ventajas del método propuesto, debido a 
motivos, que tras reiteradas fallas pudieron ser establecidos: 
 
 
• El filtrado de las señales de flujo óptico, no se realizó. Otros autores hicieron uso 
de técnicas de filtrado, basadas en el Filtro de Kalman, la mayoría en Filtro de 
Kalman descentralizado, para eliminar el ruido obtenido en el cálculo de los 
vectores de flujo óptico. Sin embargo la suposición de que el controlador ANFIS 
podría ser inmune a dicho ruido, derivó en errores de entrenamiento que 
terminaron por generar comportamientos inadecuados del robot, pues era incapaz 
de continuar sobre una trayectoria una vez iniciado el movimiento. 
 
• Los vectores de flujo óptico en movimientos rotacionales no fueron filtrados para 
eliminar las componentes horizontales generadas por la rotación misma por lo 
tanto, el robot no podía generar referencias de movimiento adecuadas al 
controlador. En general los vectores de tiempo no eran los adecuados. 
 
Las anteriores causas de fallas en los movimientos del robot, condujeron a evaluar el 
método por medio del simulador.  
 
Con respecto al uso de flujo óptico en la navegación de robots, se puede concluir a partir 
de la simulación y de trabajos de otros autores, que es bastante útil y que en realidad el 
costo computacional asociado al cálculo de los vectores no es tan grande como el tiempo 
de adquisición. El período de muestreo durante la navegación, debe ser grande para 
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ejecutar señales de control, sin embargo, no tanto como para colisionar antes de tomar 
una decisión de movimiento. 
 
La elección del ANFIS, ha sido con seguridad una ventaja en el diseño del método 
propuesto y un acierto comprobado por medio de la simulación. En trabajos como el de 
Soria [Soria, 2006], se propuso utilizar un controlador no-lineal, que se desempeño de 
manera eficiente logrando que el robot tomara el ángulo deseado. La diferencia del 
ANFIS, radica en la necesidad de que éste último sea entrenado.  
Las ventajas aún no pueden ser establecidas con respecto a métodos similares porque la 
evaluación en un entorno real no se realizó.  
 
Se debe tener en cuenta, que en el método propuesto, el robot y el computador se 




6.2 TRABAJOS FUTUROS 
 
Se desprende de las conclusiones, que en primer lugar, se debe lograr que la plataforma 
del robot, integrada a la cámara, naveguen en un entorno interior, obteniendo y 
procesando imágenes para generar nuevos referentes en el desplazamiento, evitando los 
obstáculos presentes en la ruta de avance. 
 
Tanto los datos calculados por medio del software de flujo óptico, obtenidos antes del 
cálculo de los vectores de tiempo, como las componentes horizontales de los vectores de 
flujo óptico deben ser filtradas utilizando una técnica eficiente de bajo costo computacional 
tal como las técnicas mejoradas del filtrado de Kalman. 
 
Es necesario diseñar un controlador de velocidad para garantizar que las señales 
enviadas desde el controlador ANFIS, se reciben y ejecutan correctamente, durante la 
descripción de la trayectoria. Convenientemente, el controlador podrá ser un controlador 
difuso de una entrada y dos salidas. 
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