Abstract
Introduction
The Electric Power Systems transient stability analysis can be done, for example by simulation, i.e., by numeric solution of differential equations that describe the system dynamic, and after, analyzing the synchronous machine oscillation curves.
Considering the great number of faults to be analyzed, either the simulation or the Liapunov Direct Method are alternatives that offer no total conditions yet to real time applications. Then, this work proposes an investigation to use the Artificial Neural Networks in the transient stability diagnosis.
To obtain the desired results, i.e., the network presents ability to do complex diagnosis as in electric power system problems, the so called network as a configuration formed by units called neurons displayed in layers and forming complex interconnections ([5, 10] ). These interconnections are formed by weights that have to be adjusted in function of a set of patterns to produce desired outputs. This activity is defined as being the training or learning and it is done off-line. Once, it is adjusted, the network will be able to do diagnosis with satisfactory precision considering patterns that do not belong to the training set (generalization ability). This diagnosis can be done with no computational costs, which can be a possibility to a real time analysis.
In this work the neural network training will be done by Back-propagation technique (BP) ( [10] ). The BP algorithm is considered a benchmark in precision. However, its convergence is quite slowly. Then, the proposal of this work is to adjust the training rate γ during the convergence process, to reduce its execution time. The γ adjustment is done using a fuzzy controller. We also use a decaying exponential function that establishes a priority in the regulator actuation in the initial training time and avoid instability in the convergence process. The system dynamic model adopted in this work is the classical model ([1, 7]), objecting, only, a reduction in the computational costs to generate the training data. However, it can be used more elaborated models without changing the proposed architecture. The input is compounded by the nodal active and reactive electrical power vector and the fault data. The fault data is represented in a similar way to the binary code. The output (critical clearing time) is determined through a computational program based on a hybrid methodology using simulation / Lyapunov Direct Method ([4] ). That is a network of reduced dimension when compared to the main proposals found in the literature. For this reason it has a smaller computational cost to perform the training.
To illustrate the proposed methodology, an example is presented which considers a multi-machine system composed of 10 synchronous machines, 45 buses, and 73 transmission lines, based on the configuration of a southern Brazilian system.
System Model
Considering an Electrical Power System composed by ns synchronous machines, the dynamical behavior of the i-th machine, related to Center of Angles (CA), is described by the following differential equation
where: 
N ∆ index set of synchronous machines that comprise the system = {1,2, . . . , ns}.
Neural Network Structure
The i-th output element (neuron) ( [10] ) is a linear combination of the element inputs x j that are connected to the element i by the weight w ij :
Each element can have a bias w 0 fed by an extra constant input x 0 = + 1. The linear output ϑ i is finally converted in a non linearity as a sigmoid ([5, 10] ) and relay ([5, 10] ), etc. The relay functions are appropriated for binary systems, while the sigmoid functions can be employed for both continuous and binary systems.
Neural Network Training
The BP training is initialized by presenting a pattern X to the network that will give an output Y. Following it is calculated an error in each output (the difference with the desired value and the output). The next step is to determine the back propagated error by the network associated to the partial derivative of the quadratic error of each element related to the weights, and finally adjusting the weights of each element. Then a new pattern is presented, and the process must be repeated until convergence (|error| ≤ arbitrated tolerance). The initial weights are usually adopted as random numbers ( [10] ). The BP algorithm consists in adapting the weights such that the network quadratic error is minimized. The sum of the instantaneous quadratic error of each neuron of the last layer (network output) is given by ( [10] ):
where: Considering the i-th network neuron and using the descent gradient ([5, 10] ) method, the weight adjustments can be formulated by ( [10] ): 
Then, calculating the gradient as shown in equation (5), considering the sigmoid function defined by equation (6) and the momentum term, it is obtained the following weight scheme ([5, 10]):
= weight corresponding to the connection with the i-th and the j-th neuron; γ = training rate;
If the j-th element is in the last layer, then:
(10) If the j-th element is in other layers, we have:
where: S(j) = index set of the element that are in the next layer to the j-th element layer and are interconnected to the j-th element. The γ parameter used as a stability control of the iterative process is dependent of λ ([6]). The network weights are randomly initialized considering the interval {0,1}.
By convenience, the parameter γ (training rate) can be redefined by following:
Replacing equation (12) in equation (8), it will be "cancelled" the amplitude dependency of σ related to λ. The σ amplitude will be maintained constant to every λ. This alternative is important considering that λ will only actuate in the left and right tails of σ. Then, equation (8) can be written as following:
The BP algorithm is considered in the technical literature a benchmark in precision, although its convergence is very slow. In this way, this work proposes to adjust the training rate γ* during the convergence process objecting the reduction in the execution training time. The γ* adjustment is done by a proceeding based on a fuzzy controller.
The basic idea of the methodology consists in determining the system state, defined as the global error εg and the global error variation ∆εg, objecting a control structure that leads the error to zero in a reduced iteration number, when compared to the conventional procedures. In this work, the control is formulated using the fuzzy logic concepts. The global error εg and its variation ∆εg are the system state components, and ∆γ* is the control action that must be done in the system. Initially, the global error is defined as:
where: εg = global error of the neural network; np = number of the network pattern vectors.
The global error corresponds to calculate all output errors (output neurons) considering all network pattern vectors. The training must be executed using procedure 2 (one iteration per pattern). The global error is calculated in each iteration and parameter γ*, adjusted by an increase ∆γ* determined by fuzzy logic. The system state and the control action are defined as:
being: q = current iteration index. For a very big input pattern X, εg and ∆εg can saturate. Then, the adaptive control is done using an exponential decreasing function applied to the fuzzy controller response. In this way, the adaptive controller is done by: This parameter will be used to adjust the network weight set referred to the subsequent iteration. The process must be repeated until training be concluded. It is a very simple procedure whose control system requests an additional effort, although reduced, considering that the controller has two input variables and only one output. This is an improvement of that one presented in reference [2], i.e., using the same variables εg and ∆εg to do the control. However, in this work there are introduced the following contributions: 1) improvement of BP algorithm proposal; 2) the proposal of the fuzzy controller is original (a set of rules and the use of an exponential decreasing function applied to the controller response). Definition. Consider a set of objects B. Then, a fuzzy set A in B is defined as being a set of coordinated pairs ([5, 9]):
The membership function µ A (b) shows the degree of how b is in A. The fuzzy control is basically formed by three parts: (1) fuzzification that converts real variables in linguistic variables; (2) inference that consists in the manipulation of rules using if-then statements, and fuzzy operations (AND, OR, NOT, etc.) and (3) defuzzification that converts the obtained results (linguistic variables) in real variables, which form the control action. The fuzzy membership functions can have three different forms, as: triangular, trapezoidal and gaussian, according to the preference/experience of the designer.
The most common defuzzification method is the centroid ([5, 9]) that finds the inertial center of the fuzzy set solution. We have the following equation considering a discrete fuzzy set ([5, 9]):
where: µi = value of the membership function; ai = value of the set that contains a membership value; nr = number of fuzzy rules.
The u value calculated by equation (19) corresponds to the inertia center projection of the figure defined by the rule set over the control variable axe. Each state variable must be represented between 3 and 7 fuzzy sets. The control variable must also be represented by the same number of fuzzy sets. The εg variable must be normalized considering as a schedule factor the first global error generated by the network, i.e., q = 0. With this representation, the variation interval will be between 0 and +1. If the adaptation heuristic is accordingly coincident the process convergence will be an exponential decreasing. The ∆εg variable will vary between -1 and +1. If the convergence process is exponential decreasing, the ∆εg values will always be negative. In this case, although the ∆εg schedule is between -1 and +1, it must be employed in the rule set, an accurate adjustment between -1 and 0. In the other interval (0, +1], the adjustment can be more relaxed.
In the fuzzy controller the rules are codified as a decision table form. Each input represents the fuzzy variable value ∆ψ given the global error values εg and the global error variation ∆εg. The parameter γ* must be arbitrated in function of λ (sigmoid function slope).
The variations γ* also follow the same procedure.
In the fuzzy controller the rules are codified as a decision table form. Each input represents the fuzzy variable value ∆ψ given the global error values εg and the global error variation ∆εg. The parameter γ* must be arbitrated in function of λ (sigmoid function slope). The variations γ* also follow the same procedure. Table 1 shows the fuzzy rule set in a total of 30 rules. The number of rules can be increased to improve the network performance during the training. To analyze the developed methodology performance, there are defined gains, considering the number of cycles and the necessary time to training time, in the following way respectively: 
Proposed Solution
The structure of the proposed neural network intends to study the Electrical Power Systems transient stability that corresponds to the determination of critical clearing time for contingencies like short-circuit. It is a non-recurrent network, basically compound by three layers (input, intermediary, and output) and neurons type sigmoid with soft slope (small λ) − utilized as a way to reduce the training computational time. The input / output stimulus are defined considering the input made up for the nodal active and reactive electrical power vector and data of the fault, represented in a similar way to the binary code, and the output correspondent to the critical times, for a list of contingencies pre-defined, provided by a hybrid computational program ([4]) (simulation / Liapunov Direct Method).
Sigmoid Function
It is considered a sigmoid function defined by the equation (6). In the BP algorithm, the adaptation of the weights that connect each neuron is carried out using, basically, the error propagated in the inverse direction, multiplied by σ(ϑ) (partial derivative of y with respect to ϑ) and by the input in the referred neuron. In this way, the weights have effective adjustment only for values of ϑ situated in the central body of σ(ϑ) function. As the weights become significant, occurs a deceleration of its adjustments, having a tendency to a complete paralysis, exactly where meet together the ends of both right and left tails of σ(ϑ) ([6] ). In view of this, in the specific case of the critical time determination problem , it is proposed the use of sigmoid function relatively small λ (inferior to 1), providing longer tails. This will permit a less restrictive choice of the network weights, if compared to the adopted in the bibliography. In a way this reduces the possibility of a paralysis occurrence and increases the speed of the BP algorithm convergence.
Input-Output Stimulus
It is proposed a neural network which pattern vector is defined by:
where: X = pattern vector;
= active power of ith system bus ; Q i = reactive power of ith system bus ; Λ = vector that contains the number of contingencies represented in a code like the binary code (−1,+1).
The choice of this binary representation is preferable in relation to (0,+1) representation, considering that the network input component "0" does not modify the weights. In this way (−1,+1) representation gives a faster convergence and consequently being more efficient. Each component of the Λ vector correspond to 1 bit of the representation in binary code. The pattern vector is a n-dimensional, and: 
Application
There are considered faults like three-phase shortcircuits with time of fault elimination equal to 0.15s (9 cycles considering a 60Hz operation), followed by the outage of the transmission line. The one-line diagram system is shown in Figure 1 (Appendix A). This system is composed by 10 synchronous machines, 73 transmission lines and 45 buses, based on the configuration of a southern Brazilian system. The desired outputs (critical clearing times) are data obtained of the transient stability studies (simulation) considering several levels of generation / load, corresponding to light load, base case, and two levels of heavy load, respectively 60, 80, 100 and 120% of base case (like as proposed in the reference [8] ). In this case, the vectors P and Q can be substituted by a proportional parameter (p = 0.6, 0.8, 1 or 1.2), i.e., n is equal to (1 + nb). Table 2 shows the principal parameters referred to the used neural network and the training. Table 3 shows the comparative results by conventional BP and BP with fuzzy controller. Table 4 shows a comparative study of the results that were obtained by simulation and the use of neural network with fuzzy controller (Fuzzy BP). The transient stability system analysis is referred to the generation / load levels equal to 70, 90, 110 and 130% of the base case. The symbol bk(ik−jk ) presented in the first column of the Table 4 means the occurrence of a short circuit at bus bk with outage of transmission line between the nodes ik and jk . We observe at Table 4 , that the results of neural network analysis are close to those obtained by simulation. It is verified that the analysis time, by neural network, is considerably less when compared to simulation. The program was processed in a Pentium II (450 MHz and 256 MB of RAM memory). The processing time is only referred to the BP algorithm execution, excluded the reading / output data operations. 
Conclusion
This work investigated the use of Artificial Neural Network for critical clearing times determination of faults elimination like short circuit in Electrical Power Systems. The employed Neural Network was that of multi-layers, non-recurrent with activation function as sigmoid. Then, the proposal of this work is to adjust the training rate γ during the convergence process, to reduce its execution time. The results, considering a multi-machine system composed of 10 synchronous machines, 45 buses, and 73 transmission lines, can be satisfactory when compared to other methodology based on neural networks. In this work we consider several levels of generation / load, corresponding to light load, base case, and two levels of heavy load, i.e., are proportional levels. In sequence, are investigated other types of generation / load levels, no proportional that are more realist case, and better elaborated Electrical Power Systems dynamical models e.g., the complete model of Park ([1]). 
