We present some new results on the joint distribution of an arbitrary subset of the ordered eigenvalues of complex Wishart, double Wishart, and Gaussian hermitian random matrices of finite dimensions, using a tensor pseudo-determinant operator. Specifically, we derive compact expressions for the joint probability distribution function of the eigenvalues and the expectation of functions of the eigenvalues, including joint moments, for the case of both ordered and unordered eigenvalues.
Introduction
The distribution of the eigenvalues of random matrices appears in multivariate statistics, including principal component analysis and analysis of large data sets, in physics, including nuclear spectra, quantum theory, atomic physics, in communication theory, especially in relation to multiple-input multiple-output systems, and in signal processing [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . For example, the probability that the eigenvalues of a random symmetric matrix are within an interval finds application in the analysis of the stability in physics, complex networks, complex ecosystems [17] [18] [19] [20] [21] , for the analysis of the restricted isometry constant in compressed sensing [14, [22] [23] [24] , and it is also related to the expected number of minima in random polynomials [25] . The distribution of the eigenvalues appears also in statistical ranking and selection theory for radar signal processing [26] [27] [28] , in cognitive radio systems [29] [30] [31] [32] [33] [34] , and for adaptive filter design [35] .
Owing to the difficulties in computing the exact marginal distributions of eigenvalues, asymptotic formulas for matrices with large dimensions are often used as approximations. These approaches allow to investigate only specific subclasses of matrices. For example, the asymptotical distribution of the largest eigenvalue of Wishart matrices is known only for the uncorrelated case [36] . In the presence of correlation, the analysis is much more involved and Gaussian approximations are generally appplied [37] .
For random matrices with finite dimensions (non-asymptotic analysis), the derivation of the distribution of eigenvalues is generally difficult. In particular, for complex matrices, which are the focus of this paper, only few results are available. Expressions for Throughout the paper, we will use f X (x) to denote the p.d.f. of the random variable (r.v.) X and E {·} to denote the expectation operator. We will use bold for vectors and matrices, so that for example x denotes a vector, and A ∈ C m×n denotes a (m × n) matrix with complex elements, a i,j , with a j denoting the j th column vector of A. We will use |A| or det A to denote the determinant of A ∈ C m×m , and the superscript (·) † for conjugation and transposition. With V (x) we indicate the Vandermonde matrix with elements v i,j = x i−1 j and determinant |V (x)| = i<j (x j − x i ). We denote by r(x; a, b) the indicator function
and with δ(·) the Dirac's delta function. The paper is organized as follows. The main theorems to the eigenvalue distribution of some classes of random matrices are provided in Section 2. The proof of the main result is presented in Section 3. Section 4 describes some applications of the results presented in Section 2. The results of Section 2 are also specialized in Section 5 to the case of correlated Wishart matrix. Conclusions are given in Section 6.
Throughout the paper we will generally refer to complex matrices, unless otherwise stated.
Main results
The goal of the paper is to provide a unified framework for the derivation of marginal distributions, joint distribution of subset of eigenvalues, and moments for a general class of random matrices with arbitrary size. To this aim, we consider M real ordered random variables λ (λ 1 , λ 2 , . . . , λ M ) contained in the interval (α, β) with β ≥ λ 1 ≥ λ 2 ≥ · · · ≥ λ M ≥ α, whose ordered joint p.d.f. is of the form
(2.1)
In the previous equation
with φ i (·), ψ i (·) arbitrary scalar functions andψ i,j arbitrary constants. Expression (2.1) is of particular importance in multivariate statistical analysis as it represents the joint p.d.f. of the eigenvalues of central Wishart or pseudo-Wishart matrices having covariance matrix with arbitrary multiplicity, noncentral Wishart with covariance matrix equal to the identity matrix, multivariate beta (double Wishart) matrices, as well as the GUE [3, 4, 11, 36, 56] . More precisely, some cases where the distribution of the eigenvalues is in the form (2.1) are the following.
where m, n are related to the dimensions of the matrices X, Y , the eigenvalues are in the interval (0, 1) so that 1 > x 1 ≥ x 2 · · · ≥ x M > 0, and K is a normalizing constant [21, 38] . (5) Complex correlated Wishart matrices: in Section 5 we will describe in detail the Wishart case with arbitrary correlation (including the spiked model), for which the joint distribution of the eigenvalues (see (5.1) and (5.4)) has the form (2.1).
In Theorem 2.1 we first generalise the result [11, Th. 2] to cover the case of matrices having different sizes.
The main result of the paper is then Theorem 2.2, which gives the marginal joint distribution of L arbitrary ordered r.v.s.
where the sums are over all possible permutations, µ and α, of the integers 1, . . . , N . It is worth noting that T (A) can be simplified as
where the (i, j) th element of the matrix A (µ) is a µi,j,i . Therefore, the computational complexity of the pseudo-determinant operator is equivalent to that of N ! conventional determinant operators. In particular, if the matrix A (µ) remains the same for some permutations µ, the computational complexity of the operator T (A) can be strongly reduced. As a special case, when a i,j,k are independent of k, i.e., a i,j,k = a i,j,1 , we have
i.e., the pseudo-determinant T (·) of the tensor {a i,j,k } i,j,k=1,...,N degenerates into N ! times the determinant of the matrix {a i,j,1 } i,j=1...,N .
Using the above definition, we have the following theorem, which represents the generalization of [11, Th. 2] when the integrand function is composed by the product of the determinants of two matrices having different sizes. Theorem 2.1. Given M arbitrary functions ξ i (·) and two arbitrary matrices Φ (x) ∈ C M ×M , with (i, j) elements Φ i (x j ), and Ψ (x) ∈ C N ×N , N ≥ M , with elements as in (2.2), the following identity holds:
where the multiple integral is over the hypercube
and the elements of the tensor C are
(2.12)
Proof. Since the integrand function in (2.11) does not depend on the specific values of the matrices but only on their determinants, Φ(x) in (2.11) can be replaced by an arbitrary matrix, sayΦ (x), having the same determinant. A possible choice for the elements of
Applying the definition (2.13), the integral in the left-hand side (LHS) of (2.11) becomes
where the elements of C are defined in (2.12).
The following Theorem gives the joint distribution of an arbitrary subset of eigenvalues.
Theorem 2.2. The joint p.d.f. of L arbitrary ordered eigenvalues λ i1 , λ i2 , . . . , λ i L , with i 1 < i 2 < . . . < i L with joint distribution as in (2.1) is given by
(2.16)
The function η k (x) in the previous equation is
Proof. See Section 3.
Proof of Theorem 2.2
In this section we will prove Theorem 2.2, by first deriving the p.d.f. for one eigenvalue, then for two arbitrary eigenvalues, and finally for the general case of L arbitrary eigenvalues.
The marginal distribution of one ordered eigenvalue is obtained in the following Lemma.
Lemma 3.1. The p.d.f. of the th ordered eigenvalue is given by
where
Proof. For the marginal distribution of the th ordered eigenvalue we have to evaluate
is the vector λ excluding λ , and
The previous expression can be rewritten as
Now, due to the symmetry of the function in (2.1) we can also write
where c( ) is defined in (3.2). To be able to use the T (·) operator we must integrate f (λ) with respect to all variables (this is hypercubical integration domain). To this aim, we use the indicator function r(x; a, b) defined in the introduction, that, together with the Dirac's delta function δ(.), allows us to write
Then, by using Theorem 2.1 in (3.7) with a = α, b = β, and
The marginal joint distribution of any two ordered eigenvalues is given in the following Lemma. 
where c( , s)
and ς i is defined in (3.4) .
Proof. For the proof we proceed as for Lemma 3.1 and obtain
where c( , s) is defined in (3.10). Using Theorem 2.1 with
we finally obtain (3.11) .
For the proof of the general case of Theorem 2.2, that is, the marginal joint distribution of L arbitrary ordered eigenvalues, we follow the same approach used for the two previous Lemmas, generalizing (3.12) where
and a µ k ,α k ,k (x ) are defined in (3.3).
Proof. By direct substitution.
By specializing the previous result to ϕ(x) = x m we obtain the moments of the distribution of an arbitrary ordered eigenvalue, with ϕ(x) = r(x; 0, λ ) we obtain the c.d.f., and with ϕ(x) = e νx we get the moment generating function (m.g.f.) of λ .
Note also that in many cases the evaluation of (4.2) does not require multidimensional numerical integration. For example, as shown by (5.5), for Wishart matrices the functions a i,j,k (x ) can be written in closed form. where the N × N × N tensor A has elements
Proof. For the proof we note that
Then, by applying Theorem 2.1 we get (4.3).
As a special case, if Ψ(x) ∈ C M ×M with Ψ i,j = Ψ i (x j ), b the probability that all eigenvalues are within the interval [a, b] becomes . . , λ L (note that due to symmetry we can always assume the first L without loss in generality) is given by
Proof. For the proof we proceed similarly to the previous cases.
Note that some results for the unordered case can be also found in [58] . 
where the N × N × N tensor A has elements:
Proof. Immediate by Theorem 2.1.
Special cases include the joint moments for unordered eigenvalues:
obtained with ϕ (λ ) = λ m (by setting m = 0 for some we obtain the joint moments of the marginal eigenvalues). The joint m.g.f. can be written as
which can be obtained from (4.11) with ϕ (λ ) = e ν λ .
Results for Complex Wishart Matrices
As previously observed, the expression for the joint p.d.f. of the eigenvalues of complex central Wishart matrices has the same form as in (2.1). To apply the results of Sections 2 and 4 to the cases of Wishart and pseudo-Wishart matrices, the following Lemma can be used [56] .
Lemma 5.1.
Denoting by X a complex Gaussian (p × n) random matrix with zero mean, unit variance, i.i.d. entries and by Σ an (n × n) positive definite matrix, the joint p.d.f. of the (real) nonzero ordered eigenvalues (2) . . . > φ (L) are the L distinct eigenvalues of Σ −1 , with associated multiplicities m 1 , . . . , m L such that L i=1 m i = n. The (n × n) matrix G(x, φ) has elements
where [a] n a(a − 1) · · · (a − n + 1), e(i) denotes the unique integer such that It can be checked that the uncorrelated case (2.3) is the special case of (5.1) for Σ = I. Another interesting special case is when Σ is spiked, i.e., with σ 1 > σ 2 = σ 3 = σ 4 = · · · = σ n . For this spiked model correlation we have the following result. 
Proof. This is a particular case of Lemma 5.1. • Tensor elements for the distribution of one eigenvalue for Wishart matrices, (3.3) of Lemma 3.1:
• Tensor elements for the distribution of two eigenvalues for Wishart matrices, (3.11) of Lemma 3.2:
ω i,j p − M + ζ i + d(j) + 1, the upper and lower incomplete Gamma functions are indicated as Γ(·, ·) and γ(·, ·), respectively, and Γ(n, x 1 , x 2 ) Γ(n, x 1 ) − Γ(n, x 2 ) [59].
• Tensor elements for the distribution of one eigenvalue for Wishart matrices with spiked covariance matrix, (3.3) of Lemma 3.1:
where θ i n − M + i and i,j n + i − j. • Tensor elements for the distribution of two eigenvalues for Wishart matrices with spiked covariance matrix, (3.11) of Lemma 3.2: The correlation matrix here has eigenvalues σ 1 = 10, σ 2 = σ 3 = σ 4 = 1. One of the effects of a spiked correlation is to increase the expected value and variance of the largest eigenvalue, as can be seen from Fig. 2 .
In Fig. 3 and Fig. 4 we report the eigenvalues distribution for M = 6 and n = 10, with and without correlation. To allow a comparison with the uncorrelated case the same scale is kept. For this reason, only a part of the left tail of the distribution of the largest eigenvalue is visible.
One of the possible applications of the expression for the marginal distribution of single eigenvalues is in the field of the performance analysis of communications systems characterized by the presence of multiple-input multiple-output (MIMO) systems, characterized by the presence of multiple antennas at both transmit and receive side. More specifically, in the MIMO scheme denoted as singular value decomposition (SVD) MIMO, the symbol error probability associated at each eigen-channel depends on the value of the correspondent eigenvalue of the MIMO channel matrix, which is typically modeled as a Wishart [9] .
In Fig. 5 we report the eigenvalues distribution for M = 6 for the Gaussian unitary Note that, as shown in (2.9), the computation of the operator T (A) requires the evaluation of N ! determinants of (N × N ) matrices; this number can make the operation impractical for large values of N . Furtunately, when dealing with the evaluation of the distribution of subsets of the eigenvalues, the elements of the rank 3 tensor present some regularity patterns that can be exploited to simplify the evaluation of T (A). In particular, the matrix to be evaluated does not change for some kinds of permutations; therefore, we can group the N! permutations so that each group contains permutations that provide the same determinant. This latter consideration leads to a significant reduction of the number of determinants to be computed. More specifically, for the derivation of the p.d.f. of the th ordered eigenvalue, the number of determinants reduces from N ! to The procedure can be easily generalized to the case of joint p.d.f. of L ordered eigenvalues; in this case the number of the determinants reduces to N !
where i 0 = 0. It is worth noting that these results hold for all the matrices whose joint p.d.f. of the eigenvalues takes the form in (2.1); therefore, this approach can be applied to a very general class of matrices, like, for instance, Wishart, Hermitian Gaussian, Multivariate beta.
Conclusions
In this paper, we focused on the random matrices whose joint distribution of the eigenvalues can be written in the form (2.1) and proposed a unified framework for the derivation of the marginal distribution of the eigenvalues, some related moments, and the joint distribution of an arbitrary subset of ordered eigenvalues. The results can be applied to the case of both central (uncorrelated or correlated, including the spiked model) and noncentral uncorrelated Wishart matrices, double Wishart (beta) matrices, as well as to GUE, and can be used to address many aspects of interest for wireless communications, radar signal processing, and physics. 
