ABSTRACT •
INTRODUCTION 1. UVOD
One of the most signifi cant problems of contemporary woodworking is the improvement of the cutting process without sacrifi cing the quality, which is often degraded by application of blunt or improper tooling. Real-time diagnostic of tool wear should allow more control of the whole machining process by eliminating the production spoilage caused by worn or catastrophically crashed tools. Real-time tool wear and breakage monitoring are based on various measurable factors related to the cutting process, such as cutting and normal forces, machined surface temperature, work power demand and feed mechanisms and acoustic emission related to cutting and material fracture. Key dependencies are presented in Figure 1 (Peklenik and Jerele, 1992) AI system based on the neural network seems to be the simplest working solution for tool wear prediction. Artifi cial neural networks allow rejection of regular, time consuming statistical and mathematical analysis. Self learning, trend prediction and generalization properties can replace an experienced machine operator and complex analysis made with traditional methods (Gawlik, 1997) .
The objective of this paper is to determine whether AI system based on simple MLP neural network is suitable for identifying tool wear in MDF milling. Industrial methods of predicting tool lifetime based on tool manufacturers' specifi cations or selfexperience are highly inaccurate (Chryssolouris and Guillot, 1990) . The application of AI-based tool wear monitoring system could greatly increase the production effi ciency and therefore cause signifi cant economic benefi ts.
MATERIALS AND METHODS

MATERIJALI I METODE
Methods
Metode rada
This paper is aimed at presenting the actual possibility of application of the tool condition monitoring system in milling of wood-based materials. One of the basic assumptions was to enable a comprehensive identifi cation of tool wear without having to stop the machine and without optical or mechanical measurements of any kind. The whole process was to be done by real-time measurement of various factors of the milling process in the period from sharp to blunt cutting tools. The measured factors were as follows: − Cutting force − Normal (thrust) force, − Machined surface temperature, − Vibration of working spindle, − Vibration of working table, − Work unit power consumption, − Feed unit power consumption.
The basic cutting method is presented in the form of diagram in Figure 2 :
Tool wear parameter was determined as a simple edge recession measured on the rake face (RR), as a parameter simple to measure and linearly conforming to the number of other parameters (McKenzie and Sheikh-Ahmad, 1997; Fisher, 1997).
Tests were performed with standard GP-01 FABA cutterhead equipped with HSS cutters. The number of working head cutters, in laboratory conditions, was limited to 1, for easier tool wear identifi cation.
Milling parameters were set to values similar to industry standard values in edging of the boards before fi nishing: − average chip thickness g = 0.3 mm, − tool rotational speed n = 3000 rot/min, − tool diameter D = 160 mm, − number of working head cutters z = 1, − cutting depth h = 4 mm, − feed speed u = 6.0 m/min.
Experimental stand 2.2. Stroj za provedbu eksperimenta
The test was performed on a special stand designated for diagnostics of the milling process, whose working principle is presented in Figure 4 .
The constructed experimental stand is presented in Figure 5 .
The experimental stand is based on the "Gomad" FP tenoner, modifi ed with mechanical feed in place of the circular saw module. Three-phase power inverter was used for controlling feed module power workbench with chain-chainwheel mechanism.
The workbench has a measuring platform equipped with XY piezoelectric force sensors. Independently, the tenoner has a laboratory pyrometer for measuring the machine surface temperature. Working spindle and feed motors are connected to a laboratory three- The signals of piezoelectric force sensors, pyrometer and wattmeter are sent through crossover to the amplifi er into data acquisition system. Vibration signals were measured with external Bruel&Kjaer spectrum analyzer.
The measured values were collected by data acquisition system with the aim of feeding them afterwards into neural network tool wear diagnosis system. Fig. 6 shows the sample measurement of a ½ meter cutting sample machined with sharp tool, and shows the measurement with the tool of 300 µm edge recession.
All force channels were additionally connected through the module converting the values immediately into root mean square averages.
Neural network model 2.3. Model neuronske mreže
Commercial systems for tool wear identifi cation are based on a single measured parameter, for example working motor power consumption, without AI incorporation (Li, 2001; Chryssolouris, 1990 ). This approach, however, can only be used with the well known tool and stable parameters of machined material. Most successful applications use force signals for tool condition monitoring (Byrne, 1995; Sick, 1997; Stein, 1991 ). According to literature (Bratkowski, 2001 ; Teshima, 1993), three-layer neural network is suffi cient for the estimation of tool lifetime based on cutting process parameters. Network, however, should be provided with error back propagation algorithm. Some more advanced types as Time Delay Neural Networks may give better results (Sick, 1997; Sick, 1998) , but in case of use of pre-processed data, regular MLP could be suffi cient. After initial tests, it was observed that in this case an increasing number of neurons in the internal layer axon did not really change overall performance, so the simple model was used. The number of the input layer was based on the tested parameters quantity, and hidden layer neurons were set to four. Network concept is presented in Figure 8 .
The presented model was built in Neurodimensions Neurosolutions environment, as a relatively simple Multi Layer Perceptron neural network, additionally equipped with the back propagation algorithm and components increasing learning performance (Tadeusiewicz, 1992 (Tadeusiewicz, -2002 . This type of network proved to be successful in monitoring tool conditions in metal machining (Sick, 1997) .
The meaning of numbers in Figure 9 is as follows: 1-File component reading data from the computer fi le system or a data stream. 2-Axon performing an identity map between its input and output activity. 3-Axon used for back propagation of data 4-Step component trying to fi nd the bottom of a performance surface by taking steps in the direction estimated by the attached backprop component. The Momentum provides the gradient descent with some inertia, so that it tends to move along a direction that is the average estimate for down. 5-TanhAxon applying a bias and tanh function to each neuron in the layer. This will squash the range of each neuron in the layer to between -1 and 1. Such nonlinear elements provide a network with the ability to make soft decisions.
6-Back Linear Axon used for back propagation of data. 7-L2 Criterion implementing the quadratic cost function. The error reported to the supervised learning proce dure is simply the squared Euclidean distance between the network output and the desired response. 8-File component writing data to the computer fi le system or a data stream. 9-BackCriteriaControl stacking on top of any member of the ErrorCriteria family, and communicating with the Backprop components to perform back propagation. 10, 11 -BackStaticControl component used in conjunction with the StaticControl component. Static back propagation assumes that the output of a network is strictly a function of its present input, the gradients and sensitivities are only dependent on the error and activations from the current time step. In fact, the suggested multi-layer perceptron, being one of the simplest solutions, seemed to be quite suffi cient for the averaged data. Extra possibilities provided by time delay neural networks that achieve high accuracy in fast changing processes would not improve the results of the average data. The number of neurons in the input layer was set in accordance with the number of tested factors -8. The internal layer consisted of only 4 neurons so as to simplify the model. Introductory tests on layers consisting of more neurons failed to show any visible improvement, but extended the learning time.
The network was trained with randomly picked data (supervised training with batch weight updates consisting of 1000 epochs). Training time took from 2 to 10 seconds depending on the amount of input data.
Neural network tests 2.4. Testiranje neuronske mreže
As mentioned above, neural network training was made in 1000 epochs randomly chosen from the previously obtained data. 10 tools were used in MDF milling (M1 to M10), and the whole idea was to test the network with a cascade method. M2 tool was tested against network trained with M1 tool data, M3 tool was tested with network fed with M1 and M2 tool data, and so forth, up to M10 tool tested with network trained with M1 to M9 data. Figures show sample dependence of number of epoch on mean square error of neural network training for M2 and M10 test After training each sample from M2 to M10, the network was tested for accuracy on training data set. In fact the dependence on the amount of training data is not clearly visible, and Figure 12 and 13 show the dependence of the desired and actual network output for every randomly picked testing exemplar. After being tested against regression and error values, the model has undergone testing against sensitivity about the mean. This means the knowledge of the effect that each network input has on the network output. The procedure provides feedback as to which input channels are the most signifi cant. Obviously, at following way: data obtained from wear process of M1 tool was fed into neural network, and on this basis M2 tool wear prediction was calculated. After that M1 and M2 tool data were fed into the diagnostic system, and after learning, M3 tool wear was predicted. And so forth, the experiment ended with M1-M9 tools data designated as a learning material, with M10 tool used for wear prediction. Due to space shortage, not all diagrams and result tables are presented, as they are very similar, so it was decided to visually present only half of the results, M2, M4, M6, M8 and M10 tool prediction, leaving M3, M5, M7, M9 aside.
Diagnostic data collected at previous points were used for the preparation of the average diagnostic error in dependence of the number of trials used for training of neural network-based diagnostic system. Obviously the best results (2.95% error) were gained with 9 data sets provided as a training set for neural network. After providing only one data set for training identifi cation, accuracy reaches 4.16%. The worst results were recorded with M7 tool predicted on the basis of M1-M6 tools (9.50% error). The average diagnostic error was defi ned as a simple average percentage difference between the desired (measured) and actual (neural network predicted) values. Correlation and R 2 were calculated between whole groups of the desired and actual output values. Even such accuracy can be recognized as very high in comparison to methods used in wood industry, based only on working time, not taking into account any other indirect factors. Table 5 shows the summary of prediction results with the average diagnostic error and correlation of predicted and measured data sets.
It should be noted that the largest individual diagnostic errors, values up to 20%, were observed in initial wearing ranging between 50 -100 µm of the measured edge recession. This can be explained by assuming that the initial wear reaching several micrometers is actually comparable with tool grinding traces. This is quite normal in industry practice. Correlation between the obtained and predicted data in MDF milling in all cases is close to one, reaching 0.9956 in the worst case.
CONCLUSION
ZAKLJUČCI
The average diagnostic error of the neural network-based system shows high possibilities of wear identifi cation, when based on indirectly measured data. Errors in comparison to traditionally used methods based only on work time are in fact negligible. Accuracy ranging from 3 to 10% means that the diagnostic system is capable of identifying the condition of tool wear with astounding precision, in the order of several micrometers. After adaptation of data acquisition system, the neural network-based diagnostic system may be used in practice, especially in machining of relatively homogenous material, such as MDF.
The next step focused on industrial application should be the optimization of factors measured during milling to become input data into neural network-based system. The analysis and choice of the proper neural network model should simplify the whole process and make it less complicated and expensive in practical application.
