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Abstract
This thesis explores ways to improve the self-organised urban traffic management system
Organic Traffic Control by means of forecasting traffic developments and by applying ma-
chine learning techniques. Current traffic control systems typically rely on suboptimal human-
designed signal plans which can not respond to changing traffic demands and become outdated
over time. The goal of this thesis is to transform the reactive control cycle into an anticipatory
and more resilient one. To achieve this goal, the observer/controller architecture for organic
technical systems is extended with a forecast module for time series. Based on monitored sen-
sor values, forecasts of the future traffic developments help to enrich the understanding of the
complex dependencies within the traffic network. Furthermore, machine learning techniques
are used to improve the performance of the Organic Traffic Control system at runtime.
In detail, the contributions of this thesis are as follows. To introduce resilience into technical
systems, the reference design model for organic computing systems is extended by a module
for forecasting of time series. This contribution enables the transformation of Organic Traffic
Control from reactive to proactive adaptation. On the basis of traffic flow forecasts, an anti-
cipatory signalisation is developed. Two routing protocols for urban road traffic guidance are
transformed into time-dependent route guidance protocols including both current sensor values
and forecasts for future points in time. A rule-based machine learning technique, a variant
of an extended classifier system, is adapted to the problem of congestion detection, both for
highways and for urban areas. Finally, approaches for a fully self-adaptive management process
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In many countries, the automotive industry contributes a big part to the overall economy, of-
fering jobs for thousands. Novel trends, such as self-driving cars and clean and energy efficient
vehicles play a leading role in the future of the world-wide car industry. Novel technologies work
as incentives for the ongoing research in the automotive field, and its related areas. However,
technological innovation and the increase in mobility also pose several problems. Especially in
densely populated urban areas, traffic volume and traffic performance are rising. The car is
still the number one means of transportation in 58% of all trips. This accounts especially for
trips with distances up to 500 kilometres, where around 70% of all trips are made by car. For
example, the average German citizen covers a distance of 39 kilometres per day [LNK+10]. The
inefficient use of the existing infrastructure and the lack of space for new roads demands for new
and improved solutions. Simply expanding the capacity of the road network is seldom an option
due to limited transportation funds and a lack of public acceptance because of environmental
impacts [Ber05].
The increase in mobility poses several challenges for future transportation systems. On the one
hand, current research deals with new techniques related to mitigation of congestion, improve-
ment of throughput or reduction of waiting times at red traffic lights. Traffic engineers agree
that recurrent congestion due to demand exceeding capacity and poor signal timing account for
about half of the total delay experienced by motorists, while non-recurrent congestion (due to
road works, incidents, and weather) makes up the other half [Ber05]. This leads to a massive
waste of time, fuel, and money [LNK+10]. On the other hand, negative environmental impacts
due to greenhouse gas emissions by combustion motors promote global warming and climate
change. As investigated by the German “Bundesministerium für Verkehr, Bau und Stadtentwick-
lung” in their latest report of 2008 [LNK+10], the CO2 pollution is slowly declining since 2000,
although the amount of 161 tons due to traffic in 2006 corresponds to a ratio of 18% of the
overall CO2 emissions in Germany. Regarding the European emissions, the transportation sec-
tor accounts for 25% of the total carbon dioxide emissions [DSD+12]. The decarbonisation of
this sector can be promoted through greener, sustainable mobility, alternative energy sources,
and more efficient traffic management processes.
The terms smart mobility and sustainable mobility stand for novel approaches to mitigate the
negative impacts of road traffic by improving traffic flow, reducing the number of start-stop
phases, and reducing the total travel distance. Intelligent transportation systems can improve the
1
Chapter 1 Introduction
efficiency of road networks by dynamically adjusting the signalisation to current traffic demands
and by recommendation of shorter, faster, or more eco-friendly routes to motorists. Intersection
management, routing, and congestion avoidance are key factors for improved mobility and bet-
ter road network utilisation. Even if the primary objectives are not related to energy efficiency
and reducing CO2 emissions, the implemented measures may still have an impact on them.
The dependencies between thousands of independent driving decisions and the information
overload from numerous sensors throughout the traffic network make the decision-making too
complex, even for traffic experts [MKM+16]. In general, it is impossible to anticipate all pos-
sible situations. The decision finding happens in a highly dynamic environment that changes
with the execution of actions, and over time. Therefore, instead of preplanned solutions with
fixed situation-reaction mappings, the trend goes towards adaptive systems, shifting the action-
selection-process from design time to runtime. This lead to the emerge of several autonomic
traffic control systems which autonomously adapt the control strategies to the monitored traf-
fic conditions. However, the deployed traffic management systems are mostly only adjusting
the signal plans to the recent traffic conditions within limited boundaries, whereas the actual
congestion management is still executed by traffic engineers. Furthermore, the reactions to the
monitored situations might be already outdated when the system adjusts itself. Therefore, novel
approaches are needed that convert the existing reactive systems with pre-planned solutions to
self-organised and anticipatory traffic management systems.
This thesis contributes several new approaches to the field of autonomic traffic management. In
the following, concepts from the time series forecasting domain and modern machine learning
approaches are applied to self-optimising intersection management, autonomous congestion
detection, anticipatory route guidance, and road traffic control. These methods contribute to
the overall goal to make the existing traffic control concepts more intelligent and more resilient
against disturbances. Furthermore, the traffic network is enabled to provide fast, safe, and
efficient transportation while minimising negative impacts on the environment.
1.2 Problem statement & objectives
”Prediction is very difficult, especially if
it’s about the future.”
Niels Bohr
Traffic forecasting systems have the potential to improve traffic conditions and to reduce travel
delays by improving the utilisation of the available capacity. A traffic forecasting system utilises
models to analyse real-time data from different sources to model and predict future traffic con-
ditions. This problem is tackled by applying advanced forecast methods. In case of traffic
management, the forecasting of traffic flow, velocity or travel time is necessary to optimise
certain management strategies. In addition, anticipatory traffic management strategies are im-
plemented to meet various traffic control, management, and operation objectives.
Organic Traffic Control (OTC) [PTB+11] resembles a robust and flexible traffic management sys-
tem for urban traffic networks, founded on the principles of Organic Computing [MSvdMW04].
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It autonomously adjusts the signalisation according to the recently monitored traffic measure-
ments by extending standard fixed-time controllers. However, it only reacts to previously moni-
tored sensor values. As Prothmann [Pro11] pointed out, predicting future traffic developments
can be beneficial for the system’s performance. To achieve this goal, the observer/controller
architecture after which OTC is modelled will be extended in this work by a forecast module.
Thereby, other organic computing systems can also easily integrate this new component in the
future.
In a first step, instead of just reacting to events that have already occurred, the OTC system is
extended to predict events in the near future. In a second step, the system is enabled to take
countermeasures to minimise the negative effects of the predicted event. In general, the process
works as depicted in Figure 1.1. First, the monitored sensor data is preprocessed (we usually
have to deal with noisy and faulty detector data). The adjusted data is analysed and used to
make short-term forecasts. Based on these insights, the system adjusts its behaviour and the






Figure 1.1: Process of a self-adapting system using forecasts.
Transportation agencies use long term forecasts to plan and implement policies and investment
programs to accomplish objectives related to mobility. Still, the actual decision making and the
deployment of the strategies is done by humans and not by the system itself. However, both
traffic engineers and traffic participants must be aware of the considerable uncertainties that
surround travel forecasts. This contributes to “the fact that forecasts are not perceived as being
sufficiently accurate to be a decisive element of the decision-making” [Woo13]. This thesis tar-
gets at improving the short-term forecast accuracy of traffic flow with modern machine learning
techniques. Furthermore, these forecasts are not only raised but the self-adaptive OTC system is
enabled to autonomously utilise those forecasts for improving the route recommendation system
and the optimisation process of the signalisation. Even if the forecasts are rather accurate, they
still have a certain deviation from the actual observations. Therefore, the presented algorithms
and methods incorporate forecasts with respect to their recent precision.
In urban areas, traffic flow is fluctuating more heavily than on highways as incoming streets
and the stop-and-go generated by traffic lights influence the traffic flow patterns. This makes
forecasting of these patterns more challenging compared to the more homogeneous flow on
highways. By extending OTC with a module for time series forecasting, the problem of forecast-
ing traffic flow in urban areas is addressed.
3
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In conclusion, the main objectives of this thesis are:
• Extending the architecture for organic computing systems with a forecast module for time
series.
• Utilising machine learning techniques to improve the accuracy of short-term traffic flow
forecasts.
• Identifying beneficial ways to incorporate forecasts into a self-adaptive, decentralised traf-
fic management system, e.g. OTC.
• Utilising forecasts within autonomous strategies with respect to the forecast’s accuracies,
e.g. distributed route guidance and autonomous adaptation of signalisation.
• Application of machine learning approaches to traffic related problems, such as congestion
detection on highways and urban streets.
By implementing these objectives, it is expected that the following goals are achieved:
• Traffic safety is increased.
• The efficiency of the road network is increased.
• Environmental pollution is reduced.
The second and third point can be proven through realistic (macroscopic) simulations of real-
world traffic networks. However, the first point is difficult to show, as it concerns complex
inter-vehicle relations, located on the microscopic level. Therefore, we can only assume that
traffic safety will increase, for example by reducing the number of congestion the frequency of
crashes is likely to be reduced as well [MW10].
1.3 Contributions
This thesis contributes to the study and application of strategies for time series forecasting and
methodologies from the machine learning domain to an equally considerable large domain,
namely traffic engineering. Furthermore, the architecture for organic computing systems is
extended by a forecast module, enabling these technical systems to become proactive. The
remainder of this thesis is structured as follows.
The first part includes three chapters which give an overview of the state-of-the-art of traffic
control, of time series forecasting, and of learning classifier systems.
Chapter 2 gives an introduction to traffic control and presents the self-organised traffic con-
trol system Organic Traffic Control (OTC) for urban road networks. Additionally, the ob-
server/controller architecture from the organic computing domain, on which OTC is based,
is introduced. The term “resilience” is discussed within the context of technical systems. Based
on this definition the term “resilient traffic management” is defined. At last, a road map – which
is partly based on [STH13a, STH16b, ST16a] – is outlined which presents ways to transform
a traffic-responsive control systems into a resilient, anticipatory traffic management system.
Thereby, the design pattern for organic computing systems is extended by a forecast module
4
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for time series. The points of this road map also resemble the contributions presented in the
remainder of this thesis.
The second chapter of this part (Chapter 3) gives an overview of related work on the forecasting
of time series. Chapter 4 introduces the reader to the fundamentals of learning classifier systems.
We will apply these systems to important issues concerning traffic management and forecasting,
e.g. congestion detection and combination of techniques for forecasting of time series.
The second part of this thesis presents the contributions to the previously introduced state-of-
the-art.
Chapter 5 – which is partly based on [STHA15, SSH16a, SSH16b] – shows an approach to
apply a genetic, rule-based machine learning technique to time series forecasting. First, the
general problem of time series forecasting is formalised and transformed into a machine learning
problem. With the help of a machine learning technique, the forecast accuracy of an ensemble of
different forecast techniques is improved. We apply the extended classifier system for function
approximation (XCSF) to this task. Afterwards, we transfer this general approach to forecasting
of traffic flow.
The second major contribution is a forecast-augmented adaptation of traffic signalisation. Chap-
ter 6 presents how the concept of traffic flow forecasting can be used within OTC in a beneficial
way. This chapter is partly based on [STH14, SH16, ST16b] and shows how the standard OTC
is adapted to autonomously find the optimal signalisation not only based on historic data but
also incorporating traffic forecast of the near future.
A study by the transportation research board [SU10] summarises the most widely deployed traf-
fic control systems. However, these systems solely adjust signal timings in response to sensor
measurements. Some systems use the terms ’forecast’ or ’prediction’, even so they do not utilise
sophisticated forecast methods. They estimate traffic parameters, such as arriving of public ve-
hicles, based on simple heuristics.
In this work, a novel concept for the adaptation of signal timings based on forecasts of traffic
flow is proposed. Based on short-term forecasts of traffic flow, the distributed, self-adaptive op-
timisation of signalisation is executed. A mechanism for the anticipatory and traffic-responsive
optimisation of signalised intersections in urban road networks is presented. A simulation study
based on a real-world isolated intersection and an artificial road network shows that this ap-
proach has the potential to decrease travel times and pollution emission.
Third, two well-known Internet-based routing algorithms are extended for anticipatory rout-
ing in urban road networks. In chapter 7, a predictive route guidance system for urban net-
works considering short-term forecasts of traffic flow is implemented. Being partly based on
[STH15a, STH15b, STH16a], the chapter presents how two existing non-predictive Internet-
based shortest-path algorithms [PTL+12] can be extended with forecasts. Until now, these pro-
tocols solely approximate the shortest paths based on previous sensor measurements. However,
as stated by [WKS00], predictive route guidance outperforms non-predictive approaches. Con-
sequently, we propose a novel approach, estimating the shortest routes within a road network
using both historic sensor values and forecasts of future developments. The adapted variants
depict the time-varying conditions of traffic by making forecast of future travel flows. Further-
more, the Dijkstra algorithm is adapted to calculate the shortest paths through the road network
5
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based on the time-dependent traffic flow representations and with respect to the estimated fore-
cast accuracies. The evaluation with artificial networks showed that an additional positive effect
is the reduction of pollutant emission (eco-aware routing).
Fully resilient traffic management should also cover the possibility to react to disturbances be-
sides the “normal” capacity-related problems. Therefore, anomalies in terms of incidents have
to be considered. This consists of two basic parts: a) detecting these incidents automatically
and b) including the knowledge about occurred incidents into the traffic management system’s
decision process.
The fourth contribution covers the first of these two points. Chapter 8, which is partly based
on [SH17b], provides an overview of congestion detection algorithms. A genetic, rule-based
algorithm, a learning classifier system [BK05], is adapted to solve this task. The benefit of these
techniques is shown with data sets of real-world measurements from inductive loop detectors.
Current concepts in literature try to detect such events with different traffic-pattern-based algo-
rithms, but often focus on highways only (e.g. the California algorithm [PK76]). The challenge
is to transfer these highway-based concepts to urban areas, where traffic patterns caused by red
traffic lights can be similar to those caused by incidents.
The fifth contribution deals with this issue. The previously adapted learning classifier system,
the XCSR, is further adapted and implemented to be used for congestion detection in metropoli-
tan areas within the distributed architecture of OTC. Afterwards, ways to include the congestion
notifications (or alarms) into a fully self-organised traffic management system’s decision pro-
cess are presented. Being partly based on [SH17a], chapter 9 discusses approaches how these
congestion alarms can be used within a self-adaptive traffic control system, such as OTC. Fur-
thermore, XCSR is compared with another well-established algorithm for congestion detection
with simulations of real-world scenarios.
All these concepts have the potential to increase resilience in the presence of uncertainty, and
to improve levels of service. It is expected that a better utilisation of the network capacities and
a reduction of congestion can be achieved by interactive traffic management, harmonising the
traffic flow and by consistent guidance of traffic streams. In the long term, urban road networks
become more robust, eco-friendly, and reliable.
The concluding chapter 10, gives an overview of the presented work and outlines promising
future research opportunities.
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The vehicular traffic domain is a vivid research field, both for industrial and academic re-
search institutions. On the one hand, emerging technologies, such as autonomous, self-driving
cars [Bir14, Int14], car-to-car communication [BBD+08], and traffic-adaptive control systems
[SS10, PTB+11], have the overall goal to optimise the existing traffic infrastructure towards
a more efficient and sustainable utilisation of the road network. On the other hand, negative
impacts on the environment due to the increase of mobility have to be faced, especially in urban
areas. Consequently, this leads to an increase in pollution, a raising number of incidents, and an
inefficient use of the transportation system [Pat94].
Most of the currently installed adaptive traffic management systems (such as SCOOT [RB91]
and COMPASS [MW91]) rely on centralised control centres, where all data is gathered and pro-
cessed, and decisions about necessary adaptations of the underlying control strategy are made.
This results in a single point of failure and a high demand of computational power. Centralised
solutions are not able to cope with expanding networks and future demands. Urban road net-
works are characterised by a great number of signalised intersections in vicinity that need to be
monitored and optimised. Due to the complexity of the underlying mathematical network flow
model, even the online optimisation of a single signalised intersection is hardly feasible with
analytical methods [KLS02]. Above all, the dynamic characteristics of traffic, the unpredictable
behaviour of humans, and the highly complex dependencies between several streams through-
out the road network make it a challenging field for self-adapting and self-organising solutions.
Consequently, novel design paradigms lead to decentralised, autonomous, and self-organised
traffic control systems, resulting in integrated transportation systems, such as InSync [SS10],
and research projects, such as Organic Traffic Control (OTC) [PTB+11].
Usually, the deployed controller-based control systems rely on fixed-time signalisation that was
optimised manually by traffic engineers during design-time. Obviously, these static signal plans
can not be optimal in every situation and are prone to obsolescence due to changing traffic
demands [BB86]. In contrast, a distributed, autonomous, adaptive traffic control system (ATCS),
such as OTC, is able to select the most appropriate phase durations, green times, and cycle
times at each intersection based on the current traffic conditions. OTC learns the impact of
this situation-dependent selection in order to improve its behaviour over time while respecting
safety corridors.
Most importantly, classic, responsive systems are not able to make adjustments fast enough to
prevent disturbances. The monitored situations are often outdated when the adaptation takes
place. Therefore, the system needs to be equipped with mechanisms that allow preventative
measures. Traffic forecasting is a key enabler for successful control strategies – a variety of
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different techniques can be found in literature [BF12]. The study of forecasting traffic flow
has attracted considerable attention in recent years. However, most prior research has been
limited to the investigation of forecasting methods. So far, little effort has been devoted to the
integration of these forecasts into real-world traffic management systems.
The remainder of this chapter is structured as follows. Initially, a brief introduction of terms and
definitions from the traffic control domain is given. Moving on, OTC, a self-organising traffic
control system for urban road networks, is introduced. Afterwards, the term resilience is defined
and several definitions are given. Finally, new approaches to improve OTC and to make it more
resilient by using short-term forecasts of the future traffic flow are presented. Making forecasts
of future system states can make complex technical systems more robust against failures. A new
module for the creation of forecasts at runtime is presented as well as how these forecasts can be
integrated beneficially in OTC. A discussion on how this can lead to higher resilience concludes
this chapter.
2.1 Terms and foundations
This section briefly introduces the corresponding state of the art in traffic engineering. First,
some basics about traffic engineering are explained by means of a conceptual traffic intersection.
The four-armed intersection shown in Fig. 2.1a consists of four approaching and four leaving
sections. The intersection’s topology is defined by the turnings between these sections. Each
turning might be signalised by its own traffic light or it might share one traffic light (such as
turnings for straight-ahead and turn-right). It is assumed that detectors are installed at each
turning, typically realised as induction-loops in the street surface. Additional variable message







(a) Exemplary four-armed intersection with twelve
turnings.
(b) Signal plan with eight signals and a cycle time of
90 seconds.
Figure 2.1: An exemplary four-armed intersection and the corresponding signal plan.
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2.1.1 Terminology
Traffic lights allocate green, yellow and red times to the various turning movements of a sig-
nalised intersection. These turnings that direct traffic through the intersection without a poten-
tial conflict form so-called signal groups (see Fig. 2.2). A signal group consists of one or more
traffic lights that can not be switched independently, therefore displaying the same signalisa-
tion at each point in time for different non-conflicting traffic streams. Several signal groups
commonly showing green light at the same time form a phase. Phase transitions control the
switching between different signal groups. They assure sufficient clearing times between the end
of the previous and the start of the next turning movements. A signal plan is made up of the
phase sequence, the phase transitions, and the length of each phase for all signals at an inter-
section. It visualises the green, yellow, and red times for each of the intersection’s signal groups.
As an example, consider the signal plan in Fig. 2.1b that shows the duration of green and yellow
periods for signal groups A to D from Fig. 2.2. At other times, the so-called interphases, the traf-
fic lights are flashing red in order to avoid accidents with conflicting streams. The time period in
seconds for one complete iteration of the signal plan is called cycle time. After completing a full











Signal 2 and 6 Signal 7 and 8 Signal 3 and 4
Figure 2.2: Setup of an exemplary signal plan for the intersection shown in figure 2.1.
Typically, traffic engineers try to design the best possible signal plans for historic records of traffic
movements. Different metrics help to quantify the performance of signalisation strategies. For
instance, in order to reduce the waiting times due to red lights, one might utilise the level of
service (LOS). This qualitative measure is defined as the sum of the flow-weighted waiting times
for each turning t ∈ T of the respective signalised intersection:
LOS =
∑t∈T delay ∗ flow∑t∈T flow (2.1)
The result is discretised into quality levels from A (free flow) to F (congestion). Other network-
wide goals include the minimisation of the total number of stops or the minimisation of the
overall fuel consumption. In most cases, isolated intersections are designed based on the LOS
metric. The increase in green phase durations tends to increase the intersection’s throughput (or
capacity). However, it also increases the waiting times for other traffic participants. Accordingly,
decreasing green durations decreases waiting times but also reduces the intersection’s capacity.
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2.1.2 Traffic control
Deriving the best trade-off between both aspects (low delay and high throughput) resulted in the
establishment of urban traffic light control systems as a prominent research domain in academia
for decades. Additionally, several industrial systems are available, since traffic control has a
large environmental and economical impact. In general, two approaches are distinguished:
fixed-time control and traffic-actuated control. Both aim at optimising the traffic network flow
by adjusting the signalisation to meet the estimated traffic demands. In case of fixed-time sig-
nalisation, this optimisation is usually done by a traffic expert before the deployment. In case
of adaptive systems, the optimisation is performed at runtime through heuristics, search tech-
niques, or a combination of heuristics and traffic engineering concepts [SU10]. Variables that
can be optimised are cycle lengths, green time durations, split offsets, and phase sequences.
Further information on the terminology, setup, operation, and maintenance of fixed-time and
adaptive traffic light controls are available in the NEMA Standards Publication [Nat03] (for traffic
control in the U.S.), and in the Richtlinien für Lichtsignalanlagen (RILSA [fSuVAVuV10]) for
traffic control systems in Germany. The following section briefly introduces the basics of fixed-
time and adaptive traffic control.
Fixed-time control
The first category of traffic control systems uses fixed-time based signalisation with a limited set
of predefined signal plans for each signalised intersection. Fixed-time control relies on switching
pre-defined phases with static phase durations and ordering. These signal plans are developed
by traffic engineers at design time based on their domain knowledge and previously recorded,
historical data. A fixed sequence of phases with predefined durations is repeated over and over.
Typically, a day-time dependent switching of signal plans takes place, to account for different
traffic demands during day and night time and peak hours. As a consequence, these signal plans
are not responsive to dynamic and changing traffic demands, and tend to become outdated over
time [BB86]. However, due to their simplicity and low cost, they are still in use today.
Adaptive traffic control
Traffic-actuated control, in contrast, allows skipping phases when no vehicles are waiting, and
for increasing the green times within certain boundaries. Adaptive traffic control systems (ATCS)
are being used since the early 1980s. They adjust signal timings in real time, based on the mo-
mentarily monitored traffic conditions, demands, and system capacity [SU10]. They require traf-
fic detectors to estimate the current traffic demands, communicational infrastructure between
the local controllers, and/or a central controller for collaboration and monitoring. Just to name
a few ATCS’s that are deployed in the field: SCOOT [RB91], SCATS [SD80], OPAC [GPA02],
and ACS-Lite [SBS+08] (ordered by year of launch). ACTSs usually include algorithms that
adapt green times, cycle time, offset, phase length, and/or phase sequence to optimise the traf-
fic throughput at signalised intersections. Certifications, e.g. according to the NEMA standard
(common for the US, [Nat03]) or the VS-Plus standard [Swi08], ensure the required degree of
reliability of traffic-response controllers.
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2.2 Organic Traffic Control
The complexity of modern technical systems increases as they are interconnected with other
systems and devices. This makes them more and more complex to design and to maintain for
administrators. Traditional system design approaches tend to fail in addressing this problem.
Organic Computing (OC) [PTB+11] proposes a new design-paradigm to cope with these chal-
lenges by reducing the complexity of these systems. The OC initiative [MSvdMW04] postulates
to master complexity in technical systems by equipping them with characteristics of natural –
or organic – systems. On the one hand, this means to enable technical systems with capabili-
ties of self-adaptation and self-optimisation of their runtime behaviour, and consequently with
a robust self-organisation mechanism. However, IT-experts are still able to control certain sub-
components of the system. On the other hand, this results in moving traditional design time
decisions to runtime, and into the responsibility of the systems themselves. Among others,
current OC systems include autonomous traffic light optimisation [PTB+11, STH16b], Cloud
Computing applications [SKTH16], and organic production cell [Tom11]. Due to the dynamic
and highly complex nature of vehicular traffic, the control of signalised intersections is an ideal
test bed of OC principles – which resulted in the development of the Organic Traffic Control
system (OTC) [Pro11]. OTC extends existing fixed-time controllers, equipping them with OC
capabilities. OTC continuously adapts to the behaviour of traffic participants.
The OTC system consists of three major modules: 1) Autonomous and self-optimising control
of traffic signals at intersections, 2) distributed coordination of neighbouring intersection con-
trollers to establish progressive signal systems and 3) infrastructure-based route recommenda-
tions with Internet-inspired routing protocols.
2.2.1 Observer / controller design pattern
Figure 2.3 depicts the single-layered observer/controller architecture known from Organic Com-
puting [PTB+11]. This framework aims at enabling systems to automatically adapt to changing
environments, to learn the best adaptation strategy, and to explore new behaviour [BHT12]. It
is often used as a reference design model for organic systems [TSHMS09, Tom11, Tom12]. The
underlying system under observation and control (SuOC) is monitored by the observer and ac-
tions are applied by the controller. In the following, a brief introduction to the various sub-parts







Figure 2.3: Generic observer/controller architecture, monitoring and controlling a system under obser-
vation and control (SuOC). For a detailed view of the observer see figure 2.4.
14
2.2 Organic Traffic Control
System under observation and control
The SuOC resembles the underlying productive system. It is assumed that it contains parame-
ters that can be adapted at runtime and that it offers possibilities to continuously measure its
performance. The SuOC is controlled by the O/C architecture. However, it is still able to provide
its basic functionality without control by the observer and controller and will provide its services
even if the upper layer fails. Usually, the SuOC has several entities, sensors, and actuators that
enable the regulation of its behaviour. The O/C architecture makes use of these interfaces to
regulate and optimise the behaviour of the SuOC at runtime. In the context of this thesis, the
system is represented by a parametrisable traffic light controller which offers interfaces for data
retrieval and the application of actions.
Observer: Parameter selection and forecasting
The observer’s task is to monitor the underlying SuOC, and to provide a description of its current
state. Figure 2.4 shows a detailed view of the observer which was extended by a time series
















































Figure 2.4: Detailed view of the observer at layer 1. To add resilience to organic systems, the standard
observer architecture is extended in this work by a forecast module.
First, the Monitor receives raw data recorded by sensors. This raw data is often noisy and
might be subject to disturbances (for example due to malfunctioning sensors). Therefore, the
raw data is preprocessed. For example, it can be filtered or smoothed. The history of previous
data recordings is stored for later evaluation. Afterwards, the processed data is passed on to
other components, such as the Situation Analyser, the newly introduced Forecast Module, and
the Performance Analyser. Second, the Situation Analyser builds a situation description of the
current system conditions. The measurements from the sensors are converted into a rolling
detection interval. Third, the Performance Analyser retrieves statistical information about the
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system’s performance derived from the current monitored data, and the history of previous
measurements. Fourth, the Forecast Module generates forecasts based on historical and recent
data for future points in time. These forecasts and the performance measures can be used as
additional input for the situation description. In section 2.4.1, this novel component is explained
in more detail. Fifth, the Situation Descriptor receives the current situation description, the
forecasts for future time steps, and the performance measures, and creates one overall situation
description. Finally, this description is passed on to the controller, where it serves as basis for
the following action-selection process.
Controller: Online adaptation
The controller selects suitable actions to be executed on the SuOC based on the situation de-
scription given by the observer and with respect to the system’s goals. This action-selection
process is often done with the help of machine learning techniques. The benefit of such ma-
chine learning algorithms is that they are able to improve their knowledge at runtime and to
provide better decisions over time. The controller follows a safety-based approach, so that the
parameter changes on the SuOC are only within predefined boundaries.
2.2.2 Multi-layered observer/controller architecture
Based on this generic design paradigm, the self-organised traffic control system OTC was im-
plemented. Figure 2.5 illustrates the architecture of the OTC system. Autonomous and self-
optimising control of traffic signals at intersections is achieved by applying this architecture to
the control of traffic light controllers (TLC) at urban intersections. OTC’s goal is to monitor,
process, and disseminate information about the current conditions of the road network. The
system under observation and control (SuOC) at layer 0 is represented by an industry-standard,
parametrisable TLC which is extended by the OTC logic. The TLC can work on fixed-time signal
plans or can be implemented according to traffic-responsive solutions (such as NEMA [Nat03]).
The TLC is responsible for adapting phase durations (i.e. green times of traffic lights) according
to the currently observed traffic conditions at the particular intersection. Thereby, a safety-
oriented, self-learning concept is applied to allow for a continuous self-optimisation process
while simultaneously staying within controllable boundaries of system behaviour. OTC works in
a fully decentralised mode – meaning that one individual instance of OTC deployed on a TLC
controls one signalised intersection only. This optimisation is done in a two-step fashion: online
parameter selection at layer 1 and gaining of new knowledge offline at layer 2.
Layer 0: System under observation and control
In the context of OTC, the SuOC situated at layer 0 is an industry-standard, parametrisable
TLC. It provides input and output interfaces for OTC to receive data and to actuate new signal
plans. Physical sensors monitor traffic streams (e.g. via loop detectors, license plate matching,
or equipped vehicles) and forward the sensory data to layer 1. The controller uses actuators for
the physical execution of new signal plans and adapted green times at the SuOC level. Figure 2.5
illustrates the schematic setup.
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Figure 2.5: Self-organised adaptation process of signalisation by extension of a parametrisable FTC with
OTC.
Layer 1: Online learning
Layer 1 is responsible for the online learning process. The observer aggregates and analyses
the current traffic situation and provides a situation description of the current traffic conditions.
This input is used as decision basis for the signal plan selection by the controller. In OTC, the
controller is realised as a rule-based learning classifier system. The controller performs two
tasks: 1) the success of previous decisions is estimated (in terms of averaged delays in front of
red lights), and the corresponding rules are updated; 2) the most promising rule matching the
current traffic condition is selected – resulting in a physical modification of the green times of
the TLC at layer 0. Layer 1 operates on existing rules only and is restricted to exclusively using
similar rules. In other words, the situation the rule has been designed for, must be highly similar
to the currently observed one. In case that no matching rule was found, the offline optimisation
process at layer 2 is activated. For safety reasons, only valid rules that guarantee a secure traffic
flow will be generated.
A modified variant of Wilson’s machine learning technique, the extended classifier system (XCS)
[Wil95] (see chapter 4) has been integrated into the controller. In previous work [Pro11],
the standard XCS was adapted to learn the best mapping of traffic situations to green phase
durations. This XCS variant tries to evolve rules that encode the best signalisation for traffic
conditions monitored at the local intersection. In conclusion, the current traffic condition at the
local intersection serves as input to the classifier system.
Table 2.1 illustrates an example of an XCS’ rule set. The condition part of each classifier defines
in which situation interval the rule is applicable. It is defined as a vector containing the moni-
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Table 2.1: Exemplary excerpt of a classifier set of XCS within OTC.
ID Condition: Situation (veh/h) Action: TLC P ε φ
1 [{44, 65}, {132, 150}, . . .] TLC1 48 .02 97




tored traffic flow for all turning movements of the intersection. The same situation description
also serves as input to configure the simulator at layer 2 when evolving a new rule for a cur-
rently unknown traffic situation. The TLC settings are stored as action part – meaning the green
durations for all phases of the intersection which are executed in case the rule is chosen. The
parameters P , ε, and φ resemble the prediction value, the prediction error, and the fitness of
each rule, representing its expected reward, its accuracy, and its quality. These parameters are
reinforced over time, based on the benefit of the according rule on the environment. The benefit
(or reward in terms of XCS) of each applied TLC is estimated based on the average delay times
occurring at the intersection. The reward is subject to a minimisation process. Equation 2.2
defines the reward function:
Reward(x) =
∑t∈T ft · dt∑t∈T ft (2.2)
where x is the particular intersection, and T is the set of the intersection’s turnings. The vari-
ables ft and dt denote the flow (in vehicles per hour), and the average delay (in seconds) for a
turning t ∈ T . The goal is to minimise the reward which is the same as reducing the average
delay for incoming roads with heavy traffic flow.
Further details on the learning mechanism and the reinforcement process can be found in
[PRT+08]. A more detailed introduction to XCS is given by [BW03].
Layer 2: Offline optimisation
In order to be able to react appropriately in case of unknown situations, layer 2 is responsible
for generating novel knowledge within a sandbox environment. Due to safety reasons, novel
rules are only created in simulations at layer 2 and checked for validity – this is also called
“sandbox-learning”. A simulator which is configured with the intersection’s topology and the
particular traffic condition is coupled with an optimisation heuristic and an evolutionary algo-
rithm to find the best possible setup of green phase durations with regard to the received traffic
situation. The simulation is executed by the traffic simulation tool Aimsun [BC02] and com-
bined with a genetic algorithm. The genetic algorithm creates several valid signal plans with
different green time durations. Its general scheme is as follows: The algorithm starts with a
set of randomly generated initial solutions. Some of the existing high quality solutions (parent
rule) are selected and new offspring rules are created by randomised mutation and crossover
operations. The parents and the offspring form the set of solutions for the next iteration. This
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process is repeated until a fixed number of iterations have passed or a solution has reached a
certain quality. Finally, the signal plan with the lowest estimated average delays is returned to
the controller at layer 1, where it is added to its knowledge base. The new rule can be applied
as soon as a matching situation occurs. This single-objective optimisation only considers one
criterion. In contrast, multi-objective approaches try to find the optimal solution considering
several – possibly contradicting – objectives. Reducing delay times usually leads to shorter cycle
times whereas the minimisation of stops increases the cycle length by extending the duration of
green phases.
Layer 3: Monitoring and goal management
Layer 3 provides an interface to the users and administrators of the system. Administrators and
traffic experts can define new system goals, and are able to monitor the current behaviour and
performance of each controller of the system. Additionally, layer 3 offers mechanisms for com-
munication and collaboration between neighbouring systems via defined interfaces. Thereby,
connected systems are able to exchange data or to negotiate configuration settings.
2.2.3 Real-world deployment
For the deployment of OTC in a real-world environment, a number of technologies are necessary
and certain preconditions have to be met. First, sensors have to monitor the current traffic con-
ditions. This can be realised with inductive loop detectors which resemble a cheap and well es-
tablished technique in traffic management applications [PX06]. Second, the OTC logic works as
an extension of the existing logic of the TLCs deployed at signalised intersections. It is assumed
that these TLCs are parametrisable and that more computational power is necessary for fast and
reliable computation. Third, the dynamic route guidance needs an interface, such as variable
message signs, to visualise the route recommendations to the road users. These message signs
can also be used by the incident detection component for indicating disturbed sections. Fourth,
communication technology for the exchange of data between adjacent intersection controllers
must be available. Besides these characteristics, OTC does not need further changes – especially
no sophisticated detection and analysis devices. At last, the controllers have to be formally
verified and certified by the responsible authorities. However, a formal verification of OTC lies
beyond the scope of this thesis.
2.3 Introducing resilience into Organic Traffic Control
OTC and current traffic-responsive control systems react to the recently observed conditions –
typically measured in terms of traffic flow. This approach has several drawbacks. For example,
measuring traffic flow is always a trade-off between stable and recent trends (statistics taking
intervals of varying length into account). More importantly, the observed flow values describe
the past conditions rather than those upcoming. Independent of the actual traffic control stra-
tegy, the prediction of traffic volumes is an active field of research. Current approaches rely on
means of statistical analysis to detect and extrapolate trends or they make use of averaged daily
load curves. Daily load curves assume standard behaviour for classes of weekdays (for example
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work days, week ends, holidays). In this work, resilient traffic management is introduced to
add robustness to OTC. This goal can be reached with features, such as improved signalisation
with forecasts, proactive rule generation, anticipatory route guidance, and automatic congestion
detection. These objectives will be covered in the remainder of this thesis.
2.3.1 Term definition: Resilience
The main purpose of adding adaptation and self-optimisation capabilities to technical systems is
to create robust and flexible solutions. In the context of OTC, all efforts to optimise the existing
infrastructure aim at the overall goal to make the road network more resilient against failures.
Several authors have suggested different definitions for the term resilience in technical systems.
Until now, there has been some disagreement about a common definition. In the following,
several definitions are presented and their similarities and differences are outlined.
A number of researchers have argued that resilience is not only to be seen as reactive ability
(for example reacting to environmental changes with corresponding actions) [LH05]. In a re-
cent study, Välikangas [V1̈0] stated that resilience incorporates both the proactive capacity to
take counter-measures before its final necessity, and the reactive capacity to recover from de-
grading states after disturbances. Legnick-Hall and Beck [LH05] identify the role of resilience as
a proactive strategy building on “forecasting and pre-emptive adjustment[s]”, and a reactive
strategy as the ability to “meet every environmental change with a corresponding [..] action”. In
this sense, Wieland and Wallenburg [WW13] name the first strategy robustness and the second
one agility. They define robustness as the ability to “withstanding risks", and agility as "rapid
response to events”. They conclude that both strategies have a positive effect on a system’s per-
formance. Pimm [Pim84] suggests to measure resilience as the time a process needs to return
to equilibrium after a perturbation. Sterbenz et al. [SeH+13] add survivability as another as-
pect of resilience. They define survivability as “the ability to tolerate the correlated failures that
result from attacks and large-scale disasters”. Hellmann et al. [HSG+15] apply the concept of
survivability to measure the type of resilience. In the context of traffic control systems, Immers
et al. [ISY04] define resilience as “the capability [..] to repeatedly recover, preferably within a
short time period, from a temporary overload.”
In conclusion, for this work the term resilient is defined as “proactive robustness”. This means
that the control mechanism encapsulating the organic capabilities (in terms of organic com-
puting) of the system does not only react to detected disturbances and dissatisfying system
performance but that it also uses techniques to predict future developments and detect upco-
ming problems. One technique that can be used, and which will play a crucial role in this thesis,
is forecasting of time series. In case an undesired environmental state is predicted (i.e. distur-
bances or shortages characterise the predicted situation), the self-organised control mechanism
will guide the system’s behaviour in such a way that these disturbances and shortages will be
prevented from occurring. Resilience is therefore not only defined through robustness and proac-
tiveness, but also incorporates flexibility, and reliability (see figure 2.6). In the following, each
of these key components is discussed in more detail.
1) Robustness: Although a system can foresee certain disturbances that will have a negative
affect, not all influences are predictable. According to [BCFM11], a system is robust if it “can
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Figure 2.6: Key components of resilience.
still fail, but is less likely to transition to a partially-comprised state”. Master [Mas06] defines
robustness as the “ability to resist failure”. In the context of Organic Computing, robustness is
defined as “the capability to maintain a required behaviour or functionality in spite of a certain
range of parameter variations” [MSSC+11]. This variations can be caused by internal changes
within the system or by external influences from the environment [BHT12]. Meaning, a system
is robust if the possibility of a system failure or of misbehaviours is low. The less a system is
disturbed by malfunctions or by external influences, and the lower its recovery time is, the higher
is its robustness (or fault tolerance). Still, a system is expected to recover from a disturbed state
towards a state where it is at least able to provide essential functionality. In this context, robust
means that the system is able to deal with a certain set of disturbances by keeping the system
performance within a predefined corridor or at least guaranteeing to guide it back within a
certain period of time.
2) Flexibility: In case of disturbances or new objectives, a system has to adapt to maintain its
ability to fulfil its assigned task(s). During or after a disturbance, the system has to move back
from a undesired condition to an acceptable or optimal state. This concept is similar to the defi-
nition of agility defined by [WW13]. But even in absence of negative impacts, the system might
need to adapt to new goals defined by the user or react to changes in its environment to obtain
its optimal performance. Hence, the sub-parts of a system can “modify the behaviour because of
certain changes of their parameter values or of objectives” [MSSC+11] during runtime within
predefined boundaries. However, the meaning of flexibility and the measurement is depended
on the particular application domain [BHT12].
3) Proactiveness: As stated before, several researchers see proactive capabilities as one neces-
sary characteristic for a resilient system. This includes two tasks: 1) making forecasts of possible
future internal system states and of external influences, and 2) making proactive adjustments as
to these predictions. Proactiveness comes with the cost of uncertainty and raises several ques-
tions for further research: How can forecast be derived in a precise fashion? How can forecasts
be utilised to improve the system performance? How can the negative effects of the uncertainty
deriving from the deviations between the predictions and the actual behaviour be mitigated?
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Which forecast horizons have to be covered? These important questions will be subject for
discussions in later chapters.
4) Reliability: In the context of road networks, Immers et al. [ISY04] define reliability as
the “user-oriented quality of the transportation system”. They argue that a robust system is
necessary to offer “a high degree of reliability to the user”. By this definition, a road network is
reliable “if expected and actually experienced travel times closely agree”. A greater number of
unexpected delays makes the system unreliable.
In terms of the previous definitions, the main goal of this work is to transform robust organic
computing (OC) systems, especially OTC, into resilient ones by generating forecasts of future
developments of the surrounding environment or of their internal behaviour. Until now, organic
systems only had the ability to react to past events. In this thesis, their control mechanisms are
improved by making use of forecasts. This is achieved by introducing a novel forecast module
for time series within the observer component. Thereby, negative impacts can be anticipated
and their influences can be reduced. Within this thesis, we refer to this property as proactive
robustness.
2.3.2 Resilience through forecasting and machine learning
Short-term forecasting of traffic flow is an important aspect for intelligent traffic systems
[ST16a]. A variety of forecast techniques has been developed to forecast traffic flow for future
time horizons [STH13b, STH15a]. Typically, forecast techniques take the last recorded traffic
flow into account to predict the estimated traffic conditions of the near future. There are also
some techniques that rely on aggregated historical information (for example daily load curves
[CKWS04]), or a combination of both. Furthermore, advanced forecast techniques consider
additional input parameters, such as traffic density, current weather conditions, or data from
adjacent roads (such as kalman filters [GLW97] or artificial neural networks (ANN) [DC97]).
Figure 2.7 exemplarily shows that ANNs are capable of accurately forecasting traffic flow – for
example that the deviations between the one-step forecasts and the actual values are low. An
Elman recurrent network with one hidden layer and ten hidden neurons is used to forecast the
traffic flow in five minutes using the last five minutes of recorded traffic flow as input [STH13b].
Other approaches focus on network-wide forecast models. They are neglected in this work, since
forecasts are only considered within the control strategies of a single intersection. The focus lies
on decentralised approaches for urban areas where traffic data can be obtained from sensors
and (traffic-responsive) traffic lights. In order to allow OTC to proactively adapt to changing
traffic demands, the system makes use of forecasts. Forecasts of future traffic conditions can be
especially useful for the proactive adaptation of signal plans (Chapter 6) and for vehicular route
guidance (Chapter 7).
Forecasts are just one way to make a technical system more resilient. The use of machine
learning can lower the reaction and adaptation times, while leading to better strategies and
consequently, a higher system performance. Furthermore, machine learning enables the traffic
control system to react autonomously without human interaction. We will learn more about this
approach in chapters 4 and 8.
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(a) Elman recurrent network with five inputs,
ten hidden neurons, and three outputs.
(b) Forecasts (blue dotted line) and actual traffic flow curve
(grey solid line).
Figure 2.7: Single-step forecasting with an artificial neural network for an exemplary Monday traffic
flow. The forecast represents the estimated traffic flow five minutes into the future.
The following paragraphs discuss new concepts to make the self-optimising traffic control system
OTC more resilient. Therefore, these are the grounding features of this newly developed resilient
traffic management system.
1) Improving signalisation behaviour with forecasts: Due to safety reasons and to allow the
current signalisation plan to show its performance, a review of the current control strategy takes
place at the begin of each second or third cycle. Taking a standard duration of such a phase plan
of about 90 seconds into account, OTC decides about an adaptation in intervals of four to five
minutes. Hence, an appropriate forecast would alter the adaptation strategy of OTC: Instead
of selecting the most promising signal plan for the current traffic conditions, selecting the one
for the estimated traffic demands in the near future can lead to a better anticipatory adaptation
strategy. Historical and current traffic flow of turning movements are used to estimate the
most probable traffic state at a certain future point in time. This knowledge can be taken
into account when proactively adapting the controller’s strategy. Here, the forecasted values
are integrated into the signalisation and coordination strategies [SH16]. The focus lies on an
isolated intersection controller incorporating forecasts based on its local sensory data. Chapter 6
presents this approach in more detail.
2) Proactive rule generation: Additionally, the generated forecasts can be used to proactively
extend the rule-base of the XCS at layer 1. Therefore, layer 2 could be triggered if the rule
base of the learning component situated at layer 1 does not contain an appropriate classifier
for the forecasted situation. In this context, “appropriate” means either no matching rule or
only matching rules with insufficient performances. However, this approach is not considered
within this thesis. The interested reader is referred to Stein et al. [SER+16] in terms of niche
exploration, knowledge discovery, and knowledge interpolation techniques in learning classifier
systems.
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3) Anticipatory route guidance: As described later in chapter 7, OTC’s dynamic route gui-
dance mechanism works on the principle of proposing route recommendations to drivers by
variable message signs before intersections. This can result in frequently changing routes which
might affect the acceptance of guidance by drivers. In addition, route guidance only takes into
account the current traffic state. Hence, neither the impact of providing route recommendations
to drivers, nor the traffic conditions being present at the next intersection (when the driver
finally arrives there) are considered. Therefore, short-term forecasts of traffic flow is used to
generate time-dependent route recommendations that define a more sophisticated time-varying
representation of the traffic conditions while traversing the network. By using the information,
the upcoming changes serve as a basis to investigate a resilient route guidance system. The
resilience of the route guidance system is characterised by avoiding oscillating behaviour (in
this context, oscillating behaviour means alternating route recommendations) and identifying
shortages in capacities before they occur.
4) Automatic congestion detection: Existing congestion detection algorithms analyse data
gathered by distributed road sensors and try to classify the traffic patterns into congested or
uncongested. These detection methods often rely on static decision trees or previously calibrated
models. In contrast, self-adaptive machine learning techniques do not rely on complicated, time-
consuming calibration at design time. They improve their performance and knowledge base at
runtime by sophisticated reinforcement of their internal model. This helps to reduce the negative
impacts of incidents and to shorten the duration or to even prevent the occurrence of congestion.
Consequently, the road network becomes more robust against disturbances. For more details,
see chapter 8 and chapter 9.
2.4 Resilience through forecasts: Module for time series forecasting
Forecasting of time series is one precondition for introducing resilience into technical systems.
In the remainder of this chapter, the architecture of the newly developed module for forecast-
ing of univariate time series is presented. As depicted in figure 2.4, this module extends the
standard observer/controller architecture. In certain time intervals, sensor values from real de-
tectors or from a simulation environment are passed to the OTC system. Figure 2.8 presents the
process. The OTC Manager acts as adapter between external inputs and the internal modules.
Afterwards, the received values are given to the observer at layer 1 and finally to the forecast
module where they are stored as time series and used for forecasting.
However, due to its general architecture, the module can also be used in a stand-alone mode.
The difference between these two modes is how the data is received. As part of the observer,
input values are received one by one in certain time intervals, whereas in stand-alone mode,
a whole time series can be consumed at once. For more information on this mode, see sec-
tion 2.4.3.
The module is based on the ideas of multi-model ensemble learning [Arm01]. It refers to the
combination of a set of forecast methods. Several forecast methods independently create fore-
casts based on their individual model which are then combined by a combination strategy. The
applicable strategies range from the simple average of the forecasts to sophisticated machine
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Figure 2.8: Standard work flow of the forecasting framework in OTC.
learning algorithms which learn the best combination at runtime (i.e. learning classifier systems
[STHA15]). Finally, the combined forecast is returned.
2.4.1 Architecture
Figure 2.9 depicts the architecture of the forecast module in more detail. The ForecastModule
serves as an adapter to the interior modules, hiding the complexity of the underlying framework
from the end user. Most significantly, other software modules can be easily extended by this
module, thereby acquiring the capability of time series forecasting. The ForecastModule knows
the available ForecastMethods and CombinationStrategies, and is responsible for the initialisation
of those selected by the user. The user only has to specify which of the provided forecast meth-
ods he wants to be activated and which combination strategy should be used to combine the
forecasts (Configuration in external property files). In case a forecast is demanded, the Fore-
castModule triggers the activated ForecastMethods. Each ForecastMethod creates a forecast based
on its individual model and configuration, and returns the result. This set of forecasts is then
passed on to the CombinationModule, where they are combined based on the selected Combi-
nationStrategy, and their individual weights. Finally, the combined forecast is returned by the
ForecastModule. Additionally, the ForecastMethodEvaluator stores the forecasts and the according
actual values. These forecast-actual value pairs can later be used for plotting and provide input
to the forecast error measures.
2.4.2 The time series forecasting process
In the following, each step of the time series forecasting process as introduced in this work is
explained. The sequence diagram in figure 2.10 illustrates the interaction process between the
individual modules of the forecast component when a new combined forecasts is demanded.
The diagram shows the lifeline of each entity as a vertical line and the arrows display the time-
ordered exchange of messages between different entities. The process works as follows. First,
an external entity triggers the creation of a forecast. This initial message is retrieved by the
ForecastAdapter. This module triggers the ForecastModule. For each method fm from the set of
chosen forecast methods, the method getForecast() is called. Each generated forecast is returned
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Figure 2.9: Schematic view showing the main components of the forecast component.
and added to the vector of all forecasts. Afterwards, depending on the selected combination stra-
tegy, the weights for the combination process are computed. The weights and the forecasts are
forwarded to the CombinationModule which computes the linear combination of the forecasts.
Finally, the combined forecast is returned.
2.4.3 Stand-alone mode
In stand-alone mode, the module receives a complete time series as input and creates forecasts
for each data point. The typical workflow of the stand-alone mode is shown in figure 2.11. In
the following, a short description of each step of the process is given.
Time series analysis and pre-processing: Initially, a time series is put into the module. The
framework offers tests for certain time series characteristics (i.e. trend, seasonality, skewness,
and stationarity) which can be executed automatically. Their respective results are stored for
later evaluation. Furthermore, the time series can be pre-processed. Several techniques are
available to normalise the time series to a certain value range. Most real-world time series, such
as in economics, are not stationary and exhibit trends or seasonal characteristics. In case the
time series is non-stationary, it can be converted into a stationary representation. Otherwise, the
resulting forecasts can have a bias due to the non-stationarity. Alternatively, an ARIMA(p,1,q) or
ARIMA(p,2,q) forecast model can be used to differentiate the time series and therefore remove
the non-stationarity.
Automatic selection of forecast methods: Based on the previous time series analysis and pre-
processing, certain specific forecast methods can be activated. In case the time series exhibits
seasonal patterns, a seasonal forecast method, such as SARIMA could be beneficial to choose.
Based on heuristics, the module could make this selection on its own. To keep it simple, this
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Figure 2.11: Standard work flow of the forecasting framework in stand-alone mode.
functionality was not included into the forecast module. The forecast methods are selected by
the user by modifying an external configuration file.
Self-adaptive forecast combination: The forecast module relies on R [R C15], a sophisticated
framework for statistical computing. R offers several packages for time series analysis, forecast
performance measures, and forecasting methods. The forecast methods are used as provided
by the forecast package for R [HK08] to generate forecasts for univariate time series. Rserve
[Urb03] couples the Java implementation with the R backend by establishing a local TCP/IP
server. The framework follows a modular design to allow easy integration of additional forecast
methods, forecast combination strategies, and forecast error measures besides R. The term self-
adaptive refers to the possibility to use dynamic forecast combination strategies that calculate
time-varying weights according to the individual performances of the selected forecast models.
27
Chapter 2 Resilient traffic management
Automatic evaluation: Finally, several evaluation measures can be calculated automatically
whereas their results are exported to log files. Beyond others, the measures include RMSE,
Theil’s U-statistic, MASE, and SMAPE. Additional measures can be added easily. Furthermore,
plots can be automatically created for further analysis. Again, R is used for the generation
of plots, for example histograms of the forecast error distribution and box plots of the error
measures.
2.5 Summary
In this chapter, the fundamentals of traffic control were depicted and the self-organising Organic
Traffic Control system was introduced. It is based on a multi-layered architecture following
concepts from the Organic Computing domain. Based on several definitions for resilience, the
concluding definition “proactive robustness” will be used throughout the remainder of the thesis.
Thus, proactiveness is key to a more resilient system [LH05]. In terms of organic systems, this
will be achieved by including a forecast module for univariate time series into the observer
component.
Steps to extend the reactive Organic Traffic Control system with anticipatory control strategies
were outlined and new features to improve the robustness of the road network were discussed.
These features outline the remainder of this thesis. Finally, the forecast module extending the
existing observer architecture was presented. This module will play an important role for two
contributions of this work: anticipatory signalisation and proactive route guidance.
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Forecasting of univariate time series
There is a large body of literature on forecasting of time series, a field of research that has been
investigated for decades (see [AA13]). The aim of time series analysis is to understand the
dependencies between the observed values of a series (e.g. time-ordered values from a sensor
monitored in certain intervals) and to fit an adequate model representing its inherent structure.
With the help of this model, predictions about future developments can be derived, i.e. to make
forecasts. Therefore, it is an essential part of the theoretical framework of this thesis.
A lot of researchers have proposed various time series forecasting models and methods to im-
prove their forecasting accuracy. There is a vast amount of literature on heuristics, statistical
models, parametric and non-parametric methods, and machine learning techniques to forecast
time series. Still, there is no method that outperforms all others in every scenario or domain
[Cle89]. The most popular class of time series models was presented by Box and Jenkins in
1976: the autoregressive integrated moving average (ARIMA) [BJ76]. Basically, ARIMA de-
picts a stochastic process modelling framework of parametric regression models building on the
assumption that a time series is linear and can be described through a statistical distribution.
This chapter gives an overview of approaches for the time series forecasting problem and dis-
cusses the benefit of novel meta-learning approaches based on machine learning techniques.
Many of the recently published papers and comparative studies [AAGES10] deal with the ap-
plication of machine learning techniques. Artificial neural networks [HOR96, ZEPYH98] and
support vector machines [Cao03] have shown to be powerful models for time series modelling
and forecasting, often outperforming classic statistical models. Their drawbacks are their need
for more computational power and their internal complexity since the representation of the
evolved models is not easily interpretable by humans.
The remainder of this chapter is organised as follows. First, section 3.1 introduces the term time
series and further important terms and definitions in section 3.2. Afterwards, an overview of
the related work in the field of time series forecasting is given in section 3.3. A new forecast
module for time series forecasting is introduced. Finally, a detailed look is spent on strategies for
the combination of several forecast methods in section 3.4 and on some forecast performance
measures in section 3.5.
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3.1 Terms and definitions
In general, a time series describes a time-ordered sequence of data points X1, ..., Xt, derived
from a system in discrete time intervals of successive measurements [AA13]. These data points
are random variables where X1 denotes the value at the first point in time, X2 the second, and
so on. If the time series only contains records of a single variable, it is called univariate. It is
multivariate if more than one variable is recorded. A time series can be discrete or continuous.
If an observation is raised at every instance of time, it is continuous, whereas a discrete time
series contains only values measured at discrete points in time. Stock prices, monthly sales, and
annually population are just a few examples of time series from real-world applications. Usually,
these time series are recorded in fixed time intervals, such as daily, monthly or yearly. In the
following, the focus lies on univariate, discrete time series.
Time series can also be defined by a function f(x) with an independent variable x derived from a
complex system. However, usually this function can not be described exactly. Therefore, future
trends are estimated by observing previous behaviour. This is accompanied by the establishment
of a mathematical model based on past sample data describing the time series. Forecasts derived
from this model are often used for decision making in real-world applications, such as the stock
market or traffic management [STH14, STH15b]. Thus, making accurate and reliable forecasts
based on a suitable model is of great importance for the performance of these systems.
3.2 Time series decomposition
Typically, time series can be divided into four components. A time series can have a trend, be
cyclical, can exhibit seasonal behaviour, or can have irregular components (see figure 3.1 for
examples) [KW08]. The presence of any of these components can usually be detected by simply
looking at time plots of the time series or by statistical evaluation. In the following, these four
components are briefly described.
Trend: A trend is a long-term increase or decrease of the level of a time series. Figure 3.1a
shows the increasing total electricity consumption (a positive trend) in the U.S. from 1920 to
1970 in kilowatt-hours (millions).
Seasonality: Seasonality is defined by seasonal factors with a fixed period of time, e.g. the
yearly recorded temperature. This is usually determined by repetitive ups and downs in the time
series graph. Figure 3.1b presents a time series of the monthly milk production in pounds per
cow from January 1962 to December 1975. Besides its seasonal behaviour in yearly intervals, it
is also exhibiting an increasing trend.
Cyclical component: A time series has a cyclic component if it exhibits fluctuations with no
fixed period. The time series in figure 3.1c illustrates a cyclic pattern for the number of Harmon
foods consumer packs from January 1965 to December 1969.
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Random components: At last, irregular or random components are difficult to model since
they are caused by unpredictable influences. It can be seen from Figure 3.1d that the annual
copper prices (1800-1997) exhibit such irregular behaviour.
Total electricity	consumption,	U.S. kilowatt-hours	(millions),	1920-1970
Units: Millions of kW-hours	
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Figure 3.1: The time plots show exemplary time series exhibiting different patterns and characteristics.1
Stationarity: Besides the previously mentioned components, a time series can be stationary or
non-stationary. A process or a time series is stationary when the random mechanism produc-
ing this process does not change over time [GR53]. Formally speaking, a process xt is strictly
stationary if the stochastic variables xt1 , xt2 , . . . , xtn have the same joint probability distribution
as xt1+k , xt2+k , . . . , xtn+k for all n, t1, t2, . . . , tn and every k. The strict definition of stationarity
states that the marginal distribution of a time series process does not change over time. As
this definition is generally to strict for everyday processes, a weaker assertion only demands
that the mean and the covariance stay stationary over time (weak stationarity) [KW08]. To
mathematically test a time series for stationarity, so-called unit root tests are used. The (Aug-
mented) Dickey-Fuller [DF79] and the Phillips-Perron [Per88] tests check a time series for non-
stationarity. They distinguish between trend stationarity and difference stationarity using the
existence of a unit root as the null hypothesis.
Mostly, real-world time series, such as in economics or transportation, are not stationary and
exhibit trends or seasonal characteristics. Non-stationary data can not be modelled accurately
and is therefore difficult to forecast as the mean, variance, and covariances may vary over time.
At least, the resulting forecasts may have a bias deriving from the non-stationarity. However,
non-stationary data can be converted into a stationary representation by trend elimination, by
removal of the seasonal factors, or by a k-th order differentiation with a lag-operator [KW08].
1 Time plots taken from datamarket.com
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As we have seen, time series can exhibit several different characteristics. For decades, re-
searchers try to find improved techniques to model and to forecast time series more accurately.
In the following, a brief overview over the field of time series forecasting techniques is given.
3.3 Methods for time series forecasting
As stated previously, time series forecasting will play an important role in this work for the
later contributions. Since the development of new forecast methods for time series is out of the
scope of this thesis, we will rely on established forecast techniques. The books by Kirchgäss-
ner [KW08] and by Adhikari [AA13] provide a good introduction to time series forecasting in
general. An extensive overview over the state of the art of forecast methods for traffic flow is
given by Bolshinsky and Freidman [BF12]. In the following, time series models are categorised
as qualitative and quantitative approaches, parametric and non-parametric regression, machine
learning algorithms, and ensemble forecasting techniques.
3.3.1 Qualitative vs. quantitative approaches
Qualitative forecast methods are typically used when historical data is sparse or not available. In
this case, opinions and judgements from experts are considered. Consequently, these forecasts
are subjective. One well known representative is the Delphi method where experts give their
judgements in an interactive, round-based fashion until a consensus is reached [Sek15, RW99].
In contrast, quantitative methods rely on historical data from which they construct a forecasting
model to do forecasts. Their advantage over qualitative methods is that they are objective. Their
disadvantage is that they need training data and a suitable model describing the underlying
process. In the following, some quantitative approaches are explained in more detail.
3.3.2 Parametric regression
Several approaches try to explain the correlation between adjacent points in time. The time
domain approach tries to model future points of a time series as a parametric function of the
current and previous values. Parametric regression is the search for the coefficients of a polyno-
mial function which minimises the sum of the quadratic errors for a given set of training data
[Alp08].
ARIMA models
Box and Jenkins [BJ76] developed a stochastic process modelling framework of parametric re-
gression models called ARIMA (Auto Regressive Integrated Moving Average). Shumway and
Stoffer [SS06] give an introduction to time series analysis, and how ARIMA processes can be
used for time series forecasting. An ARIMA model can be divided into three main components:
the autoregressive (AR), the integrative (I), and the moving average (MA) part. The model is
defined by the parameters p, d, and q, where
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• p is the number of autoregressive terms,
• d is the number of non-seasonal differences needed for the transformation into a stationary
stochastic process, and
• q is the number of lagged forecast errors.
The ARIMA model is then denoted as ARIMA(p, d, q), with p, d, and q being non-negative
integers. The autoregressive (AR) part is based on the assumption that the next value xt+1
of a time series can be expressed through its previous values xt, xt−1, . . . , xt−k and a Gaussian
distributed white noise et with mean zero and variance σ2 by the formula
xt = θ1xt−1 + θ2xt−2 + · · ·+ θkxt−k + et. (3.1)
ARIMA models can also be used for non-stationary time series, where an initial differentiation
step is applied (the integrative part I) [Chr05]. The integrative part tries to transform a non-
stationary time series into a stationary representation by differentiation with a backward shift
operator B where
BXt = Xt−1, ∀t > 1. (3.2)
The first difference operator ∆ is then expressed as
∆Xt = (1−B)Xt. (3.3)
This generalises to the i-th difference as
∆iXt = (1−B)iXt. (3.4)
In case the time series is stationary, no differencing is needed. One order differencing assumes
that the original series has a constant average trend. Two orders of differencing assume that the
original series has a time-varying trend. At last, the MA term models a moving average process,
considering the average of the last few observations to filter out noise.
Special cases of ARIMA models
Many other algorithms can be expressed by an ARIMA(p,d,q) model. ARIMA(0,1,0) with yt =
yt−1 + εt is known as random walk. It is often used for non-stationary time series, such as eco-
nomic and stock prices series [AA13]. The moving average is equal to an ARIMA(0,0,1) model.
Another common forecasting model is the simple exponential smoothing model (ARIMA(0,1,1))




s1 = X1, for the first value
st = αXt + (1− α)st−1, otherwise.
(3.5)
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The double exponential smoothing model [Hol04] extends the previous model, also considering
trend patterns. It equals to ARIMA(0,2,2). The variable b is introduced as an estimate for the
trend at time t. The smoothed value s and the trend factor b are initialised by
s1 = X1. (3.6)
b1 = X1 −X0.
Then, a single-step forecast is calculated as
st = αXt + (1− α)(st−1 + bt−1). (3.7)
bt = β(st − st−1) + (1− β)Bt−1.
whereas a multi-step forecast of m steps into the future is given by the formula
Xt+m = st +mbt. (3.8)
The ARIMA model can be extended by a seasonal component, whereas it is then called seasonal
ARIMA (SARIMA). SARIMA is able to deal with seasonal non-stationary and seasonal data as
well. An additional seasonal differentiation removes the seasonal non-stationarity from the time
series. The model is defined by ARIMA(p, d, q, )×(P,D,Q), where P is the number of seasonal
autoregressive terms, D is the number of seasonal differences, and Q is the number of seasonal
moving average terms.
For more examples, the interested reader is referred to [Tho80].
3.3.3 Non-parametric regression
In the context of forecasting, non-parametric regression estimation has several benefits over
parametric methods [VFC07]. The approach is more flexible and well adaptable to local fea-
tures, and multi-step forecasts are easily raised, but with more computational effort. For a
successful application, more data compared to parametric regression is needed. In contrast to
parametric approaches, where we search for the coefficients of a polynomial, the non-parametric
methods do not rely on that assumption, but have to compute a function rt = g(xt) + ε for a
given set of data X = {xt, rt} with rt ∈ R [Alp08]. Under the assumption that neighbouring
points of a time series exhibit equal behaviour for g(x), this calculation can be done by local
linear regression models [SLX+03]. Compared to methods of this class, ARIMA models showed
to be statistically superior [ZL03].
Typical representatives of non-parametric regression methods are k-nearest neighbour meth-
ods [AQC13], kernel methods (e.g. support vector machines and Gaussian process regression
[RPHR07]), and spline smoothing [HS04]. Härdle [Här90] gives an extensive introduction into
the fundamentals of non-parametric regression. He states that non-parametric approaches pro-
vide a versatile method to explore the relationship between two variables. They need no fixed
parametric model and deal well with missing values by interpolating between adjacent points.
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3.3.4 Machine learning algorithms
Another class of forecast techniques follows the concept of machine learning. Alpaydin [Alp08]
defines machine learning as the optimisation of the parameters defining a certain model. This
model is optimised according to sample data or past experience, measured after defined opti-
misation criteria. A model can be predictive to forecast certain behaviour, or descriptive to gain
knowledge about the data, or both. Typical use cases are classification tasks and regression
problems. The learning process can be supervised, which means that the model learns the re-
lationship between input and output, whereas the output values are known. In contrast, with
unsupervised learning, the output values are unknown and the goal is to find patterns in the in-
put data through density estimation or clustering techniques. Time series forecasting is typically
supervised as the model has to be trained beforehand.
Comprehensive comparison studies over machine learning techniques for time series fore-
casting in general are presented by [AAGES10, BBTLB13]. In terms of traffic flow forecast-
ing, many different methods are applied. Some researches make use of Bayesian networks
([SZZ05, CMS08]), kalman filters [OS84], or support vector machines [Mar02, Cao03]. Artifi-
cial neural networks (ANN) [Gur97] are widely used algorithms, also in the field of time series
forecasting. ANNs are parallel, distributed computational models that have the ability to learn,
to generalise, and to cluster data. They are also applied successfully to the forecasting of traffic
flow [STH13b, CDSC12, STH15a].
In conclusion, a large amount of research deals with the application of single methods. As we
have seen, there exists a large number of different approaches for forecasting of time series.
Since all of them have their advantages and disadvantages, its difficult to make a selection.
Usually, expert knowledge is needed to make an informed decision. Therefore, we have to
evaluate other solutions, such as ensemble forecasting.
3.4 Ensemble forecasting: Combining forecasts
Ensemble forecasting attempts to enhance the forecast accuracy by using multiple models in-
stead of only relying on a single model. In the following, an introduction to this field of research
is given.
In 1969, Bates and Granger [BG69] are the first to suggest a combination of independent forecast
methods. They use the past forecast errors and the error variances to determine a weighted
combination of two forecast methods. Their combined approach is the starting point for many
other researchers in this field. The combination of several individual forecast models is also
referred to as ensemble forecasting [Arm01]. A number of reviews focus on the combination of,
and selection among several forecast methods [TWX+09, Arm01, Cle89].
In a recent study, Adhikari and Agrawal [AA14] investigate the strengths and weaknesses of
several linear combination strategies in comparison to individual forecast techniques. Their
results indicate that the forecast accuracies of the single forecast methods vary notably, and
that all combination methods significantly reduce the forecast error. The findings of Hibon
and Evgeniou [HE05] state that the worst performance among individual forecast methods is
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significantly worse than the worst combination. Still, the best individual method and the best
combination perform on average on a similar performance level. In fact, there exists a theoretical
proof that a well selected and parametrised ensemble predictor has smaller squared forecast
errors compared to its base predictors. Larrick and Soll [LS03] demonstrate that combinations
can lead to worse performance in special cases. However, this is not statistical relevant. In
conclusion, we deem ensemble forecasting as the most promising approach.
While the combination of forecasts derived from an ensemble of several forecast methods has
been studied since 1969, the use of machine learning approaches to combine several forecasts
has first gained interest since the early 1990s. A recent survey summarises state-of-the-art en-
semble methods, such as bagging, boosting, random forests, decomposition methods, and many
more [RZS16]. In order to improve the reliability of forecasts, and to overcome the limitations
and drawbacks of individual techniques, different approaches have been discussed in literature.
These include among others,
• finding the best individual model from a set of forecast methods [HHKA13, PL04],
• combining the forecasts from a given set of methods [Cle89, WM83],
• and finding the optimal set of candidate methods that most improves the forecast accuracy
[Alp08].
Kucheva [Kun04] introduces several combination schemes and discusses how to chose the best
subset from a given set of forecast methods. Still, the performance of the combination is likely
to not improve further, when more and more methods are combined. In fact, the degree of
saturation in the accuracy is assumed at four to six methods [Arm01]. The combination of sev-
eral forecast methods is successfully used to improve the forecast accuracy in several real-world
domains [RZS16, STH14]. In the following, the second approach is pursued, trying to find the
optimal combination of several independent forecasts from a fixed set of forecast methods.
The remainder of this chapter is as follows: First, a formal representation of the forecast com-
bination problem is given. Based on these theoretical ideas, the standard combination process
is presented. We move on, summarising guidelines for the combination of forecasts. Then, sev-
eral state-of-the-art combination strategies are presented. Afterwards, the framework for time
series forecasting based on forecast ensembles is introduced which will be used later on to make
short-term forecasts of traffic flow. At last, some important forecast performance measures are
summarised.
3.4.1 Problem formulation
Figure 3.2 illustrates the standard process for the combination of several forecasts. First, sev-
eral forecasting methods P1 to Pn independently generate forecasts based on their individual
model, and historic and recently monitored data. Their forecasts F1 to Fn are then combined
by a combination strategy executed by the Forecast Combiner. The according weights can be
calculated by a simple approach, such as assigning equal weights to all models, or by a machine
learning technique that learns the optimal weights over time. Based on historic time series data
Xt−1 . . . Xt−m, and the history of previous forecasts of each forecast technique F t−1 . . . F t−k,
36
3.4 Ensemble forecasting: Combining forecasts
the Weight Learner derives the weights according to the chosen strategy. Finally, the combined











Figure 3.2: Weighted combination of forecasts F1 to Fn created by multiple forecasting techniques P1 to
Pn.
The combination of several forecast models with a machine learning technique is known as
stacked generalisation [Wol92]. Each individual forecast method is seen as a base learner which
tries to learn the underlying model representing a certain time series. Based on its internal
model, each learner gives its independent vote Fi (or forecast in terms of time series forecasting).
For a combined vote, the independent votes are then combined into one comprehensive result.
The concept of stacking is illustrated in figure 3.3. The output F1, F2, . . . , Fn of the base-learners
P1, P2, . . . , Pn is combined with a learning system f(). This combination is not restricted to be
linear. The meta-learner f() learns the correct output for a certain input combination at runtime.
This component estimates and corrects errors made by the base learners in certain situations.















Figure 3.3: Combining several forecasts with stacked generalisation (based on [Alp08]).
In general, the forecast combination problem can be expressed as finding a vector of the optimal
weights for an input of forecasts from different forecasting models to obtain the optimal combi-
nation of these forecasts. Concluding, the forecast combination problem can be formulated as
follows: Given a time series, what are the optimal weights in a certain time step, to obtain the
optimal combination of forecasts from several independent forecast methods?
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The easiest way to combine multiple base learners is by a linear combination, also known as
voting. This concept was first used for classification tasks where the winning class is the one
with the most votes. It can be easily transferred to regression problems and to the combination
of forecasts. The simple average calculates the average of the forecasts Fi for time step t + k
delivered by a learner i for i ∈ {1 . . . n} by
y(t+ k) = F1 + F2 + . . .+ Fn
n
. (3.9)
Thereby, y is the combined forecast value, and F1 to Fn are the forecasts provided by n different
forecast methods. Another simple and fast approach is to take the median of all forecasts. Its
disadvantage is that if one or more forecasts are biased, the median will equally tend to be too
high or too low. Alternatively, the output of each individual forecast technique F1, . . . , Fn is
considered with varying impact and weighted according to the expected accuracy. Let Wi(i =
1 . . . n) be the weight of forecaster i, and Fi its respective forecast. Then, the combined forecast
y(t+ k) for the time step t+ k can be calculated as a linear combination by





where Fi is the forecast value and Wi its assigned weight with Wi ≥ 0,∀i. Usually, the value
range of each weight is restricted to [0, 1], and the sum of all weights equals 1. Equal weights
for all learners consider all forecasts as equally important.
3.4.2 Guidelines for the ensemble forecasting process
Before an ensemble-based forecast can be created, several decisions have to be made. First, a
optimal set of forecast methods has to be chosen. This is especially difficult for users which are
new to the field of forecasting. Wang [WSMH09] recommends rules for the forecasting method
selection problem. Second, the optimal set of weights has to be found so that the combination
of the individual forecasts leads to better results then taking a single forecast method or any of
its subsets. In other words, the forecast error and its variance are to be minimised for a given
time series. The disadvantage of a combined learner is its lack of interpretability due to its
complexity.
The following simple rules by Alpaydin [Alp08] represent four essential rules on how to select
and train base learners to improve the forecasting performance:
• Select different algorithms, such as parametrisable and non-parametrisable methods.
Even if these base learners are trained on the same data sets, each model will have another
representation of the data which therefore leads to different results.
• Choose different hyper-parameters when using the same method more than once. A
hyper-parameter is a supplemental parameter which is, for instance, a parameter defining
the configuration of the underlying parametric model. Examples are the number of hidden
neurons of an ANN or the number of neighbours in nearest neighbour algorithms.
• Use sensor data from different sources as they represent the problem more precisely.
For instance, the use of a frontal and a side photo of a face can reduce the detection error
38
3.4 Ensemble forecasting: Combining forecasts
in face recognition software [KHDM98]. Each base learner utilises another data source,
whereas the combination of the individual decisions of these learners leads to a multi-
dimensional view.
• Train each base learner on different training sets (all representing the same problem
domain). Therefore, the problem of overfitting the model of an individual method is
mitigated. These training sets can either be drawn randomly which is known as bagging.
Or the base learners can be trained sequentially which is called boosting [AA13].
In accordance to the third point, the combination of several learners in a large learning model
trained on the whole training set can lead to overfitting. The combination of several learners
which are trained on different parts of the training set or on different training sets avoids this
problem. Accordingly, Ren et al. [RZS16] state that a good ensemble is designed based on the
principles of data diversity, parameter diversity, and structural diversity. In consequence, the
focus lies on the diversity of the generated models. However, these rules do not help to achieve
a valuable combination of several forecasts. Armstrong [Arm01] proposes seven practical guide-
lines when combining forecasts:
• Use data from different sources or different methods to adjust for bias.
• Use at least five different forecast methods to get the optimal improvement in terms of
forecast accuracy.
• Use formal procedures which are well documented and executed automatically instead
of judgemental weighting.
• Use equal weights if there is no strong evidence for unequal weighting.
• Use trimmed means to get rid of extreme forecasts when there are at least five forecasts.
• Assert higher weights to methods that have been proven to perform better.
• Use domain knowledge to adapt the weights.
These guidelines give a good intuition how to select a high quality subset of base learners from
a set of available learners. Furthermore, they indicate how to chose the weights for the linear
combination of forecasts. Still, they do not answer the question how the optimal weights can
be derived. The following section deals with strategies for the linear combination of a set of
forecasts, describing how these strategies find the according optimal set of weights.
3.4.3 Combination strategies
Over the past few decades, a number of authors have suggested a notable amount of approaches
to solve the forecast combination problem [Cle89, Arm01]. These concepts range from simple
statistical ensembles, such as the näive simple average or the trimmed mean, to more evolved
methods which rely on statistical observations or machine learning models. These strategies
are use a weighted linear or non-linear combination of several individual forecasts based on
constant weights. The problem with constant weights is that the optimal weights are not fixed
for a certain time series and a given set of learners, but change over time depending on the
most recent data points and characteristics of the time series. So, it can be advantageous to
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use time-varying weights, and to update the weights repeatedly after certain intervals of time.
So far, only few researchers have proposed time-varying methods for the forecast combination
problem [DGT94, ZY04, STHA15, AV16]. Other methods switch dynamically between several
combination strategies, based on the number of methods generating the forecasts [dMBT00].
In accordance with Adhikari [AA14], linear forecast combination strategies are classified as
follows:
Statistical methods
The naive simple average, the median, and the trimmed mean [JW08] (the highest and lowest
forecasts are removed) represent statistical methods which are easy to understand and fast
to compute. Although it offers suboptimal weights, the simple average (the average of the
forecasts) is often superior to more sophisticated methods. Still, their major drawback is their
sensitivity to extreme values. Therefore, if the forecasts are biased, the combined forecast is
likely to be biased as well.
Error-based methods
Error-based methods weight the forecast of each forecasting method based on its accuracy de-
rived from a training set. Therefore, a given time series is divided into a training and a validation
set. The performance is then evaluated on the training set with an error measure, such as the
mean absolute error or root mean square error. The respective weight is taken as inversely
proportional to this forecast error [Arm01]. These strategies and their respective benefits and
drawbacks are briefly summarised in [AA13].
One representative called optimal weights [Dic73] calculates the vector w of weights to minimise
the error variance of the combination of n forecasts as follows:






where In is the n× 1 matrix with all elements set to 1 and MV resembles the covariance matrix
of the forecast errors. This n×n matrix (with n being the number of forecast methods) contains
the covariances between the forecast errors of all forecast methods at a particular point in time
(e.g.
∑
i,j is the covariance between the absolute error of forecast i and forecast j). It is assumed
that there is no correlation between two different forecast errors. Other restrictions which can
be included are that just the individual forecast error variances are estimated (MV is restricted
to be diagonal) or that no individual weight can be outside the interval [0, 1].
Differential weighting methods
Differential weighting methods try to minimise the variance of the forecast error based on a
covariance matrix. This matrix is usually unknown in practice and has to be estimated through
in-sample training and validation sets. Five differential weighting schemes and their empirical
comparison are presented in [NG74, WM83].
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Least square regression
Least square regression methods try to minimise the sum of the squared error (SSE). This math-
ematical approach calculates the vector of weights on the past observation and forecast values.
However, the squared error of the forecasts is unknown in practice. It has to be estimated
through properly selected in-sample training and validation sets.
Outperformance
The outperformance method [Bun75] follows the idea of Bayesian probabilities. One forecast
model is considered to outperform another if it offers a smaller absolute forecast error. The
weights for the linear combination are determined based on the fractions k out of M executions,
one model outperformed the others. Assuming n forecast models, each weight is given by:
w = (ai + si,j)/(
n∑
i=1
ai + j) (3.12)
where si,j denotes the number of times method i outperformed all others, and j denotes the
number of executions. By setting the assessments ai (ai > 0), some methods can be preferred a
priori over others.
Machine learning algorithms
Although Adhikari did not mention machine learning algorithms, they form an important, rel-
atively new class of methods in the field of forecasts combination. Their benefit is that they
are able to consider additional input, such as properties of the time series or characteristics of
the underlying process. However, literature on these usually non-linear combination models is
rather sparse.
Many machine learning algorithms, such as artificial neural networks and support vector ma-
chines, are successfully applied to ensemble forecasting [RZS16]. Empirical studies [PL06,
STH14, STH15a] show that neural networks outperform well-known linear approaches, such
as the simple average, outperformance [dMBT00], or optimal weights [BG69].
Boosting and bagging algorithms [AA13] try to obtain smaller forecast errors by combining multi-
ple forecast methods, where each technique has to be at least slightly better than random guess-
ing. Initially, they were designed for ensemble learning in classification tasks, but were later-on
adapted to regression problems [AI00]. One famous representative is AdaBoost [Sch13] which
combines many weak predictors to achieve more accurate forecasts. The output of AdaBoost is
a weighted majority vote combining the forecasts of all methods. The weights are derived based
on the forecast accuracy of each method on a training set. Prudêncio and Ludermir [PL04] pro-
pose a meta-learning approach for the selection among two candidate models. They applied the
J.48 algorithm, respectively a variant of the C4.5 algorithm [Qui93] as meta-learner to decide
between the two models.
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3.5 Forecast performance measures
The performance of a forecast method is derived by the measurement of its forecast error (or
residual). Based on an error measure, the best performing forecast technique for a certain time
series can be derived. To evaluate the accuracy of the utilised forecast methods, several metrics
are available. A forecast method is considered accurate if the deviations between its forecasts
and the actual values are low. For a τ -step forecast into the future for a given time series x, the
absolute forecast error is calculated as
et(τ) = |xt+τ − x̂t(τ)|, τ = 1, 2, . . . (3.13)
with xt+τ being the actual value at the time step t+ τ , and x̂t(τ) being the forecast for this time
step. Naturally, the goal is to minimise et(τ). A variety of measures are employed to evaluate the
accuracy of forecasts. Popular forecast accuracy measures are the mean absolute error (MAE),
the mean absolute percentage error (MAPE), the root mean square error (RMSE), and the mean
absolute scaled error (MASE) [HK06, KW08].
Measures based on percentage errors, such as MAPE, have the advantage of being scale-
independent, and can be used to compare forecast methods across different data sets. Scaled
error measures remove the scale of the data by comparing the forecasts with the in-sample mean
average error of a benchmark forecast method. For instance, the U-statistic by Theil [The61]
compares the forecasts with the performance of a naive forecast method (it takes the last actual
value as forecast).
Another representative of a scaled error measure is MASE. It compares the absolute deviation
between the actual values Yt and the forecasts Ft with the absolute forecast error of the in-
sample naive forecast (e.g. the forecast Ft is equal to the last actual value Yt−1). A MASE value
below 1 depicts a good forecast accuracy. MASE is calculated as the sample mean of the scaled
error qt over a certain period:
MASE = mean(|qt|). (3.14)






i=2 |Yi − Yi−1|
(3.15)
RMSE and MAE are representatives of scale-dependent measures. They represent not nor-
malised measures, as their results depend on the value range of the data. Therefore, they
can not be used when comparing across different data sets with different scales.
3.6 Summary
This chapter summarised the most important concepts of time series forecasting. Furthermore,
it provided a literature review in the areas of forecasting of time series and forecast combination.
As we have seen, there exists a large number of methods for forecasting of time series. However,
the selection and parameter tuning of a method for a specific task is difficult and requires expert
knowledge. Furthermore, all methods have their advantages and disadvantages and there is no
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method which performs better than all others for any type of time series [Lem10]. Therefore, a
special focus was given to ensemble forecasting, a promising approach that deals with the com-
bination of several forecasting techniques. Thereby, the strengths of multiple forecast methods
can be combined. Consequently, we will pursue this approach in the remainder of this work.
In chapter 5, this concept is applied to forecasting of univariate time series by using a machine
learning technique as combination strategy. The introduced guidelines will help selecting good
ensembles. We will see that choosing only one or two individual methods is more risky than




Learning classifier systems (LCS) resemble genetic, rule-based machine learning techniques that
combine ideas from evolutionary computing, reinforcement learning, supervised or unsuper-
vised learning, and heuristics [BK05]. The rule-base or population consists of a set of situation-
action mappings (called classifiers), whereas the action can be executed in case the situation
matches the current input. An evolutionary algorithm evolves these classifiers, in order to ex-
plore the problem space for the best solution for a given task or function. The existing rules are
rated for their influence on the system. Classifiers that have a positive effect on the environ-
ment tend to be reproduced whereas inaccurate classifiers are eventually deleted. Therefore,
the rules that have shown to achieve good results have a higher possibility to be chosen again
in later executions. Consequently, the system seeks to maximise the received rewards.
In 1995, Wilson and Butz [Wil95] proposed the extended classifier system (XCS) [BW03]. It
combines the principles of learning classifier systems (LCS) with ideas from temporal difference
learning. XCS tries to evolve accurate and maximally general rules that cover the state-action
space of the underlying problem. The quality of each classifier is based on the accuracy of its
prediction. It is therefore also called accuracy-based LCS. XCS gained a majority of attention in
the broader research field of Michigan-style LCS (designed for online learning). The character-
istic of Michigan-style LCS is that they evolve a single population where the classifiers compete
against each other. The benefit of online learning algorithms lies in their ability to continuously
adapt their model to changing environments and processes. This is especially important for
systems in which the recommended actions are directly executed without human control.
For a more detailed view on XCS and all relevant algorithmic parts and parameters, the reader
is referred to [Wil95, Wil03, BW03]. Furthermore, several researchers proposed modifications
and additional features [LLWG07, BLW08, SER+16].
The following chapter gives an introduction to two XCS derivatives, XCSR and XCSF, as they are
used later-on in the remainder of this thesis. Chapter 5 applies XCSF to ensemble forecasting of
time series and chapter 8 presents how XCSR can be applied to congestion detection.
4.1 Extended classifier system for real-valued inputs
In the following, the XCS for real-valued inputs, XCSR [Wil00], is introduced. XCSR is an online
learning classifier system that learns non-linear, real-vectored classification tasks. Its advantage
over the traditional XCS is its ability to take real-valued input that is usually found in real-world
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environments. XCS has been successfully applied in a variety of real-world applications [Bul04],
such as data mining, robotics, and traffic control [PBS+09, BST+04]. Besides its knowledge
base, XCSR consists of three main components: the performance component, the discovery
component, and the reinforcement component.
Input 𝜎𝜎 𝑡𝑡 = (𝑥𝑥1, … , 𝑥𝑥𝑛𝑛) Environment Action 𝑎𝑎
cl1: (C, a, 𝑝𝑝, ε, 𝜙𝜙)
cl2: (C, a, 𝑝𝑝, ε, 𝜙𝜙)
⋮







































Figure 4.1: Schematic illustration of the standard XCSR. GA=Genetic Algorithm, COV=Covering,
RL=Reinforcement learning
4.1.1 Knowledge representation
XCSR stores its knowledge in form of a set of classifiers. Each classifier comprises a couple of
attributes:
1. The condition C determines a certain subspace of the problem space by encoding a ge-
ometric structure (such as rectangles or ellipsoids) (Figure 4.2). It therefore denotes the
part of the problem domain where the classifier is applicable.
2. The action a defines a reaction executed on the environment in case C matches the input.
3. The experience exp denotes how often the classifier was part of an action set.
4. The numerosity num shows the number of macro-classifiers represented by this classifier.
5. The prediction p estimates the average future payoff of the executed action.
6. The prediction error ε estimates the mean absolute deviation between the prediction and
the actual outcome.
7. The fitness value φ can be roughly interpreted as an inverse of ε. It provides a measure
for the relative accuracy of the classifier.
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Figure 4.2: Schematic illustration of a two-dimensional feature space with two classes A and B. The
conditions of XCSR’s classifiers are illustrated by ellipsoids.
4.1.2 Performance component
The performance component determines which action is to be executed in the environment
in response to the given input. Figure 4.1 depicts the standard XCSR and its action-selection
process. Initially, XCSR is provided with an external input from its environment. Typically, the
input contains a vector of sensory values which is called feature vector σ(t) = (σ1, . . . , σn). The
population [P ] is scanned for classifiers matching the input σ(t) contributing to the match set
[M ]. Typically, the classifiers in the match set represent different actions. Therefore, an action-
selection process has to be executed. For each action a represented in [M ], a fitness-weighted
average, the system prediction Pa, is computed as
Pa =
∑
cl∈[M ] clj .φ ∗ pj∑
cl∈[M ] clj .φ)
. (4.1)
Note that the term ‘system prediction’ originates from the XCS terminology and that we differ-
entiate this from the term ‘forecast’ that is used to denote a calculated time series value at time
t + k, k > 0. The Pa values are then added to the prediction array [PA]. Some actions may not
get any value since they are not represented in the match set. Afterwards, an action is chosen
from [PA] based on the selected action-selection regime. The selection can either be random
(Exploration), probabilistic, or deterministic (Exploitation). Exploitation means that the action
is chosen in a way that the classifier’s payoff is maximised. Finally, the action set [A] consist of
the subset of classifiers of [M ] having the chosen action a which is finally executed. Based on
the influence of the executed action on the environment, the classifiers from the action set are
updated. The update process is executed by the reinforcement component.
4.1.3 Reinforcement component
After the execution of a, the prediction p, the prediction error ε, and the fitness φ of each
classifier in [A] is updated. Based on their influence on the environment, these classifiers receive
a positive or negative reward (Reinforcement learning). The reward r is eventually used to refine
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the attributes by means of gradient-descent based techniques. Conventionally, the Widrow-Hoff
delta rule [WH88] is incorporated to accomplish this step. The prediction error ε of each classifier
cl from the last action set is updated in dependence of the deviation between the prediction cl.p
and the actual reward r by
cl.ε = cl.ε+ β(|r − cl.p| − cl.ε) (4.2)
and the prediction p is updated by
cl.p = cl.p+ β(r − cl.p). (4.3)
The learning rate β defines the speed of the adaptation process. Higher learning rates lead to
faster adaptation but result in higher variance.
The fitness of the classifier clj is updated in dependence of the relative accuracy of clj compared
to the accuracy of all other classifiers in the action set. A classifier is assumed maximally accu-
rate, if its prediction error ε is below a threshold ε0. Thus, it is assigned a value of κ = 1. Less
accurate classifiers receive an accuracy of κ < 1 determined by a parametrisable power function.




1, clj .ε < ε0κj∑
i∈[A] κi
, otherwise. (4.4)
and its fitness is updated by
clj .φ = clj .φ+ β(κ
′
j − clj .φ). (4.5)
The update process of other parameters is not further described here, but can be looked-up in
[BW03].
4.1.4 Discovery component
As figure 4.1 depicts, there is a further part – the discovery component. It is responsible for the
creation and deletion of classifiers.
Covering mechanism: Whenever [P ] contains no classifier clj whose condition C encompasses
the current situation σ(t) or it only consists of classifiers with insufficient quality, a so-called
covering mechanism (COV) is activated. This assures that at least one classifier clcov is generated
and guarantees immediate response to any input vector σ(t) at any time ti. A genetic algorithm
(GA) creates classifiers with their condition matching σ(t) and a randomly chosen action. The
prediction p, the prediction error ε, and the initial fitness φ are initialised according to pre-
defined values. The new classifier is also added to the population.
Genetic algorithm: Besides the covering mechanism, a steady-state niche genetic algorithm
(GA) comes into operation, to refine the geometric shapes during the learning process. In cer-
tain intervals, defined by parameter θGA, XCSR executes the GA to discover new rules and to
explore the problem space. The GA is executed only on classifiers from the match set (Niche
GA). It thereby selects two parental classifiers and creates two offspring classifiers by mutation
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and crossover operations of the parents. A classifier is mutated by adding or subtracting a ran-
dom offset to or from its condition representation. The new condition is initialised with random
values for c and s and the prediction error and fitness are reset. Finally, the classifier is inserted
into the population.
Subsumption deletion: An offspring classifier cloff can be subsumed by another classifier in
[M ] that additionally encompasses the condition of the offspring classifier entirely. The more
general classifier has to have sufficient experience, and a prediction error ε smaller than the
target error ε0. In that case, cloff is not added to the rule base since it does not encode new
knowledge, but the numerosity of the subsuming classifier is increased by one.
4.2 Extended classifier system for function approximation
The extended classifier system was initially utilised for the task of function approximation in
2002 [Wil03]. In his article, Wilson presents an XCS for function approximation (XCSF) that
aims at approximating non-linear, multi-dimensional functions y = f(σ(t)) where σ(t) ∈ <n is
the input and y is the function value prediction. XCSF combines gradient-based local learning
[AMS97] and a steady-state niche genetic algorithm (GA) [BLW08]. More precisely, XCSF at-
tempts to partition the problem space into several subspaces and learns linear approximations
of the targeted function f within the corresponding niches.
Input 𝜎𝜎 𝑡𝑡 = (𝜎𝜎1, … ,𝜎𝜎𝑛𝑛) 𝑓𝑓:𝑋𝑋 → ℝ,𝑋𝑋 ⊆ ℝ𝑛𝑛,𝜎𝜎 𝑡𝑡 ↦ 𝑦𝑦
cl1: (C, ad, 𝑤𝑤, ε, 𝜙𝜙)
cl2: (C, ad, 𝑤𝑤, ε, 𝜙𝜙)
⋮














𝑃𝑃 𝜎𝜎 𝑡𝑡 =
∑𝑐𝑐𝑐𝑐𝑗𝑗∈[𝑀𝑀]ℎ𝑗𝑗 𝜎𝜎 𝑡𝑡 ∗ 𝑐𝑐𝑐𝑐𝑗𝑗 .𝜙𝜙
∑𝑐𝑐𝑐𝑐𝑗𝑗∈[𝑀𝑀] 𝑐𝑐𝑐𝑐𝑗𝑗 .𝜙𝜙
𝑃𝑃 𝜎𝜎 𝑡𝑡 Reward 𝑦𝑦
Population [P]
Match set [M] Prediction array [PA]
Figure 4.3: Schematic illustration of the standard XCSF. GA=Genetic Algorithm, COV=Covering,
RL=Reinforcement learning
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4.2 Extended classifier system for function approximation
As can be seen in figure 4.4, XCSF approximates the underlying problem space in a piece-
wise linear fashion. The rectangles exemplarily represent the conditions of different classifiers
encoding different subspaces. However, other shapes, such as hyper-ellipsoids [But06], have
been proposed. Classifiers can encode overlapping subspaces and there might also be parts of
the function which are not (yet) covered by any classifier (knowledge gaps).
Classifier
Figure 4.4: Schematic illustration of the piece-wise approximation of a two-dimensional function by
XCSF. Rectangles represent the classifiers’ conditions.
4.2.1 Knowledge representation
A single classifier of XCSF comprises the following attributes:
1. The condition C that determines a certain subspace of the problem space by encoding a
geometric structure (for example rectangles or ellipsoids [But06]),
2. an action a that defines a reaction to be executed on the environment in case C matches
the input (in the case of XCSF, only a single dummy action ad is used),
3. a weight vector ~w = (w0, w1, . . . , wn) that represents the coefficients for the linear ap-
proximation with w0 being an offset weight,
4. an error estimate ε that reflects the mean absolute prediction error of the linear approxi-
mation,
5. a fitness value φ that can be roughly interpreted as an inverse of ε, which represents the
relative predictive accuracy of the linear approximation.
In contrast to other XCS variants, XCSF does not store the prediction as a scalar, but rather
calculates the prediction in dependence of the input vector σ(t). Furthermore, XCSF does not
output an action, but rather a predicted function value. Therefore, the concept of an action set
is dropped. Besides these changes, XCSF works more or less similar to XCSR. The focus of the
following sections lies on the differences compared to XCSR.
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4.2.2 Performance component
As illustrated in figure 4.3, a single iteration through XCSF’s main loop works as follows. At each
time step t, XCSF retrieves an n-dimensional situation/feature vector σ(t) from its environment.
Next, the population [P ] is scanned for classifiers which match the given feature vector. These
classifiers in turn constitute the match set [M ] which are used to determine the function value
prediction.
XCSF combines overlapping subspaces represented by classifiers clj ∈ [M ] (i.e. environmental
niche) according to their fitness value clj .φ. This combination, more precisely the system predic-
tion P (σ(t)), is used as output value, estimating the function value at point σ(t). It is determined




cl∈[M ] clj .φ ∗ hj(σ(t))∑
cl∈[M ] clj .φ
(4.6)
where the linear approximation of a classifier clj is calculated as
hj(σ(t)) = w0 +
n∑
i=1
wi · σi. (4.7)
Therefore, more accurate classifiers contribute stronger to the final prediction.
4.2.3 Reinforcement component
The refinement of the matching classifiers is the task of XCSF’s reinforcement component. The
reward r is eventually used to refine the attributes ε and φ of each classifier clj ∈ [M ] by means of
gradient-descent based techniques. The process is equivalent to XCSR. For the adaptation of the
coefficients ~w of the linear approximation, the recursive least squares (RLS) algorithm [BLW08]
is used. Given the input vector σ(t) and the target function value y, the weight vector ~w is
updated by
~w = ~w + ~k[y − (σ(t)− ~m)~w]. (4.8)
Parameter ~m denotes the centre of the ellipsoid or rectangle and ~k is the gain vector. For further
details on the update process, the reader is referred to Butz et al. [BLW08].
4.2.4 Discovery component
During covering, the attributes of the newly created classifier clcov are initialised. The condition
C (representing an hyper-ellipsoid) is set according to the current input σ(t). The condition’s
centre is set equal to σ(t) whereas the stretch and angle are randomly initialised. The offset
weight of the weight vector ~w is set to the target function value whereas the other weights are
initialised as 0. Other classifier attributes, such as the fitness and the prediction error, are ini-





In this chapter, the most important concepts and representatives of extended classifier systems
were presented. These rule-based machine learning techniques use genetic algorithms to evolve
new rules at runtime. Over the years, the general structure was extended and adapted by
several researchers for specialised tasks. The XCSR is an adaptation of XCS to deal with real-
valued inputs, and the XCSF is a specialised version for function approximation. The benefit
of XCS is its ability to gain new knowledge and to memorise previous actions and outcomes at
runtime. This allows XCS to evolve and improve its rules at runtime.
In later chapters, we will see how these concepts can be applied to diverse tasks, such as com-







Learning and self-adaptive forecasting of time
series
The main purpose of adding adaptation and self-optimisation capabilities to technical systems
in general, is to allow for resilient and flexible solutions. Current research activities focus
on turning autonomic computing [KC03] and organic computing [MS04] systems from robust
into resilient systems. Thus, the control mechanisms encapsulating the self-adaptive and self-
organising capabilities do not only react to detected disturbances and dissatisfying system per-
formance, but are trying to foresee upcoming problems. For the pure control tasks, this means
to make forecasts that serve as additional input for the self-adaptation mechanism defined by
the architecture. In particular, the system proactively changes the control strategies to predicted
future states, also trying to become aware of the impact of the decisions taken. Time series
forecasting has been used to support the decision-making process, and to mitigate uncertainty
of future trends in real-world domains [KK12, MJG90, VSSB13, STH16b]. Furthermore, combi-
nations of multiple forecasts from several independent forecast methods provide more accurate
forecasts then when relying only on one single forecast technique [AA14]. Consequently, the
combination of different forecast techniques reduces the model selection risk.
Typically, the forecasts of the different models do not contribute equally to the combined fore-
cast, but are weighted according to their expected accuracy. The performance of the com-
bined forecast depends highly on the chosen weights. One possible approach to configure these
weights appropriately is to find the best configuration offline, i.e. at design-time. Unfortunately,
this approach is very time-consuming and determines settings that are only optimal in the sense
of working best on average for all considered situations. Since there is no best forecast tech-
nique, there is also no best set of weights for all situations. The optimal weights are different for
each time series, thereby a static assignment of weights will always be suboptimal. Therefore,
the assigned weights have to be adjusted dynamically at runtime, depending on the currently
observed time series pattern and the history of the current situation. Since a variety of differ-
ent techniques exists to realise the forecasting tasks, the question arises which of them is the
best possible choice in general or in each particular situation. Hence, the possibility to let the
system automatically learn a situation-to-forecast-technique mapping, in order to decrease the
deviation between forecast and actual value over time, is investigated.
The problem of forecasting with univariate time series and especially multi-model ensemble
forecasting [Arm01] is treated as a machine learning problem. Self-adaptive machine learning
techniques have the ability to learn and improve their knowledge at runtime. Machine learning
techniques are used as a meta-learning approach for the weighted combination of a given set of
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forecast methods. A highly self-adaptive, rule-based machine learning technique, the extended
classifier system for function approximation (XCSF), is adapted to multi-model ensemble forecast-
ing. XCSF learns the best combination during runtime in a self-adaptive fashion. Furthermore, it
evolves its knowledge by the principle of reinforcement learning. Therefore, no system expert is
needed to determine the best combination of the applied forecasting techniques at design time.
Thorough time series analysis by humans is often not feasible in practical applications. XCSF
relieves an engineer from complex design-time-situated tasks related to forecast selection and
forecast combination.
The remainder of this chapter is structured as follows: First, the formal concept of forecast
combination is mapped to machine learning problems. Based on this theoretical concept, it is
presented how an an automatic approach, in particular the learning classifier systems XCSF,
can be used to tackle this task. On the basis of differently characterised univariate time series,
forecast combination by means of XCSF is compared to alternative combination approaches.
5.1 Problem formulation
Nobody wants a prediction that the
future will be more or less like the
present, even if that is, statistically
speaking, an excellent prediction.
Nathan Myhrvold
The combination of forecasts from different methods is an effective way to improve the forecast
accuracy. In general, the forecast combination problem can be expressed as finding a vector of
the optimal weights for an input of forecasts from different forecasting models, to obtain the
optimal combination of these forecasts. In contrast to static approaches, such as the widely
used simple average, machine learning algorithms are able to adapt the weights of the linear
combination in accordance to past forecast errors. The combination problem is considered a
learning problem, where a machine learning technique tries to infer the possibly non-linear
dependence between the input (set of individual forecasts) and the output (combined forecast).
The goal of the combination method (the so-called meta-learner) is to automatically learn a
function g:
g(sit)→ (w1, . . . , wn). (5.1)
The term sit defines the observed situation and w1 to wn (with n > 1 and w1 + . . . + wn = 1)
resemble the weights for the individual forecast techniques (the so-called base learners). Within
each evaluation cycle of the system, the weights of the forecast ensemble are altered according
to the estimated reward of g. The reward is defined by the accuracy of the combined forecast
in dependence of the actual time series value. Usually, the accuracy is defined by the absolute
forecast error, but any other forecast error measure can be used as well. In general, g is a
function that maps situations to the configuration of the weights. This implies two basic tasks:
1. A description of the situation is needed that serves as parameter for g, and
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2. a combination technique is needed that is able to improve this mapping over time with
increasing experience.
As the aim is to combine several forecasts, the intuitive solution is to build the input vector sit
consisting of these forecasts. Additional data, such as the last n time series values or more com-
plex measures describing the characteristics of the time series, can be added (i.e. seasonality,
serial correlation, self-similarity etc. [WSH06]). However, a larger input vector leads to a larger
search space which might only complicate the underlying problem without contributing addi-
tional information. Furthermore, more input parameters lead to a higher-dimensional function
to be approximated. In general, the concrete realisation of the situation description depends on
the respective system. For the purpose of this work, an approach that is as close to the standard
methods as possible is used. Therefore, the first approach is utilised and the term sit is defined
as the vector of the individual forecasts.
For the second task, a number of techniques have been proposed that consider historic measure-
ments to find the optimal vector of weights for a given set of forecast methods (see section 3.4).
However, static combination strategies are not able to encode the time-varying aspects of the
problem. In contrast, adaptive models determine the optimal weights at runtime, mostly by con-
sidering the recent forecasts accuracies of the forecast methods in the ensemble. The weights are
updated iteratively in accordance to the individual performances of the base predictors. Suitable
representatives for this problem derive from the machine learning domain. From the machine
learning point of view, each individual forecast method can be seen as a base learner trying to
deduce the underlying model of a given time series. Based on his internal model, each learner
gives his independent vote Fi (or forecast in terms of time series forecasting). The output of
each individual forecast technique is considered with varying impact, weighted and combined by
a meta-learner, according to its expected accuracy. The problem of finding the optimal weights
can be formulated as a minimisation problem:
argmin
~w
(|X(t)− F̂ (t)|) (5.2)
with X(t) being the actual value at time step t, and F̂ (t) being the combination of forecasts
for time step t, weighted by ~w := (w1, . . . , wn). The optimisation criterion is the minimisation
of the forecast error. This can be achieved by exploring the search space of all possible weight
combinations. The key problem is that these weights are not static among a certain set of
forecast methods, but are dependent on the current situation within the time series, and the
time series itself.
In the following, a new approach is introduced, that applies a representative of the class of
learning classifier systems (LCS) as meta-learner to find the optimal combination of forecasts. An
LCS evolves rules which encode situation-to-action mappings. A situation in equation 5.1 repre-
sents the condition part in the learning function, while the particular weights for combining the
forecasts of the available techniques define the action part. The following gives a brief introduc-
tion to XCSF [BLW08]. We move on, applying this evolutionary, rule-based machine learning
technique to evolve rules at runtime that encode the optimal weights for the combination of
forecasts from several forecast techniques.
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5.2 Multi-model ensemble weighting with XCSF
In the following, the idea of utilising XCSF as a forecast combination method is presented. In
analogy to the concept of stacking (see section 3.4.1), we apply XCSF as a meta-learner. First,
some formalisms and interpretations have to be introduced.
Representation of the input
As stated in section 3.1, a time series can be formalised as ts = X1, . . . , Xn, where n determines
the length of ts. The time series can be interpreted as a function, where the sampling of the
domain is determined by the time a certain value appears. Thus, instead of a uniform sampling,
the time series is, conceptually spoken, ordered by time. In each learning step, XCSF is presented
the values F̂t of multiple forecast methods for the future time step t+m. Forecasting strives to
look ahead the current value of ts, and to predict the value Xt+m, m steps in the future. Without
loss of generality, the following experiments focus on forecasting exactly one step in the future.
Thus, F̂t is defined as a combined forecast for the future value Xt+1. With XCSF as ensemble
time series forecast combiner, Fi for i = 1, . . . , k is further defined as the calculated value of
the i-th forecast method. Accordingly, the situation vector σ(t) that is retrieved by XCSF is now
defined by σ(t) = (F1, . . . , Fn), i.e. XCSF is presented the individual forecast values of each
method in the ensemble. Accordingly, XCSF has to approximate the underlying n-dimensional
function.
Representation of the classifiers
To encode the condition part of a classifier, rotating hyper-ellipsoids are used as introduced by
Butz et al. in [But06]). Ellipsoids are able to cover the state space better than rectangles, with
less classifiers needed. The location and shape of the ellipsoid is defined by a centre point,
its stretch defined by its radii, and a rotation angle (Figure 5.1). A classifier condition is now
defined by a vector ~m denoting the centre of the hyper-ellipsoid (in case of more than two
dimensions) and a transformation matrix σ. The condition is defined as C = (F1, . . . , Fn) where
F1, . . . , Fn are the forecasts of the individual base learners. The condition matches a point if it




Figure 5.1: Illustration of a 2D ellipsoid with its centre point c and its radii r1 and r2. The point X lies
outside the ellipsoid since the distance d is greater than one.
Linear approximation
For the combination of n forecast methods with their forecasts F1 to Fn and their according
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coefficients ~w = {w0, w1, ...wn}, the fitness-weighted linear approximation (here: the combined
forecast value) is calculated as:
P (σ(t)) =
∑
clj∈[M ] hj(σ(t)) ∗ clj.φ∑
clj∈[M ] clj.φ
(5.3)
whereas the linear prediction h(σ(t)) is calculated by
h(σ(t)) = w0 + w1 ∗ F1 + . . .+ wn ∗ Fn. (5.4)
This leads to an approximated linear function h(σ(t)) for the region covered by the classifiers
in [M ] that intersects the ordinate approximately at the actual value’s height in the problem
function. Naturally, the proximity to the actual value Xt+1 also depends on the quality of the
selected ensemble of forecast methods.
Covering mechanism
In the case of covering, ~w is usually randomly initialised with weights from [−1.0, 1.0]. To
provide XCSF with a sufficient initial prediction, the offset weight w0 of the initialised weight






which resembles the mean of the multiple forecasts delivered in the situation vector σ(t).
Reward and reinforcement
After forecasting the value for time step t + 1 (F̂t), the reward rimm that is retrieved by XCSF
is set to the actual time series value Xt+1. Accordingly, the absolute error is calculated by
absError = |F̂t−Xt+1| and further incorporated to update the classifier attributes of all cli ∈ [M ]
using recursive least square. Remember that XCSF’s overall objective is to maximise the retrieved
reward. In this context, this objective is equivalent to reducing the absolute forecast error which
eventually results in more accurate forecasts.
5.3 Evaluation of individual methods and ensemble combination
strategies
The capabilities of XCSF for multi-model ensemble forecasting of univariate time series are
demonstrated with several time series from different real-world domains exhibiting different
characteristics. In particular, the following experiments address these questions:
• Which combination strategy reduces the forecast error the most?
• How does the number of combined forecasts influence the performance?
• Is XCSF able to learn the underlying task by creating general and accurate classifiers?
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5.3.1 Experimental setup
The experimental process works as follows. First, each time series is normalised to the value
range of [0; 1]. XCSF assumes that each value of the input vector is within this value range.
Second, for every time step of each time series, a one-step forecast is made. Third, based on
these forecasts and several forecast error measures, the forecast errors and several combination
strategies are compared to our XCSF approach. The multi-model combination approach using
XCSF is compared against the performance of several individual forecast methods and against
three well-known linear combination strategies.
Time series
To evaluate our combination strategy, we use ten time series from real-world domains. These
daily data sets are from the Quandl Data Library1, and the FRED economic data library2. Their
time plots can be seen in figure 5.2. Further description is given in table 5.1. These time series
exhibit different characteristics, such as trends, seasonal patterns, or non-stationary behaviour.
Due to their noisy, non-stationary, and sometimes chaotic behaviour, economic time series are
considered especially difficult to forecast.
Table 5.1: Description of the time series data sets used for evaluation.
Time series Description Type Length
BARB-MSCI MSCI Equity Index stationary, non-seasonal 2,918
BBK Bundesbank: Yields on debt securi-




FRED-CRES Cleveland Financial Stress Index non-stationary, seasonal 5,810
FRED-GOLD LBMA Gold Price: Daily Prices non-stationary, trend, non-
seasonal
12,118
FRED-MKT Total commercial paper issues with
a maturity Between 1&4 days
stationary, non-seasonal 3,813
FRED-RIFS 15-Day AA financial commercial pa-
per interest rate
non-stationary, seasonal 4,183
LIVEX-LVX50 Daily prices of 50 Fine Wine Index non-stationary, seasonal 1,633
PSYCH-XIV Sentiment volume ratios for stocks stationary, non-seasonal 921
SUNSPOTS Daily total number of sunspots stationary, seasonal 14,761




The ensembles used for the evaluation consist of subsets of the following forecasting methods
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Figure 5.2: Time plots showing the ten time series with different length and characteristics used for the
evaluation.
because of their structural diversity (complexity, parameters, and architecture). Furthermore,
simple approaches are often surprisingly robust. Thereby, we follow the guidelines for the
combination process as presented in section 3.4.2. This selection allows us to evaluate several
heterogeneous ensembles with different numbers of methods.
Moving average (MA) calculates the one-step forecast based on the recent time series values.
Its equal to an ARIMA(0,0,1) model. It has the advantage of quick low cost updates and accurate
short-term forecasts. Its disadvantage is that it is not coping well with trend or seasonality.
Cubic spline’s smoothing (CS) model is equivalent to an ARIMA(0,2,2) model, but with a
restricted parameter space. The advantage of cubic spline over the full ARIMA model is that it
provides a smooth historical trend, as well as a linear forecast function.
ARIMA(1,0,1) with drift is a first-order autoregressive model with one order of a moving aver-
age process. The linear drift term resembles a linear regression with fitted ARIMA errors.
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The exponential smoothing state space model (ETS) is fully automatic and estimates the
model based on the given time series only. Based on measures for error, trend, and seasonality,
ETS automatically chooses one of 30 different smoothing models and applies it to forecast the
given time series.
The random walk with drift model (RW) is calculated as
Yt = c+ Yt−1 + Zt (5.6)
where Zt is a normal error.
The simple exponential smoothing model (ES) equals ARIMA(0,1,1) and the double expo-
nential smoothing (DES) equals ARIMA(0,2,2). More information on these models is given in
section 3.3.2.
Based on a brief parameter study by grid-searching on a validation set, the input of CS, ES, and
DES is defined as the last ten time series values. ETS and ARIMA make their forecasts based
on the last 25 observations. The MA method considers the last three values. The random walk
method estimates the drift based on the last ten observations.
Reference combination strategies
The implementation of XCSF makes use of the XCSF-Ellipsoids Java project [SB08] that was made
available by Stalph and Butz in 2008. As reference solutions, several combination strategies are
selected that belong to different classes as presented in section 3.4.3.
The simple average (SA) is a statistical method, representing the most widely used forecast
combining technique. It is easy to understand and to implement. Surprisingly, it often out-
performs more complex strategies [Lem10]. However, it does not respect the individual per-
formances of the contributing algorithms by assigning equal weights to each method and is
sensitive to extreme errors.
The error-based optimal weights method (OW) [BG69] estimates the linear weights to min-
imise the error variance of the combination (assuming unbiasedness for each individual fore-
cast). The sum of the resulting weights equals one and no individual weight can be outside the
interval [0, 1]. The weights are estimated based on a short history of n absolute forecast errors
for each forecast model. A brief parameter study with n = {5, 10, 15, 20, 25} indicated that n = 5
offers the best results.
Outperformance (OP) [dMBT00] represents a robust non-parametric method. It calculates
each individual weight as the probability that its respective forecast will perform best (in the
smallest absolute error sense) on the next iteration. Each weight is estimated as the fraction of
occurrences in which its respective forecasting model has performed best in the latest k execu-
tions. A brief parameter study for k = {5, 10, 15, 20, 25} is conducted. The best performance is
achieved with k = 20. Therefore, this parameter setting is used in the following evaluation. By
setting the a priori values ai as unity, the initial weights are equal for all methods.
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Performance measures
Many different forecast accuracy measures have been proposed. Hyndman and Koehler [HK06]
provide an overview and compared different measures. Often, accuracy measures are needed
that allow to compare several forecasting methods across different data sets. The following error
measures help us detecting the relative strengths and weaknesses of the evaluated combination
strategies. To compare several forecasting methods across data sets with different scales, the
following scale-independent error measures are used.
U-statistic: Theil’s U-statistic is a relative accuracy measure, comparing the RMSE of the pro-








where Yt is the actual value of a point for a given time period t, n is the number of data points,
and Ft is the forecast. If U(τ) < 1, the forecasts deliver a better result than the naive forecasts.
For U(τ) = 1 the forecasts are seen to be equally good as the naive forecasts. This measure
equals zero if the predicted and the actual values are equal, therefore showing optimal forecasts
over the whole forecast horizon.
SMAPE: The symmetric mean absolute percentage error (SMAPE) is an accuracy measure
based on percental (or relative) errors. SMAPE has a lower bound of 0% and an upper bound








MASE: The mean absolute scaled error (MASE) [HK06] compares the forecast accuracy of the
proposed model with the average forecast error of a naive one-step forecast:
MASE =
∑n




i=2 |Yi − Yi−1|
. (5.9)
Its lower bound is 0. The method with the lowest MASE offers the best accuracy.
Parametrisation
The efficiency of the XCSF’s learning process depends on a number of learning parameters (Ta-
ble 5.2). Within this evaluation, XCSF is mostly parametrised with the default values as sug-
gested by Butz and Wilson [BW03, Wil03].
The N parameter determining the maximum number of classifiers in the population [P ] has to
be chosen in dependence of the problem size. Initially, XCSF starts with an empty population.
For ensembles of two, three, and five forecast methods, the population consist of a maximum of
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Table 5.2: Parameter settings of XCSF.
Learning parameter Assigned value Default value
Rule base size limit N 200/300 problem dependent
Learning rate β 0.1 0.1− 0.2
Initial fitness φini 0.01 0.01
Accuracy determination α = 1, ν = 5 α = 1, ν = 5
Error threshold εini 0.01 1% of value range
GA activation interval θGA 50 25− 50
GA crossover probability χ 1.0 0.5− 1.0
GA mutation probability µ 0.05 0.01− 0.05
Classifier deletion thresholds θdel = 20, δ = 0.1 θdel = 20, δ = 0.1
Classifier subsumption θsub 20 20
Initial condition spread r0 0.5 1
Recursive least squares δRLS = 1000, λ = 1 δRLS = 1000, λ = 1
Error reduction factors φred = 0.1, εred = 1.0 φred = 0.1, εred = 1.0
200 classifiers. To account for the bigger search space with a set size of seven forecast methods,
the maximal population size is set to 300. In case of reaching this limit, the least experienced
classifiers are removed (with respect to the classifier deletion thresholds).
Within the GA, subsumption of offspring classifiers by their parents is used, as highly similar
classifiers are unlikely to encode additional knowledge. The usage of the compaction and con-
densation mechanisms is omitted. They aim at reducing the number of redundant classifiers
within the population. Tournament selection is used to select parents on a fitness-proportionate
basis for crossover within the GA. Each classifier’s condition is represented as a rotating ellipsoid
[BLW08] which is assumed to cover the state space better than rectangles. Accordingly, the re-
cursive least squares approximation was used for parameter estimation of the prediction values
of the classifiers.
Again, for the sake of brevity, it is noted that a certain degree of familiarity with the standard
XCS(F) is assumed. For a more detailed view on XCS(F) and all relevant algorithmic parts and
parameters, the interested reader is referred to [Wil03, BW03, LLWG07, BLW08].
5.3.2 Experimental results: Two forecast methods
The following section presents the results of the evaluation of an ensemble consisting of two
forecast methods, ARIMA(1,0,1) and cubic spline. These two methods are chosen as they use
different model representations. However, ARIMA is considered to provide better forecasts than
cubic spline. Therefore, the experiments will show that the combination strategies assign higher
weights to ARIMA. Initially, all strategies assume equal weights.
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Depiction of the combination problem functions
To provide the reader with an idea of how the problem function which XCSF has to approximate
may look like, the scatter plots in figure 5.3 depict fitted regression surfaces for all time series.
This visualisation is a statistical process for estimating the relationships among variables. The
surface is determined by the forecast values F1 and F2 derived by the two forecast methods
ARIMA(1,0,1) and cubic spline, as well as the time series value Xt+1. By approximating such
a function, XCSF learns implicitly how much influence each feature in σ(t) (i.e. F1, . . . , Fk) has
related to each other, when exactly these values are to be forecasted. Most of the depicted
regression surfaces are characterised by a cluster along the main diagonal. This observation is
attributed to the fact that the individual forecasts are already rather precise. Therefore, this
cluster can be covered by only a few classifiers. However, most plots also have a great number
of outliers. Thus, XCSF needs additional classifiers to also cover these niches.
Performance measure results
Table 5.3 summarises the experimental results for SMAPE, MASE, and Theil’s U-statistic for each
time series, forecast method, and combination strategy. The average ranking for each strategy
is also given in the last column, labelled “Avg. rank”. For each forecast accuracy measure, the
strategies are ranked accordingly. As you can see, ARIMA(1,0,1) provides rather accurate fore-
casts, whereas the forecasts of cubic spline typically result in higher forecast errors. A good
combination strategy should therefore tend to assign higher weights to ARIMA(1,0,1), not to
cubic spline. Although SA does not address this point by assigning equal weights to both fore-
cast models, it ranks third best after XCSF and ARIMA(1,0,1). Concerning the U-statistic and
the MASE measure, a forecast is considered precise in case its value is lower than 1. The results
show that XCSF is often better than this reference value, whereas all other combination strate-
gies are mostly above this threshold. XCSF outperforms the two individual forecast techniques
for every time series, improving the forecast accuracy by assigning higher weights to ARIMA
(see table 5.4). Independent of the characteristics of the time series (e.g. stationary or non-
stationary), XCSF mostly performs similar or slightly superior to the best reference technique.
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(a) BARB-MSCI (b) BBK
(c) FRED-CRES (d) FRED-GOLD
(e) FRED-MKT (f) FRED-RIFS
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(g) LIVEX-LVX50 (h) PSYCH-XIV
(j) SPDJ-SPFTR
(j) SUNSPOTS
Figure 5.3: Scatter plots with a fitted regression surface showing the problem space for the combination












Table 5.3: Results per time series for an ensemble with two forecast methods: ARIMA(1,0,1) and cubic spline(CS) (bold values highlight the best
performances). Results are sorted by average rank.
MSCI BBK01 CRES GOLD MKT14 RIFS LVX50 PSYCH SUNSP. SPFTR Avg.
rank
U-statistic
XCSF 0.99 0.90 0.98 1.27 0.48 1.01 0.16 0.86 1.09 0.37 1.5
ARIMA 1.18 1.12 1.04 1.14 0.84 1.04 1.38 1.30 1.12 1.12 2.7
SA 1.02 1.11 1.03 1.18 1.44 1.15 1.06 1.15 1.15 1.12 3.0
OP 0.97 2.21 1.20 1.18 1.22 1.10 1.91 1.00 1.18 1.12 3.5
OW 1.18 1.51 1.08 1.18 1.37 1.07 1.05 1.63 1.18 1.15 3.8
CS 1.22 1.34 1.32 1.48 2.07 1.64 1.54 1.97 1.45 1.38 5.8
SMAPE
ARIMA 73.37 0.39 1.58 0.47 5.19 3.61 0.11 37.93 21.15 0.40 2.2
XCSF 88.66 0.37 1.53 0.61 4.90 3.61 0.11 34.39 20.06 0.40 2.5
OW 74.66 0.42 1.39 0.48 6.35 3.76 0.10 44.98 20.95 0.41 3.0
SA 74.13 0.38 1.50 0.49 5.91 3.89 0.10 42.31 21.32 0.41 3.2
OP 74.58 0.47 1.59 0.48 5.73 3.88 0.12 41.58 21.63 0.40 3.8
CS 75.19 0.46 1.49 0.60 7.80 5.11 0.13 48.68 22.32 0.50 5.3
MASE
XCSF 0.69 1.04 1.02 1.12 1.02 1.16 1.00 0.79 1.08 0.98 1.1
ARIMA 0.78 1.09 1.11 1.16 1.06 1.15 1.14 0.86 1.13 1.13 2.4
SA 0.92 1.06 1.03 1.18 1.20 1.19 1.24 0.99 1.12 1.15 3.4
OP 0.86 1.46 1.07 1.17 1.16 1.32 1.43 0.94 1.14 1.14 3.9
OW 1.05 1.24 1.04 1.17 1.30 1.20 1.20 1.11 1.14 1.15 4.0
CS 1.28 1.28 1.14 1.47 1.64 1.52 1.59 1.35 1.34 1.41 5.9
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5.3 Evaluation of individual methods and ensemble combination strategies
Accuracy of the predictive model
The time plots in figure 5.4 exemplarily depict the development of the accuracy of XCSF over
time, for the sun spots data set. The initial 24 values have no associated forecasts, as ARIMA
needs a warm-up phase of 25 values to build an initial model of the time series. Afterwards,
both forecast methods provide one-step forecasts for every data point of the time series. In the
beginning, we can clearly see deviations between the actual observations and their forecasts.
However, if we look at the plots showing the last 300 observations, the forecasts almost perfectly
fit the time series. The behaviour of the time series is the same in both situations (several peaks
and trend changes), however the forecast accuracy is much better in the end. As the forecast
methods itself are not able to learn, this observation shows that XCSF is able to improve the























































































































































































































































































































































































































































































































































(b) Last 300 values
Figure 5.4: Time plots showing the actual observations (red solid line) and the forecasts (blue dashed
line) for the sun spots data set.
To confirm the reliability of our model, we have to look at the error correlations for successive
forecasts, also confirming that the errors are normally distributed with mean zero. The represen-
tative histograms of the forecast errors in figure 5.5 support the observation that the distribution
of forecast errors is centred around zero, and approximately normally distributed. The mean
forecast errors are slightly below zero.
Additionally, a Ljung-Box test is carried out to determine whether there is significant evidence
for non-zero correlations at lags 1 to 20. The Ljung-Box test returns p-values of p ≈ 2.2e−16 (BBK
and sun spots), indicating that there is little evidence for non-zero autocorrelations in the fore-
cast errors for lags 1 to 20. These observations hold for the other time series as well. Therefore,
a tentative conclusion can be drawn that XCSF provides an adequate predictive model.
67

































µ =  −0.41 σ =  12.3
(b) Sun spots
Figure 5.5: Forecast error histogram for XCSF (BKK and sun spot data set).
XCSF’s learning behaviour
Figure 5.6 depicts the development of two XCSF-specific metrics. Each plot depicts the averaged
system error that corresponds to the mean absolute (forecast) error, as well as the number of
classifiers of the population [P ]. Each data point is the average of 75 consecutive execution
steps. The curves show the development of the corresponding means and standard deviations
over 30 i.i.d. experimental runs with different random seeds to face the bias that occurs due to
randomized operators (e.g. crossover, mutation, covering) XCSF relies on.
The time plots show that XCSF is able to approximate the underlying combination problem ac-
curately. Most of the time, the error rate lies beyond 1% for all ten time series. The forecast
error continuously fluctuates between 0.01 and 0.001. Therefore, XCSF approximates accurate
classifiers, whereas a classifier is defined as accurate if the error lies below a threshold defined
by ε0 = 0.01.
The number of physically stored classifiers (macro-classifiers with numerosity cl.num > 1) con-
verges to about 100. As can be seen, the chosen population size restriction of N = 200 micro-
classifiers is sufficient to approximate the problem function illustrated in figure 5.3. Higher
values (up to 6400) did not lead to smaller forecast errors. The time series SPDJ-SPFTR (Fig-
ure 5.6j) and LIVE-LVX (Figure 5.6g) seem to resemble easier problems, since they only need
about 15 to 20 classifiers. The sunspot time series is the only series where XCSF evolves more
than 100 macro classifiers (Figure 5.6i). The number of peaks and valleys correlates with the
seasons in the SIDC-SUNSPOTS time series (cf. figure 5.2). We attribute the fluctuation effect
to the particular learning task XCSF is confronted with. The goal XCSF is striving for is not
to forecast the next time series value directly, but to learn, to which of the individual forecast
methods to assign a higher weight in which situation. Thus, when both single methods are fore-
casting values with a high error, XCSF also outputs a combined value that leads to an error with
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a similar (nonetheless often smaller) amount of forecast errors. However, it its visible that the
absolute error is reduced over time.
Time series that are characterised by trends seem to be a challenge for XCSF (see FRED-GOLD in
figure 5.6d). In this case, XCSF rarely gets a chance to reinforce already evolved classifiers, since
they are seldom triggered again due to the trend. Put differently, when a time series follows a
trend, the already covered niches within the approximated problem function will not or rarely
be sampled again. Thus, XCSF is not able to learn an adequate weighting for these situations.





























































































































































































































































































Figure 5.6: Time plots illustrate the learning process of XCSF for a combination of two forecast methods.
The plots show the development of XCSF’s forecast error and its population size in number
of macro classifiers over time.
Depiction of XCSF’s evolved classifiers
Table 5.4 lists the most influential classifiers (with the highest fitness) out of the final population
of 83 classifiers, evolved after 9000 time steps for the BBK time series. For each classifier, its
condition, its coefficient vector ~w, its fitness φ, its experience, and its prediction error ε3 are
presented.
Looking at the individual conditions, it can be clearly seen that each four of the five listed
classifiers cover approximately the same region of the problem space. Put another way, the
centre and stretch values of the hyper-ellipsoids are rather similar. We attribute this effect to the
smaller amount of opportunities of the GA to refine the condition structures, since the learning
task only comprises ≈ 9000 steps. Another reason originates from the shape of the underlying
problem function as depicted in figure 5.3. Indeed, it seems to be possible to only create one
single hyper-ellipsoid with a linear approximation to resemble the regression surface. However,
to find a nearly optimal condition structure, XCSF needs more than one classifier to allow for
exploratory behaviour exerted by the GA. The classifier that fits this particular problem function
best is expected to outperform any competing classifiers in terms of its fitness, its numerosity, and
its experience. These classifiers assign an average weight of w1 ≈ 0.7 to ARIMA, and an average
3 ε values are to be multiplied by 10−3
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weight w2 ≈ 0.3 to cubic spline. This confirms that XCSF is able to learn to assign higher weights
to forecast methods with higher accuracy. The fifth classifier is rather specialised, only covering
a small region. It assigns weights of 0.594 and 0.406 to ARIMA, respectively cubic spline.
In comparison, optimal weights gives an average weight of 0.67 (σ = 0.16), outperformance
assigns an average weight of 0.58 (σ = 0.17) to ARIMA.
Table 5.4: XCSF population showing the most important classifiers with the highest fitness for the BBK
time series and two forecast methods (sorted by fitness φ ascending).
Cond.: Center / Stretch / Angle Coefficients ~w φ Num. Exp. ε
0.566, 0.566 / 1.243, 0.360 / 3.68 0.733, 0.266 0.437 24 8685 0.0022
0.566, 0.566 / 0.678, 0.360 / 3.68 0.726, 0.274 0.261 29 8645 0.0020
0.566, 0.566 / 0.678, 0.359 / 3.55 0.724, 0.275 0.192 22 8085 0.0032
0.566, 0.566 / 0.356, 0.360 / 3.68 0.732, 0.268 0.151 19 7059 0.0030
0.659, 0.660 / 0.173, 0.072 / 0.39 0.594, 0.406 0.111 8 2474 0.0029
Figure 5.7 depicts the development of the weights assigned to cubic spline and ARIMA by OP,
OW, and XCSF. For OW and OP, the constraint holds that the sum of the weights assigned to
both methods sums up to one for each time step. This is not necessarily true for XCSF, which can
assign weights more freely. Compared to cubic spline, the average weight assigned to ARIMA is
higher. However, the actual weights are changing faster for OW and OP, whereas XCSF slowly
adapts the weights. In case of a significant change in the behaviour of the time series where
the previously better method becomes the worse method, OW and OP can adapt faster, since
XCSF needs some time to adapt its rule base. However, it is assumed that when a similar change










































































































































































































































Figure 5.7: The weights assigned to cubic spline and ARIMA by OW, OP, and XCSF are compared for the
first 500 time steps of the Sunspot data set.
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5.3.3 Experimental results: More than two forecast methods
In the following, the combination strategies are evaluated for higher dimensions, e.g. for ensem-
bles of size 3, 5, and 7. The ensembles comprise the following forecast methods: 3 = ARIMA +
CS + MA; 5 = ARIMA + CS + MA + RW + ETS, and 7 = ARIMA + CS + MA + RW + ETS +
DES + ES. These combinations were chosen for their structural diversity between the different
forecast methods.
Table 5.5 summarises the experimental results. The results are averaged over all ten time series.
Consequently, set size 2 resembles the average results of table 5.3. Our findings show that a
combination consisting of a higher number of forecast methods improves the forecast accuracy.
The lowest MASE, U-statistic, and SMAPE values were achieved using five and seven forecast
methods. However, a combination of more than five methods did not significantly improve
the performance, which is consistent with findings of [Arm01]. Considering MASE and the U-
statistic, XCSF has the lowest values. In contrast, for the SMAPE measure, it ranks last. However,
the difference to the other strategies is rather small. This effect can be ascribed to the explorative
phases of XCSF, where higher deviations from the actual time series value may occur.
Table 5.5: Average SMAPE, U-statistic, and MASE for several sets of forecast methods with different size
(bold values highlight the best performances).
Strategy Set size Avg. rank
2 3 5 7
U-statistic
XCSF 0.81 0.76 0.73 0.73 1.00
SA 1.14 1.02 0.99 0.98 2.00
OW 1.24 1.05 1.02 1.01 3.00
OP 1.31 1.18 1.08 1.05 4.00
SMAPE
OW 15.35 14.13 14.34 14.19 1.50
SA 15.04 14.59 14.42 14.41 1.75
OP 15.05 14.67 14.57 14.48 3.25
XCSF 15.46 15.21 15.16 15.19 4.00
MASE
XCSF 0.99 0.95 0.93 0.93 1.00
SA 1.11 1.02 0.98 0.97 2.00
OW 1.16 1.03 1.01 0.99 3.00
OP 1.17 1.13 1.06 1.03 4.00
Figure 5.8 shows the results of the MASE forecast accuracy measure for several set sizes, aver-
aged over all ten time series. The box plots show the statistical distribution of MASE over all
time series. The bottom and top of each box represent the first and third quartiles, and the band
inside the box represents the median. Outliers are indicated by separate points. Independent
of the number of forecast methods combined, the plots show that XCSF has the lowest aver-
age MASE, while also having the lowest lower quartile. For larger set sizes, MASE is reduced
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independent from the combination strategy. However, the difference between five and seven
forecast methods is rather low. This finding is in accordance with findings of [Arm01]. Thus,
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Figure 5.8: Box plots showing the MASE error for set sizes of 2, 3, 5, and 7 forecast methods, averaged
over all ten time series (lower values are better).
Additional time plots illustrating the learning process of XCSF for a combination of more than
two forecast methods can be found in the appendix in figures A.1, A.2, and A.3.
5.4 Summary
This chapter has presented how the extended classifier system for function approximation
(XCSF), a genetic, rule-based algorithm, can be applied to the challenging task of multi-model
ensemble time series forecasting. First, the general problem was formalised. Second, we ap-
plied XCSF to the problem and its modifications were explained. Finally, the results of my
tests showed that XCSF is superior to other well-known combination strategies. The evaluation
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study was done with real-world time series exhibiting different characteristics. An in-depth
investigation of the proposed concept with regard to XCSF-specific metrics and issues, such
as the classifier evolution, and parameter studies for the most important learning parameters
were executed. Using this setup, it was demonstrated that the utilisation of XCSF as a forecast
combination approach is very promising in comparison to the reference methods. Experiments
with more than two forecast methods show that the multi-model combination with XCSF is also
favourable for higher problem dimensions.
The following chapters introduce two case studies for the utilisation of forecasts within OTC.
First, the adaptation process of signalisation is enhanced by incorporating forecasts of future
traffic flow. Second, two route guidance algorithms for urban road networks which compute the
proposed routes based on the estimated future travel times are presented.
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Chapter 6
Forecast-augmented anticipatory adaptation of
green times
The performance of traffic control in urban areas is highly dependent on a near-to-optimal
setting of the signal plans. However, the design of fixed-time signal plans is a complex and time-
consuming task. It is usually executed by traffic experts, which define green times, clearance
times, the number of phases, and much more. Competing dominant traffic flow, densely spaced
intersections, and additional influences by nearby signalised intersections make it a complex op-
timisation problem. Autonomously adapting signalling strategies to changing traffic demands in
urban areas has been used as one application scenario for real-time traffic management systems.
Striving for the ability to cope with the dynamic behaviour of traffic and to react appropriately
to unforeseen conditions, such solutions dynamically adapt the signalisation to the monitored
traffic demands.
Traffic management systems are usually divided into two categories: fixed-loop and adaptive
systems. The first category relies on a fixed-time signalisation with a limited set of predefined
signal plans for each signalised intersection. These signal plans are developed by traffic experts
based on historic traffic profiles. In consequence, the system is not responsive to the dynamic and
changing traffic demands. Furthermore, due to steady increase in traffic demand and changes in
traveller’s patterns, the signal plans become outdated over time. Adaptive systems alter the sig-
nal timing based on the observed state of traffic. The traffic demands are monitored in real-time
by sensors along the road and serve as input for the signal time optimisation at each intersec-
tion. Some traffic management systems react to the traffic measured in the previous interval
[PRT+08] while others adjust the signalisation proactively to the estimated traffic demand in
the near future [SU10]. This continuous adaptation leads to a better system performance, even
in case of changing traffic demands. Often, the adjustment is executed repeatedly in fixed in-
tervals (e.g. every five minutes), respectively after one to three full cycles of the active signal
plan [SU10]. Making forecasts of future developments and altering the control strategies in
accordance to these predictions can lead to a better system performance. To the best of the
author’s knowledge, there is no deployed ATCS that actually incorporates traffic forecasts in its
optimisation process.
In the following, OTC-Pro is introduced, a proactive extension of the self-adaptive traffic control
system OTC, which was explained in section 2.2. OTC-Pro uses the time series forecast module
from section 2.4 to make short-term forecasts of the future traffic flow. The forecasting process
follows the idea of multi-model ensemble forecasting, combining individual forecasts of several
forecast methods. These forecasts are used to proactively adapt the signal plans at signalised
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intersections to current and future demands. This is a challenging task, as traffic flow in urban
areas is not normally distributed and can exhibit chaotic behaviour. Consequently, traffic flow
on signalised urban arterial roads cannot be predicted as accurately as on motorways [SK03].
In section 6.3, a highly self-adaptive technique is presented to relieve the traffic engineer from
complex design-time situated tasks related to signal plan design, forecast method selection and
configuration. Based on this technique, an approach is implemented that makes reliable fore-
casts despite the non-linear and non-stationary behaviour of traffic flow. The chapter closes with
a simulation study in section 6.4 and a short summary of the findings.
6.1 Related Work
Anticipatory traffic light control touches a number of topics of different research disciplines
including traffic-adaptive control systems and time series forecasting. For terms and definitions
concerning fixed-time signalisation and traffic engineering the reader is referred to section 2.1.
Section 3 offers a general introduction to time series forecasting.
6.1.1 Traffic-adaptive control systems
In the last decades, several traffic-adaptive systems have emerged. Traffic-adaptive control sys-
tems, such as OPAC [Gar89], SCATS [SD80], and SCOOT [RB91] (the two most widely used
ATCSs) adapt green times, cycle times, and/or phase sequences according to the recently moni-
tored traffic demands. The adjustment is executed repeatedly every five to ten minutes, respec-
tively after one to three full cycles of the signal plan [SU10]. The current traffic demands are
usually represented by the number of vehicles passing a sensor at the respective signalised inter-
section, the current queue length in front of a traffic light, or the occupancy level of a detector.
The non-dimensional occupancy rate indicates the ratio over a certain time interval 4t where a
loop detector is occupied by passing vehicles. It is calculated by:




(t1α − t0α) (6.1)
where α denotes a vehicle, t0α is the time where the front of the vehicle passes the detector, t
1
α
is the time where the tail of the vehicle passes the detector, and 4N is the traffic flow as the
number of vehicles.
SCATS: The Sydney Coordinated Adaptive Traffic System (SCATS) [SD80] uses up-to-date flow
and occupancy data collected at each intersection to process a region-wide optimisation of cycle
times, phase splits, and offsets. It groups adjacent intersections into so-called subsystems which
are managed together. The network is structured hierarchical. A central management computer
manages global data and access control, regional controllers determine phase sequences and
their durations, whereas local controllers can terminate and skip phases. An estimated number
of about 42000 intersections in over 154 cities in 25 countries are controlled by SCATS.
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OPAC: The Optimized Policies for Adaptive Control (OPAC) system [Gar89] resembles a real-
time, traffic adaptive control of traffic signals in a distributed fashion by individual controllers.
The OPAC controllers are able to adapt the cycle time of signal plans within predefined boun-
daries. Flow profiles for each approaching lane of an intersection serve as input for the cycle
time adaptation. The head of such a flow profile consists of actual volume counts from upstream
detectors, whereas the profile’s tail is a smoothed projection into the near future. These profiles
estimate the development of queues in front of traffic lights and can trigger phase extension up
to two seconds.
SCOOT: SCOOT [RB91] is designed in a centralised fashion to employ system-wide strategies
for changes in signal timings. Every five minutes, the phase splits, offsets, and cycle times are
adjusted according to the current volume and occupancy states. Additional components auto-
matically detect traffic incidents and analyse and display traffic information. The system works
best for networks having a grid layout.
These responsive adaptive systems [SS10] adjust signal timings based on data collected over
a certain time span (several minutes or cycles) before implementing a timing chance. This
responsive process has the disadvantage that the adaptations lag behind current traffic demand.
In contrast, by following a proactive approach, this drawback is omitted by making short-term
forecasts of the traffic flow and adapting green times and cycle times with respect to the current
and future demands.
6.1.2 Short-term traffic forecasting
Several surveys deal with the topic of short-term forecasting of traffic flow, pointing out that
making forecasts of future traffic developments is an important aspect for intelligent transporta-
tion systems (ITS) [VGK03, BF12, BAR15]. Typically, forecast techniques takes the last recorded
traffic flow into account to forecast the estimated traffic conditions of the near future. Some
techniques rely on aggregated historical information (e.g. daily load curves [CKWS04]), or a
combination of both historical and real-time data. Furthermore, there are advanced forecast
techniques, such as kalman filters [GLW97] or artificial neural networks [DC97]. They allow
to consider additional input parameters, such as traffic density, weather conditions, or data
from adjacent roads. Novel approaches also apply machine learning concepts to this problem
[ERC16]. A collective consideration of several forecast models is a more powerful approach
than just relying on one individual technique [AA14]. Consequently, some researchers propose
to follow the idea of ensemble forecasting, combining the forecasts of several independent tech-
niques [YLS+12] to forecast the traffic flow on highways. Actually, most works focus on traffic
flow forecasting on highways [CC07] which is considered to be less complex than forecasting of
traffic flow within urban areas. There are only few researchers that propose forecast techniques
for urban transport networks [GBO09, WZW+16].
77
Chapter 6 Forecast-augmented anticipatory adaptation of green times
6.2 Problem statement
Adapting signal timings at a signalised intersection according to future demands creates two
problems that have to be solved. First, reliable short-term forecasts for each turning have to be
created, representing the traffic developments in the next few minutes. Related to this problem
is the choice of input for the individual forecast methods. Second, these forecasts have to be
incorporated into the self-adaptive adaptation strategies of the OTC controller, according to
their reliability. Here, reliability is defined by the result of a metric measuring the accuracy of
the forecasts.
The first task is especially challenging, as traffic flow in urban traffic networks is non-linear
and non-stationary. In contrast to traffic flow profiles on highways, urban flow profiles are
much more complex due to signalisation and influences from incoming and outgoing sections.
Due to their chaotic behaviour, the resulting time series are difficult to model and to forecast.
Considering the design of the input vector, the input situation sit can be modelled as a vector
of values, derived from one or more sensors, monitoring the underlying system (in this case the
road traffic network). This approach can be extended, not only taking one value, but to use a
list of the last x historic sensor values. Different methods to specify the situation are possible:
1. In terms of road traffic, the most simple approach to define the situation is to use the
observed traffic flow as input. Hence, the observation of a traffic flow of mvehicleshour for
the considered turning can be used. The advantage of this solution is the non-complex
learning strategy and a feasible list of stored experiences. The disadvantage is that neither
the history that resulted in this traffic conditions nor the dynamics of the traffic flow is
considered.
2. Intuitively, using the last x consecutive traffic flow measurements provides a better basis
than just using the currently monitored flow. This corresponds to the basic process model
of a variety of forecast techniques: Using the last x observed traffic flow values as input,
the best configuration of weights is predicted instead of the next traffic flow. Compared
to the first solution, a significantly larger number of situations has to be considered due
to combinatorics – resulting in a condition space that grows as a function of the number
of historical flow that is taken into account. The disadvantage of the previous solution –
i.e. neglecting the historical context and the dynamics of traffic – are suppressed, but still
no classification of the general learning problem is achieved, which is the ultimate goal of
machine learning [Mit96].
3. In order to derive more generalised classes of situations, the absolute values of the ob-
servations have to be replaced by an abstracted categorisation. Instead of working on
absolute flow values, more generalised indicators are used to define the conditions. For
instance, the percental change for the measuring points, an extrapolated trend, or statis-
tical indicators of the forecast errors (i.e. standard deviation of forecasts, variation, etc.)
can serve as basis for the situation description.
Considering the second task, OTC’s observer on layer 1 has to be extended by the previously
introduced forecast module for time series. The controller selects and executes signal plans
based on a situation description of the traffic demands given by its associated observer. Until
now, this input was defined by a vector ~Mt containing the traffic flow for the current time step t,
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measured in vehicles per hour, for each of the intersection’s turning movements. By making use
of our time series forecast module to forecast the upcoming traffic flow of each turning, future
traffic conditions can be considered. In the following, ~Ft+m represents these forecasts. Having
created two vectors, ~Mt and ~Ft+m, two options of how to pass the situation description to the
controller have be considered.
Extending the controller interface: The first option is to give both vectors to the controller as
input. This would result in an adaptation of the controller’s interface, and in an alternative rep-
resentation of its rule base. In terms of the adapted extended classifier system used within OTC,
the condition of the rules would have to be adapted. But more importantly, a more complex situ-
ation description increases the dimensionality of the problem space that the learning component
of the controller would have to explore. Consequently, the controller would need more rules to
represent the problem space sufficiently. This can lead to a degraded system performance and a
longer learning process.
Combining both input vectors: Following this train of thought, a possible solution should not
complicate the controller’s interface. The second option involves a combination of both, the
current and the future, situation vectors. One possibility is to combine ~Mt with the estimated
future developments ~Ft+m as
~C = α ∗ ~Mt + (1− α) ∗ ~Ft+m (6.2)
meaning that for each entry i of both vectors, the combined result ~Ci is calculated as α ∗ ~Mi +
(1 − α) ∗ ~Fi. Afterwards, the resulting vector ~C is given to the controller as usual. Thus, the
controller does not need any adaptations at all. A crucial point is the selection of the optimal
weight factor α. This factor can be static, or it can be dynamically calculated based on the
accuracy of the latest forecasts. Consequently, a performance measure is needed that defines
the forecast accuracy of each individual turning’s forecast module. The higher its accuracy, the
more likely it is that future forecasts will be equally accurate. Therefore, higher accuracy leads
to more influence of the forecasts on the combined situation vector.
In the following, the second approach is pursued. A detailed explanation on the practical imple-
mentation is given.
6.3 Adapting green times with forecasts of turning movements
OTC runs in cycles – meaning that a review of the current control strategy takes place at the
beginning of each second or third cycle of the currently active phase plan (for traffic safety rea-
sons and to allow the current strategy to show its performance). Taking into account a standard
duration of such a phase plan of about 90 seconds, OTC decides about an adaptation in intervals
of three to five minutes. Hence, an appropriate forecast would alter the adaptation strategy of
OTC: Instead of selecting the most promising signal plan for the current traffic conditions, se-
lecting the one for the estimated traffic demands in the near future (5 to 15 minutes) can lead
to a better anticipatory adaptation strategy. Historical and currently monitored traffic flow of
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turning movements is used to estimate the most probable traffic state at a certain future point
in time. This process involves the following four steps:
1. Create a vector describing the current traffic demands.
2. Create short-term forecasts for future traffic demands.
3. Combine these vectors into one forecast-augmented situation description.
4. Use the new vector to select the next signal plan.
Analogously to the previously described steps, the sequence diagram in figure 6.1 depicts the
sequence of interactions of an OTC-Pro controller to derive a forecast-augmented situation of
the local traffic conditions. The diagram shows the entities involved in the process, and the
sequence of messages exchanged between these objects. Vertical lines represent the life lines of






















Figure 6.1: A sequence diagram showing the process of deriving a forecast-augmented traffic situation
description.
First, an OTCNode (representing the internal model of a physical intersection) demands a sit-
uation vector ~M , containing the traffic demands for all its associated turnings. The request is
forwarded to the SituationAnalyzer. The StatisticsObserver derives the latest actual measure-
ments from detectors located at the intersection and returns a vector comprising traffic flow
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values (in vehicles per hour) for each turning. Afterwards, for each turning t, a forecast is de-
rived from the associated ForecastAdapter. The forecasts are created for the point in time when
a new signal plan can be activated. Each forecast F is then added to the vector forecasts. A
similar process is executed to derive the average forecast error for each ForecastAdapter. The
forecast performance of each ForecastAdapter is measured based on its latest forecast errors. Fi-
nally, the method adjustSituation is called with vectors containing the current situation ~M , the
forecasts forecasts, and the forecast errors errors. The adjusted situation is returned to the
OTCNode. Finally, the new situation vector is used to select a signal plan to be activated in the
next cycle.
6.3.1 Representation of the current traffic demands
The intersection’s momentary traffic flow is estimated based on a real-valued vector ~M =
(M1, . . . ,Mn) containing the estimated hourly flow Mi for each of the intersection’s n turn-
ing movements. Figure 6.2 depicts a class diagram with the entities involved in the creation
of ~M , and their relations among each other. An OTCNode resembles OTC’s abstracted internal
model of the physical intersection. Therefore, it knows all its related turnings and detectors,
the approaching and outgoing sections, and the current signal parameters. A description of the
monitored traffic flow Mi for each turning i of the respective intersection can be derived via the
according SituationAnalyzer. The history of each turning’s traffic demands is available as time



















Figure 6.2: A class diagram showing the most important entities to create a situation description of the
current and future traffic volumes.
6.3.2 Forecasting the traffic flow of turning movements
Analogously to vector ~M describing the current traffic demands, forecasts have to be derived
for each of the intersection’s turning movements. Therefore, each Turning is extended by a
ForecastAdapter (see figure 6.2). This entity serves as an adapter between the Turning module
and the ForecastModule. This adapter triggers its associated ForecastModule to generate forecasts
of the future traffic flow based on time series representing the recently monitored traffic.
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Again, the principle of ensemble forecasting is implemented (see section 3.4). First, several
forecasting methods P1 to Pn independently generate forecasts based on their individual model,
and historic and recently monitored data. The forecasts are generated for the point in time t
when the next signal plan change can be executed. These forecasts F1 to Fn are then combined
based on the selected combination strategy. This final forecast F̂ is calculated based on the
vector of weights ~w derived from this combination strategy, and the forecasts ~F as
F̂ = f(~F , ~w) =
n∑
i=1
Fi ∗ wi. (6.3)
The weights ~w are iteratively updated based on the forecast errors derived from the actual traffic
flow volumes and the respective forecasts.
6.3.3 Weighted combination of traffic flow and forecasts
Having generated a vector ~F = (F̂1, . . . , F̂n) consisting of the combined forecasts for each of
the intersection’s turning movements, ~F is combined with the current traffic flow ~M as given by
equation 6.2.
Algorithm 1: Building a situation description combining traffic flow forecasts and the current
traffic situation.
Data: situation ~M , forecasts ~F , forecast errors ~E
Result: adjusted situation ~Madj
1 Madj ←− ∅
2 errormax = 1.0
3 for i = 0; i < M.length; i++ do
4 error = |E[i]|
5 if error < errormax then
6 α = error/errormax
7 Madj [i] = α ∗M [i] + (1− α) ∗ F [i]
8 else




Algorithm 1 depicts the combination process. Remember, vector ~M describes the current traffic
conditions at the local intersection (one value for each turning), and vector ~F contains a forecast
value for each turning. These two vectors are combined based on the vector of forecast errors
~E. Each forecast error is calculated independently for each turning’s forecast component in a
sliding window fashion with the mean absolute scaled error (MASE) (cf. 3.5). MASE compares
the absolute deviation between the current traffic flow Yt and the traffic flow Yt−1 of the previous
measurement. The lower the MASE value, the higher the influence of the forecasts on the
final combination (see lines 5 to 7). For example, if the MASE is zero for a certain turning,
the current value is neglected and only the respective forecast value is used at the according
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position in Madj . In case the MASE is higher than a previously defined maximal threshold,
the currently monitored sensor values are taken without adaptation (line 9). Otherwise, the
forecast error accounts proportionally to the final result. Finally, the adjusted situation vector
Madj is returned. The result is an adjusted vector of traffic flow combining the forecasts and
the monitored traffic flow of each turning, according to the estimated forecast accuracy of the
respective forecast module.
6.3.4 Forecast-augmented green time adaptation
With this weighted combination of the current traffic flow and the forecasts of the turning’s
future traffic flow, the new situation vector is passed on to the controller at layer 1. As usual, the
controller selects a new signal plan matching the input vector provided by the observer which is
finally activated once the currently active signal plan’s cycle is finished.
6.4 Evaluation
In order to demonstrate the benefit of the forecast-augmented adaptation of signal plans, a sim-
ulation study is conducted to evaluate the impact of traffic flow forecasts within the self-adaptive
traffic control strategy of OTC. Therefore, a simulation model of an urban area situated in Ham-
burg, Germany was developed. It reflects the actual topology, traffic conditions as derived by a
census, and the actual control strategies running in reality. Furthermore, an artificial Manhattan-
style network with six intersections is used to evaluate the approach in a more complex scenario.
The evaluation is done with the traffic simulation toolkit Aimsun 8.0 Professional [BC02], which
is a widely used tool in the field of professional traffic engineering. In the following, the new
proactive adaptation of the signal timings (OTC-Pro) is compared against
• the standard OTC system as introduced in section 2.2,
• and against the fixed-time control strategy installed in reality.
Evaluation criteria: Each approach is evaluated based on following performance criteria:
• The average travel times for the complete network in seconds per kilometre,
• the average stop time for the complete network in seconds per kilometre,
• the mean queue of vehicles in front of red traffic lights,
• and the vehicle’s emissions: nitrogen oxides NO and NO2 (NOx), carbon dioxide (CO2),
and particulate matter (PM).
The combustion of fossil fuels results in the emission of several pollutants. The three chosen
pollutants are harmful to the human health. The emission of these pollutants has been estimated
with the help of Aimsun’s internal microscopic pollution emission model which is based on
[PBL06]. Each vehicle’s emission is estimated based on its current speed and acceleration using
non-linear multiple regression techniques. They are emitted especially during high load and
idling periods.
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6.4.1 Simulation setup
To remove random factors, the results are averaged over three independent replication runs.
Each replication is based on another random seed, therefore influencing the random behaviour
of the simulation, giving out different results. To simulate physical sensor input, every 0.75 sec-
onds, the values of the simulated traffic parameters are sent from Aimsun to OTC. For turnings,
the sensor values are stored and averaged over a time horizon equal to the cycle time of the
currently active signal plan. Accordingly, forecasts can be derived for time intervals which are
multiples of the cycle time.
Configuration of the forecast module
Choosing a set of forecast methods is quite difficult since there is a huge number of different
techniques. However, the insights derived from previous chapters give us some guidelines. As
traffic flow normally shows non-stationary behaviour, it is reasonable to use an ARIMA(p, 1, q)
model with an integrative part. In this case a non-stationary stochastic process is assumed. Fur-
thermore, the autoregressive and moving average part should be chosen of higher orders, such
as ARIMA(2, d, 2) or ARIMA(3, d, 3). The forecast package for R provides auto.arima, an im-
plementation of ARIMA. It automatically adjusts its parameters according to several time series
measures and returns the best model found. By applying auto.arima to some representative
traffic flow curves, our initial thoughts are confirmed.
Finally, to evaluate this approach, three ARIMA processes with different models are used. Fol-
lowing the idea of ensemble forecasting, the forecasts of ARIMA(2, 1, 2), ARIMA(3, 1, 3), and
ARIMA(0, 1, 1) are combined. They create their forecasts based on the last 20 monitored traffic
flow values. Of course, experiments using different numbers of recently monitored values were
carried out, however 20 turned out to be the optimal value. Lower values resulted in drastically
worse results, whereas higher values were slightly worse than considering the last 20 values.
The forecast package offers the setting of confidence boundaries associated with the prediction
intervals. The selected forecast methods are used as is from this package. A confidence level of
[80; 95] is chosen for the intervals used with ARIMA.
When choosing a combination strategy, the guidelines summarised in section 3.4.2 are consid-
ered. As no definitive assumption can be made about the performance of these models in all
situations, and therefore about which one should be weighted higher than the others, the simple
average [BS16] is selected as combination strategy. This strategy was favoured because of its
simplicity and robustness.
As described earlier, the MASE measure is used to evaluate the forecast accuracy of each individ-
ual forecast module providing forecasts for each turning. To calculate MASE, the last ten pairs
of forecasts and their actual values are considered. A new forecast is generated for the point in
time when two consecutive cycles of the currently active signal plan are finished. Based on a
cycle time of 90 seconds, a forecast is created every three minutes. Consequently, the first fore-
casts are available after about 30 minutes (20 data points measure in intervals of 90 seconds),
the first accuracy estimates based on the MASE measure after about 30 more minutes (10 data
points measured in intervals of 2*90 seconds).
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Forecasts are only considered within the combination when they have a certain accuracy defined
by the MASE measure. Forecasts are considered accurate if MASE is below a certain threshold
(i.e. MASE < 1). As forecasts are most accurate when they have a MASE value below one, the
threshold is set to one accordingly. Other thresholds did not improve the performance.
Configuration of OTC’s learning components
Table 6.1 depicts the most important parameters for the XCS at layer 1 and table 6.2 shows the
configuration of the evolutionary algorithm at layer 2. Most parameters are set according to
findings and recommendations of [Pro11].
As described in section 2.2, XCS’s task is to store mappings between traffic situations to green
phase durations. The size limit of the rule base defines the maximal number of rules (classifiers)
which can be stored. In case new classifiers are created by the evolutionary algorithm, classifiers
with a bad rating are removed. The learning rate β defines how fast XCS adapts to new inputs.
Higher values lead to faster adaptation but also result in higher variance. How good a classifier
is estimated to perform is dependent on its accuracy parameters, its fitness, and prediction error.
Table 6.1: Configuration of the XCS at layer 1 used for the experiments.
Parameter Value
Activation interval 2
Rule base size limit N 200
Learning rate β 0.2
Initial prediction error εI 25
Initial fitness φI 0.01
Accuracy parameters α = 0.1, ε0 = 2, ν = 5
Table 6.2 summarises the most important parameters for the evolutionary algorithm at layer 2.
The task of the genetic algorithm is to find the optimal signal plan for the given traffic condition.
This is achieved by adapting the green times of the signal phases. We set the maximum cycle
time at 120 seconds. The minimum cycle time depends on the intersection. The population
size defines the maximal number of possible solutions that can be stored. We use the (µ + λ)
selection (plus strategy). It is generated from the union of the parent population and the number
of offspring that is created. The number of generations limits the execution duration of each run
and the simulation duration defines its stopping criterion.
Table 6.2: Configuration of the evolutionary algorithm at layer 2 used for the experiments.
Parameter Value
Population size 16
Number of offsprings 24
Maximal number of generations 64
Simulation duration 7200 s
Selection strategy plus strategy
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For more information on the evolutionary algorithm, the XCS, and the according evaluation and
parameter study, the interested reader is referred to [Pro11].
6.4.2 Scenario I: Isolated intersection
The following simulation study uses a highly realistic simulation model of an isolated intersec-
tion located in Hamburg, Germany (Figure 6.3). K3 is a four-armed intersection with eleven
turnings and part of the federal highway 433. It connects four roads: Alsterkrugchaussee (G,
H), Deelböge (E, F), Rosenbrook (B, C, D), and Borsteler Chaussee (A, I). K3 has 25 signal
groups, ten of which serve motorised traffic movements. Six inductive loop detectors serve as
input to the traffic-actuated control. The traffic data was collected on Tuesday, May 4, 2004. In
this census, cars and trucks passing the intersection were counted with a time resolution of 15
minutes. The simulation duration ranges from 5.30 a.m. to 12.30 p.m. including a typical morn-
ing rush hour scenario (7 a.m. to 10 a.m.). OTC and OTC-Pro start without further knowledge,
only the installed fixed-time signalisation plan is known in advance.










(a) Aimsun’s simulation model and the according green
phases
(b) Aerial photo ( c© Google Maps, 2016)
Figure 6.3: Intersection K3 at Hamburg, Germany.
Traffic demand: Figure 6.4 illustrates the traffic profile for three different replications as sim-
ulated by Aimsun for the simulation period. The horizontal axis shows the time and the vertical
axis depicts the traffic flow in vehicles per hour. The simulated period starts with low traffic
density before it drastically raises up to 8000 vehicles per hour between 6.30 a.m. and 8.30 a.m.
After 9 a.m. the traffic density slowly decreases to a medium level. The ratio of passing trucks
compared to cars lies between 2% and 3%.
Signal plan: The simulation model depicts the real topology including the actual fixed-time
signal programs that have been developed by traffic engineers. Table 6.3 shows the fixed-time
signal timings as deployed in reality which is later-on used as a reference in the simulation
study. The signal plan has four phases and defines the green times and the interphase durations































































































Figure 6.4: Vehicular traffic flow profiles at K3 for three different replications. The simulation ranged
from 6 a.m. to 12.30 p.m., the flow is given in vehicles per hour.
nine seconds, phase 3 of three seconds, and phase 4 of nine seconds. The duration of yellow
light is three seconds and the signal plan’s cycle time is 90 seconds.
Table 6.3: Fixed-time signal plan for intersection K3. Signal timings are given in seconds (IP=Interphase,
GT=Green time). The duration for yellow light is three seconds.
Phase 1 Phase 2 Phase 3 Phase 4 Cycle
IP GT IP GT IP GT IP GT IP time
10 33 13 9 4 3 7 9 2 90
To get a better feeling for the adaptation strategy of OTC-Pro, the signal plans evolved by Layer 2
and actuated at layer 0 have to be investigated. Table 6.4 shows the development of the green
timings and the according cycle times over time using OTC-Pro with forecasts. Compared to the
traffic flow developments depicted in figure 6.4, a pattern can be deduced how OTC-Pro tries to
optimise the signalisation. Right from the start, the initial fixed-time signal plan is changed to
a plan with a much shorter cycle time of about 60 seconds. As the density of traffic raises, the
assigned green times become longer and with them the cycle time. This effect can be observed
between simulation minutes 85 to 160. This effect can be attributed to the fact that the traffic
flow exceeds 6000 vehicles per hour during this time period. Before and after, the cycle time
mostly ranges between 60 and 75 seconds.
Table 6.4: The signal plans as evolved by OTC-Pro at layer 2 using traffic flow forecasts (Replication
240). Interphases are omitted as they stay unchanged.
Time (min) Green times (s) Cycle time (s)
0.0 33 9 3 9 90
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15.8 11 5 3 5 60
36.0 12 5 3 5 61
42.1 13 5 3 5 62
46.7 15 6 3 5 65
49.9 16 5 3 5 65
53.1 18 5 3 5 67
66.4 18 6 4 5 69
68.1 19 6 5 5 71
73.3 18 7 3 5 69
76.7 17 8 7 5 73
83.9 7 5 4 5 57
85.8 23 10 8 5 82
87.5 22 10 6 5 79
95.5 10 7 3 5 61
99.4 8 7 3 5 59
101.5 10 9 3 5 63
103.5 37 24 13 9 119
117.4 36 17 10 9 108
123.1 33 16 10 5 100
128.3 38 15 10 5 104
141.8 35 12 9 5 97
149.3 31 9 4 5 85
156.9 25 12 5 5 83
166.8 22 5 3 5 71
170.5 22 5 3 5 71
179.4 23 7 3 5 74
182.9 22 8 3 5 74
188.6 27 9 5 5 82
194.0 23 8 3 5 75
223.7 18 7 3 5 69
241.3 20 5 3 5 69
246.5 23 5 3 5 72
253.7 18 6 3 5 68
258.7 16 9 3 5 69
262.2 17 8 3 5 64
263.9 16 8 3 5 68
269.0 13 8 3 5 65
272.4 13 6 3 5 63
278.8 16 5 3 5 65
283.7 19 5 3 5 68
Compared to the standard OTC control, the number of optimisations triggered at layer 2 is
reduced by the use of forecasts. Consequently, the final population of XCSF consists of less
classifiers as well. Remember, OTC only creates new rules in case of unknown traffic conditions.
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Table 6.5: Classifier population size and number of layer 2 optimisations for K3.
OTC OTC-Pro
Min. Max. Avg. Min. Max. Avg.
Layer 2 optimisations 66 73 70.3 46 51 48.3
Final population size 107 122 113.3 85 93 89.3
Forecast accuracy
To show its performance each signal plan has to be active at least for two full cycles. Con-
sequently, the forecast horizon equals twice the signal plan’s cycle time, i.e. 2 ∗ 90s = 180s.
Figure 6.5 shows three time plots with the actual and the forecasted traffic flow profiles for
representative turnings of K3 from replication 240 (chosen from a total of 13 turnings). The
horizontal axis displays the simulated time step, the vertical axis represents the vehicular flow
in vehicles per hour. Although, the actual traffic flow (dotted line) has heavy fluctuations, the
forecasts (solid line) are mostly rather precise. All plots show that the forecasts tend to show













































































































































































































































































































































































































(c) Turning 8, section A to B
Figure 6.5: The time plots show the temporal variations between the actual and the forecasted traffic
flow for representative turnings at K3 (Fig. 6.3) for replication 240.
The histograms of the forecast errors in figure 6.6 support this observation. Still, these plots
show that the distribution of forecast errors is roughly centred around zero, more or less nor-
mally distributed, and slightly skewed to the left compared to a normal curve (solid line). The
absolute forecast errors range between -693 and +339 with a standard distribution of 94.7 and
a mean forecast error of about -57.8 vehicles per hour. Compared to the average flow per hour
of around 6000 vehicles, the forecast error is low.
The majority of the MASE values range between 0.8 to 1.9. A few times, temporarily higher
values are observed for some turnings. Usually, the best MASE value within the simulations
did not go below a value of 0.7. We use algorithm 1 with a threshold of 1.0. With this setup,
forecasts contribute at most one-third to the combined result. This conservative approach is
chosen since suboptimal signal timings can rapidly lead to congestion. At last, the experiments
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8 µ =  −57.14 σ =  95.86
(c) Replication 491
Figure 6.6: Density histograms showing the absolute forecast error distribution for three different repli-
cations of K3 compared to a normal distribution curve.
show that the average MASE did not correlate with the average traffic flow at a turning (i.e.
higher traffic flow did not result in higher forecasts errors).
Simulation results
The final results of the simulation runs are presented in table 6.6. Compared to the standard
OTC (fixed-time signal plan), the forecast-augmented OTC-Pro control significantly reduces the
mean queue by 6.3% (18.2%) and the average stop time by 5.3% (15.8%). Consequently, OTC-
Pro reduces greenhouse gas emissions by vehicles, such as CO2, (FTC: 2.2%, OTC: 1.1%) and
NOx (3.4%, 1.5%), but has slightly higher values for PM (-1.6%, 0.3%).
Table 6.6: Simulation results for K3 for three replications. Best results are highlighted in bold.
FTC OTC OTC-Pro
240 490 491 240 490 491 240 490 491
Mean queue [veh] 49.0 54.7 53.7 45.1 48.4 45.6 43.1 43.7 46.9
Stop time [s/km] 143.5 157.6 156.3 133.9 141.2 136.0 130.5 128.8 141.1
Delay [s/km] 162.0 177.4 175.9 152.8 160.9 155.4 150.0 148.2 161.0
CO2 [g/veh] 553.7 572.3 570.1 554.0 567.2 559.8 554.7 556.5 565.2
PM [g/veh] 0.325 0.333 0.336 0.339 0.339 0.338 0.337 0.336 0.341
NOx [g/veh] 1.57 1.62 1.62 1.56 1.59 1.58 1.56 1.55 1.59
Figure 6.7 shows the time series for the total average delay in seconds per kilometre. The
depicted results are averaged over three simulation runs with different random seeds. Error
bars are omitted for improved readability. Using the static fixed-time signal plans, vehicles are
faced with an average delay of 171.7 seconds per kilometre. The use of OTC-adapted signal
plans reduces this value by 9.0% to 156.4 seconds. Compared to the standard OTC (fixed-time
signal plan), the additional consideration of forecasts results in further improvement by 2.1%
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(10.9%), reducing the average delay to 153.0 seconds. OTC-Pro flattens the steeply rising peak
in the morning that occurs from 6.30 a.m. to 8 a.m. before developing to a normal level until 10
a.m. The time until a normal level of delay is reached, can be reduced. By reducing the average

































































































● FTC (Delay: 171.7 s/km)
OTC−Pro (153.0 s/km)
OTC (156.4 s/km)
Figure 6.7: Mean delay for K3 averaged over three simulation runs. Compared to the reference solution,
OTC-Pro reduces the average delay.
Finally, we investigate what effect using forecasts without considering forecast accuracies or the
actually monitored values has. To conclude, this approach turns out to be worse than the stan-
dard forecast-augmented OTC-Pro control. However, with an average delay of 154.1 seconds
per kilometre, an average stop time of 134.7 seconds per kilometre, and a mean queue of 44.9
vehicles, its performance is still better than the standard OTC (delay: 156.4 s/km, stop time:
137.0 s/km, queue: 46.4 vehicles).
Table 6.7: Averaged simulation results for OTC-Pro, creating the situation description but only consider-
ing forecasts.
Measure 240 490 491 Average
Mean queue [veh] 42.7 43.3 47.8 44.5
Stop time [s/km] 129.7 128.8 143.9 134.1
Delay [s/km] 149.0 148.0 164.1 153.7
CO2 [g/veh] 554.5 554.3 566.9 558.5
PM [g/veh] 0.339 0.335 0.344 0.339
NOx [g/veh] 1.56 1.55 1.60 1.57
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6.4.3 Scenario II: Manhattan-style road network
The results of the previous experiment for an isolated intersection are quite promising. However,
the approach has yet to be evaluated for more complex scenarios. For this, an artificial simu-
lation model of an urban Manhattan-style road network was developed with six intersections
that are located in two rows of three intersections each (Figure 6.8). The intersections have an
identical topology that allows for all possible turning movements. Each of the six intersections
supports twelve turning movements. The connecting two-laned road segments have a length of
250 m to 350 m, and provide an additional side-lane for left-turns. The simulation duration is
three hours and 20 minutes. The configurations of OTC and of the forecast module are the same












Figure 6.8: Artificial Manhattan-style road network with six signalised intersections. Each intersections is
equipped with the same signal plan consisting of four phases with a cycle time of 90 seconds.
Traffic demand: In the simulation study, the network has been simulated for three hours and
20 minutes. Table 6.8 summarises the simulated demand for the Manhattan network. The
origin/destination pairs describe the number of vehicles per hour traversing the network from
one border to another. In the first twenty minutes, a warm-up phase with low traffic density
is simulated. Afterwards, the demand increases drastically. The east- and westbound streams
are the most heavily travelled. During the third phase, the overall traffic load decreases again
and the strongest streams are changed to the north- and southbound streams. These changes in
demand resemble the typical phenomena of traffic, where major travel directions are changing
in the course of a day.
Signal plans: Each of the Manhattan networks intersection’s fixed-time signal plans consists of
four phases (see figure 6.8). The according signal timings are presented in table 6.9. Phases 1
and 3 serve vehicles turning left, while Phases 2 and 4 serve vehicles going straight or turning
right. Phase 1 has a green time of 10 seconds, Phase 2 has a green time of 23 seconds, and so on.
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Table 6.8: Traffic demands for the Manhattan network as origin/destination (O/D) pairs.
O/D pairs (in veh/h) 0:00 - 0:20 0:20 - 1:50 1:50 - 3:20
WN → EN 120 600 200
EN → WN 120 600 200
WS → ES 60 300 200
ES → WS 120 600 400
NW → SW 60 300 200
SW → NW 60 300 400
N → S 60 300 200
S → N 60 300 400
NE → SE 60 300 200
SE → NE 60 300 400
Others 180 900 600
Total 960 4800 3400
The interphases in between have a duration of five, respectively seven seconds. The duration
for yellow light is three seconds. In total, the cycle time is 90 seconds.
Table 6.9: Initial fixed-time signal plan for the Manhattan network. Signal timings are given in seconds
(IP=Interphase, GT=Green time). The duration for yellow light is three seconds.
Phase 1 Phase 2 Phase 3 Phase 4 Cycle
GT IP GT IP GT IP GT IP time
10 7 23 5 10 7 23 5 90
To evaluate the individual adaptation strategies of OTC and OTC-Pro, a deeper look into the
signal plans created is taken. Table 6.10 summarises the minimal and maximal assigned cycle
times for each executed simulation replication with OTC and OTC-Pro. Compared to the isolated
intersection K3, it can be seen that the adaptation process is not as extreme. Most of the time,
the average cycle time ranges between 80 and 85 seconds while the maximal cycle time does
not exceed 115 seconds. During the first two hours, OTC usually assigns signal plans with cycle
times above 80 seconds. Afterwards, the network demand decreases and OTC reacts with cycle
time reductions down to 70 seconds. Remember, FTC sticks to its fixed-time signal plan with a
static cycle time of 90 seconds independent of the momentary traffic conditions.
Using the standard OTC (OTC-Pro), the average population size of each individual intersection’s
XCSF ranges from 32 to 46 (26 to 47), the average number of layer 2 executions lies between
17 and 24 (14 to 25).
Forecast accuracy
The histograms in figure 6.9 show the distribution of the forecast errors (the absolute deviation
between the actual hourly traffic flow and the according forecast) of the executed replications.
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Table 6.10: The minimal and maximal cycle times as developed by OTC and OTC-Pro for each intersec-
tion and replication of the Manhattan network.
Inters. Repl. OTC OTC-Pro
Min Max ∅ Min Max ∅
143
246 80 96 82.2 71 97 84.2
323 71 104 82.8 71 101 83.6
324 73 97 80.6 69 103 80.6
158
246 75 109 88.1 70 101 85.0
323 73 101 85.4 73 103 84.5
324 72 102 86.2 73 105 85.2
179
246 71 109 84.3 71 105 84.9
323 69 101 82.9 69 101 83.4
324 67 101 82.6 67 101 81.0
357
246 75 109 87.5 71 115 86.5
323 72 102 86.8 72 101 84.8
324 67 108 84.0 69 100 85.8
384
246 71 100 83.4 75 109 84.4
323 68 94 83.1 72 100 83.0
324 69 113 84.2 70 107 83.4
403
246 70 103 85.8 73 103 85.2
323 71 100 81.8 68 97 80.7
324 67 105 80.9 64 101 80.7
As the histograms depict, the errors are roughly normally distributed. The mean absolute fore-
cast error has a value of -8.1 vehicles per hour with a standard deviation of σ = 134.2 and is
rather close to zero. Compared to the normal curve, it is plausible that the forecast errors are
normally distributed with mean zero. However, for turnings with stronger traffic demands, the
absolute error can be higher. The two peaks of the distribution (one to the left and one to the
right) are attributed to this observation.
Simulation results
Again, three independent replications with different simulation seeds were executed. The aver-
age results obtained for the Manhattan network are depicted in table 6.11. In contrast to the
results from the previous experiment with an isolated intersection, the benefit of the forecast-
augmented OTC-Pro control is less high. However, OTC-Pro can slightly reduce the average
delay (see figure 6.10 and table 6.11). A decrease in the number of stops consequently leads
to lower pollution emission. Compared to OTC, OTC-Pro reduces the average travel time by
1.1% and the average stop time by 1.7%. Both OTC and OTC-Pro can drastically reduce the
network-wide pollution emission compared to fixed-time signal control. FTC results in much
higher pollution rates, as the internal model of Aimsun estimates higher emission during con-



















































































0 µ =  −12.95 σ =  125.32
(c) Replication 324
Figure 6.9: Manhattan network: Histograms showing the absolute forecast error distribution for three
replications compared to a normal distribution curve.
Table 6.11: Simulation results for the Manhattan network for three replications. Best results highlighted
in bold.
FTC OTC OTC-Pro
246 323 324 246 323 324 246 323 324
Travel time [s/veh] 691.3 646.0 790.8 466.7 460.0 461.7 455.9 460.5 456.2
Stop time [s/km] 156.3 144.3 189.6 87.4 85.5 85.5 84.0 85.8 84.3
Delay [s/km] 170.9 157.7 205.3 98.4 96.5 96.5 95.0 96.8 95.2
CO2 [g/veh] 1042.6 1001.9 1096.1 94.4 94.1 94.4 94.0 94.0 94.0
PM [g/veh] 0.508 0.493 0.535 0.045 0.046 0.046 0.046 0.046 0.046
NOx [g/veh] 3.06 2.99 3.29 0.27 0.27 0.27 0.27 0.27 0.27
Next, it was investigated if larger sets of forecast methods can improve these results. A set of
four (ARIMA(0,1,3) added) and a set of five methods (ARIMA(0,1,3) and ARIMA(0,1,1) added)
is evaluated. To conclude, the results were rather similar to the previous findings. Larger set
sizes did not result in any noteworthy improvements. Also making forecasts based on shorter or
longer time series (the last 10, 15 or 25 values instead of 20) did not lead to better results.
The time series in figure 6.10 show the network-wide delay averaged over three independent
replications. Error bars are omitted for improved readability. After an initial warm-up time of 15
minutes, OTC starts to create new signal plans, outperforming the reference solution right away.
The static fixed-time signalisation results in congested conditions throughout almost the whole
simulation period. After 15 more minutes, the forecast methods have received enough data to
generate forecasts. In the first two hours, OTC and OTC-Pro perform on similar levels, OTC-
Pro having a slightly lower delay. After two hours, the traffic demand decreases and the major
streams change now going from north to south and vice-versa. OTC-Pro clearly outperforms
OTC from thereon. Considering the complete simulation period, the fixed-time control has a
total average delay of 172.7 seconds (standard deviation σ = 91.3s). OTC reduces this value by
42.4% to 99.4 seconds (σ = 51.7s). The additional consideration of forecasts further reduces
95
Chapter 6 Forecast-augmented anticipatory adaptation of green times
Table 6.12: Mean simulation results for the Manhattan network averaged over three replications.
FTC OTC OTC-Pro
Travel time [s/veh] 709.4 462.8 457.5
Stop time [s/km] 163.4 86.1 84.7
CO2 [g/veh] 1046.0 94.3 94.0
PM [g/veh] 0.521 0.046 0.046






















































● FTC (Delay: 173 s/km)
OTC (99 s/km)
OTC+F (94 s/km)
Figure 6.10: Mean delay in seconds per kilometre for the Manhattan network averaged over three simu-
lation runs.
the average delay to about 93.8 seconds (σ = 47.1s) (improvement of 45.7% compared to FTC,
5.6% compared to OTC).
Figure 6.11 depicts the travel times and stop times monitored over the simulation period for
OTC and OTC-Pro. The results are averaged over three independent replications, each one
simulated with another random seed. Additional error bars represent the standard deviations.
In the beginning, travel times increase as more and more vehicles enter the network. After the
initial warm-up time, OTC populates its initial empty rule base and reduces the average travel
time. Interestingly, during both periods of travel time reduction (30 minutes and 120 minutes),
OTC-Pro results in faster and stronger reductions compared to OTC. However, the average stop





























































































































● OTC (161.7 s/km)
OTC+F (160.4 s/km)
(b) Travel times
Figure 6.11: Travel times and stop times for the Manhattan network.
6.5 Summary
This chapter presented how concepts of time series forecasting can be integrated beneficially
into a self-adaptive and self-organising traffic management system, such as the distributed OTC
system. Its benefit for the traffic signal adaptation was evaluated on the basis of a simulation-
based evaluation.
It can be concluded that the use of forecasts can lead to an improved traffic signalisation. This
anticipatory approach was compared to the standard OTC system and to a real-world controller,
working on fixed-time signal plans that are actually deployed in Hamburg, Germany. Using
this setup, it was demonstrated that the proactive adaptation strategy outperforms the standard
OTC and the reference solution, especially in highly demanding conditions such as rush-hours.
This is especially promising since peak load poses the most severe challenge to traffic control.
The anticipatory approach based on forecasts of traffic flow leads to a better control strategy,
i.e. in terms of decreased travel times and pollution emission. Interestingly, the use of forecasts
did not only improve important factors, such as the average delay and throughput at signalised
intersection, but also lead to smaller population sizes within the learning component of OTC.
To conclude, the forecasts-augmented adaptation strategy of OTC-Pro is especially beneficial




Anticipatory and adaptive traffic guidance
Congestion is a serious problem affecting all traffic participants. The resulting waste of time
and fuel leads to billions of dollars lost annually [SEL15]. Urban road networks come to their
capacity limit due to increasing demands. The complexity of these road networks, due to mu-
tual influence of different traffic control strategies, is no longer feasible for a central instance.
Thus, decentralised, self-organising and self-optimising approaches that better utilise existing
infrastructure by optimised vehicle coordination, are needed. OTC represents a decentralised,
self-organised traffic management system. Using the communication infrastructure, the local
delays occurring at signalised intersections and the estimated travel times based on the current
traffic streams within the road network can be communicated to other nearby intersections.
Based on this disseminated information, OTC-controlled intersection controllers have the ability
to determine the shortest paths to prominent destinations (such as the main hall or the main
station). Consequently, the benefits of dynamic route guidance (DRG) are the alleviation of con-
gestion, the enhancement of the reliability and robustness of the road network, and the provision
of navigational assistance for travellers which are unfamiliar with the network [Don11].
In general, routing protocols compute the fastest or shortest route from a starting point to a
destination. This calculation is typically based on static information about the road network,
or is dynamically calculated based on recently monitored traffic data. The computed routes
can be disseminated via variable message signs or navigational systems, and give drivers an
indication, how to traverse the network to reach their destination as fast as possible. However,
this reactive approach yields significant problems: First, the drivers need time to follow their
proposed route. Therefore, the initial route recommendation might already be outdated at the
next intersection. This leads to repeated re-routings, that will decrease the acceptance of the
route guidance mechanism. Second, especially in situations with developing congestion, a fast
reaction is valuable to avoid further negative impacts on traffic.
In contrast, a proactive routing protocol takes into account forecasts about future traffic flow. By
considering both the current traffic conditions and the estimated traffic flow forecasts, the exist-
ing reactive DRG system is turned into a more robust, proactive, and anticipatory one. Forecasts
about future traffic flow patterns help to detect capacity shortages in advance. Furthermore, this
approach has the potential to reduce the re-routing demands, leading to a broader acceptance
of the system, and making it more reliable [STH15b, Fu01].
This chapter presents two novel, anticipatory and time-dependent route guidance protocols:
Temporal link state routing (TLSR) and temporal distance vector routing (TDVR). These proto-
cols are used to distribute knowledge about forecasts of the traffic flow for several future time
steps in combination with current route states. Thereby, these concepts extend two well-known
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Internet protocols, the distance vector routing (DVR), respectively the link state routing (LSR)
protocol. These protocols were adapted for urban road networks in previous work [PTL+12], but
just considering the current traffic conditions. Therefore, these protocols only reacted to real-
time data without any insight into future conditions. In a first step, the route guidance module
is coupled with the forecast module of the observer. Thereby, the intersection controllers are no
longer limited to react on historic traffic measurements, but to incorporate short-term forecasts
of future traffic developments. The major goals of the novel protocols are the improvement
of the network’s robustness, the minimisation of the average travel time, and the reduction of
emission by preventing congestion. A better distribution of traffic streams makes it possible to
use the capacity of the road network more efficiently. The performance of these dynamic antici-
patory protocols is investigated in a simulation-based evaluation within OTC with two artificial
networks under free flow and disturbed conditions.
7.1 Problem formulation
”The shortest distance between two
points is under construction.”
Noelie Altito
Dynamic networks are often used as one representation for network-structured decision-making
problems over time [Aro89]. Many real world cases that could benefit from optimisation, such
as energy systems, communication systems, and traffic networks can be mapped to graphs and
can therefore be seen as one representation of the underlying network structure. Thus, well-
established graph algorithms can be used to solve these problems. Many existing approaches
make the simplifying assumption that the weights of the network’s arcs (representing costs) are
constant over time. However, real-world systems are usually time-dependant with regard to the
time-varying costs of the arcs [DBKS10].
The route planning problem can be formulated as the computation of an optimal point-to-point
shortest path in a road network [NBB+08]. In this scenario, optimality refers to the path with
the shortest distance or with the minimal travel time. The calculation of these routes can rely
on static information only, but can also incorporate real-time information or forecasts of future
traffic developments. If only static information without knowledge of the current traffic situation
is used, the resulting graph is a static representation of the road network. The domain of finding
the shortest paths in graphs is an entire field of research for itself. Delling et al. [DSSW09]
present an extensive overview, focussing on algorithms applied to road networks.
In the following, several important definitions are introduced, finally leading to the definition of
a time-dependent network.
Definition (Static graph) Let G = (V,A) be a directed graph with a source node s ∈ V and a
target node t ∈ V . Each arc a ∈ A has an associated positive capacity ca, and a transit time τa ≥ 0.
The capacity ca equals the maximum number of vehicles that can simultaneously traverse arc a. For
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arc (Vi, Vj), node Vi is called its tail, whereas Vj is its head.
A graph labelled with its assigned capacities and other additional parameters is also called
network. In general, networks can have multiple sources (start) and sinks (destination). Yet,
such networks can easily be transformed into a representation with only one source and one
sink by adding a super-source node and a super-sink node. The super-source is then connected
with new arcs to all sources and new arcs are also introduced from all sinks to the super-sink
having infinite capacity. In the following, only single-commodity networks are considered, for
example networks in which cars are the only commodity of interest to us (as it is sort of the case
when studying traffic flow). Some authors study algorithms for multi-commodity flow, see for
example Hall et al. [HHS03].
Several classic algorithms and their modern versions, such as the Dijkstra algorithm [Dij59], the
A* algorithm [NDSL12], or the Bellman-Ford algorithm [Bel58] are applied to find the shortest
s-t-path [PTL+12] in static networks [KLS02]. The short-coming of these classical approaches
is that they do not represent the time-varying weights of the arcs. As traffic includes a temporal
dimension, several researchers presented approaches to transfer this dynamic property to time-
dependent shortest path algorithms [KLS02, DBkS11]. A time-dependent graph is defined as
follows [NDSL12].
Definition (Time-dependent graph) Let G = (V,A, c) be a weighted, directed graph with a
source node s ∈ V , a sink node t ∈ V , an interval of time instants θ, a departure time t0 ∈ θ, and
a time-dependent transit time function c : A× θ → R+.
In the setting of time-dependent networks, time is introduced as an additional parameter. These
networks consider time-varying attributes, such as travel time, the arcs capacities, and flow
costs [Bre13]. A positive transit time τa > 0 is assigned to every arc a ∈ A. This represents
the time it takes one unit of flow to get from an arcs tail to its head. In opposition to static
networks where the transit time is constant over time, the result of the time-dependent transit
time function is variable. Given a time-dependent graph with time-varying weights on its arcs,
the time-dependent shortest path can be formulated as follows [DBKS10].
Definition (Time-dependent shortest path (TDSP)) Given a graph G = (V,A, θ), a source
node s, a departure time ts at node s and a target node t, the time-dependent shortest path
TDSP (s, t, ts) is the path with the minimum travel time among all paths from s to t at time in-
stant ts.
In other words, our goal is to find a path p = (s, v1, . . . , vk, t) in G that minimises its time-
dependent cost γt0(p). In order to model the passing of time, one can either use a discrete
or a continuous setting. In the discrete setting, the time domain θ is a set of points in time
θ = 0, 1, 2, . . . , T . In the continuous setting, it is an interval of real numbers θ = [0, T ]. Time-
dependant network flow problems in real application are usually continuous processes. In order
to solve continuous models, they can be converted into a discrete model. The shorter the discrete
time intervals, the more complex becomes the computation. In time-dependent flow models, the
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attributes of the arcs usually change in time. The function ua : θ → <+ denotes the capacity,
ca : θ → <+ denotes the cost, and τa : θ → <+ denotes the traversal time of an arc a at a certain
point in time.
Definition (Dynamic network) Let N = (G, u, τ, s, t) a dynamic network consisting of a directed
graph G = (V,A) with a source node s and a target node t. The capacity function u : A → <+
defines the maximal amount of flow on an arc at each instant of time. The time-dependent transit
time function τ : A → <+ represents the amount of time that is needed to traverse an arc from its
head to its tail.
Consequently, road traffic networks can be represented by a dynamic network, whereas roads
are mapped to arcs, intersections are mapped to nodes, and weights correspond to the esti-
mated travel times. Naturally, traffic exhibits changing patterns over time, for example the arc’s
transit time τ is not constant but depends on the amount of flow [BK04]. A higher flow in an
arc often implies a considerable increase in its transit time. Amongst other options, the time-
dependent property of this transit time function can be modelled inflow-dependant [KLS02] or
load-dependant [KS03]. In general, the current shortest path is not necessarily equal to the time-
dependent shortest path. Concluding, a network representing the time-dependent properties of
traffic is a more fitting representation then a static network model.
While there are many efficient algorithms for static flow networks, time-dependent or dynamic
networks are more difficult to compute. However, if one wants to model real world problems as
accurately as possible, the element of time needs to be introduced into the model.
Note on terminology: some authors prefer the term time-dependent network over dynamic net-
work. In accordance, the former definition will be used throughout this chapter.
7.2 Related work
Research in the field of vehicular route guidance can be categorised in a variety of ways [SJ06]:
static and dynamic, centralised and decentralised, and proactive route guidance. The following
section gives an overview over several approaches towards route guidance and draws compa-
risons to OTC’s self-organised and anticipatory DRG mechanism.
7.2.1 Static, reactive, and predictive route guidance
Route guidance is an important aspect in intelligent transportation systems. It provides drivers
with routing proposals. These proposals can be dynamic and incorporate current and forecasts
of future traffic conditions, or rely on static information only. In the following, the state of the
art in the field of DRG is reviewed and the benefits and drawbacks of these approaches are
discussed.
First, static methods compute a fixed route before the start of a trip. Today, many cars come
equipped with on-board GPS-based navigation systems (such as Garmin or TomTom) [Kap05].
The navigation relies on installed maps of the network which are mostly used by modified
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versions of Dijkstra’s algorithm [Dij59], or the A* algorithm [HNR68]. They are applied to
find the shortest route for a given starting point and a fixed destination [PTL+12, NDSL12].
Dong [Don11] presents a brief summary of the published literature on in-vehicle route guidance
systems until 2010. He points out that static routes usually do not find the optimal route since
they are not able to respect the changing traffic conditions.
Second, several reactive routing protocols have been proposed [Fu01, WFZ04, PST+11]. They
also compute one possible route upfront, but this route can be subject to change during the trip,
depending on the current position of the vehicle and the real-time information received. These
protocols react to changing traffic conditions and compute a new route on-demand based on
these information.
Third, predictive routing protocols go one step further. Apart from reacting to the current
situation, they generate forecasts of upcoming traffic conditions and incorporate those forecasts
into the computation of the proposed routes. It has been shown that reactive protocols and
especially predictive approaches lower the average travel time in urban road networks [Fu01],
whereas reactive protocols are less complex than predictive systems, at the cost of decreased
robustness against incidents and congestion [SJ06].
A good first introduction to anticipatory route guidance in general is given by Chen et al. [CU91].
They present centralised and decentralised architectures for real-world application of anticipa-
tory DRG and give delimitations between static and dynamic methods. SAVaNT (Simulation of
Anticipatory Network Vehicle Traffic) [WKS00] is such a decentralised, proactive route guidance
system where equipped vehicles are routed on a next-hop basis. To determine the route propos-
als, time-dependent link travel times are used in a traffic simulation. However, they assume
that each vehicle has a compliance rate of 100% (i.e. strictly following the proposed route), and
that non-equipped vehicles statically follow the shortest free-flow routes. Claes et al. [CHW11]
present a decentralised multi-agent system based on ant behaviour for anticipatory vehicle rout-
ing. Each vehicle is equipped with a smart device, depicting an agent monitoring the vehicle’s
current state and location. This data is transmitted to infrastructure agents along the road and
to nearby vehicle agents. Other vehicle agents use this data to forecast road occupancies to
determine the best route to their destination.
7.2.2 Centralised and decentralised route guidance
DRG systems can also be classified into centralised and decentralised approaches. The former
exchanges information between vehicles or controllers and a central information centre, while
the latter is based on estimated link travel times and operated on vehicle unit level without cen-
tral control [Don11]. A study of decentralised strategies for route guidance [FZvZ06] compared
centralised and decentralised systems. The authors point out that decentralised approaches
have lower computational complexity, are easily scaled and extended, while being more robust
against failures and measurement errors than centralised systems, but might only come up with
a suboptimal system-wide solution.
Recent decentralised approaches [WKS00, WLvB+07, CHW11] often rely on equipped vehicles
with car-to-car or car-to-infrastructure communication based on floating car data (FCD). In a
centralised system, all data is gathered in a traffic management centre where route proposals
are computed for the entire network, taking into account system-wide objectives.
Dong et al. [DML06] propose a user-equilibrium time-dependent traffic assignment algorithm,
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using the simulation assignment model DYNASMART [JMH94]. They estimate the current traffic
conditions and derive short-term road utilisations to forecast travel times within a network-wide
traffic simulation. However, the simulated network is rather simple and the simulated traffic
behaviour is simplified. Pan et al. [PPZB13] present an approach which relies on intelligent
vehicles that act as mobile sensors to collect real-time traffic data. Vehicles have to be equipped
with GPS running a software on an embedded vehicular system or smart phone. The vehicles
change their path in response to newly received guidance sent by a centralised service. The
predicted fastest routes are calculated by a traffic re-routing strategy.
7.2.3 Distributed route guidance in the OTC system
In comparison to the state of the art presented in section 7.2.2 and section 7.2, the decentralised
DRG mechanism in OTC poses several advantages. It is not fixed to be used with one specific
routing protocol, but can be used with any protocol of the three previously mentioned categories.
Depending on the protocol type, recent sensor values and additional forecasts of future traffic
conditions can be dynamically incorporated.
Furthermore, the implementation is fully distributed, meaning that there is no central server col-
lecting all data and then executing the route calculations. It thereby eliminates the single point
of failure of a central server with a decentralised approach. In contrast, each controller only
operates on the locally monitored data and the information received from adjacent controllers.
Collaboration amongst controllers is a vital benefit of this approach. The decentralised system
is easily scaled and expanded, being more robust than centralised solutions while lowering the
cost for hardware components.
In contrast to some of the previous approaches, OTC does not demand additional hardware in
vehicles. The traffic flow and the signalisation data are available at the responsible traffic light
controller (via loop detectors or video cameras) which leads to more up-to-date information,
better representing the network’s current traffic conditions. Furthermore, it reduces the amount
of communication. OTC provides new route recommendations at each intersection on a next-
hop basis. It is assumed that not all road users follow these suggestions as each individual driver
optimises his route without respect to the network-wide optimum. Previous research reports a
widely varying acceptance of VMS-based route recommendations, ranging from 20% [ESH07]
to 70% [ENR96]. Thus, decentralised route guidance may result in an user-optimised equilib-
rium and not in the system-wide optimum. This approach showed to be especially profitable
during disturbed conditions [PTL+12], lowering the network-wide travel times and the number
of stops.
7.3 Self-organised distributed route guidance in urban road net-
works
To turn OTC in an even more robust and sustainable traffic control system, a self-organised,
eco-friendly route guidance mechanism has been integrated [PTB+11]. It computes the fastest
routes to prominent places through the network based on the current traffic demands. Each
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traffic light controller (TLC) is extended by a routing component (RC) that allows for a self-
organised, fully decentralised route guidance (Figure 7.1). Communication links between neigh-
bouring intersections allow TLCs to exchange estimated travel times and delays. These approxi-
mated travel times are then used to calculate alternative routes to prominent destinations under
the current traffic demand and signalisation. With the help of a routing protocol, travel times
are distributed in the network and routing tables containing the proposed routes are managed.
A route is defined by an origin, a destination, and the connecting roads in-between. Each RC
manages its own routing tables for each incoming section. Its entries are of the form: “to desti-
nation X, turn right, estimated arrival time: y seconds”. Every signalised intersection is assumed
to be equipped with VMS at their approaching sections where the route recommendations are
then displayed to drivers. A vital point in this approach is the accurate estimation of travel times.
















Figure 7.1: Dissemination of estimated travel times between OTC controllers for distributed route gui-
dance.
7.3.1 Requirements for a real-world deployment
Before the routing component of OTC can be deployed in a real-world scenario, some precondi-
tions have to be met.
1. Sensors to monitor the current traffic conditions are needed. Inductive loop detectors
resemble a cheap and well established monitoring technique in traffic management ap-
plications [PX06]. Of course, other technology, such as closed-circuit television cameras
(CCTV) or several types of sensors (acoustic, infrared, magnetic) can be used as well.
2. With the help of communication infrastructure, travel costs can be distributed in the net-
work.
3. A shortest path algorithm is necessary to approximate the best routes with the lowest
travel time through the network.
4. Routing protocols are needed to derive and distribute the route recommendations.
5. The calculated routes have to be provided to the traffic participants. The routing infor-
mation can be passed on to the road users via VMSs (collective systems), or in case car-
to-infrastructure communication is available, via direct communication to smartphones or
navigational devices (individual systems).
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Besides these points, OTC does not need further changes – especially no sophisticated detection
and analysis devices.
7.3.2 Traffic-dependent estimation of travel times
OTC offers a collaboration mechanism between TLCs for communicational purposes. TLCs use
the existing communication infrastructure to exchange their locally monitored traffic states with
nearby TLCs. This situation description contains the turning delays and the estimated travel
times for outgoing sections. Instead of just assuming static travel times according to the estima-
tions under free-flow conditions, a dynamic approach is considered, calculating them according
to the monitored saturation.
The travel time estimations for sections are calculated according to a formula from the Bureau
of Public Roads1 (Equation 7.1). The estimated mean travel time ts for a section s is computed
in dependence of the current traffic flow M as
ts = tf ∗ (1 + a ∗ (M/C)b) (7.1)
where tf = sv denotes the travel time during free flow conditions based on the length s and the
speed limit v of the section, and a and b are coefficients. Figure 7.2 depicts curves for several
combinations of traffic flow and values for a and b with C = 800, s = 1000, and v = 50. Finally,
C is the estimated maximal capacity of the section in terms of the number of vehicles, calculated































Figure 7.2: Estimated section travel time with the BPR formula for different traffic flow and a and b
values.
The turning delays are approximated with a formula from [Web59] (Equation 7.2). Assuming
that M corresponds to the turning’s current traffic flow in vehicles per hour, S denoting the
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of the intersection (in seconds), and tg denoting the turning’s effective green time (in seconds),
the turning’s delay td is calculated as
td = 0.9 ∗ [
tc ∗ (1− tg/tc)2
2 ∗ (1−M/S) +
1800 ∗ g2
M ∗ (1− g) ]. (7.2)
Finally, g = Mtg/tc∗S corresponds to the degree of saturation of the turning for the current green
time tg and traffic flow M .
The result is an up-to-date description of the network’s traffic state, from which routes to arbi-
trary destinations can be derived. Each TLC locally determines the routes with the lowest travel
time which are then visualised through VMS’s at each intersection. For now, only the route
with the lowest travel time is displayed. However, the output can easily be extended to show
alternative route recommendations.
7.4 Decentralised and adaptive routing protocols for urban road
networks
Standard network protocols from the Internet domain, such as the distance vector routing (DVR)
and the link state routing (LSR) protocol [Tan03] were adapted to road traffic guidance in
previous works [PTL+12] and applied within the route guidance mechanism in OTC. Since
these protocols work well for a complex network with a huge number of nodes, such as the
Internet, it is deemed as an appropriate approach for urban road networks. In the following,
the basic functionality of these reactive protocols are explained. The contribution in form of two
anticipatory routing protocols based on traffic flow forecasts is presented.
7.4.1 Link state routing (LSR)
A modified version of the Internet protocol LSR serves as route guidance heuristic. Each TLC
broadcasts the estimated travel times for each outgoing section and each of its local turning
movements to other nearby controllers. Afterwards, each TLC constructs a network graph rep-
resenting the topology of the road network and the estimated traffic conditions. Finally, the best
routes through the network are derived. The protocol has a five-step process:
1) Find adjacent neighbours: Initially, an RC has no knowledge about the adjacent controllers
he can communicate with. Therefore, an initial shake-hands message is sent to adjacent con-
trollers. This step has to be executed only once, during the start-up phase.
2) Local delay estimation: Next, each RC periodically estimates the local delays for each turn-
ing of the local intersection. These delays are calculated based on the current waiting times
during red light phases and the estimated travel time to a next intersection based on the cur-
rent traffic conditions. Afterwards, these estimations are communicated to all other RCs in the
network using broadcast messages (so-called advertisements). These link state advertisements
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(LSA) contain link states describing a path from a starting intersection to a destination and its
estimated travel time (see figure 7.3). Each LSA is assigned a sequence number, indicating if it
is newer or older than another LSA sent by the sending RC. The message is only utilised in case








Figure 7.3: Routing component RCA estimates the local delays for turnings and outgoing sections of
intersection A. The resulting estimations are then sent to neighbouring RCs via link state
advertisements.
3) Network graph creation: After receiving a full set of advertisements from all other RCs,
each RC builds a graph by connecting the subgraphs obtained from the link states. This graph
represents the topology, the current traffic flow, and the approximated travel times within the
network.
4) Shortest paths computation: Every RC locally computes the best (for example the shortest
or the fastest) routes from itself to other points of interest. The Dijkstra algorithm [Dij59] is
used to calculate the paths with the lowest travel time from each RC to all reachable destinations
based on the previously generated network graph.
5) Updating the routing tables: In a final step, each RC updates its interior routing tables. For
each approaching road, one entry with the best route to all its reachable destinations is stored.
Finally, each table entry contains information for each incoming section, the destination, the
recommended next turning, and the estimated travel time to this destination.
Further details on the existing LSR mechanism for urban road networks are given in [PTL+12].
7.4.2 Temporal link state routing (TLSR)
The novel TLSR protocol resembles an extension of the basic LSR protocol, utilising both cur-
rent traffic demands and forecasts of future traffic conditions. By broadcasting graph-series
that encode current and forecasted traffic flow, TLSR is able to consider the time-dependant
developments of traffic. The previously static network graph is converted into a time-dependent
representation of the current and the future traffic conditions. Thus, the following adjustments
are applied to the second, third, and fourth step of the previously introduced LSR protocol.
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Local delay estimation and forecasting
The local delays are estimated both for the current traffic flow and for a number of traffic flow
forecasts for future points in time (i.e. ten instances, one for every minute). The forecasts
are created by the forecast module, as presented in section 2.4 (Figure 7.4). The number of
forecasts, their interval, and the forecast horizon depends on the size of the road network. The
more forecasts we create, the larger the packages that are sent over the network get. This leads
to high latencies and message overhead. A forecast interval that is too small is not advisable
since not enough sensor data will be available to correctly approximate the actual traffic state.
The forecast horizon only has to span several minutes (up to 15 minutes) since the forecasts
become less accurate the longer the horizon gets, due to the dynamic nature of urban traffic.
Based on previous forecasts and their respective actual values, error measures can be used to
estimate the forecast accuracies and the standard deviations of the forecast errors. The forecasts










Figure 7.4: The routing component estimates the local delays for turnings and outgoing sections of in-
tersection. Forecasts for future points in time are derived using the forecast module. The
resulting estimations are sent to neighbouring RCs via link state advertisements.
Network graph creation
The edges (representing roads) of the network graph are extended. They contain both the
current traffic flow and the forecasts for several points of time in the future in a fixed interval,
defined by the interval in which the time series data is aggregated. Thereby, the resulting graph
is converted into a time-dependant representation of the network.
Shortest paths computation
The benefit of including forecasts received from other RCs is highly dependant on their accuracy.
Another important aspect is the degree to which they are taken into account for the calculation
of the estimated travel times for the route recommendations. Thus, the Dijkstra algorithm is
adapted to compute the routes with respect to the estimated precision of the forecasts.
Dijkstra algorithm considering forecast accuracy
The derivation of qualitative route recommendations depends heavily on the accuracy of the
forecasts and the degree to which forecasts are taken into account. This ranges from only re-
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lying on current traffic conditions (which is similar to the basic protocol) to considering long
periods of forecasted traffic demands. To estimate the accuracy of the forecast Ft, the sending
RC calculates the mean absolute scaled error (MASE) [HK06] (see section 6.3.3). Remember, a
scaled error of less then one arises if the forecast is better than the average naive one-step fore-
cast computed in-sample. The calculated result of the error measure is sent to other controllers
which use it to determine the degree to which they consider the forecast, respectively the flow
value. The lower the MASE, the higher the trust in the accuracy. Likewise, the influence of the
forecast on the estimated travel time calculation increases. Finally, the current flow Yt and the
forecast Ft+k for time step t+ k are combined based on a smoothing function computed as
x∗t = αYt + (1− α)Ft+k where 0 ≤ α (7.3)
with α being the MASE. In extreme cases, we only consider the forecasts or only the monitored
sensor values. The first case occurs when the MASE value equals zero. The second case occurs
when MASE has a value of one or higher. For this formula, MASE values above one are set to
an upper limit of one. The combined result x∗t then serves as estimated delay for the according
turning or section.
Time-dependent Dijkstra algorithm considering forecasts
Previously, Dijkstra considered only one value per edge of the network. The edges are extended,
containing both the estimated costs for the current time step and for several forecasts for dif-
ferent points in time. The modified Dijkstra algorithm chooses the closest entry for the point in
time where a value is needed. A demonstrative example is shown in figure 7.5. The task is to
estimate the travel time from intersection A to C based on the current travel time estimations
and forecasts for future points in time. This means, at intersection A (start of the route), the
current travel costs tA = tAB0 at time t = 0 from intersection A to B are considered. At the next
intersection B, the forecast tB = tBCtA for the estimated arrival time t = tA from intersection B
to C is used, and so on. The turnings delays are chosen accordingly. Finally, the approximated
travel time for the whole route (here from A to C) based on the monitored sensor data combined






Figure 7.5: Estimation of the travel time from intersection A to C with time-dependant use of actual
travel times and travel time forecasts.
7.4.3 Distance vector routing (DVR)
As an alternative, the DVR protocol has been considered. The DVR protocol maintains routing
tables for each of the intersection’s approaching sections containing the estimated travel times
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to prominent destinations within the road network. RCs update their table entries based on
messages received from neighbouring RCs, periodically communicating updates of the estimated
travel time to its neighbours. This process works in an asynchronous and distributed fashion.
The DVR standard protocol works as follows:
1) Find adjacent neighbours: An initial shake-hands protocol is initiated in order to find
adjacent RCs. This step has to be executed only once during the start-up phase. The following
steps are executed repeatedly in every iteration.
2) Create local routing tables: Initially, each intersection checks if it is directly connected
to prominent destinations (such as the main hall). In case such a prominent destination is
detected, the RC creates a new routing table entry for each approaching section leading to that
destination. Each table entry contains the destination, the approaching road, the proposed next
turning, and the estimated travel time towards the destination. The travel time is calculated
based on the delay caused by red lights plus the estimated travel time to the destination. The
travel time can be estimated in a static way, derived from the length and the speed limit of the
connecting road, or dynamically, based on the current traffic flow (see section 7.3.2).
3) Distribution of routing tables: Newly created or updated table entries (so-called distance
vectors) are then sent upstream to adjacent RCs where matching routing table entries are up-
dated iteratively.
4) Routing table update: When the RC receives a distance vector, it checks its internal routing
table. If a destination is yet unknown, a new entry is created, otherwise the existing entry is
updated. Its costs and the proposed next turning are updated if the costs for the received route
are lower than the previously stored information. In this case the message is further distributed.
At last, each RC knows the fastest route with the lowest estimated travel time to all prominent
destinations that are reachable from itself.
7.4.4 Temporal distance vector routing (TDVR)
TDVR tries to cover the time-dependant developments of traffic by considering traffic flow fore-
casts for future time steps. Similar to the standard DVR process, RCs forward the updated
request to further RCs in their proximity. The routing table entries are calculated based on
the current traffic flow conditions and the respective traffic flow forecasts. The previously de-
scribed DVR protocol processes the road network upstream, going from a destination towards
connected intersections. This process is not applicable for TDVR as each RC has to know the
estimated travel time from an initial RC to itself to determine the point in time for which he has
to compute a traffic flow forecast.
Referring to figure 7.5, to determine the travel time from RC0 to RC2 with respect to forecasts,
the following steps have to be considered. First, the travel time (see section 7.3.2) from RC0 to
RC1 has to be calculated. Then, RC0 sends the message to RC1. RC1 receives the request and
makes forecasts of the turning’s delays and of the travel times for sections going to neighbouring
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RCs for the point in time the vehicle is estimated to arrive at RC1. Finally, the route from RC0
to RC2 is computed. As an additional step, the discovered route and its estimated travel time is
returned to RC0. RC0 receives this information and updates its routing tables.
7.4.5 Adaptation for regional routing
The DRG mechanism relies on the collaboration between RCs within the road network. The
exchange of messages leads to one significant problem. Broadcasting local traffic informations to
other RCs leads to high communicational overhead which increases quadratic with the number
of RCs. In the following, m denotes the number of prominent destinations and n represents
the number of intersections in the network. In the worst case, DVR has to send n messages per
destination, resulting in a communication complexity of O(n ∗m). The LSR protocol broadcasts
the locally created link states of an intersection with a single message. As each controller has
to forward the data of each other RC at most once (a message is dropped in case the sequence
number is lower than the last received one), the communication complexity is O(n2).
To minimise this overhead, the DVR and the LSR protocol were extended by Lyda [Lyd10],
based on the concept of the Border-Gateway protocol [Tan03], also known from the Internet
domain. The concept of the distinction between intra- and inter-network routing, separating
larger networks into smaller sub-parts, was transferred to regions of cities. RCs in close proxim-
ity to each other form a region and each RC belongs to exactly one region. If all its neighbouring
intersections are located in the same region, the RC is called interior, otherwise exterior. Only
exterior RCs are allowed to communicate messages with exterior RCs from other regions. Con-
sequently, RCs have to propagate less messages and the complexity for the calculation of the
shortest paths decreases. However, interior RCs only have a limited view consisting of their
sub-network. Compared to the standard protocols, the routing process within regions stays the
same.
In this work, we adapted the concept of regional routing to the two novel protocols, TLSR and
TDVR. In the following evaluation, they are compared to the regional DVR and LSR protocols.
Figure 7.6 shows a Manhattan-style network separated into three distinct regions A, B and C with
9 intersections each and 9, respectively 10, centroids (a centroid models a source/sink of traffic).
Dark dots highlight exterior RCs. Centroids are represented by light circles. Lines between
intersections show the ability to communicate with each other. The information being displayed
on a VMS can also easily be adapted for this hierarchical organisation. Route recommendations
to destinations in other regions are presented in the form “to region A turn right, duration 15
minutes”. Destinations in the same regions are explicitly addressed as before.
7.5 Evaluation
A simulation study helps us compare our forecast-augmented routing protocols TDVR and TLSR
with their standard variants. Furthermore, the protocols are evaluated by comparing OTC-
controlled intersections with and without DRG against a reference run with fixed-time signali-
sation. The simulation-based evaluation addresses the following questions:
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A B
C
Figure 7.6: Road network with 3 connected regions. Dark circles highlight exterior nodes. Centroids are
represented by light circles. All other intersections are interior nodes.
• Which strategy leads to the lowest travel times?
• Which strategy decreases emission the most?
• How do incidents and congestion influence the performance?
• How robust is the system under various compliance (driver acceptance) rates?
• How does the separation into regions influence the performance and the number of mes-
sages sent?
To simulate the traffic network, Aimsun 8.0 [BC02] is used, a professional traffic modelling and
simulation software widely used by traffic experts. The simulated scenarios represent an artifi-
cial Manhattan-style road network (Figure 7.7) and a regional variant (Figure 7.12). Table 7.1
depicts the fixed-time signal plan deployed on each of the simulated traffic light controllers. The
signal plan defines green times and interphases in between green phases. The time of yellow
light is three seconds. The total cycle time of the signal plan is 90 seconds.
Table 7.1: Fixed-time signal plan for the evaluation scenarios. Signal timings are given in seconds
(IP=Interphase, GT=Green time). The duration for yellow light is three seconds.
Phase 1 Phase 2 Phase 3 Phase 4 Cycle
IP GT IP GT IP GT IP GT time
10 7 23 5 10 7 23 5 90
The routing protocols are executed every two minutes. Each protocol is evaluated for different
routing compliances (i.e. the degree to which drivers follow the route recommendations). As
studies report varying rates [ESH07, ENR96], the approaches are evaluated for compliance rates
of 10% (low), 40% (medium), and 70% (high). Cars not following the route recommendations
of the DRG system, traverse the network according to the static shortest path to their destination
without considering the traffic conditions. The proactive routing protocols create forecasts in
intervals of 90 seconds for every section and turning.
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7.5.1 Scenario I: A Manhattan-style road network
The first network consists of a 5-on-5 road network of 25 signalised intersections and 20 promi-
nent destinations at the border of the network (Figure 7.7). In the following, the results for this
network for an incident-free and a congested scenario are presented. As the data is gathered
when the simulated vehicles have completed their trip, the effects of incidents show up in the
figure with an approximate delay of ten minutes after the incident’s occurrence.
A
B C
Figure 7.7: Manhattan-style road network with 25 signalised intersections (black circles) and 20 desti-
nations (network-leaving sections). The ellipses mark the three incident locations (Incident
A starts at 105, incident B at 45, and incident C at 75 minutes).
Incident-free scenario
The first scenario evaluates free-flowing conditions. Every hour, 15 vehicles travel from every
origin to every destination, resulting in 5700 vehicles per hour traversing the network. The
simulation duration was 2 hours and 15 minutes. Figure 7.8 indicates that OTC with and without
routing is able to drastically reduce the average delay compared to fixed-time control (FTC). The
figure shows the average travel time in seconds per kilometre for a simulated scenario of two
hours. The compliance rate was set to 70%. The average travel time is given in brackets behind
the name of the strategy.
The first 15 minutes of the simulation represent the warm-up time, where OTC gathers data
to calibrate the forecast methods. Each observer/controller pair needs to populate its initial
empty database of mappings between optimised signal plans and monitored traffic demands.
Therefore, the performance during the warm-up time is identical for all approaches. Afterwards,
we see that the static fixed-time signal plans do not reduce the negative impacts of the raising
traffic demands.
Table 7.2 presents the average travel times over all trips, the average fuel consumption and
the average CO2 emissions per vehicle, comparing the reference run and the proactive routing
protocols for different compliance rates. The fuel consumption is directly influenced by the
length of the trip and the waiting times at red lights. The reduction compared to the reference
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Temporal LSR (148.64 s)
DVR (148.20 s)
Temporal DVR (148.76 s)
Figure 7.8: Travel times for the incident-free Manhattan scenario. The compliance rate for the routing
protocols is 70%.
Table 7.2: Simulation results for the incident-free scenario with TDVR and TLSR. Values in brackets show
the improvement compared to the fixed-time control (FTC).
FTC TDVR TLSR
0.7 0.4 0.1 0.7 0.4 0.1
Travel time [s/veh] 280 228 (19%) 228 (19%) 228 (19%) 227 (19%) 230 (18%) 227 (19%)
Fuel [l/100km] 15.0 14.5 (3.3%) 14.4 (4.0%) 14.2 (5.3%) 14.5 (3.3%) 14.6 (2.7%) 14.2 (5.3%)
CO2 [g/veh] 515 506 (1.7%) 505 (1.9%) 501 (2.7%) 505 (1.9%) 508 (1.4%) 502 (2.5%)
run is indicated in brackets. Not only is travel time reduced significantly (18%) in comparison
to the reference run, but so are fuel consumption (3% to 5%) and emissions (2% to 3.3%).
These results must be interpreted with caution. During undisturbed conditions, an improved
signalisation alone is enough to guarantee a reduction of queues. OTC without routing already
reduces the travel time to 225.3 seconds.
Congested scenario
To simulate disturbed traffic conditions, road blockages are investigated. The congested sce-
nario simulates disturbed traffic flow through temporary blockages of roads, resulting in traffic
congestion. In figure 7.7 the locations of these incidents are highlighted with circles. Three
streets were blocked for 40 minutes each, forcing vehicles to take alternative routes. Incident
1 starts at 15 minutes, incident 2 at 45 minutes, and incident 3 at 75 minutes. Ten vehicles
per hour travel from every origin to every destination which results in 3800 vehicles per hour,
traversing the network.
In contrast to the undisturbed scenario, the congested scenario clearly shows the benefit of
dynamic route guidance, especially during incidents. Table 7.3 shows the results. The routing
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mechanism tells drivers how to avoid congested areas. They reduce average travel time by 10%
(TLSR) to 11% (TDVR) (Figure 7.9), assuming a compliance rate of 70%.
Table 7.3: Simulation results for the congested scenario with TDVR and TLSR under different compliance
rates.
FTC TDVR TLSR
0.7 0.4 0.1 0.7 0.4 0.1
Travel time [s/veh] 345 306 (11.3%) 310 (10.1%) 320 (7.2%) 310 (10.1%) 313 (9.2%) 335 (2.9%)
Fuel [l/100km] 16.6 16.4 (1.2%) 16.3 (1.8%) 16.6 (0.0%) 16.6 (0.0%) 16.4 (1.2%) 17.0 (-2.4%)























Temporal LSR (192.1 s)
DVR (191.3 s)
Temporal DVR (189.4 s)
Figure 7.9: Travel times for the congested Manhattan scenario. Compliance rate for the routing protocols
is 70%.
The best performance was delivered by TDVR, achieving the highest travel time reduction of
all protocols. At 1:45, during a severe incident, TDVR reduces the average travel time to 282
seconds per kilometre (33% improvement over the reference run with 421 seconds and 30%
improvement over OTC without routing with 408 seconds). This indicates that TDVR correctly
forecasted the upcoming congestion due to the incident, preventing more severe disturbances.
This resembles an improvement of 4.0% compared to OTC without routing, with an average
trip travel time of 320 seconds. The decrease in travel time is achieved by re-routing drivers
over alternative routes. These routes can be longer than the planned one and therefore, the use
of routing protocols sometimes leads to slightly higher fuel consumption and CO2 emissions.
However, DRG promotes the reduction of greenhouse gas emissions by reducing the number of
start-stops. The traffic network recovers faster towards an undisturbed state compared to the
fixed-time control, making the road network more reliable. We call this characteristic robustness,
meaning that the routing protocols are more robust against disturbances.
Figure 7.10 and figure 7.11 present the average travel times evaluated for several compliance
rates. The figure’s horizontal axis shows the simulation time and the vertical axis shows the
average travel time in seconds per kilometre. A higher compliance rate means that drivers are
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DVR 0.7 (191.31 s)
DVR 0.4 (193.73 s)
DVR 0.1 (200.47 s)
TDVR 0.7 (189.44 s)
TDVR 0.4 (190.32 s)
TDVR 0.1 (195.33 s)
Figure 7.10: Travel times for the congested Manhattan scenario with DVR and different compliance rates.
The average speed ranges lies between 18 and 20 km/h. Higher compliance rates reduce
the average travel time.
more likely to follow the given routing proposals. The results suggest that the benefit of all
routing protocols increases for higher compliance rates.
7.5.2 Scenario II: Regional Manhattan-style road network
The second network (Figure 7.12) allows for an evaluation of regional routing protocols. Three
equally shaped 3-on-3 Manhattan-style regions with nine signalised intersections are each con-
nected by one or two streets. The simulation time spanned two hours. For every origin-
destination pair, eight vehicles per hour are generated, resulting in 6048 cars per hour traversing
the network.
The traffic flow forecasts were created with the following methods: Exponential smoothing,
double exponential smoothing, double smoothing average, moving average, and a kalman fil-
ter. Their forecasts were combined with the simple average method. The protocols have been
evaluated with respect to the vehicles’ mean delay and the mean travel time averaged over all
finished trips. The fuel consumption and pollution emissions of the simulated vehicles have been
investigated to estimate the environmental impact of DRG. The emissions have been determined
with the help of AIMSUN’s environmental model, which is configured according to [PBL06].
Table 7.4 depicts the comparison of communicational and computational effort between regional
protocols and the basic variants. The table shows the number of messages each TLC has to
send during one iteration of the executed routing protocol, as well as the average runtime of a
complete protocol run in seconds. The results clearly show that the regional protocols decrease
the number of messages as well as the computational overhead. The reference run with FTC























LSR 0.7 (194.39 s)
LSR 0.4 (194.54 s)
LSR 0.1 (194.75 s)
TLSR 0.7 (192.13 s)
TLSR 0.4 (192.55 s)
TLSR 0.1 (205.29 s)
Figure 7.11: Travel times for the congested Manhattan scenario with LSR and different compliance rates.




Figure 7.12: Manhattan-style road network with 3 connected regions. Dark dots mark exterior, light
dots interior nodes. The ellipse highlights an incident created at minute 15, lasting for 20
minutes.
anticipatory protocols need more computational power to compute the forecasts for all sections
and turnings of the network, leading to longer runtime. The message overhead can be reduced
by increasing the interval between forecasts while reducing the number of forecasts. Finally,
forecasts which represent similar values can be subsumed into a single value as they do not
encode additional information.
At last, the regional and the standard protocols are compared for free-flowing and congested
conditions. A congestion was created by blocking the section highlighted in figure 7.12 for 20
minutes. As table 7.5 indicates, the regional protocols do not, or only to a slight extend, increase
the average travel time. The simplification of the communication due to the regional aggrega-
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Messages (#/RC/iter.) 0 1437 133 1463 133 35 25 35 24
Runtime (s) 10 360 105 1400 400 280 270 330 370
tion of RCs offers equally good route recommendations while reducing the communication and
computational effort.
Table 7.5: Travel time of the regional and standard protocols for the regional scenario. The compliance










Undisturbed 119.83 119.27 119.49 119.30 119.73 119.76 119.39 121.68
Disturbed 127.83 128.44 128.41 127.15 128.69 129.14 129.00 130.18
In summary, the evaluation results indicate that proactive route guidance lowers overall travel
time and delays for road users. The algorithms are evaluated with several compliance rates,
showing the benefit of our approach even under low compliance rates. In accordance to the
findings of Fu [Fu01], our evaluation shows that reactive protocols and especially proactive
approaches lower the average travel time in urban road networks.
7.6 Summary
Two novel time-dependent, anticipatory, and eco-friendly routing protocols for dynamic, proac-
tive traffic guidance in urban road networks were presented: temporal link state routing (TLSR)
and temporal distance vector routing (TDVR). The well-known Internet protocols DVR and LSR
have been extended, utilising traffic flow forecasts to compute the best routes through the road
network. The routes are determined by a self-organised approach, extending parametrisable
traffic light controllers. The route recommendations are visualised by VMS’s at each intersec-
tion, guiding drivers from intersection to intersection on a hop-to-hop basis.
A simulation study investigated the benefits of these protocols under disturbed and undisturbed
conditions in two different networks with compliance rates of 10%, 40%, and 70%. Our find-
ings strongly support the argument that traffic flow forecasts lead to a decrease in system-wide
travel times for urban vehicular traffic. Consequently, this leads to a reduction in emissions
and fuel consumption. In general, this counts especially for disturbed and congested condi-
tions, but to a limited extend also for medium and low traffic saturations. The benefit increases
for higher compliance rates. With undisturbed conditions, an improved signalisation alone is
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enough to guarantee a reduction of congestion. The dynamic route guidance improves the net-
work’s robustness by guiding drivers on alternative routes avoiding blocked areas. The TDVR
protocol showed to be the most beneficial approach, not only for congested but also for free
flow conditions. The communicational overhead and the computational costs can be reduced by
partitioning a larger network into smaller sub-networks using the border-gateway protocol.
Momentarily, the DRG mechanism estimates the current and future mean travel times for each
section. This information can also be used to estimate the congestion likelihood for sections.
A simple approach would be to define fixed thresholds, whereas mean travel times higher than
this threshold are defined as congested conditions and lower values as free flowing traffic. A
traffic engineer can define these thresholds based on historic data. Obviously, this approach is
prone to ageing and requires a lot of expertise. It is not far-fetched to assume that this approach
would result in a rather high false alarm rate or low sensitivity. Utilising a reliable congestion
detection mechanism could be beneficial for the acceptance of the routes proposed by the DRG.
By displaying additional congestion alarms on the VMSs, the compliance rates can be increased.




Automatic road traffic congestion detection
Current studies predict that more than 60% of the world population will live in cities in 2030.
This will consequently attribute to a greater number of traffic-related problems. According to
several reports [JvM09, SEL15, LNK+10], the number of kilometres driven and the delay due to
congestion increased over the last decades and this trend is assumed to last. The urban mobility
report of 2015 [SEL15] has documented that the yearly delay per commuter stuck in congestion
sums up to 42 hours (38 hours in 2012). This results in a waste of 3 billion gallons of fuel
in total and 380 lbs of CO2 per commuter. Furthermore, road safety and crash frequency are
affected by the occurrence of congestion [MW10]. Crash frequency seems to increase especially
during unstable traffic conditions with high variability of density and speed, a condition which
accounts for the establishment of congestion.
Especially in urban areas where space is limited, one has to rely on the existing infrastructure.
Furthermore, the technology used for traffic management needs to be optimised for a better
utilisation of the existing roads. Urban areas with a large number of road intersections are prone
to blocking back, for example “congestion on a road link may cause a tailback that blocks other
routes that are not overloaded” [ISY04]. ATCSs with incident management components are one
approach for the former problem. This includes the collection of sensor data, the detection of
present and the prediction of upcoming congestion, as well as the congestion management in
terms of actions to take.
It has to be noted that the identification of congestion is more feasible on highways, as the shock
waves theory [HSA10] can be applied. In contrast, in urban areas, the relationship between
different traffic streams is more complex. Incidents can occur due to accidents, lane closures,
or long-lasting road works. Furthermore, two third of traffic delays are caused by spontaneous,
unexpected, non-recurring incidents.
Still, there are no consistent definitions or measures for congestion, especially not in urban areas
[Ber05]. Traffic quality is often classified into one of six levels of service which are denoted by
the letters A (free flowing traffic) to F (congested conditions). Congestion is sometimes also
defined as stop-start conditions, a complete stop for at least five minutes, or travelling at less
than the speed limit [Ber05].
The difficulty of automatic congestion detection for machine learning lies in the fact that non-
congested situations have a much higher possibility than congestion events. Consequently, it is
difficult for any algorithm to learn what congestion looks like as the training sets usually only
have a very small number of positive examples. Furthermore, future congestion may look totally
different compared to the learned representations.
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In the following, an introduction to incident management as executed by real-world ATCSs is
given. Afterwards, the state-of-the-art in incident detection algorithms is summarised. I will ap-
ply several machine learning algorithms to the automated incident detection on motorways and
arterial roads. Finally, an evaluation with real-world sensor data demonstrates the performance
of the proposed methods.
8.1 Incident management in real-world traffic management systems
Incident detection is usually executed with automatic incident detection (AID) algorithms or by
manual evaluation. Its objectives are to provide warnings and information about the occurrence
of incidents for traffic participants. The term incident detection is defined as “the process of
identifying the spatial and temporal coordinates of an incident” [OK99]. It has to be noted that
most incident detection algorithms (despite their name) do not detect incidents itself but con-
gestion which can be caused by an incident or by a recurrent temporary bottleneck. These types
of breakdowns are typically occurring at bottleneck locations in the traffic network. Usually,
breakdowns last throughout the peak period if traffic volumes are close to or above road capac-
ity. The 2010 federal highway administration traffic incident management handbook [OAS+10]
defines an incident as “any non-recurring event that causes a reduction of roadway capacity or
an abnormal increase in demand. Such events include traffic crashes, disabled vehicles, spilled
cargo, highway maintenance and reconstruction projects, and special non-emergency events”.
Incident detection is just one part of the incident management process. Figure 8.1 depicts the






Figure 8.1: Typical flow chart of the AID process starting with data collection. The verification step is
optional.
First, data sources, such as CCTV cameras, floating cars, or inductive loop detectors monitor
the traffic flow, and provide a situation description of the current traffic condition. Second, this
information is usually sent to a control centre where the processing of this data is taking place.
Third, a traffic analysis is executed by incident detection algorithms. A useful description of
an incident should contain its type, its exact location, its severity, and the time of occurrence.
Fourth, an optional verification of the incident alarm can take place. Fifth, this real-time traveller
information has to be disseminated among the traffic participants. The congestion management
can be done manually by traffic experts through adaptation of signal plans or by providing ad-
ditional information (alternative routes and estimated travel times) via VMS, radio broadcasts,
and internet services. Finally, clearance procedures have to be initiated to restore the conditions
before the incident.
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In the following, a brief overview of incident management in traffic management systems is
given. They are installed in reality and able to offer some reaction to oversaturated conditions.
SCOOT
One example for a real-world traffic control system including incident management is SCOOT
[RB91]. SCOOT automatically identifies critical links causing congestion, and reacts with a
recommendation of strategies [BUW+01]. SCOOT assumes the presence of congestion when
the detector, related to an upstream intersection of the respective road, monitors a stationary
queue. It will respond autonomously by extending the green time to the congested road, or by
increasing the cycle time at the nearby signalised intersection. The maximal length of additional
green time is defined during setup of the system by assigning a congestion importance factor to
each signalised intersection. SCOOT thereby reduces the queue, preventing further blocking of
exiting streets. However, the real-world implementation usually requires additional field-studies
and careful parameter adjustment.
COMPASS
COMPASS [MW91] is another advanced traffic management system. It relies on sensor tech-
nology to monitor the traffic conditions, software to analyse the traffic conditions, and plans
defining which actions to take. All information is gathered in a central traffic operation centre.
The incident detection is executed by the all purpose incident detection (APID) algorithm. APID
extends the california 7 algorithm, an incident detection algorithm based on a binary decision
tree. APID executes separate routines for light, medium, and heavy traffic, as well as persistence
tests to reduce false alarms. Further management actions during incident situations have to be
executed by humans. However, dynamic message signs are automatically displaying up-to-date
information about the level of congestion.
OPAC
The Optimized Policies for Adaptive Control (OPAC) system [GPA02] offers two distinct modes
to react to oversaturated conditions. For an isolated signalised intersection, it extends the green
time for phases exceeding a user-specified threshold. The coordinated mode respects the re-
quirements of several intersections. Besides extending green times, the cycle times can also be
adjusted.
SCATS
SCATS [SD80] is equipped with a centralised unusual congestion server which receives updates
of the monitored traffic data in real time. It generates alerts in case a road is classified as
congested by its monitoring tool. Hereby, traffic volumes and the degree of saturation monitored
by loop detectors are taken into account. Again, countermeasures have to be taken manually by
traffic experts [SS10].
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8.2 Algorithms for incident detection
Comprehensive reviews of incident detection algorithms, their deployment, and detector tech-
nology are given by [PX06] and [MHZP99]. They divide incident detection algorithms into three
categories: roadway-based, probe-based, and driver-based. Roadway-based algorithms use traffic
flow data measured at certain points along the road based on detector technologies, such as
inductive loop detectors or infra-red technology. Probe-based methods use data from vehicles
equipped with special transponders and receivers. Driver-based algorithms rely on informa-
tion about incidents given by people, without using computational devices. However, incident
detection algorithms can also be classified into point-based and spatial measurement-based algo-
rithms [OK99]. The family of point-based algorithms can be further separated into comparative
algorithms, statistical processing, traffic modelling and theoretical algorithms, and advanced ma-
chine learning algorithms. Spatial measurement-based algorithms make use of CCTV cameras
and image processing algorithms. Point-based algorithms are usually deployed on motorways
[YSS04], whereas spatial measurement-based technology is also used in urban traffic networks
[ZX10].
8.2.1 Point-based incident detection algorithms
Comparative algorithms: Algorithms of this class compare the current traffic conditions to
predefined, static thresholds. They use traffic parameters, such as occupancy, speed, or volume,
to classify the current traffic conditions with the help of binary decision trees. An incident
alarm is raised in case the monitored values exceed certain thresholds. Representatives are the
algorithms from the class of California algorithms [PK76], and the all purpose incident detection
(APID) algorithm [MW91].
Statistical processing: Statistical algorithms use standard statistical techniques to detect whe-
ther the model obtained from monitored traffic flow patterns differs from the estimated traffic
characteristics. The standard normal deviate algorithm [DMN74] and the Bayesian algorithm
[LK78] try to detect sudden change in traffic flow by comparing historical occupancy values to
the current traffic conditions. A sudden change is seen as an indicator for the occurrence of an
incident.
Traffic modelling and theoretical algorithms: Traffic modelling and theoretical algorithms ap-
ply the basics of traffic theory to describe and detect incident conditions. The fundamental rela-
tionships between several traffic parameters are exploited to discriminate between incident-free
situations and incidents. A well-known algorithm of this class is the McMaster algorithm which
makes use of the catastrophe theory model [GH89]. Based on the current volume-occupancy
ratio derived from detector stations, the third version of the algorithm uses three distinct cate-
gories (uncongested, incident, congested) to classify the monitored traffic conditions.
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Advanced machine learning algorithms: Machine learning techniques use artificial intelli-
gence to learn patterns or functions from a training set of data [HTF01]. A number of au-
thors applied different machine learning algorithms to the problem of incident detection, such
as support vector machines [DKKT14], artificial neural networks [SJC04], and fuzzy logic al-
gorithms [Bru10]. In terms of calibration, they usually need less efforts than threshold-based
algorithms which often require an excessive amount of calibration as the algorithm thresholds
can vary across detector stations. However, their advantage is often bought with an increase in
computational costs.
8.2.2 Spatial measurement-based incident detection algorithms
Aerial sensing imagery from satellites and video streams from CCTV cameras provide image
data that is automatically analysed by video-image processing algorithms. These still frames and
video streams allow for the detection of incidents caused by single vehicles and the extraction
of traffic data, such as flow, speed, and occupancy. The AUTOSCOPE system [MJ92] analyses
video streams provided by cameras along motorways. It allows for vehicle detection and traffic
parameter extraction. The incident detection is executed by the AUTOSCOPE incident detection
algorithm (AIDA) [Mic91]. In case an incident alarm is raised, the information is provided to an
incident management operator which has to determine the appropriate response.
8.2.3 Model fusion
Instead of just relying on one single incident detection technique, some researchers combine
multiple methods (heterogeneous ensemble) or several instances of the same model with differ-
ent parametrisations or inputs (homogeneous ensemble). These ensembles make use of meth-
ods, such as artificial neural networks [CWQL07], multiple naïve Bayes classifiers [LLCZ14], or
support vector machines [ZGQ08]. The combination of several methods appears to result in
higher detection rates and lower false alarm rates.
8.2.4 Incident forecasting algorithms
Only few papers on the topic of incident and congestion forecasting can be found, especially
before 2000. In recent years, research in this field is slightly more vivid.
Kurihara et al. [KTN+09] propose a technique which relies on modelling the behaviour of ants
and their use of pheromones for communication and route optimisation. Controllers located
at intersections (so-called road agents) receive monitored traffic flow from nearby sensors to
estimate the traffic flow density and to make short-term forecasting of traffic congestion at one
minute intervals. An evaluation with a simulation of a manhattan-style road network showed
that this technique can offer higher accuracy in congestion forecasts than the conventional sta-
tistical approach used by Balaji et al. [BSST07]. Hiri-o-Tappa et al. [HOTNPNPA07] use dy-
namic time warping to calculate an indicator for the congestion likelihood comparing speed
data measured by loop detectors with historic data. They admit that their approach lacks in
terms of meantime to detect and false alarm rate. Other researchers propose distributed con-
gestion detection mechanism with vehicles equipped with wireless communication hardware
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[HSA10]. This setup allows to detect shock waves, which propagate the building of conges-
tion, by measuring the velocity of the surrounding traffic and the distance between following
and leading vehicles. Others apply machine learning models to the congestion prediction prob-
lem [Hui06, LDW+09]. Beyond others, these methods include multi-linear regression models,
ARIMA models, artificial neural networks, and radial basis functions. Huisken [Hui06] states
that self-organizing maps, fuzzy logic, and ARMA models are not suitable for this problem,
whereas supervised ANNs offer the best results.
8.3 Congestion detection as machine learning problem
”Stuck in traffic is not an excuse. It’s a
sign of bad planning.”
Susan Elizabeth Phillips
In the following, we focus on the detection of congestion in contrast to detection of incidents.
Congestion detection is a complex problem and poses several challenges. First, traffic con-
gestion is a dynamic, location-dependent, non-linear phenomenon [Hui06]. Second, conges-
tion detection is a classic example of imbalanced or skewed data in real-world applications
[HG09, ZCWL13]. The imbalances are intrinsic, as it can be assumed that free-flowing traffic
conditions are likely to have much higher probability than congested conditions. Third, the data
monitored by detectors is often faulty and unreliable.
The inference of patterns from data, here the presence or absence of congestion, is a typical bi-
nary classification task. In this case traffic is either seen as congested or free flowing. Typically,
the class distribution is not uniform among these classes. The dominating majority (negative)
class is represented by the data points representing free-flowing traffic. The minority (positive)
class is represented by rare instances of data points showing congested conditions. This imbal-
ance and the resulting lack of training instances makes the learning process more difficult (all
data sets are sparse in high-dimensional search spaces). For a two-class classification problem,
the task can be expressed more formally as
f(~x)→ ci ∈ {i = 0, 1}. (8.1)
A feature vector ~x = {x1, x2, . . . , xn} is processed by a function f which maps the input variables
to a specific class ci (the label). In case of congestion detection, ~x contains a defined set of traffic
parameters (such as average speed, detector occupancy, or number of passing vehicles within a
certain time interval). Algorithms for pattern recognition are usually trained from labelled data
where the individual observations are correctly classified (supervised learning) [JWHT13]. The
goal is to fit a model that relates the observations in ~x to the correct class label ci. In contrast,
unsupervised learning tries to discover previously unknown patterns from unlabelled data.
Machine learning algorithms [Alp08] try to deduce a process, model, or function from observa-
tions to describe a certain behaviour. Some of these algorithms are able to learn new patterns
and to improve their model at runtime (reinforcement learning), such as learning classifier sys-
tems [BBMBK08]. These algorithms choose and execute actions in reaction to the observations
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and adjust their parameters, and their internal model according to the received feedback. In the
following, the traffic congestion detection problem is treated as a task of learning classifiers from
imbalanced data. Consequently, the optimisation objective is to learn a model that approximates
the underlying classification task optimally.
8.4 Congestion detection with the XCSR
In the following, the XCS for real-valued inputs (XCSR) [Wil00] is applied to the automatic
detection of congestion. Until now, the distributed, adaptive control of signalisation is the only
adaptation of an LCS derivative within the traffic domain [BST+04, PRT+08]. In this section,
the focus lies on the necessary adaptations in contrast to the standard XCSR as explained in
section 4.1. XCSR’s task is to learn which sensor values resemble congested conditions and to
classify the given measurements into congested and uncongested (Figure 8.2). The underlying
task is mapped to a single-step problem, as the according reward (the actual state of traffic) for
action ai is available in the next step. Following the standard configuration, the reward is either
1000 for a correct or 0 for a false classification. The action resembles the according predicted









Figure 8.2: Congestion detection with the XCSR. For simplification, only the rule base of XCSR is shown.
8.4.1 Data collection
In every time step t, the current measurements from traffic detectors are retrieved. Thus, our ap-
proach falls into the class of roadway-based, respectively point-based algorithms. In the context
of AID, this situation description is a vector ~x = (x1, . . . , xn) of continuous, real-valued traffic
parameters monitored by a sensor, such as a loop detector or a CCTV camera. ~xt represents the
current traffic condition at the local intersection or section. For the experiments, the sensor in-
put is simulated by reading the next line from a data set. In case not every available sensor value
is needed, it can be defined which ones to include and which ones to be omitted (for example
we could only be interested in the average speed and occupancy). Finally, all remaining compo-
nents of the resulting feature vector ~ft have to be normalised to the range 0.0 ≤ xi < 1.0 (XCSR
demands the input values to be in this range). The normalised input vector is then forwarded
to the XCSR for classification.
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8.4.2 Training and rule discovery
XCSR is an on-line learning algorithm. For a valid comparison with other algorithms, a training
phase is simulated before testing. During training, XCSR explores the situation space. After-
wards, the gained knowledge is exploited. The training is supervised, thus, each situation vector
of the training set has to be classified into one of two classes, congested or free flowing. The
training examples are given in the form {(xi, yi)} such that xi is the feature vector and yi its
class label. Amongst other factors, the exploration rate strongly depends on the chosen action-
selection regime, and the execution rate of the GA. Usually, the action-selection method during
exploration is random. For faster convergence, a fitness-proportionate selection is utilised, also
known as roulette-wheel selection. The GA is triggered every few steps, and as a result, a new
classifier is added to the population. After the execution of the chosen action, the reward is
returned and reinforcement takes place.
8.4.3 Testing and evaluation
After completing the training phase, XCSR fully relies on the previously learned knowledge.
During testing, the GA is no longer executed and the action-selection regime is switched to a
deterministic best-action selection. The best action is the one with the highest fitness-weighted
score in [P ]. In case of missing actions in [M ], covering is executed. Thereby, new classifiers can
still be created and added to the population.
8.5 Support vector machines for congestion detection
Support vector machines (SVM) [Alp08] are binary classifiers which provide good generalisation
and convergence for classification tasks, and are able to handle high-dimensional data. A SVM
is learned with a training set {(x1, y1), . . . , (xn, yn))} where xi are the feature vectors and yi ∈
{−1; +1} are the binary classifications or labels of those instances. The goal of this training
process is to build an optimal hyperplane, a linear discriminant that separates the sample’s
classes by the largest margin (Figure 8.3). Finding this maximum margin can be transferred to
solving the quadratic programming problem which is mostly solved using sequential minimal
optimisation.
Their performance is dependent on a coefficient C defining the margin between the two distinct
classes and the kernel hyper-parameter γ. A large C gives a low bias and high variance because
the cost of misclassification is penalised more. In contrast, a small C returns in higher bias and
lower variance. The parameter γ of the Gaussian kernel handles the non-linear classification.
A small γ gives a low bias and high variance, while a large γ results in higher bias and low
variance.
In terms of congestion detection, the feature vector consists of locally available attributes, de-
scribing the traffic flow at the particular intersection or section. Usually, these attributes consist
of the recent speed, volume, and occupancy values [PX06, DKKT14]. Given this feature vector,
the SVM decides if the current traffic condition is congestion-free or congestion-bound, depend-
ing on which side of the hyperplane the feature vector is located.
127














Figure 8.3: Schematic illustration of a support vector machine.
The following SVM variants were chosen for the evaluation: LaSVM, LaSVM-I, and SDCA. Their
implementations are readily available from the JKernelMachines framework [PTC13]. LaSVM
[BEWB05] is an efficient SVM solver that uses on-line approximation. It is able to handle noisy
data sets using less memory than other state-of-the-art SVM solvers. LaSVM-I [EBG11] is an
optimisation of LaSVM. It filters outliers based on approximating non-convex behaviour in con-
vex optimisation. LaSVM-I proves to be faster in terms of training times, needing fewer support
vectors, and offering only slightly worse accuracy. This is especially profitable during on-line
learning. Stochastic dual coordinate ascent (SDCA) [SSZ13] is a method for solving large-scale
supervised learning problems formulated as minimisation of the convex loss functions. It exe-
cutes iterative, random coordinate updates to maximize the dual objective.
8.6 Evaluation
In the following, the experimental setup is described and the results of the conducted experi-
ments are presented.
8.6.1 Experimental setup: Traffic data
The evaluation is done with real-world data sets provided by the Minnesota Department of
Transportation (MnDOT)1. The data was recorded by inductive loop detectors in the vicinity of
Minneapolis, averaged over five minute intervals, resulting in 2016 data points per week. Each
data point contains the time of recording, average speed, volume, occupancy, and density. The
data was manually classified as congested or not congested. A data point is assumed congested
when the average speed drops below 35 mph and the occupancy rises at the same time. Each
data set is split into three weeks for training (6048 data points) and one week for testing (2016
data points). This experimental setup was chosen over a simulation-based evaluation in OTC,







Figure 8.4: Map of Minneapolis showing the locations of the three detector stations (marked with red
circles).
The locations and dates of monitoring are: Interstate I35E (Figure 8.5), June 2013 (detectors
2442, 2443, 2444, 2447, 2448); Interstate TH5 (Figure 8.7), December 2015 (detector 1577);
and Interstate I94 (Figure 8.6), May 2015 (detectors 569, 365, 366, 367). The locations and
dates are selected randomly. Traffic on I35E and I94 shows some typical seasonal behaviour.
Congestion usually occurs during rush hour in the morning and evening on work days. In
contrast, traffic on TH5 exhibits stop-and-go behaviour in the early hours during work days.
MnDOT defines congestion as traffic flowing at speeds below 45 miles per hour. The selected
data sets exhibit congested conditions between 2% and 29% of the time.
I35E 2447, 2448
2442, 2443, 2444
Figure 8.5: Aerial photo of Interstate I35E showing the locations of the selected detector stations.
( c© Google Maps, 2016)
Figure 8.8 shows a representative traffic flow profile on I35E, measured by detector station 2447
on Wednesday, 2013-06-12. The recommended speed is 60 mph (dotted line). The plot depicts
a typical weekday morning rush hour from 7.30 a.m. to 9.30 a.m. The detector records faulty
values from 7 p.m. to midnight, an issue to be faced when using real-world data from inductive
loop detectors [PX06]. Faulty measurements are not removed, as it is interesting to see if the
selected algorithms are able to deal with this problem.
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365, 366, 367
I94
Figure 8.6: Aerial photo of Interstate I94 showing the locations of the selected detector stations.
( c© Google Maps, 2016)
TH5 1577
Figure 8.7: Aerial photo of Interstate TH5 showing the locations of the selected detector station.
( c© Google Maps, 2016)
8.6.2 Performance measures
Given a classification of a specific data set, certain metrics are taken into account to evaluate the
performance of the classifier. Some of the desirable qualities of an AID algorithm are
• a high detection-rate,
• a low false-alarm rate, and
• a short mean detection time.
Unfortunately, these goals are not independent and therefore, there is no perfect AID algorithm
which can satisfy all at the same time. An increase in the detection rate or a reduction of the
mean detection time is usually accompanied by an increase of the false alarm rate. A high
number of false alarms is not only highly undesirable, but can damage the confidence in the
detection system. The following four basic ratios are usually used for statistical analysis of
classifiers:
• True positives (TP): The number of classifications, where roads that have been predicted
to be congested actually are congested.
• True negatives (TN): The number of correct results, where roads have been classified as









Time (hour of day)
Faulty measurements
Congestion
Figure 8.8: Traffic flow profile for arterial I35E, detector station 2447, 2013-06-12. The records contain
faulty values from 7 p.m. to midnight.
• False positives (FP): The number of falsely predicted congested roads, while traffic flows
freely.
• False negatives (FN): The number of falsely predicted free flowing roads, whereas the road
is actually congested.
In other words, TP and TN describe the accuracy of the classifier (the predicted class label
matches the actual classification). FP and FN measure the error rate of the evaluated classifier.
Naturally, high detection rates and a minimal number of false alarms is desired. However, these
two performance measures are not independent. The number of false alarms can easily be
reduced by decreasing the sensitivity of the detection algorithm. However, this will result in
poor detection rates. In contrast, increasing the detection rate will also increase the false alarm
rate. The detection rate is calculate by
DR = TP/(TP + FN) (8.2)
and the false alarm rate is determined by
FAR = FP/(TN + FP ) (8.3)
8.6.3 Further performance measures
For a comprehensible, statistically evaluation, several metrics have to be considered. As the
consideration of only a single metric can be deceiving, another six metrics are used for the
evaluation. The accuracy A specifies the number of correct results returned by the classifier as
A = TP + TN
N
(8.4)
where N is the total number of classified situations. A classifier who simply classifies all sit-
uations as free flowing achieves high accuracy since the probability that traffic is congested is
generally much lower than free flowing traffic. The precision P is calculated as
P = TP
TP + FP . (8.5)
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An algorithm who predicts few or no congestion may result in high precision since the number
of FP is minimised. In general, high precision means that the classifier returns more correct
than wrong predictions. The recall R measures the proportion of positives that are correctly
identified by
R = TP
TP + FN . (8.6)
High recall can easily be achieved by classifying all situations as congested. The F-measure (or
F1 score) considers both recall R and precision P by
F = 2PR
P +R. (8.7)
Finally, the specificity SP measures the proportion of negatives that are correctly identified by
SP = TN
FP + TN . (8.8)
In particular, in terms of very skewed classes, a good classifier is depicted by high values for
precision and recall (and consequently by a high value of the F-measure).
8.6.4 Parameter study
Selecting the feature vector
Initially, 15 experiments are evaluated, one for each combination of the four traffic variables
speed, volume, occupancy, and density. The experimental results are averaged over ten runs,
each run executed on a data set monitored by a different detector. Figure 8.9 exemplarily
depicts the performance of these feature vectors for the F-measure. In general, the best values
are achieved when the feature vector comprises the speed measurements (mostly accompanied
by occupancy).
A visualisation of the state space helps to estimate the complexity of the underlying problem.
Figure 8.10 depicts a scatter plot showing the dependency between volume and speed (Fig-
ure 8.10a), and speed and occupancy (Figure 8.10b) for a random day. The black line visualises
a possible separation between states that are categorised as congested or not congested. As it
can be seen, the two classes are separated by linear regression.
Better performance can be achieved by reducing or increasing the number of traffic parameters
within the feature vector. On the one hand, more features can describe the underlying dynamics
of traffic more precisely. On the other hand, a higher number of features expands the search
space drastically since data sets are generally sparse in higher dimensions and therefore more
data is needed to learn the model. This leads to longer exploration durations while more clas-
sifiers are needed to describe the respective feature space. Additionally, smaller sets of features
can reduce the variance on the test set, while we may end up overfitting the data with more fea-
tures. Figure 8.11 shows the dependence between the number of traffic variables in the feature
































































Figure 8.9: Accuracy of several feature vectors evaluated with the F-measure (1.0 equals the best accu-
racy).
According to [PX06], the two traffic parameters speed and occupancy are chosen about 80% of
the time in terms of congestion detection in traffic management centres in the U.S. As can be
seen in figure 8.9, the feature vector comprised of these two traffic parameters results in very
good performance, thus, further experiments will be conducted with this feature selection. The
population size for a feature vector with occupancy and speed was roughly between 3400 and
5400 (see figure 8.11). Therefore, 6000 is chosen as the maximum number of micro-classifiers
within the population of XCSR.
Parameter settings for XCSR:
Butz et al. [BW03] summarise the commonly used parameter settings for the learning pa-
rameters of XCS. The initial parameter settings are mostly chosen accordingly (Table 8.1).
Additionally, a parameter study is conducted for the most important learning parameters:
β = {0.1, 0.2, 0, 5}, θGA = {1, 5, 15, 25, 50}, s0 = {0.1, 0.2, 0.5}, mcs = {0.1, 0.2}, mob =
{0.1, 0.2, 0.4}, rob = {0.1, 0.2, 0.4}, pX = {0.2, 0.3, 0.5}, pM = {0.04, 0.05, 0.06} and P# =
{0.0, 0.5}. The best performance was achieved with the following settings: β = 0.2, θGA = 5,
P# = 0.0, pX = 0.3, pM = 0.05. Furthermore, the performance for the unordered bound, the
ordered bound, and the centre spread representation for classifier conditions was compared.
Unordered bound on average gives the best results with mob = 0.2 and rob = 0.2. An increased
learning rate β allows the system to adjust classifiers faster but makes it more sensitive to tem-
porary peaks. The usage of wild-cards in the condition representation is omitted as tests showed
worse accuracy. A decrease in the number of executions θGA of the GA leads to a rising variance
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(b) Speed and occupancy.
Figure 8.10: Scatter plots showing the state space for different traffic variables measured at highway
I35E, detector 2447 (red squares depict congested states, blue circles free flowing condi-
tions).
of results. XCSF is initialised with an empty population. The condition is represented by rectan-
gles.
Parameter settings for SVM:
Concerning the SVM variants, a small parameter study was conducted for C, γ, and the kernel
type. A Gaussian kernel is chosen since it is assumed to provide good results when applied to
intermediate large data sets with only a few features. The Gaussian chi-squared kernel showed
to be computational less expensive than the Gaussian kernel with L2 distance, still providing
similar accuracy. It is calculated as






where xi and yi represent different samples with n being the sample length. Test runs with
C = {1, 10, 100, 500, 1000} and γ = {0.01, 0.1, 0.5, 1} (Figure 8.12 shows the scatter plots with
a fitted regression plane) indicate that C = 10 and γ = 0.01 yield good results (F-measures of
LaSVM-I=0.89, LaSVM=0.97, SDCA=0.89) without overfitting the model (bias-variance trade-


























Figure 8.11: The time plot depicts the development of XCSR’s average population size for feature vectors
with 1, 2, 3, and 4 traffic parameters.



















































































































Figure 8.12: Scatter plots with a fitted regression plane showing the F-measure (y-axis) for different
parameters of C (z-axis) and gamma (x-axis).
8.6.5 Experimental results
In the following, the results of our evaluation are presented and interpretations are given ac-
cordingly. The following results are averaged over all ten data sets from the selected detectors.
Runtime
Table 8.2 shows the mean runtime and standard deviation averaged over ten executions. The
evaluation was done on an Intel i7 dual-core with 2.6 GHz and 8 GB RAM. The SVM variants
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Table 8.1: Initial parameter settings for the most important learning parameters of XCSR.
N Max. number of micro-classifiers 800
β Learning rate for p, ε, and φ 0.2
φinit Initial classifier fitness 0.01
εinit Initial classifier prediction error 0.0
pinit Initial classifier prediction value 10.0
δ Class. fitness deletion threshold 0.1
ε0 Classifier accuracy threshold 10
θsub Classifier subsumption threshold 20
θdel Class. experience deletion threshold 20
θGA GA application interval 5
pX Crossover probability 0.3
pM Mutation probability 0.05
α Fitness reduction factor 0.1
pred Prediction reduction factor 0.25
s0 Centre spread factor 0.2
mcs Mutation prob. for centre spread 0.1
mob Mutation prob. for (un)ordered bound 0.2
rob Covering prob. for (un)ordered bound 0.5
were used as is from the JKernelMachines framework [PTC13]. Considering execution times,
XCSR has a clear benefit over SVM, since it has a much lower runtime, both for training and
testing (each data set has 4032 data points). To speed up the on-line and off-line training process
of the SVM variants, the number of training epochs E can be reduced. By reducing E from five
(the default value in the JKernelMachines framework) to one epoch, the following speed-up can
be achieved: LaSVM (8.4 sec.), LaSVM-I (2.6 sec.), SDCA (2.0 sec.).
Table 8.2: Average runtime (and standard deviation) in seconds for one complete experimental run.
LaSVM LaSVM-I SDCA XCSR
Training (sec.) 14.2 (10.3) 9.5 (14.3) 5.6 (0.5) 2.6 (0.4)
Test (sec.) 0.8 (0.3) 1.7 (1.5) 7.6 (0.2) 0.5 (0.2)
Still, these runtimes have to be interpreted with caution. Each data point of the data set was
given one-by-one to XCSR (on-line learning), whereas the SVM’s were given the training set as
a whole, speeding up the learning process drastically as the model was computed only once.
In fact, if the SVMs were trained with on-line learning, adjusting the internal model after every
time step, the execution times are significantly longer, for example LaSVM-I needs 12.5 minutes,




Table 8.3 shows the confusion matrix for the test sets. The numbers show that XCSR has a low
false alarm rate FAR = 0.26% and a high detection rate DR = 95.5% (see equations 8.3 and
8.2). The average number of FP and FN is rather low. The FAR and DR of the SVM variants are
as follows: LaSVM (FAR = 0.21%, DR = 90.0%), LaSVM-I (FAR = 0.43%, DR = 74.3%), and
SDCA (FAR = 1.4%, DR = 91.5%).
Table 8.3: Confusion matrix reporting the number of true positives (TP), false positives (FP), false nega-
tives (FN), and true negatives (TN) of XCSR, averaged over ten data sets.
Actual class
Congested Free flowing Total
Prediction
Congested 141 5 146
Free flowing 12 1858 1870
Total 153 1863 2016
Figure 8.13 presents the results for the before mentioned performance measures. The box plots
show the statistical distribution of the average absolute forecast errors. The bottom and top
of the box represent the first and third quartiles, and the band inside the box represents the
median. Outliers are indicated by separate points.
All approaches have high accuracy (an average of 97% and above), classifying most of the
congested situations as congested and most of the not congested situations as free flowing. Fig-
ure 8.13d indicates that LaSVM-I misclassifies too many situations as congested. In contrast,
XCSR classifies most of the not congested situations correctly (see figure 8.13e). Most of the
outliers are caused by the TH5 data set which has relatively few congested situations. Deducing
from the figures, all SVM classifiers had problems to learn its underlying feature space. Al-
though, XCSR has its lowest values for recall (0.84), precision (0.86), and the F-measure (0.85),
its performance is still good. LaSVM and LaSVM-I are not able to learn the task for this data
set as they simply classify all situations falsely as not congested. On average, XCSR has better
results for accuracy, recall, and F-measure than the SVMs and similar performance for precision
and specificity. Concluding, we can be confident that XCSR actually represents a good classifier
for this classification problem, also in case of highly skewed classes.
Learning behaviour of XCSR
To get a more direct insight into the learning behaviour of XCSR, the system error (the mean
absolute error), the average population size (number of micro-classifiers), and the fraction of
correct classifications (percentage of correct classifications in the last k executions) is measured.
The system error is calculated as the absolute difference between the actual reward and the
system prediction Pa of the selected action, divided by the maximal reward (usually 1000).
Figure 8.14 shows the development of the corresponding means. Each data point is the average
over 50 successive XCSR executions, averaged over all ten time series. The vertical dotted line
marks the end of the training phase after 6000 time steps. The population curve shows the
average number of micro-classifiers normalised to the range of [0; 1].
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Figure 8.13: The box plots show the statistical distribution of the average classification accuracy for
XCSR, LASVM, LASVM-I, and SDCA (left to right) considering occupancy and speed.
The plot shows that XCSR is able to improve its performance over time. During testing, XCSR
tries to evolve new classifiers, and to explore the state space. Consequently, compared to the
testing phase, the system error is higher as XCSR tries different classifications which can be
wrong. XCSR applied covering between 16 and 39 times (average: 27). The number of GA
executions was between 325 and 777 (average: 494).
Qualitative comparison between XCSR and SVM
The choice between several approaches is often dependent on multiple factors. One aspect is, of
course, their performance on historical data which is evaluated and discussed in the following
section. Other aspects are the need for complex parameter settings, the interpretability of the
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Figure 8.14: Development of the average fraction correct, system error, and population size for XCSR
(feature vector: occupancy and speed).
Configuration The convenience to configure the respective technique is important to find the
optimal parameter settings in a short amount of time. Mostly, XCSR offers fairly good perfor-
mance out-off-the-box using the standard parameter settings. Still, a fair amount of parameter
studying is needed to find the optimal settings for the most important parameters controlling
the learning process. In this aspect, SVM is quite simple to configure since it only requires two
hyper-parameters C and γ and the number of epochs E to be set, as well as the kernel to be
chosen.
Interpretability Another aspect is the understandability of the internal model. On the one
hand, SVMs resemble a very flexible method. Still, their interpretability is very low as the
support vectors are difficult to analyse or to visualise [JWHT13]. On the other hand, XCS’s
internal rule representations are interpretable by humans. Furthermore, the development of the
model is still flexible. Classifiers can be added and adapted during runtime, and their respective
values, action, and condition are easily understandable.
Number of classes Within this chapter, congestion detection is formulated as a two class learn-
ing problem. Still, further classes can be added, for example heavy traffic volume or faulty de-
tector data. Increasing the number of classes is no problem with XCSR, as simply the number
of distinct classifier actions have to be increased. Additional classes lead to a more complex
learning problem, however, the complexity of XCSR stays the same. In contrast, SVMs are usu-
ally two-class classifiers. For multi-class tasks, decomposition methods such as one-against-all
or one-against-one are used. Solving a multi-class SVM in one step results in a much larger
optimisation problem [HL03].
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8.7 Summary
The extended classifier system XCSR was applied to congestion detection on interstates. The
evaluation was done with real-world data from inductive loop detectors located in Minneapolis.
Compared to three different types of support vector machines, XCSR offers competitive perfor-
mance. Furthermore, XCSR is significantly faster in terms of runtimes for training and testing. In
contrast to the support vector representation of SVM, the rules base of classifiers of XCSR is eas-
ily interpretable by humans. In conclusion, it can be noted that XCSR is able to evolve accurate
classifiers, offering reliable accuracy and precision for the classification of traffic conditions.
A limitation of this approach is its inability to detect capacity reducing incidents which do not
lead to congestion but still influence traffic negatively (such as parking trucks). These events
can only be detected by analysing camera feeds (automatically or by manual inspection). These
incident alarms can be passed on by the AID component and can be used in the dynamic route
guidance system. Sections with incidents are likely to result in higher travel times and can
promote further congestion. Therefore, the DRG system should omit route proposals traversing
these sections, and instead, propose alternatives (which may be longer but still having less travel
time). Consequently, the section is less likely to be proposed by the DRG system. However,
sections with are congested due to high-volume traffic are already more likely to be omitted due
to the dynamic traffic-dependent estimation of the travel times within the DRG system.
The next chapter transfers XCSR to the distributed congestion detection architecture in OTC.
Additionally, the self-optimising adaptation process of the signalisation can be further enhanced
by using the congestion alarms raised by the AID component. Extending the green times of




Distributed urban congestion detection
As summarised in section 8.1, there are several real-world ITS’ that monitor the current traf-
fic state. Some of them also provide mechanisms for the autonomous detection of disturbed
conditions. Although some use automatic congestion detection algorithms, the congestion man-
agement is usually executed by humans. Thus, the next logical step is the integration of these
congestion alarms into a self-adaptive traffic management system. This enables an autonomous
adaptation of the system to alleviate the negative effects of congestion or even to prevent con-
gestion. So far, comparatively few attempts have been made in this direction. Most research has
been limited to algorithms for the detection of traffic congestion.
In contrast to these traffic control systems, the following concept goes one step further, proposing
a self-adaptive traffic management process that automatically detects and reacts to congestion in
urban road networks. Additionally, the XCSR for congestion detection on highways introduced
in section 8.4 is now adapted to urban congestion detection within OTC. In case the current
situation is classified as congested, OTC will react with an adaptation of its control strategy.
This adaptation can incorporate a modification of the signalisation in terms of green times and
cycle time, calculating new route recommendations, or triggering the adaptive progressive signal
system mechanism.
The remainder of this chapter is structured as follows: First, an introduction to the distributed
automatic congestion detection in OTC is given. Afterwards, XCSR is adapted to work with these
concepts and is applied to urban congestion detection. Moving on, an automatic adaptation of
signalisation due to congestion within OTC is presented. Finally, the approach is evaluated based
on a simulation study.
9.1 Distributed congestion detection in OTC
OTC can be extended with a distributed automatic congestion detection (AID) architecture.
Kleijnowski [Kle08] presents a distributed architecture based on OTC, and a modified variant of
the California algorithm 7 (a static decision tree) for congestion detection in metropolitan areas.
The concept works as follows. Each standard OTC controller is extended by an additional mod-
ule for the real-time automatic congestion detection, designed for application in urban areas
(Figure 9.1). This approach is completely distributed and works on local knowledge only. Based
on locally monitored detector data, each TLC is enabled to detect nearby congestion. Therefore,
no centralised server is needed to collect data, but the communication infrastructure can be
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Figure 9.1: Distributed congestion detection using locally monitored sensor data.
used to disseminate information to nearby TLCs. This allows for an incorporation of additional
data, such as road conditions and traffic states from nearby intersections. Inductive loop detec-
tors serve as detector stations, monitoring the current traffic flow at the local intersection and
its approaching sections. The AID component is executed in cycles. Every cycle, an automated
analysis of the up-to-date sensor data is performed by congestion detection algorithms in order
to classify the current traffic conditions into congestion-free or congestion-bound.
9.1.1 Architecture and prerequisites
Figure 9.2 depicts the architectural prerequisites for the installation. At each signalised inter-
section, an AID component extends the standard OTC controller (Figure 9.1). It is responsible
for one or more monitoring zones (MZ) in its direct vicinity. A MZ represents the area where the
respective AID component applies an AID algorithm. The separation of the road network into
several MZ’s splits the complex problem of a network-wide congestion detection into feasible
sub-problems which are handled by individual AID components. Each component can man-












Figure 9.2: Distributed congestion detection by mapping detector stations to monitoring zones.
First, at least two detector stations are necessary to monitor the upstream and downstream traffic
conditions on a section. A detector station usually consists of two simple detectors. Second, each
zone can be assigned a different automatic congestion detection (AID) algorithm. A MZ can
also cover additional branching sections via divided detector stations which helps to monitor
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complex traffic patterns more precisely. Thereby, the complex patterns created by incoming
and outgoing traffic streams in terms of branching sections are taken into account. Finally, a
detection algorithm is assigned to each monitoring zone. The traffic parameters monitored by











Figure 9.3: Class diagram showing the AID algorithm interface.
OTC demands no specialised AID algorithm and the applied algorithms and their parametrisa-
tion can be different for each zone. The applicable algorithms can range from simple heuristics
to sophisticated machine learning techniques. However, each algorithm has to implement an
abstract class defining certain interfaces. The class diagram in figure 9.3 shows this interface
and its related entities. Each AIDAlgorithm monitors exactly one monitoring zone. It can create
several Incident objects which are also used to evaluate its performance within the Evaluator.
Concrete implementations of congestion detection algorithms, such as XCSR or the all-purpose
incident detection algorithm (APID), have to implement the abstract interface. The algorithms
are notified about new detector values by implementing the observer pattern. For easy integra-
tion into a graphical user interface and for additional monitoring, they also extend Observable,
thereby following the model-view paradigm.
9.1.2 Automatic reaction to congestion alarms
In previous work [Kle08], the architecture is presented and one algorithm was implemented. In
this work, we propose extensions to this initial architecture.
Let us summarise the process again: The controller receives traffic data from nearby sensors
describing the traffic states at nearby sections. Afterwards, this data is used by an automatic
congestion detection algorithm to classify the current traffic conditions into congestion-free or
congested. The initial framework proposed by Klejnowski just collects these congestion alarms.
However, a reaction process is not presented.
This thesis proposes new approaches for how the OTC system can react automatically to these
alarms. In case the selected algorithm classifies the current traffic situation as congested, OTC
will react with an adaptation of its control strategy. This adaptation can incorporate 1) a mod-
ification of the signalisation in terms of green times, 2) a modification of the proposed route
recommendations, or 3) triggering the adaptive progressive signal system mechanism. Concern-
ing the first point, we want to reduce the inflow to the congested section. This is achieved by
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reducing green times towards this section. For the second point, it is assumed that the rout-
ing protocols are already able to detect and to react to the detection of congested sections by
proposing alternative routes. However, it can be beneficial to integrate information about inci-
dents that do not induce congestion but may influence traffic negatively (for example a parking
truck reduces the capacity of the section). For the implementation of the third point, we just
have to make a function call to trigger the progressive signal algorithm in case a congestion is













Figure 9.4: Automatic detection of a congestion by two divided detector stations and the automatic re-
action process within OTC.
Figure 9.4 depicts the proposed process in case of a congestion alarm. First, an alarm is raised by
an AID algorithm responsible for the according monitoring zone. Next, the alarm is passed-on
to the disturbance manager. A disturbance is defined by the corresponding congestion causing
the disturbance, its start time, its end time, its severity, and its exact location. The disturbance
manager automatically estimates the severity of the congestion by using sensor data from traffic
detectors and approximation heuristics. The average speed sp and the average detector occu-
pancy occ can serve as measures for the congestion level of the section. Based on these two
characteristics the severity of a congestion on a section can be estimated by







sevocc = min(1,max(occi)/100). (9.3)
where vmax is the speed limit, di denotes the detector station on the section, where vi resem-
bles the speed monitored by di, respectively occi the occupancy of di over a certain time span.
Therefore, this factor lies between 0 and 1 whereas 1 denotes the highest severity. The severity
factor then serves as additional parameter for the adaptation of green times at the signalised
intersection and as a penalty factor within the travel time estimation on the congested section.
An AID algorithm can take several states:
• Congestion free: Traffic is free flowing.
• Tentative congestion alarm: Congestion is assumed, but no congestion alarm is raised yet.
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• Congestion confirmed: The tentative congestion was confirmed by a subsequent test. A
congestion alarm is set off.
• Congestion continuing: The detected congestion is still present.
Depending on the chosen AID algorithm, there can be additional states. To reduce the number
of false alarms, an additional verification step by a traffic engineer can be executed (i.e. by
examining live feeds from CCTV cameras).
9.2 XCSR for urban congestion detection
In the following, we adapt XCSR to be used as an AID algorithm within the AID component (as
depicted in figure 9.1). The traffic sensors output their values to OTC in fixed cycles. This data
is passed forward to the AID component where it is aggregated over a certain time span, and




















3a) read detector data
Figure 9.5: The simulation-execution workflow.
Figure 9.5 depicts the setup for the simulation and evaluation of XCSR within OTC. Again, we
use Aimsun to simulate the traffic network and to trigger any events throughout the simula-
tion. Aimsun’s API does not allow to create random policies, such as lane closures or blockages,
at runtime out-off-the-box. Therefore, several policies in Aimsun are created by hand that are
located at different locations in the evaluated area. These predefined policies can then be trig-
gered via external scripts. Python scripts are used to activate and deactivate policies during a
simulation run. This gives us the freedom to randomly start and end policies with different ran-
dom durations. Additionally, the start and end times and the location of each triggered policy is
exported to log files.
At every time step, Aimsun executes the python scripts and the Policy Manager potentially acti-
vates or deactivates a policy and the executed policy is written to a log file. In addition, Aimsun
also calls OTC and the XCSR is triggered to evaluate the received sensor values. To be more pre-
cise, in every time step, the last monitored sensor values from two detector stations - forming a
monitoring zone - are used to build the input feature vector. The according classification result
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is compared to the actual traffic state which can be received from the stored log files. Finally,
the rules from XCSR’s population being responsible for the given classification are reinforced in





Figure 9.6: XCSR classifies the input (occupancy and velocity) received from two detector stations.
The input of XCSR is defined by the values received from two detector stations (forming a
monitoring zone). Again, we chose occupancy and speed as input for our model. Afterwards,
XCSR classifies the resulting feature vector into congested (1) or uncongested (0).
9.2.1 Simulation study: Urban road network
To evaluate the performance of the adapted XCSR, this approach is compared to a well-esta-
blished algorithm for congestion detection, the All Purpose Incident Detection (APID) algorithm
[MW91, DCG12] (see section 8.2). It represents a static decision tree algorithm extending
the California algorithm 7 with additional states and detection routines, such as for light and
medium traffic. However, it needs a fair amount of parameter tuning before it can be reliably
applied to a certain section.
A simulation model of a real-world network with eleven intersections located in Hamburg, Ger-
many (Figure 9.7) was developed. The parameter study and the evaluation are done with
Aimsun 8 [BC02], a professional traffic modelling and simulation software.
J6
J3
Figure 9.7: Aimsun simulation model of Billstedt in Hamburg, Germany. Stars highlight locations where
incidents are created, rectangles mark locations of detector stations.
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Parameter study
To find a suitable parametrisation for XCSR and APID, an initial parameter study was executed.
The results are averaged over ten random replications by means of ten-fold cross-validation and
visualised as violin plots. These plots are similar to box plots, but also show the probability
density of the data. They include markers for the median and the first and third quartile of the
data. Every violin plot depicts the results of a different configuration which parameter setting is
shown at the bottom of the plot.
The APID algorithm is configured in accordance with [MW91] and [DCG12] (see table 9.1).
APID is executed in intervals of 40 seconds.
Table 9.1: Parameters settings of the APID algorithm.
Control parameter Value
Compression wave test disabled
Persistence test enabled
Medium traffic congestion detection enabled
Compression wave test period 50 sec.
Persistence test period 50 sec.
Medium traffic flow threshold 80
Congestion clearance threshold -0.4
Persistence test threshold 0.4
Compression wave test threshold 1 -1.3
Compression wave test threshold 2 -1.5
Congestion detection threshold 1 80
Congestion detection threshold 2 0
Congestion detection threshold 3 20.8
Medium traffic congestion threshold 1 0.0
Medium traffic congestion threshold 2 0.0
Figure 9.8 shows the performance of XCSR, as expressed through the F-measure, for different
parameter settings. From bottom to top, the parameters given are the learning rate β, the activa-
tion interval of the genetic algorithm, the prediction error reduction constant, the mutation rate
and the crossover rate. The violin plots show that a higher number of classifiers increases the
average precision. Furthermore, a higher mutation rate also improves the performance. How-
ever, an increase in the number of classifier eventually leads to an increase in the computational
complexity, therefore, increasing the runtime of XCSR.
Additionally, figure 9.9 shows how a learning rate of β = 0.2 reduces the system error of XCSR
compared to a lower learning rate of β = 0.1. This can also lead to a speed-up in the learning
process. In this plot, the lowermost parameter is the population size instead of the learning rate.
On average, the best outcome was reached by using the configuration as summarised in ta-
ble 9.2.
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Maximal population size N = 4500
Figure 9.8: Performance of XCSR for different parameter settings in dependence of the population size,
evaluated by the F-measure (higher is better).
Table 9.2: Best parameter setting as found by a parameter study for XCSR.
Control parameter Value
Max. population size N 4500
Learning rate β 0.2
GA execution interval θGA 50
Crossover probability pX 0.5
Mutation probability pM 0.05
Prediction error reduction 1.0
Experimental setup
For further evaluation, the simulation model depicted in figure 9.7 is used. The simulation
duration is eight hours. It simulates different traffic conditions, such as rush hour and low
traffic. Figure 9.10 depicts the total number of trips throughout the simulation period. The
congestion-inducing policies are created randomly in random intervals. The detector values are
averaged over a time span of 40 seconds.
As can be seen in figure 9.11, one- or two-lane-blocking events can occur at different locations
between the two detector stations. The distance between these two detector stations is 280m.
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Learning rate beta = 0.2
Figure 9.9: Average system error of XCSR for different parameter settings in dependence of the learning
rate β, evaluated by the F-measure (lower is better).
The distance from detector station 1 to the first incident location and from detector station 2
to the third incident location is both 10 meters. The second incident location is located in the
middle of the two detector stations.
The duration of an incident is a randomly generated time between six and 35 minutes. The
length of an incident ranges from a few meters (for example simulating a parking car) to 50 me-
ters (such as a construction site). This setting was chosen since the detection rate is dependent
on the location of the congestion, relative to the detector stations. There is a rest period of ten
to 25 minutes between two incidents.
Experimental results
To compare XCSR against APID, we use several performance measures which are introduced
in section 8.6.2 and section 8.6.3 in the previous chapter. These measures calculate values for
false alarm rates, detection rates, and several measures which are typically used to evaluate
classifiers.
The experimental setup is as follows. Both evaluated methods receive the same input values
from two detector stations located on the simulated section. These are occupancy and speed
values. XCSR’s population is based on a classifier set that was generated during independent
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Figure 9.10: The absolute number of trips throughout the simulation period.
Figure 9.11: Incident are created at three different locations between the two detector stations.
test runs and annotated by hand. During evaluation, XCSR is not further trained but relies on
this imported rule set. We chose this setup since a supervised training process at runtime would
require a traffic expert to evaluate every output given by XCSR. To be more precise, the traffic
classification by XCSR would be evaluated by a traffic engineer. The engineer would specify the
actual traffic state as reward for the reinforcement of XCSR’s classifiers. In a real scenario, this
would be too expensive and time-consuming.
Table 9.3: Results classified by algorithm and incident type.
Algorithm Incident type Accuracy Recall Specificity Precision FAR (%)
APID One lane 0.844 0.000 1.000 0.000 0.0
APID Two lanes 0.750 0.877 0.712 0.523 25.8
APID One and two lanes 0.819 0.706 0.858 0.626 14.2
XCSR One lane 0.875 0.637 0.925 0.670 7.5
XCSR Two lanes 0.948 0.882 0.973 0.934 2.7
XCSR One and two lanes 0.922 0.789 0.957 0.839 4.3
Figure 9.3 summarises the results. As we can see, APID is rather reliable in detecting section-
blocking two-lane incidents. Confusion matrix 9.5 backs this observation. Still, APID classifies
congested conditions as free flowing too often. APID has problems detecting single-lane inci-
dents where the traffic flow is not substantially different from free-flowing conditions. This is
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also depicted in confusion matrix 9.4. This results in a recall value of zero, meaning that APID
classifies every sensor value as not congested. Interestingly, APID can also not deal with conges-
tion not being located between two detector stations. APID is unable to detect any congestion
events located before the first or after the second detector station.
Table 9.4: Confusion matrix with true positives (TP), false positives (FP), false negatives (FN), and true
negatives (TN) for APID. Averaged over ten simulation runs creating single-lane incidents only.
Actual class
Congested Free flowing Total
Prediction
Congested 0 0 0
Free flowing 112 607 719
Total 112 607 719
Table 9.5: Confusion matrix with true positives (TP), false positives (FP), false negatives (FN), and true
negatives (TN) for APID. Averaged over ten simulation runs creating two-lane incidents only.
Actual class
Congested Free flowing Total
Prediction
Congested 185 128 313
Free flowing 25 357 382
Total 210 485 695
As APID has an additional verification step before an alarm is actually raised, the number of
classifications can vary. This is also the reason why the number of APID’s classifications is lower
than XCSR’s. On average, the mean time to detection (MTTD) is approximately 224 seconds for















































Figure 9.12: Violin plots showing the mean time to detection (MTTD) for one-lane, two-lane, and mixed
incident scenarios.
In contrast, XCSR is able to reliably detect one-lane and two-lane incidents. XCSR classifies
most situations correctly while also having a low false alarm rate. On average it is lower than
five percent. Compared to two-lane incidents, one-lane incidents are a little harder for XCSR
to classify correctly. The mean time to detection is approximately 156 seconds for two-lane
incidents, and 414 seconds for one-lane incidents. In conclusion, the mean time to detection
and the false alarm rate are higher for single lane incidents. This attributes to the fact that the
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impact is lower than road blocking congestion. However, the evaluation shows that XCSR can
be applied in both scenarios.
Table 9.6: Confusion matrix with true positives (TP), false positives (FP), false negatives (FN), and true
negatives (TN) for XCSR. Averaged over ten simulation runs creating single-lane incidents
only.
Actual class
Congested Free flowing Total
Prediction
Congested 95 42 137
Free flowing 48 535 583
Total 143 577 720
Table 9.7: Confusion matrix with true positives (TP), false positives (FP), false negatives (FN), and true
negatives (TN) for XCSR. Averaged over ten simulation runs creating two-lane incidents only.
Actual class
Congested Free flowing Total
Prediction
Congested 206 13 219
Free flowing 25 476 501
Total 231 489 720
Summary
In this chapter, the learning classifier system XCSR was adapted to congestion detection in urban
areas. First, a workflow was introduced to couple XCSR with the traffic simulator Aimsun.
Thereby, incidents can be created at random at runtime. Every 40 seconds, XCSR is executed to
evaluate the current traffic conditions. Afterwards, its classification results are compared to the
actual incident alarms.
The evaluation results show that XCSR provides better results compared to a well-established
algorithm for congestion detection, the all-purpose incident detection algorithm. In summary,
single lane incidents are more difficult to detect than two-lane incidents, both for APID and
XCSR. However, APID almost never recognizes any one-lane incidents, whereas XCSR offers
good results even for this more complex problem.
Figure 9.13 summarises the results. The violin plots depict the statistical distribution of the F-
measure over all evaluation runs. As we can see, XCSR has higher, therefore better, mean values
for the F-measure. The deviation is also less broad, compared to APID.
9.3 Automatic adaptation of signalisation based on congestion alarms
To alleviate the negative effect of congestion, traffic streams have to be relocated to other streets,
decreasing the traffic flow near the problematic area. This can be achieved by reducing the
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Figure 9.13: Violin plots showing the F-measure for one-lane, two-lane, and mixed incident scenarios.
green times of traffic lights entering the congested road or by increasing green times at outgoing
sections. The automatic adaptation of green times involves the following steps:
1. Localize the exact location of the congestion.
2. Determine the signal groups sg of the incoming turnings affecting the congested road.
3. The green time of the phases in sg will be reduced in the following. All other phases p are
marked for extension of their green times.
4. Filter out interphases and phases in sg with green times below the minimal green period.
5. Calculate the available amount of green time reduction of the phases left in sg.
6. Shorten the green times of the phases in sg.
7. Equally increase the green time of the signal phases in p.
Note that this algorithm ensures that the cycle time of these signal plans stays the same as
before. However, it can be easily adjusted to extend the cycle time, for example by giving more
green time to signal groups not belonging to the congested road. The phase lengths are always
in whole numbers. Furthermore, no conflicts between different signal phases are created, since
the relationship between phases and signal groups stays unchanged. The interphases stay the
same in terms of their duration, and in terms of their position within the signal plan. According
to the German handbook for traffic control (RiLSA) [fSuVAVuV10], the recommended minimal
duration for phases is five seconds. Therefore, phases with green times less or equal to this
duration are not shortened further.
For n phases (excluding interphases), the maximal amount of green time reduction is calculated
as




where tshorten[i] is calculated as
tshorten[i] =
{
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To control the extend of the algorithm, a green time reduction factor λ defines how much green
time can be transferred from the shortened phases to other phases. Additionally, an adaptation
threshold tred can define the maximally allowed change of green time (for example 5 seconds).
In case that tchange = 0 (no green time reduction possible) or that the number of phases that
can be extended is zero, the algorithms terminates and the active signal plan stays unchanged.
Of course, this procedure can also be applied in case there is more than one congested section.
The adapted signal plan stays active as long as the applied AID algorithm confirms that the
congestion is still ongoing. Afterwards, the signal plan which was active before the change, is
restored.
9.3.1 Case Study: Isolated intersection
The following case study explains the introduced algorithm using the example of a real-world
intersection. Figure 9.14 shows the model of a three-armed intersection at the “Rotes Tor’ in
Augsburg, Germany. The signal plan (figure 9.15) and the site map were provided by the civil
engineering department. The intersection has six signal groups, two for each incoming section.
The signal plans is divided into eleven phases with a cycle time of 90 seconds, two of them being
interphases (phases 6 and 8) (Table 9.8).
Figure 9.14: Simulation scenario with a single intersection located at the “Rotes Tor” at Augsburg, Ger-
many.IV. Beispiel - Lageplan mit Schaltplan
Figure 9.15: Signal plan with six signal groups and a cycle time of 90 seconds.
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Let’s assume a congestion occurs on section 1. Its incoming traffic flow has to be limited to
mitigate the building of congestion. The signal groups and their according phases providing
traffic to section 1 are K1R (2, 3, 4) and K2L (7). Consequently, their green times have to be
limited to reduce the inflow to the congestion location. Phases 2, and 3 are already shorter than
the minimal green time of five seconds, therefore, we won’t shorten them. As a consequence,
only phases 4 and 7 are available for green time reduction and five phases can be extended (1,
5, 9, 10, and 11). If the durations of phases 4 and 7 are reduced to the minimal green time of
five seconds, 23 and 17 seconds are maximally available for green time extension of the other
phases. Assuming λ = 0.25, 6 and 4 seconds (rounded off to the next full second) can be can
transferred to the phases 1, 5, 9, 10, and 11. Therefore, each of these five phases is extended
by two seconds. Table 9.8 depicts the green times before and after the green time adaptation
process.
Table 9.8: Signal plan before and after the green time adaptation (λ = 0.25). Interphases are highlighted
in grey, shortened phases in red, extended phases in green.
Phase 1 2 3 4 5 6 7 8 9 10 11
∑
old 2 2 4 28 1 4 22 5 1 20 1 90
new 4 2 4 23 3 4 17 5 3 22 2 90
In the following, the evaluation scenario and the experimental results based on a real-world
road network (Figure 9.7) are presented. The results of a simulation scenario are compared
with and without the adaptation of the signalisation based on congestion alarms.
9.3.2 Simulation study: Road network
After 25, 55, and 85 minutes, a congestion builds up on the section going from intersection J6
to J3. Therefore, during incidents the signal plan at J6 (Figure 9.16) is changed in the way that
less green time is given to turnings going towards J3.
Figure 9.16: Simulation model of intersection J6.
As mentioned by [DCG12], the location of the congestion can influence the detection rate. Thus,
the incidents are located at three different locations within this monitoring zone. The incidents
block both lanes and last fifteen minutes. Detector stations are installed approximately ten
meters after the beginning, ten meters away from the ending, and in the middle of this section.
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The signal changes and phase durations simulated within Aimsun are controlled externally by
OTC. For the eleven signalised intersections, the fixed-time signal plans have a common cycle
time of 90 seconds with two to four phases. The duration for yellow light is two to three seconds.
The simulations were executed on an Intel Core i7 quad-core CPU with 2.6 GHz and 8 GB RAM.
9.3.3 Experimental results
The following section presents the results of the evaluation executed as described before. Every
second, APID receives its input from traffic detectors simulated by Aimsun. The traffic data
(speed and occupancy values) is averaged over a period equal to the execution interval. Ini-
tially, different execution intervals of 30, 60, and 120 seconds are evaluated. The according
results are given in table 9.9. Interestingly, an execution interval of 120 seconds results in a low
MTTD, however APID did not recognize the second congestion. Since an execution interval of
30 seconds results in the lowest MTTD, this value is used for the following experiments.
Table 9.9: Mean time to detection (MTTD) in seconds for execution intervals of 30, 60, and 120 seconds.
Start - End 30 60 120
25 - 40 32m 40s 33m 20s 32m 0s
55 - 75 63m 20s 62m 40s not detected
85 - 100 91m 20s 96m 0s 93m 20s
MTTD 7m 27s 9m 0s -
To evaluate the adaptation strategy of OTC considering congestion alarms, a deeper look is
taken into the signal plans created. Table 9.10 summarises the adapted green times for different
values of λ. Again, λ = 0 displays the standard OTC strategy. For λ = 1, the cycle time is slightly
increased by three seconds as the reduction of phase 7 would have resulted in a value below the
minimal allowed green time. Therefore, it is set to the minimal duration of five seconds.
Table 9.10: Intersection’s J6 adapted green times in seconds for λ = {0, 0.25, 0.5, 0.75, 1}. Interphases
are highlighted in grey, shortened phases in red, extended phases in green. The duration of
yellow light is three seconds.
λ 1 2 3 4 5 6 7 8
0 10 4 30 4 10 4 24 4
0.25 15 4 25 4 15 4 19 4
0.5 21 4 19 4 21 4 13 4
0.75 26 4 14 4 26 4 8 4
1 32 4 8 4 32 4 5 (2) 4
In the following, the presented adaptation strategy of the signal timings is compared against the
standard OTC system running a fixed-time signalisation plan as introduced in section 2.2. Each
approach is evaluated based on the following performance criteria:
• The total travel times for the complete network in seconds per kilometre,
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• the average delay times (for example due to red traffic lights) in seconds per kilometre,
• the average stop time for the complete network in seconds per kilometre,
• and the vehicle’s emissions: carbon dioxide (CO2) and fuel consumption.
The emission of these pollutants has been estimated with the help of Aimsun’s internal micro-
scopic pollution emission model which is based on [PBL06]. The final results of the simulation
runs are given in table 9.11. A value of λ = 0 resembles standard OTC behaviour. Compared to
the standard OTC, the congestion-adaptive OTC-control significantly reduces the evaluated traf-
fic performance measures. Reacting to automatic congestion alarms has the potential to reduce
important traffic parameters, such as the average delay time and the average stop time at red
lights. Independent of the value of λ, the results of the evaluated measure showed an improve-
ment. On the one hand, the average stop time and the average travel time is reduced more, for
a smaller λ. On the other hand, the pollution emissions due to CO2 and the fuel consumption
can be reduced more, for higher values of λ.
Table 9.11: Experimental results for different values of λ with a execution interval of 30 seconds. λ = 0
resembles the standard OTC behaviour. Best results highlighted in bold.
λ 0 0.25 0.5 0.75 1.0
Total CO2 emissions [kg] 4875 4798 4820 4821 4753
Total fuel consumption [l] 1930 1931 1923 1923 1906
Avg. stop time [sec/km] 88.2 85.0 87.1 87.2 92.2
Total travel time [h] 701.3 694.9 698.9 699.1 700.5
Tentative congestion alarms
APID only raises an congestion alarm in case two successive executions result in congested
classifications (so-called persistence check). An congestion which is not yet confirmed is called
tentative incident (TI). On the one hand, this additional confirmation lowers the number of
false alarms. On the other hand, the MTTD is increased. In case the AID algorithm is executed
every 30 seconds, the adaptation of the signal plan can be executed 30 seconds earlier when
also considering TIs. In the following, it is evaluated to what extend the consideration of TIs
affects the experimental results.
Table 9.12: Experimental results when using an execution interval of 30 seconds, also considering tenta-
tive incidents (TI).
λ 0.75 0.25
Total CO2 emissions [kg] 4860 4824
Total fuel consumption [l] 1940 1937
Avg. stop time [sec/km] 90.9 84.8
Total travel time [h] 718.3 693.9
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In contrast to the expectations, the reaction to TIs does not necessarily improve the overall
performance. For λ = 0.25, the results were actually better than without TIs. However, for
λ = 0.75, the experiment showed that the evaluated measures were worse than before. This
effect is caused by the high number of TIs which are raised without leading to actual congestion
alarms. These false tentative alarms during uncongested conditions can lead to a suboptimal
signalisation.
Increasing the cycle time
Next, the effect is evaluated when OTC is allowed to extend the cycle time without considering
TIs. This can be done by extending the previous cycle time by a fixed offset. However, we
want to evaluate the performance when OTC is allowed to dynamically extend the cycle time in
dependence of the severity of the disturbance as estimated by equation 9.1:
tnew = min(120sec, told + 10s ∗ severity) (9.6)
Therefore, the maximal cycle time extension is ten seconds. Table 9.13 presents the according
results. The increased cycle time results in a reduction of the average stop time (for all values
of λ). For extreme values, such as λ = 0.25 and λ = 1, the evaluation shows no improvement or
slightly worse results. However, for λ = 0.5 and λ = 0.75, this approach reduces CO2 emissions
and the total travel time.
Table 9.13: Experimental results for different values of λ and a execution interval of 30 seconds consid-
ering cycle time extension. Best results highlighted in bold.
λ 0 0.25 0.5 0.75 1.0
Total CO2 emissions [kg] 4875 4792 4836 4795 4846
Total fuel consumption [l] 1930 1939 1918 1930 1961
Avg. stop time [sec/km] 88.2 84.8 86.9 85.9 89.4
Total travel time [h] 701.3 698.1 696.2 697.9 713.3
9.4 Summary
In terms of congested conditions, real-world traffic control systems only propose which actions
to take, but do not take countermeasures by themselves. OTC is extended by means of conges-
tion detection within urban networks. Based on this architecture, a method for the automatic
adaptation of signal plans due to congestion alarms was proposed. Compared to the standard
OTC system, the automatic adaptation of signal plans can mitigate the negative effect of conges-
tion. Based on the results of a simulation scenario of a real-world network, our findings show
that this approach significantly lowers important traffic parameters, such as the average delay
time or the average amount of pollution emission. This reduction is achieved by re-routing vehi-
cles via alternative routes. Usually, these alternatives are longer in distance, which consequently
can result in slightly higher travel times for some motorists. Furthermore, our experiments
showed that the dynamic, automatic extension of cycle time has the potential to further reduce
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the total travel time and the average stop time at red lights. Even if the primary objectives are
not related to energy efficiency and reducing CO2 emissions, the implemented measures still




Motivated by new findings and methods, this thesis has contributed to the application of time
series forecasting and of methodologies from the machine learning domain to an equally large
domain, namely traffic engineering. This chapter summarises its major contributions in sec-
tion 10.1. Section 10.2 discusses remaining open questions and concludes this thesis by outlin-
ing future research directions.
10.1 Summary
This thesis has combined three considerably large fields of research: time series forecasting,
machine learning, and road traffic control. The major objective was to apply modern achieve-
ments of computer science to intelligent transportation systems, in particular to the self-adaptive
and self-organising Organic Traffic Control (OTC) system. The dynamic nature and non-normal
distributed behaviour of traffic make it challenging to find optimal solutions at design-time.
First, the major issues for performance and robustness of traffic control systems were carved out.
To reliable offer the accustomed quality to traffic participants, the signalisation of traffic lights,
the route guidance of motorists, and the detection of congestion were identified as important
for a transportation system. First, algorithms from the machine learning domain were applied
to the time series forecasting problem. Based on those insights, the general concepts were ap-
plied to forecasting of traffic flow. Afterwards, two central components of the OTC system were
transferred from reactive to proactive behaviour, i.e. the forecast-augmented optimisation pro-
cess of signalisation and two anticipatory route guidance protocols. Finally, machine learning
concepts were applied to automatic congestion detection. This enables the OTC system to not
only perform traffic responsive adaptation, but also to self-optimise proactively.
Observer / controller architecture with time series forecasting
In a first step, the generic observer/controller system’s architecture, known from Organic Com-
puting, in particular the observer, was extended by a forecasting module for time series. There-
fore, instead of just processing the recent measurements, the observer is enabled to forecast
future developments of the monitored input parameters. This shifts the reactive behaviour of
organic computing systems towards proactive behaviour.
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The forecast module follows a modular design, allowing the user to easily select from a set
of available forecast algorithms. Instead of just activating a single method, the module also
allows us to choose from several methods. Their forecasts are then combined by a combination
strategy. We chose this approach since it is usually simply impossible to correctly model complex
real-world processes in only one model. Again, several strategies are readily available.
Furthermore, its modular design allows fast and easy integration of new forecast methods,
combination strategies, and forecast error measures. So far, only univariate time series can be
forecasted. However, specialised methods for multivariate time series are also available through
several R packages (such as the forecast package). Several metrics can be run that describe
characteristics of the time series. Until now, these metrics are solely created for manual classifi-
cation. In the future, these metrics could be used to automatically select the forecast methods
that are expected to work best for certain time series (e.g. SARIMA can be selected in case of a
seasonal pattern).
Learning classifier systems for ensemble forecasting
In a second step, a novel combination strategy for forecasts was developed and integrated into
the previously introduced forecasting module. Motivated by the observation that ensembles of
forecast techniques provide more accurate forecasts than a single technique, a representative of
the class of learning classifier system was adapted to this task. The extended classifier system for
function approximation (XCSF) is a genetic, rule-based system. XCSF improves the evolved rules
at runtime, thereby learning the optimal weights for the combination of a given set of forecast
methods and time series. In contrast to static weights or simple heuristics, XCSF is much more
powerful by evolving a rule-base at runtime, whereas each rule resembles a mapping between
the forecasts and their combination weights.
However, we want to point out that XCSF needs a training phase before it can offer its full
performance. During this training phase, another combination strategy can be applied. Without
any further previous training, XCSF is able to learn which forecast technique is providing more
precise forecasts. As a consequence, it is assigning higher weights to this technique. Compared
to two other forecast combination methods, optimal weights and outperformance, XCSF’s adap-
tation process can be slower in terms of trend changes.
Since Organic Traffic Control (OTC) builds upon the general observer/controller design pattern,
the next logical step was to identify which of the existing modules could potentially benefit
from the use of forecasts. The traffic-adaptive signalisation and the self-adaptive route guidance
system were identified as potential points of improvement.
Forecast-augmented signalisation
Previously, OTC adapted the signalisation according to the recent monitored sensor value, rep-
resenting the current traffic flow. This approach was extended by making forecasts of future
traffic conditions. Based on historical time series models, intersections are enabled to proac-
tively adapt their signalisation with respect to expected developments. The developed process
respects the precision of the forecasts, thereby addressing the general uncertainty of forecasts.
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In general, the forecasts were rather precise. However, they only contribute two thirds to the
actual traffic situation description, at most. The rest is determined by the actual sensor values.
A simulation study showed that the proactive adaptation strategy can lead to an improved traffic
signalisation. The choice of other forecast methods can possibly improve the forecast accuracy in
certain situations. This approach shows its advantages during conditions with high traffic flow,
where OTC reacts with an increase of green time durations, thereby increasing the throughput,
lowering peaks and congestion induced delays.
For the deployment of this forecast-augmented signalisation system in a real-world environment,
two preconditions have to be met. First, the traffic-light controllers have to be parametrisable
so that OTC can adapt its behaviour at runtime. Depending on the number and type of forecast
techniques used, more computational power might be necessary. Second, simple inductive loop
detectors or more evolved sensors are needed to monitor traffic streams at the local intersection.
In conclusion, in most cases there is no additional installation needed to deploy this proactive
signalisation system.
Anticipatory urban route guidance
In previous work, two Internet-based protocols, Distance Vector Routing and Link State Routing,
were adapted to the point-to-point shortest path problem in road networks. Again, these net-
works only worked on historic measurements from traffic detectors. To address this drawback,
the route guidance module was coupled with the forecast module of the observer. Furthermore,
these protocols were modified to incorporate forecasts into the calculation of the fastest paths.
Thereby, the intersection controllers are no longer limited to react on observed traffic flow, but
can additionally incorporate short-term forecasts about future traffic conditions. The forecast
horizon and the forecast interval have to be selected by hand in dependence of the size of the
network. Both parameters influence the message overhead in the network. However, as the
messages contain only a small number of values, the package size should be rather small.
It was shown that the benefit of the anticipatory protocols increases for higher compliance rates.
This means that the network’s throughput improves with more people trusting the route propos-
als. During low-saturated conditions, the standard OTC control is sufficient for a free-flowing
traffic. In this case, the provision of (anticipatory) routing recommendations could not (notably)
improve the average travel time.
In addition to the previous deployment preconditions, two more are needed for the installation
of the proactive route guidance system. First, to visualise the route recommendations to mo-
torists, variable message display systems can be used. Optimally, these displays should be placed
before each signalised intersection. Second, traffic light controllers have to exchange data via
wireless or tethered communication. Usually, cable connections are already in place, therefore
no additional investments have to be made.
Automatic congestion detection
A genetic, rule-based machine learning technique, the extended classifier system XCSR, has
been adapted to congestion detection on highways. Following the standard approach, the input
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was created from occupancy and speed values received from inductive loop detectors. This
selection was confirmed by an additional parameter study.
Existing solutions often rely on simple heuristics or fixed decision trees that have to be designed
by traffic experts. In contrast to these static methods, XCSR provides a rule-base that evolves at
runtime. Thereby, XCSR is able to learn new congestion patterns at runtime.
The algorithm can be trained before its deployment, based on labelled historic training data.
This data is usually rather imbalanced, meaning that data points representing uncongested con-
ditions are far more likely to be observed compared to data points showing congested con-
ditions. The application of samplings methods, such as SMOTE [HG09], could improve the
results. Other data processing methods, such as feature scaling and normalisation can also help
in certain situations. However, the experimental results showed great accuracy for XCSR, even
without additional preprocessing of the data.
XCSR creates new rules at runtime and reinforces the existing rule base via supervised learning.
The reinforcement of these rules can be done through feedback given by a traffic expert. The
expert can consult other sources, such as CCTV cameras, and input this information into the
XCSR which then is able to reinforce the executed rules.
Automatic urban congestion detection and automatic reaction to congestion alarms
The next step adapted the XCSR to congestion detection in urban road networks. The exist-
ing distributed architecture was improved and the XCSR was integrated into the congestion
module for urban networks as a new algorithm. This module is an optional extension to the
basic OTC controller. Detected congestion can be displayed on variable message signs.
XCSR gives the user the opportunity to freely define the feature vector. Therefore, instead of just
using occupancy and velocity values to detect congestion, other input parameters can be used
additionally to enrich the situation description (e.g. if available we could incorporate weather
data from sensors or additional information from nearby traffic light controllers).
Furthermore, other application scenarios are possible, such as detecting broken traffic sensors
or erroneous data. Compared to the all-purpose incident detection algorithm (APID), XCSR
proves to be applicable in a wider range of congestion types. For example, APID almost never
recognizes one-lane congestion. XCSR offers good results even for this more complex problem,
however, it takes more time compared to two-lane congestion.
Instead of just detecting congestion, a fully self-organised traffic management system should
have mechanisms to react autonomously to these alarms. Consequently, the distributed archi-
tecture was extended by a disturbance manager component. This module is informed in case
of new congestion alarms, and reacts autonomously by changing green times for incoming and
outgoing signalised intersections. A simulation study indicated that this approach has the po-
tential to decrease pollution emission and fuel consumption. To extend this approach, a traffic





Looking back at the contributions of this thesis, several potential research directions for future
work can be identified. The transformation from reactive to proactive behaviour was exemplarily
carried out using the example of the Organic Traffic Control project. However, as the observer
component is a central part of every technical system that is designed in accordance to the design
patterns proposed by organic computing, other organic systems can be transformed as well. For
example, the organic production cell [Tom11] can be enhanced by the creation of forecasts.
Based on sensor values, potential failures, such as of production robots, can be anticipated and
countermeasures can be taken before the actual failure. Again, this introduces, or increases,
resilience in such a system.
Coming back to the field of traffic management, other improvements are possible. Until now,
the route recommendations are visualised through public displays at each intersection. With the
emerge of autonomous, self-driving cars, these recommendations can also be directly sent to
the car itself. By wireless transmission of the routing messages, the information can be directly
integrated into the routing process of the driverless car.
The field of machine learning is a rapidly developing domain and new algorithms are deve-
loped regularly (e.g. deep learning [Lau12]). It is likely that new and better machine learning
approaches that further improve classification and regression will arise. One limitation in the
field of traffic control is that the embedded hardware controllers are usually optimised for low
energy consumption and do not have the necessary computational power to run techniques,
such as deep learning approaches, within the required response time. However, it will only be a
matter of time before the necessary hardware will be available and deployed.
The final goal of the Organic Traffic Control project naturally is to develop an actual traffic light
controller, not only in simulation but in actual hardware. Proving the correctness of the system
is demanding, as its behaviour does not rely on static rules but follows principles, such as self-
organisation, known from Organic Computing. However, the creation of new knowledge and
the emergence of new behaviour always lies within defined and controllable boundaries (e.g.
only valid and conflict-free signal plans can be created and executed). To achieve this goal and
to prove its correctness, formal verification of the various components has to take place before
field tests can be executed.
The automotive industry is rapidly evolving. We do not know, how transportation will look
like in some decades, but what we know is that it will be vastly different from today. The
importance of data science and machine learning for the automotive industry is recognized
by several major players in the field. The trend goes towards distributed, autonomous, and
intelligent systems that learn from data and take actions autonomously. The one billion dollar
investment in the development of artificial intelligence by companies, such as Volvo and Uber in
2015, proves its importance for the future. Driverless vehicles will be able to make decision on
their own, interacting with their environment and other nearby vehicles. Ultimately, incidents
can be obliterated and traffic lights become obsolete, when all vehicles are driverless. Until
then, the continuous improvement of signalisation and other traffic influencing mechanisms
will play an important part in the field of traffic engineering. Afterwards, proactive, self-learning
techniques will still play an important role in organising traffic with self-driving vehicles.
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AID Automated Incident Detection
ANN Artificial Neural Network
APID All-Purpose Incident Detection
ARIMA Auto Regressive Integrated Moving Average
ATCS Adaptive Traffic Control System
ATTD Average Time To Detection
CA California Algorithm
CCTV Closed-Circuit Television
DLC Daily Load Curves
DPSS Decentralised Progressive Signal System
DRG Dynamic Route Guidance
DVR Distance Vector Routing
FCD Floating Car Data
FTC Fixed-Time Controller
ITS Intelligent Transportation System
LCS Learning Classifier System
LSR Link State Routing
MASE Mean Absolute Scaled Error
MZ Monitoring Zone
NEMA National Electrical Manufacturers Association
O/C Observer/Controller
OC Organic Computing
OTC Organic Traffic Control
OTC-F OTC with Forecasts
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PSS Progressive Signal System
RC Routing Component
SuOC System under Observation and Control
SVM Support Vector Machine
TDVR Temporal Distance Vector Routing
TI Tentative Incident
TLC Traffic Light Controller
TLSR Temporal Link State Routing
USDOT U.S. Department of Transportation
VMS Variable Message Sign
XCS eXtended Classifier System
XCSF XCS for Function approximation
XCSR XCS for Real-valued inputs
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