A powerful way to deal with a complex system is to build a coarsegrained model capable of catching its main physical features, while being computationally affordable. Inevitably, such coarsegrained models introduce a set of phenomenological parameters, which are often not easily deducible from the underlying atomistic system. We present a unique approach to the calculation of these parameters, based on the recently introduced variationally enhanced sampling method. It allows us to obtain the parameters from atomistic simulations, providing thus a direct connection between the microscopic and the mesoscopic scale. The coarsegrained model we consider is that of Ginzburg-Landau, valid around a second-order critical point. In particular, we use it to describe a Lennard-Jones fluid in the region close to the liquidvapor critical point. The procedure is general and can be adapted to other coarse-grained models.
C
omputer simulations of condensed systems based on an atomistic description of matter are playing an everincreasing role in many fields of science. However, as the complexity of the systems studied increases, so does the awareness that a less detailed, but nevertheless accurate, description of the system is necessary.
This has been long since recognized, and branches of physics like elasticity or hydrodynamics can be classified in modern terms as coarse-grained (CG) models of matter. In more recent times, a field theoretical model suitable to describe second-order phase transitions has been introduced by Landau (1) and later perfected by Ginzburg (2) . In recent decades a number of coarsegrained models that aim at describing polymers or biomolecules have also been proposed (3, 4) . In all these approaches some degrees of freedom, deemed not essential to study the phenomenon at hand, are integrated out and the resulting reduced description contains a number of parameters that are not easily determined.
Here we use the recently developed variationally enhanced sampling (VES) method (5) to suggest a procedure that allows the determination of such parameters, starting from the microscopic Hamiltonian. This illuminates a somewhat unexpected application of VES, which has been introduced as an enhanced sampling method. We show that it also provides a powerful framework for the optimization of CG models, due to the combination of its enhanced sampling capabilities and its variational flexibility. Moreover, VES takes advantage of its deep connection with relative entropy, a quantity that has been shown to play a key role in multiscale problems (6, 7) .
As a first test case for our procedure we consider the Ginzburg-Landau (GL) model for continuous phase transitions. An advantage of using this model is that its strengths and limits are well known and that other researchers have already attempted to perform such a calculation (8) (9) (10) (11) (12) (13) (14) . A system that undergoes a second-order phase transition is described in the GL model by the following free energy, valid in a rotationally invariant one-component real-order parameter scenario,
where the field ψ( r ) describes the order parameter fluctuations, and g, a, and b are phenomenological quantities that we call Landau's parameters. To be defined, we apply our method close to the liquid-vapor critical point of a Lennard-Jones fluid.
Variationally Enhanced Sampling
Before discussing our method, we briefly recall some of the ideas at the basis of VES. The VES method shares with metadynamics (15, 16 ) the idea of enhancing the sampling by adding an external bias potential, which is a function of a few coarse-grained order parameters, so-called collective variables (CVs). Contrary to metadynamics and other similar methods, VES does not generate the bias potential by periodically adding on the fly small contributions, but as the result of the minimization of a convex functional. Various extensions have been proposed, where VES has been used in different ways (17) (18) (19) (20) (21) (22) . Let us suppose that the physical behavior of interest is well described by a set of CVs s = s(R), which are function of the coordinates R of the N particles that compose the system. Then we can write the associated free-energy function as
−βU (R) , where β = 1/(kBT ) is the inverse temperature and U (R) is the interparticle potential energy.
Significance
A multiscale description is believed to be the only feasible route toward the simulation of complex systems. Yet moving from one scale to another is not a trivial task, and many different approaches can be taken. We propose here a systematic approach to go from a fine scale to a coarser one, based on the recently introduced variationally enhanced sampling method. Contrary to other coarse-graining methods, it combines in the same algorithm the sampling enhancement and the optimization of the coarse-graining parameters. We illustrate the method in the case of the vapor-liquid critical transition of a Lennard-Jones fluid. This is done in the context of the Ginzburg-Landau field theoretical description of second-order phase transitions.
PHYSICS
In VES a functional that depends on an externally applied bias V (s) is introduced,
where p(s) is a chosen probability distribution that we call target distribution. The functional is convex and for the value of V (s) that minimizes Ω[V ], we have
where
is the distribution of s in the ensemble biased by V (s). Neglecting immaterial constants, Eq. 3 can also be written as
Thus, finding the minimizing bias potential V (s) is equivalent to finding the free energy F (s).
We note here that the functional Ω[V ] has close connections to the relative entropy or Kullback-Leiber divergence DKL (23) (24) (25) , in particular βΩ[V ] = DKL(p PV ) − DKL(p P0). Furthermore, at the minimum we have Ω[V ] ≤ 0, which is a rewrite of the Gibbs-Bogoliubov inequality (26) .
To minimize Ω[V ] we express V (s) as a linear function of a finite set of variational parameters α = {αi } and thus V (s; α). By doing so, our functional becomes a function of α that can be minimized using the gradient and the Hessian
, [7] where the averages in the right-hand side of the equations are calculated either in the biased ensemble · V (α) or in the p(s) ensemble · p , and second derivatives in α have been omitted due to the linearity assumption. Because the forces in Eqs. 6 and 7 are calculated as statistical averages, a stochastic optimization method (27) is needed. We describe in detail the minimization procedure in Minimization Procedure.
Free-Energy Model
We consider a Lennard-Jones fluid of N particles confined in a periodically repeated cubic box of volume V = L 3 . The order parameter of such a system is linked to the density ρ( r ),
where ρ0 = N /V and ρc is the critical density. The order parameter can be expanded in a discrete Fourier series as
where k = 2π L n, with n ∈ Z 3 . The Ginzburg-Landau model implicitly relies on a characteristic CG length Λ. This is defined by including in the series expansion, Eq. 9, only those wave vectors k whose modulus is less than kM = 2π/Λ. We refer to this as "wave vector cutoff of order nM ," where nM is an integer
2 for all of the included k . Close to Tc the system is dominated by long-wavelength fluctuations and the presence of a cutoff should become physically irrelevant.
We consider as collective variables these Fourier components of the order parameter, s = {ψ k } | k | ≤ k M . In terms of s the GL free energy can be rewritten as
where the integrals in Eq. 1 are rewritten in Fourier space as
and in the last convolution it is implied that if
We note that because the order parameter is a real quantity, its Fourier transform has the property ψ k = ψ * − k
. This symmetry property is used to reduce the number of independent collective variables. With a cutoff of order nM = 3 we have 26 CVs, but in our simulations we have dealt with up to 364 CVs, in the nM = 19 case (see Table S1 ).
Bias Potential and Target Distribution
To proceed, we have to choose a variational form for V (s) and introduce a suitable p(s). As a general principle we use for V (s) and p(s) expressions that, when combined as in Eq. 5, lead to an F (s) with exactly the functional form suggested by the considered CG model. In the present case we have as reference the GL free energy, Eq. 10, and thus we take
These two expressions can be used in Ω[V ], which then can be minimized relative to the variational parameters gV , aV , and bV . At the minimum the estimated F (s) has the desired GL structure, with parameters g = gt − gV , a = at − aV , and b = −bV . Because V (s) in Eq. 14 has only a limited variational flexibility, our estimate of the free energy F (s) is only approximated. However, given that our V (s) is based on sound physical considerations, we still expect the F (s) obtained to be a good approximation.
Using the p(s) in Eq. 15 has some advantages. It is a product of univariate Gaussian distributions, so the averages over p(s) that are needed to minimize Ω[V ] (Eqs. 6 and 7) can easily be evaluated. And, more importantly, it can be used to guide sampling and accelerate the optimization convergence.
To understand this point we refer to Fig. 1 , which gives an artist's impression of a Landau free energy as a function of a onedimensional order parameter as the system crosses the critical temperature Tc. For T > Tc the order parameter fluctuations are predominantly Gaussian and the effect of the non-Gaussian quartic term is hidden in the tail of the distribution, as pointed out also by other authors (10, 13) . By using a p(s) that is broader than the natural Gaussian fluctuations, we can enhance the probability with which the tails are sampled, thus improving the computation of the parameter b proportional to the quartic term I4(s).
For T < Tc we enter into the coexistence region, where different problems arise. The symmetry is broken, and the system spontaneously separates into two slab-shaped regions of finite but different value of the order parameter. These two phases, vapor and liquid, correspond to the two minima in Fig. 1 , Right. By using a p(s) that focuses on the transition region we can keep the system homogeneous and avoid to a certain extent some finite-size drawbacks (28) . However, as the temperature is lowered, the interface between the two phases sharpens up with respect to the CG length Λ. This situation cannot be described quantitatively by a GL model that takes into account only longwavelength fluctuations of the order parameter. In our simulations there is some clear evidence that the underlying model is no longer suited for describing the system. In fact, the convergence in the optimization of Ω[V ] slows dramatically, and the obtained parameters no longer follow the expected linear behavior.
The use of a higher wave vector cutoff, and thus a smaller CG length Λ, can mitigate this issue, but only marginally. In fact, there is another important feature that is not taken into account by this simple model, that is, the so-called field mixing due to the lack of particle-hole symmetry (29) , which induces an asymmetry between the two phases at low T . Nevertheless the GL model we adopted can still give us some relevant information, as shown at the end of Results. 
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Computational Setup
We simulate an Argon fluid, described by the classical two-body Lennard-Jones potential φLJ (r ) = 4 [(σ/r ) 12 − (σ/r ) 6 ] truncated and shifted at Rc = 2.5σ:
This simple system has been intensively studied (28) (29) (30) (31) and exhibits in its phase diagram the needed second-order phase transition, at the liquid-vapor critical point. All of the physical quantities in this paper are expressed in terms of Lennard-Jones reduced units.
We perform canonical molecular dynamics simulations at a fixed average density equal to the critical one, ρc = 0.317 (30) . We are aware that in a finite-size system the critical density is not exactly ρc, but for our purposes we just need to be close to that value. The temperature T is kept constant by the velocityrescaling stochastic thermostat (32) . The time step used is 0.002, and typically we used 10 7 steps for each run. All of the simulations are performed with the molecular dynamics package Gromacs 5.0.4 (33), patched with a development version of the Plumed 2 (34) enhance sampling plugin, in which we implemented the VES method for our specific GL freeenergy model.
The choice of gt and at , which define p(s)in Eq. 15, was based on the amplitude of the fluctuations observed in the unbiased runs and on some trial-and-error simulations performed on small systems (N = 128, 256) . The values thus obtained were then used as reference for the larger systems. The adopted values were between 0.05 and 0.2, and generally gt > at .
Results
The Ginzburg-Landau model expects the parameter a to have a linear temperature dependence close to the critical point, and thus
whereas the other two parameters should be constant, g(T ) = gc and b(T ) = bc. We run multiple simulations varying both the size of the system and the cutoff order and consequently also the CG length Λ. As noted at the end of Bias Potential and Target Distribution, depending on the system size and Λ, convergence can become problematic at low temperatures. Nevertheless we can, somewhat conservatively, refer only to the region T > 0.95 Tc, where convergence is safely reached for all of the systems studied here. In this region our estimates are always in qualitative PHYSICS agreement with Landau's ansatz, as can be seen in Fig. 2 . The temperature dependence of the three parameters can be well fitted linearly, and all of the results obtained are provided in Table  S2 . Here we note only that the slope of g(T ) and b(T ) is roughly 10 times smaller than the one of a(T ). This nonconstant behavior has been reported also in previous literature, for other Landau free-energy models (10) . It is possible to define an effective critical temperature T * c as the temperature at which the parameter a(T ) becomes zero. This is different from the critical temperature in the thermodynamic limit, Tc = 1.085 ± 0.005 (30), due to finite-size effects. Contrary to the effective critical temperature that could be defined by looking at the specific heat, T * c is always greater than Tc, as noted already in ref. 8 . In Fig. 3 we show our estimate of T * c /Tc as a function of both the system size N and the wave vector cutoff order nM . As expected, increasing the size at fixed cutoff, we have that T * c approaches Tc. Maybe less intuitively, when we increase the number of wave vectors, T * c moves away from Tc. What we observe is that T * c is mainly linked to the coarse-graining length Λ; in fact, we find that roughly (T * c − Tc) ∝ 1/Λ. Despite the great variations in the value of T * c , all our data on a(T ) can be collapsed into a single line when plotted as a function of (T − T * c )/Tc (Fig. 4) . These are all empirical observations and do not necessarily imply rigorous scaling laws.
Simulations from the Coarse-Grained Model
Having obtained a coarse-grained description, we can ask to what an extent the GL model can represent the microscopic properties of the system. To try to answer this question, we run Monte Carlo simulations, using as variables the Fourier components ψ k and as Hamiltonian the GL free energy. We define the model at all temperatures by assuming that the parameters depend linearly on T . Despite the limitations of the GL model (end of Bias Potential and Target Distribution), we find that some of the properties of our system are well described for a wide range of temperatures.
The most remarkable one is maybe the description of the Binder cumulant (35, 36) , a quantity often used to obtain a good estimate of the critical temperature Tc, from finite-size simulations. Using our notation, we can handily express the Binder cumulant as
where · is the ensemble average at temperature T , and I2 and I4 are defined in Eqs. 12 and 13, respectively. The impor- 5 . The Binder cumulant U(T) defined in Eq. 18 obtained with full molecular dynamics simulations and with Monte Carlo simulations using the optimized GL free energy as a Hamiltonian. In both cases a wave vector cutoff of order n M = 3 was used, and thus for the CG simulations only 26 independent variables were used for each system size. The interception of the curves gives an estimate of the critical temperature. We take as reference Tc = 1.085 (30) . Error bars are smaller than the data points, and lines are drawn only to guide the eyes.
tant property of the Binder cumulant is that U (Tc) does not depend on the system size, and thus it is possible to evaluate Tc by looking at the crossing point of the curves obtained with different N .
The behavior of U (T ) for different system sizes is reported in Fig. 5 , obtained with unbiased molecular dynamics and Monte Carlo coarse-grained simulations. Remarkably the CG simulations well reproduce the U (T ) curve, even at T < Tc, and give an estimate of TC in good agreement with the literature (30) . To calculate I2 and I4 for Fig. 5 we used a wave vector cutoff of order nM = 3, but it is important to note that the inclusion of higher-order wave vectors does not change the crossing point, even though the shape of the curves U (T ) may change. This reflects the fact that the critical behavior is dominated by longwavelength fluctuations.
Conclusions
In this paper we have shown that VES not only is a method for enhanced sampling, but also provides a formidable tool to approach coarse graining in a systematic and rigorous way. It combines the strength of relative entropy optimization methods with the intriguing ability to orient the sampling toward a desired statistical distribution.
In the present application we treated the case of a secondorder phase transition, for which the well-established GL theory provided a good CG model, with a clear functional form for the free energy. In other fields of application careful consideration will have to be paid, and the structure of the CG model and the corresponding free energy might not be easily determinable. However, we can envisage several cases in which this might be possible. For instance, we could use as a CG model the classical density functional theory or models such as those introduced in refs. 3 and 4. Then VES provides a way to link rigorously and effectively the parameters of the coarse-graining model to the microscopic Hamiltonian.
