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VUST’S THEOREM AND HIGHER LEVEL SCHUR-WEYL
DUALITY FOR TYPES B, C AND D
LI LUO AND HUSILENG XIAO
Abstract. Let G be a complex linear algebraic group, g = Lie(G) its Lie
algebra and e ∈ g a nilpotent element. Vust’s theorem says that in case of
G = GL(V ), the algebra EndGe(V
⊗d), where Ge ⊂ G is the stabilizer of e
under the adjoint action, is generated by the image of the natural action of d-th
symmetric group Sd and the linear maps {1
⊗(i−1) ⊗ e ⊗ 1⊗(d−i)|i = 1, . . . , d}.
In this paper, we generalize this theorem to G = O(V ) and SP(V ) for nilpotent
element e with G · e being normal. As an application, we study the higher Schur-
Weyl duality in the sense of [BK2] for types B, C and D, which establishes a
relationship between W -algebras and degenerate affine braid algebras.
1. Introduction
The classical Schur-Weyl duality, named after two pioneers of representation the-
ory, shows a double centralizer property between the general linear group GL(V )
and the symmetric group Sd. Precisely, the d-fold tensor space V
⊗d admits a
(CGL(V ),CSd)-bimodule structure, where Sd acts by permuting the tensor posi-
tions and GL(V ) acts naturally in each tensor position. If we name the represen-
tations as follows
CGL(V )
ϕ
y V ⊗d
σ
x CSd
then
EndGL(V )(V
⊗d) = σ(CSd);
ϕ(CGL(V )) = EndSd(V
⊗d).
Differentiating the action of GL(V ), we obtain an action (denoted by φ) of its Lie
algebra gl(V ) on V ⊗d. The following is an alternative statement of Schur-Weyl
duality:
Endgl(V )(V
⊗d) = σ(CSd);
φ(U(gl(V ))) = EndSd(V
⊗d).
Nowadays there are varieties of generalizations for this duality. Its quantum ana-
logue was studied by Jimbo [Ji] where symmetric groups and universal enveloping
algebras are replaced by Iwahori-Hecke algebras and quantum groups, respectively.
The super version was achieved by Sergeev [S], who established a double centralized
property between the Lie superalgebra glm|n and Sd.
For other classical algebraic groups G = O(V ) or SP(V ), Brauer [B] introduced
a series of algebras (now named Brauer algebras) and showed that G and Brauer
algebras form an analogue of Schur-Weyl duality for types B,C and D.
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Moreover, Vust considered another interesting generalization of Schur-Weyl du-
ality. Let G = GL(V ), g = gl(V ) its Lie algebra and e ∈ g a nilpotent element.
Denote the centralizer of e in G by
Ge := {g ∈ G|g
−1eg = e}.
For any 1 ≤ i ≤ d, write
e(i) := 1⊗(i−1) ⊗ e⊗ 1⊗(d−i) ∈ End(V ⊗d). (1.1)
Denote by Sd[e] the subalgebra of End(V
⊗d) generated by σ(Sd)∪{e
(i)|1 ≤ i ≤
d}. Vust’s Theorem (c.f. [KP1]) says that
EndGe(V
⊗d) = Sd[e]. (1.2)
Its arbitrary characteristic version was proved by Donkin in [D].
Denoted by
ge := Lie(Ge) = {X ∈ g|[X, e] = 0}.
Based on Vust’s Theorem, Brundan and Kleshchev [BK2] established a duality
between ge and Sd[e]. Then they developed its filtered deformation, which is
called higher level Schur-Weyl duality. This duality shows a double centralizer
property between the W -algebras of type A and the cyclotomic Hecke algebras.
In this paper, we will investigate the Vust’s theorem for types B, C and D, and
then study the higher level Schur-Weyl duality for these types. The main results
of this present paper are Theorem 2.10 and 3.9. Throughout this paper, the base
field is the complex number field C (any algebraically closed field of characteristic
zero is fine, too).
We would like to point out here that there is also another kind of Schur-Weyl
duality different from Brauer’s setting. Note that the symmetric group Sd is the
Weyl group of type A. It is natural to consider the duality when Sd is replaced
by Weyl groups of other types. We refer to Green’s work [Gre] about this issue.
Furthermore, its quantum analogue, developed by Bao and Wang [BW], can be
used to give a new approach to Kazhdan-Lusztig Theory. Chen, Guay and Ma’s
work [CGM] about the duality between Yangians and affine Hecke algebras is
also with this taste. We will study the higher level Schur-Weyl duality for this
different setting in a subsequent paper, which may provide a relationship between
W-algebras and Yangians for type B/C.
The paper is organized as follows. Section 2 is devoted to generalizing Vust’s
Theorem. In Section 3 we study the higher level Schur-Weyl duality for types B,C
and D.
2. Vust’s Theorem for types B,C and D
This section is mainly devoted obtaining Vust’s Theorem for types B,C and D
(i.e. Theorem 2.10).
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2.1. Trace function. Let G = O(V ) or SP(V ), and 〈, 〉 be the defining quadratic
form on V for G. For each X ∈ End(V ), denote by X ι ∈ End(V ) the unique
element satisfying 〈Xv, u〉 = 〈v,X ιu〉 for any u, v ∈ V . In particular, (X ι)ι = X .
Furthermore,
X ∈ g = Lie(G) iff X ι = −X . (2.1)
There is a bijection θ : V ⊗2 → End(V ) determined by
θ(u⊗ w)(v) := 〈w, v〉u, (∀u, w, v ∈ V ). (2.2)
It is clear that
Trace(θ(u⊗ w)) = 〈w, u〉
and hence
Trace(θ(Xu⊗ w)) = −Trace(θ(u⊗X ιw)). (2.3)
Lemma 2.1. (1). If X = θ(u⊗ w) ∈ End(V ), then X ι = θ(w ⊗ u).
(2). Let Xi = θ(ui ⊗ wi) where ui, wi ∈ V for i = 1, 2, . . . , k. Then
X1X2 · · ·Xk = 〈w1, u2〉〈w2, u3〉 · · · 〈wk−1, uk〉θ(u1 ⊗ wk),
and hence
Trace(X1X2 · · ·Xk) = 〈w1, u2〉〈w2, u3〉 · · · 〈wk, u1〉.
Proof. The first statement follows from the following computation:
〈θ(u⊗ w)(v1), v2〉 = 〈w, v1〉〈u, v2〉 = 〈v1, θ(w, u)v2〉, ∀v1, v2 ∈ V.
For the second statement, we can show that for any v ∈ V ,
X1X2 · · ·Xk(v) = 〈wk, v〉X1X2 · · ·Xk−1(uk)
= 〈wk, v〉〈wk−1, uk〉X1X2 · · ·Xk−2(uk−1)
= · · · · · ·
= 〈wk, v〉〈wk−1, uk〉 · · · 〈w1, u2〉(u1)
= 〈w1, u2〉〈w2, u3〉 · · · 〈wk−1, uk〉θ(u1 ⊗ wk)(v).

2.2. G-invariant ring. Let C[End(V )⊕d] be the polynomial function ring of End(V )⊕d.
The conjugation action of G on End(V ) induces an action of G on C[End(V )⊕d].
Write
C[End(V )⊕d]G :={
f ∈ C[End(V )⊕d]
∣∣∣∣ f(X1, X2, . . . , Xd) =f(g−1X1g, g−1X2g, . . . , g−1Xdg), ∀g ∈ G andX1, X2, . . . , Xd ∈ End(V )
}
to be the invariant ring for the action of G on C[End(V )⊕d].
Theorem 2.2 (c.f. Theorem 7.1 in [P]). For G = O(V ) or SP(V ), the invariant
ring C[End(V )⊕d]G is generated by functions f in form of
f(X1, X2, . . . , Xd) = Trace(Ui1 · · ·Uik),
where Uj = Xj or X
ι
j, k ∈ N and 1 ≤ i1, . . . , ik ≤ d.
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2.3. Action of Brauer algebra on V ⊗d. The original definition of Brauer alge-
bras involves d-diagrams with 2d vertices and d edges. Since it would occupy too
much space but will never be used in this paper, we refer to [B] (also c.f. [Gro])
for this definition. Instead, we describe the image of Brauer algebra in End(V ⊗d)
in the following.
Take a basis {vp | 1 ≤ p ≤ n} of V , and let {v
p | 1 ≤ p ≤ n} be the dual basis
(i.e. 〈vp, v
q〉 = δij). Define γij ∈ End(V
⊗d)(i 6= j) by
γij(u) = 〈ui, uj〉
n∑
p=1
u1 ⊗ · · · ⊗ vp ⊗ · · · ⊗ v
p ⊗ · · · ⊗ ud
for any u = u1⊗ · · · ⊗ ud ∈ V
⊗d. It is known that γij is independent on the choice
of {vp | 1 ≤ p ≤ n}.
Let Bd be the subalgebra of End(V
⊗d) generated by {γij|1 ≤ i 6= j ≤ n} and
σ(Sd). It is known (c.f. Proposition 10.1.3 in [GW]) that Bd is the image of Brauer
algebra in End(V ⊗d).
2.4. Some technical lemmas. For any l = (l1, . . . ld) ∈ Z
d
≥0 and X ∈ g, set
X(l) := X l1 ⊗ · · · ⊗X ld ∈ End(V ⊗d).
Lemma 2.3. Take Y = θ(u1 ⊗ w1)⊗ · · · ⊗ θ(ud ⊗ wd) ∈ End(V
⊗d) where ui, wi ∈
V, (i = 1, 2, 3, . . . , d). For any b ∈ Bd, l = (l1, . . . ld) ∈ Z
d
≥0 and X ∈ g, we have
Trace(X(l) ◦ b ◦ Y ) = (−1)
∑d
i=1 liTrace(b ◦ Y ′)
where
Y ′ = θ(u1 ⊗X
l1w1)⊗ · · · ⊗ θ(ud ⊗X
ldwd).
Proof. For any s ∈ σ(Sd) ⊂ Bd and v1, . . . , vd ∈ V ,
s ◦ Y (v1 ⊗ · · · ⊗ vd) = s(〈w1, v1〉u1 ⊗ · · · ⊗ 〈wd, vd〉ud)
= 〈w1, v1〉us(1) ⊗ · · · ⊗ 〈wd, vd〉us(d)
= (θ(us(1) ⊗ w1)⊗ · · · ⊗ θ(us(d) ⊗ wd))(v1 ⊗ · · · ⊗ vd).
That is,
s ◦ Y = θ(us(1) ⊗ w1)⊗ · · · ⊗ θ(us(d) ⊗ wd).
Similarly, for γij ∈ Bd we have
γij ◦Y = 〈ui, uj〉
n∑
p=1
θ(u1⊗w1)⊗· · ·⊗θ(vp⊗wi)⊗· · ·⊗θ(v
p⊗wj)⊗· · ·⊗θ(ud⊗wd).
Hence we can assume that for any b ∈ Bd,
b ◦ Y =
∑
θ(1 ⊗ w1)⊗ · · · ⊗ θ(d ⊗ wd).
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Therefore by (2.1) and (2.3), we have
Trace(X(l) ◦ b ◦ Y ) = Trace(
∑
θ((X l11)⊗ w1)⊗ · · · ⊗ θ((X
ldd)⊗ wd))
= (−1)
∑d
i=1 liTrace(
∑
θ(1 ⊗ (X
l1w1))⊗ · · · ⊗ θ(d ⊗ (X
ldwd)))
= (−1)
∑d
i=1 liTrace(b ◦ Y ′).

Lemma 2.4. For any F ∈ [End(V ⊗d)∗]G, there exists a bF ∈ Bd such that
F (X1 ⊗X2 ⊗ · · · ⊗Xd) = Trace(bF ◦X1 ⊗X2 ⊗ · · · ⊗Xd). (2.4)
Proof. Define a linear map J : Bd −→ End(V
⊗d)∗ by
J(b)(X1 ⊗X2 · · · ⊗Xd) = Trace(b ◦X1 ⊗X2 · · · ⊗Xd).
For any g ∈ G, we check that
(g · J(b))(X1 ⊗X2 · · · ⊗Xd) = J(b)(g
−1 · (X1 ⊗X2 · · · ⊗Xd))
= Trace(b ◦ g ◦X1 ⊗X2 · · · ⊗Xd ◦ g
−1)
= Trace(g ◦ b ◦X1 ⊗X2 · · · ⊗Xd ◦ g
−1)
= Trace(b ◦X1 ⊗X2 · · · ⊗Xd)
= J(b)(X1 ⊗X2 · · · ⊗Xd),
where the third equality holds because the actions of G and Bd on V
⊗d commute
with each other. Therefore J(Bd) ∈ [End(V
⊗d)∗]G.
Non-degeneracy of Trace(− ◦ −) on End(V )⊗d implies that J is injective. So
dimBd = dimEndG(V
⊗d) = dim[End(V ⊗d)∗]G
implies that
J(Bd) = [End(V
⊗d)∗]G.
The lemma then follows by taking bF = J
−1(F ). 
Any F ∈ [End(V ⊗d)∗]G can be viewed as a function F̂ ∈ C[End(V )⊕d] by
F̂ (X1, X2, . . . , Xd) := F (X1 ⊗X2 · · · ⊗Xd).
Thanks to Theorem 2.2 and the fact that F is linear in variables X1, . . . , Xd, we
know that F should be a sum of functions in terms of
Trace(Uj1 · · ·Ujs)Trace(Ujs+1 · · ·Ujk) · · ·Trace(Ujt+1 · · ·Ujd),
where Uji = Xji or X
ι
ji
, and (j1, . . . , js, js+1, . . . , jk, . . . , jt+1, . . . , jd) is an arrange-
ment of {1, 2, . . . , d}.
Lemma 2.5. Assume
F (X1 ⊗ · · · ⊗Xd) = Trace(Uj1 · · ·Ujs) · · ·Trace(Ujt+1 · · ·Ujd) ∈ [End(V
⊗d)∗]G
where Uji = Xji or X
ι
ji
, and (j1, . . . , js, . . . , jt+1, . . . , jd) is an arrangement of
{1, 2, . . . , d}. Let l1 = (l
(1)
1 , . . . , l
(1)
d ), l2 = (l
(2)
1 , . . . , l
(2)
d ) ∈ Z
d
≥0 such that l
(1)
i =
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li, (if Ui = Xi);
0, (if Ui = X
ι
i )
and l
(2)
i =
{
li, (if Ui = X
ι
i );
0, (if Ui = Xi).
Let bF ∈ Bd be the element
determined by F as in Lemma 2.4. For any X ∈ g, we have
Trace(X(l2) ◦ bF ◦X(l1) ◦X1 ⊗ · · · ⊗Xd) =
(−1)
∑d
i=1 l
(2)
i Trace(X lj1Uj1 · · ·X
ljsUjs) · · ·Trace(X
ljt+1Ujt+1 · · ·X
ljdUjd).
Proof. Without loss of generality, it is enough to prove the lemma for Xi = θ(ui⊗
wi) ∈ End(V ), i.e. Xi(v) = 〈wi, v〉ui for any v ∈ V . Set
Y = X1 ⊗X2 ⊗ · · · ⊗Xd = θ(u1 ⊗ w1)⊗ · · · ⊗ θ(ud ⊗ wd) ∈ End(V
⊗d).
For any k = (k1, . . . , kd) ∈ Z
d
≥0, it is clear that
X(k) ◦ Y = θ(Xk1u1 ⊗ w1)⊗ · · · ⊗ θ(X
kdud ⊗ wd) ∈ End(V
⊗d).
Therefore by Lemma 2.3 we have
Trace(X(l2) ◦ bF ◦X(l1) ◦ Y ) = (−1)
∑d
i=1 l
(2)
i Trace(bF ◦ Y
′)
where Y ′ = θ(u′1 ⊗w
′
1)⊗ · · · ⊗ θ(u
′
d ⊗w
′
d) with u
′
i = X
liui, w
′
i = wi if Ui = Xi, and
u′i = ui, w
′
i = X
liwi if Ui = X
ι
i .
Note that
Trace(bF ◦ Y )
= Trace(Uj1 · · ·Ujs) · · ·Trace(Ujt+1 · · ·Ujd) (by Lemma 2.4)
= 〈ωj1, ωj2〉〈ωj2, ωj3〉 · · · 〈ωjs, ωj1〉 · · · · · · 〈ωjt+1, ωjt+2〉〈ωjt+2, ωjt+3〉 · · · 〈ωjd, ωjt+1〉
(by Lemma 2.1)
where ωi = wi, ωi = ui if Ui = Xi, and ωi = ui, ωi = wi if Ui = X
ι
i .
Replacing Y by Y ′ in the above formula, we see that each ωi unchanges while
each ωi is replaced by X
liωi. Finally by using Lemma 2.1 again, we get that
Trace(X(l2) ◦ bF ◦X(l1) ◦ Y ) = (−1)
∑d
i=1 l
(2)
i Trace(bF ◦ Y
′)
= (−1)
∑d
i=1 l
(2)
i Trace(X lj1Uj1 · · ·X
ljsUjs) · · ·Trace(X
ljt+1Ujt+1 · · ·X
ljdUjd).

2.5. Morphisms of affine varieties. Let A be an affine variety, G be a reductive
group acting on A, and M be a linear representation of G. An affine variety A is
said to be normal if the regular function ring C[A] is integrally closed.
The following two lemmas were given in [KP1].
Lemma 2.6. For any G-stable closed subvariety W ⊆ A and G-equivariant mor-
phism ψ : W → M, there exists a G-equivariant morphism Ψ : A → M extending
ψ.
Lemma 2.7. If e ∈ A satisfies that
(1) G · e ⊂ A is normal; and
(2) dim(G · e \G · e) ≤ dim(G · e)− 2,
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then for any m ∈ MGe, there exists a G-equivariant morphism Ψ : A → M such
that Ψ(e) = m.
Specify G = O(V ) or SP (V ), A = Lie(G) = g ⊂ End(V ) and M = End(V ⊗d).
Remark 2.8. For any nilpotent element e ∈ g, the second condition in Lemma
2.7 always holds (c.f. Lemma 8.4 [Ja]).
2.6. G-equivariant morphisms MorG(g,End(V
⊗d)). Let R := C[g]G and de-
note by MorG(g,End(V
⊗d)) the set of all G-equivariant morphism (of varieties)
from g to End(V ⊗d). There is an R-module structure on MorG(g,End(V
⊗d)) given
by
(r ◦ f)(X) = r(X)f(X), (∀r ∈ R, f ∈ MorG(g,End(V
⊗d)), X ∈ g).
Let S ⊂ MorG(g,End(V
⊗d)) be the subset consisting of those Ψ ∈ MorG(g,End(V
⊗d))
such that
Ψ(X) = (X l
′
1 ⊗ · · · ⊗X l
′
d) ◦ b ◦ (X l1 ⊗ · · · ⊗X ld), (∀X ∈ g)
for some b ∈ Bd and l
′
1, . . . , l
′
d, l1, . . . , ld ∈ Z≥0.
Proposition 2.9. As an R-module, MorG(g,End(V
⊗d)) is generated by S.
Proof. Set N = g⊕ End(V )⊕d. The embedding R →֒ C[N ]G induces an R-module
structure on C[N ]G. Consider the R-module homomorphism
J : MorG(g,End(V )
⊕d) −→ C[N ]G, Ψ 7→ J(Ψ)
defined by
J(Ψ)(X,X1, X2, . . . , Xd) = Trace(Ψ(X) ◦ (X1 ⊗X2 ⊗ · · · ⊗Xd))
for any X ∈ g and X1, X2, . . . , Xd ∈ End(V ). Observe that J(Ψ) is linear in
variables X1, X2, . . . , Xd.
Non-degeneracy of Trace(End(V ⊗d) ◦ End(V ⊗d)) implies that J is injective.
Therefore we only need to prove RJ(S) = J(MorG(g,End(V
⊗d))).
Claim: J(Ψ)(X,X1, . . . , Xd) is in form of∑
r(X)Trace(X l1Uj1X
l2Uj2 · · ·X
lsUjs) · · ·Trace(X
lt+1Ujt+1X
lt+2Ujt+2 · · ·X
ldUjd)
where li ∈ Z≥0, Ui = Xi or X
ι
i , (j1, . . . , js, · · · , jt+1, . . . , jd) is an arrangement of
{1, 2, . . . , d} and r ∈ R.
Proof of the claim:
Choose a G-equivariant extension Ψ′ : End(V ) −→ M of Ψ by Lemma 2.6. Then
J(Ψ′) can be viewed as a G-invariant function on End(V )⊕(d+1). Thus by (2.1) and
Theorem 2.2, we can see that J(Ψ)(X,X1, . . . , Xd) is in form of∑
r(X)Trace(X l1Uj1X
l2Uj2 · · ·X
lsUjs) · · ·Trace(X
lt+1Ujt+1X
lt+2Ujt+2 · · ·X
lkUjk)
with li ∈ Z≥0, Ui = Xi or X
ι
i , r ∈ R and ji ∈ {1, 2, . . . , d} for i = 1, 2, . . . , k. Notice
that J(Ψ)(X,X1, . . . , Xd) is linear in variables X1, . . . , Xd. So we have k = d and
ji1 6= ji2 if i1 6= i2. We complete the proof of the claim.
8 LI LUO AND HUSILENG XIAO
Thanks to the claim, we only need to show that
Trace(X l1Uj1X
l2Uj2 · · ·X
lsUjs) · · ·Trace(X
lt+1Ujt+1X
lt+2Ujt+2 · · ·X
ldUjd) ∈ J(S),
which is obvious by Lemma 2.5. 
2.7. Vust’s Theorem for O(V ) and SP(V ). Let e ∈ g be a nilpotent element
and recall the notation e(i) ∈ End(V ⊗d) in (1.1). Denote by Bd[e] the subalgebra
of End(V ⊗d) generated by Bd ∪ {e
(i)|1 ≤ i ≤ d}. The following is a generalization
of Vust’s Theorem (1.2) for the cases other than type A.
Theorem 2.10. Let G = O(V ) or SP (V ). If a nilpotent element e ∈ g = Lie(G)
satisfies that the nilpotent orbit closure G · e is normal, then
EndGe(V
⊗d) = Bd[e]. (2.5)
Proof. For anym ∈ End(V ⊗d)Ge, by Lemma 2.7 we have a G-equivariant morphism
Ψ : g→ (End(V ⊗d))Ge such that Φ(e) = m. So
(End(V ⊗d))Ge = {Ψ(e) | Ψ ∈ MorG(g,End(V
⊗d))}.
Notice that for any Ψ ∈ S,
Ψ(e) = (el
′
1 ⊗ · · · ⊗ el
′
d) ◦ b ◦ (el1 ⊗ · · · ⊗ eld) ∈ Bd[e].
Hence Proposition 2.9 implies that
(End(V ⊗d))Ge = {Ψ(e) | Ψ ∈ MorG(g,End(V
⊗d))} ⊂ Bd[e].
On the other hand, it can be checked directly that
Bd[e] ⊂ (End(V
⊗d))Ge .
So we finally obtain that
Bd[e] = (End(V
⊗d))Ge = EndGe(V
⊗d).

Remark 2.11. A criteria on the normality of G · e for any nilpotent element e ∈ g
can be found in [KP2].
2.8. Description of Ge. It can be found in Section 3 of [Ja] that
Ge = Ce ⋊ Re
where Ce is the reductive part and Re is the unipotent radical. Moreover, Re is
connected (c.f. Proposition 3.12 in [Ja]). Suppose that e ∈ g corresponds to a
partition [1r12r2 · · · ] of dim(V ) (by Jordan blocks), then we have an isomorphism
of algebraic groups (c.f. §3.8 in [Ja])
ρO(V ) :
∏
s≥1;s odd
Ors ×
∏
s≥1;s even
SPrs → Ce, if G = O(V )
while
ρSP (V ) :
∏
s≥1;s even
Ors ×
∏
s≥1;s odd
SPrs → Ce, if G = SP (V ).
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We only describe the isomorphism ρO(V ). Choose v1, v2, . . . vr ∈ V such that
edivi = 0 and {e
j · vi | 0 ≤ j ≤ di − 1, 1 ≤ i ≤ r} forms a basis of V . Here each
number di corresponds to the order of a Jordan block. Set
Ws =
∑
i;di=s
Cvi.
The orthogonal group Ors is defined onWs by a non-degenerate symmetric bilinear
form. For any g ∈ Ors, its image under ρO(V ) is given by
ρO(V )(g)(e
j · vi) =
{
ej · gvi, if di = s;
ej · vi, otherwise.
Therefore as an Ors-module,
V ≃W⊕ss ⊕W
′
s
where Ws is the standard Ors-module and Ors acts on W
′
s trivially.
Furthermore, the above construction shows that Ws1 ⊂W
′
s2 for any s1 6= s2.
2.9. Vust’s Theorem for so(V ) and sp(V ). The following lemma comparing
[V ⊗k]SO(V ) and [V ⊗k]O(V ) will be used in the proof of Theorem 2.13.
Lemma 2.12. (1). If dim(V ) is odd, then we have [V ⊗k]SO(V ) = [V ⊗k]O(V ) for all
k ∈ N.
(2). If dim(V ) is even, then we have [V ⊗k]SO(V ) = [V ⊗k]O(V ) for all k < dim(V ).
Proof. Statement(1) follows from the fact O(V ) = SO(V ) ∪ (−1)SO(V ).
Suppose dim(V ) = 2r for some r ∈ N. If k is odd, since −idV ∈ SO(V ) we
have [V ⊗k]SO(V ) = [V ⊗k]O(V ) = 0. If k is even, we identify V ⊗k with End(V ⊗k/2)
similar to (2.2). Then Theorem 1.4 (2) in [Gro] implies that [End(V ⊗k/2)]SO(V ) =
[End(V ⊗k/2)]O(V ). Thus we have proved statement (2). 
Now we can obtain the Lie algebra version of Vust’s Theorem for cases other
than type A.
Theorem 2.13. Let G = O(V ) or SP(V ), and e ∈ g = Lie(G) be a nilpotent
element with partition [1r12r2 · · · ] of dim(V ) by Jordan blocks. Assume e satisfies
that
(1) the nilpotent orbit closure G · e is a normal variety;
(2) if G = O(V ), either rs = odd or rs > 2d for all odd s; if G = SP(V ), either
rs = odd or rs > 2d for all even s.
Then we have
EndU(ge)(V
⊗d) = Bd[e].
Proof. Here we will only prove the theorem for G = O(V ) since a similar argument
works for G = SP(V ). Denote by G◦e the connected component of Ge containing
idV . By the relation between representation of connected algebraic group and its
Lie algebra, we need to show EndG◦e (V
⊗d) = Bd[e].
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Set
Oe := Or1 ×Or3 ×Or5 × · · · ,
SOe := SOr1 × SOr3 × SOr5 × · · · ,
SPe := SOr2 × SOr4 × SOr6 × · · · .
Thus
Ge = Oe ⋊ (SPe ⋊ Re) and G
◦
e = SOe ⋊ (SPe ⋊ Re).
We claim that
EndOrs (V
⊗d) = EndSOrs (V
⊗d) for all even s.
Indeed we have
EndOrs (V
⊗d) = [End(V ⊗d)]Ors
≃ [V ⊗2d]Ors (by bijection θ⊗d : V ⊗2d → End(V ⊗d) similar to (2.2))
= [
2d⊕
k=0
(W⊗ks ⊗W
′⊗(2d−k)
s )
⊕ck ]O(rs)
=
2d⊕
k=0
([W⊗ks ⊗W
′⊗(2d−k)
s ]
Ors )⊕ck
=
2d⊕
k=0
([W⊗ks ]
Ors ⊗W ′⊗(2d−k)s )
⊕ck
where ck = s
k
(
2d
k
)
. By the same procedure we have
EndSOrs (V
⊗d) ≃
2d⊕
k=0
([W⊗ks ]
SOrs ⊗W ′⊗(2d−k)s )
⊕ck .
Therefore, the claim follows from Lemma 2.12.
Using the above claim repeatedly, we get that
EndOe(V
⊗d) = EndSOe(V
⊗d),
and hence
EndOe⋊(SPe⋊Re)(V
⊗d) = EndSOe⋊(SPe⋊Re)(V
⊗d).
Thus we obtain EndG◦e(V
⊗d) = EndGe(V
⊗d) = Bd[e]. 
2.10. Double centralizer property. Denote by φ the action of U(g) on V ⊗d.
Though we do not give a double centralizer property for U(ge) and Bd[e], instead
we have the following proposition.
Proposition 2.14. Let g = sp(V ) or so(V ) be a simple Lie algebra of type B or
C. If the nilpotent element e ∈ g satisfies the assumption in Theorem 2.13. Then
the following double centralizer property holds:
Endφ(U(gl(V )e))∩φ(U(g))(V
⊗d) = Bd[e], (2.6)
φ(U(gl(V )e)) ∩ φ(U(g)) = EndBd[e](V
⊗d). (2.7)
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Proof. Firstly, it is clear that actions of Bd[e] and φ(U(gl(V )e))∩φ(U(g)) commute
with each other. Thus Equation (2.6) follows from Theorem 2.13 and the fact that
φ(U(gl(V )e)) ∩ φ(U(g)) ⊇ φ(U(ge)).
The following duality can be found in Theorem 2.4 in [BK2]:
EndU(gl(V )e)(V
⊗d) = Sd[e];
φ(U(gl(V )e)) = EndSd[e](V
⊗d).
Note that Bd[e] ⊃ Sd[e] and Bd[e] ⊃ Bd. Thus
φ(U(gl(V )e)) ∩ φ(U(g)) ⊂ EndBd[e](V
⊗d) ⊂ EndSd[e](V
⊗d) = φ(U(gl(V )e))
and
φ(U(gl(V )e)) ∩ φ(U(g)) ⊂ EndBd[e](V
⊗d) ⊂ EndBd(V
⊗d) = φ(U(g)).
Therefore there comes Equation (2.7). 
Remark 2.15. It is natural to ask whether
φd(U(gle)) ∩ φd(U(g)) = φd(U(ge)).
Though we can not answer this question in general, a direct calculation shows that
the above equality holds when d = 2 and rank(g) ≤ 3.
3. Centralizer of W-algebra action on V ⊗d
In this section, take g = so2r, so2r+1 or sp2r. For convenience, entries of matrices
in g are indexed by I × I where
I =
{
{−r, . . . ,−1, 0, 1, . . . , r} if g = so2r+1;
{−r, . . . ,−1, 1, . . . , r} if g = so2r or sp2r.
3.1. Gradings. Assume that Γ : g =
⊕
i∈Z g(i) is a Z-grading of g. We say Γ is
good for nilpotent e ∈ g if it satisfies that
(1) e ∈ g2;
(2) ade : gj → gj+2 is injective for j ≤ −1; and
(3) ade : gj → gj+2 is surjective for j ≥ −1.
We call Γ is even if gj = 0 for all odd j.
Refer to the literature [EK] for classification of nilpotent elements which admit
even good gradings for classical Lie algebras. In this section we always assume
that e admits an even good grading. Moreover, an even good grading Γ induces a
grading for U(g), which is called a loop grading.
For any Z-grading Γ, there exists a semisimple element hΓ ∈ g such that Γ
coincides with the eigenspace decomposition of adhΓ (c.f. [W]), i.e.
gj = {x ∈ g|[hΓ, x] = jx}.
Let h be a Cartan subalgebra of g containing hΓ.
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Convention: Without loss of generality, we assume that hΓ is diagonal (by a
conjugate transformation if necessary), and hence we take h to be the standard
Cartan subalgebra consisting of all diagonal matrices in g.
Write Fi,j := Ei,j − θi,jE−j,−i(i, j ∈ I) with
θi,j =
{
1, if g = so2r+1 or so2r;
sgn(i)sgn(j), if g = sp2r.
The following set
B =

{Fi,i | 0 < i ≤ r} ∪ {F±i,±j | 0 < i < j ≤ r} ∪ {F0,±i | 0 < i ≤ r}, if g = so2r+1;
{F±i,±j | 0 < i < j ≤ r} ∪ {Fi,i, F−i,i, Fi,−i | 0 < i ≤ r}, if g = sp2r;
{F±i,±j | 0 < i < j ≤ r} ∪ {Fi,i | 0 < i ≤ r}, if g = so2r,
forms a basis of g. The subset {Fi,i = Ei,i − E−i,−i|0 < i ≤ r} ⊂ B forms a basis
of h.
Define a map
col : I → Z, i 7→ col(i) such that hΓ · vi = col(i)vi.
Equip V a Z-grading by gr(vi) := col(i). It is easy to check that V is a graded
g-module under this grading.
The set
{vi1 ⊗ · · · ⊗ vid | (i1, . . . , id) ∈ I
d}
forms a homogeneous basis of graded g-module V ⊗d with
gr(vi1 ⊗ · · · ⊗ vid) =
d∑
k=1
col(ik). (3.1)
Set p =
⊕
i≥0 g(i) and m =
⊕
i<0 g(i). The map col satisfies the following
proposition.
Proposition 3.1. (1) col(i) + col(−i) = 0, (∀1 ≤ i ≤ r);
(2) Fi,j ∈ p⇔ col(j) ≤ col(i), (∀1 ≤ i, j ≤ r);
(3) Fi,j ∈ m⇔ col(j) > col(i), (∀1 ≤ i, j ≤ r).
Proof. Assume hΓ =
∑
1≤i≤r ai(Ei,i −E−i,−i). It is clear that
col(i) = ai, col(−i) = −ai (∀1 ≤ i ≤ r)
and
gr(Fi,j) = col(i)− col(j).
So the proposition follows. 
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3.2. W-algebraWχ. There are several equivalent definitions for W-algebras. Here
we adapt the following definition for those nilpotent element e ∈ g admitting an
even good grading.
Let χ ∈ g∗ be the linear function on g uniquely determined by
χ(g) = Trace(ade ◦ adX), (∀X ∈ g).
Let Iχ be the left ideal of U(m) generated by a− χ(a) for all a ∈ m.
The W-algebra associated to e is defined as
Wχ := {y ∈ U(p) | [a, y] ∈ Iχ, ∀a ∈ m}.
The W-algebra Wχ is a filtration subalgebra of graded algebra U(g) (with loop
grading). By restriction, V ⊗d has a Wχ-module structure which is compatible
with the above filtration of Wχ.
It is clear by the definition of good grading that ge ⊂ p. So there is an embedding
U(ge) →֒ U(p).
Theorem 3.2 (c.f. Theorem 3.8 in [BGK]). The embeddingU(ge) →֒ U(p) induces
a graded algebra isomorphism
U(ge) ≃ gr(Wχ).
3.3. Tensor identities. All statements in this subsection can be found in [BK1,
BK3]. Though Brundan and Kleshchev dealt with case of type A only, their proofs
are still valid for types B,C and D when e admits an even good grading.
Set the quotient space
Qχ := U(g)/Iχ.
Denote by 1χ the coset of 1 ∈ U(g) in Qχ. The vector space Qχ possesses a
(U(g),Wχ)-bimodule structure, where the left action of U(g) is given by
u ◦ u′1χ = (uu
′)1χ (∀u, u
′ ∈ U(g))
while the right action of Wχ is given by
(u′1χ)w = (u
′w)1χ (∀w ∈ Wχ, u
′ ∈ U(g)).
We also have an isomorphism Wχ → EndU(g)(Qχ). It has been known (c.f. [BK3])
that Qχ is a free Wχ-module and there exist a1, . . . , ah ∈ p such that {a
i1
1 · · · a
ih
h 1χ |
i1, . . . , ih ≥ 0} forms a basis of Qχ as a free Wχ-module.
Denote by C(χ) the category consisting of all g-modules on which a− χ(a) acts
locally nilpotently for all a ∈ m. Skrybian’s equivalence theorem says that the
functor
Qχ⊗Wχ? : Wχ-mod → C(χ),
M 7→ Qχ ⊗Wχ M
is an equivalence of categories.
Given M ∈ C(χ), the subspace
Wh(M) := {v ∈M | xv = χ(x)v, ∀x ∈ m}
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has a natural Wχ-module structure. Thus we have a functor
Wh : C(χ) → Wχ-mod,
M 7→ Wh(M),
which is the inverse of Qχ⊗Wχ?.
Let W be an arbitrary finite dimensional g-module. Suppose that W has a basis
{w1, . . . , wr}. Define a functor
?⊛W : Wχ-mod → Wχ-mod,
M 7→ M ⊛W := Wh((Qχ ⊗Wχ M)⊗W ).
Define ci,j ∈ U(g)
∗ via the equation
uwj =
r∑
i=1
ci,j(u)wi for any u ∈ U(g).
Take a projection p : Qχ ։ Wχ with p(1χ) = 1. Define a linear map of vector
space by
χM,W : M ⊛W →M ⊗W, (u1χ ⊗m)⊗ w 7→ p(u1χ)m⊗ w.
Theorem 3.3 (c.f Theorem 8.1 in [BK1]). For any left Wχ-module M and finite
dimensional g-module W , the linear map χM,W is an isomorphism of vector space
and
χ−1M,W (m⊗ wj) =
r∑
i=1
(xi,j · 1χ ⊗m)⊗ wi,
Where (xi,j)1≤i,j≤r is a matrix with entries in U(p) determined uniquely by the
properties
(1) p(xi,j1χ) = δi,j; and
(2) [a, xi,j] +
∑r
s=1 ci,s(a)xs,j ∈ U(g)Iχ for any a ∈ m.
Any U(p)-module M can be viewed as a Wχ module by restriction. For any
g-module W , define a linear map
µM,W : M ⊛W →M ⊗W, (u1χ ⊗m)⊗ w 7→ um⊗ w.
for all u ∈ p, m ∈M and w ∈ W .
Corollary 3.4 (c.f Corollary 8.2 in [BK1]). For any U(p)-module M and finite
dimensional g-module W , µM,W is an isomorphism of Wχ-modules and
µ−1M,V (m⊗ vk) =
r∑
i,j=1
(xi,j · 1χ ⊗ yj,km)⊗ vi
where (xi,j)1≤i,j≤r is the matrix defined in Theorem 3.3 and (yi,j)1≤i,j≤r is its inverse
matrix.
Theorem 3.5 (c.f Lemma 3.2 in [BK3]). Let M = C1M be a one dimensional
U(p)-module. There exist xi,j ∈ U(p) (1 ≤ i, j ≤ r) such that
(1) [a, xi,j] +
∑r
s=1 ci,s(a)xs,j ∈ U(g)Iχ for any a ∈ m;
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(2) xi,jacts on M as the scalar δi,j.
For any such choice of xi,j ∈ U(p) (1 ≤ i, j ≤ r), we have
µ−1M,V (1M ⊗ vj) =
r∑
i=1
xi,j1χ ⊗ 1M ⊗ vi.
Proof. Denote by c the linear function on p determined by
a · 1M = c(a)1M (∀a ∈ p).
Specify the projection p in Theorem 3.3 by p(ai11 · · · a
ih
h 1χ) = c(a
i1
1 ) · · ·c(a
ih
h ). Then
the statement follows from Theorem 3.3 and Corollary 3.4. 
3.4. Degenerate affine braid algebra. For any g ∈ B, denote by g∗ ∈ g its
dual with respect to the Killing form. Let κ =
∑
g∈B gg
∗ ∈ U(g) be the Casimir
element.
Definition 3.6. Degenerate affine braid algebra Bd is defined by generators s˜1, . . . , s˜d−1,
κ˜0, . . . , κ˜d and γ˜i,j (0 ≤ i 6= j ≤ d) with some relations (refer to Theorem 1.1 in
[DRV] since it occupies too much space and will not be used in this paper).
Let V be the natural g-module with a standard basis {vi|i ∈ I}, and M be any
g-module. There is an action Φ˜ : Bd → End(M ⊗ V
⊗d) as follows.
Φ˜(s˜i) = 1
⊗i ⊗ P ⊗ 1⊗(d−1−i), (i = 1, . . . , d);
Φ˜(κ˜i) = 1
⊗i ⊗ κ⊗ 1⊗(d−i), (i = 0, . . . , d);
Φ˜(γ˜i,j) =
∑
g∈B 1
⊗i ⊗ g ⊗ 1⊗(j−i−1) ⊗ g∗ ⊗ 1⊗(d−j), (0 ≤ i < j ≤ d),
(3.2)
where P is the linear operator such that P (u⊗ v) = v ⊗ u. This action of Bd on
M ⊗ V ⊗d commutes with the action of U(g) (c.f. Theorem 1.2 [DRV]).
3.5. Action of Bd on V
⊗d. Let Ce be the trivial U(p)-module, which can be
viewed as a Wχ-module by restriction. Hence Qχ ⊗Wχ Ce is a g-module due to
Skrybian’s equivalence theorem. Then there is a Bd action on (Qχ ⊗Wχ Ce)⊗ V
⊗d
via Φ˜. The subspace Wh((Qχ ⊗Wχ Ce)⊗ V
⊗d) is invariant under Φ˜(Bd) since the
action of a− χ(a) (∀a ∈ m) commutes with Φ˜(Bd). Thus we have an action of Bd
on Wh((Qχ ⊗Wχ Ce)⊗ V
⊗d) = Ce ⊛ V
⊗d, which commutes with the action of Wχ.
Thanks to the following isomorphisms of Wχ-modules
V ⊗d ≃ Ce ⊗ V
⊗d ≃ Ce ⊛ V
⊗d
w 7→ 1⊗ w 7→ µ−1
Ce,V ⊗d
(1⊗ w),
we obtain a Bd action (denoted by Φ) which commutes with the action of Wχ.
The following lemma can be obtained by a straightforward calculation.
Lemma 3.7. We have
Φ(s˜i) = 1
⊗(i−1) ⊗ P ⊗ 1⊗(d−1−i), (1 ≤ i ≤ d)
and
Φ(γ˜i,j) =
∑
g∈B
1⊗(i−1)⊗ g⊗ 1⊗(j−i−1)⊗ g∗⊗ 1⊗(d−j) = −γi,j + si,j, (0 < i < j ≤ d),
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where si,j is the endomorphism of V
⊗d permuting the i-th and j-th tensor positions.
Write vi := vi1 ⊗ vi2 ⊗ · · · ⊗ vid for any i = (i1, i2, . . . , id) ∈ I
d.
Lemma 3.8. For any 1 ≤ k ≤ d and i ∈ Id, we have
Φ(γ˜0,k) · vi = e
(k) · vi + lower terms associated to the grading (3.1).
Proof. Recall e(k) in (1.1). The notation F
(k)
q,p used in this proof is defined similarly.
Write µ := µCe,V ⊗d for short. We have
Φ(γ˜0,k)·vi = µ(Φ˜(γ˜0,k)·
∑
j∈Id
(xj,i1χ⊗1)⊗vj) =
∑
Fp,q∈B,j∈Id
µ((Fp,qxj,i1χ⊗1)⊗(F
∗
p,q)
(k)vj)
where xj,i (∀i, j ∈ I
d) are determined by theorem 3.5. The first equality comes
from Theorem 3.5 (3). The second one follows from the action of γ˜0,k constructed
in Equation (3.2).
If col(q) ≤ col(p), then by Proposition 3.1 (2) we have Fp,q ∈ p. By Theorem 3.5
(2) we have
µ((Fp,qxj,i1χ ⊗ 1)⊗ (F
∗
p,q)
(k)vj) = Fp,qxj,i · 1⊗ (F
∗
p,q)
(k)vj = 0.
If col(q) > col(p) then by Proposition 3.1 (2), we have Fp,q ∈ m. Thus Theorem
3.5 (1) implies that
µ((Fp,qxj,i1χ⊗1)⊗(F
∗
p,q)
(k)vj) = µ((xj,iFp,q1χ⊗1⊗(F
∗
p,q)
(k)vj+
∑
s∈Id
cj,s(Fp,q)xs,i1χ⊗1⊗(F
∗
p,q)
(k)vj).
Since Fp,q1χ = χ(Fp,q), we have
µ((xj,iFp,q1χ ⊗ 1)⊗ (F
∗
p,q)
(k)vj) =
{
0, if j 6= i;
χ(Fp,q)(F
∗
p,q)
(k)vi, if j = i
(3.3)
and
µ(cj,s(Fp,q)xs,i1χ ⊗ 1⊗ (F
∗
p,q)
(k)vj) =
{
0, if s 6= i or cj,s(Fp,q) = 0,
cj,i(Fp,q)(F
∗
p,q)
(k)vj, otherwise.
(3.4)
A direct calculation shows that
F ∗p,q = Fq,p if p = q; F
∗
p,q =
1
2
Fq,p if p = −q.
Finally we obtain the term e(k)·vi by summing up Equation (3.3) over all Fp,q ∈ B
with col(p) > col(q) and j ∈ Id, while the lower terms come from summing up
Equation (3.4) over all Fp,q ∈ B with col(p) > col(q) and j ∈ I
d. 
3.6. Higher level Schur-Weyl duality. Following is a half of the higher level
Schur-Weyl duality for types B, C and D.
Theorem 3.9. Let G = O(V ) or SP(V ), and e be a nilpotent element in g =
Lie(G) with partition [1r12r2 · · · ] of dim(V ) by Jordan blocks. Assume e satisfies
that
(1) the nilpotent orbit closure G · e is a normal variety;
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(2) if G = O(V ), either rs is odd or rs > 2d for all for odd s; if G = SP(V ),
either rs is odd or rs > 2d for all for even s.
(3) e admits an even good grading Γ : g =
⊕
i∈2Z g(i).
Then
EndWχ(V
⊗d) = Φ(Bd). (3.5)
Proof. Notice that the action of Wχ on V
⊗d is compatible with the filtration of
Wχ. Hence we have an action of gr(Wχ) on V
⊗d. The canonical isomorphism
gr(Wχ) ≃ U(ge) given in Theorem 3.2 implies that the above action of gr(Wχ)
coincides with the action of U(ge) on V
⊗d.
As a subalgebra of the graded algebra End(V ⊗d), Φ(Bd) admits a natural fil-
trated algebra structure. And hence there is a natural embedding gr(Φ(Bd)) →֒
End(V ⊗d). Without confusion, we also denote the image of this embedding by the
same notation gr(Φ(Bd)). Since Φ(Bd) ⊆ EndWχ(V
⊗d), we can calculate that
gr(Φ(Bd)) ⊆ Endgr(Wχ)(V
⊗d) = EndU(ge)(V
⊗d) = Bd[e].
On the other hand, Lemmas 3.7 and 3.8 show that Bd[e] ⊆ gr(Φ(Bd)).
So gr(Φ(Bd)) = Endgr(Wχ)(V
⊗d) ⊇ gr(EndWχ(V
⊗d)), which together with the
fact EndWχ(V
⊗d) ⊇ Φ(Bd) implies EndWχ(V
⊗d) = Φ(Bd). 
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