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What are the conditions for adiabatic quantum computation (AQC) to outperform classical com-
putation? Although there exist several quantum adiabatic algorithms achieving the strong quantum
speedup, the essential keys to their speedups are still unclear. Here, we investigate the connection be-
tween superpositions of macroscopically distinct states and known examples of the speedup in AQC.
To formalize this notion we consider an index p that quantifies a superposition of macroscopically
distinct states from the asymptotic behaviors of fluctuations of additive observables. We determine
this index for five examples of adiabatic algorithms exhibiting various degrees of the speedup. The
results suggest that the superposition of macroscopically distinct states is an appropriate indicator
of entanglement crucial to the strong quantum speedup in AQC.
I. INTRODUCTION
Adiabatic quantum computation (AQC) can outper-
form classical computation. But why and in what con-
ditions does it achieve the quantum speedup? This fun-
damental question is yet to be answered although, since
the proposal of AQC [1, 2] and quantum annealing [3–7],
intensive studies have been carried out [8–13].
The basic procedure of AQC for optimization prob-
lems is as follows. First, we encode the cost function of a
problem instance into a “problem Hamiltonian” Hˆp(n, ν)
such that its ground state minimizes the cost function.
Here, n is the problem size and ν is a symbolic label of
instances. Second, we prepare a system (a quantum de-
vice) in the ground state of another Hamiltonian Hˆd(n),
called “driver Hamiltonian.” Hˆd should not commute
with Hˆp, and Hˆd’s ground state should be easily pre-
pared. Third, we let the system evolve according to the
Shro¨dinger equation with the following time-dependent
Hamiltonian:
Hˆ(s;n, ν) = sHˆp(n, ν) + (1− s)Hˆd(n). (1)
Here, we vary the “annealing parameter” s = s(t) in
time t from s(0) = 0 to s(T ) = 1. If the rate of change
s˙(t) is sufficiently small to satisfy the adiabatic condition
[14, 15] (see also Sec. II of Ref. [13]), then the state stays
close to the instantaneous ground state of Hˆ(s;n, ν) at
any time. And, at the end (t = T ) of the time evolution,
we obtain the ground state of Hˆp(n, ν), the solution of the
instance. From the adiabatic theorem, the computational
time T depends on a polynomial of the inverse of the
energy gap between the ground and first excited states
of Hˆ(s;n, ν).
There are quantum adiabatic algorithms which do out-
perform classical computation in the sense of the strong
quantum speedup [16, 17] (the scaling advantage com-
pared with the best classical algorithms). One of them
is the adiabatic algorithm for Grover’s search problem
[18]. It was shown that its computational time is the
same order as that of the original Grover algorithm [19].
And several other algorithms were found [13, 20–23].
However, in general and in many problems, it is un-
clear whether AQC achieves the quantum speedup or not.
In addition, even if restricted to the algorithms known
to outperform, it is unclear what features of quantum
physics are essential to their quantum speedups. For ex-
ample, although quantum tunneling is often expected to
be a key to the speedup of AQC, there are counterexam-
ples to this expectation [24].
Clarifying the mechanism and conditions of quantum
speedup is crucial for developing AQC. They will enable
us to judge whether a given algorithm of AQC achieves
quantum speedup. They will be also useful for real quan-
tum devices, such as D-wave machines [17, 25–29], which
implement algorithms of quantum annealing and AQC:
we can judge quantum speedup of algorithms on devices
by investigating whether they satisfy the conditions, in-
stead of by direct comparison with classical ones.
As a quantum effect possibly connected to the quan-
tum speedup, the many-body localization may be consid-
ered. This phenomenon induces an exponentially small
energy gap and is thus considered as a bottleneck for
AQC [11, 30]. And methods of circumventing this phe-
nomenon have been argued [31–34]. But its relation to
the strong quantum speedup is not clear because some
algorithms achieve the speedup even with exponentially
small gaps.
As another quantum effect, we here consider quantum
entanglement. In circuit-based quantum computation,
many studies assert the necessity of entanglement for the
quantum speedup [35–42]. In AQC, by contrast, the ne-
cessity of entanglement is less clear although there are
several theoretical studies [40, 43–47] and although en-
tanglement is experimentally detected in the D-wave ma-
chine [26] (see also Ref. [48]).
Oru´s and Latorre studied the entanglement entropy in
AQC [40, 43]: in the exact cover problem a simulation
with up to 20 qubits showed that the entanglement en-
tropy increases proportionally to the system size, whereas
in the adiabatic Grover algorithm an analytical calcula-
tion showed that the entanglement entropy is bounded
(approaches a constant value as the size increases). Reza-
khani et al. showed that entanglement (negativity) in the
2TABLE I. Results of the tests for our conjecture (see Sec. IV
for details). The cited articles are those which proposed the
AQC algorithms investigated here. In the middle column, de-
scribed are known results on the strong quantum speedup. In
the right column, p = 2 means that a superposition of macro-
scopically distinct states appears somewhere in the computa-
tion while p = 1 means that none of the states during the com-
putation are superpositions of macroscopically distinct states.
See Sec. II B for the definition of the index p, an indicator of
a superposition of macroscopically distinct states.
Strong quantum speedup p
Grover [18] Achieved 2
Deutsch–Jozsa [49] Not achieved 1
Bernstein–Vazirani [22] Achieved 2
Simon [22] Achieved 2
Glued-trees [20] Achieved 2
optimal AQC algorithm for Grover’s search problem is
smaller than that in a non-optimal case [44]. Relation be-
tween entanglement and the success probability of finding
the solution was argued in simulations of AQC [45, 46].
In Ref. [45], it was reported that, in an AQC algorithm
for Ising spin glass problems, the success probability in-
creases as the limit of entanglement allowed in the sim-
ulation is increased. In Ref. [46], by contrast, it was re-
ported that, in an AQC algorithm for the Coulomb-glass
problem, the entanglement entropy of the intermediate
states has little significance for the success probability
although that of the final state provides an upper bound
on the probability. Reference [47] investigated multipar-
tite entanglement in AQC algorithms for the factoring
problem and the Deutsch–Jozsa problem. It reported
that no significantly large entanglement appears during
computation.
In the present paper, we propose a necessary condition
for the strong quantum speedup in AQC. We conjecture
that a superposition of macroscopically distinct states
appears during AQC, if it achieves the speedup. This
conjecture is an extension of that proposed in a context
of circuit-based quantum computation [41, 42]. We in-
vestigate whether our conjecture is correct in five AQC
algorithms: four of them are known to achieve the quan-
tum speedup and the rest one is known not to achieve.
As summarized in Table I, all of the results support our
conjecture.
The structure of the present paper is as follows. In
Sec. II, we review a superposition of macroscopically dis-
tinct states. We mention the conjecture in Sec. III and
show its plausibility by testing it in several algorithms
in Sec. IV. In Sec. V, we make concluding remarks. We
describe some technical details in Appendices.
II. SUPERPOSITION OF MACROSCOPICALLY
DISTINCT STATES
In this section, we briefly review a superposition of
macroscopically distinct states and its quantification.
Suppose a quantum system composed of n local sites.
We assume that the dimension of the Hilbert space Hloc
of each site is finite and any local operators on Hloc are
bounded. Here, we consider only pure states because we
discuss AQC that uses only pure states in this study. For
more details, see Ref. [42].
A. Macroscopically distinct states and their
superposition
We first define “macroscopically distinct states.” Two
or more states are macroscopically distinct if there is at
least one macroscopic quantity whose values are differ-
ent among them in macroscopic accuracy. There are
many macroscopic quantities—total energy, magnetiza-
tion, temperature, entropy, and so on. Among them we
take “mechanical additive observables” (such as total en-
ergy and magnetization). They are expressed as sums of
local operators. In this choice, the macroscopic accuracy
means resolution of O(n).
Therefore, we can say that two pure states, |ψ1〉
and |ψ2〉, are macroscopically distinct if
∣∣〈ψ1|Aˆ|ψ1〉 −
〈ψ2|Aˆ|ψ2〉
∣∣ = O(n) for an additive operator Aˆ. An addi-
tive operator Aˆ is defined as Aˆ ≡ ∑nl=1 aˆ(l), where aˆ(l)
is a local operator at the lth site and l runs over all the
sites in the system. We assume that |aˆ(l)| = O(1) as
usual so that |Aˆ| = O(n), where the operator norm is
defined appropriately.
We next explain a superposition of macroscopically
distinct states. To this end we first consider a su-
perposition of macroscopically identical (non-distinct)
states. Let Aˆ be any additive operator, and let |Ai〉
be an eigenstate of Aˆ with an eigenvalue Ai. From the
above argument, any superposition |φ〉 of macroscopi-
cally identical states contains almost only |Ai〉’s that
satisfy
∣∣A − Ai∣∣ = o(n) with an i-independent value
A. In other words, the probability to find |Ai〉’s with∣∣A−Ai∣∣ = O(n) is vanishingly small. Then, we can show
that |φ〉 has normal fluctuations for any additive observ-
ables: 〈φ|∆Aˆ†∆Aˆ|φ〉 = o(n2), where ∆Aˆ = Aˆ− 〈φ|Aˆ|φ〉.
That is, the relative fluctuations vanish in the macro-
scopic limit: limn→0〈φ|∆Aˆ†∆Aˆ|φ〉1/2/〈φ|Aˆ|φ〉 = 0.
Then, taking the contrapositive of the above state-
ment, we obtain a sufficient condition for a superposi-
tion of macroscopically distinct states: a pure state |ψ〉
is a superposition of macroscopically distinct states if
〈ψ|∆Aˆ†∆Aˆ|ψ〉 = O(n2) for an additive operator Aˆ. In
other words, a superposition of macroscopically distinct
states has anomalous or macroscopic fluctuation for at
least one additive observable.
3B. Index p: an indicator of superposition of
macroscopically distinct states
From the argument in the previous subsection, we can
judge whether a given state is a superposition of macro-
scopically distinct states from the asymptotic behaviors
of the fluctuations of additive observables. To investigate
the asymptotic behaviors, we must assign states for each
n at a certain criterion. We use a label ν to distinguish
the assigned states for each n. In AQC, for example, ν
represents a problem instance of size n. We collect all
the assigned states to have a family F ≡ {|ψn,ν〉}n,ν.
Then, we investigate asymptotic properties of the fam-
ily. We define the index p for the family F by
max
Aˆ(n)
〈∆Aˆ†(n)∆Aˆ(n)〉n,ν = Θ(np), (2)
where 〈· · · 〉n,ν = 〈ψn,ν | · · · |ψn,ν〉, and the maximum is
taken over the additive operators Aˆ(n) in the system of
size n. The asymptotic notation Θ is defined as follows
[42]. Suppose a family of positive numbers {fν(n)}n,ν
that are generated by positive-valued functions fν(n)
(ν = 1, 2, ...). We say that fν(n) = Θ
(
g(n)
)
if and only
if fν(n) = Θ
(
g(n)
)
for almost every ν in the family, i.e.,
except for a vanishingly small fraction of ν’s (for large
n). The big Theta notation is defined according to the
convention in computer science [50–52]: f(n) = Θ
(
g(n)
)
if and only if γ1g(n) ≤ f(n) ≤ γ2g(n) holds with positive
constants γ1 and γ2 for n ≥ ∃n0.
We can show that 1 ≤ p ≤ 2 if p exists for F [42]. It is
clear that if p = 2 for a family F , almost every state in
F is superpositions of macroscopically distinct states. In
this sense, the index p is an indicator of superpositions
of macroscopically distinct states.
We note that the index p quantifies quantum entangle-
ment because superpositions of macroscopically distinct
states are entangled states. Furthermore it is known that
p is not correlated with bipartite entanglement (such as
the entanglement entropy): some states with p = 2 have
small bipartite entanglement, and some states with p = 1
have large bipartite entanglement [53, 54]. Thus p cap-
tures an aspect of entanglement that cannot be well quan-
tified by bipartite entanglement. See Refs. [55–61] for re-
cent applications of the index p and its relation to other
quantities.
C. Practical method of evaluating the index p
From the definition of the index p, Eq. (2), it seems
hard to calculate p in general. However, there is a method
of efficiently evaluating p [42, 53, 54, 62].
To explain the method, we consider a complete or-
thonormal set of local operators on Hloc at site l—we
write them as {bˆα(l)}Dα=0. Here, D = (dimHloc)2−1 and
bˆ0(l) = 1ˆ (identity operator on Hloc). In a system com-
posed of qubits, for example, D = 3, and we may take
bˆα(l)’s (α = 1, 2, 3) as the x, y, z components of the Pauli
matrices σˆx(l), σˆy(l), σˆz(l) at site l.
In this method we evaluate the maximum eigenvalue
of the variance-covariance matrix (VCM). The VCM is
defined by the following matrix elements:
Vlα,l′α′(n, ν) ≡ 〈∆bˆ†α(l)∆bˆα′(l′)〉n,ν ,
where ∆bˆ†α(l) = bˆ
†
α(l)−〈bˆ†α(l)〉n,ν . Here, l and l′ run over
all the sites, and α, α′ = 1, 2, ..., D (α = 0 and α′ = 0 are
not included), so that the VCM is an nD×nD Hermitian
matrix. From the asymptotic behavior of the maximum
eigenvalue emax of the VCM, we define another index pe:
emax(n, ν) = Θ(n
pe−1).
Then we can show that p = 2 if and only if pe = 2 [42].
Therefore, we can judge p = 2 by investigating whether
emax is asymptotically proportional to n.
Moreover, if p = 2, this method tells us which is the
additive observable that macroscopically fluctuates [42].
We can construct it from the eigenvector umax corre-
sponding to emax as Aˆ =
∑n
l=1
∑D
α=1 u
max
lα bˆα(l).
III. CONJECTURE ON A NECESSARY
CONDITION FOR QUANTUM SPEEDUP IN
ADIABATIC QUANTUM COMPUTATION
In this section, we propose a conjecture on a nec-
essary condition for the quantum speedup in AQC. In
Refs. [41, 42], a conjecture was proposed for circuit-based
quantum computation. It states that a state with p = 2
is necessary for the quantum speedup. Our expectation
here is that both adiabatic and circuit-based quantum
computation should use the same features of quantum
physics to achieve the quantum speedup, although their
operation principles are different.
Among several kinds of quantum speedup [17], we here
consider the strong quantum speedup [16]. Our conjec-
ture reads:
Conjecture Let QAA be a quantum adiabatic algorithm
that solves a problem. If QAA achieves the strong quan-
tum speedup, then there exists a set H of infinitely many
instances such that a state with p = 2 appears during the
computation of almost every instance in H.
Furthermore, if an algorithm uses only the ground states
of Hˆ(s;n, ν), i.e., if the adiabatic approximation works
well, our conjecture yields a stronger form:
Corollary of Conjecture Let QAA be a quantum adi-
abatic algorithm that solves a problem by using only the
ground states |ψ0n,ν(s)〉 of Hˆ(s;n, ν). If QAA achieves
the strong quantum speedup, then there exists a set H of
infinitely many instances such that |ψ0n,ν(s)〉 at some s
has p = 2 for almost every (n, ν) in H.
4Here we make a few remarks.
In Ref. [42], problems are restricted to those not
in class BPP (bounded-error probabilistic polynomial
time). In our conjecture, we remove this restriction be-
cause at present there is no evidence for it. In fact, for the
Bernstein–Vazirani problem, which is in class BPP, we
obtain a result that supports our conjecture (Sec. IVC).
One might think that our conjecture is a trivial exten-
sion of that in circuit-based quantum computation since
AQC is equivalent to circuit-based quantum computa-
tion up to polynomial overhead [63–66]. However, this is
not the case for the following reasons. (i) In the proofs
of the equivalence, mainly shown is the equivalence of
the measurement output from the final states, and the
equivalence of (intermediate) states is not necessarily re-
quired. Therefore, even if a state with p = 2 appears in a
circuit-based quantum algorithm, it is not clear whether
the same or similar state with p = 2 appears in its equiv-
alent algorithm of AQC. (ii) If the quantum speedup is
polynomial, the polynomial overhead can invalidate the
speedup. Therefore, even if a circuit-based quantum al-
gorithm achieves the polynomial quantum speedup, its
equivalent algorithm of AQC does not necessarily achieve
the speedup. (iii) Some of the algorithms of AQC that
achieve the quantum speedup were formulated without
relying on the equivalence. For such algorithms, validity
of our conjecture is not trivial. The algorithms investi-
gated in Sec. IV are examples of such ones.
As mentioned in Sec. II B, p is defined for a family of
states. For the case of Corollary of Conjecture, we should
take the family as
FH =
{|ψ0n,ν(s∗)〉 ∣∣ ∀(n, ν) ∈ H, 0 ≤ ∃s∗ ≤ 1},
where s∗ may or may not depend on (n, ν). In practice,
s∗ = argmax0≤s≤1emax(s;n, ν) is useful.
It was pointed out [67] that the quantum speedup can
be achieved with vanishingly small entanglement. If a
problem can be solved by using an n-qubit AQC with
states {|ψ(s)〉}0≤s≤1, the problem can be solved also by
an (n+1)-qubit AQC with states {|Ψ(s)〉 = √ε|ψ(s)〉|1〉+√
1− ε|0⊗n〉|0〉}0≤s≤1 where ε = 1/poly(n). In the latter
AQC, any family of states has p = 1 even if it achieves
the quantum speedup. However, because the parts es-
sentially contributed to the computation are {|ψ(s)〉},
we circumvent this drawback by extracting the essential
parts. As one of the ways, we allow a state connected by
a local operation when we evaluate the index p. That is,
we extend the definition (2) of p to
max
ℓˆα
max
Aˆ(n)
〈ψn,ν |ℓˆ†α∆Aˆ†(n)∆Aˆ(n)ℓˆα|ψn,ν〉
〈ψn,ν |ℓˆ†αℓˆα|ψn,ν〉
= Θ(np), (3)
where ∆Aˆ = Aˆ−〈ψn,ν |ℓˆ†αAˆ(n)ℓˆα|ψn,ν〉/〈ψn,ν |ℓˆ†αℓˆα|ψn,ν〉,
and ℓˆα is a Kraus operator on O(1) sites (qubits), which
represents a local operation. The leftmost maximum in
Eq. (3) is taken over all the local operations that satisfy
〈ψn,ν |ℓˆ†αℓˆα|ψn,ν〉 ≥ 1/poly(n). In the next section, how-
ever, we use the original definition (2) because we can
evaluate p by Eq. (2) for the states there.
IV. TESTS FOR CONJECTURE
Our conjecture for AQC as well as the conjecture for
circuit-based quantum computation [42] have not been
proved for general problems at present. In this section,
we investigate its correctness in specific problems as the
first tests for our conjecture. We have five examples of
AQC algorithms: quantum adiabatic versions of the al-
gorithms of Grover, Deutsch–Jozsa, Bernstein–Vazirani,
and Simon and an algorithm for the glued-trees problem.
All of these algorithms are known to achieve the strong
quantum speedup or not. We show the summary of the
results in Table I. All the results are consistent with and
thus support our conjecture.
Throughout this section, we assume systems of qubits.
We use the following notation. The Pauli matrices at
site l are σˆx(l), σˆy(l), σˆz(l). The eigenstate of σˆz(l) cor-
responding to the eigenvalue of +1 is |0〉l, and that of
−1 is |1〉l. The eigenstates of σˆx(l) corresponding to the
eigenvalues of ±1 are |±〉l = (|0〉l ± |1〉l)/
√
2. The com-
putational basis in the n-qubit system is composed of
|w〉 = ⊗nl=1 |wl〉l with w ∈ {0, 1}n = {0, 1, ..., N − 1}.
Here, wl ∈ {0, 1} is the lth-bit value of w, and N = 2n.
A. Adiabatic Grover algorithm
The Grover algorithm is a quantum algorithm of
searching solutions in unstructured databases of N = 2n
entries. It was originally formulated in a circuit-based
quantum computation [19] and was proved to achieve the
quadratic quantum speedup [19, 52, 68, 69].
An AQC version of the Grover algorithm was proposed
in Ref [1]. It was improved in Ref [18] to achieve the
quadratic quantum speedup [13, 18, 70].
Here, we show that our conjecture is correct for the
adiabatic Grover algorithm of Ref [18]. For simplicity we
assume single-solution cases.
The input of Grover’s search problem is a function f of
n-bit strings, f : {0, 1}n → {0, 1}, which satisfies f(w) =
1 only for the solution w = w∗ ∈ {0, 1}n and f(w) = 0
for ∀w ∈ {0, 1}n except for w∗. The task is to find the
solution w∗. An instance for fixed n is identified with
w∗—we therefore use w∗ instead of ν.
For the adiabatic Grover algorithm [18], the problem
Hamiltonian is given by Hˆp(n,w
∗) = 1−|w∗〉〈w∗|, where
|w∗〉 is one of the computational basis states correspond-
ing to the solution w∗. And the driver Hamiltonian is
given by
Hˆd(n) = 1− |ϕ〉〈ϕ|, (4)
where |ϕ〉 is the uniform superposition of the computa-
tional basis, which is equivalent to the product state of
5|+〉l’s:
|ϕ〉 ≡ 1√
N
N−1∑
w=0
|w〉 =
n⊗
l=1
|+〉l. (5)
In this algorithm, s(t) is tuned to satisfy a time-local
adiabatic condition [18], so that the system is in the
ground state |ψ0n,w∗(s)〉 of Hˆ(s;n,w∗) at each s. We can
show that the ground state lies in the subspace spanned
by |w∗〉 and |ϕ〉 [13, 18]. We thus easily obtain |ψ0n,w∗(s)〉
as
|ψ0n,w∗(s)〉 = as|w∗〉+ bs|ϕ〉, (6)
where
as = sin
θs
2
− cos θs
2
tan
θ0
2
, bs = cos
θs
2
/
cos
θ0
2
,
sin θs =
2(1− s)√N − 1
∆E(s)N
,
cos θs = − 1
∆E(s)
[
1− 2(1− s)N − 1
N
]
,
∆E(s) =
√
1− 4s(1− s)N − 1
N
.
We note that ∆E(s) is the energy gap between the
ground and first-excited states and that the gap closes
at s = 1/2 in the infinite-size limit.
Now we show that our conjecture is correct for the
adiabatic Grover algorithm. Because the algorithm uses
only the ground states, we investigate Corollary of Con-
jecture. We choose the set H in our conjecture as the
collection of all the instances: H =
{
(n,w∗)
∣∣ ∀w∗ ∈
{0, 1}n, n = 1, 2, ...}. Then we take the family of states
FH(s) as the ground states at fixed s:
FH(s) =
{|ψ0n,w∗(s)〉}(n,w∗)∈H.
To p = 2, it is sufficient to find one additive observ-
able whose fluctuation is macroscopically large. We here
choose Mˆx ≡
∑n
l=1 σˆx(l) as the additive observable (this
choice is the same as that in Ref. [42] for the circuit-based
Grover algorithm).
By using Eqs. (6) and (5), we can calculate the expec-
tation values of Mˆx and Mˆ
2
x for |ψ0n,w∗(s)〉 as
〈ψ0n,w∗(s)|Mˆx|ψ0n,w∗(s)〉 = b2sn+
2asbsn√
N
,
〈ψ0n,w∗(s)|Mˆ2x |ψ0n,w∗(s)〉 = b2sn2 + a2sn+
2asbsn
2
√
N
.
We thus obtain the fluctuation as
〈ψ0n,w∗(s)|∆Mˆ2x |ψ0n,w∗(s)〉 (7)
= b2s(1 − b2s)n2 + a2sn+ 2asbs(1− 2b2s)
n2√
N
− 4a2sb2s
n2
N
.
It is possible only for the first term to be Θ(n2). We can
evaluate the prefactor of this term as
b2s(1− b2s) =
{
1/4 +O(N−1) s = 1/2
O(N−1) s 6= 1/2. (8)
Equations (7) and (8) lead to the result that p = 2 for
the family FH(s = 1/2) at the gap closing point for every
instance. We thus conclude that Corollary of Conjecture
is correct for the adiabatic Grover algorithm.
We may understand this result as follows. As shown in
Eq. (6), the ground state can be expressed as a superposi-
tion of the two states, |w∗〉 and |ϕ〉. These two states are
macroscopically distinct because 〈w∗|Mˆx|w∗〉 = 0 and
〈ϕ|Mˆx|ϕ〉 = n. For large n, the amplitudes, as and bs, in
Eq. (6) are approximated within errors of O(N−1/2) as
as ≃


0 s < 1/2
1/
√
2 s = 1/2
1 s > 1/2
and bs ≃
√
1− a2s. This indicates that a transition be-
tween the macroscopically distinct states (from the initial
state |ϕ〉 to the final state |w∗〉) occurs at the gap closing
point (s = 1/2) and that the superposition of these states
appears at the transition point.
B. Adiabatic Deutsch–Jozsa algorithm
The Deutsch–Jozsa algorithm is a quantum algorithm
to solve the following problem [52, 69, 71]. The input of
the problem is a function f of n-bit strings, f : {0, 1}n →
{0, 1}. The function is promised to be either constant or
balanced: f is constant if f(w) = 0 for any w ∈ {0, 1}n
or if f(w) = 1 for any w ∈ {0, 1}n, whereas f is balanced
if f(w) = 0 for w in a half of {0, 1}n and f(w) = 1 for w
in the other half. The problem is to judge which type a
given function f is. An instance of the problem for fixed
n is identified with f—we therefore use f instead of ν.
The original Deutsch–Jozsa algorithm was proposed
in the circuit-based quantum computation [71]. It was
shown that the quantum algorithm solves the problem
in a single query of f , i.e., its computational time is
O(1) [72]. Note that, however, a classical bounded-error
probabilistic algorithm can also solve the problem in n-
independent times of f -queries (although classical deter-
ministic algorithms requires O(2n) computational time).
Hence, the Deutsch–Jozsa algorithm does not achieve the
quantum speedup.
AQC versions of the algorithm were proposed in
Refs. [49, 73]. In these algorithms the energy gap is O(1)
between the ground and first-excited states of Hˆ(s;n, f).
From this, it follows that they require O(1) computa-
tional time to satisfy the adiabatic condition. This also
implies that they use only the ground states.
We investigate whether Corollary of Conjecture is cor-
rect in this problem. We here focus on the algorithm
6proposed in Ref. [49]. As we show below, only states
with p = 1 appear in this algorithm. This implies that
the contrapositive of our conjecture is correct for this
algorithm: if states with p = 2 never appear during the
computation, the algorithm will not achieve the quantum
speedup.
For the adiabatic Deutsch–Jozsa algorithm in Ref. [49],
the driver Hamiltonian Hˆd(n) is the same as that of the
adiabatic Grover algorithm, Eq. (4) with |ϕ〉 in Eq. (5).
The problem Hamiltonian is Hˆp(n, f) = 1 − |βf 〉〈βf |,
where the final state |βf 〉 is chosen as
|βf 〉 = µf√
N/2
N/2−1∑
w′=0
|2w′〉+ 1− µf√
N/2
N/2−1∑
w′=0
|2w′ + 1〉,
(9)
µf ≡ 1
N
∣∣∣∣∣
N−1∑
w=0
(−1)f(w)
∣∣∣∣∣ =
{
1 f : constant
0 f : balanced,
with N = 2n. The above equation means that |βf 〉 is the
uniform superposition of all the even (odd) index states
in the computational basis if f is constant (balanced)—
hence we can get an answer by measuring the final state
|βf 〉 in the computational basis. We note that only a
particular single qubit, say the first qubit (l = 1), has
the information on whether a state in the computational
basis is an even index state or odd one. Hence we can
rewrite Eq. (9) as
|βf 〉 =
[
µf |0〉1 + (1− µf )|1〉1
]
⊗ 1√
N/2
N/2−1∑
w′=0
|w′〉
=
[
µf |0〉1 + (1− µf )|1〉1
] n⊗
l=2
|+〉l. (10)
We can easily show that the ground state of Hˆ(s;n, f)
lies in the subspace spanned by |βf 〉 and |ϕ〉. We thus
obtain the ground state |ψ0n,f (s)〉 as
|ψ0n,f (s)〉 = sin
θs
2
|βf 〉+ cos θs
2
|β⊥f 〉, (11)
where
|β⊥f 〉 =
√
2|ϕ〉 − |βf 〉. (12)
The concrete form of θs is not important here. By sub-
stituting Eqs. (12), (10), and (5) into Eq. (11), we obtain
|ψ0n,f(s)〉 =
[
c0,f (s)|0〉1 + c1,f (s)|1〉1
] n⊗
l=2
|+〉l, (13)
where c0,f (s) = (1− µf ) cos θs2 + µf sin θs2 , and c1,f (s) =
(1 − µf ) sin θs2 + µf cos θs2 . Therefore the ground state
|ψ0n,f (s)〉 at any s is a product state for every instance.
This result means that p = 1 for the family of the
ground states at any s and for any set of instances, since
(any families of) product states have p = 1 [42]. We
therefore conclude that the contrapositive of our conjec-
ture is correct for the adiabatic Deutsch–Jozsa algorithm.
C. Adiabatic Bernstein–Vazirani algorithm
The Bernstein–Vazirani algorithm is a quantum al-
gorithm to solve the following problem [69, 74]. The
input of the problem is a function fa of n-bit strings,
fa : {0, 1}n → {0, 1}, which is given by the bitwise inner
product with a hidden n-bit string a ∈ {0, 1}n modulo 2:
fa(w) =
(
n∑
l=1
alwl
)
mod 2,
where al (wl) is the lth-bit value of a (w). The task is to
find the value of a. An instance of the problem for fixed
n is identified with a—we therefore use a instead of ν.
The original Bernstein–Vazirani algorithm was pro-
posed in a context of quantum Turing machine [74].
It was shown that the quantum algorithm solves the
problem in O(1) queries of fa while classical algorithms
require O(n) queries—hence the polynomial quantum
speedup is achieved.
An AQC version of the algorithm was proposed in
Ref [22]. It was shown that this algorithm requires O(1)
computational time, so that it also achieves the polyno-
mial quantum speedup.
Before investigating our conjecture, we briefly review
this adiabatic algorithm. This algorithm uses a system
of n + 1 qubits for instances of size n. The problem
Hamiltonian is given by
Hˆp(n, a) =
1
2
N−1∑
w=0
|w〉〈w| ⊗ [1ˆ + (−1)fa(w)σˆz(n+ 1)],
where N = 2n. And the driver Hamiltonian is given by
Hˆd(n) =
1
2
(
n⊗
l=1
1ˆ
)
⊗ [1ˆ− σˆx(n+ 1)].
Obviously, the ground states are N -fold degenerate for
both Hˆp and Hˆd. We choose the initial state as the fol-
lowing one of the degenerate ground states of Hˆd:
|ψ0n,a(0)〉 =
n+1⊗
l=1
|+〉l. (14)
Then, after we slowly vary s from s = 0 to s = 1 in
Hˆ(s;n, a) of Eq. (1), we can adiabatically connect this
initial state to the following one of the ground states of
Hˆp:
|ψ0n,a(1)〉 =
1√
N
N−1∑
w=0
|w〉 ⊗ |fa(w)〉n+1. (15)
The time needed for this adiabatic evolution is O(1) be-
cause the energy gap between the ground states and the
first excited states is independent of n [22]. We then
measure σˆx(n+ 1) on |ψ0n,a(1)〉. We obtain the outcome
7of −1 with probability 1/2 to have a post-measurement
state,
|ψ−n,a〉 =
n⊗
l=1
(|0〉l + (−1)al |1〉l)⊗ |−〉n+1. (16)
Since this state corresponds to the configuration of a in
the x basis, we obtain the solution a by performing a mea-
surement of {σˆx(l)}nl=1 on this state. In n-independent
runs of this procedure, we can make exponentially small
the probability to fail to obtain −1 in the measurement
of σˆx(n + 1). Therefore the computational time of this
adiabatic algorithm is O(1).
Now we show that our conjecture is correct for this
algorithm. We take the set H as the collection of all the
instances: H =
{
(n, a)
∣∣ ∀a ∈ {0, 1}n, n = 1, 2, ...}. Then
we find that p = 2 for the family of the states at the end
of the adiabatic evolution:
FH =
{|ψ0n,a(1)〉}(n,a)∈H, (17)
where |ψ0n,a(1)〉 is given by Eq. (15). In the following,
we show this result by using the method of the VCM
(described in Sec. II C).
To this end, we first note the following exact equality
for the maximum eigenvalue emax(n, a) of the VCM for
|ψ0n,a(1)〉:
emax(n, a) =


2 a = 0
1 +
n∑
l=1
al 1 ≤ a ≤ N − 1. (18)
See Appendix A for the derivation of this equality. Next,
suppose that a is randomly chosen from {0, 1}n ac-
cording to the uniform distribution. Then, Eq. (18)
implies that emax(n, a) follows the binomial distribu-
tion B(n, 1/2). For large n, because B(n, 1/2) is well
approximated by the normal distribution N (n/2, n/4),
|emax(n, a)− n/2| . √n holds for almost every instance.
This leads to emax(n, a) = Θ(n) for the states in FH of
Eq. (17) (for rigorous estimation, see Appendix C). We
thus show that pe = 2 and p = 2 for FH. Therefore, we
conclude that Corollary of Conjecture is correct for the
adiabatic Bernstein–Vazirani algorithm.
We may understand this result as follows. As shown
in Appendix A, we can rewrite |ψ0n,a(1)〉 as
|ψ0n,a(1)〉 =
1√
2
(|ψ0n,a(0)〉+ |ψ−n,a〉), (19)
where |ψ0n,a(0)〉 is the initial state [Eq. (14)] and |ψ−n,a〉
is the configuration of the solution [Eq. (16)]. We note
that both |ψ0n,a(0)〉 and |ψ−n,a〉 are eigenstates of an ad-
ditive operator Aˆ =
∑n
l=1 alσˆx(l) + σˆx(n + 1) and the
difference of their eigenvalues is 2
∑n
l=1 al + 2. Since∑n
l=1 al = Θ(n) as argued above, These two states
are macroscopically distinct for almost every a. Equa-
tion (19) indicates that |ψ0n,a(1)〉 is a superposition of
these two states.
D. Adiabatic Simon algorithm
The Simon algorithm is a quantum algorithm of solv-
ing the following problem [69, 75]. The input of the
problem is a function g of n-bit strings, g : {0, 1}n →
{0, 1}n−1, which is characterized by a hidden n-bit string
a ∈ {0, 1}n − {0}. The function g is promised to sat-
isfy g(w) = g(w′) if and only if w ⊕ a = w′ (except for
the trivial case of w = w′), where the symbol ⊕ is the
bitwise-xor operation. The task is to find the value of a.
An instance of the problem for fixed n is identified with
a—we therefore use a instead of ν.
The original Simon algorithm was proposed in
Ref. [75]. It was shown that the quantum algorithm
solve the problem in O(n) queries of g while classical al-
gorithms require exponentially many queries—hence the
exponential quantum speedup is achieved.
An AQC version of the algorithm was proposed in
Ref. [22]. It was shown that this algorithm also achieves
the exponential quantum speedup.
Before investigating our conjecture, we briefly review
this adiabatic algorithm. This algorithm uses a compos-
ite system of two subsystems—for instances of size n, the
first subsystem consists of n qubits and the second con-
sists of n− 1 qubits. The problem Hamiltonian is given
by
Hˆp(n, a) =
1
2
N−1∑
w=0
|w〉〈w| ⊗
n−1∑
l2=1
[
1ˆ + (−1)gl2(w)σˆz(l2)
]
,
where N = 2n, and gl2(w) is the l2th-bit value of g(w).
The driver Hamiltonian is given by
Hˆd(n) =
1
2
(
n⊗
l1=1
1ˆ
)
⊗
n−1∑
l2=1
[
1ˆ− σˆx(l2)
]
.
The ground states are N -fold degenerate for both Hˆp and
Hˆd. Similarly to the case of the adiabatic Bernstein–
Vazirani algorithm, we choose the initial state as the
following one of the degenerate ground states of Hˆd:
|ψ0n,a(0)〉 =
⊗n
l1=1
|+〉l1
⊗n−1
l2=1
|+〉l2 . Then, by slowly
varying s from s = 0 to s = 1 in Hˆ(s;n, a) of Eq. (1),
we can adiabatically connect this initial state to the
following one of the ground states of Hˆp: |ψ0n,a(1)〉 =
(1/
√
N)
∑N−1
w=0 |w〉 ⊗ |g(w)〉. The time needed for this
adiabatic evolution is O(1) because the energy gap be-
tween the ground states and the first excited states is
independent of n [22]. After the adiabatic evolution, we
perform the computational-basis measurement of the sec-
ond subsystem. We obtain an outcome g(w∗) to have a
post-measurement state,
|ψn,a,w∗〉 = 1√
2
(|w∗〉+ |w∗ ⊕ a〉)⊗ |g(w∗)〉. (20)
We subsequently perform the x-basis measurement of the
first subsystem to obtain an outcome x∗ ∈ {0, 1}n, which
is orthogonal to a in the bitwise inner product modulo 2.
8In the algorithm we perform O(n) runs of the above
procedure (initial-state preparation, adiabatic evolution,
and two measurements). Then, almost certainly we will
obtain sufficient information to determine the value of a.
Because the computational time in a single run is O(1),
overall time of the algorithm is O(n)—thus it achieves
the exponential quantum speedup.
Now we show that our conjecture is correct for this
algorithm. We investigate Conjecture since it uses not
only the ground states but also the post-measurement
states. We take the set H as the collection of all the
instances: H =
{
(n, a)
∣∣ ∀a ∈ {0, 1}n, n = 1, 2, ...}. Then
we find that p = 2 for the family of the post-measurement
states:
FH =
{|ψn,a,w∗〉}(n,a)∈H, (21)
where |ψn,a,w∗〉 is given by Eq. (20), and w∗ (determined
by a random outcome) is arbitrary in {0, 1}n. In the
following, we show this result by using the method of the
VCM (described in Sec. II C).
To this end, we note the following exact equality for the
maximum eigenvalue emax(n, a) of the VCM for |ψn,a,w∗〉:
emax(n, a) =


2 a = 2l−1 (l = 1, 2, ..., n)
n∑
l=1
al otherwise.
(22)
This holds independently of w∗. (Note that the case of
a = 0 is not included in Simon’s problem.) See Appendix
B for the derivation of Eq. (22). Hence, in the same way
as in Sec. IVC, we can show that emax(n, a) follows the
binomial distribution and that for large n, |emax(n, a) −
n/2| . √n holds for almost every instance. This leads
to emax(n, a) = Θ(n) for the states in FH of Eq. (21) (for
rigorous estimation, see Appendix C). We thus show that
pe = 2 and p = 2 for FH. Therefore, we conclude that our
conjecture is correct for the adiabatic Simon algorithm.
We may understand this result as follows. Equa-
tion (20) indicates that |ψn,a,w∗〉 is a superposition of
|w∗〉 ⊗ |g(w∗)〉 and |w∗ ⊕ a〉 ⊗ |g(w∗)〉. These two
states are eigenstates of an additive operator Aˆ =∑n
l1=1
(−1)w∗l1al1 σˆz(l1), and the difference of their eigen-
values is 2
∑n
l1=1
al1 . Since
∑n
l=1 al = Θ(n) as ar-
gued above, |w∗〉 ⊗ |g(w∗)〉 and |w∗ ⊕ a〉 ⊗ |g(w∗)〉 are
macroscopically distinct for almost every a. Therefore,
|ψn,a,w∗〉 is a superposition of these two macroscopically
distinct states.
E. Glued-trees problem
The glued-trees problem is as follows [20, 76]. We con-
sider two perfect binary trees of height n, as shown in
Fig. 1. The total number of the vertices isM = 2n+2−2.
Each vertex has a unique name randomly chosen from
2n-bit strings—this implies that the number of possible
names is N = 22n and is much larger than M . The trees
column j0 1
... n n+1 ... 2n 2n+1
FIG. 1. Glued-trees graph for an instance of n = 3.
are randomly glued: the leaves are connected by a ran-
dom cycle that alternates between the leaves of the two
trees. We are given an oracle that outputs the names of
the adjacent vertices on any input vertex name. Then
the problem is, given the name of the left root, to find
the name of the right root. An instance (denoted by ν)
for fixed n is identified with a random cycle and a list of
random names.
This problem was proposed in Ref. [76] in a context of
quantum walk. It was shown that a quantum-walk algo-
rithm solves it in polynomial computational time, while
classical algorithms require at least subexponential num-
ber of oracle calls. Hence the quantum algorithm achieves
the exponential quantum speedup.
An AQC version of the algorithm was proposed in
Ref. [20]. It was shown that this adiabatic algorithm
also achieves the exponential quantum speedup.
Before investigating our conjecture in this algorithm,
we briefly review it. This algorithm uses a system of
2n qubits for instances of problem size n to express ver-
tex names of 2n-bit strings. The total Hamiltonian is
different from that in Eq. (1). It is composed of three
Hamiltonians:
Hˆ(s;n, ν) = (1− s)αHˆini + sαHˆfin − s(1− s)Hˆora,
(23)
where the parameter α is a constant satisfying 0 < α <
1/2. In the below, we define individual Hamiltonians.
Let w(v) ∈ {0, 1}2n be the name of a vertex v. We
define the initial and final Hamiltonians respectively as
Hˆini = −|w(0)〉〈w(0)| and Hˆfin = −|w(M − 1)〉〈w(M −
1)|. Here, v = 0 and v = M − 1 represent the
left and right roots, respectively. To define the oracle
Hamiltonian Hˆora, we consider the following orthonor-
mal states: |col(j)〉 = (1/√Nj)∑v∈Vj |w(v)〉. Here,
j = 0, 1, ..., 2n + 1, and Vj is the set of the vertices be-
longing to the jth column (see Fig. 1), and Nj = #Vj
(Nj = 2
j for 0 ≤ j ≤ n and Nj = 22n+1−j for
n + 1 ≤ j ≤ 2n + 1). Note that |col(0)〉 = |w(0)〉 and
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{|col(j)〉}j , we define the oracle Hamiltonian as an Her-
mitian matrix with 〈col(j)|Hˆora|col(j′)〉 = 0 for j′ 6= j±1,
and
〈col(j)|Hˆora|col(j + 1)〉 =
{√
2 j = n
1 otherwise.
It was shown that there are two crossing points, s = sc =
α/
√
2 and s = 1 − sc, for Hˆ(s;n, ν) in Eq. (23) [20]. At
these points, the energy gap between the ground and first
excited states becomes exponentially small as n increases,
and the energy levels cross for the infinite-size limit.
The quantum adiabatic algorithm works as follows [20].
We initialize the state in |w(0)〉, the ground state of
Hˆ(s;n, ν) = Hˆini, and increase s at a constant rate of
s˙(t) = O(n−6). Then, the state adiabatically evolves
in the ground state |ψ0n,ν(s)〉 until a transition to the
first excited state occurs at around s = sc. After the
first transition, the state adiabatically evolves in the first
excited state |ψ1n,ν(s)〉. At around the second crossing
point, s = 1−sc, a transition back to the ground state oc-
curs. After the second transition, the state adiabatically
evolves in the ground state |ψ0n,ν(s)〉 to be |w(M − 1)〉
eventually at s = 1. We thus obtain the solution, the
name of the right vertex, in polynomial computational
time.
Now we show that our conjecture is correct for this
algorithm. Since the algorithm uses the ground and first
excited states, we investigate Conjecture. We take the
set H = {(n, ν)|n = 1, 2, ...} as the collection of all the
instances and define families of ground and first excited
states as
FH(s, λ) =
{|ψλn,ν(s)〉}(n,ν)∈H,
where λ = 0, 1. Then, we find that p = 2 for FH(s, 0) with
s0 ≤ s ≤ sc and 1 − sc ≤ s ≤ 1 − s0. We also find that
p = 2 for FH(s, 1) with sc ≤ s < α and 1−α < s ≤ 1−sc.
Here, s0 is some O(1) constant. In the following, we show
this result.
To this end, we note that it is sufficient to analyze
the region of s0 ≤ s < α since the Hamiltonian (23)
has (s, j) ↔ (1 − s, 2n + 1 − j) symmetry. As shown
in Appendix D, we can write the ground state for s0 ≤
s ≤ sc and the first excited state for sc ≤ s < α in the
following form:
|ψλn,ν(s)〉 = c|w(0)〉+ c⊥|w(0)⊥〉, (24)
where c and c⊥ =
√
1− c2 are O(1) real numbers, and
|w(0)⊥〉 =
∑
v 6=0
dv|w(v)〉 (25)
is a state orthogonal to |w(0)〉 (the concrete forms of c,
c⊥, and dv’s are not important here).
To show that FH(s, λ) has p = 2, it is sufficient to find
one additive observable whose fluctuation is macroscop-
ically large. We show that Aˆ ≡ ∑2nl=1(−1)wl(0)σˆz(l) is
such an additive operator by using the two facts:
Aˆ|w(0)〉 = 2n|w(0)〉, (26)∣∣2n− 〈w(0)⊥|Aˆ|w(0)⊥〉∣∣ = Θ(n). (27)
Equation (26) is obvious from the definition of Aˆ, and
Eq. (27) is shown in Appendix E. These two facts lead
to
〈ψλn,ν(s)|Aˆ2|ψλn,ν(s)〉 − 〈ψλn,ν(s)|Aˆ|ψλn,ν(s)〉2
= c2c2⊥
{
2n− 〈w(0)⊥|Aˆ|w(0)⊥〉
}2
+ c2⊥
{
〈w(0)⊥|Aˆ2|w(0)⊥〉 − 〈w(0)⊥|Aˆ|w(0)⊥〉2
}
= Θ(n2). (28)
In the first equality we used Eq. (26) together with c2⊥ =
1− c2 and 〈w(0)|w(0)⊥〉 = 0, and in the last line we used
Eq. (27) with the fact that c and c⊥ are O(1). Therefore,
Aˆ is a macroscopically-fluctuating additive operator for
FH(s, 0) with s0 ≤ s ≤ sc and for FH(s, 1) with sc ≤ s <
α. Therefore, we conclude that our conjecture is correct
for the quantum adiabatic algorithm for the glued-trees
problem.
We may understand this result as follows. Initially,
the state is |w(0)〉 localized at the left root. And, as s in-
creases, it gradually becomes delocalized to be a superpo-
sition of the state localized at the left root and the states
localized at other vertices [Eq. (24) with Eq. (25)]. Equa-
tions (26) and (27) indicate that the state in Eq. (24) is
a superposition of macroscopically distinct states for al-
most every instance.
V. CONCLUDING REMARKS
In summary, we have proposed a conjecture on a nec-
essary condition for the quantum speedup in AQC: if
AQC outperforms classical computation in the sense of
the strong quantum speedup [16], then a superposition
of macroscopically distinct states (signaled by p = 2) ap-
pears during the computation. We have calculated the
index p for the states in five algorithms to test our con-
jecture. We have shown that all the results are consistent
with our conjecture. These results suggest that the index
p is an appropriate indicator of entanglement that plays
an essential role in the quantum speedup.
As mentioned in Sec. II B, the index p represents an as-
pect of entanglement that is not captured by bipartite en-
tanglement measures. This may lead to difference in the
relations between entanglement and quantum speedup.
In fact, in the adiabatic Grover algorithm, the index p
can detect the quantum speedup (Sec. IVA) whereas the
entanglement entropy cannot detect it [40, 43]. As shown
in Ref. [36], the entanglement entropy is a lower bound on
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an entanglement measure Eχ based on the Schmidt rank,
and Eχ = O(n
a) (with a positive constant a) is neces-
sary for the exponential quantum speedup. This suggests
that the entanglement entropy can detect the exponen-
tial speedup but it cannot detect the polynomial speedup.
The index p, by contrast, can detect both the exponential
and polynomial quantum speedups (if our conjecture is
correct). Therefore, we expect that the index p is more
suitable for investigating the strong quantum speedup.
From the results in Sec. IV, we may classify AQC algo-
rithms (with the quantum speedup) into two. In the first
class, including the adiabatic algorithms for the Grover
and glued-trees problems, there exist crossing points at
some s and states with p = 2 appear at intermediate
s (0 < s < 1). In the second class, including the adi-
abatic Bernstein–Vazirani and Simon algorithms, cross-
ing points are absent, and states with p = 2 appear at
the ends of algorithms. Related to this classification,
we can show the following proposition straightforwardly
from the results in Ref. [60]: “Let Hˆ be a Hamiltonian
satisfying
Hˆ =
∑
X:|X|≤k
hˆX with
∑
X:X∋l
|hˆX | ≤ g, ∀l, (29)
where X is a subset of the sites (|X | is the number of
the sites included), and k and g are O(1) constants. If
the ground state of Hˆ has p = 2, then either the en-
ergy gap closes in the infinite-size limit or the ground
state is degenerate.” Strictly speaking, we cannot apply
this proposition to the examples in Sec. IV, since their
Hamiltonians do not satisfy the conditions of Eq. (29).
Nevertheless, we see a rough correspondence between the
first (second) class and the former (latter) of the propo-
sition. Restricted to the first class with Hamiltonians
of Eq. (29), our conjecture (if it is correct) justifies an
expectation that (either power-law or exponential) gap
closing, implying quantum phase transition, is necessary
for the quantum speedup in AQC.
Provided that our conjecture is correct for general
AQC, it could make a large contribution to the devel-
opment of AQC. For example, in many cases of AQC
using stoquastic Hamiltonians, we do not have conclu-
sive evidence for the strong quantum speedup at present
(see Sec. VI of Ref. [13] for a review). In these cases, we
may use the index p to judge the speedup. We note that
p = 2 does not immediately mean the speedup but p < 2
immediately means no speedup. Of particular interest
is to evaluate the index p in AQC for the NP-complete
problems, such as the exact cover problem [2, 77]. In the
exact cover problem, it is difficult to numerically evaluate
the energy gap for large-size instances because the gap
becomes smaller than the numerical precision [77]. Even
in such cases we could evaluate p because 1 ≤ p ≤ 2.
We also discuss the stability of states with p = 2. It
was shown [78] that the decoherence rate of a state with
p can be Θ(np) for some noise. This means that for
any state with p = 2, there is some dangerous noise to
which the state is highly unstable. Therefore, in order to
construct a stable AQC, the protection from the danger-
ous noise is more important than that from other noises.
Note that we can identify the dangerous noise from the
macroscopically-fluctuating additive observable [78].
Finally, we remark that we can extend our conjec-
ture to the case of quantum annealing, which uses mixed
states. For mixed states, we can detect a superposition
of macroscopically distinct states by an index q, a nat-
ural extension of p [42, 79]. Hence we have only to re-
place p with q in Conjecture. We should also test the ex-
tended conjecture in quantum annealing algorithms (e.g.
Ref. [80]) known to achieve the quantum speedup.
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Appendix A: Derivation of Eq. (18)
First we consider the case of a = 0. In this case,
fa(w) = 0 for any w ∈ {0, 1}n, and hence |ψ0n,a(1)〉 =
(1/
√
N)
∑N−1
w=0 |w〉 ⊗ |0〉n+1 =
⊗n
l=1 |+〉l ⊗ |0〉n+1. This
is a product state. Therefore |ψ0n,a(1)〉 for a = 0 has
emax = 2 since any product states have emax = 2 [42].
Hereafter in this Appendix, we assume a ≥ 1. We
define ka ≡
∑n
l=1 al. Obviously, 1 ≤ ka ≤ n. The goal is
to show emax(n, a) = ka + 1 for |ψ0n,a(1)〉.
1. Another expression of |ψ0n,a(1)〉
We first note that, for fixed ka, we may change the
value of a to a =
∑n
l=n−ka+1
2l−1 by simple relabeling
of the bits. Therefore, it is sufficient to analyze the in-
stances of a =
∑n
l=n−ka+1
2l−1 (ka = 1, 2, ..., n). For
such an instance, we can rewrite |ψ0n,a(1)〉 in Eq. (15) as
|ψ0n,a(1)〉 =
1√
N ′a
N ′a−1∑
w′=0
|w′〉 ⊗ |ϕka,e〉
=
n−ka⊗
l=1
|+〉l ⊗ |ϕka,e〉, (A1)
where N ′a = 2
n−ka . Here, the state |ϕka,e〉 of the system
of qubits for n− ka+1 ≤ l ≤ n+1 is recursively defined
as
|ϕka,e〉 =
1√
2
(
|ϕka−1,e〉 ⊗ |0〉+ |ϕka−1,o〉 ⊗ |1〉
)
,
|ϕka,o〉 =
1√
2
(
|ϕka−1,e〉 ⊗ |1〉+ |ϕka−1,o〉 ⊗ |0〉
)
,
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and |ϕ1,e〉 =
(|0〉⊗ |0〉+ |1〉⊗ |1〉)/√2 and |ϕ1,o〉 = (|0〉⊗
|1〉+ |1〉⊗|0〉)/√2. In other words, |ϕka,e〉 (|ϕka,o〉) is the
uniform superposition of the computational basis states
where even (odd) number of the qubits are in |1〉.
Furthermore, by using the x-basis states, we can show
that |ϕka,e〉 and |ϕka,o〉 are expressed as
|ϕka,e〉 =
1√
2
(|++ · · ·+〉+ | − − · · · −〉), (A2)
|ϕka,o〉 =
1√
2
(|++ · · ·+〉 − | − − · · · −〉). (A3)
That is, |ϕka,e〉 is the GHZ state of ka + 1 qubits in the
x basis. Going back to the original labels of the (qu)bits,
we obtain Eq. (19) from Eq. (A1) with Eq. (A2).
2. The variance-covariance matrix for |ψ0n,a(1)〉
We next calculate the VCM for |ψ0n,a(1)〉. As seen
in Sec. II C, the matrix elements of the VCM are the
correlations of the Pauli matrices of two qubits. From
Eq. (A1), it is clear that there are no correlations with the
first n−ka qubits. Therefore it is sufficient to investigate
the correlations among the remaining ka+1 qubits in the
state |ϕka,e〉.
Equation (A2) leads to 〈ϕka,e|σˆα(j)|ϕka,e〉 = 0 (α =
x, y, z). Therefore, the elements of the VCM can be
written as Vjα,j′α′ = 〈ϕka,e|σˆα(j)σˆα′(j′)|ϕka,e〉. From
Eq. (A2), these elements can be calculated as
〈ϕka,e|σˆα(j)σˆα′(j)|ϕka,e〉 = δα,α′ ,
and for j 6= j′
〈ϕka,e|σˆα(j)σˆα′ (j′)|ϕka,e〉 =
{
1 α = α′ = x
0 otherwise.
Therefore, we may write the VCM, which is a 3(ka+1)×
3(ka + 1) matrix, as
V =


I3 X3 X3 · · · X3
X3 I3 X3 · · · X3
X3 X3 I3 · · · X3
...
...
...
. . .
...
X3 X3 X3 · · · I3


.
Here, I3 is the 3× 3 identity matrix, and
X3 =

1 0 00 0 0
0 0 0

 .
By exchanging the columns and rows, we can transform
V into
V =
(
Jka+1 0
0 I2(ka+1)
)
, (A4)
where Jka+1 is the (ka + 1) × (ka + 1) matrix all the
elements of which are one, and I2(ka+1) is the 2(ka+1)×
2(ka + 1) identity matrix.
3. The maximum eigenvalue of the VCM
We next determine the maximum eigenvalue of V .
From Eq. (A4), we may separately calculate the eigen-
values of Jka+1 and I2(ka+1). Obviously, the eigenval-
ues of I2(ka+1) are one. On the other hand, those of
Jka+1 are ka + 1 (non-degenerate) and zero (ka-fold de-
generate), as we show in the next paragraph Therefore,
we show that the maximum eigenvalue of the VCM is
emax(n, a) = ka + 1.
Here we determine the eigenvalues of Jka+1 by showing
that the characteristic polynomial Pka(λ) ≡ det[Jka+1 −
λIka+1] is written as Pka(λ) = (−λ)ka(ka + 1 − λ). We
can show this as follows. From the definition of Pka(λ),
we have Pka(λ) = −λ
[
2Pka−1(λ) + λPka−2(λ)
]
. This
recurrence relation together with P0(λ) = 1 − λ and
P1(λ) = −λ(2 − λ)—these can be verified by direct
calculation—leads to that Pka(λ) = (−λ)ka(ka+1−λ) is
valid for ka ≥ 0. Therefore we show that the eigenvalues
of Jka+1 are ka + 1 and zero.
In addition, we can easily show that umax ≡ (1, 1, ..., 1)
[(ka + 1)-dimensional unit vector] satisfies the eigen-
value equation: Jka+1u
max = (ka + 1)u
max. From this,
we identify the macroscopically-fluctuating observable as
Aˆ =
∑n
l=1 alσˆx(l) + σˆx(n+ 1).
Appendix B: Derivation of Eq. (22)
We define ka ≡
∑n
l=1 al. First we consider the case of
a = 2l−1 (l = 1, 2, ..., n). In this case, ka = 1 and we can
rewrite Eq. (20) as
|ψn,a,w∗〉 =
n⊗
l1=1
(l1 6=l(a))
|w∗l1〉l1 ⊗ |+〉l(a) ⊗ |g(w∗)〉, (B1)
where l(a) is the label satisfying al(a) = 1. This is a
product state and thus has emax = 2 since any product
states have emax = 2 [42].
Hereafter, we assume 2 ≤ ka ≤ n. We first note
that, for fixed ka, we may change the value of a to a =∑ka
l1=1
2l1−1 by simple relabeling of the bits. Therefore it
is sufficient to analyze the instances of a =
∑ka
l1=1
2l1−1
(ka = 2, 3, ..., n). For such an instance, we can rewrite
Eq. (20) as
|ψn,a,w∗〉 = |ϕka,w∗〉
n⊗
l1=ka+1
|w∗l1〉l1 ⊗ |g(w∗)〉, (B2)
|ϕka,w∗〉 =
1√
2
(|wka〉+ |w˜ka〉), (B3)
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where |wka〉 =⊗kal1=1 |w∗l1〉l1 is the first ka-qubit extrac-
tion of |w∗〉, and |w˜ka 〉 =⊗kal1=1 |1−w∗l1〉l1 is the all-bit-
flipped state of |wka 〉.
We next calculate the VCM for |ψn,a,w∗〉. The matrix
elements of the VCM are the correlations of the Pauli
matrices of two qubits. Equation (B2) implies that there
are no correlations between the qubits with labels ka +
1 ≤ l1 ≤ n (in the first subsystem) and those with 1 ≤
l2 ≤ n − 1 (in the second subsystem). Therefore it is
sufficient to investigate the correlations among the first
ka qubits in the state |ϕka,w∗〉.
Using Eq. (B3), we can calculate the expectation values
of σˆα(l1) (α = x, y, z) as 〈ϕka,w∗ |σˆα(l1)|ϕka,w∗〉 = 0. Also
we have 〈ϕka,w∗ |σˆα(l1)σˆα′ (l1)|ϕka,w∗〉 = δα,α′ and
〈ϕka,w∗ |σˆα(l1)σˆα′ (l′1)|ϕka,w∗〉 =
{
(−1)w
∗
l1
+w∗
l′
1 α = α′ = z
0 otherwise,
for l1 6= l′1. Hence we may write the VCM, which is a
3ka × 3ka matrix, as
V =


I3 Z
(1,2)
3 Z
(1,3)
3 · · · Z(1,ka)3
Z
(2,1)
3 I3 Z
(2,3)
3 · · · Z(2,ka)3
Z
(3,1)
3 Z
(3,2)
3 I3 · · · Z(3,ka)3
...
...
...
. . .
...
Z
(ka,1)
3 Z
(ka,2)
3 Z
(ka,3)
3 · · · I3


.
Here, I3 is the 3× 3 identity matrix, and
Z
(l,l′)
3 =

0 0 00 0 0
0 0 (−1)w∗l +w∗l′

 .
By exchanging the columns and rows, we can transform
V into
V =
(
J ′ka 0
0 I2ka
)
, (B4)
where J ′ka is the ka × ka matrix whose (l, l′) element is
(−1)w∗l +w∗l′ , and I2ka is the 2ka × 2ka identity matrix.
Therefore, in a similar manner to that in Appendix A,
we obtain the maximum eigenvalue of V as emax(n, a) =
ka. In addition, we identify the macroscopically-
fluctuating observable as Aˆ =
∑n
l1=1
(−1)w∗l1al1 σˆz(l1).
Appendix C: Rigorous estimation for asymptotic
behavior of binomially distributed emax(n, a)
Here we show that emax(n, a) given by Eq. (18) or (22)
asymptotically behaves as
emax(n, a) = Θ(n), (C1)
for the family of all the instances.
We define ka(n) ≡
∑n
l=1 al for a ∈ {0, 1}n. Then, from
Eq. (18), we may say that
emax(n, a) = ka(n) + 1 (C2)
holds for almost every a in the adiabatic Bernstein–
Vazirani algorithm. And, from Eq. (22), we may say
that
emax(n, a) = ka(n) (C3)
holds for almost every a in the adiabatic Simon algo-
rithm. The number of instances Nnot not satisfying
Eq. (C2) or (C3) is vanishingly small: limn→∞Nnot/N =
0, where N = 2n is the total number of a’s (instances)
for fixed n.
Therefore, in the following, we consider the instances
that satisfy Eq. (C2) or (C3). For such instances, we
verify Eq. (C1) by showing that, for any ε (0 < ε < 1),
(1 − ε)n/2 ≤ ka(n) ≤ (1 + ε)n/2 holds for almost every
a ∈ {0, 1}n (for sufficiently large n).
In the above statement, “almost every a” means
lim
n→∞
Nexc(n, ε)
N
= 0, (C4)
where Nexc(n, ε) is the number of the exceptional in-
stances that satisfy
∣∣ka(n) − n/2∣∣ > εn/2. Therefore
the goal of this Appendix is to show Eq. (C4).
We can show Eq. (C4) as follows. The number of the
instances that satisfy ka(n) = k is equal to the binomial
coefficient
(
n
k
)
= n!/[k!(n − k)!]. Thanks to the Stirling
formula [81], we can show that for m ≥ 1
√
2πm(m/e)m < m! <
√
2πm(m/e)me1/12m.
Therefore we may estimate
(
n
k
)
for 1 ≤ k ≤ n− 1 as(
n
k
)
<
nn+1/2e1/12n√
2πkk+1/2(n− k)n−k+1/2 .
Furthermore, if k = ⌈(1 − ε)n/2⌉ or k = ⌊(1 + ε)n/2⌋
(0 < ε < 1), we may estimate the above equation as(
n
k
)
<
√
2
π(1 − ε2)nN exp
[
−1
2
h(ε)n+
1
12n
]
,
where h(ε) = (1 + ε) log(1 + ε) + (1− ε) log(1− ε).
Using the above equation, we can estimate Nexc as
Nexc(n, ε) =
⌊(1−ε)n/2⌋∑
k=0
(
n
k
)
+
n∑
k=⌈(1+ε)n/2⌉
(
n
k
)
< 2 + (1 − ε)n
√
2
π(1− ε2)nN exp
[
−1
2
h(ε)n+
1
12n
]
,
where the first term in the last line follows from
(
n
0
)
=(
n
n
)
= 1. Dividing this equation by N , we finally obtain
Nexc(n, ε)
N
<
2
N
+
√
2(1− ε)n
π(1 + ε)
exp
[
−1
2
h(ε)n+
1
12n
]
.
(C5)
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The right hand side approaches zero as n → ∞ because
h(ε) > 0 for 0 < ε < 1.
Appendix D: Derivation of Eq. (24)
Here, we derive the ground and first excited states
of the Hamiltonian (23) in the glued-trees problem.
This appendix is based on the supplemental material of
Ref. [20]. New results here are explicit (approximate)
forms of the states, Eqs. (D4) and (D5) (as well as the
energy gap at sc).
In this appendix, we assume 0 < s < α. For
convenience, we rescale the Hamiltonian as Hˆ ′ =
Hˆ(s;n, ν)/[s(1 − s)] = α′Hˆini + β′Hˆfin − Hˆora, where
α′ = α/s and β′ = α/(1−s). Following the supplemental
material of Ref. [20], we can write the ground and first
excited states in forms of |ψ〉 =∑2n+1j=0 γj |col(j)〉, where
γj =
{
aeqj + be−qj 0 ≤ j ≤ n
ceq(2n+1−j) + de−q(2n+1−j) n+ 1 ≤ j ≤ 2n+ 1
(D1)
with real constants a, b, c, d, q to be determined (q > 0).
From the eigenvalue equation, Hˆ ′|ψ〉 = E′|ψ〉, we obtain
E′ = −2coshq and
M(a, b, c, d)T = 0, (D2)
M =


e−q − α′ eq − α′ 0 0
0 0 e−q − β′ eq − β′
eq(n+1) e−q(n+1) −√2eqn −√2e−qn
−√2eqn −√2e−qn eq(n+1) e−q(n+1)

 .
Since Eq. (D2) has non-trivial solutions, detM = 0,
which leads to
(1− α′x)(x − β′)x−2n+3 + (x− α′)(1− β′x)x−2n+3
+ (1 +
√
2x)(1 −
√
2x)(1 − α′x)(1 − β′x)x−4n
+ (x +
√
2)(x −
√
2)(x − α′)(x− β′)x4 = 0, (D3)
with x = eq. The solutions of Eq. (D3) in the limit
of n → ∞ are x∞ =
√
2 and x∞ = α
′ [note that q > 0
(x > 1) and β′ < 1]. The state corresponding to x∞ = α
′
is the ground state for s < sc and is the first excited state
for sc < s (< α) because E
′ = −2coshq = −(x+x−1). At
s = sc (α
′ =
√
2), in particular, these two solutions are
equal to each other, which indicates the level crossing
in the infinite-size limit. In the below, we analyze the
finite-size correction for s 6= sc and s = sc separately.
First, we consider the case of s 6= sc. In this case, it is
reasonable to expand the solution of Eq. (D3) in powers
of ǫ′ ≡ (α′)−n. We substitute x = α′ + x1ǫ′ + O(ǫ′2)
into Eq. (D3) and collect the terms proportional to ǫ′ to
obtain x1 = 0.
We may determine the corresponding eigenstates by
solving Eq. (D2) in powers of ǫ′ and by using the nor-
malization condition with Eq. (D1). From the condition
|γj | ≤ 1 for Eq. (D1), the leading terms of (a, b, c, d)
should be (a1ǫ
′, b0, c1ǫ
′, d0). We substitute these leading
terms into Eq. (D2) with first-order approximation ofM
in ǫ′. Then, from the terms proportional to ǫ′0 and ǫ′, we
can show a1 = c1 = d0 = 0. From this result, we obtain
the eigenstate corresponding to x = α′ + O(ǫ′2) within
an error of O(ǫ′2):
|ψ〉 ≃ b0
n∑
j=0
(α/s)−j |col(j)〉 (D4)
= b0
n∑
j=0
∑
v∈Vj
(
√
2α/s)−j |w(v)〉.
If s = O(1), we can write this result in the form of
Eq. (24) with O(1) constants c and c⊥.
Next, we consider the case of s = sc. In this case,
it is reasonable to expand the solution of Eq. (D3) in
powers of ǫ ≡ 2−n/2. We substitute x = √2+x1ǫ+O(ǫ2)
into Eq. (D3) and collect the terms proportional to ǫ2 to
obtain x1 = ±1/2. Here, the positive (negative) sign
corresponds to the ground (first excited) state because
E′ = −(x+ x−1). Therefore, the energy gap of the non-
rescaled Hamiltonian at sc is ∆E = sc(1−sc)ǫ/2+O(ǫ2).
We may determine the corresponding eigenstates in
a similar manner to that in the case of s 6= sc. The
result is d0 = 0 and a1 = c1 = ±b0/
√
2 (correspond-
ing to x1 = ±1/2) for the leading terms of (a, b, c, d) =
(a1ǫ, b0, c1ǫ, d0). From this result, we can determine ex-
plicit forms of the ground and first excited states within
errors of O(ǫ2):
|ψ±〉 ≃ b0

 n∑
j=0
2−j/2|col(j)〉 ± ǫ
2n+1∑
j=0
√
Nj
2
|col(j)〉

 .
(D5)
Here, Nj = 2
j for 0 ≤ j ≤ n and Nj = 22n+1−j for
n+ 1 ≤ j ≤ 2n+ 1. We can write Eq. (D5) in the form
of Eq. (24) with O(1) constants c and c⊥.
Appendix E: Derivation of Eq. (27)
In the expression (25) of |w(0)⊥〉, W⊥ = {w(v)}v 6=0 is
a set of M − 1 strings randomly chosen without repeti-
tion from all the 2n-bit strings except for w(0), where
M = 2n+2 − 2. Let P be the probability that W⊥ con-
tains at least one w(v) satisfying |2n − Aw(v)| = o(n).
Here, Aw(v) is given by Aˆ|w(v)〉 = Aw(v)|w(v)〉 with
Aˆ =
∑2n
l=1(−1)wl(0)σˆz(l). To derive Eq. (27), it is suf-
ficient to show that P is vanishingly small for large n.
The number of strings that satisfy |2n − Aw| = o(n)
is L =
∑K
k=1
(
2n
k
)
with K = o(n). This is much smaller
than N = 22n. In practice, we can show, in a similar
manner to that in Appendix C, that
LM
N
→ 0 and L
2M
N
→ 0 as n→∞. (E1)
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IfW⊥ contains µ strings satisfying |2n−Aw(v)| = o(n),
then the µ strings are chosen from the above L candidates
and the others are chosen from the rest. Therefore the
probability P is given by
P =
∑L
µ=1
(
L
µ
)(
N−L−1
M−µ−1
)
(
N−1
M−1
) .
We may evaluate this as
P <
L
(
L
µ¯
)(
N−L−1
M−µ¯−1
)
(
N−1
M−1
) < Lµ¯+1M µ¯
(N − L)µ¯ , (E2)
where µ¯ = argmax1≤µ≤L
(
L
µ
)(
N−L−1
M−µ−1
)
. The right hand
side of Eq. (E2) approaches zero as n → ∞ due to
Eq. (E1).
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