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ABSTRACT 
In this paper, we present a hierarchical self-organiziuig map 
 applying to scaling and rotation invariant recognition of a 
256 x 256-pixel color-texture image. Since Kohonen's Self- 
Organizing Mapping is not embedded with the invariant a- 
bility, some learning modifications are added in Rotarion 
and Scaling Invariant Selforganizing Map (RSISOM). The 
concept of hierarchy self-organiziing map, furthermore, is 
developed to improve the performance of RSISOIvI for a 
color image recognition. In the experiment, the proposed 
algorithm shows the efficient invariant capability under s- 
c&g and rotation as well as the distinguish capability in 
different color-texture images. Furthermore, the computa- 
tional time after applying the concept of Hierarchy in RSI- 
SOM approach is three times less than the computational 
time of the original RSISOM. 
1. INTRODUCTION 
pixels. The location of weight vectors after RSISOM con- 
vergence is used to represent the feature of an image which 
it will not be altered due to the transformation, rotation and 
scaling of the image. This approach is expand to capture the 
color texture of a RGB-formated image by performing sep- 
arably on each decomposed R, G and B images. Although 
the invariant ability under rotation and scaling as well as the 
distinguish ability of different color-texture images are stii- 
I embedded in the extracted feature of a color image, the 
additional computational~time increases three times for the 
extracted-feature of a color image. In this paper, Hierarchi- 
cal RSISOM is proposed for invariant recognition of a color 
image which eliminates the redundant task of the original 
RSISOM. 
This paper is organized as follows: In Section 2 we re- 
view hierarchical self-organizing map. In Section 3 we dis- 
cuss the proposed algorithm, namely Hierarchical RSISOM 
and suggest how the invariant mapping is applied to extract 
features of a color image. Section 4 summarizes the experi- 
mental results. Section 5 concludes the paper. 
The aim of invmant pattern recognition is to identify an im- 
age indcpcndently of its rotational orientation 3nd S I X ,  i.e.. 2. HIEKAKCHICAL SELF-ORGANIZING MAP 
smaller or larger. The idea is to find the technique exbacting 
the appropriate features of the image regardless whether it 
changes the rotational orientation or the s u e  of the image. 
For several years, the feature extracting techniques such as 
moment, e.g. Zernike moment and high-order neural net, 
work have been applied in invariant rotation and scaling pat- 
tern recognitionll, 2,3,5,7,13,14]. These approaches are 
costly in terms of computational time and network complex- 
ity. They are not practical for when applied with an  image^ 
of size at least 256 x 256 pixels. 
Rotational and Scaling Invariant Self-organizing Map 
(RSISOM) Algorithm in [I 11 based on Kohonen's compet- 
itive learning concept [4] and principle component analy- 
s i s ~  [9] is shown as an efficient technique to extract the in- 
vai'iant features of a pay-leveled image of size 256 x 256- 
~~ 
'This work is fully s&ortedby Thailand Research Fund. ~ i 
.~ . 
The concept of hierarchical self-organizing map in [6, 121 is 
based on a hierarchical structure of multiple layers of which 
each comprises of a number of independent self-organizing 
maps. For the ordinary structure of the hierarchy, there is 
only one self-organizing map in the first layer and there are 
ascendingly increasing number of self-organizing maps in 
the further layer. For every neuron in a layer is connected 
to an independent self-organizing map in the next layer of 
the hierarchy. In Figure 1, an example of hierarchical self- 
organizing map with three layers is illustrated. The first 
organizing map with nine neurons and thus the further lay- 
er contains nine independent self-organizing maps of which - ~ 
each has four neurons. At last layer in 1, the number of self- 
organiziig maps is 9 x 4 self-organizing maps where each 
map consists of four neurons. 
layer, the most top layer in Figure 1, consists of one self- .~ 
~ 
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Figure 1: An example of Hierarchical Self-Organizing Map 
with three layers. 
For the learning of hierarchical self-organizing map, the 
whole input data is fed into a self-organizing map in the first 
layer. When self-organizing map in the first layer reaches 
the stable state, the portion of the input data that is mapped 
onto the respective neuron in the first layer is forwarded into 
self-organizing map in the second layer. This learning pro- 
cess is repeated in the further layer until the last layer of the 
hierarchy. 
3. PROPOSED FEATURE EXTRACTION METHOD 
In the proposed technique, exh-acting the invariant feature 
of a color image is based on the location of obtained weight 
vectors after applying the hierarchical self-organizing map. 
To obtain the location of weight vectors regardless whether 
the data vectors are scaled and rotated, Rotational and Scd- 
ing Invariant Self-Organiziing Map (RSISOM) is used. The 
structure and learning method of Hierarchical RSISOM are 
firstly described and then its algorithm is shown. 
Definition 1 The coordinate data vector, x f ,  correspond- 
ing fo a spatial coordinate (xl, x2) at pixel k of a two- 
dimensional i m g e  is defined as 
xp = [Zkl Zk2lT (1) 
and Xc = {xf, . . . , xg} is a set of coordinate data vec- 
tors where m is the number ofpixels. 
Definition 2 The intensity data vector, x:, is an intensity at 
pixel k of a RGB-formated image defined as the following 
equation: 
4 = [+f, d x f )  (2) 
and XI = {xf, . . . , xk} is a set of intensiry data vectors 
where m is the number of pixels. 
The structure of hierarchical RSISOM is appropriately 
designed for extracting the feature of a color image. The 
important information of a color image comprises pixel co- 
ordinates and R, G and B intensity values. Thus, the smc- 
ture of the hierarchy consists of two layers which the first 
layer has only one RSISOM performing on the coordinate 
data vectors defined in Definition 1 on the whole data vec- 
tors whereas the second layer has several independent scal- 
ing invariant self-organizing maps (SISOM) of which each 
computes on the intensity data vector defined in Definition 
2 of the portion of data vectors. 
The, herein, RSISOM algorithm in the first layer is the 
same as the RSISOM algorithm in [lo], applied in a bi- 
leveled image that contains the technique of principle com- 
ponent analysis and the direction algorithm to find the prop- 
er direction of eigenvector as illustrates in the following 
subsection of Hierarchical RSISOM Algorithm, from step 
1-8. The RSISOM’s learning is stable when the data vec- 
tors in every cluster in the present time are unchanged from 
the previous time as the following equation: 
VZ,Ai(t) = Ai(t - 1) (3) 
where Ai ( t )  is the cluster of data vectors represented by 
neuron i at timet. 
After the learning convergence in the first layer, we ob- 
tain the clusters of data vectors corresponding to the loca- 
tion of weight vectors. Each obtained cluster of data vec- 
tors is proceeded to the second layer where every SISOM 
is one-to-one mapping to the RSISOM’s neuron in the first 
layer. The ith SISOM learning algorithm, which perforn- 
s on the intensity data vector of cluster i, is written in the 
following Hierarchical RSJSOM Algorithm at lines 10.13. 
In SISOM algorithm, the computation of the principle com- 
ponent analysis and the direction algorithm are eliminated. 
The Hierarchical RSISOM’s learning will converge if al- 
1 SISOM’s learning reaches the stable state as defined by 
the equation 3. The related notations used in the proposed 
algorithm are defined in the following list: 
7.: 
n,: 
n2: 
mAi: 
X’(A;): 
X’(Ai) = 
/l(XC): 
cov (XC ): 
constant number 
number of RSISOM’s neurons in the first 
layer 
number of SISOM’s neurons in the second 
layer 
number of data vectors in the cluster of 
neuron i 
set of intensity data vectors in the cluster 
Ai 
mean of xc 
covariance matrix of Xc 
{xi, . . . 1  XkA< } 
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W e :  
wY(t): 
W l . .  
w&(t): 
Ai(t): 
coordinate weight vector of neuron i in 
the first layer 
coordinate weight vector of neuron i at 
time t 
intensity weight vector of i th SISOhl's 
neuron j in the second layer 
intensity weight vector of it* SISOM's 
neuron j in the second layer at time t 
cluster i of data vectors represented by 
neuron i at time t 
t3 .  
@(t) = 
ALj( t )  = 
{Xjl Ilx,6(t) - We(, - 1)11 < 
{xjl Ilx:(t) - WLj(t- 1)11 < 
;Vk # i, 
Ilx,c(t) - W F ( t  - 1)ll;Vk # i }  
Ilx:(t) - W;k(t - 1)Il 
xj E X'(Ap)} 
e,: 
e',: 
principle component axis p before applying PCA: 
principle component axis p after applying PCA, 
l i p  5 2;llepll = 1 
1 6 P i 2; llebll = 1 
Hierarchical RSISOM Algorithm 
1. compute p(Xc) and 
c o v ( x c )  = (xc - p(xc)) .  ( x c  - ~ ( x ~ ) ) ~ .  
2. compute the maximum eigenvalue v from C O V ( ~ . ~ ) .  
3. compute the eigenvector e using the maximum eigenval- 
ue U. e is a principle component axis. 
4. determine the proper direction of e using Direction 
Algorithm. 
~,computed(XC) = max;(xY. e') 
and normalize (Xc) as + Xc. .~ 
6. compute 0 = cos-l ((e, . e',) and E = 
n* 
. ~ for 1 5 i 5 nl do 
w c  = (rcos(e),rsin(e)) 
e = e + €  ~~ 
end 
7. update each w e  as follows 
we@) = wF(t - 1)+ 
' 7 i ( t ) C > C A F ( b ) ( x , 6 )  - ' 1 )  
and 
- 1)  then obtain all w e  and all clus- 
ters, Ai ,  of data vectors else go to step 7. 
9. for every cluster of data vectors A,; 1 5 q 5 nl do 
~ 1 0 .  normalize ( x r ) ( ~ i )  as 
0 0  1 
max,[=f, (x')-m%[xpl (x') 
11. c o m p u t e e = E a n d B = O  
for 1 5 i 5 nz do 
wii = (rcose,rsin6',0) 
e = @ + €  
end 
update each w:; as follows 12. 
w q t )  = w&(t - 1)+ 
CjEA;(t)((X:)' - wii(t - '1) 
and 
ifllA:(t)ll = 0 
= { O  m ifllAf(t)ll > 0 
13. V i ,  if A f ( t )  = Al( t  - 1) then obtain all w;; else 
go to step 12. 
14end 
Direction Algorithm 
1. for each principle component axis e', do 
2. set threshold 7 = 0, c = 1, wuntli = 0, 
a n d w u n t 2 i = 0 ; f o r l < i < Z  
3. do 
4. for each data vector x c  do 
5. 
6 . ~  
7. end 
8. T = r + €  
8. ~ .until (cmntl, # wuntl,) 
9. if cmntl, 2 wunt2, then set e', = elp 
IO. if cmntl, < wuntZp then set elp = -elp 
llend 
if elp. xf 2 7 then wuntl, = cmntl, + 1 
if etp . xc < r then cmnt2, = caunt2, + 1 
3.1. Feature Extraction after Applying Hierarchical R- 
SISOM 
When the Hierarchical RSISOM's learning reaches a con- 
vergence phase, the locations of both coordinate weight vec- 
tors of and intensity weight vectors are considered. The fea- 
ture matrix of an image, A, is defined as follows: 
A = [a;jlnlxnz (4) 
where an elements ay are the concatenation between the CO= 
ordinate weight vector, we,  after rotating by angle 0 and the 
intensity weight vector, wt,, corresponding to its coordinate 
weight vector of neuron i as the following computation: 
sine ] w:;w:,] (5) 
a'3 = [ [ -s ine case 
where 0 is cos-l(eP. e;). 
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Figure 2 Eight master images which each of them is differ- 
ent color and shape and their size is 256 x 256. 
4. EXPERIMENTAL RESULTS 
We implemented the proposed algorithm with the following 
leamhg parameters to extract the features of color images 
of size 256 x 256 pixels. 
1. The number of weight vectors of RSISOM in the fist 
layer and of each SISOM in the second layer are eight 
and four, respectively. 
2. Both parameters al and a2 equal to 100 in Hierar- 
chical RSISOM Algorithm. 
The experiment was designed such that it will test the in- 
variant capabilities: rotation and scaling, and color-texture 
distinguish ability of the proposed algorithm. There are 
eight data sets which each set contains only one master im- 
age and the following transformed images: 
1. 24 rotated versions, i.e., rotate the master image every 
15 degrees from 15 to 345 degrees. 
2. 5 scaled versions, i.e., scale the master image by scal- 
ing factor every 0.2 until 2 times. 
and all master images are different from each other as shown 
in Figure 2. 
The following measure is defined to verify whether the 
extracted features by the proposed technique is rotational 
and scaling invariant. Let F(M<) = {AiMi’, .. . ,AiMi)} be 
a set of feature matrices of data set i ,  1 5 i 5 8, which 
contains n - 1 transformed images as above described and 
a master image. Let AiM’) be a master image and AIM*’, 
where 2 5 j 5 n, transformed images of data set i. 
The center distance, C D ( F ( ~ < ) ,  F(’j)), between AIM’’ 
in F(’*) and Ai”.’ in F(’j) is measured, i.e., measure- 
ment between each pair of different images. Furthermore, 
theintemaldistance, i D j ( F ( M G ) ) ,  betweenAiMo and 
for all F(Mi) is also measured. The boundary of the invari- 
ant feature set F ( M s )  is equal to the maximum intemal dis- 
tance of each data set denoted by B(F(M’) ) .  Both CD and 
E are used as discriminating measures for different invari- 
ant images under the invariant conditions as mentioned. 
Table 1 shows the center distance, c D ( F ( ~ . ) ,  F(Mj)) 
for all i # j ,  and an half of the m i n i u m  center distance, 
a gauge of recognition, is 21586.00. Each iDj(F(M*)) is 
measured and if it is greater than an half of the minimum 
center distance, it will be recognized in a incorrect group. 
The accuracy of proposed approach against this experiment 
is 98.21%. In addition to the maximum internal distant of 
each data set, maz, the minimum and the standard devia- 
tion, min and s.d., are measured for the boundary of the 
data set as shown in Table 2. 
5. CONCLUSION 
The concept of hierarchical self-organizing map is devel- 
oped to the problem of invariant recognition of a color im- 
age. The Hierarchy concept is adopted to the original tech- 
nique, Rotation and Scaling Invariant Self-organizing Map, 
in order to eliminate mple the cost of redundant time when 
applies in a color image. Experimentalresult shows that the 
proposed method is an effective extracting technique em- 
bedding the invariant capability and the distinguish ability 
among different color images. The correctness of image 
recognition among different color image regardless trans- 
formations, i.e., rotation and scaling, is 98.21%. Incorrect 
recognition is a result of the interpolating method of scaling 
transformation. The scaling method must introduce some 
new pixels to expand an image. Moreover, the time com- 
plexity of the proposed method is O(nZ) whereas the time 
complexity of previous techniques such as High-Order Neu- 
ral Network is O(n3).  This technique has greatly reduced 
the computational complexity. 
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