Optimal control techniques applied to PPM signal design  by McAulay, Robert J.
INFORMATION AND CONTROL 19,, 221--235 (1968) 
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ROBERT J. McAuLAY~ 
Department of Electrical Engineering and Computer Sciences and the Electronics 
Research Laboratory, University of California, Berkeley, California 
Optimal control techniques are used to derive necessary condi- 
tions for designing opt imum waveforms for pulse-position modu-  
lation communicat ion systems. Nonlinear modulation threshold 
effects are incorporated directly into the design by introducing con- 
straints on the side-lobe peaks of the autocorrelation function. The 
search is performed over the class of signals satisfying constraints on 
the average power, peak power, and bandwidth. The  opt imum signal 
in this class is the one whose autocorrelation function has the sharpest 
central peak while the side-lobe peaks are below the specified con- 
straint level. 
The necessary conditions are obtained by treat ing the correlation 
constraints as functional constraints on the state-variables and ap- 
plying Neustadt 's  abstract  var iat ional  theory. The conditions are 
in the form of differential-difference equations of the advanced and 
retarded type which appear to be extremely difficult to solve ana- 
lytically. 
I. INTRODUCTION 
An  analog source generates a band l imi ted  and  stationary message  
process wh ich  is to be communicated  to a distant receiver using pulse 
position modu la t ion  (PIP~-VI). The  process is sampled  at the Nyqu is t  Rate  
and  the sampled  values are used to pos i t ion-modulate a basic pulse, 
wh ich  is then t ransmit ted over an  additive whi te  Gauss ian  noise channel.  
For  convenience,  we  assume that the t ime between samples  is 2T  
seconds, and  that the sample  value of the analog waveform,  wh ich  is 
denoted  by  r0, is a un i fo rmly  distributed random variable wh ich  has 
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been scaled to lie within the interval [ -T /2 ,  T/2].  The sample value is 
communicated to the receiver by transmitting the signal p(t  -- r0), 
where p( t  -- r0) is the envelope of a high-frequency arrier and 
p(t )  -- O, I t [  > T /2  (1-1) 
f r l2  P2(t) dt = Ev .  (1-2) 
T/2 
The received signal is passed through a filter matched to the basic 
pulse, and the time delay or sample value is estimated by noting the time 
at which the matched filter output attains its maximum value. This 
decision scheme represents the maximum likelihood estimator which is 
known to be optimum, in the mean-squared rror sense, when the signal- 
to-noise ratio (SNR) is large (Wozencraft and Jacobs, 1965). 
When no noise is present at the receiver, the output of the matched 
filter is a delayed replica of the autocorrelation function of the basic 
pulse. Typically this signal has a large peak located at the true time 
ltelay and a less significant side-lobe structure elsewhere. When the 
noise is present, a random component is added on to the autocorrelation 
function, displacing the maximum of the matched filter output fl'om the 
central peak and resulting in errors in the estimation of the pulse time 
delay. 
Wozencraft and Jacobs have shown that for large SNR the mean- 
squared estimation error is given by 
1-' E(.~ -- rob 2 = No L~-rl2 dt , (1-3) 
where No is the spectral density of the white-noise process. Here we have 
used "E"  to denote the expectation operation. 
Since the normalized autocorrelation function of the signal p( t )  is 
1 f r ]2 
¢(r) = E-~v " .-r12 p ( t )p ( t  -- r )  d t l r  I <= T/2  (1-4) 
the mean-squared stimation error can be rewritten as 
E(~ -- ~o) 2 = - No/~(O) ,  
where 
a.r 2 
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Therefore, smaller mean-squared errors can be obtained by increasing 
the SNR, EjNo, or by using a basic pulse having a more sharply 
peaked autocorrelation function. 
For small SNR, it is well-known (Wozencraft and Jacobs, 1965) that 
the pulse position modulation system possesses a threshold at which the 
mean-squared rror deteriorates from the inverse linear dependence on 
EJNo. The threshold effect occurs mainly when the noise at the matched 
filter output has become strong enough to cause the receiver to detect in 
the neighborhood of one of the side-lobe peaks of the autocorrelation 
function, which typically has a sharp principal peak and a much reduced 
side-lobe structure. 
Channel capacity arguments, have been generalized to analog com- 
munication systems (Wozencraft and Jacobs, 1965) and it has been 
shown that the mean-squared error performance is upper-bounded by 
E(e  -- ~0) ~ _-< 1 + \2Wo T]  ' (1 -5 )  
where Wc is the channel bandwidth. The problem of finding codes or 
modulation systems that come close to achieving this bound has been of 
considerable interest ever since Shannon's pioneering work in information 
theory. Since for a PPM system using a fixed basic signal, the mean- 
squared error decreases only inversely with SNR, the optimum operating 
point is at an SNR just above the threshold region. Therefore, the lower 
the threshold region, the closer the performance comes to achieving the 
bound. 
It is therefore important to consider the design of signals whose auto- 
correlation functions strike a balance between sharp central peaks and 
low side-lobe structure, since these characteristics determine the thresh- 
old operating point. It is the purpose of this paper to demonstrate the 
usefulness of control-theoretic optimization techniques in the design of 
signals whose autocorrelation functions have the sharpest central peak 
while satisfying certain weighting constraints on the side-lobe structure. 
In Section II the PPM signal design problem is formulated in terms of 
state-variable notation, since this allows us to proceed irectly with the 
application of a generalized maximum principle (McAulay, 1967c). This 
maximum principle fields necessary conditions for the optimality of 
systems which have correlation constraints on some of the state-variables. 
The necessary conditions are differential-difference equations of the 
advanced and retarded type which appear to be virtually impossible to 
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solve analytically. I t is concluded that numerical methods (i.e., l~icAulay 
1967a, b) will have to be used to make further progress in the signal de- 
sign problem. 
II. THE PPM SIGNAL DESIGN PROBLEM 
We shall assume that every 2T  seconds, the transmitter is given a 
number  To, ] To I -<- [ T/2  which it communicates  to the receiver by 
transmitting the signal p(t  -- To). The  receiver adds a sample function 
f rom a Gaussian white-noise process and applies the resulting signal 
z(t) = p(t -- To) -~-n(t) I t [<  T (2-1) 
to the input of a filter having an impulse response 
h(cr) = p(T /2 - -  a) -- ~ < ~ < ~ (2-2) 
The output of this filter is 
~(T) --- ~(T --  ~)Z(~) d~ 
T 
= (T/2  - r + z)p(z  -- r0) da (2-3) 
+ p(T /2  - T + ~)n(~) do-. 
T 
For convenience, we consider the advanced version of this signal 
f 
T/2 
~(r + T /2 )  = ~_r/: p((~)p(o- --  ~. + To) dz  
(2-4) 
+ p(o- - T )n (~)  do-. 
T 
A delay T/2 has been introduced in order to have a realizable representa- 
tion for the matched filter. Using the definition of the pulse autocorrela- 
tion function [Eq. (1-4)], we can rewrite Eq. (2-4) as follows: 
~(r-t- T/2) = E, .¢(T  -- To) + v(r) ,  (2-5) 
where we have set 
y(T) = p(z -- r )n (z )  dz (2-6) 
T 
Since n(t) is zero mean and Gaussian with covariance function NoB(t), 
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~(r) is also zero mean and Gaussian, but with covariance function 
E(V(TI)-V(T2)) = No.E~.~b(rl - ~'2). (2-7) 
A typical autocorrelation function and received waveform are shown in 
Figs, l (a) and (b). The maximum likelihood receiver declares, as its 
estimate Of To, the number e where 
~(÷) = max ~(~) (2 -s )  
I~I<T/2 
For large SNR, ESNo >> 1, it is well-known (Wozencraft and Jacobs, 
1965) that the resulting mean-squared error performance is given by 
Eq. (1-3). 
From the point of view of signal design, one seeks signals p(t),  non- 
zero only on [--T/2, T/2] which maximize 
T/: \ dt / dt (2-9) 
A/h  
-~ V U 
V' (r) 
t 
•Jf ~t ~ v / T 
-~ WJ" 
'~" ('r +T/2)  
A 
v , T 
~.- T /T  
FIo. 1. (a) Typical pulse auto correlation function. (b) Typical matched filter 
output signal. 
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while satisfying the energy constraint 
f_~/~ v2(t) dt < E~. (2-10) 
At this point the problem is not well formulated mathematically since 
the existence of the integral in Eq. (2-10) does not guarantee the exist- 
ence of the integral in Eq. (2-9). In fact, any discontinuous pulse 
would make Eq. (2-9) infinite, which would result in zero mean-square 
error. This difficulty is resolved mathematically and physically by intro- 
ducing a realistic bandwidth constraint, which insures the differentiabil~ 
ity of p(t). In this regard, we restrict he class of signals, p(t), to those 
obtained by passing energy constrained signals u(t) through a low pass 
filter, and require that the filter output p(t) be identically zero at the 
end-points of the interval. We shall assume that the filter is linear, time- 
invariant and has impulse response h(r). Therefore 
fTI2 p(t) = ~_r/2h(t - a)u((r) dc~, p ( -T /2 )  = p(T/2) = O, (2-11) 
where u(t) must satisfy the energy constraint 
f r/~ uS(t) dt _-< E , .  : (2-12) T/2 
In many applications the filter, h(r), is a physical component in the 
signal transmitter and imposes a physical imitation on the available 
bandwidth, in which case the above model is exact and results in no 
reduction in the class of signals over which the optimization isperformed. 
However the filter could also be used as a mathematical rtifice to gen- 
erate a class of b~ndlimited waveforms which would satisfy an FCC 
bandwidth allocation constraint (Gallager, 1966). 
The signal design problem is to find the filter input signal u(t) that 
produces an output signal p(t) maximizing the quantity in Eq. (2-9) 
subject to the constraints expressed in Eqs. (2-11) and (2.12). The 
optimum solution to this problem would, however, be applicable only in 
the region of high SNR, Ep No >> 1, since the above formulation fails to 
take into account he effect of the anomalous errors characterizing the 
threshold region. From the signal design point of view, constraints must 
be built into the mathematical formulation to account for the side-lobe 
peaks of the pulse autocorrelation function. This can be done by re- 
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quiring that 
1 f T/2 
~b(r) = ~-p _r/2P(t)p(t -- r) dr <= e(r), l r I =< T/2, (2-13) 
where typically e(r) has the form shown in Fig. 2. Since the filter is 
low-pass and its input u(. ) has finite energy E~, the filter output 
p(-)  will be a low-pass ignal. Then ¢(. ) will also be low-pass having 
correlation time approximately 1/Wo, where We is the bandwidth of the 
filter. A good digital representation f ~b(. ) can be obtained by studying 
its behavior at several points per correlation time. Therefore it suffices to 
constrain ¢( . )  at only a finite number of points. The constraints [Eq. 
(2-13)] then take the form 
f~/2 fr/2 p(t)p(t  -- rj) dt <= ej p~(t) dt j = 1 ,2 , . . . ,N ,  (2-14) 
-TI2 -TI2 
where N, ri,  and ej are chosen to adequately represent the box-like 
structure of Fig. 2. 
In the remainder of the paper we shall consider a restricted class of 
filters whose transfer functions are the ratio of polynomials. This will 
enable us to formulate the design problem in state-variable notation 
which immediately lends access to the optimization theory which has 
-t  
r,, , ,I I 
/ ~ I 
/ I I 
"' U 
f '~ ,  . - ,  l 
I \ . ;  t " - -  r /T  
Fro. 2. Typical correlation constraint function. 
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been developed extensively in the control literature. In practice, most 
filters which would be used in the signal transmitter could be represented 
in terms of lumped parameter networks. For the purpose of this paper it 
is convenient to assume that H(s) ,  the filter transfer function represents 
an all-pole filter, in which case 
H(s)  = bo/(S ~ + a~_ls ~-1 + . . .  + als -t- ao). (2-15) 
In the next few paragraphs we shall derive a state-space representa- 
tion for the filtering operation described above [Eqs. (2-11) and (2-15)]. 
We begin by defining the n variables x,( t ) ,  x2(t), .. • , x , ( t )  by setting 
x~(t) = dp(j-1)(t)/dt(J-~), j = 1, 2, . . .  , n. (2-16) 
It is then easy to show that the bandwidth constraint is replaced by the 
system of n first-order differential equations 
±(t) = Ax(t) + bu(t) I tl < T/2, (2-17) 
where A is ann X n matrix with components (A) ~ = ~i+1,~", i -- 1,2, • • • , 
n - 1, and (A)~,~. = -a~._~. The n-column vectors x and b are defined 
as x = (x l ( t ) ,x~(t ) ,  . - .  , x~(t))T andb = (0,0, - . .  , 0, b0) Twhere (.)w 
denotes the vector transpose operation. The bandwidth constraint re- 
quires that p( -  T /2 )  = p(T /2 )  = 0 in order to preserve the continuity 
of p( t )  over the closed interval [ - -T/2,  T/2].  This requires that 
x~( - -T /2 )  = x~(T /2)  = O. (2-18) 
The energy constraint on the filter input signal is accounted for by 
defining the additional state-variable 
2~+~(t) = uS(t), (2-19) 
with the end-conditions 
x~+~(-T /2 )  = O, x~+i(T/2)  = E~,. (2-20) 
Since p(t )  = x~(t), the constraints on the autocorre]ation function of 
p( t )  can be written as 
f_ 
~12 frl2 
r/2 x~(t)x~(t -- "rj) dt ~ e~ Lr/~ (x~(t))2 dr, j = 1, 2, " "  , N.  (2-21) 
These constraints are incoporated into the optimal control problem by 
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defining the correlation functionals 
f 
T/2 
¢j(x) = J-r/2 (x l ( t )x l ( t -  r j )  -- ejx~2(t) dt (2"22) 
j = 1 ,2 , . . . ,N  
and requiring that 
~(x)  _-< 0, j = 1, 2, . - .  , N (2-23) 
be satisfied. 
Since 16(t) = x2(t) the quantity to be maximized is 
fT/~ (x~(t)) 2dt (2-24) 
--TI2 
By defining the state-variable 
2~+2(t) = -- (x2(t)) 2 (2-25) 
with zero initial condition x,+2(-  T/2)  = O, we see that the problem is 
equivalent to minimizing 
~.+2(T/2). 
In some applications the filter input signal must also satisfy constraints 
on peak power. This can be written as 
l u(t) I =< % (226)  
where w is a known constant. This constraint is easily accounted for in 
the optimal control development. 
Therefore the PPS'f signal design problem can be specified in terms of 
the following optima! control problem: 
Find the control function u(t )  and the state-vector 
(x(t) ,  Xn-l-l(t), Xnq-2(t)) 
which satisfy the constraints 
x(t) = Ax(t) ÷ bu(t), 
x~+~(t) = (u ( t )  ) 2, 
~+2( t )  = - (x2(t))2,  
¢~(x) = f~j2 -r/2 
x~( -  T /2 )  = O, 
X~+l( - T/2)  = O, 
z~+2( -T /2 )  = O, 
[x l ( t )x l ( t  -- rs) -- e~ x~2(t)] dt <= O, 
Xl (T /2 )  = o, 
z~+~(T/2)  = E , , ,  
j = 1, 2 , . . . ,N ,  
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and minimizes the quantity 
z~+2(T/2). 
The preceding problem is somewhat more general than that usually 
considered in the control iterature due to the correlation constraints 
Eq. (2-21). Fortunately it fits into the Banach-space treatment of con- 
trol problems which has been developed in the literature (Neustadt, 
1965). In the remainder of this section we shall state a general result 
derived from Neustadt's paper (iV~cAulay, 1967e) and use the result to 
obtain necessary conditions for the optimum pulse of the original PPM 
signal design problem. 
A reviewer has correctly pointed out that, if additional state-variables 
are defined to account for the correlation constraints, a control system 
with delays results and the desired maximum principle can be obtained 
directly by applying the results of a recently published paper 
which deals with differential-difference-equation constraints (Kharati- 
shvile, 1967). The approach documented in this paper was used prior to 
the publication of Kahratishvile's work and represents a practical 
application of Neustadt's abstract variational theory to systems having 
functional constraintsonthe state-variables. The proof (~cAulay, 1967c) 
therefore, outlines the steps which must be taken when dealing with 
this type of constraint. In addition, there are many important applica- 
tions which require that the transmitted pulse be peak-power constrained. 
Neustadt's theory can be applied directly to account for this additional 
constraint. 
The control problem is stated in terms of an n-dimensional state-vector 
z which satisfies the differential equation 
~(t) = F(z(t), u(t), t), to ~ t ~ t,. (2-27) 
Here the n-vector-valued function F is assumed to be continuous in all 
of its arguments, u the r-vector-valued control function, r < n, belongs 
to a closed set W in R ~. The trajectory z(t) must satisfy certain end- 
conditions at to and tl specified in terms of the given difforentiable func- 
tions 
0~(~, ,),  i = 1, 2, --. , m. 
These functions map a neighborhood f (z(t0), z(tl)) inR ~ >< R ~ into R I 
where it is required that 
0~(z(t0), z(tl)) = 0, i = 1, 2, .-- , m. 
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In addition to these end-point constraints, the state-vector must 
satisfy the N correlation functional constraints 
¢~j(z) = (z l ( t )z l ( t  -- rj) -- ejz12(t)) dt < O, j = 1, . . .  , N ,  
0 
where e¢ and rs are given real numbers 0 =< ri = t~ - to. 
A control function u(t) is called admissible if u(t) C W for all t in 
[to, t~] and if the corresponding trajectory z(t) from Eq. (2-27) satisfies 
the desired end-conditions and correlation functional constraints. From 
the class of admissible controls, we want to select the one which mini- 
mizes the function 0o(z(t0), z(tl)) where 00 has the same properties as 
01. To this end, we quote the following theorem which has been proved 
elsewhere (McAulay, 1967c). 
THEOREM. I f  fi(t) is an optimal control and ~(t) the corresponding 
optimal trajectory which: (1) satisfies the equation 
:i(t) = F(z(t), fi(t), t), to < t < t~ ; 
(2) satisfies 
0~(Z(to),z(tl)) = 0 for i = 1, 2, . . .  , m; 
(3) satisfies the inequalities 
f ~l (z l ( t ) z~( t  - T j)  - ~ iz~( t )  ) dt  < 0 o 
for j = 1,2,  . . . , N ,  O < rl < r~ < . . .  < rz~ < tl -- t~ , 
and in so doing minimizes 
Oo(z(to), z(t~)), 
then there exists scalar multipl iers no, ~ ,  " "  , a,,+~ with a j  < 0 for 
j = O, m + 1, • • • , m + N and a vector-valued fundt ion ~(t)  ~ 0 such 
that 
1. :~T(t).F(i(t), fi(t), t) = max ~.T(t).F(~(t), v(t), t), t ~[to, tl], 
yEW 
O0¢( 2( to), 2( t~) ) 
2.  ~( t l )  = - -  z..., a i  
~=0 0z(to) 
3. ~.(tl) = "~ Eo~¢ OOi(~(to), ~(tl) ) 
~=o 0z(t~) ' 
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4. d~.(t) _ (OF(2( t ) ,  fi(t), t) -~.(t) 
dt \ o-~ 
N 
- -~  a~+~(Y(t -- r~) + Y(t + "r~)x~(t) -- 2c~ Y(t)) ,  
i=1 
where 
Y(t) = (z~(t), o, . . . ,  o)L 
f0  tO < t < tl -- r i  
x~(t) = tl - -  r i  < t _<= t l ,  
(OF@.( t ) , f i ( t ) , t ) )  z(t),u(t) i , j=  1,2 , - . .  n, 5F i (z ( t ) ,  u ( t ) ,  t) 
~(V)  ~. = oz j ( t )  - - ' 
oo~(z(to), z(tl)) ( oo, . o0~ y i=  1 ,2 , . . .m,  
0z(tk) = \Ozl(t~) ' "" ' Oz~k) ]  ' ]~ = O, 1. 
The remainder of this section is concerned with the application of this 
theorem to the PPM signal design problem formulated ia the previous 
section to obtain a set of conditions which are necessary for optimal ity.  
First we identify the state-vector z(t) as 
z(t) = (xl  , x2 , " '" , x ,  , x,~+l , x,+2) r, 
which is defined for ] t [ _-< T/2  so that  to = -- T/2 ,  tl = T /2 .  The func- 
tions 0~, i = 1, • • • , m are then defined as follows: 
01(z(/0),  z ( t l ) )  - zl(to), 
02(z(to), z(t l ))  = z l (h ) ,  
0,(z(t0), z(t~)) = z.+~(to), 
04(z(t0), z(t l ))  = z,~+l(h) - -  E~ . 
The function F is given by 
F~ = z~+l, i = 1 ,2 , - - .  ,n - -  1, 
F~ = --aozl - -  alz2 . . . . .  an-lZn -+" bou, 
Fn+l = u2~ 
Fn+2 = --Z2 2. 
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~(t0) = 0, 
~.+l(t0) = 0, 
hi+l(/0) = 0, 
I f  we  assume that  
fo rm 
~(t)  
~(t)  
Substituting these equivalences into the general theorem we Obtain the 
following 
TH~ORE~,I. f  ~ is the optimal control and ~ the optimal trajectory for 
the PPM signal design problem, then 
boX.(t)4(t) + a.+l~2(t) = max [b0X.(t) + a.+lu2(t)] 
when a.+~ is a constant and Xn(t) is found by solving the differential 
equations 
~i(t) = ~+1, i = 1, 2, . . .  , n -- 1 
~.(t) = -aoz~(t) . . . . .  a~-lZn(t) -+- bo~(t), 
i ,+l(t) = ~2(t), 
hr 
k~(t) = +ao~,,(t) -- ~ a,~+s[~(t -- -rj) + ~( t  + r i )x j ( t )  -- 2~i~(t)], 
j=l  
~2(t) = --?~l(t) q-- al~,(t) -[- 2ao~2(t), 
k~+~(t) = --X~(t) ÷ a~, ( t ) ,  i = 2, 3, . . .  , n -- 1 
and these equations are solved subject to the boundary eondition.~ 
~(t l )  = O. 
#n+l( t l )  - -  E~,  
~i+l(tl) = 0, i = 1, 2, . . . ,  n -- 1. 
a,+~ < 0 then the optimum control must be of the 
= boX,(t)/2a,+l if [u*(t) I < % 
='ysgn},n(t)  if [u*(t) [ > % 
where u*(t) = boX,(t)/2a,+l is the solution of the unconstrained maxi- 
mization problem resulting from Statement 1 of the theorem and where 
sgn (x) = l i f x  > 0, sgn (x) = - l i f x  < 0. These results can be 
used to eliminate ~ in the differential equations involving z and ~.. In 
the special ease when ~, = oo, the necessary conditions result in a set 
of 2n finear differential-difference equations of the advanced and re- 
234 ~oAuT,Aa" 
tarded type. The solution of these equations would result in the vectors 
z ( t )  = z ( t ;  ,~0, o~+i ,  . . .  ,~ , ,+~,  o~,+0,  
~. ( t )  = ~.(t ;  o~0, o~+~,  . . .  o~, ,+~,  o~,+~), 
in which 
OLn+ I ~ O, Oto, OLm+l , • " " , O~m+N ~ O. 
Suppose that the constant ~o < O, then the adjoint vector ;~ can be 
sealed by an amount ~o, so that we might as well set ~o = - i. Since 
it is not known a priori whether a0 < 0 or a0 = 0, then both cases must 
be considered and the resulting solutions compared. The remaining 
multipliers are picked to satisfy the energy and correlation constraints. 
Since these relations represent he necessary conditions for opti- 
mality, then every optimal control must satisfy the differential equa- 
tions. If it were known that an optimal control exists and if the solution 
of the differential equations were known to be unique, then we would 
have found the optimum solution to the PPM signal design problem. 
Solving the differential equations i  a formidable task, in this case, 
since they are differential-difference equations of the advanced and 
retarded type. When ~, = ~ the equations are linear differential-differ- 
ence equations and in this case it is well-known (Bellman and Cooke, 
1963) that the equations have infinitely many eigenvalues and eigen- 
vectors. A solution to these equations can then be written as the in- 
finite summation of a linear combination of these eigenvalues which 
means finding the roots of a transcendental equation; and then one 
must choose the correct linear combination to match the initial function 
condition. The difficulty in finding an analytic solution is further com- 
pounded by the fact that the equations represent a two-point boundary- 
value problem, since some of the end-conditions are given at to and the 
remainder are specified at tl. Then in the case where -y < ~, the equa- 
tions become nonlinear, which implies orders of magnitude more diffi- 
culty and the prospect of analytic solution becomes hopeless indeed. 
It is evident herefore that one must resort to numerical search pro- 
cedures in order to make further progress in the solution of the PPM 
signal design problem. One method has already been derived (Mc- 
Aulay, 1967a, b) using the gradient approach but it does not make use of 
the necessary conditions derived in this paper. It is likely that the Direct 
Methods such as that of Newton-Raphson, could be generalized to 
systems of the type described in the theorem. 
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The method used to solve the PPM signal design problem also ap- 
plies to the design of Radar  waveforms for the est imat ion of range and 
range rate. Therefore it would be of considerable pract ical  interest  if 
more informat ion regarding the existence and uniqueness of the opt imum 
PP~([ signal could be obtained. 
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