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Abstract
We describe a skeletonization of the spherical harmonic connection problem that reduces the storage and pre-computation
to superoptimal complexities at the cost of increasing the execution time by the modest multiplicative factor of O(log n).
One advantage of accelerating the spherical harmonic connection problem over accelerating synthesis and analysis is that
neighbouring layers (in steps of two) may be expanded in eachother’s bases. The proposed skeletonization maximizes this
interconnectivity by overlaying a dyadic partitioning on the connection problem. We derive the symmetric-definite banded
generalized eigenvalue problem required to accelerate spherical harmonic transforms. We also include a full analysis of the
weighted normalized Jacobi connection problem with applications to fast harmonic polynomial transforms on the disk, triangle,
rectangle, deltoid, wedge, and any other geometry with a bivariate analogue of Jacobi polynomials.
Keywords: harmonic polynomials, connection problem, divide-and-conquer, operator symmetrization.
1 Introduction
The acceleration of spherical harmonic transforms has received considerable interest. Fast spherical harmonic transforms either
accelerate synthesis and analysis, complementing the physical- and momentum-space representations of quantum mechanical
operators, or they accelerate the connection problem, converting high-order associated Legendre functions to low-order associ-
ated Legendre functions to Fourier series. While many spherical harmonic transforms accelerate synthesis and analysis [1–10],
only two methods exist to accelerate the connection problems for spherical harmonics [11, 12]. As we discuss, the spherical
harmonic connection problem is in fact a problem of interconnection.
Pre-computations in fast spherical harmonic transforms range from a small multiple of execution times for practical band-
widths [12], to the asymptotically optimal complexity of O(n2 logn) in [6, 11], though the optimal complexity is predicted
“only for absurdly large degrees.” Practical applications for numerical weather prediction on supercomputers currently use
spherical harmonic expansions with n2 = O(64 × 106) degrees of freedom [10]; the design and analysis of new fast trans-
forms must take these present and future realities into account.
In this work, we describe a skeletonization of the spherical harmonic connection problem that reduces the pre-computation
and storage to the superoptimal complexity of O(n 32 logn) at the cost of increasing the run-time by the modest multiplica-
tive factor of O(log n). The skeletonization takes advantage of the interconnectivity of the spherical harmonic connection
problem: it partitions the work asymptotically equally between a data-sparse solution to the neighbouring connection prob-
lem and the numerically stable representation of the matrices of connection coefficients as collections of eigenfunctions of a
symmetric-definite banded generalized eigenproblem. Through divide-and-conquer eigensolvers accelerated by the Fast Mul-
tipole Method [13], optimal pre-computations are realized asymptotically and for practical bandwidths as well. For numerical
computing on anything smaller than a supercomputer, the superoptimal complexity of the storage requirement is as impor-
tant as the pre-computation complexity, for a modern implementation depends even more so on the movement of data than
conventional counts of floating-point operations.
Beyond the sphere, harmonic polynomials play an important rôle in L2 approximation theory and spectral methods in more
exotic two-dimensional geometries. Koornwinder [14] and Dunkl and Xu [15] have released compendia on the bivariate
analogues of Jacobi polynomials on the disk, triangle, rectangle, deltoid, among other shapes. Olver and Xu’s new work on
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2the orthogonal structure of the wedge and the boundary of the square [16], with potential applications to singular integral
equations [17], serves to highlight the genericity of the Jacobi approach when the Laplace–Beltrami operator is separable. We
derive the analogous representations of the connection problem to accelerate two-dimensional harmonic polynomial transforms
with the same superoptimal complexities for the pre-computation and storage.
2 Fundamentals
Let µ be a positive Borel measure onD ⊂ Rn. The inner product:
〈f, g〉 =
∫
D
f(x)g(x) dµ(x), (1)
where f(x) denotes complex conjugation, induces the norm ‖f‖2 =
√
〈f, f〉 and the associated Hilbert space L2(D, dµ(x)).
In case of ambiguity, the notation 〈f, g〉dµ is used to distinguish between different measures.
Let S2 ⊂ R3 denote the unit 2-sphere, θ ∈ [0, π] the co-latitudinal angle, ϕ ∈ [0, 2π) the longitudinal angle, and dΩ =
sin θ dθ dϕ the measure generated by the solid angle Ω subtended by a spherical cap. Then, any function f ∈ L2(S2, dΩ) may
be expanded in spherical harmonics:
f(θ, ϕ) =
+∞∑
ℓ=0
+ℓ∑
m=−ℓ
fmℓ Y
m
ℓ (θ, ϕ) =
+∞∑
m=−∞
+∞∑
ℓ=|m|
fmℓ Y
m
ℓ (θ, ϕ), (2)
where the expansion coefficients are:
fmℓ =
〈Y mℓ , f〉
〈Y mℓ , Y mℓ 〉
. (3)
Let N0 denote the non-negative integers. Bandlimiting Eq. (2) to ℓ ≤ n ∈ N0 results in the best degree-n trigonometric
polynomial approximation of f ∈ L2(S2, dΩ).
Using the Condon–Shortley phase convention [18], orthonormal spherical harmonics are given by:
Y mℓ (θ, ϕ) =
eimϕ√
2π
im+|m|
√
(ℓ+ 12 )
(ℓ −m)!
(ℓ +m)!
Pmℓ (cos θ)︸ ︷︷ ︸
P˜m
ℓ
(cos θ)
, ℓ ∈ N0, −ℓ ≤ m ≤ ℓ, (4)
where the notation P˜mℓ is used to denote orthonormality for fixedm in the sense of L
2([−1, 1], dx).
2.1 The spherical harmonic connection problem
This subsection is an abbreviated version of the full description by Slevinsky in [12].
Definition 2.1. Let {φn(x)}n∈N0 be a family of orthogonal functions with respect to L2(Dˆ, dµˆ(x)) and let {ψn(x)}n∈N0 be
another family of orthogonal functions with respect to L2(D, dµ(x)). The connection coefficients:
cℓ,n =
〈ψℓ, φn〉dµ
〈ψℓ, ψℓ〉dµ , (5)
allow for the expansion:
φn(x) =
∞∑
ℓ=0
cℓ,nψℓ(x). (6)
Definition 2.2. Let Gn denote the real Givens rotation:
Gn =


1 · · · 0 0 0 · · · 0
...
. . .
...
...
...
...
0 · · · cn 0 sn · · · 0
0 · · · 0 1 0 · · · 0
0 · · · −sn 0 cn · · · 0
...
...
...
...
. . .
...
0 · · · 0 0 0 · · · 1


,
3where the sines sn = sin θn and the cosines cn = cos θn, for some θn ∈ [0, 2π), are in the intersections of the nth and n+2nd
rows and columns, embedded in the identity of a conformable size.
Let Im×n denote the rectangular identity matrix with ones on the main diagonal and zeros everywhere else.
Theorem 2.3 (Slevinsky [12]). The connection coefficients between P˜m+2n+m+2(cos θ) and P˜
m
ℓ+m(cos θ) are:
cmℓ,n =


(2ℓ+ 2m+ 1)(2m+ 2)
√
(ℓ + 2m)!
(ℓ+m+ 12 )ℓ!
(n+m+ 52 )n!
(n+ 2m+ 4)!
, for ℓ ≤ n, ℓ+ n even,
−
√
(n+ 1)(n+ 2)
(n+ 2m+ 3)(n+ 2m+ 4)
, for ℓ = n+ 2,
0, otherwise.
(7)
Furthermore, the matrix of connection coefficients C(m) ∈ R(n+3)×(n+1) may be represented via the product of n Givens
rotations:
C(m) = G
(m)
0 G
(m)
1 · · ·G(m)n−2G(m)n−1I(n+3)×(n+1),
where the sines and cosines for the Givens rotations are given by:
smn =
√
(n+ 1)(n+ 2)
(n+ 2m+ 3)(n+ 2m+ 4)
, and cmn =
√
(2m+ 2)(2n+ 2m+ 5)
(n+ 2m+ 3)(n+ 2m+ 4)
. (8)
Algorithm 2.5 in [12] describes a backward stable application of the Givens rotations with the pleasant result that:
fl(G(m)n ) = G
(m)
n + E, where ‖E‖2 = O(ǫmach),
where ǫmach is the unit of least working precision.
3 Conquering the pre-computation of the connection problem
The steps required by the spherical harmonic connection problem are illustrated in Figure 1. At first, an algorithm converts
higher-order layers of the spherical harmonics into expansions with orders zero and one. Then, these coefficients are rapidly
transformed into their Fourier coefficients. The most expensive part of the transformation is the conversion from high orders
to low orders.
. .
. ...
P˜ 0ℓ
P˜ 1ℓ
P˜ 2ℓ
P˜ 3ℓ
P˜ ℓ−1ℓ
P˜ ℓℓ
...
...
P˜ 0ℓ
P˜ 1ℓ
P˜ 0ℓ
P˜ 1ℓ
P˜ 0ℓ
P˜ 1ℓ
...
...
Tℓ
sin θUℓ
Tℓ
sin θUℓ
Tℓ
sin θUℓ
=⇒ =⇒
Figure 1: The spherical harmonic transform proceeds in two steps. Firstly, normalized associated Legendre functions are
converted to normalized associated Legendre functions of order zero and one. Then, these intermediate expressions are re-
expanded in trigonometric form.
The O(n) application of the Givens rotations connecting neighbouring layers allows a partial skeletonization of the pre-
computation [12]. This partial skeletonization reduces the number of layers that require a full butterfly factorization by a
constant fraction. However, it still requires all the Givens rotations to be applied to a pair of dense matrices that are to be
compressed, resulting in an O(n3 logn) pre-computation1.
1though it appears to cost only ten times the execution for presented data.
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Figure 2: The complete skeletonization of the pre-computation via a dyadic partitioning. Each arrow indicates the construction
of an accelerated spectral decomposition between expansions in the higher-order layer and the lower-order layer.
Table 1: The costs of a dyadically partitioned spherical harmonic transform.
Cost Pre-computation Execution Storage
All Givens rotations O(n2) O((µ−m)2n) O(n2)
A spectral decomposition Π(n) Φ(n) Σ(n)
Summary O(n2) +O( n
µ−m )Π(n) O((µ−m)2n) + nΦ(n) log2⌈ nµ−m ⌉ O(n2) +O( nµ−m )Σ(n)
If µ−m = O(√n) O(n2) +O(√n)Π(n) O(n2) + nΦ(n)O(log2 n) O(n2) +O(
√
n)Σ(n)
In Figure 2, we propose a complete skeletonization by dyadically partitioning the pre-computation; the arrows denote the
construction of an accelerated spectral decomposition of the connection problem.
In Table 1, the computational complexities are tabulated to compute Givens and spectral representations of the connection
problems. The costs for the Givens rotations are tabulated assuming they are used to convert all spherical harmonic layers
{m+2,m+4, . . . , µ} down to layerm, resulting in the total execution time of orderO((µ−m)2n). Once neighbouring layers
are converted to batches of representations in the same bases, fast spectral decompositions are used to finish the transformation
to expansions with orders zero and one by traversing the binary tree.
Any given layer sees at most log2⌈ nµ−m⌉ spectral decompositions on its transition to an expansion in the zeroth or first order,
depending on the even-odd symmetry. To overlay a dyadic partitioning, the total number of spectral decompositions that
require pre-computation is:
#{Spectral Decompositions} =
log
2
⌈ n
µ−m ⌉∑
i=1
2i−1 = O
(
n
µ−m
)
.
In Table 1, a fast spectral decomposition costs Π(n) to pre-compute,Φ(n) to execute, and Σ(n) to store. Under the assumption
that µ − m = O(√n), then the execution time is nearly asymptotically optimal if Φ(n) = O(n logn). Furthermore, if
the Givens rotations are computed on-the-fly, then pre-computation and storage are superoptimal in the sense that they require
fewer floating-point operations or units of memory than the number of degrees of freedom in the spherical harmonic expansion.
This holds so long as Π(n) = O(n logn) and Σ(n) = O(n logn) as well.
Regarding implementation, the dyadic partitioning creates batches of coefficients whose transforms may take full advantage
of level-III BLAS [19] compiler optimizations. Therefore, while the execution adds a logarithmic factor accounting for the
number of levels, we anticipate any algorithm that skeletonizes completely to exhibit superior performance in practice.
3.1 Fast harmonic eigenfunction transforms
Normalized associated Legendre functions of degree ℓ and orderm are eigenfunctions of the linear differential equation:
− (1 − x2) d
dx
[
(1− x2) d
dx
P˜mℓ (x)
]
+m2P˜mℓ (x) = ℓ(ℓ+ 1)(1− x2)P˜mℓ (x), |m| ≤ ℓ. (9)
5If we expand normalized associated Legendre functions of order µ in the basis P˜mℓ (x):
P˜µn (x) =
∑
ℓ
c
m,µ
ℓ,n P˜
m
ℓ (x),
then we may rewrite the Sturm–Liouville eigenproblem in Eq. (9) more conveniently. If we symbolically let M denote the
operation of multiplying the basis by 1 − x2, and if we let D denote the scaling of the basis by ℓ(ℓ + 1) for |m| ≤ ℓ, we have
the generalized eigenvalue problem: (MD + (µ2 −m2)I) u = λMu. (10)
Due to the recurrence relation:
xP˜mℓ+m =
√
(ℓ + 1)(ℓ+ 2m+ 1)
(2ℓ+ 2m+ 1)(2ℓ+ 2m+ 3)
P˜mℓ+m+1 +
√
ℓ(ℓ+ 2m)
(2ℓ+ 2m− 1)(2ℓ+ 2m+ 1) P˜
m
ℓ+m−1,
multiplication by 1− x2 is represented as the symmetric and positive-definite operator [6, see also Lemma 2.12]:
M =


a1 0 b1
0 a2 b2
b1 a3 b3
. . .
. . .
. . .
bn−2 an bn
. . .
. . .
. . .


,
where:
an =
2(n2 + 2mn+ 2m2 − n−m− 1)
(2n+ 2m− 3)(2n+ 2m+ 1) , and bn = −
√
n(n+ 1)(n+ 2m)(n+ 2m+ 1)
(2n+ 2m− 1)(2n+ 2m+ 1)2(2n+ 2m+ 3) .
Unfortunately, the symmetry inM is destroyed by the column scaling in D. Rokhlin and Tygert [11] realized that the gener-
alized eigenvalue problem2 is symmetrized when multiplied byM−1 from the left, resulting in:(D + (µ2 −m2)M−1)u = λu.
This symmetric diagonal-plus-semiseparable regular eigenvalue problem is the starting point for their fast spherical harmonic
transform [11]: the FMM [13] accelerates Chandrasekaran and Gu’s divide-and-conquer algorithm for symmetric diagonal-
plus-semiseparable eigenvalue problems [20]. To conquer the pre-computation, the inverse multiplication operator would be
required for the interconnection between layers.
Theorem 3.1. The inverse of the multiplication operator is given by the symmetric semiseparable operator:
[M−1]ℓ,n =


√
(2ℓ+ 2m+ 1)(2n+ 2m+ 1)
2m
√
(ℓ + 2m)!
ℓ!
n!
(n+ 2m)!
, for ℓ ≤ n, ℓ+ n even,√
(2ℓ+ 2m+ 1)(2n+ 2m+ 1)
2m
√
ℓ!
(ℓ + 2m)!
(n+ 2m)!
n!
, for ℓ > n, ℓ+ n even,
0, otherwise.
Proof. Formally, the inverse of the multiplication operator has entries determined by the integrals:
[M−1]ℓ,n =
∫ 1
−1
P˜mℓ+m(x)P˜
m
n+m(x)
1− x2 dx, for ℓ, n ≥ 0.
Using the recurrence:
1√
1− x2 P˜
m
ℓ+m =
1
2m
√
ℓ+m+ 12
ℓ+m+ 32
(√
(ℓ + 1)(ℓ+ 2)P˜m−1ℓ+m+1 +
√
(ℓ + 2m+ 1)(ℓ + 2m+ 2)P˜m+1ℓ+m+1
)
,
2In their formulæ, m = 1, 2, whereas all integer values ofm 6= 0 are required to conquer the pre-computation.
6we may write:
[M−1]ℓ,n = 1
(2m)2
√
(ℓ+m+ 12 )(n+m+
1
2 )
(ℓ+m+ 32 )(n+m+
3
2 )
×
(√
(ℓ+ 1)(ℓ+ 2)(n+ 1)(n+ 2)
∫ 1
−1
P˜m−1ℓ+m+1(x)P˜
m−1
n+m+1(x) dx
+
√
(ℓ+ 1)(ℓ+ 2)(n+ 2m+ 1)(n+ 2m+ 2)
∫ 1
−1
P˜m−1ℓ+m+1(x)P˜
m+1
n+m+1(x) dx
+
√
(ℓ+ 2m+ 1)(ℓ + 2m+ 2)(n+ 1)(n+ 2)
∫ 1
−1
P˜m+1ℓ+m+1(x)P˜
m−1
n+m+1(x) dx
+
√
(ℓ+ 2m+ 1)(ℓ + 2m+ 2)(n+ 2m+ 1)(n+ 2m+ 2)
∫ 1
−1
P˜m+1ℓ+m+1(x)P˜
m+1
n+m+1(x) dx
)
.
The first and last integrals are given by orthonormality, while the second and third integrals may be evaluated by Theorem 2.3.
While Theorem 3.1 shows that it is possible, at least theoretically, to conquer the pre-computation with the inverse multiplica-
tion operator, it demands an unconventional floating-point number system with an exceptionally long mantissa to account for
the severe factorial growth and decay in the semiseparable factors. To remedy this issue, we develop an alternative approach
to the fast spectral decomposition that is more favourable to IEEE floating-point arithmetic.
If we take the Cholesky factorization of M = R⊤R, if we consider new generalized eigenvectors v = R−⊤u, and if we
multiply Eq. (10) byR−⊤ from the left, then we have transformed the problem to:(RDR⊤ + (µ2 −m2)I) v = λRR⊤v.
This generalized eigenvalue problem is symmetric-definite and pentadiagonal3, allowing for a fast spectral decomposition [21,
22]. Furthermore, the generalized eigenvectors V areRR⊤-orthogonal in the sense that:
V⊤RR⊤V = I.
In Appendix A, we derive explicit formulæ for the Cholesky factorR and the productsRR⊤ andRDR⊤.
The compromise of reformulating the eigenvalue problem in a generalized sense is the insurgence of ill-conditioning from the
Cholesky factor which appears to be of orderO(n). An alternative strategy would be to explore fast eigensolvers for symmetric
diagonal-plus-generator-representable matrices, since the entries of M−1 may be computed to high relative accuracy by a
product of Givens rotations through Eq. (8).
Remark 3.2. The reformulation as a symmetric-definite banded generalized eigenvalue problem appears to seek the second
family of linearly independent solutions to the Sturm–Liouville problem when µ = m; thus, it appears not to recover eigen-
functions expressible as the identity operator. This is likely due to the omission of boundary conditions. When µ − m is a
positive even integer, the reformulation appears to seek the eigenfunctions whose expansions terminate, as desired.
4 Divide-and-conquer symmetric tridiagonal (generalized) eigenvalue solvers
Let T ∈ Rn×n be a symmetric tridiagonal matrix. The spectral decomposition:
T = QΛQ⊤,
may be performed in O(n2) operations by divide-and-conquer algorithms [22, 23], bisection, and the method of multiple
relatively robust representations [24, 25]. When divide-and-conquer algorithms are accelerated by the Fast Multipole Method
(FMM) [13], the eigenvalues are obtained in O(n log n) operations, and a structured representation of the eigenvectors allows
for the matrix vector productsQx and Q⊤x in O(n log n) operations as well.
3It is in fact tridiagonal if the even-odd symmetry is highlighted by a perfect shuffle.
7Let S ∈ Rn×n be a symmetric positive-definite tridiagonal matrix. The generalized eigenvalues and eigenvectors diagonalize
the pencil (T, S):
V ⊤(T − λS)V = Λ− λI.
A divide-and-conquer algorithm is derived by Borges and Gragg [21] that is technically similar to the symmetric tridiagonal
divide-and-conquer algorithm of Gu and Eisenstat [22]. The main addition is the use of a sparse Cholesky factorization of a
symmetric positive-definite arrowhead matrix to relate a symmetric-definite arrowhead generalized eigenvalue problem to a
regular one.
4.1 Divide
If the tridiagonal matrix T is partitioned as:
T =

T1 aa⊤ c b⊤
b T2

 ,
where the dimensions of T1 and T2 are nearly half of those of T , then the spectral decompositions of the symmetric tridiagonal
matrices T1 = Q1Λ1Q⊤1 and T2 = Q2Λ2Q
⊤
2 allow for a similarity transformation to the symmetric arrowhead matrix:
Q1 1
Q2

⊤

T1 aa⊤ c b⊤
b T2



Q1 1
Q2

 =

 Λ1 Q⊤1 aΛ2 Q⊤2 b
a⊤Q1 b
⊤Q2 c

 . (11)
The same division of the symmetric tridiagonal eigenproblems T1 and T2 may be used recursively until the dimensions are
sufficiently small for conventional eigensolvers to be competitive.
4.2 Conquer
Consider the symmetric arrowhead matrix A ∈ Rn×n which could arise from Eq. (11):
A =
(
D b
b⊤ c
)
=


a1 b1
a2 b2
. . .
...
an−1 bn−1
b1 b2 · · · bn−1 c

 ,
where the diagonal elements are nondecreasing a1 ≤ a2 ≤ · · · ≤ an−1. If we perform the LU factorization of the matrix
A− λI , then:
A− λI =
(
I 0
b⊤(D − λI)−1 1
)(
D − λI b
0⊤ −f(λ)
)
,
where f is the rational Pick function given by [21]:
f(λ) = λ− c+
n−1∑
i=1
b2i
ai − λ.
Based on the graph of f , the roots of f interlace the elements of the arrowhead’s shaft:
λ1 ≤ a1 ≤ λ2 ≤ a2 ≤ · · · ≤ an−1 ≤ λn.
The roots of the Pick function correspond to the eigenvalues of A, and Borges and Gragg devised a cubically convergent
algorithm [21] by fitting another rational function:
φj(λ) = α+
β
aj−1 − λ +
γ
aj − λ, for 2 ≤ j ≤ n− 1,
to the Pick function and its first and second derivatives at the current estimate for the root. Modified versions of the rational
fitting are used for the first and last roots that also guarantee convergence. Note that the Pick function f(λ) and its higher
8order derivatives can be rapidly evaluated at m points in O(m + n) floating-point operations by the FMM; evaluation of the
Pick function at m points requires a matrix-vector product with the Cauchy matrix, a procedure for which FMM acceleration
is particularly well-suited.
Next, a nearby symmetric arrowhead matrix is constructed from the computed eigenvalues and the shaft of the original matrix.
Theorem 4.1 (Boley and Golub [26]). Given a set of numbers {λˆi}ni=1 and a diagonal matrix D = diag(a1, . . . , an−1)
satisfying the interlacing property:
λˆ1 < a1 < λˆ2 < · · · < an−1 < λˆn,
there exists a symmetric arrowhead matrix:
Aˆ =
(
D bˆ
bˆ⊤ cˆ
)
,
whose eigenvalues are {λˆi}ni=1. The vector bˆ = (bˆ1, . . . , bˆn−1)⊤ is given by:
bˆi = sign(bi)
√√√√(ai − λˆ1)(λˆn − ai) i−1∏
j=1
λˆj+1 − ai
aj − ai
n−1∏
j=i+1
λˆj − ai
aj − ai , (12)
and the scalar cˆ is:
cˆ = λˆn +
n−1∑
i=1
(λˆi − ai). (13)
Theorem 4.1 allows us to compute a new symmetric arrowhead matrix whose eigenvalues are known exactly. The modified
matrix is nearby the original matrix in 2-norm so long as bˆ and cˆ are close to b and c, respectively:∥∥∥A− Aˆ∥∥∥
2
≤
∥∥∥b − bˆ∥∥∥
2
+ |c− cˆ| .
Furthermore, each difference, each product, and each ratio in (12) and each difference in (13) may be computed to high relative
accuracy. When the products are rewritten as exponentials of sums of logarithms, FMM acceleration is unlocked.
Finally, a 2-normalized eigenvector of the nearby symmetric arrowhead matrix is given by:
qˆi =
(
bˆ1
λˆi − a1
, . . . ,
bˆn−1
λˆi − an−1
, 1
)⊤/√√√√1 + n−1∑
j=1
bˆ2j
(λˆi − aj)2
, (14)
another expression that is conveniently accelerated by the FMM. The ingenuity of this approach, by Gu and Eisenstat [22], is
that the collection of all orthonormal eigenvectors is numerically orthogonal to the working precision, whereas the individual
ratios in Eq. (14) cannot be computed to high relative accuracy when the perturbed spike bˆ is replaced with the original spike b.
5 Harmonic polynomials based on bivariate analogues of Jacobi polynomials
Jacobi polynomials are the orthogonal polynomials with respect to L2([−1, 1], (1− x)α(1 + x)β dx) where α, β > −1. They
satisfy the symmetry relation [27, §22.1]:
P (α,β)n (−x) = (−1)nP (β,α)n (x), (15)
and the two recurrence relations [27, §22.1]:
(2n+ α+ β + 1)P (α,β)n (x) = (n+ α+ β + 1)P
(α+1,β)
n (x) − (n+ β)P (α+1,β)n−1 (x), (16)
(2n+ α+ β + 2)(1− x)P (α+1,β)n (x) = 2(n+ α+ 1)P (α,β)n (x)− 2(n+ 1)P (α,β)n+1 (x). (17)
The orthonormality constants [27, §22.1]:
〈P (α,β)n , P (α,β)n 〉 =
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
(2n+ α+ β + 1)Γ(n+ α+ β + 1)n!
. (18)
9allow us to define orthonormalized Jacobi polynomials:
P˜ (α,β)n (x) :=
√
(2n+ α+ β + 1)Γ(n+ α+ β + 1)n!
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
P (α,β)n (x). (19)
Several classes of two-dimensional harmonic polynomials are based on generalizations of Jacobi polynomials [14, 15]. In
particular, Jacobi polynomials generalize to the disk, the triangle, the rectangle, the deltoid, and recently the wedge and the
boundary of the square [16], among other shapes.
5.1 The disk
Let D2 = {(r, θ) ∈ [0, 1]× [0, 2π)} ⊂ R2 denote the unit disk, r ∈ [0, 1] the radius, and θ ∈ [0, 2π) the polar angle measured
counterclockwise from the positive x-axis. We consider orthogonal polynomials on the Hilbert space L2(D2, r dr dθ). On the
disk, any function f ∈ L2(D2, r dr dθ) may be expanded in disk harmonics, or so-called Zernike polynomials [28]:
f(r, θ) =
+∞∑
ℓ=0
+ℓ∑
m=−ℓ,2
〈Zmℓ , f〉
〈Zmℓ , Zmℓ 〉
Zmℓ (r, θ) =
+∞∑
m=−∞
+∞∑
ℓ=|m|,2
〈Zmℓ , f〉
〈Zmℓ , Zmℓ 〉
Zmℓ (r, θ), (20)
where the inner summation indices runs in steps of two.
The orthonormalized Zernike polynomials are bivariate analogues of Jacobi polynomials:
Zmℓ (r, θ) =
eimθ√
2π
√
2ℓ+ 2r|m|P
(0,|m|)
ℓ−|m|
2
(2r2 − 1), ℓ ∈ N0, m ∈ {−ℓ,−ℓ+ 2, . . . , ℓ− 2, ℓ}. (21)
Zernike polynomials have numerous applications in optics [29] and spectral methods for partial differential equations (PDEs)
on the unit disk [30]. Recently, the Fourier series of Zernike polynomials are derived in closed-form [31]. It is worth investi-
gating whether or not fast transforms are producible based on the analytical expressions. Nevertheless, Zernike polynomials
fall into Koornwinder’s classification of bivariate analogues of Jacobi polynomials whose transforms may be accelerated in
this framework.
5.2 The triangle
Without loss of generality, we work with a unit right triangle since polynomial structure and orthogonality are preserved
under affine transforms [16]. Let T2 = {(x, y) ∈ R2 : 0 ≤ x, y, x + y ≤ 1} ⊂ R2 denote the unit right triangle, let
w(x, y) = 2α+2β+2γ+2xαyβ(1 − x − y)γ and let dµ(x, y) = w(x, y) dxdy. We consider orthogonal polynomials on the
Hilbert space L2(T2, dµ(x, y)). The bivariate analogues of Jacobi polynomials are [14, 15]:
P˜
(α,β,γ)
ℓ,m (x, y) = (2(1− x))mP˜ (2m+β+γ+1,α)ℓ−m (2x− 1)P˜ (γ,β)m
(
2y
1− x − 1
)
, (22)
where the tilde implies that the univariate Jacobi polynomials are normalized such that:∫
T2
P˜
(α,β,γ)
ℓ,m (x, y)P˜
(α,β,γ)
ℓ′,m′ (x, y)w(x, y) dxdy = δℓ,ℓ′δm,m′ . (23)
On the triangle, any function f ∈ L2(T2, dµ(x, y)) may be expanded in triangular harmonics:
f(x, y) =
+∞∑
ℓ=0
ℓ∑
m=0
〈P˜ (α,β,γ)ℓ,m , f〉P˜ (α,β,γ)ℓ,m (x, y).
It is anticipated that triangular harmonics play a rôle in the spectral element method where a degree-1 refinement is taken in
the geometry, and the PDEs are solved in infinite dimensions o
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5.3 The Jacobi connection problem
We begin by deriving a Givens rotation representation of the connection problem between neighbouring weighted Jacobi poly-
nomials, similar in spirit to Theorem 2.3. Once weighted Jacobi expansions with high parameters are converted to equivalent
representations with low parameters, a Chebyshev–Jacobi [32] or Jacobi–Jacobi [33] transform may be used to convert all
expansions to a more convenient representation for rapid evaluation on a grid.
Theorem 5.1 (Andrews, Askey, and Roy [34]).
P (γ,β)n (x) =
(β + 1)n
(α+ β + 2)n
n∑
k=0
(γ − α)n−k(α+ β + 1)k(α+ β + 2k + 1)(β + γ + n+ 1)k
(n− k)!(β + 1)k(α+ β + 1)(α+ β + n+ 2)k P
(α,β)
k (x). (24)
Definition 5.2. Let Gn denote the Givens rotation:
Gn =


1 · · · 0 0 · · · 0
...
. . .
...
...
...
0 · · · cn sn · · · 0
0 · · · −sn cn · · · 0
...
...
...
. . .
...
0 · · · 0 0 · · · 1


,
where the sines and the cosines are in the intersections of the nth and n+1st rows and columns, embedded in the identity of a
conformable size.
Theorem 5.3. The connection coefficients between (1− x)P˜ (α+2,β)n (x) and P˜ (α,β)ℓ (x) are:
c
(α,β)
ℓ,n =


(α+ 1)
√√√√√√√
(2ℓ+ α+ β + 1)Γ(ℓ+ α+ β + 1)Γ(ℓ+ α+ 1)
Γ(ℓ+ β + 1)Γ(ℓ+ 1)
Γ(n+ α+ β + 3)Γ(n+ α+ 3)
(2n+ α+ β + 3)Γ(n+ β + 1)Γ(n+ 1)
, for ℓ ≤ n,
−
√
(n+ 1)(n+ β + 1)
(n+ α+ 2)(n+ α+ β + 2)
, for ℓ = n+ 1,
0, otherwise.
(25)
Furthermore, the matrix of connection coefficients C(α,β) ∈ R(n+2)×(n+1) may be represented via the product of n Givens
rotations:
C(α,β) = G
(α,β)
0 G
(α,β)
1 · · ·G(α,β)n−2 G(α,β)n−1 I(n+2)×(n+1),
where the sines and cosines for the Givens rotations are given by:
s(α,β)n =
√
(n+ 1)(n+ β + 1)
(n+ α+ 2)(n+ α+ β + 2)
, and c(α,β)n =
√
(α+ 1)(2n+ α+ β + 3)
(n+ α+ 2)(n+ α+ β + 2)
. (26)
Proof. For a clear exposition, an analogous result in terms of unnormalized Jacobi polynomials will be derived first. This is
justified by the relation between normalized and unnormalized connection coefficients:
c
(α,β)
ℓ,n = 〈P˜ (α,β)ℓ , (1− x)P˜ (α+2,β)n 〉 =
√√√√ 〈P (α,β)ℓ , P (α,β)ℓ 〉
〈(1− x)P (α+2,β)n , (1− x)P (α+2,β)n 〉
〈P (α,β)ℓ , (1− x)P (α+2,β)n 〉
〈P (α,β)ℓ , P (α,β)ℓ 〉
.
Using the decrement operator:
(1 − x)P (α+2,β)n (x) =
2(n+ α+ 2)
2n+ α+ β + 3
P (α+1,β)n (x) −
2(n+ 1)
2n+ α+ β + 3
P
(α+1,β)
n+1 (x),
it will suffice it to consider the inner products 〈P (α,β)ℓ , P (α+1,β)n 〉. Expanding P (α+1,β)n in the basis of P (α,β)k via Eq. (24), we
may conveniently express the inner products as:
〈P (α,β)ℓ , P (α+1,β)n 〉 =
(β + 1)n
(α+ β + 2)n
(α+ β + 1)ℓ(2ℓ+ α+ β + 1)
(β + 1)ℓ(α+ β + 1)
〈P (α,β)ℓ , P (α,β)ℓ 〉.
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Thus, for ℓ ≤ n, and simplifying using properties of the Pochhammer symbol [27, §6.1]:
〈P (α,β)ℓ , (1− x)P (α+2,β)n 〉
〈P (α,β)ℓ , P (α,β)ℓ 〉
=
2(α+ 1)(β + 1)n
(n+ α+ β + 2)(α+ β + 2)n
(α+ β + 1)ℓ(2ℓ+ α+ β + 1)
(β + 1)ℓ(α+ β + 1)
.
For ℓ = n+ 1,
〈P (α,β)n+1 , (1 − x)P (α+2,β)n 〉 =
2(n+ α+ 2)
2n+ α+ β + 3
〈P (α,β)n+1 , P (α+1,β)n 〉 −
2(n+ 1)
2n+ α+ β + 3
〈P (α,β)n+1 , P (α+1,β)n+1 〉,
but the first inner product is zero since deg(P (α+1,β)n ) = n.
〈P (α,β)n+1 , (1− x)P (α+2,β)n 〉
〈P (α,β)n+1 , P (α,β)n+1 〉
= − 2(n+ 1)
2n+ α+ β + 3
(β + 1)n+1
(α+ β + 2)n+1
(α+ β + 1)n+1(2n+ α+ β + 3)
(β + 1)n+1(α+ β + 1)
,
= − 2(n+ 1)
n+ α+ β + 2
.
Eq. (25) is then a restatement of the results in terms of orthonormalized Jacobi polynomials.
To determine the Givens rotations, start by applying a Givens rotation from the left to introduce a zero in the second row of the
first column. Since the columns of C(α,β) are orthonormal, s(α,β)0 = −c(α,β)1,0 . Apply another Givens rotation from the left to
introduce a zero in the third row of the second column of the conversion matrix. Again, we find that s(α,β)1 = −c(α,β)2,1 . Due to
the orthonormality, the first rotation introduces zeros in every entry of the first row but the first. Similarly, the second rotation
introduces zeros in every entry of the second row but the second. Continuing with n − 2 more Givens rotations, we arrive at
I(n+2)×(n+1).
Remark 5.4. A part of Theorem 5.3 is essentially proved by Olver and Xu [16, Lemma 3.1] in a different context and for a
different purpose. We note, however, that the interpretation of matrices of connection coefficients as generator-representable
subdiagonal-plus-semiseparable matrices with orthonormal columns and the analytical representation of the Givens rotations
is first described by Slevinsky [12, Theorem 2.4]. The present case is recorded for normalized Jacobi polynomials.
Due to the symmetry relation, a similar result is valid when the second parameter is decremented.
Corollary 5.5. The connection coefficients between (1 + x)P˜
(α,β+2)
n (x) and P˜
(α,β)
ℓ (x) are:
c
(α,β)
ℓ,n =


(−1)n−ℓ(β + 1)
√√√√√√√
(2ℓ+ α+ β + 1)Γ(ℓ+ α+ β + 1)Γ(ℓ+ β + 1)
Γ(ℓ + α+ 1)Γ(ℓ + 1)
Γ(n+ α+ β + 3)Γ(n+ β + 3)
(2n+ α+ β + 3)Γ(n+ α+ 1)Γ(n+ 1)
, for ℓ ≤ n,
√
(n+ 1)(n+ α+ 1)
(n+ β + 2)(n+ α+ β + 2)
, for ℓ = n+ 1,
0, otherwise.
(27)
Furthermore, the matrix of connection coefficients has the same representation via the product of n Givens rotations, where
the sines and cosines for the Givens rotations are now given by:
s(α,β)n = −
√
(n+ 1)(n+ α+ 1)
(n+ β + 2)(n+ α+ β + 2)
, and c(α,β)n =
√
(β + 1)(2n+ α+ β + 3)
(n+ β + 2)(n+ α+ β + 2)
. (28)
5.4 The weighted Jacobi differential equation
It is well-known that Jacobi polynomials satisfy the second-order linear homogeneous differential equation [27, §22.6]:
− d
dx
[
(1− x)α+1(1 + x)β+1 d
dx
P˜ (α,β)n (x)
]
= n(n+ α+ β + 1)(1− x)α(1 + x)β P˜ (α,β)n (x). (29)
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This differential equation appears in several other forms; however, not one of the forms is useful in considering the Sturm–
Liouville problem for weighted Jacobi polynomials that are orthonormal functions in the Hilbert space L2([−1, 1], dx):
Pˆ (α,β)n (x) := (1− x)
α
2 (1 + x)
β
2 P˜ (α,β)n (x). (30)
We will now state the differential equation for the weighted normalized Jacobi polynomials.
Theorem 5.6. The weighted normalized Jacobi polynomials Pˆ
(α,β)
n (x) are eigenfunctions of the linear differential equation:
−(1− x2) d
dx
[
(1 − x2) d
dx
Pˆ (α,β)n (x)
]
+
(
(α2 )
2(1 + x)2 + (β2 )
2(1− x)2 − (αβ+α+β)2 (1− x2)
)
Pˆ (α,β)n (x)
= n(n+ α+ β + 1)(1 − x2)Pˆ (α,β)n (x). (31)
Proof. Eq. (31) follows directly from Eqs. (29) and (30).
This Sturm–Liouville problem is the two parameter generalization of Eq. (9) for associated Legendre functions. When we view
multiplication by 1±x as an operator acting on the basis of weighted normalized Jacobi polynomials, we immediately identify
that certain terms in Eq. (31) are symmetric positive-definite and banded, in fact pentadiagonal.
If we expand the weighted normalized Jacobi polynomials of parameters γ and δ in the basis of weighted normalized Jacobi
polynomials of parameters α and β:
Pˆ (γ,δ)n (x) =
∑
ℓ
c
(α,β,γ,δ)
ℓ,n Pˆ
(α,β)
ℓ (x),
then we may rewrite the Sturm–Liouville problem in Eq. (31) symbolically:(
MD + [(γ2 )2 − (α2 )2]M+ + [( δ2 )2 − (β2 )2]M− − (γδ+γ+δ−αβ−α−β2 )M) u = λMu. (32)
Now,M represents multiplication by 1− x2,M+ is multiplication by (1 + x)2,M− is multiplication by (1 − x)2, and D is
the diagonal scaling of the basis by n(n+ α+ β + 1) for n ≥ 0.
Due to the recurrence relation:
xP˜ (α,β)n = 2
√
(n+ 1)(n+ α+ 1)(n+ β + 1)(n+ α+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)2(2n+ α+ β + 3)
P˜
(α,β)
n+1
+
(β2 − α2)
(2n+ α+ β)(2n+ α+ β + 2)
P˜ (α,β)n + 2
√
n(n+ α)(n+ β)(n+ α+ β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) P˜
(α,β)
n−1 ,
all the multiplication operators may be derived analytically and algorithms for their component-wise computation to high
relative accuracy are described in Appendix B.
If we let S denote the weighted sum of symmetric positive-definite multiplication operators on the left-hand side of Eq. (32),
we have the problem:
(MD + S) u = λMu,
whereM is symmetric positive-definite and banded,D is diagonal, and S is symmetric and banded. If we use the same strategy
as for spherical harmonics, we would take the Cholesky factorization ofM = R⊤R and rearrange to:(RDR⊤ +R−⊤SR⊤) v = λRR⊤v. (33)
As before,RDR⊤ is symmetric and banded andRR⊤ is symmetric positive-definite and banded, but the new termR−⊤SR⊤
is no longer proportional to the identity as occurs for spherical harmonics. In fact, not much of its structure is apparent by this
formulation alone.
To reveal the structure ofR−⊤SR⊤, we make use of another property of our eigenproblem. SinceM and S are multiplication
operators with the same separable Hilbert spaces attached to the domain and range, they commute:
[M,S] = 0.
We use the commutator and the (formal) invertibility ofM to write S =MSM−1, leading to the equivalent representation:(RDR⊤ +RSR−1) v = λRR⊤v.
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By the Cholesky factorization,R is upper triangular and banded. ThusR−⊤SR⊤ has nonzero entries up to and including the
second superdiagonal, but no higher. Furthermore:
RSR−1 = (R−⊤S⊤R⊤)⊤ = (R−⊤SR⊤)⊤ = R−⊤SR⊤.
WhileR−⊤SR⊤ in Eq. (33) initially appears to be asymmetric and dense, it is in fact symmetric and banded.
6 Discussion
This work motivates the development and analysis of fast divide-and-conquer algorithms for the symmetric-definite banded
generalized eigenvalue problem and the symmetric diagonal-plus-generator-representable eigenvalue problem. While the pre-
computations are effectively conquered by the algorithms proposed above, it is anticipated that they may require extended
precision arithmetic to ensure that high relative accuracy is guaranteed in the structured representations of the transforms,
analogous to the requirements in [6, 11]. While symmetric arrowhead eigensolvers are backward stable [21, 22], providing
exact solutions to symmetric arrowhead matrices nearby in 2-norm, the quadratic spacing of the eigenvalues of the Sturm–
Liouville problems dictates that such matrices may not be nearby at all in practice. The use of extended precision arithmetic
would only scale the pre-computations by a constant factor that depends on the software or hardware implementation. It is also
anticipated that eigensolvers may be facilitated by complete knowledge of the spectra of the differential equations.
The symmetrization of the banded eigenproblems while preserving the bandwidth comes at the expense of reformulation in
terms of symmetric-definite generalized eigenvalue problems. The recovery of the orthonormal eigenfunctions now depends
on the conditioning of the Cholesky factorization of the multiplication of 1 − x2, which appears to be of order O(n). While
extended precision arithmetic should help alleviate some numerical difficulties imposed by the ill-conditioning, the difficulties
cannot be eliminated completely. This is arguably the single most important factor for considering the symmetric diagonal-
plus-generator-representable eigenvalue problem.
The software package FastTransforms.jl [35] implements the fast and backward stable transforms between spherical
harmonic expansions and their bivariate Fourier series described in [12]. As an open source repository with the ability to create
light wrappers of BLAS and LAPACK drivers and computational routines and to template in extended precision arithmetic, it
is a natural home for the fast transforms described in this work.
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A The symmetric-definite banded spherical harmonic generalized eigenvalue prob-
lem
Theorem A.1. 1. The Cholesky factorR is:
R =


c1 0 d1
c2 d2
c3 d3
. . .
. . .
cn dn
. . .
. . .


,
where:
cn =
√
(n+ 2m)(n+ 2m+ 1)
(2n+ 2m− 1)(2n+ 2m+ 1) , and dn = −
√
n(n+ 1)
(2n+ 2m+ 1)(2n+ 2m+ 3)
.
2. The productRR⊤ is also known in closed form:
RR⊤ =


e1 0 f1
0 e2 f2
f1 e3 f3
. . .
. . .
. . .
fn−2 en fn
. . .
. . .
. . .


,
where:
en =
2(2m2 + (2n+ 3)m+ n(n+ 1))
(2n+ 2m− 1)(2n+ 2m+ 3) , and fn = −
√
n(n+ 1)(n+ 2m+ 2)(n+ 2m+ 3)
(2n+ 2m+ 1)(2n+ 2m+ 3)2(2n+ 2m+ 5)
,
3. and so isRDR⊤:
RDR⊤ =


g1 0 h1
0 g2 h2
h1 g3 h3
. . .
. . .
. . .
hn−2 gn hn
. . .
. . .
. . .


,
where:
gn =
4m4 + (12n+ 2)m3 + (14n2 + 6n− 6)m2 + (8n3 + 8n2 − 4n)m+ 2n(n+ 1)(n2 + n− 1)
(2n+ 2m− 1)(2n+ 2m+ 3) ,
and:
hn = −(n+m+ 1)(n+m+ 2)
√
n(n+ 1)(n+ 2m+ 2)(n+ 2m+ 3)
(2n+ 2m+ 1)(2n+ 2m+ 3)2(2n+ 2m+ 5)
.
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Proof. 1. This follows from the relations:
c1 =
√
a1,
d1 =
b1
c1
,
c2 =
√
a2,
d2 =
b2
c2
, and for n ≥ 3,
cn =
√
an − d2n−2,
dn =
bn
cn
.
2. With cn and dn, this follows from the relations:
en = c
2
n + d
2
n,
fn = dncn+2.
3. Similarly, the requisite relations are:
gn = (m+ n− 1)(m+ n)c2n + (m+ n+ 1)(m+ n+ 2)d2n,
hn = (m+ n+ 1)(m+ n+ 2)dncn+2,
since the diagonal operator is:
D =


m(m+ 1)
(m+ 1)(m+ 2)
(m+ 2)(m+ 3)
. . .
(m+ n− 1)(m+ n)
. . .


.
B The symmetric-definite banded weighted Jacobi generalized eigenvalue prob-
lem
Theorem B.1. 1. The multiplication of 1 + x is:
M1 =


a1 b1
b1 a2 b2
b2 a3 b3
. . .
. . .
. . .
bn−1 an bn
. . .
. . .
. . .


,
where:
an =
2n(2n− 2) + (4n+ 2β − 2)(α+ β)
(2n+ α+ β)(2n+ α+ β − 2) , and bn = 2
√
n(n+ α)(n+ β)(n+ α+ β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) .
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2. The multiplication of 1− x is:
M2 =


c1 d1
d1 c2 d2
d2 c3 d3
. . .
. . .
. . .
dn−1 cn dn
. . .
. . .
. . .


,
where:
cn =
2n(2n− 2) + (4n+ 2α− 2)(α+ β)
(2n+ α+ β)(2n+ α+ β − 2) , and dn = −2
√
n(n+ α)(n+ β)(n+ α+ β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) .
3. Moreover, the multiplication operators M = M1M2, M+ = M21, and M− = M22 can all be computed to high
component-wise relative accuracy by symmetric tridiagonal operator multiplication. Similarly, the multiplication oper-
ator S is the sum of three symmetric pentadiagonal operators.
4. The entries of the Cholesky factor ofM = R⊤R satisfy the pentadiagonal Cholesky recurrence and the productsRR⊤
andRDR⊤ are the products of banded matrices. The Cholesky factor is particularly nice:
R =


e1 f1 g1
e2 f2 g2
e3 f3 g3
. . .
. . .
. . .
en fn gn
. . .
. . .
. . .


,
where:
en = 2
√
(n+ α)(n+ β)(n+ α+ β)(n+ α+ β + 1)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) ,
and:
fn =
2(α− β)
√
n(n+ α+ β + 1)
(2n+ α+ β)(2n+ α+ β + 2)
,
and:
gn = −2
√
n(n+ 1)(n+ α+ 1)(n+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)2(2n+ α+ β + 3)
.
The inverse Cholesky factor is upper triangular and dense (but still rank-structured):
R−1 =


R−11,1 R
−1
1,2 R
−1
1,3 · · ·
R−12,2 R
−1
2,3
. . .
R−13,3
. . .
. . .

 ,
and entries generically satisfy:
eiR
−1
i,i+j + fiR
−1
i+1,i+j + giR
−1
i+2,i+j = δi,j ,
where δi,j is the Kronecker delta function [27, Chap. 24]. In particular:
R−1n,n =
1
2
√
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1)
(n+ α)(n + β)(n+ α+ β)(n+ α+ β + 1)
,
and:
R−1n,n+1 =
(β − α)
2
√
n(2n+ α+ β − 1)(2n+ α+ β + 1)2(2n+ α+ β + 3)
(n+ α)2(n+ β)2(n+ α+ β)3
,
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and:
R−1n,n+2 =
1
8
√
(n)2(2n+ α+ β − 1)(2n+ α+ β + 2)2(2n+ α+ β + 5)
(n+ α)3(n+ β)3(n+ α+ β)4
×
(
(2n+ α+ β)(2n+ α+ β + 4) + 3(α− β)2
)
.
5. Finally, to compute the productR−⊤SR⊤ = RSR−1, we rely on the fact that the result is symmetric and pentadiagonal.
This implies that only the main diagonal and the first two superdiagonals ofR−1 are required.
