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Abstract
Let V denote a vector space with finite positive dimension. We consider a pair of linear transformations
A : V → V and A∗ : V → V that satisfy (i) and (ii) below:
(i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal
and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irreducible tridiagonal
and the matrix representing A is diagonal.
We call such a pair a Leonard pair on V . Let X denote the set of linear transformations X : V → V such
that the matrix representing X with respect to the basis (i) is tridiagonal and the matrix representing X with
respect to the basis (ii) is tridiagonal. We show that X is spanned by
I, A, A∗, AA∗, A∗A
and these elements form a basis for X provided the dimension of V is at least 3.
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1. Leonard pairs
We begin by recalling the notion of a Leonard pair. We will use the following terms. A square
matrix X is said to be tridiagonal whenever each nonzero entry lies on either the diagonal,
the subdiagonal, or the superdiagonal. Assume X is tridiagonal. Then X is said to be irreducible
whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
We now define a Leonard pair. For the rest of this paper K will denote a field.
Definition 1.1 [19]. Let V denote a vector space over K with finite positive dimension. By a
Leonard pair on V we mean an ordered pair A,A∗ where A : V → V and A∗ : V → V are
linear transformations that satisfy (i) and (ii) below:
(i) There exists a basis for V with respect to which the matrix representing A is irreducible
tridiagonal and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irreducible
tridiagonal and the matrix representing A is diagonal.
Note 1.2. It is a common notational convention to use A∗ to represent the conjugate–transpose
of A. We are not using this convention. In a Leonard pair A,A∗ the linear transformations A and
A∗ are arbitrary subject to (i) and (ii) above.
We refer the reader to [3,9,12–19,21–28,30,31] for background on Leonard pairs. We especially
recommend the survey [28]. See [1,2,4–8,10,11,20,29] for related topics.
2. Leonard systems
When working with a Leonard pair, it is convenient to consider a closely related object called
a Leonard system. To prepare for our definition of a Leonard system, we recall a few concepts
from linear algebra. Let d denote a nonnegative integer and let Matd+1(K) denote theK-algebra
consisting of all d + 1 by d + 1 matrices that have entries inK. We index the rows and columns
by 0, 1, . . . , d. For the rest of this paper, letA denote aK-algebra isomorphic to Matd+1(K), and
let V denote a simpleA-module. We remark that V is unique up to isomorphism ofA-modules,
and that V has dimension d + 1. Let v0, v1, . . . , vd denote a basis for V . For X ∈A and Y ∈
Matd+1(K), we say Y represents X with respect to v0, v1, . . . , vd whenever Xvj = ∑di=0 Yij vi
for 0  j  d. For A ∈A we say A is multiplicity-free whenever it has d + 1 mutually distinct
eigenvalues in K. Assume A is multiplicity-free. Let θ0, θ1, . . . , θd denote an ordering of the
eigenvalues of A, and for 0  i  d put
Ei =
∏
0jd
j /=i
A − θj I
θi − θj , (1)
where I denotes the identity ofA. We observe (i) AEi = θiEi (0  i  d); (ii) EiEj = δi,jEi
(0  i, j  d); (iii) ∑di=0 Ei = I ; (iv) A = ∑di=0 θiEi . Let D denote the subalgebra ofA gen-
erated by A. Using (i)–(iv) we find the sequence E0, E1, . . . , Ed is a basis for theK-vector space
D. We call Ei the primitive idempotent of A associated with θi . It is helpful to think of these
primitive idempotents as follows. Observe
V = E0V + E1V + · · · + EdV (direct sum). (2)
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For 0  i  d, EiV is the (one dimensional) eigenspace of A in V associated with the eigenvalue
θi , and Ei acts on V as the projection onto this eigenspace. We remark that theK-vector spaceD
has basis {Ai |0  i  d} and satisfies D = {X ∈A|AX = XA}.
By a Leonard pair inA we mean an ordered pair of elements taken fromA that act on V as
a Leonard pair in the sense of Definition 1.1. We now define a Leonard system.
Definition 2.1 [19]. By a Leonard system inA we mean a sequence(
A; {Ei}di=0;A∗; {E∗i }di=0
)
that satisfies (i)–(v) below:
(i) Each of A, A∗ is a multiplicity-free element inA.
(ii) E0, E1, . . . , Ed is an ordering of the primitive idempotents of A.
(iii) E∗0 , E∗1 , . . . , E∗d is an ordering of the primitive idempotents of A∗.
(iv) For 0  i, j  d ,
EiA
∗Ej =
{
0 if |i − j | > 1,
/= 0 if |i − j | = 1. (3)
(v) For 0  i, j  d ,
E∗i AE∗j =
{
0 if |i − j | > 1,
/= 0 if |i − j | = 1. (4)
Leonard systems are related to Leonard pairs as follows. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote
a Leonard system inA. Then A,A∗ is a Leonard pair inA [27, Section 3]. Conversely, suppose
A, A∗ is a Leonard pair inA. Then each of A, A∗ is multiplicity-free [19, Lemma 1.3]. Moreover,
there exists an ordering E0, E1, . . . , Ed of the primitive idempotents of A, and there exists an
ordering E∗0 , E∗1 , . . . , E∗d of the primitive idempotents of A∗, such that (A; {Ei}di=0;A∗; {E∗i }di=0)
is a Leonard system inA [27, Lemma 3.3].
3. The spaceX
In this paper we consider a subspace ofA defined as follows.
Definition 3.1. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA. Let X denote the
K-subspace ofA consisting of the X ∈A such that both
EiXEj = 0 if |i − j | > 1, (5)
E∗i XE∗j = 0 if |i − j | > 1 (6)
for 0  i, j  d.
We now state our main result.
Theorem 3.2. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA. Then the space Xfrom Definition 3.1 is spanned by
I, A, A∗, AA∗, A∗A. (7)
Moreover, (7) is a basis for X provided d  2.
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The proof of Theorem 3.2 will be given in Section 5.
4. The antiautomorphism †
Associated with a given Leonard system inA, there is certain antiautomorphism ofA denoted
by † and defined below. Recall an antiautomorphism ofA is an isomorphism ofK-vector spaces
σ :A→A such that (XY)σ = YσXσ for all X, Y ∈A.
Theorem 4.1 [27, Theorem 7.1]. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA.
Then there exists a unique antiautomorphism † ofA such that A† = A and A∗† = A∗. Moreover,
X†† = X for all X ∈A.
Definition 4.2. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA. We let D denote
the subalgebra ofA generated by A. We let D∗ denote the subalgebra ofA generated by A∗.
Lemma 4.3 [28, Lemma 6.3]. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA and
let † denote the corresponding antiautomorphism of A from Theorem 4.1. Then referring to
Definition 4.2, † fixes everything in D and everything in D∗. In particular
E
†
i = Ei, E∗†i = E∗i (0  i  d). (8)
5. A basis forX
In this section we prove Theorem 3.2. We start with a lemma.
Lemma 5.1 [27, Lemma 11.1]. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA and
let V denote a simpleA-module. Then EiV = EiE∗0V and E∗i V = E∗i E0V for 0  i  d.
Corollary 5.2. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A. Then for Y ∈A
the following hold for 0  i  d :
(i) YEi = 0 if and only if YEiE∗0 = 0.
(ii) YE∗i = 0 if and only if YE∗i E0 = 0.
Corollary 5.3. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A. Then for Y ∈A
the following hold for 0  i  d :
(i) EiY = 0 if and only if E∗0EiY = 0.
(ii) E∗i Y = 0 if and only if E0E∗i Y = 0.
Proof. Apply † to the equations in Corollary 5.2, and use Lemma 4.3. 
Definition 5.4. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A. For 0  i  d
we let θi (respectively θ∗i ) denote the eigenvalue of A (respectively A∗) associated with Ei
(respectively E∗i ). We note that the scalars θ0, θ1, . . . , θd (respectively θ∗0 , θ∗1 , . . . , θ∗d ) are
mutually distinct and contained in K.
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Proposition 5.5. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA and letX denote
the subspace of A from Definition 3.1. Let X ∈ X such that XE∗0 = 0 and XAE∗0 = 0. Then
X = 0.
Proof. First assume d = 0. Then E∗0 = I and the result follows. For the rest of this proof assume
d  1. We assume X /= 0 and get a contradiction.
In the equation I = ∑di=0 E∗i we multiply each term on the right byAE∗0 and simplify the result
using (4) to obtain AE∗0 = E∗0AE∗0 + E∗1AE∗0 ; expanding XAE∗0 = 0 using this and XE∗0 = 0
we find XE∗1AE∗0 = 0. Let V denote a simpleA-module and observe XE∗1AE∗0V = 0. Note that
E∗1V = E∗1AE∗0V , since E∗1AE∗0V ⊆ E∗1V , dim E∗1V = 1, and E∗1AE∗0V = 0 in view of (4). By
the above comments XE∗1V = 0 so XE∗1 = 0. In the equation I =
∑d
i=0 E∗i we multiply each
term on the left by E∗0X and simplify the result using (6) to find E∗0X = E∗0XE∗0 + E∗0XE∗1 ; now
E∗0X = 0 since each of XE∗0 , XE∗1 is zero.
Since X /= 0 there exist integers i, j (0  i, j  d) such that EiXEj /= 0. Define
r = min{min{i, j}|0  i, j  d, EiXEj /= 0}.
First assume r = d, so thatEdXEd = 0 and each ofEiXEd ,EdXEi is zero for 0  i  d − 1.
In the equation I = ∑di=0 Ei we multiply each term on the left by EdX and simplify to get
EdX = EdXEd . By this and since XE∗0 = 0 we find EdXEdE∗0 = 0. Now EdXEd = 0 by
Corollary 5.2(i), for a contradiction.
Next assume r  d − 1. Note that for 0  i  r − 1 we have ErXEi = 0 and EiXEr = 0.
We now show that each of ErXEr and ErXEr+1 is zero. In the equation I = ∑di=0 Ei we
multiply each term on the left by ErX. We simplify the result using (5) and our above comments
to find
ErX = ErXEr + ErXEr+1. (9)
In this equation we multiply each term on the right by E∗0 and use XE∗0 = 0 to find
ErXErE
∗
0 + ErXEr+1E∗0 = 0. (10)
We multiply each term of (9) on the right by A and use EiA = θiEi (0  i  d) to find ErXA =
θrErXEr + θr+1ErXEr+1. In this equation we multiply each term on the right by E∗0 and use
XAE∗0 = 0 to find
θrErXErE
∗
0 + θr+1ErXEr+1E∗0 = 0. (11)
Solving the linear system (10) and (11), we find ErXErE∗0 = 0 and ErXEr+1E∗0 = 0. By this
and Corollary 5.2(i) we find ErXEr = 0 and ErXEr+1 = 0. Next we show Er+1XEr = 0. We
mentioned earlier that EiXEr = 0 for 0  i  r − 1. In the equation I = ∑di=0 Ei we multiply
each term on the right by XEr . We simplify the result using (5) and our above comments to find
XEr = Er+1XEr . In this equation we multiply each term on the left by E∗0 and use E∗0X = 0
to find E∗0Er+1XEr = 0, so Er+1XEr = 0 in view of Corollary 5.3(i). We have now shown
that each of ErXEr , ErXEr+1, Er+1XEr is zero, contracting the definition of r . We conclude
X = 0. 
Corollary 5.6. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA. Then the spaceXfrom Definition 3.1 has dimension at most 5.
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Proof. We assume d  2; otherwise dimA  4 and the result follows. We define linear maps
π0 : X→ XE∗0 and π1 : X→ XAE∗0 by
π0(X) = XE∗0 , π1(X) = XAE∗0 (X ∈ X).
For i = 0, 1 let Ki denote the kernel of πi . We compute the dimensions of K0 and K1. First
observe
dim E∗iAE∗j = 1 (0  i, j  d).
We have XE∗0 = E∗0XE∗0 + E∗1XE∗0 in view of (6); therefore dimXE∗0  2 so
dim K0  dimX− 2. (12)
Combining (4) and (6) we routinely obtain
XAE∗0 ⊆ E∗0AE∗0 + E∗1AE∗0 + E∗2AE∗0 .
Therefore, dimXAE∗0  3 so
dim K1  dimX− 3. (13)
The intersection of K0 and K1 is zero by Proposition 5.5; therefore
dim K0 + dim K1  dimX. (14)
Combining (12)–(14) we find dimX  5 as desired. 
Proof of Theorem 3.2. Comparing (3), (4) and (5), (6) we see that each of the elements (7) is
contained in X. We must show they actually span X, and that they are linearly independent
provided d  2. First assume d = 0. Then the assertion is obvious. Next assume d = 1. Then one
routinely verifies that X =A is spanned by the elements (7). Finally assume d  2. In view of
Corollary 5.6, it suffices to show that the elements (7) are linearly independent. Suppose
eI + fA + f ∗A∗ + gAA∗ + g∗A∗A = 0 (15)
for some scalars e, f , f ∗, g, g∗ inK. We show each of e, f , f ∗, g, g∗ is zero. For 1  i  d we
multiply each term in (15) on the left by E∗i−1 and the right by E∗i to obtain
(f + gθ∗i + g∗θ∗i−1)E∗i−1AE∗i = 0.
By this and since E∗i−1AE∗i is nonzero we find
f + gθ∗i + g∗θ∗i−1 = 0 (1  i  d). (16)
For 1  i  d we multiply each term in (15) on the left by E∗i and the right by E∗i−1 to obtain
(f + gθ∗i−1 + g∗θ∗i )E∗i AE∗i−1 = 0.
By this and since E∗i AE∗i−1 is nonzero we find
f + gθ∗i−1 + g∗θ∗i = 0 (1  i  d). (17)
Combining (16) at i = 1 and (17) at i = 1, 2 we routinely find that each of f , g, g∗ is zero.
Interchanging the roles of A and A∗ in the above argument we find f ∗ = 0. Now (15) becomes
eI = 0 so e = 0. We have now shown that each of e,f ,f ∗,g,g∗ is zero, and the result follows. 
6. The linear maps Υ and Υ ∗
In this section we discuss some linear maps Υ : X→ D and Υ ∗ : X→ D∗ that we find
attractive. To motivate things we recall some results by the second author and Vidunas.
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Lemma 6.1 [30, Theorem 1.5]. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A.
Then there exists a sequence of scalars β, γ, γ ∗, 	, 	∗, ω, η, η∗ taken from K such that both
A2A∗ − βAA∗A + A∗A2 − γ (AA∗ + A∗A) − 	A∗ = γ ∗A2 + ωA + ηI, (18)
A∗2A − βA∗AA∗ + AA∗2 − γ ∗(A∗A + AA∗) − 	∗A = γA∗2 + ωA∗ + η∗I. (19)
Moreover, the sequence is uniquely determined by the Leonard system provided d  3.
Note 6.2. Eqs. (18) and (19) first appeared in [32]; they are called the Askey–Wilson relations.
We have a comment.
Lemma 6.3 [30, Theorem 4.5]. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A.
Then referring to Definition 5.4 and Lemma 6.1 we have
β + 1 = θi−2 − θi+1
θi−1 − θi =
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
(2  i  d − 1), (20)
γ = θi−1 − βθi + θi+1 (1  i  d − 1), (21)
γ ∗ = θ∗i−1 − βθ∗i + θ∗i+1 (1  i  d − 1), (22)
	 = θ2i−1 − βθi−1θi + θ2i − γ (θi−1 + θi) (1  i  d), (23)
	∗ = θ∗2i−1 − βθ∗i−1θ∗i + θ∗2i − γ ∗(θ∗i−1 + θ∗i ) (1  i  d). (24)
Theorem 6.4. Let (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system in A. Let the spaces X
andD be as in Definitions 3.1 and 4.2, respectively. Then there exists aK-linear map Υ : X→ D
that satisfies
Υ (X) = A2X − βAXA + XA2 − γ (AX + XA) − 	X (25)
for all X ∈ X. Moreover,
Υ (I ) = (2 − β)A2 − 2γA − 	I, (26)
Υ (A) = (2 − β)A3 − 2γA2 − 	A, (27)
Υ (A∗) = γ ∗A2 + ωA + ηI, (28)
Υ (AA∗) = γ ∗A3 + ωA2 + ηA, (29)
Υ (A∗A) = γ ∗A3 + ωA2 + ηA. (30)
Proof. Certainly, there exists aK-linear map Υ : X→A that satisfies (25). Using (18) we find
Υ satisfies (26)–(30). Combining (26)–(30) and Theorem 3.2 we find Υ (X) ∈ D for all X ∈ X,
and the result follows. 
Interchanging the roles of A and A∗ in Theorem 6.4 we obtain:
Theorem 6.5. Let (A; {Ei}di=0;A∗; {E∗i }di=0)denote a Leonard system inA.Let the spacesXand
D∗ be as in Definitions 3.1 and 4.2, respectively. Then there exists aK-linear map Υ ∗ : X→ D∗
that satisfies
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Υ ∗(X) = A∗2X − βA∗XA∗ + XA∗2 − γ ∗(A∗X + XA∗) − 	∗X (31)
for all X ∈ X. Moreover,
Υ ∗(I ) = (2 − β)A∗2 − 2γ ∗A∗ − 	∗I,
Υ ∗(A∗) = (2 − β)A∗3 − 2γ ∗A∗2 − 	∗A∗,
Υ ∗(A) = γA∗2 + ωA∗ + η∗I,
Υ ∗(A∗A) = γA∗3 + ωA∗2 + η∗A∗,
Υ ∗(AA∗) = γA∗3 + ωA∗2 + η∗A∗.
We have a comment concerning the image and kernel of Υ .
Lemma 6.6. Referring to Theorem 6.4 the following (i)–(iii) hold.
(i) Span{AA∗ − A∗A} ⊆ Ker(Υ ).
(ii) Im(Υ ) ⊆ Span{I, A,A2, A3}.
(iii) Assume d  3. Then equality holds in (i) if and only if equality holds in (ii).
Proof. (i) and (ii): Immediate from Theorem 6.4.
(iii): Use Theorem 3.2 and elementary linear algebra. 
Interchanging the roles of A and A∗ in Lemma 6.6 we obtain:
Lemma 6.7. Referring to Theorem 6.5 the following (i)–(iii) hold.
(i) Span{AA∗ − A∗A} ⊆ Ker(Υ ∗).
(ii) Im(Υ ∗) ⊆ Span{I, A∗, A∗2, A∗3}.
(iii) Assume d  3. Then equality holds in (i) if and only if equality holds in (ii).
Referring to Lemmas 6.6 and 6.7 it appears that we have equality in (i) and (ii) for most Leonard
systems but not all. Below we give an example where equality is not attained.
Definition 6.8. Let (A; {Ei}di=0;A∗; {E∗i }di=0)denote a Leonard system inA. We say this Leonard
system is bipartite (respectively dual bipartite) wheneverE∗i AE∗i = 0 (respectivelyEiA∗Ei = 0)
for 0  i  d.
Lemma 6.9. Let  = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system inA. Then referring
to Theorems 6.4, 6.5 and Definition 6.8 the following (i), (ii) hold provided d  3.
(i) Assume  is bipartite. Then
Ker(Υ ∗) = Span{A,AA∗, A∗A},
Im(Υ ∗) = Span{B∗, A∗B∗},
where B∗ = (2 − β)A∗2 − 2γ ∗A∗ − 	∗I.
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(ii) Assume  is dual bipartite. Then
Ker(Υ ) = Span{A∗, A∗A,AA∗},
Im(Υ ) = Span{B,AB},
where B = (2 − β)A2 − 2γA − 	I.
Proof. (ii): By [12] and [30, Theorem 5.3] each of γ ∗, ω, η is zero. By this and Theorem
6.4 we have Ker(Υ ) ⊇ Span{A∗, A∗A,AA∗} and Im(Υ ) = Span{B,AB}. To show Ker(Υ ) =
Span{A∗, A∗A,AA∗} it suffices to show that B and AB are linearly independent. Suppose B and
AB are linearly dependent. Then B = 0 since the elements I , A, A2, A3 are linearly independent.
Since d  3 there exists an integer i such that 1  i  d − 1. Multiplying each term in the
equation B = (2 − β)A2 − 2γA − 	I by Ei and simplifying we find Ei times
(2 − β)θ2i − 2γ θi − 	 (32)
is zero. Of course Ei is not zero so (32) is zero. Using (21) and (23) we routinely find (32) is
equal to
(θi − θi−1)(θi − θi+1)
and is therefore nonzero. This is a contradiction and the result follows. 
Open problem: Referring to Lemmas 6.6 and 6.7, precisely determine the set of Leonard systems
for which equality holds in (i) and (ii).
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