Understanding coherent dynamics of excitons, spins, or hard-core bosons (HCBs) has tremendous scientific and technological implications for light harvesting and quantum computation. Here, we study decay of excited-state population and decoherence in two models for HCBs, namely: an infinite-range HCB model governed by Markovian dynamics and a two-site HCB model with sitedependent strong potentials and subject to non-Markovian dynamics. Both models are investigated in the regimes of antiadiabaticity and strong HCB-phonon coupling with each site providing a different local optical phonon environment; furthermore, the HCB systems in both models are taken to be initially uncorrelated with the environment in the polaronic frame of reference. For the infinite-range model, we derive an effective many-body Hamiltonian that commutes with the long-range system Hamiltonian and thus has the same set of eigenstates; consequently, a quantummaster-equation approach shows that the quantum states of the system do not decohere. In the case of the two-site HCB model, we show clearly that the degree of decoherence and decay of excited state are enhanced by the proximity of the site-energy difference to the eigenenergy of phonons and are most pronounced when the site-energy difference is at resonance with twice the polaronic energy; additionally, the decoherence and the decay effects are reduced when the strength of HCB-phonon coupling is increased. Even for a multimode situation, the degree of decoherence and decay are again dictated by the nearness of the energy difference to the allowed phonon mode eigenenergies.
I. INTRODUCTION
Quantum information processing heavily relies on a precious and fragile resource, namely, quantum entanglement [1] . The fragility of entanglement is due to the coupling between a quantum system and its environment; such a coupling leads to decoherence, the process by which information is degraded. Decoherence is the fundamental mechanism by which fragile superposition of states is destroyed thereby producing a quantum to classical transition [2, 3] . Since coupling of a quantum system to the environment and the concomitant entanglement fragility are ubiquitous [1, 2] , it is imperative that progress be made in minimizing decoherence.
In general, a many-qubit (i.e., many-particle) system can have distance-dependent interaction. The two limiting cases for interaction are particle (HCB) hopping strength that is independent of distance and a system with nearest-neighbor hopping only. In this work, we consider an extreme model involving distanceindependent interaction of HCBs which can be mapped onto the following spin-model:
i,j>i [−J ⊥ (S 2 + γ( j S y j ) 2 ]/N (for h = 0 and γ = 1) is a special case of the above mentioned longrange model (for J = 0 and J ⊥ = λ); while, for h = 0 and γ = 0, LMG model is a special case of the model for J ⊥ = 0 and J = −λ. Long-range interactions can actually occur quite naturally in cavity quantum electrodynamics; by varying the external model parameters, it has been proposed that positive and negative values of λ as well as −1 ≤ γ ≤ 1 values can be achieved [5] . Secondly, it has been shown by Ezawa that the long-range ferromagnetic Heisenberg model describes well a zigzag graphene nanodisc [6] . A two-spin system and a fourspin system (with spins at the corners of a regular tetrahedron) can be physically realized (for instance from a Hubbard model) as exact special cases of the long-range model; it is conceivable that slightly larger clusters of particles (for instance, clusters containing 6 or 8 particles) can be physically realized as reasonable approximations of such a model.
Highly efficient coherent energy transfer processes in light-harvesting complexes is an active area of research [7] . Two-dimensional electronic spectroscopy gives a picture of the evolution of the density matrix and enables mapping of populations and coherences [8] . Fully connected network (FCN) is a well-studied model in the context of excitation energy transfer (EET) in FennaMatthews-Olson (FMO) complexes [9] . FCN is characterized by uniform hopping strength between any pair of sites (chromophores in the case of FMO complexes) and is an extreme limit of long-range interaction model for excitons. Moreover, the phonon fluctuations at various sites (chromophores) are uncorrelated to each other [8] , i.e., local phonon effects are significant in such complexes. The system-bath coupling in photosynthetic complexes is thought to be not weak but to be at least in the intermediate regime [8] ; instead of employing the usual quantum master equation techniques valid for the weak-coupling limit, modified approaches valid for broader range of couplings have been studied.
Modelling and controlling the environment of a solidstate quantum bit is a major challenge in quantum computation. Fairly long coherence times have been achieved in semiconductor-based double quantum dots where the qubit information is encoded in the singlet-triplet states of two spins with total S z equal to zero [10] . In these quantum dot systems, spin states are prepared, manipulated, and measured using rapid control of Heisenberg exchange interaction. However, the small size of a semiconductor qubit is limited by the extent of the electronic wavefunction which is more than a few nanometers.
In this work, without specifically modelling either a light-harvesting system or a qubit device, we would like to identify and understand some important features of related HCB systems which lead to either insignificant or sufficiently weak decoherence and decay of excitedstate population. To this end, in the regimes of strong HCB-phonon interaction and antiadiabaticity, we study two HCB models in the polaronic frame of reference where initially the system and the environment constitute a simply separable state. In the transformed polaronic frame, the interaction term is weak and enables use of perturbation theory; furthermore, both preparation and measurement can be done in the dressed (polaronic) basis [11, 12] . We first analyze the nature of decoherence and decay of excited-state population in an infinite-range interaction model for HCBs that are coupled to local optical phonons. We show that the effective Hamiltonian in second-order perturbation theory retains the same eigenstates as the infinite-range system Hamiltonian. Our dynamical analysis shows that the system, when Markov processes are considered, neither decoheres nor allows decay of excited states. Next, for the more realistic situation where lattice sites have different siteenergies and the dynamics is non-Markovian, (instead of a many-body problem) we analyze a more tractable case where just one HCB is hopping between two sites and the HCB-phonon coupling is local. Using non-Markovian second-order quantum master equation, we find that decoherence as well as decay of the population of the excited state are small if the site-energy difference is sufficiently different from the phonon eigenenergies; these features are manifested for both single-mode and multimode optical phonons.
The rest of the paper is organized as follows. In Sec. II, we introduce the infinite-range HCB Hamiltonian strongly coupled to local optical phonons and derive the effective Hamiltonian. In Sec. III, using the masterequation approach, we study decoherence under Markovian dynamics. Next, in Sec. IV, we study decoherence and decay of excited state using a non-Markovian analysis for a system of two sites (each with a different site energy). Finally, in Sec. V, we give our conclusions and make some general remarks regarding the wider context of our results. The paper also has an appendix containing detailed calculations for the terms of the master equation used for the two-site case.
II. INFINITE-RANGE HCB MODEL WITH HCBS COUPLED TO LOCAL OPTICAL PHONONS
We begin by introducing the infinite-range HCB model whose decoherence will be studied when the system is coupled to local phonons. The Hamiltonian for that is defined as:
where
where a j and a † j are the destruction and creation operators of phonons, respectively, g is the HCB-phonon coupling constant, and ω is the phonon frequency. Subsequently, we perform the well-known Lang-Firsov (LF) transformation [13, 14] on this Hamiltonian. Under the LF transformation given by 
where we identify H L s as the system Hamiltonian
and H L env as the Hamiltonian of the environment
On the other hand, the interaction H L I which we will treat as perturbation is given by
where represents numerous or uncontrolled environmental degrees of freedom and thus has the potential for producing decoherence. Furthermore, it is of interest to note that the interaction term is weak in the transformed frame unlike the interaction in the original frame; thus one can perform perturbation theory with the interaction term. We represent the eigenstates of the unperturbed Hamiltonian H L 0 as |n, m ≡ |n s ⊗ |m ph with the corresponding eigenenergies E n,m = E s n + E ph m ; |n s is the eigenstate of the system with eigenenergy E s n while |m ph is the eigenstate for the environment with eigenenergy E ph m . Henceforth, for brevity, we will use ω m ≡ E ph m . On observing that 0, 0|H L I |0, 0 = 0 ( i.e., the ground state expectation value of the deviations is zero), we obtain the next relevant second-order perturbation term [14] 
is a low energy Hamiltonian obtained by the canonical SW transformation [20, 21] decoupling the low-energy and the high-energy subspaces; this decoupling is a consequence of J
We now make the important observation that the effective Hamiltonian H L s + H (2) has the same set of eigenstates as those of H L s and H HCB because i,j>i (n i − 1 2 )(n j − 1 2 ) commutes with both H L s and H HCB . Actually, we have shown that even in higher-order perturbation theory (higher than second order) the eigenstates of the effective Hamiltonian do not change [22] . The small parameter of our perturbation theory, for a small N system, is g 2 ω (see Ref. 24 for an explanation). It is the long range of the model that enables the eigenstates of the system to remain unchanged. While the fact that the eigenstates of the effective Hamiltonian remain the same as those of H HCB may be suggestive of the robustness of the states of this long-range model, to establish that the states of the system are actually decoherence free, it is necessary to show that the off-diagonal matrix elements of the system's reduced density matrix do not diminish. Next, we study decoherence in a dynamical context and gain more insight into how the states of our H HCB can be decoherence free.
III. DYNAMICAL EVOLUTION OF THE SYSTEM
In this section, we will study decoherence in the system from the dynamical perspective. We will discuss the dynamics of an open quantum system, described by the H HCB , using master equation approach. Our quantum system is open because it is coupled to another quantum system, i.e., a bath or environment [25] . In our case, H HCB is coupled to a bath of local optical phonons [see Eq. (3)]. As a consequence of the system-environment coupling, the state of the system may change. This interaction may lead to certain system-environment correlations such that the resulting state of the system may no longer be represented in terms of unitary Hamiltonian dynamics. The dynamics of the system, described by the reduced density matrix ρ s (t) at time t, is obtained from the density matrix ρ T (t) of the total system by taking the partial trace over the degrees of freedom of the environment:
where U (t) represents the time-evolution operator of the total system. Now it is evident from the above equation that we need first to determine the dynamics of the total system which is a difficult task in most of the cases. By contrast, master equation approach conveniently and directly yields the time evolution of the reduced density matrix of the system interacting with an environment. This approach relieves us from the need of having to first determine the dynamics of the total system-environment combination and then to trace out the degrees of freedom of the environment.
We begin by observing that, to understand decoherence in the original frame of reference where the HCBphonon coupling is strong, it is convenient to use the LF transformed frame of reference: in the LF frame the system-environment coupling is weak, and furthermore, a polaron (represented by e −S b † |0 s ⊗ |0 ph ) that is entangled with the environment in the original frame of reference becomes unentangled in the LF frame (i.e., it becomes an undressed particle represented by b † |0 s ⊗|0 ph ). The relevant Hamiltonian (for our decoherence analysis) is the following LF transformed Hamiltonian:
where H L 0 is the system-environment Hamiltonian given by Eq. (5) and H L I represents the interaction Hamiltonian given by Eq. (8) . It is convenient and simple to derive the quantum master equation in the interaction picture. Thus our starting point is the interaction picture von Neumann equation for the total density operator ρ T (t)
L 0 t are the interaction Hamiltonian and the total system density matrix operators (respectively) expressed in the interaction picture. Re-expressing the above equation in integral form yields
Nowadays there is considerable interest in systems with initial correlation with the environment [26, 27] . Here too the initial state of the total system, in the original untransformed frame of reference, is taken to be made up of particles entangled with the environment (i.e., polarons or particles dressed with environmental phonons), so that in the LF frame the initial state transforms to a factorized (or simply separable) state given as ρ T (0) = ρ s (0) ⊗ R 0 with R 0 = n |n ph ph n|e −βωn /Z being the initial thermal density matrix operator of the environment and temperature being equal to 1 kB β ; furthermore, Z = n e −βωn defines the partition function of the environment. Here it should be pointed out that states can be prepared and measured in the dressed (polaronic) basis; the dressed (polaronic) basis can be used for input and output [11] . The possible preparation of this initial factorized state is discussed for a realistic system, i.e., the double quantum dot (DQD) in Ref. 12 . Moreover, if the phonon deformation time scale is much smaller than the bare hopping time scale (which is justified in strong coupling and non-adiabatic limit), the initial separability condition is certainly achievable. More specifically, in such a limit, as soon as a particle is put at any site, the local phonons quickly respond and reorganize to a new equilibrium position; consequently, the separable initial state (in the polaronic frame of reference) is formed. With this assumed initial state, we substitute Eq. (16) inside the commutator of Eq. (15) and then take the trace over the environmental degrees of freedom to obtain the following equation:
The above equation still contains the total density matrixρ T (τ ); in order to evaluate it, we rely on an approximation known as the Born approximation. This approximation assumes that the environment degrees of freedom are large and thus the effect on the environment due to the system is negligibly small for a weak system-environment coupling. As a consequence, we writeρ T (τ ) =ρ s (τ )⊗R 0 +O(H I ) within the second-order perturbation in system-environment interaction [25, [28] [29] [30] [31] [32] [33] [34] [35] [36] . Therefore we can write Eq. (17) in time-local form as
We note here that, for obtaining the non-Markovian timeconvolutionless master equation (18), we replacedρ s (τ ) withρ s (t). This replacement is equivalent to obtaining a time-convolutionless master equation perturbatively up to only second order in the interaction Hamiltonian using the time-convolutionless projection operator technique [25, 32, 33] . It has been shown in a number of cases that time-local approach works better than time-nonlocal approach [25, 30, 34, 35, 37] . Now we will consider the second-order, time-convolutionless master equation (18) with the time variable τ replaced by (t − τ ).
Next, we will study the Markovian dynamics of the system. To this end we assume that the correlation time scale τ c for the environmental fluctuations is negligibly small compared to the relaxation time scale τ s for the system, i.e., τ c ≪ τ s . This time scale assumption is motivated by the condition 
Defining {|n ph } as the basis set for phonons, therefore, we can write the master equation as:
In order to simplify the above master equation, we need to evaluate the time evolution of the operators involved in H L I . Considering the second term in Eq. (21) yields
We connect the HCBs in real space with those in momentum space as:
e −ik1rj b k1 ; henceforth, in momentum space, the creation and destruction operators of HCBs shall be denoted, respectively, as b † kn and b kn with n = 1, 2, 3, .... Then, it is important to note that the hopping term in the system Hamiltonian can be written as (see Refs. 17 and 38):
, the particle number in momentum k 1 = 0 state). Thus the single particle energy is given by
We take the total number of HCBs to be conserved; then, only the hopping term in H L s will contribute to the particle excitation energy [see Eq. (6)]. Thus, in Eq. (9), the largest value of the system excitation energy in the denominator is the maximum single particle excitation energy given by
which is N times the hopping term (1/2)J ⊥ e 
which implies
2 [based on Eq. (25)]. Substituting Eq. (27) in Eq. (22), we get
Based on the above equation, at the temperature of 0 K, we get the following:
2 ≪ ω and since the maximum value of |E
2 as well as the maximum value of |E
2 , the following are valid approximations:
and
where ω m is a positive integral multiple of ω. The above approximations imply that we do not get terms producing decay. Then, on using the approximations given by Eqs. (30) and (31), Eq. (29) simplifies to be
Carrying out the same analysis on the remaining (i.e., third, fourth, and fifth) terms in the master equation, we write Eq. (21) at 0 K temperature as:
Next, we evaluate the first term in the above equation and show that it is zero at the temperature of 0 K. We observe that
Thus, we have n ph n|[H L I (t), ρ s (0) ⊗ R 0 ]|n ph = 0 and the master equation at 0 K temperature simplifies as:
where η → +0. Now, we know that 
Here it should be pointed out that the above simplified form for the master equation was possible due to the Markovian approximation made. Based on Eq. (10) 
The above Eq. (37) shows that the effective Hamiltonian (H L s + H (2) ) governs the unitary evolution of the reduced
Let |n s be the simultaneous eigenstate for H (2) and H L s with eigenvalues E
n and E s n , respectively. Then, from the above Eq. (37) we get:
n . Thus we see from the above equation that there is only a phase shift but no decoherence! Thus, up to second order in perturbation, the assumption J
IV. NON-MARKOVIAN ANALYSIS FOR A TWO-SITE CASE WITH DIFFERENT SITE ENERGIES
A. Single-mode case
Here we consider the case where one HCB is hopping between two sites each having its local phonon environment. Initially, for simplicity, we consider the baths and the interaction terms to involve only a single mode and ignore the wavenumber dependence. The model Hamiltonian is given by
where ε 1 and ε 2 are the site energies. In the regime of strong electron-phonon coupling, we perform the LF transformation
. We make our analysis in the polaronic frame of reference where the system Hamiltonian H 
respectively. In the above equations
The system Hamiltonian H L s represents HCB coupled to the mean-phonon field and
2 is the resulting renormalized hopping amplitude. In the subspace involving only one HCB and two sites, the two eigenstates of H , respectively; here,
with site-energy difference ∆ε = ε 1 − ε 2 . The interaction Hamiltonian H L I represents the HCBs coupled to fluctuations of local phonons around their mean-phonon field. As the interaction in the polaronic frame of reference is weak (compared to that in the original frame of reference), one can treat H L I as a perturbation. To analyze the non-Markovian dynamics of the model, we start with the simply separable initial state ρ T (0) = ρ s (0) ⊗ R 0 where R 0 is the phonon density matrix at thermal equilibrium and is given by R 0 = n1,n2 |n 1 , n 2 ph ph n 1 , n 2 |e −βωn 1 ,n 2 /Z. Here, n 1 and n 2 are the phonon occupation numbers at sites 1 and 2, respectively; henceforth, we will use the notation |n ph ≡ |n 1 , n 2 ph and ω n ≡ ω n1,n2 = ω(n 1 + n 2 ). Now, we start with the second-order, timeconvolutionless (TCL), non-Markovian, quantum-master equation
At zero temperature, Eq. (46) can be rewritten as
We choose the basis {|10 , |01 } for our analysis and obtain the following useful expressions:
where p(t) = cos t .
In addition,
we also evaluate the matrix element
n1!n2! . Taking the matrix elements, with respect to |10 and |01 , on both sides of Eq. 
and its complex conjugate equation for 01|ρ s (t)|10 . In the above equation,
excludes the case where n 1 and n 2 are simultaneously zero. Similarly, for the diagonal element 10|ρ s (t)|10 , the differential equation can be written as
The above Eq. (52) is a first-order, non-homogeneous, differential equation; its solution is given by
The solution Eq. (53) has a part dependent on the initial value of 10|ρ s (t)|10 and a part independent of that.
To understand decoherence and the decay of the excited state (|10 ), we define two quantities: the coherence factor C(t) = | 10|ρs(t)|01 | | 10|ρs(0)|01 | and the population of the excited state P(t) = 10|ρ s (t)|10 . We numerically solve the coupled differential equations given by Eq. (51) and its complex-conjugate equation and plot the dynamical behavior of C(t) in Figs. 3, 5(a), and 7. We also depict the time dependence of P(t) in Figs. 4, 5(b) , and 8. We analyze below Figs. 3-8 and show that the period of oscillation and the amplitude of oscillation of both C(t) and P(t) increase as the site energy difference ∆ε approaches a harmonic ω n ; also, the closer the ∆ε is to ω n , the smaller are the equilibrium values of C(t) and P(t). Furthermore, the closer ω n is to 2g 2 ω (i.e., twice the polaronic energy), the more prominent are the period and amplitude of oscillations. Interestingly too, we find that the stronger the coupling g, the weaker is the decoherence and the decay of the excited state population.
In Figs. 3 and 4 , we study three cases of proximity of ∆ε to ω n : (51) that, for values of ∆ε close to ω n (i.e., for ∆ε ω = 2.9, 7.9, & 14.9), the dominant terms have arguments of the periodic functions being given by (ω n −∆ε)t = 0.1ωt; consequently, there is a large period of oscillation (given by ωt = 20π) in Fig. 3(b) . Also, the amplitude of oscillation is dominated by the term sin[(ω n − ∆ε)t]/(ω n − ∆ε) and hence the amplitude increases with decreasing values of (ω n − ∆ε). Furthermore, the coherence factor also depends on the number of degenerate phonon states with eigenenergy ω n ; the contribution of this degeneracy [as seen from Eq. (51)] is determined by the term
where n1,n2;(n1+n2)=N adds up all C n with (n 1 + n 2 ) = N. The closeness of ∆ε to ω n and the value of C N together determine the strength of decoherence. The value of C N increases with increasing N = n 1 + n 2 up to some limit as depicted in Fig. 1 . One can also see that the maximum of C N occurs at phonon eigenenergy ω n close to 2g 2 ω. In other words, for a particular g, when ∆ε is close to twice the polaronic energy g 2 ω, decoherence is maximum with ω n closest to 2g 2 ω making the dominant contribution. In second-order perturbation picture, the relevant process involves the particle hopping from one site to another and coming back to the initial site. Now, the initial state is described by the occupied site with polaronic energy (lattice distortion potential) −g 2 ω; whereas the intermediate state for perturbation theory corresponds to the occupied second-site being without distortion and the unoccupied first-site having distortion energy +g 2 ω [see Fig. 2 given above and Fig. 2(a) 
2 ω] approaches zero, the hopping process becomes more dominant leading to stronger decoherence. The above observations that the period of oscillation being inversely proportional to ∆ε − ω n and that the values of 1/(∆ε − ω n ) and C N together determine the strength of decoherence are also exemplified for the cases when ∆ε = ω n [through Fig. 3(c) Fig. 3(b) . It should be clear that recoherence occurs in Fig. 3 because we are dealing with single mode phonons; the closer that ∆ε approaches ω n , the later does the recoherence occur (i.e., recoherence time is inversely proportional to ∆ε − ω n .).
(c) [3(a)], the period of oscillation is infinity [4π/ω] and the decoherence is stronger [weaker] than in
Similar to the above analysis of Eq. (51), one can analyze Eq. (53) to gain an understanding of P(t). For comparatively large initial values 10|ρ s (0)|10 , the time dependence of 10|ρ s (t)|10 is mainly determined by the homogeneous part in Eq. (53). The role of the inhomogeneous term can be understood from 53), we see that the homogeneous part is dominated by the oscillatory terms with period of oscillation being inversely proportional to ∆ε − ω n ; here too the values of 1/(∆ε − ω n ) and C N together determine the strength of decay of P(t) as can be seen from Figs. 4 (a), (b), and (c).
To understand the dependence of C(t) and P(t) on the strength of coupling, we study the variation of C N on g in Fig. 1 . The peak value of C N decreases with increasing g, i.e., the maximum decoherence/decay (which occurs when ∆ε = 2g 2 ω) decreases as the coupling becomes stronger. In Figs. 5(a) and (b) , respectively, C(t) and P(t) are plotted for different values of g with Now, we like to determine the values of C(t) and P(t) at long times, i.e., at times much larger than the largest timescale in the process /J ⊥ e −g 2 . To this end, in Eqs. (51) and (52), we multiply the oscillatory terms with a decay term e −ηt (where η → 0 + ) and rewrite the equations as
We plot C(t) and P(t) in Figs. 7 and 8, respectively, for values of η/ω = 0.01 and 0.02. For both the values of η, C(t) [as well as P(t)] attain the same equilibrium value.
Here we should mention that, (for the chosen values of η/ω = 0.01 and 0.02) although the decay term e −ηt does diminish over the period of oscillation of C(t) and P(t), we got the same equilibrium values for much smaller values of η as well.
Lastly, we would like to compare the case of nonzero ω n whereas the periodicity of the case with ∆ε = 0 is determined by ω. For the case of ∆ε = 0, in the strong coupling regime, since the system excitation energy J ⊥ e −g 2 is much smaller than ω, there is no possibility of energy exchange between the system and phonons. This results in smaller equilibrium values of C(t) and P(t) for the case with finite ∆ε compared to the case with ∆ε = 0 as shown in Table I . Also, the oscillations of C(t) and P(t) are smaller for the case ∆ε = 0 compared to the case of finite ∆ε as can be seen by comparing Figs. 9(b) and 10(b) with Figs. 9(a) and 10(a); here we chose ∆ε/ω = 2.5 so that ∆ε is far away from the nearest eigenenergies ω n = 2ω & 3ω. Furthermore, in Fig. 9(b) [Fig.10(b) ] the ωt regions between two consecutive integer multiples of 2π [π] become flatter as the coupling g increases; as g increases, more number of excited states for phonons (with energy ω n ) contribute and produce destructive interference of phases resulting in the flat region (see Ref.
12 for details) [39] . On the other hand, in Figs. 9(a) and 10(a), only those states with ω n close to ∆ε have a dominant contribution.
B. Multimode case
Here we deal with a more realistic case, i.e., we consider a continuous distribution of phonon frequencies and, for simplicity, allow a small window characterized by upper and lower limits. The generalized Hamiltonian for multimode phonons in the polaronic frame of reference is written as
where a i,k destroys a phonon with momentum k at site i and N is the number of phonon modes. To perform perturbation theory with ease, we perform Lang-Firsov transformation 
where Now, we use the non-Markovian master Eq. (47) to study the dynamics of the reduced density matrix.
We calculate below the matrix element 
Using the above result and Eqs. (48) and (49) with κ replaced byκ ≡ −
, we calculate the four terms in the master Eq. (47); in the regime where ∆ε ≫
we can write the differential equation for 10|ρ s (t)|01 to be
The corresponding complex conjugate equation would describe the dynamics for 01|ρ s (t)|10 . Here, we have defined 
Now, to get a closed form of the coefficients in Eqs. (63) and (64), we write
where the spectral function of the phonon bath J(ω) = π k g 2 k ω 2 k δ(ω − ω k ) characterizes the HCB-phonon coupling for different phonon-frequency modes. Using the above expression, we can write the differential Eqs. (63) and (64) as
The differential Eq. (67) can be solved analytically and the solution is written as
In principle, J(ω) can assume a variety of forms based on the nature of the phonon bath; however, for simplicity, we use a continuous uniform distribution of phonon frequencies within a small frequency window characterized by an upper cutoff ω u and a lower cutoff ω l . The density of states for Einstein phonons is described by D(ω k ) = N δ(ω k − ω 0 ) where ω 0 is a fixed frequency and N is the number of phonon modes. Moreover, we consider a weak k-dependence of the coupling strength g k and write
Here we should mention that in systems such as the manganites (where the carriers are coupled predominantly only to optical phonons), the weak k-dependence of g k is quite valid. Following Eq. (71) we make a simple generalization of Einstein model and replace the Dirac delta function by a box function of width (ω u − ω l ) and height
where Θ(ω) is the unit step function. With the above form for the density of states, we calculate the following:
Using the above integrals, we solve the differential Eq. (66) numerically and plot the coherence factor C(t) in Fig. (11) . Here, unlike the single-mode case, we have a continuum of phonon frequencies due to which the various harmonics in Eq. (63) do not all rephase at the same time leading to destructive interference, i.e., an irreversible decay of C(t).
To explain the periodicity of the plot in Fig. 11 , we rewrite Eq. (63) as
It is of interest to note that the structures of Eqs. (51) and (76) are very similar; hence the explanations that were offered in the single-mode case, for the period and amplitude of oscillations as well as for the equilibrium values of C(t), hold also for the multimode case. For the circumstance in Fig. 11 (b) , the contribution from the phonon state ω u dominates because it is the frequency that is closest to ∆ε and ∆ε − ω u (<< ω u ) is comparable to the width of the allowed-frequency window ω u − ω l . Then, the period of oscillation in Eq. (76) can be obtained approximately from the case |(ω n − ∆ε)t| = |(ω u − ∆ε)t| = 0.1ω u t; thus the period is approximately 20π/ω u . Furthermore, since ∆ε is close toω n , only a few frequencies contribute to the destructive interference leading to a gradual decay of the amplitude of oscillation in Fig. 11 (b) . For the situation where ∆ε equals any of the phonon eigenenergiesω n [such as in Fig. 11 (c) ], there is a complete decay of coherence due to strong exchange of energy. When ∆ε is away fromω n [which is the case in Fig. 11  (a) ], there are a number of dominant phonon states having comparable contributions and these states interfere destructively resulting in a quick decay of amplitude.
Next, we study the population P(t) of the excited state |10 and depict its variation in Fig. 12 . When the excited state is initially largely populated (such as in Fig. 12 where 10|ρ s (0)|10 = 0.8), the behavior of P(t) is mainly dictated by the homogeneous part of the solution given in Eq. (64). To explain the behavior of Fig. 12 , we rewrite Eq. (64) as follows:
Since the structures of Eqs. (52) and (77) are very similar, we expect that the single-mode and multimode cases will have similar justifications for the period and amplitude of oscillations as well as for the equilibrium values of P(t). The cases of ∆ε considered in Fig. 12 are the same as those studied in Fig. 11 ; furthermore, the same explanations hold for the period and decay of oscillations in these two figures.
Lastly, we elucidate through Fig. 13 the multimode cases of ∆ε being an integer multiple of ω avg ≡ 1 N k ω k = (ω u + ω l )/2 when the coherence C(t) and the excited state population P(t) undergo complete decay. Similar to the single-mode case [depicted in Figs. 3(c) and 4(c)], here too the maximum decay of both C(t) and P(t) occurs when ∆ε is equal to twice the polaron energy
2 ω avg for our density of states).
V. DISCUSSION AND CONCLUSIONS
In this work we considered two models of HCB, characterized by strong HCB-phonon coupling and antiadiabaticity, with the initial state involving no correlation between the system and the environment in the polaronic frame of reference (where the interaction term is weak). These two models are a generalization of the systems studied in Ref. the system coupled to strong local optical phonons and ensure decoherence free dynamics.
(ii) The more realistic case, of non-Markovian dynamics and site energy differences being non-negligible compared to phonon energy, has been analyzed for an amenable two-site system. When the site-energy difference is not close to a phonon eigenenergy, the amount of decoherence and decay of excited state are both quite small and close to the Markovian results; whereas, decoherence and decay be-come prominent as system energy approaches a phonon eigenenergy. We should mention that the approximate results obtained in the previous section (by neglecting |κ| |∆ε| compared to 1) are very close to the results obtained without any approximation (i.e., using the full expressions obtained in the appendix). Moreover, for the numerical results in the previous section, we used fourth-order Runge-Kutta for solving differential equations and Gaussian quadrature for numerical integrations.
We will now make a few general remarks regarding the range of hopping in a multi-site case. In contrast to our long-range model involving distance-independent hopping of HCBs, if we were to consider a chain with nearestneighbor (NN) hopping of the It is important to note that the infinite-range HCB model gives decoherence free behavior whereas the NN HCB model does not; thus, the range of interaction determines the decoherence of the system even when
Although the analysis in this paper is valid for optical phonons, it can also accommodate acoustic phonons in small systems because the smallest wavevector, for a system with fixed boundaries, is inversely proportional to the system size; hence, for a small system ∆ε can be different from the eigenenergies of acoustic phonons. Furthermore, based on our study of a two-site system, our inferences can be extrapolated to a many-site situation, namely: as long as the various site-energy differences in a multi-site (as well as a many-body) case are away from the phonon eigenenergies, the decoherence will be small. This also implies that, to realize large coherence, the phonon density-of-states should vanish below a lower cut-off frequency. Lastly, the above analysis is valid in the regime k B T /ω ≪ 1; the finite temperature case k B T /ω 1 needs additional extensive considerations and will be dealt with elsewhere.
The two-site case can be thought of as a system of an acceptor and a donor with different site energies (due to defects, impurities, etc.); the dynamics of population transfer between them as well as the two-site coherence are important for understanding many physical systems such as a double quantum dot (DQD) acting as a qubit for quantum computation [12] , artificial light-harvesters, etc. An oxide-(i.e., manganite-) based DQD [12] can serve as a charge qubit and meet the demands of miniaturization as it has very small decoherence (compared to a semiconductor DQD) and its size can also be much smaller than a semiconductor DQD [10] . Additionally, understanding the high (> 90%) quantum efficiency of energy transport between various chlorophyll molecules in photosynthesis is important to design artificial solar energy applications; minimizing the decoherence in an interacting many-spin system coupled to the environment is quite useful for developing quantum computer architecture. Our analysis of a many-body HCB model with Markovian dynamics is a step to meet the above ends.
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The First term is evaluated as follows:
The second term is given by
By interchanging the arguments t and τ ofH L I in Eq. (A3), one obtains the expression for the third term: 
Lastly, we get the following fourth term: − κ 2 (−1) (n1+n2) p(t)q(t − τ )q(τ ) + κ 2 q(t)p * (t − τ )q(τ ) + iκ 10|ρ s (t)|10 p(t)p(t − τ )q(τ ) + (−1) (n1+n2) κ 2 q(t)q(t − τ )q(τ ) + (−1) (n1+n2) p(t)q(t − τ )p(τ ) − q(t)p * (t − τ )p(τ ) e iωn(t−τ ) . 
In the integrand of the above equation, we express the first term as + κ 2 q(t)p * (t − τ )q(τ ) − (−1) (n1+n2) κ 2 p(t)q(t − τ )q(τ ) − iκ 01|ρ s (t)|10 p(t)p(t − τ )q(τ ) + κ 2 (−1) (n1+n2) q(t)q(t − τ )q(τ ) − q(t)p * (t − τ )p(τ ) + (−1) (n1+n2) p(t)q(t − τ )p(τ ) e −iωn(t−τ ) , 
and the fourth term as − (−1) (n1+n2) κ 2 q(τ )q(t − τ )p * (t) + κ 2 q(t)p(t − τ )q(τ ) + iκ 10|ρ s (t)|01 p * (t)p * (t − τ )q(τ ) + (−1) (n1+n2) κ 2 q(t)q(t − τ )q(τ ) + (−1) (n1+n2) q(t − τ )p * (t)p * (τ ) − q(t)p(t − τ )p * (τ ) e iωn(t−τ ) .
When |κ| ≪ |∆ε|, we can simplify Eqs. 
respectively. The multimode case can be derived in a similar fashion by replacing ω n , C n , κ, and n i withω n ,C n ,κ, and k n k i , respectively. 
