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Ladungstransferstatistik supraleitender Quantenpunktkontakte: Die Berechnung der 
vollen Ladungstransferstatistik (FCS) für quantenmechanische Systeme hat in den 
letzten Jahren immer mehr Bedeutung erlangt. In dieser Arbeit wurde die FCS für 
supraleitende Quantenpunktkontakte berechnet. Solche Quantenpunktkontakte treten in 
vielen mikroelektronischen Bauteilen auf, die die besonderen Effekte von Supraleitern 
ausnutzen. Die FCS wurden für den Normal-Supraleiter und den Supraleiter-Supraleiter 
Kontakt unter Anwendung eines erweiterten Keldysh-Formalismus berechnet und die 
erhaltenen Resultate mit verschiedenen experimentellen und theoretischen Resultaten 
verglichen. Die Berechnung der FCS erlaubt eine genaue Untersuchung der 
physikalischen Natur des Ladungstransfers. Insbesondere ließen sich die Verdopplung 
des Rauschen für Andreev-Tunneln erklären und das Verhalten des Josephson-Stroms 
für lange Messzeiten berechnen. Die erhaltenen Resultate können in einer 
weiterführenden Arbeit für die Untersuchung eines Quantenpunkts mit supraleitenden 
Zuleitungen verwendet werden. 
 
 
Full counting statistics for superconducting quantum point contacts: The calculation of 
the full counting statistics (FCS) for quantum mechanical systems has attracted much 
attention in recent years. In this thesis the FCS for superconducting quantum point 
contacts have been calculated. Such quantum point contacts frequently occur in modern 
microelectronic devices, which exploit the special features of superconductors. The FCS 
for normal metal-superconductor and superconductor-superconductor contacts have been 
calculated using a generalized Keldysh formalism and the results have been compared to 
both experimental and theoretical results. The calculation of the FCS allows a precise 
understanding of the physical nature of charge transfer. Particularly doubled shot noise 
due to Andreev reflections was explained and the behaviour of the Josephson current for 
long measurement times was calculated. The obtained results are also valuable for the 
understanding of transport through quantum dots with superconducting leads. 
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Chapter 1
Introduction
Mok monn ne so veel rinn.
Witten Heinch
Since the discovery of Ohms law in 1826 [126] electronic devices are characterised by their
(in general non-linear) current-voltage characteristics. However, even in the classical description
the current is known to fluctuate, i.e. the current autocorrelation function is not zero. Already in
1918 Walter Schottky realized that those fluctuations are (at least partly) due to the discreteness
of electron charge, which, at low transmission, can be found from the ratio of the T = 0 noise
power spectrum (also known as shot noise) and transport current [137]. Finally in 1994 Levitov
and Lesovik realized that even the noise is not everything in the realm of quantum mechanics.
The probability distribution of charge transfer is in fact non-Gaussian resulting in non-zero higher
order cumulants. This pioneered the concept of Full Counting Statistics (FCS), which allows one
to access the cumulant generating function of the full probability distribution function instead of
just single cumulants.
The concept has since triggered interest in the noise properties of many quantum mechanical sys-
tems and led to new experiments measuring higher cumulants of the distribution of electric current
[69].
But understanding the nature of charge transfer in quantum contacts is not just of theoretical inter-
est. Moore’s law [115] predicts a continuous miniaturisation of microelectronic circuitry. At the
moment AMD is introducing 32nm technology [24], which means that the typical size of a device
component is about 32nm. But already at the present scale quantum effects become important
leading to the end of traditional CMOS scaling [24].
As microelectronics is approaching the world of quantum mechanics the detailed behaviour of
quantum point contacts and quantum dots needs to be understood. This does not only add more
complexity but also often new solutions. For example single molecules could act as electronic
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switches and storage elements [155]. Moreover, directly using quantum mechanical effects, such
as superposition and entanglement, gives rise to quantum computers, that are able to solve prob-
lems in combinatorial optimization much faster than classical computers [71].
One of the most thorougly studied quantum mechanical phenomena is superconductivity. There are
two reasons why superconductors may become an integral part of modern microelectronics. First
the power consumption of modern CMOS devices has become an enormous technical challenge
[162, p. 447]. Since superconductors have no electrical resistance overheating can be circumvented
much easier.
The second source of interest is the quantum mechanical nature of superconductivity which is
apparent in Josephson junctions and SQUIDS and may be used for quantum computing. In this as-
pect superconductivity is interesting because it is a macroscopic quantum phenomenon that offers
more flexibility to design a quantum computer using standard integrated circuit technology [162,
pp. 465-466]. In both cases contacts between normal metals and superconductors as well as two
superconductors have to be efficiently employed in practical applications.
In this diploma thesis these quantum point contacts will be investigated using the FCS formalism
in the form developed in [63].
Superconducting quantum point contacts have been investigated before either using scattering
theory [117] or using an approach based on the introduction of energy-independent transparen-
cies for different conduction mechanisms [18]. In this work charge transfer will be described by
a tunneling Hamiltonian. This reduces the amount of flexibility in describing different setups but
in turn allows for stricter comparisons to experiments since only one free parameter will be left.
Moreover, the approach presented here is based on calculating the full Green’s functions including
tunneling so that interactions may be introduced straight forward.
1.1 Contents of this thesis
The structure of this diploma thesis is as follows:
Chapter 2 will be a short review about the theory and phenomenology of superconductivity intro-
ducing the Bardeen-Cooper-Schrieffer Hamiltonian.
This Hamiltonian will be used in Chapter 3 to derive the Keldysh Green’s functions for supercon-
ducting electrodes.
As a first approximation to electron tunneling with superconducting eletrodes in Chapter 4 the
tunneling Hamiltonian will be introduced with the goal to derive the semiconductor model for
electron tunneling between normal as well as superconducting contacts.
Chapter 5 will introduce the FCS formalism and the necessary framework to derive the cumulant
generating function.
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In Chapter 6 this formalism will be applied to a simple tunneling junction, for which the result is
already well known.
Subsequently, the cumulant generating function for a normal-superconductor contact will be dis-
cussed in Chapter 7.
The Green’s functions in the form presented in Chapter 7 may also be used to describe the prox-
imity effect. This will be discussed in Chapter 8.
Chapter 9 is devoted to the full counting statistics in superconductor-superconductor junctions.
Finally, in Chapter 10 the relevance of the previous results for studies of systems including quan-
tum point contacts will be discussed.
Parts of this work have been published in the following articles:
H. Soller, A. Komnik (2011) ’Hamiltonian approach to the charge transfer statistics of Kondo
quantum dots contacted by a normal metal and a superconductor’, Physica E, 44, 2, 425
H. Soller (2013) ’FCS of superconducting tunnel junctions in non-equilibrium’, International Jour-
nal of Modern Physics B, 27, 1350072
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Chapter 2
Superconductivity
As a first step in understanding electron tunneling with superconducting electrodes the phenome-
non of superconductivity and the underlying microscopic theory will be presented in this chapter.
For the sake of clarity we do not want to switch to natural units right away but rather present this
first chapter in ordinary SI units and switch to natural units later.
2.1 Introduction
Superconductors may be characterized by the following features [8, p. 926]:
• A superconductor has no electrical resistance. This was confirmed in long-term persistent
current experiments [104, p. 15].
• A superconductor is a perfect diamagnet [84, p. 1]. This behavior is known as the Meissner-
Ochsenfeld effect [114]. An external magnetic field induces surface currents in the super-
conductor in such a way that the magnetic field in the bulk is completely compensated.
• In a superconductor there is an energy gap of 2∆ for electronic excitations around the Fermi
energy. The energy gap is broadened by lowering the temperature until it reaches a maxi-
mum value ∆(0) [8, p. 927].
The latter effect is mostly studied in electron tunneling experiments that will be the focus of this
work.
It should be mentioned at this point that superconductivity may also occur without an energy gap
for example by introducing magnetic impurities [55, 107, 108, 109]. However, this is a special
case [132, p. 117] that will not be regarded here.
Superconductivity was first observed by Kamerlingh-Onnes in 1911 [82] as the disappearing re-
sistance of mercury below about 4.2K (Fig. 2.1).
7
2.2. THEORY OF SUPERCONDUCTIVITY
0 4.1 4.2 4.3
Temperature [K]
R [Ω]
0.10
0.05
0
TC = 4.2K
R < 10−5Ω
Figure 2.1: Temperature dependence of the resistivity of mercury showing a superconducting tran-
sition (data from [82])
However, the phenomenon of superconductivity is not restricted to mercury. More than 20 metallic
elements [8, p. 926] and over 1000 alloys and compounds [20] may become superconducting. For
an overview of the most important classes of superconducting materials the reader is referred to
[26, pp. 81-195].
Besides, there are numerous further effects which occur only in superconductors. Probably the
most interesting of them are the quantization of magnetic flux [40, 43] and the arrangement of the
emerging vortices in Abrikosov lattices [1].
Another important discovery was the Josephson effect [80]. Ginzburg and Landau [60] devel-
oped a theory of superconductivity based on the assumption of a macroscopic wavefunction for
the superconductor. This theory led to Josephson’s prediction of an observable direct current in a
superconductor-insulator-superconductor contact in thermodynamic equilibrium and an alternate
current if a constant voltage is applied. It should be noted that there is a current flowing even in
equilibrium without a voltage drop at the interfaces [76, p. 479].
The dependence of the macroscopic wavefunction on the phase of the superconductors can be used
in SQUIDS for high precision measurements of magnetic fields [76, p. 482]. SQUIDS have found
manifold technical applications (e.g. drilling for oil, [134]).
2.2 Theory of superconductivity
There are phenomenological and microscopic theories of superconductivity. We discuss the first
class only as far as it is necessary for the understanding of Bardeen-Cooper-Schrieffer (BCS)
theory that will be derived afterwards.
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2.2.1 Phenomenological approach
London and London developed the first quantitative theory of superconductivity based on the two-
fluid model by Casimir and Gorter [66]. Within this model it is assumed that only a fraction nS(T )
of the electrons participates in a supercurrent. In contrast to a normal current this supercurrent
flows without electrical resistance and consequently makes up almost all of the current.
If an electric field ~E is applied, the superconducting electrons (mass m, charge−e) are accelerated
without energy dissipation and their acceleration is given by [8, S. 940]
m
d~vS
dt
=−e~E.
The current density of the electrons is known to be
~j =−e~vSnS⇒ ddt
~j =
nSe2
m
~E. (2.1)
Faraday’s law of induction
~∇×~E =−∂
~B
∂ t
can be used to get a relation between the current density and the magnetic field from (2.1):
∂
∂ t
(
~∇×~j+ nSe
2
m
~B
)
= 0. (2.2)
Together with Maxwell’s equation
~∇×~B = µ0~j
it determines the magnetic fields and current densities that may exist in a superconductor.
These two equations allow for a solution with a time-independent field and a static current density
in contradiction to the observed behavior of a superconductor. Therefore, equation (2.2) is replaced
by the London equation [102]
~∇×~j =−nSe
2
m
~B. (2.3)
Together with Maxwell’s equation two differential equations are obtained
∇2~B =
µ0nSe2
m
~B, ∇2~j =
µ0nSe2
m
~j.
Page 9
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These equations predict that currents and magnetic fields in the superconductor will decay on a
length scale λL (London length) given by
λL =
(
µ0m
nSe2
) 1
2
.
This explains the Meissner-Ochsenfeld effect by surface currents shielding the magnetic field.
The London equation, however, also gives deeper insights into the nature of the transition from
a normal conductor to a superconductor. This can be seen by writing ~B = ~∇×~A with the vector
potential ~A and choosing the gauge~∇ ·~A= 0 (London gauge). Furthermore, the boundary condition
perpendicular to the surface of the superconductor ~A⊥ = 0 is employed to rewrite the London
equation (2.3)
~j =−µ0nSe
2
m
~A.
This equation is at odds with gauge invariance for the vector potential [77, p. 211]. This is only
possible if gauge symmetry is broken, which usually does not occur in normal conductors. Indeed
spontaneous symmetry breaking [30, p. 571] can be observed in superconductors.
A model for such second order phase transitions was developed by Landau already in 1937 [91].
In complete analogy with the magnetisation in ferromagnets Ginzburg and Landau identified the
order parameter in superconductors to be the macroscopic wavefunction [84, p. 33].
In Ginzburg-Landau theory the simplest form of a free energy allowing a phase transition is em-
ployed using two phenomenological constants α and β [84, p. 34]. For the charge carriers of mass
m∗ and charge e∗ in a superconductor the quantum mechanical momentum is ~p→ ~∇− ie∗h¯c~A, and
the expression for the free energy is the following
F = F0+
∫
d3r
{
α|Ψ(~r)|2+ 1
2
β |Ψ(~r)|4+ h¯
2
2m∗
∣∣∣∣[~∇− ie∗h¯c ~A(~r)
]
Ψ(~r)
∣∣∣∣2+ 12 ~H(~r)~B(~r)
}
,
where F0 is just a constant. Minimization of the free energy with respect to Ψ(~r) leads to the
Ginzburg-Landau equation for Ψ(~r):
− h¯
2
2m∗
(
~∇− ie
∗
h¯c
~A(~r)
)2
Ψ(~r)+αΨ(~r)+β |Ψ(~r)|2Ψ(~r) = 0. (2.4)
Apart from the trivial solution ~A(~r) ≡ 0 there is a continuum of further solutions. For these solu-
tions the kinetic term must vanish(
~∇− ie
∗
h¯c
~A(~r)
)
Ψ(~r) = 0.
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The wavefunction can be rewritten as Ψ(~r) = a(~r)eiΦ(~r) to obtain two equations for the real quan-
tities a(~r) and Φ(~r)
~∇a(~r) = 0, ~∇Φ(~r)− e
∗
h¯c
~A = 0.
It is obvious that the amplitude a(~r)must be constant. The vector potential and the phase, however,
only need to fulfill the relation
~A =
h¯c
e∗
~∇Φ.
allowing for nonzero phases and vector potentials.
Thus, the gauge symmetry or phase symmetry in superconductors is broken [84, p. 35]. Supercon-
ductors with different phases behave differently. The phase transition in superconductors is one of
the very few breaking a local symmetry [30, p. 135].
Analogous to the Aharonov-Bohm effect [3] the existence of the phase could give an answer to
the question of the physical existence of the vector potential. However, very much like in the
Aharonov-Bohm effect, the Josephson effect only allows for a measurement of phase differences
[84, p. 35] and consequently does not give a final answer to the existence of the vector potential.
2.2.2 Microscopic theory
Phenomenological theories describe many aspects of superconductivity. In order to understand the
microscopic origin of superconductivity a microscopic description is desirable [2, p. 281]. A mi-
croscopic theory for classical superconductors was developed by Bardeen, Cooper and Schrieffer
[13]. It does not describe high temperature superconductors [15, 142] whose microscopic theory
is still a matter of discussion [5, p. 423]. In spite of many interesting aspects (like high transition
temperatures up to 164K [56]) only classical superconductors will be discussed here.
An important milestone to the microscopic theory was the observation of the isotope effect in mer-
cury [113, 140] establishing a relation between the transition temperature and the mass M of the
isotopes: Tc ∝ M−
1
2 . From this proportionality similar to the resonance frequencies of a harmonic
oscillator one concludes that phonons play an important role.
Interactions of electrons with phonons could occur via the polarization induced in the bulk by os-
cillations of the ions. The interaction of an electron with a position operator rˆ with a polarization
~P(~r′) is given by [77, p. 178]:
Uˆel−phon = e
∫
d3r′~P(~r′)~∇~r′
1
|~r′− rˆ| . (2.5)
Page 11
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Oscillations of the ions will also lead to a rearrangement of the electron cloud. For a deeper dis-
cussion of these two mechanisms of polarization the reader is referred to [111, pp. 615-620].
The polarization is proportional to the ionic displacement ~u with a constant of proportionality β1:
~P = β1~u.
Rewriting (2.5) with creation and annihilation operators a+~k , a~k using this form of the polarization
the interaction is of the form [111, p. 620]:
Uˆel−phon =
β2√
V
∫
d3r′∑
~k
~k
k
[
~∇~r′
1
|~r′− rˆ|
]
(ei~k~r
′
a+~k + e
−i~k~r′a~k)
=
β3√
V ∑~k
1
k
[
e−i~krˆa+~k − e
i~krˆa~k
]
.
The unimportant constants have been absorbed again into prefactors βi.
In the language of second quantisation the interaction reads:
Uel−phon = ∑
~q,~q′,σ
c+~q′σ 〈~q′|Uˆel−phon|~q〉c~qσ ,
where the c~qσ ’s are annihilation operators for electrons (assumed to be plane waves with spin σ ).
They constitute a complete basis of the Fock space of the system. This leads to [111, p. 621]
Uel−phon =
1√
V ∑~q,~q′,σ
C~q
[
c+~q′+~q,σc~q′σa
+
−~q+ c
+
~q′+~q,σc~q′,σa~q
]
,
where β3k has been absorbed in the function C~q.
Consequently the interaction of electrons must have two contributions due to direct Coulomb
interaction and effective interaction via phonons. The direct Coulomb interaction (where screening
effects are described by the parameter κc) has the following form [111, p. 807]:
HCoulomb =
1
V ∑
~q,~k,~k′,σ ,σ ′
4pie2
q2+κ2c
c+~k′−~q,σ ′c
+
~k+~q,σ
c~k,σc~k′σ ′ .
Combining the two interactions leads to the Fro¨hlich Hamiltonian [54]
H f roh = ∑
~q,σ
h¯2q2
2m
c+~qσc~qσ +
1
V ∑
~q,~k,~k′,σ ,σ ′
4pie2
q2+κ2c
c+~k′−~q,σ ′c
+
~k+~q,σ
c~kσc~k′σ ′
+∑
~k
h¯ωka+~k a~k +
1√
V ∑~q,~q′,σ
C~qc+~q+~q′,σc~q′σ
[
a~q+a+−~q
]
. (2.6)
This Hamiltonian will now be transformed in such a way that the interaction by phonons is elim-
inated leaving behind only an effective electron-electron interaction. This is done by introducing
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transformed electron and phonon operators
e−Sˆa˜~ke
Sˆ = a~k, e
−Sˆc˜~kσe
Sˆ = c~kσ .
Sˆ is an arbitrary operator obeying Sˆ+ = −Sˆ. Denoting by H˜ the original Hamiltonian with tilded
operators the transformed Hamiltonian is
Htrans = e−SˆH˜eSˆ.
Assuming Sˆ to be small the Campbell-Baker-Hausdorff formula [28, 11, 72] may be applied
e−SˆH˜eSˆ = H˜ +
[
H˜, Sˆ
]
+
1
2
[[
H˜, Sˆ
]
, Sˆ
]
+ · · · .
H˜ is now written as H˜0 + H˜1 with H˜1 the part of the Hamiltonian to be eliminated. If H˜1 is of the
same order as Sˆ the transformed Hamiltonian becomes
Htrans ≈ H˜0+
[
H˜0, Sˆ
]
+ H˜1+
1
2
[[
H˜0, Sˆ
]
, Sˆ
]
+
[
H˜1, Sˆ
]
= H˜0+
1
2
[
H˜1, Sˆ
]
,
when 0 = [H˜0, Sˆ]+ H˜1. For the Hamiltonian (2.6) this is accomplished by:
Sˆ = ∑
~k,~q,σ
C~q(α~q,~ka˜
+
−~q+β~q,~ka˜~q)c˜
+
~k+~q,σ
c˜~kσ ,
with α~q,~k,β~q,~k chosen appropriately [111, p. 835].
Neglecting higher order terms the effective electron-electron interaction reads [111, p. 808]
Hee =
1
V ∑
~q,~k,~k′,σ ,σ ′
[
2|C~q|2h¯ω~q
(ε~k− ε~k+~q)2− h¯2ω2~q
+
4pie2
q2+κ2c
]
︸ ︷︷ ︸
=V~k,~k′,~q,σ ,σ ′
c˜+~k−~qσ ′ c˜
+
~k+~qσ
c˜~kσ c˜~k′σ ′ . (2.7)
The interaction may indeed become attractive for (ε~k− ε~k+~q)2 < h¯2ω2~q [123, p. 76]. This is only
possible for (2.7) in a small frequency range given by the characteristic phonon frequency ωD
(Debye-frequency).
The electron Hamiltonian can now be written down as
H =∑
~kσ
h¯2k2
2m
c+~kσc~kσ + ∑
~k,~k′,~q,σ ,σ ′
V~k,~k′,~q,σ ,σ ′c
+
~k−~q,σ ′c
+
~k+~q,σ
c~kσc~k′σ ′ .
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As it does not conserve particle number automatically the chemical potential µ must be introduced
[84, p. 201] via
εk =
h¯2k2
2m
−µ,
leading to
H =∑
~kσ
εkc+~kσc~kσ + ∑
~k,~k′,~q,σ ,σ ′
V~k,~k′,~q,σ ,σ ′c
+
~k−~q,σ ′c
+
~k+~q,σ
c~kσc~k′σ ′ .
Because of the attractive interaction the ground state of the system is made of electron pairs [33].
This is drastically different from the ground state of an electron gas. This change of the ground
state is known as the Cooper instability. The wavefunction of these pairs must be enforced to
be antisymmetric [84, p. 235] restricting the summation over spins to those fulfilling σ ′ = −σ .
Additionally,~k is replaced by −~k′ and~k′−~q by~k which gives [84, p. 203]
H =∑
~kσ
εkc+~kσc~kσ + ∑
~k,~k′,~q
V−~k′,~k+~q,~qc
+
~k,↑c
+
−~k,↓c−~k′,↓c~k′,↑.
The summation over~q can be absorbed into a new potential V~k~k′ in the BCS Hamiltonian
HBCS =∑
~kσ
ε~kc
+
~k,σ
c~k,σ +∑
~k~k′
V~k~k′c
+
~k,↑c
+
−~k,↓c−~k′,↓c~k′,↑. (2.8)
The main features of the system can be adequately described by a simplified potential:
V~k~k′ =
 −V , |εk|, |εk′ |< ωD0 , otherwise
Even though the model seems to be a strong approximation it has enormous predictive power [2,
p. 283]. The effective interaction of electrons via phonons was explicitly taken into account in a
model by Eliashberg [46] that will be presented later.
2.3 Mean field theory
The BCS Hamiltonian still leaves room for another approximation. The operator for the Cooper
pairs has a finite expectation value in the ground state of the system 〈c+~k↑c
+
−~k↓〉 6= 0. The fluctuations
around this expectation value are assumed to be small [25, p. 329].
Thus, the Hartree-Fock method [53, 141] may be applied to derive the BCS Hamiltonian in the
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mean field approximation:
HMFBCS =∑
~kσ
ε~kc
+
~kσ
c~kσ −∑
~k
∆c+~k↑c
+
−~k↓−∑
~k
∆∗c−~k↓c~k↑ (2.9)
with ∆=−∑~k′V~k~k′〈c−~k′↓c~k′↑〉 [151, p. 62]. The constant term ∑~k~k′V~k~k′〈c+~k↑c
+
−~k↓〉〈c−~k′↓c~k′↑〉 has been
absorbed in the chemical potential.
The validity of this approach, however, is far from clear since mean field theory fails, e.g., in the
description of ferromagnets [8, p. 912]. The fluctuations must self-consistently be shown to be
small compared to the order parameter [30, p. 214].
This is done in Ginzburg-Landau theory. Gorkov showed in 1959 [65] that the Ginzburg-Landau
free energy followed from BCS theory as well as the proportionality of Ψ(~r) and the Fourier
transform of 〈c+~k↑c
+
−~k↓〉. For the derivation the reader is referred to [138, p. 19], or in the arbitrary
temperature case to [147, 164].
Ginzburg introduced a measure for the deviation of the order parameter from its mean by looking
at it in a coherence volume Vξ
δcoh ≡V−1ξ
∫
Vξ
d3rδφ(~r).
In the case of Ginzburg-Landau theory the order parameter is the macroscopic wavefunction. Fluc-
tuations are negligible if
V−2ξ
∫
Vξ
d3rd3r′〈δφ(~r)δφ(~r′)〉  〈φ〉2.
The correlation function 〈δφ(~r)δφ(~r′)〉 can be calculated in Ginzburg-Landau theory [30, p. 215]
showing that the inequality above is well satisfied [30, p. 216]. The physical reason is the large
coherence length of Cooper pairs compared to the lattice constant [30, p. 217].
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Chapter 3
Green’s functions
The BCS Hamiltonian is an important ingredient in the description of tunneling between supercon-
ducting electrodes. A quantum field theoretical description of the system in focus is most efficient
within the Green’s function (GF) formalism. Before embarking on the calculation of these GFs a
few remarks on the representations of quantum mechanics are needed. From now on natural units
will be used (h¯ = e = c = kB = 1).
3.1 Representations of quantum mechanics
This section closely follows [158, p. 264-275]. There are essentially three ways of handling
time dependence in quantum mechanics. In the Schro¨dinger picture the quantum states are time-
dependent and the operators are time-independent as long as the Hamiltonian has no explicit time-
dependence.
In the Heisenberg picture the opposite is true. The time-evolution of an operator OH(t) is governed
by the Heisenberg equation
i
∂
∂ t
OH(t) = [OH ,HH ](t).
Apart from the Schro¨dinger and the Heisenberg picture there exists the Interaction or Dirac picture
[101, p. 31]. It is best suited for systems with a Hamiltonian like
H = H0S+V0S, (3.1)
where H0S is a diagonal Hamiltonian and V0S is a small perturbation in the Schro¨dinger picture.
Then the time evolution may be split between the operators O and the wavefunctions Ψ in the
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Dirac picture
i
∂
∂ t
O(t) = [O(t),H0S],
∂
∂ t
|Ψ(t)〉 = −iV0S(t)|Ψ(t)〉.
The time evolution ofΨmay also be described by the time-evolution operator, which may formally
be written as
Uevo(t) := T exp
(
−i
∫ t
0
dt ′V0S(t ′)
)
. (3.2)
In this definition the ordinary time-ordering operator is employed
T [a1(t1) a2(t2)] :=

a1(t1)a2(t2) for t1 > t2
±a2(t2)a1(t1) for t2 > t1
: a1(t1)a2(t2) : for t1 = t2
.
Here a1(t1) and a2(t2) are time-dependent operators. + stands for bosonic and − for fermionic
operators. Finally : · : represents normal ordering, which means to have all annihilation operators
to the right of all creation operators. Equivalently, this could be defined to be the order of the
operators in the Hamiltonian. Of course, the operator T may directly be generalized to n operators
ai(ti), i ∈ {1, · · · ,n} [105, p. 85]. The time-evolution operator in (3.2) can be written as
Uevo(t) =
∞
∑
n=0
(−i)n
n!
∫ t
0
dt1 · · ·
∫ t
0
dtnT [V0S(t1) · · ·V0S(tn)]. (3.3)
Physically one can associate the frequency of the occurence of V with the number of interactions
a particle is exposed to.
3.2 Hamiltonians
In this work normal as well as superconducting electrodes are considered. These electrodes have
a contact at x = 0. The size and confining potential of this contact region is assumed to be given
in such a way that a strong focussing in the two dimensions transverse to the direction of electron
flow is observed. For simplicity the electrodes are assumed to be in the x-direction (Fig. 3.1).
Due to the strong focussing by the confining potential UC(y,z) the wavefunction of a charge carrier
at position~r = (x,y,z) = (x,~R) can be written as a superposition [38, p. 11]
Ψ(~r, t) =∑
j
φ j(~R, t)Ψ j(x, t),
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Figure 3.1: Atomic quantum point contact.
where {φ j(~R), j= 1, · · · ,N} is a complete basis of eigenfunctions of the confining potential UC(y,z).
Usually, at low temperatures, only the lowest mode j = 1 is occupied and the higher modes do not
play any significant role. This is also known as s-wave scattering. Then the y- and z-dimension can
both be neglected and the conductor may simply be treated as a one-dimensional system.
For a more sophisticated treatment, see [31].
In the general 3D case the procedure presented here only describes non-interacting modes. For a
realistic description scattering between different modes has to be implemented [14], and the results
from this work may be used as the starting point for the corresponding perturbation theory [31].
In this setting a normal conducting electrode is described as a Fermi gas at a specific chemical
potential [135, p. 145]
Hn =∑
kσ
εkc+kσckσ . (3.4)
The Hamiltonian for a superconducting electrode has been derived before in (2.9)
HS =∑
kσ
εkc+kσckσ −∑
k
∆c+k↑c
+
−k↓−∑
k
∆∗c−k↓ck↑. (3.5)
It describes the electrons and creation and annihilation of Cooper pairs.
3.3 Diagonalization
In the discussion of (3.1) the unperturbed Hamiltonian H0S is assumed to be diagonal. For HS,
however, this is not the case yet. A method for diagonalization goes back to Bogoliubov [22]. The
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transformation is performed via the introduction of fermionic operators Ak and Bk
ck↑ = ukAk + vkB+k , (3.6)
c−k↓ = −vkA+k +ukBk. (3.7)
It can be shown that, for uk = cosφ , vk = sinφ with tan(2φ) =− ∆εk and ∆ assumed to be real, the
Hamiltonian may be rewritten as:
HS =∑
k
EkA+k Ak +∑
k
EkB+k Bk (3.8)
with Ek =
√
ε2k +∆2.
Note that Ak and Bk do not carry an additional spin index. The prefactors uk and vk are sometimes
called coherence factors [84, p. 246].
3.4 Green’s functions
The most straightforward way to deal with quantum mechanical systems is to solve their Schro¨-
dinger equation. However, in most cases it is not analytically solvable. In quantum field theory it
has proven most successful to work with GFs instead. In physics these are defined not necessarily
in the mathematical sense [159, p. 265] but rather as 2-point correlation functions of two operators
O1 and O2 [106, p. 9]:
GO1O2(k,k
′, t, t ′,σ ,σ ′) =−i〈O1H(k, t,σ)O2H(k′, t ′,σ ′)〉0.
In case the average is computed with respect to the eigenstates of the non-interacting system it
will be denoted by the subscript 0, otherwise the index will be omitted and the groundstate will be
specified.
For the expansion as seen in (3.3) it is more convenient to use the time-ordered GF for the elec-
trodes
gkk′,σ (t, t ′) =−i〈T cH,kσ (t)c+H,k′σ (t ′)〉0.
In the discussion of mean field theory in Sec. 2.3, the operator for the creation and annihilation of
Cooper pairs has been shown to have a nonzero expectation value. This means that the ground state
of the superconducting electrodes is a superposition of electronic states with different electron
numbers and consequently it is practical to introduce also anomalous GFs for superconducting
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electrodes [2, p. 300]
fkk′(t, t ′) = i〈T cH,−k↓(t)cH,k′↑(t ′)〉0,
f+kk′(t, t
′) = i〈T c+H,k↑(t)c+H,−k′↓(t ′)〉0.
The averages need to be computed with respect to the exact energy eigenstates of the system
described by HL +HR with two different chemical potentials of the leads. Later, an interaction
between the two leads by tunneling will be introduced. A way to deal with this problem is to
realize that the only known eigenstates for the interacting system occur at t =−∞ if the interaction
is introduced adiabatically [139].
3.5 Keldysh Green’s functions
To describe systems in non-equilibrium, like systems exposed to a finite voltage difference be-
tween the electrodes [106, p. 7], Keldysh GFs [83] represent an appropriate method. Within this
approach the average in the GFs on both sides is conveniently taken at t = −∞. The price to pay
is that the integrals for the expectation values need to be performed along the Keldysh contour
shown in Fig. 3.2.
t0 = 0 t ′−∞
C−
t +∞
C+
Figure 3.2: Keldysh contour.
Now, t and t ′ are times on the Keldysh contour so that also the time-ordering needs to be modified:
gσ (k,k′, t, t ′) = −i〈TC cH,kσ (t)c+H,k′σ (t ′)〉0,
f (k,k′, t, t ′) = i〈TC cH,−k↓(t)cH,k′↑(t ′)〉0, (3.9)
f+(k,k′, t, t ′) = i〈TC c+H,k↑(t)c+H,−k′↓(t ′)〉0. (3.10)
The time ordering operator TC on the Keldysh contour is defined as follows. For t and t ′ on the
forward branch C− it is the usual ”old” time-ordering operator. If t and t ′ are on the backward
branch C+ they are anti-time-ordered, meaning ordered opposite to their occurence in time. If the
times are on different branches of the contour they are ordered according to their occurence on
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C+ and C−.
As it is not very convenient to work on the Keldysh contour, the time-ordering may also be written
more explicitely in a matrix containing
g−−σ (k,k
′, t, t ′) = −i〈T cH,kσ (t)c+H,k′σ (t ′)〉0, t, t ′ ∈ C−,
g−+σ (k,k
′, t, t ′) = ±i〈c+H,k′σ (t ′)cH,kσ (t)〉0, t ∈ C−, t ′ ∈ C+,
g+−σ (k,k
′, t, t ′) = −i〈cH,kσ (t)c+H,k′σ (t ′)〉0, t ∈ C+, t ′ ∈ C−,
g++σ (k,k
′, t, t ′) = −i〈T˜ cH,kσ (t)c+H,k′σ (t ′)〉0, t, t ′ ∈ C+.
The prefactor ± again refers to bosons and fermions and T˜ is the anti-time-ordering operator.
The four GFs may be written in matrix form
gσ =
 g−−σ g−+σ
g+−σ g++σ
 .
These definitions can very naturally be generalized for the anomalous GFs f and f+.
The definition of the four GFs directly gives the Keldysh sum rule
g−−σ +g
++
σ −g−+σ −g+−σ = 0.
This shows that the four components of the matrix are not independent. One component may be
eliminated by the Keldysh rotation described by
R =
1√
2
 1 1
−1 1
 ,
g′σ = R
+gσR =
 0 gAdσ
gRetσ g
K
σ
 .
gRet and gAd are the retarded and advanced component and gK is the Keldysh component. Next,
the Keldysh GFs, that are necessary for the following calculations, will be derived.
3.6 Normal Electrodes
The Hamiltonian of the normal conducting electrode was given in (3.4), yielding the time-depen-
dence of the ck-operators with ηk = h¯
2k2
2m
ckσ (t) = e−iηktckσ (0).
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As the normal electrode is described as a Fermi gas, the distribution function must be the Fermi
distribution
nk = 〈c+kσckσ 〉0 = nF(εk).
This directly leads to the Keldysh GF [135, p. 145]
gkk′,σσ ′(t) = −i〈TC ckσ (t)c+k′σ ′(0)〉0
= −iδkk′δσσ ′e−iηkt
 θ(t)−nk −nk
1−nk θ(−t)−nk
 . (3.11)
Here, the second time t ′ was set to zero for simplicity. This is possible only if the system under
consideration is time-translation invariant [106, p. 12]. In fact, all systems considered here are
time-translation invariant.
The GF in (3.11) can be Fourier transformed using the integrals
∫
dteiωte−iηktθ(±t) = ±i
ω−ηk± iδ ,∫
dteiωte−iηkt = 2piδ (ω−ηk).
Furthermore, the Weierstrass-Sokhotzky theorem [163, pp. 112-113] is used
1
ω−ηk± iδ = P
1
ω−ηk ∓ ipiδ (ω−ηk).
Thus, the GF may be written as
gk(ω) = 2piiδ (ω−ηk)
 nk− 12 nk
nk−1 nk− 12
+P 1
ω−ηk
 1 0
0 −1
 .
In the case of a quantum point contact the local GF at x = 0 is needed which requires another
Fourier transform
g(x = 0,ω) =
1
L∑k
gk(ω)eik·0.
The electrons that determine the dynamics of the system are all close to the Fermi edge [52, p.
283] so that the following approximation is valid (with some arbitrary function y(ηk))
1
L∑k
y(ηk) ≈ 1L
L
2pi
1
vF
∫
dηky(ηk), (3.12)
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The prefactor ρ(εF) = 12pivF ≡ ρ0 is the density of states (DOS) at the Fermi edge.
The GF is now given as
g(x = 0,ω) =
∫
dηkρ0
2piiδ (ω−ηk)
 nk− 12 nk
nk−1 nk− 12

+P
1
ω−ηk
 1 0
0 −1

= 2piiρ0
 nF(ω−µ)− 12 nF(ω−µ)
nF(ω−µ)−1 nF(ω−µ)− 12
 . (3.13)
It describes electrons in a normal metal with a chemical potential µ .
3.7 Superconducting electrodes
The diagonalized form of the Hamiltonian for a superconducting electrode was given in (3.8).
For simplicity the chemical potential is omitted here, as later the dependence on it can easily be
inferred from (3.13). The Hamiltonian looks just like the one for a Fermi sea as above so that the
GFs for the operators A and B are given by
gAkk′(t) = g
B
kk′(t) =−iδkk′e−iEkt
 θ(t)−nF(Ek) −nF(Ek)
1−nF(Ek) θ(−t)−nF(Ek)
 .
The GFs for the original operators can be derived with the help of (3.6, 3.7). Using these definitions
leads to
gkk′(t) = u2kg
A
kk′(t)+ v
2
kg
B
kk′(−t),
fkk′(t) = f L+kk′ (t) =−ukvk(gBkk′(t)+gAkk′(−t)). (3.14)
The equality of fkk′(t) and f+kk′(t) is completely analogous to the one for Matsubara GFs [105, p.
782].
Here, it is easier to work with Keldysh rotated GFs from the very beginning:
g′kk′,σ (t) = −iδkk′
 0 u2k(θ(t)−1)e−iEkt − v2k(θ(−t)−1)eiEkt
u2kθ(t)e
−iEkt − v2kθ(−t)eiEkt (u2ke−iEkt − v2keiEkt) [1−2nF(Ek)]

f ′kk′(t) = iδkk′ukvk
 0 (θ(t)−1)e−iEkt +(θ(−t)−1)eiEkt
θ(t)e−iEkt +θ(−t)eiEkt [1−2nF(Ek)]e−iEkt +[1−2nF(Ek)]eiEkt

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Now the calculation follows the same path as for the normal electrode. The first step is the Fourier
transform with respect to time:
g′kσ (ω) =
 0 u2kω−Ek−iδ + v2kω+Ek+iδ
u2k
ω−Ek+iδ +
v2k
ω+Ek−iδ 2pii
[
v2kδ (ω+Ek)−u2kδ (ω−Ek)
]
[1−2nF(Ek)]

f ′k(ω) = ukvk
 0 − 1ω−Ek−iδ + 1ω+Ek+iδ
− 1ω−Ek+iδ +
1
ω+Ek−iδ [1−2nF(Ek)]2pii [δ (ω−Ek)+δ (ω+Ek)]

The second step is the Fourier transform to obtain the GFs at x = 0. This second step is, however,
more involved since g′kσ and f
′
k are functions of Ek rather than of εk. For a general function y(Ek)
sums like
1
L∑k
y(Ek)≈ ρ0
∫
dεky(Ek),
need to be computed as in (3.12).
There are two ways to compute these integrals. Either y(Ek) is rewritten in terms of εk or the
integral is transformed into one over Ek. The latter requires the introduction of the superconducting
DOS [105, p. 787]
ρS(Ek) =
(
dEk
dεk
)−1
=
|Ek|
(E2k −∆2)
1
2
. (3.15)
There is no real εk for |Ek|< ∆ so one can argue that the DOS is zero for |Ek|< ∆ [25, p. 334]. One
can also argue that the DOS in this case corresponds to evanescent states in the superconductor
[21].
First the normal GF is considered. The integrals may be calculated separately for each component.
For the retarded component the necessary integral is
∫
dεkρ0
(
u2k
ω−Ek + iδ +
v2k
ω+Ek− iδ
)
,
with u2k =
1
2
(
1+ εkEk
)
, v2k =
1
2
(
1− εkEk
)
. It is the same as in the discussion of the Eilenberger
equations [45] for the energy-integrated GF
∫
dεkρ0
(
u2k
ω−Ek + iδ +
v2k
ω+Ek− iδ
)
=−ipi ρ0|ω|
(ω2−∆2) 12
.
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The advanced GF is just the complex conjugate of the retarded one so that the last remaining
integral is the one for the Keldysh component
∫
dεkρ0
{
2pii
[
v2kδ (ω+Ek)−u2kδ (ω−Ek)
]}
[1−2nF(Ek)] . (3.16)
As linear functions in εk drop out when integrated over εk the following identities are valid [105,
p. 796]:
∫
dεkv2ky(Ek) =
1
2
∫
dεky(Ek),∫
dεku2ky(Ek) =
1
2
∫
dεky(Ek).
The integral (3.16) can now be computed using these identities and the superconducting DOS:
∫
dεkρ0
{
2pii
[
v2kδ (ω+Ek)−u2kδ (ω−Ek)
]}
[1−2nF(Ek)]
= − 2piiρ0|ω|
(ω2−∆2) 12
[1−2nF(ω)] .
The normal GF is therefore
g′(x = 0,ω) =
ipiρ0
(ω2−∆2) 12
 0 1
−1 −2 [1−2nF(ω)]
 .
Finally the Keldysh rotation can be performed again to return to the original basis
g(x = 0,ω) =
ipiρ0|ω|
(ω2−∆2) 12
 2nF(ω)−1 2nF(ω)
2nF(ω)−2 2nF(ω)−1
 . (3.17)
The form of the normal GF is the same as in (3.13) so that introducing a chemical potential is done
by replacing ω by ω−µ .
Formally we can combine the three GFs and the time-reversed GF for the holes into one matrix of
GFs which corresponds to the GF in Nambu space
GS(ω) =
 gS(ω) fS(ω)
f+S (ω) gS(−ω)
 . (3.18)
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As above we can calculate the respective GFs and arrive at
GS(ω) = piρ0S{ω 1˜−∆σ˜x}
isign(ω)θ [(|ω|−∆)/∆]√ω2−∆2
 2nS−1 −2nS
2nS−2 2nS−1

−θ [(∆−|ω|)/∆]√
∆2−ω2
 1 0
0 −1
 , (3.19)
where the matrices 1˜ and σ˜x act in Nambu space.
From now on the variable x = 0 will be dropped. A similar result was obtained in a somewhat
different setting in Nambu space [160, 161].
Most calculations in this thesis will be carried out in a simpler setting to allow for more transparent
expressions. The Green’s functions become a lot simpler in the regimes of high (V  ∆) and low
(V  ∆) bias[47]
fL(ω) = pi
∆ρ0L√
∆2−ω2
 0 −1
1 0
 , gL(ω) = 0. (3.20)
In the limit of high energy only the normal GF in the SC will contribute and we arrive at
fL(ω) = 0, gL(ω) = ipi
ωρ0L√
ω2−∆2
 2nL−1 2nL
2nL−2 2nL−1
 . (3.21)
Mind the change of convention between Eq. (3.20) and Eq. (9.5), where either the off-diagonals
are one and the parts on the diagonal are zero or vice versa. Since both conventions can be rotated
to the same retarded and advanced GFs both conventions can be used.
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Chapter 4
Electron Tunneling
The most direct tool for determination of the energy gap of superconductors is spectroscopy. Spec-
troscopy probes the basic excitation of a system by absorption and emission of a well known
amount of energy. In general, different kinds of probes are possible. For high Tc superconductors
photoemission spectroscopy was the method of choice [64, p. 35]. For classical superconductors,
however, electrons are the favored probes due to the small energy gap.
The two main techniques using electrons are scanning tunneling spectroscopy and electron tunnel-
ing spectroscopy. Here, only electron tunneling spectroscopy will be discussed, as it was already
stated in Chapter 2, that electron tunneling provides the most detailed observations of the energy
gap, or more generally of the DOS in superconductors. The easiest description of electron tunnel-
ing is the semiconductor model [151, pp. 73-79].
4.1 Tunneling Hamiltonian
So far, only the electrodes have been described. Local tunneling at x = 0 from an electrode on the
left (operators L+k,σ , Lk,σ ) to an electrode on the right (operators R
+
k,σ , Rk,σ ) or vice versa can be
described by the tunneling Hamiltonian ([32, 12])
HT = ∑
k,p,σ
(γ˜kpL+k,σRp,σ + γ˜pkR
+
p,σLk,σ ).
The details of the tunneling contact are absorbed in the phenomenological tunneling matrix ele-
ments γ˜kp and γ˜pk. Since there are no magnetic perturbations in the problem tunneling conserves
spin [151, p. 72]. The form of the Hamiltonian excludes trapping states and assumes instantaneous
interaction [84, p. 217]. For a general discussion of the validity of this approach, see [168].
Here, the tunneling matrix elements are assumed to be constant as in [151, p. 74]. The Hamiltonian
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may be used in the position as well as in the momentum representation [67]
HT = ∑
k,p,σ
γ˜(L+kσRpσ +R
+
pσLkσ ) (4.1)
= γ ·∑
σ
[
L+σ (x = 0)Rσ (x = 0)+R
+
σ (x = 0)Lσ (x = 0)
]
. (4.2)
4.2 Semiconductor Model
The easiest model for tunneling between normal and superconducting metals is the semiconductor
model [151, p. 72]. It only needs the DOSes of the metals as discussed in Sec. 3.6 and 3.7.
If only sequential tunneling is taken into account the current must be proportional to the tunneling
probability |γ˜|2, to the product of the DOSes and to the product of the probabilities to have an
occupied state in the emitter metal and an unoccupied state in the receiver metal.
A normal metal is represented as a continuous distribution of independent particle energy states
with density N(ω) = N(0) including energies below as well as above the Fermi level.
In Sec. 2.1 the energy gap for electronic excitations in a superconductor was discussed. This re-
sembles the bandstructure of an ordinary semiconductor [8, p. 721], which is the reason for the
name ”semiconductor model”. However, the DOS for superconducting electrodes in BCS theory
(3.15) is not flat but diverges at the bandgap. Consequently, the lowest order perturbation theory
approximation will break down sufficiently close to the gap. The semiconductor model will there-
fore only be a good approximation if this breakdown of perturbation theory occurs only in a very
small energy interval, which can be guaranteed for small |γ˜|2. Thus, the semiconductor model will
be applicable for contacts with an intermediate insulating layer, for which |γ˜|2 is generally very
small.
The two cases of normal metal-superconductor and superconductor-superconductor tunneling are
depicted in Fig. 4.1 and Fig. 4.2.
At finite temperature the distribution function in the leads is given by the Fermi function nF . The
tunneling current from electrode L to electrode R reads [151, p. 74]
I1→2 = A
∫ ∞
−∞
dω|γ˜|2NL(ω)NR(ω+ eV )nF(ω) [1−nF(ω+V )] . (4.3)
V is the applied voltage and Ni(ω), i ∈ {L,R} refers to the DOS of the specific electrode. NL ·nF
and NR · (1−nF) give the numbers of the occupied initial states and of the available final states in
a unit energy interval. A is a constant of proportionality. Subtracting the reverse current, the net
current is obtained as
I = A|γ˜|2
∫ ∞
−∞
NL(ω)NR(ω+ eV ) [nF(ω)−nF(ω+ eV )]dE.
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Figure 4.1: Normal-superconductor (NS) point contact.
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Figure 4.2: Superconductor-superconductor (SS) point contact.
In this model the tunneling transitions are all energy conserving. More detailed discussions, for
example using the Kubo formalism can also be found in [150].
The leads are assumed to be infinitely long, so the Tomasch-effect [153, 154] is absent. In super-
conducting point contacts time-dependent processes at the interfaces may lead to a nonequilibrium
of superconducting and normal conducting electrons in the Casimir-Gorter model [89, pp. 226-
228]. The associated branch imbalance effects will not be treated here. For a review, see [129].
Nonetheless, the semiconductor model correctly describes the tunneling current to first order in
|γ˜|2, which is a valid approximation for small |γ˜|2. This can for example be ensured by introduc-
ing an insulating layer between the metals. A derivation of the different tunneling currents for the
different setups at T = 0 follows, which will later be compared to the results from a Full Counting
Statistics (FCS) calculation.
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4.2.1 Normal-Normal-Tunneling
If both metals are in the normal state, the resulting current is
I = A|γ˜|2
∫ eV
0
NL(ω)NR(eV −ω)dω (4.4)
= A|γ˜|2NL(0)NR(0)eV = GNNV. (4.5)
The current characteristic of the Normal-Insulator-Normal (NIN) junction is ohmic with the con-
ductance GNN .
This result is of course expected for a contact between two metals. More interesting results can be
expected by introducing superconducting leads.
4.2.2 Normal-Superconductor Tunneling
In the case of one metal being superconducting the current is [151, p. 76]
INS = A|γ˜|2NL(0)
∫ ∞
−∞
NRS(ω) [nF(ω)−nF(ω+ eV )]dω
=
GNN
e
∫ ∞
−∞
NRS(ω)
NR(0)
[nF(ω)−nF(ω+ eV )]dω.
The subscript S refers to the superconducting density of states. The integral will be evaluated in the
later discussion. An important feature can be seen in the calculation of the differential conductance
dINS
dV as a function of the applied voltage
GNS =
dINS
dV
= GNN
∫ ∞
−∞
dNRS(ω)
NR(0)
[
−∂nF(ω+ eV )
∂ (eV )
]
dω
= GNN
N2S(e|V |)
N2(0)
= ρS(eV )GNN . (4.6)
Thus, the differential conductance measures directly the superconducting density of states. This
means that the electrons from the normal metal may be used as probes for the superconductor.
This property has been confirmed experimentally in [59]. There, electron tunneling between a
normal metal (Mg) and a superconductor (Pb) with MgO insulator layer was investigated and
compared to the case when a small magnetic field was applied to make Pb normal conducting.
The result is shown in Fig. 4.3.
At higher energies deviations from ordinary BCS theory are observed. The bumps in the measure-
ment data where attributed by Giaever et al. [59] to phonon interaction. This was one of the best
experimental indications, that a more refined theory in the case of strongly coupled superconduc-
tors as lead was necessary [105, p. 799].
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Figure 4.3: Measurement of the DOS in a Normal-Insulator-Superconductor (NIS) contact con-
sisting of Mg, MgO and Pb at T = 0.33K (data from [59]).
4.2.3 Superconductor-Superconductor Tunneling
If both metals are superconducting, the resulting current is
ISS =
GNN
e
∫ ∞
−∞
NLS(ω)
NL(0)
NRS(ω)
NR(0)
[nF(ω)−nF(ω+ eV )]dω
=
GNN
e
∫ ∞
−∞
|ω|
(ω2−∆2L)
1
2
|ω+ eV |
((ω+ eV )2−∆2R)
1
2
[nF(ω)−nF(ω+ eV )]dω.
In general, the integral already requires numerical integration even in the T = 0 case [151, p. 77].
The case of equal superconductors will be worked out later.
The theoretical and experimental results were compared in [59] for a Sn−SnOx−Sn sandwich at
T = 0.3K (Fig. 4.4). The theoretical behaviour was calculated at T = 0. A jump is observed in the
tunneling current at eV = 2∆. Giaever [58] also notes that the jump is not thermally broadened.
Page 33
4.3. ANDREEV REFLECTIONS
eV = 2∆
Voltage (mV )
0.8 1.0 1.2 1.4 1.6
experimental
conductance
0.2
1.2
C
ur
re
nt
[n
or
m
al
iz
ed
un
its
] 1.0
0.8
0.6
0.4
normal
conductance
theoretical
conductance
Figure 4.4: Measurement of the I-V -charactersitic in a Superconductor-Insulator-Superconductor
(SIS) contact realized as an Sn−SnOx−Sn sandwich at T = 0.3K (data from [59])
4.3 Andreev reflections
So far, only energy conserving processes were discussed (elastic tunneling). However, in NS point
contacts the situation may occur that an electron from the normal conductor arrives at the point
contact with an energy smaller than the superconducting gap.
There are two possible scenarios in this case [26, p. 315]. First, the electron could just be reflected.
However in this case it does not contribute to the current across the interface. Second, the electron
could form a Cooper pair with a second electron in the superconductor. However, in this case a
second free electron must first be created from an energy state below the Fermi level in the super-
conductor. This electron leaves behind a hole moving towards the normal metal. The energy of the
outgoing hole is equal to the energy of the incoming electron while the momentum is opposite.
In total a charge 2e is transferred through the point contact. This process is known as Andreev
reflection [6] and will also contribute to the FCS in the superconducting tunneling contacts.
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Chapter 5
Full Counting Statistics
After introducing GFs, the next step in describing electronic transport is to calculate the probability
distribution function for transferred charge [106, p. 18]. From this distribution the current, the
noise and further cumulants can be deduced.
5.1 Historical route to FCS
The first fundamental analysis of noise in electric current was carried out by Schottky in 1918
[137]. His observation was that the power spectrum of the current fluctuations gives direct access
to the charge of the discrete charge carriers of the current. This triggered interest in the noise prop-
erties of quantum systems [92, 37, 136].
Levitov and Lesovik were the first to calculate higher cumulants of the current [97]. They adapted
the idea of FCS from quantum optics. There, the statistics of the number of photons absorbed by
a photodetector within the measurement time τ characterises the quantum state of the electromag-
netic field [85, p. 7]. However, their first ansatz failed since already a calculation of the current
or of the Cumulant Generating Function (CGF) requires to include the detector into the Hamilto-
nian. Otherwise, for cumulants higher than the second one charge carriers with fractional electron
charge would be inferred [85, p. 15].
The approach by Levitov and Lesovik was a straightforward calculation of expectation values
〈[∫ τ0 dtI(t)]m〉. But q(t) = ∫ τ0 I(t)dt is not a good observable since currents at different times do
not commute, such a quantum mechanical operator is, in general, ill defined [96].
Hence, the measurement process must be investigated further. As in the theory of photon detectors
[61, 62, 110] the time of an electric measurement is typically much longer than the transition time
of the electrons through the quantum system. But as electrons are not bosons but fermions, Fermi
statistics will be important. Furthermore, a photon detector destroys the photons whereas the elec-
trons are not changed by the current measurement since the electric charge is conserved. Thus,
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measurements of the current fluctuations are performed without changing the system’s energy and
make zero point fluctuations consequently an unavoidable component in the result of any electric
measurement [87].
All in all the detector becomes an essential part of the quantum mechanical description. This links
the problem of calculating FCS very closely to the quantum measurement problem with strong
coupling to the macroscopic environment [27].
The correct implementation of an appropriate measurement scheme has been shown in [99]. The
original formulation of Levitov and Lesovik was later implemented into the Keldysh formalism
by Nazarov [120]. Here, the generalisation of this method according to Gogolin and Komnik [63]
will be used.
5.2 Path integral derivation of the FCS
In this thesis the derivation of the FCS formalism will start on a completely general level. For a
finite interaction of the quantum system and the quantum mechanical detector a path integral over
the possible detector states is necessary to describe charge transfer through the system. It will be
shown under which assumptions one gets from such a general situation to the generalized Keldysh
formalism by Gogolin and Komnik, where all the influence of the detector is absorbed in a param-
eter λ in the tunneling Hamiltonian.
The complete system is described by the Hamiltonian including tunneling (4.1, 4.2) and the elec-
trodes (3.4, 3.5). The creation and annihilation operators are R+pσ (t) and Rpσ (t) for the right elec-
trode and L+kσ (t) and Lkσ (t) for the left electrode. The respective Hamiltonians are indicated by
subscripts L and R: Hsys = HL+HR+HT . Physically, one can imagine that the voltage source is a
capacity that is decoupled from any outer voltage source during the measurement. In this case C
would physically be a capacity and q would be its charge so that the Hamiltonian of the detector
would be given by q
2
2C . It will be shown later, that the actual form of the detector is irrelevant.
It is just important to have a degree of freedom λ of the detector that is canonically conjugated
to q (meaning [q,λ ] = i). This degree of freedom has to couple linearly to the current I through
the quantum system to be able to measure the transferred charge. The detector couples fully to the
current only during the interval [0,τ]. To model the coupling a smooth function ατ(t) is introduced
that is 1 in the interval [0,τ] and 0 outside the interval [t1, t2], (t1 < 0, t2 > τ). In the intermediate
intervals t1 ≤ t < 0 and τ < t ≤ t2 the function is assumed to be such that it allows for adiabatic
coupling and decoupling of the detector to the current. Therefore, the total Hamiltonian is
H(t) = Hsys+ατ(t)
λ (t)
2
I(t)+
q(t)2
2C
. (5.1)
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The equation of motion for q now is q˙ = ατ (t)I(t)2 , which shows that the detector indeed measures
the transferred charge. Coupling the detector to the system may be seen as a perturbation. The
cumulants should be calculated when the detector is only passively interacting [85, p. 35]. Indeed,
the cumulants will be calculated later from the CGF at λ = 0 concurring with the idea of a passive
measurement. Of course, this is not perfectly realizable in an experiment.
The factor 12 is just a convention introduced in [99]. An interpretation will be given later.
The calculation now follows [85, Chapter 2]. The FCS will be obtained via the calculation of the
reduced density matrix for t > t2. The density matrix may be written as a Keldysh path integral
over the possible configurations of λ (t). The variable on the forward branch in indicated by a
”−” and the one on the backward branch is indicated by a ”+”. It will be shown that for an ideal
detector the system and the detector may be split under the path integral. The passively interacting
system can then be described by the influence functional meaning to exclude classical back action
analogous to [51].
The initial density matrix for the detector is denoted as ρ in [λ−(t1),λ+(t1)] and the final one is
denoted as ρ f [λ−(t2),λ+(t2)]. The initial density matrix of the system is R. The density matrix
for the whole system D is assumed to factorise initially so that D = Rρ in. Then, the final density
matrix may be written using the Keldysh path integral technique [81]:
ρ f (λ−,λ+) = TrSystem〈λ−|Te−i
∫ t2
t1
dt
[
Hsys+ατ (t) λ (t)2 I(t)+
q2
2C
]
DT˜ ei
∫ t2
t1
[
Hsys+ατ (t) λ (t)2 I(t)+
q2
2C
]
|λ+〉.
The trace runs over eigenstates of the system that will be specified later. The Keldysh path integral
over the detector variable is computed on the Keldysh contour starting from some configuration
|λ−〉 to the specified configuration |λ+〉 and backwards. The integrals over the detector eigenstates
can be computed leading to [85, p. 36]:
ρ f (λ−,λ+) =
∫
D [λ+]λ+(t2)=λ+
∫
D [λ−]λ−(t2)=λ−ρ
in[λ+(t1),λ−(t1)]e−iSDet([λ
+],[λ−])
×TrSystemTe
−i∫ t2t1 dt[Hsys+ατ (t) λ−(t)2 I(t)]RT˜ ei∫ t2t1 dt
[
Hsys+ατ (t) λ
+(t)
2 I(t)
]
. (5.2)
The action for the detector is:
SDet([λ−], [λ+]) =−
∫ t2
t1
dt
C
2
[
(λ˙−)2− (λ˙+)2
]
.
In [85, pp. 44-45] it is shown that the expression in (5.2) can be rewritten as
ρ f (λ−,λ+) =
∫
dλ+1 dλ
−
1 K(λ
−,λ+,λ−1 ,λ
+
1 ,τ)ρ
in(λ−1 ,λ
+
1 ), (5.3)
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with the kernel
K(λ−,λ+,λ−1 ,λ
+
1 ) =
∫
D [λ+]λ+(t1)=λ+1 , λ+(t2)=λ+
∫
D [λ−]λ−(t2)=λ−, λ−(t1)=λ−1
×Zsys
([
ατλ−
2
]
,
[
ατλ+
2
])
e−iSDet([λ
−],[λ+]),
and the influence functional
Zsys([x−], [x+]) = TrSystemTe−i
∫ t2
t1
dt[Hsys+x−(t)I(t)]RT˜ ei
∫ t2
t1
[Hsys+x+(t)I(t)].
Taking the limit of an infinite capacity SDet suppresses all fluctuations in the path integral and it
can be shown [85, pp. 44-45] that the kernel takes the form
K(λ−,λ+,λ−1 ,λ
+
1 ) = δ (λ
+−λ+1 )δ (λ−−λ−1 )χ(λ−,λ+,τ),
using the abbreviation
χ(λ−,λ+,τ) = TrSystemTe
−i∫ t2t1 dt[Hsys+ ατ (t)λ−I(t)2 ]RT˜ ei∫ t2t1 dt
[
Hsys+
ατ (t)λ+I(t)
2
]
. (5.4)
This expression will turn out to be the ordinary CGF for transferred charge under certain assump-
tions. These assumptions will become more obvious by rewriting these density matrices in the
Wigner representation indicated by a subscript W :
ρW (φ ,q) =
∫ dz
2pi
e−iqzρ
(
λ+ = φ +
z
2
,λ− = φ − z
2
)
.
Physically, φ is the superconducting phase and q is the transferred charge [18]. Indeed the approach
is general enough to capture the effects by an additional superconducting phase.
This leads to the definition of
χˆ(φ ,q,τ) :=
∫ dz
2pi
e−iqzχ
(
φ +
z
2
,φ − z
2
,τ
)
.
With these definitions and (5.3) the final density matrix of the detector is
ρ fW (φ ,q) =
∫
dq1χˆ(φ ,q−q1,τ)ρ inW (φ ,q1). (5.5)
Classically, the density matrix in Wigner representation would not depend on the superconducting
phase and may be interpreted as the probability to measure a certain charge q. In general, ρ fW (φ ,q)
will, however, not be positive rendering an interpretation as a probability impossible. This is espe-
cially important when treating superconducting contacts including the phase [18].
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This work is limited to the study of superconducting contacts leaving out their phases as in [34].
The Josephson effects will therefore drop out of the calculation and the measurement time has to
be chosen much longer than the inverse Josephson frequency to achieve meaningful results. This
is, however, not a strong requirement as the aim is to calculate FCS in the steady state of the sys-
tem which requires long measurement times as well.
In this case the density matrix (5.5) will not depend on the phase. Integrating over φ leads to
pi f (q) =
∫
dq′χˆ(q−q′,τ)pi in(q′),
where pi(q) =
∫
dφρW (φ ,q) was used. pi in and pi f are positive as they can be interpreted as proba-
bility distributions due to the properties of the Wigner representation. χˆ(q−q′,τ) is then the kernel
relating these probability distributions and consequently needs to be positive as well [85, p. 37]. In
this case χˆ(q,τ) can be interpreted as the probability distribution to have measured q =
∫ τ
0 I(t)dt
within the measurement time τ , see [85, p. 38].
5.3 Transformation to the Keldysh formalism
At present the expression for χ(λ−,λ+,τ) in (5.4) is still not very convenient. The first step is to
extend [t1, t2] to [−∞,∞]. At t1 = −∞ the system is known to be decoupled completely from the
detector and therefore the density matrix may be written in terms of known eigenstates |Ψsys〉 of
the system
χ(λ−,λ+,τ) = TrSystem
{
Te−i
∫ ∞
−∞
[
Hsys+
ατ (t)λ−I(t)
2
]
|Ψsys〉
× 〈Ψsys|T˜ ei
∫ ∞
−∞ dt
[
Hsys− ατ (t)λ
+I(t)
2
]}
. (5.6)
Now a function λ˜ (t) may be defined on the Keldysh contour as:
λ˜ (t) =
 λ+ατ(t)e = λ˜+ , t ∈ C+λ−ατ(t)e = λ˜− , t ∈ C− .
The current may be expressed as I(t) = dQdt = eN˙L as for a system in a steady state N˙L = −N˙R.
Then the FCS (5.6) may be written as an expectation value on the Keldysh contour:
χ(λ˜−, λ˜+,τ) =
〈
TC e
−i∫C dt[Hsys+ λ˜ (t)N˙L2 ]〉
=
〈
TC e
−i∫C dt
[
Hsys−
˙˜λ (t)NL
2
]〉
.
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The boundary terms of the partial integration disappear as ατ(−∞) = ατ(∞) = 0. The average has
to be taken with respect to the system’s eigenstates.
As mentioned above, the function ατ is needed to describe adiabatic coupling and decoupling.
Levitov and Lesovik [98] showed that the resulting effects, at least at small temperatures, are not
significant, so that outside the interval [0,τ] the function ατ may be set to zero. Furthermore, the
detector should always couple equally to the system during the measurement so that λ˜+ = −λ˜−
taking the change in the time direction on C+ into account. This leads to the definition of:
λ (t) :=

λ = λ− , 0 < t < τ, t ∈ C−
−λ = λ+ , 0 < t < τ, t ∈ C+
0 , otherwise
. (5.7)
This immediately gives the reason for the factor 12 introduced in (5.1): Charge is counted on both
branches of the Keldysh contour. Indeed, the definition of λ+ and λ− is somewhat arbitrary de-
pending on how the charge counting is defined ([36], [85, p. 40]). However, this definition allows
for an easy connection of
χ(λ−,λ+,τ) =
〈
TC e
−i∫C dt[Hsys− λ˙ (t)NL2 ]〉 (5.8)
to the mathematical definition of the characteristic function for the transferred charge q [106, p.
18]:
χ(λ−,λ+,τ) =∑
n
P(n)eiλn. (5.9)
Here, P(n) denotes the probability to have n charges transferred through the system within the
measurement time τ . The moments of the distribution can easily be calculated from the CGF
given by lnχ(λ−,λ+,τ) as in [106, p. 18]:
 δ nP= (−i)n d
n
dλ n
lnχ(λ−,λ+,τ).
The probability distribution allows to also express the cumulants in terms of n
 δP= n¯,  δ 2P= n2− n¯2,  δ 3P= (n− n¯)3.
It should be mentioned at this point that χ(λ−,λ+,τ) is the characteristic function for charge
transfer. The first and second cumulant are associated with the average current and current noise.
Higher cumulants for the current can also be deduced from χ(λ−,λ+,τ), but their interpretation is
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less intuitive [17]. The first three cumulants representing the mean, variance and skewness of the
distribution are shown for the binomial distribution (Fig. 5.1). A Gaussian distribution is shown in
blue to illustrate the skewness.
n
 δP
 δ 2P
 δ 3PP(n)
Figure 5.1: First three moments of a binomial distribution.
5.4 Unitary transformation
The Hamiltonian corresponding to the exponent of (5.8) is H = HL +HR +HT +HI with HI =
−λ˙ (t)NL2 . λ (t) changes sign on the branches of the Keldysh contour, which is not possible in the
original Keldysh framework. For the actual treatment of interactions in this original framework
the reader is referred to [130, pp. 107-115]. Here a generalized framework will be needed.
In the Hamiltonian H the part HI is inconvenient and it can be absorbed in a unitary transformation
of the Hamiltonian by
Utrans = e−i
λ (t)NL
2 . (5.10)
5.4.1 Time-dependent unitary transformation
This unitary transformation is time-dependent. A transformed operator O′ =UtransOU+trans has to
satisfy the Heisenberg equation leading to the transformed Hamiltonian [135, p. 39]:
H∗ =UtransHU+trans+ iU˙transU
+
trans.
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The additional term including the time dependent transformation (5.10) exactly cancels HI:
iU˙transU+trans =
λ˙ (t)
2
NL.
5.4.2 Counting fields
The operators in HL, HR and HT have to be transformed as well. The transformation (5.10) involves
only ”left” operators. Without loss of generality the left lead is assumed to be a superconducting
electrode. The calculation for a normal electrode is worked out in [135, pp. 39-42].
Then, HR and U will definitely commute. HL can be split into two parts:
HL =∑
k
εkL+kσ (t)Lkσ (t)︸ ︷︷ ︸
H1L
+∑
k
[
∆L+k↑(t)L
+
−k↓(t)+∆L−k↓(t)Lk↑(t)
]
︸ ︷︷ ︸
H2L
.
H1L and Utrans commute but H
2
L and Utrans do not. Also HT and Utrans do not commute. The tunnel-
ing Hamiltonian has already been written in position space in (4.2). For the following analysis H2L
will be needed in coordinate space as well:
H2L =
∫
dx∆
[
L+↑ (x, t)L
+
↓ (x, t)+L↓(x, t)L↑(x, t)
]
.
Now the time-dependent unitary transformation may be applied to an annihilation operator for
the left electrode. Using the Campbell-Baker-Haussdorff [28, 11, 72] formula and resumming the
emergent series leads to UtransL(y, t)U+trans = ei
λ (t)
2 L(y, t).
Now the transformed Hamiltonian takes the form:
H˜λ = H˜0+ T˜
λ (t), (5.11)
where H˜0 = H1L +HR and
T˜ λ (t) = γ∑
σ
[
e−i
λ (t)
2 L+σ (x = 0, t)Rσ (x = 0, t)+ e
i λ (t)2 R+σ (x = 0, t)Lσ (x = 0, t)
]
+
∫
dx∆
[
e−iλ (t)L+↑ (x, t)L
+
↓ (x, t)+ e
iλ (t)L↓(x, t)L↑(x, t)
]
. (5.12)
λ (t) may be interpreted as a counting field since tunneling from the left to the right comes with a
positive sign and vice versa it comes with a negative one. The processes of Cooper-pair creation
(L↓(x, t)L↑(−x, t)) and destruction (L+↑ (x, t)L+↓ (−x, t)) come with a doubled exponent since they
describe two-electron processes.
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5.5 Tunneling contact
Now the dependence on the counting field is just in T˜ λ (t). Applying the argumentation in [100]
leads to the expression in the interaction picture
χ˜(λ−,λ+,τ) =
〈
TC e−i
∫
C T˜
λ (t)dt
〉
, (5.13)
where the tilde indicates the usage of the Hamiltonian including T˜ λ (t).
This expectation value is identical to the one in [70]. With the same reasoning as in [70] it can be
shown that χ˜ may be written using an adiabatic potential U(λ−,λ+) that by construction does not
depend on time
χ˜(λ−,λ+,τ) = exp
[
−i
∫ τ
0
dtU(λ−,λ+)
]
. (5.14)
In order to obtain an equation for U(λ−,λ+) the characteristic function χ˜(λ−,λ+,τ) in (5.13)
can be differentiated with respect to λ−. Using the Feynman-Hellmann theorem ([49], [73, pp.
285-286]) the following relation is obtained [135, p. 42]
∂
∂λ−
〈
TC e−i
∫
C dt
′T˜ λ (t′)
〉
= (−i)
∫ τ
0
dt
〈
TC
∂ T˜ λ−(t)
∂λ−
e−i
∫
C dt
′T˜ λ (t′)
〉
.
The second definition (5.14) may be differentiated as well:
∂
∂λ−
exp
[
−i
∫ τ
0
dtU(λ−,λ+)
]
=−iχ(λ−,λ+,τ)
∫ τ
0
∂U(λ−,λ+)
∂λ−
dt.
The FCS will be calculated in the steady state. Then the equations will hold for the integrands as
well [135, p. 42] and combining the two equations yields
∂U
∂λ−
(λ−,λ+) =
1
χ˜(λ−,λ+,τ)
〈
TC
∂ T˜ λ−
∂λ−
e−i
∫
C dt
′T˜ λ (t′)
〉
(5.15)
=:
〈
TC
∂ T˜ λ−
∂λ−
〉
λ
.
5.6 Lambda-expectation value
In the last step the λ -expectation value has been defined. It remains to be shown that it is well
defined in the sense that χ˜(λ−,λ+,τ) is a generalisation of the S-matrix in the ordinary Keldysh
theory.
The tunneling part T˜ λ (t) is considered as a perturbation of the original Hamiltonian. The eigen-
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states of the latter are known. Also time evolution is known to be described by unitary matrices.
However, care has to be taken with respect to the direction of time evolution since T˜ λ (t) discrimi-
nates between different branches on the Keldysh contour.
To make contact with the Gell-Mann Low theorem an artificial time dependence eαt is introduced
in the Hamiltonian (5.11):
H˜λα = H˜0+ T˜
λ (t)eαt , α > 0.
At t =−∞ the Hamiltonian H˜λα is just the unperturbed Hamiltonian and at t = 0 H˜λα = H˜λ holds.
Later, the limit α→ 0 will be taken to describe the adiabatic introduction of the perturbation. Now
the interaction may be written in the Dirac picture:
T˜ λ (t)D e
αt = eiH˜0t T˜ λ (t)e−iH˜0teαt .
The corresponding time-evolution operator is:
Uevo,α(t) =
∞
∑
n=0
1
n!
(−i)n
∫ t
t0
· · ·
∫ tn−1
t0
dt1 · · ·dtneα(t1+···+tn)T
[
T˜ λ (t1)D · · · T˜ λ (tn)D
]
.
Now the Gell-Mann Low theorem may be used [57]:
|Ψ0〉 is an eigenstate of H˜0 and |Ψα(t)〉 is an eigenstate of H˜λα . If the state
lim
α→0
Uevo,α(0,−∞)|Ψ0〉
〈Ψ0|Uevo,α(0,−∞)|Ψ0〉 = limα→0
|Ψα(0)〉
〈Ψ0|Ψα(0)〉
exists in every order of perturbation theory it is an exact eigenstate of H˜λ . All arguments except
for time have been suppressed in the above expression. For a proof see [123, pp. 289-293].
This means that an eigenstate of H˜λ may be found by adiabatic evolution of |Ψ0〉. However, it is not
clear that the groundstate of H˜0 will evolve always into the groundstate of H˜λ , since the energies
of the eigenstates of H˜0 may have crossings as functions of t during the adiabatic evolution. But
already a small perturbation of degenerate energy levels introduces a repulsion (level repulsion)
that inhibits a crossing [157]. Consequently, this is the generic case and will be assumed in the
following. Now the λ -expectation value may be written as a trace over the eigenstates of H˜λ as:〈
TC
∂ T˜ λ−(t)
∂λ−
〉
λ
= Tr
〈
Ψλ (0)
∣∣∣∣∣TC ∂ T˜ λ−(t)∂λ−
∣∣∣∣∣Ψλ (0)
〉
= Tr
〈
Ψλ (0)
∣∣∣∣∣TC ∂ T˜ λ−(t)∂λ− Uevo(0,−∞)〈Ψ0|Uevo(0,−∞)|Ψ0〉
∣∣∣∣∣Ψ0
〉
. (5.16)
Page 44
5.7. POINT CONTACT
The state 〈Ψλ (0)| has to be written in terms of 〈Ψ0| using the Gell-Mann Low theorem again. The
direction of time-evolution, however, is opposite so that λ will have a different sign indicated by
the time evolution operator ˜Uevo:
〈
TC
∂ T˜ λ−
∂λ−
〉
λ
= Tr

〈
Ψ0
∣∣∣TC ∂ T˜ λ−∂λ− ˜Uevo(−∞,0)Uevo(0,−∞)∣∣∣Ψ0〉
〈Ψ0| ˜Uevo(−∞,0)Uevo(0,−∞)|Ψ0〉
 .
The denominator may be rewritten using:
˜Uevo(−∞,0)Uevo(0,−∞) = TC exp
(
−i
∫
C
dtT˜ λ (t)
)
.
This looks like the S-matrix from the ordinary Keldysh theory [105, p. 117]. But it is not unity
since λ changes sign on the Keldysh contour. The denominator may now be written as
Tr〈Ψ0|U˜(−∞,0)U(0,−∞)|Ψ0〉 =
∞
∑
n=0
(−i)n
n!
∫
C
dt1 · · ·
∫
C
dtn
×Tr〈Ψ0|T
[
T˜ λ (t1) · · · T˜ λ (tn)
]
|Ψ0〉. (5.17)
From this point the discussion is analogous to the one in [48, pp. 94-96] using the contour integrals
introduced before to show that (5.17) is the sum of all generalised vacuum polarisation graphs.
Thus, the λ -expectation value may be calculated using Feynman graphs and Wick’s theorem [166]
as in ordinary perturbation theory [105, pp. 111-116]. Only the connected graphs need to be cal-
culated.
5.7 Point contact
In order to find the FCS the quantity 〈TC ∂λ− T˜ λ−(t)〉λ has to be calculated. Using the remarks in
the previous section and (5.12) it follows that〈
TC
∂ T˜ λ−
∂λ−
〉
λ
= − iγ
2
e−i
λ−
2 ∑
σ
〈TC L+σ (x = 0, t)Rσ (x = 0, t)〉λ
+
iγ
2
ei
λ−
2 ∑
σ
〈TCR+σ (x = 0, t)Lσ (x = 0, t)〉λ
−i∆e−iλ−
〈∫
dxTC L+↑ (x, t)L
+
↓ (x, t)
〉
λ
+i∆eiλ−
〈∫
dxTC L↓(x, t)L↑(x, t)
〉
λ
.
The integration and the evaluation of the expectation value commute, see the argumentation in
[103] for quantum mechanical systems or the one for classical systems [23] in combination with
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[146, 165] 〈
TC
∂ T˜ λ−
∂λ−
〉
λ
= − iγ
2
e−i
λ−
2 ∑
σ
〈TC L+σ (x = 0, t)Rσ (x = 0, t)〉λ
+
iγ
2
ei
λ−
2 ∑
σ
〈TCR+σ (x = 0, t)Lσ (x = 0, t)〉λ
−i∆e−iλ−
∫
dx
〈
TC L+↑ (x, t)L
+
↓ (x, t)
〉
λ
+i∆eiλ−
∫
dx
〈
TC L↓(x, t)L↑(x, t)
〉
λ . (5.18)
The expression (5.18) shows that two different kinds of processes are included in the tunneling.
The first two terms describe localised tunneling of electrons through the point contact. The last two
describe the non-local creation and annihilation of left Cooper pairs. The latter processes will not
be regarded here, since they describe processes in the electrodes, that are in separate equilibrium.
Here, only the charge transfer over the tunneling contact will be investigated.
To concur with the picture of a point contact processes in the electrodes are excluded and the part
H2L of the Hamiltonian is left in its original form. In contrast to the tunneling contact mentioned
before the point contact should only include local processes at x= 0. Then, the transformed action
replacing H˜λ is:
Hλ = HL+HR+T
λ (t)
T λ (t) = γ∑
σ
[
e−i
λ (t)
2 L+σ (x = 0, t)Rσ (x = 0, t)+ e
i λ (t)2 R+σ (x = 0, t)Lσ (x = 0, t)
]
.
Now going through the exactly same lines of reasoning as in Sec. 5.5 and 5.6 it follows that:〈
TC
∂T λ−
∂λ−
〉
λ
= − iγ
2
e−i
λ−
2 ∑
σ
〈TC L+σ (x = 0, t)Rσ (x = 0, t)〉λ
+
iγ
2
ei
λ−
2 ∑
σ
〈TCR+σ (x = 0, t)Lσ (x = 0, t)〉λ . (5.19)
From now on the x-dependence of the operators is dropped.
The unperturbed Hamiltonian is now H0 = HL +HR. This finally gives the connection to Chapter
3, where the ordinary expectation values are taken with respect to eigenstates of HL+HR as well.
These expectation values are indicated by a subscript 0 as introduced in Sec. 3.4. The states can
be chosen as product states of eigenstates of HL and HR.
This concludes the remarks on the theoretical framework of FCS. In the following the FCS will be
calculated for different point contacts according to the prescription:
χ(λ−,λ+,τ) =
〈
TC e−i
∫
C T
λ (t′)dt ′
〉
0
. (5.20)
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The same result is obtained using an approach based on the introduction of a tunneling operator
[36]. In this case one has to assume additionally that no tunneling takes place before the measure-
ment starts. As, however, the introduction of the adiabatic potential requires a long measurement
time this additional constraint does not make any difference.
5.8 Experiments
The FCS are a measurable quantity and already in 1994 Lesovik proposed to measure non-Gauss-
ian fluctuations via frequency drift in Josephson junctions [94]. Since then many experimental
approaches have been carried out or suggested [7]. The first measurement of the third cumulant
was accomplished in 2003 by Reulet et al. [131] on samples remotely connected to the detector.
Recently, the interest has shifted to on-chip detectors [149]. They use two different schemes: Ei-
ther Josephson junctions are used as threshold detectors [152] or the the interaction of a quantum
point contact (QPC) with a quantum dot is used to measure current fluctuations in the quantum dot
[69]. The experiment described in [149] used a NIS noise source and showed that it is in principle
possible to measure the third cumulant of the FCS.
The experiment using a QPC recently reported measurements of the fourth and fifth cumulant.
Here, the principle of the measurement shall shortly be described.
The sample used in the experiment was fabricated on a GaAs−GaAlAs heterostructure containing
a 2D electron gas in the interface between the GaAs and GaAlAs layers. The patterned structure
to be seen in Fig. 5.2 was made using an atomic force microscope to locally oxidize the surface.
The quantum dot indicated by white points is connected to source and drain electrodes (S, D). The
lateral gates G1, G2 and P are used to tune the coupling of source and drain to the quantum dot. In
between the quantum dot and the P gate a QPC is formed. The quantum dot is exposed to a bias
voltage applied between the source and the drain and the current through the QPC is measured.
This current depends on the number of electrons N on the quantum dot since the Coulomb inter-
action of the electrons on the dot changes the conductance properties of the QPC. This, in turn,
allows to extract the number of electrons on the quantum dot from measuring the current through
the QPC. In order to avoid electrons travelling back and forth between the dot and one lead a large
bias voltage is applied. An example of a time trace of the QPC current is shown in Fig. 5.3.
Because of the Coulomb blockade only one electron can enter the quantum dot at a time. This
allows to identify time intervals of low conductance as times with N+1 electrons on the dot and
time intervals of high conductance as times with N electrons on the dot. This means that every
arrow corresponds to a single electron tunneling on the dot. τin and τout represent transition times
for individual electrons.
From such time traces the statistical properties of the electron transport may directly be obtained.
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Figure 5.2: Patterned structure for the on-chip detector, picture taken from [69]
Figure 5.3: Typical time trace for the QPC current, picture taken from [69]
The number of electrons entering the dot within the measurement time τ can be counted leading
directly to the probability distribution function (5.9).
Recently, Gustavsson et al. [68] reported that their technique allows for measurement of even the
fifth cumulant. Direct comparisons to the theory presented above, however, turn out to be difficult
because of two basic limitations: First, the detector of the QPC current has a finite bandwidth not
included in the theory and second, the FCS theory presented above relies on the assumption of a
long measurement time not realized in the experiment.
In conclusion, theoretical and experimental techniques may still need to be refined and extended
to shed light on the statistical properties of transport phenomena in quantum systems.
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Chapter 6
NIN Contact
Here, the FCS will be calculated for a QPC between two normal (non-superconducting) metals.
The discussion closely follows [135, pp. 43-46]. The two leads are assumed to be kept at two
constant chemical potentials shifted by the applied voltage V : µR = −V2 , µL = V2 . The respective
Fermi functions are denoted by nL and nR so that the GFs may be written according to (3.13) using
with α = R,L = 1,−1 as
gασ (ω) = ipiρ0α
 2nα(ω)−1 2nα(ω)
2nα(ω)−2 2nα(ω)−1
 . (6.1)
The task is the calculation of (5.19) for the system in question.
6.1 Green’s functions
In order to simplify calculations the following (inhomogeneous) GFs are defined
G λ−−RLσ (t, t
′) = i〈T L+σ (t ′)Rσ (t)〉λ , G λ−−LRσ (t, t ′) = i〈T R+σ (t ′)Lσ (t)〉λ . (6.2)
These inhomogeneous GFs may be calculated exactly since the diagram structure is linear. Taking
into account the properties of the λ -expectation value one obtains the following relations
G λLRσ (t, t
′) = γ
∫
C
dse−i
λ (s)
2 gLσ (t,s)G λRσ (s, t
′), G λRLσ (t, t
′) = γ
∫
C
dsei
λ (s)
2 gRσ (t,s)G λLσ (s, t
′).
In this way the evaluation of (5.19) is reduced to the calculation of the (homogeneous) GFs G λRσ
and G λLσ . After the Fourier transform the Dyson relations in (6.2) read:
G λ−−LRσ (ω) = γ
[
e−i
λ−
2 g−−Lσ (ω)G
λ−−
Rσ (ω)− e−i
λ+
2 g−+Lσ (ω)G
λ+−
Rσ (ω)
]
,
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G λ−−RLσ (ω) = γ
[
ei
λ−
2 g−−Rσ (ω)G
λ−−
Lσ (ω)− ei
λ+
2 g−+Rσ (ω)G
λ+−
Lσ (ω)
]
,
where the Keldysh disentanglement has already been performed.
Inserting this back in (5.19) leads to:〈
TC
∂T λ−
∂λ−
〉
λ
= −γ
2
2 ∑σ
∫ ∞
−∞
dω
2pi
[
g−−Rσ (ω)G
λ−−
Lσ (ω)− e−iλg−+Rσ (ω)G λ+−Lσ (ω)
+eiλg−+Lσ (ω)G
λ+−
Rσ (ω)−g−−Lσ (ω)G λ−−Rσ (ω)
]
. (6.3)
Here, the relation λ = λ−−λ+2 from (5.7) was used. As expected, in the case λ = 0 the expression
(6.3) reduces to the one for the average current.
6.2 Dyson equation
The GFs G λRσ and G
λ
Lσ can be obtained by solving their respective Dyson equation:
G λRσ (t, t
′) = gRσ (t, t ′)+ γ2
∫
C
dsds′ei
λ (s)
2 G λRσ (t,s)gLσ (s,s
′)gRσ (s′, t ′),
G λLσ (t, t
′) = gLσ (t, t ′)+ γ2
∫
C
dsds′e−i
λ (s)
2 G λLσ (t,s)gRσ (s,s
′)gLσ (s′, t ′).
These two equations can now be Fourier transformed using the definition of λ (s) from (5.7):
G λ jkRσ (ω) = g
jk
Rσ (ω)+ γ
2 ∑
l,m=±
(lm)ei
λl−λm
2 G λ jlRσ (ω)g
lm
Lσ (ω)g
mk
Rσ (ω), (6.4)
G λ jkLσ (ω) = g
jk
Lσ (ω)+ γ
2 ∑
l,m=±
(lm)e−i
λl−λm
2 G λ jlLσ (ω)g
lm
Rσ (ω)g
mk
Rσ (ω), (6.5)
where the indices j,k =±.
It is convenient to introduce a graphical representation of the Dyson equations as Feynman graphs
[50].
A normal GF represents the creation and following annihilation of a particle. In itself it does not
represent a naturally observable process for electrons. Graphically, it is usually represented by a
line with two arrowheads in the same direction referring to creation and annihilation. The normal
GFs for the left and the right electrode shall be represented as shown in Fig. 6.1.
gLσ
gRσ
Figure 6.1: Feynman graphs in the case of normal conducting leads.
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In the Dyson equations GFs with a λ -expectation value are exact in tunneling amplitudes. These
GFs are often called full GFs and will be represented by a double line. This way Dyson’s equations
for the NIN contact case can be represented as in Fig. 6.2.
j
+
j
=
k k j l
j k
=
j k
+
m k
m k
j l
Figure 6.2: Dyson equations for tunneling between two normal metals, see (6.4) and (6.5).
The equations (6.4) and (6.5) are still not very convenient to solve and may be rewritten using the
matrices of the Keldysh GFs G λRσ and G
λ
Lσ and the λ -dependent self-energies ΣL/Rσ
GL/Rσ (ω) =
 G λ−−L/Rσ (ω) G λ−+L/Rσ (ω)
G λ+−L/Rσ (ω) G
λ++
L/Rσ (ω)
 ,
Σασ (ω) = γ2
 g−−−α,σ (ω) −eiαλg−+−α,σ (ω)
−e−iαλg+−−α,σ (ω) g++−α,σ (ω)
 .
Using this notation the Dyson equations have the form
G λασ (ω) = gασ (ω)+G
λ
ασ (ω)Σασ (ω)gασ (ω).
These matrix equations may be inverted according to [145, pp. 214-215]:
G λασ (ω) = gασ (ω)
1−Σασ (ω)gασ (ω)︸ ︷︷ ︸
A(ω,λ )

−1
(6.6)
These are two matrix equations for α = R,L. The solution of them involves the inversion of a
matrix whose determinant is the same in both cases
detA(ω,λ ) = (1+Γ)2+4Γ
[
(eiλ −1)nL(1−nR)+(e−iλ −1)nR(1−nL)
]
.
The abbreviation Γ = (piγ)2ρ0Lρ0R can be regarded as the transparency of the tunneling contact.
The solutions of (6.6) may now be written as
G λRσ (ω) = −
ipiρ0R
detA(ω,λ )
 2nR−1+Γ(2nL−1) 2nR+2ΓeiλnL
2(nR−1)+2Γe−iλ (nL−1) 2nR−1+Γ(2nL−1)
 ,
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G λLσ (ω) = −
ipiρ0L
detA(ω,λ )
 (2nL−1)+Γ(2nR−1) 2nL+2Γe−iλnR
2(nL−1)+2Γeiλ (nR−1) 2nL−1+Γ(2nR−1)
 .
These are the full GFs including tunneling and the counting field λ .
6.3 Collecting the results
Having derived these GFs the relation (6.3) can be used together with (5.15) to calculate the
adiabatic potential:
∂U(λ−,λ+)
∂λ−
=
〈
TC
∂T λ−
∂λ−
〉
λ
=
i
2∑σ
∫ dω
2pi
∂λ detA(ω,λ )
detA(ω,λ )
= i
∫ dω
2pi
∂λ lndetA(ω,λ ).
This can easily be integrated with respect to λ−
U(λ−,λ+) = i
∫ dω
2pi
∫ λ−
λ+
dλ ′−∂λ lndetA(ω,λ )
= 2i
∫ dω
2pi
ln
detA(ω,λ )
detA(ω,0)
.
Now (5.14) can be used to relate the CGF to the adiabatic potential. In total this results in
lnχNN(λ−,λ+,τ) = 2τ
∫ dω
2pi
ln
{
1+T1
[
(eiλ −1)nL(1−nR)
+(e−iλ −1)nR(1−nL)
]}
. (6.7)
Here, T1 can be interpreted as a transmission coefficient:
T1 =
4Γ
(1+Γ)2
. (6.8)
This result for the QPC of course concurs with the one obtained by Levitov and Lesovik [99]
where they showed that the probability distribution function is binomial.
The transmission coefficient vanishes for small Γ and reaches a maximum for Γ = 1. It also van-
ishes for Γ 1 but as this situation corresponds to γ2  1pi2ρ0Lρ0R where the approximation of a
constant DOS certainly ceases to be justified it is probably unphysical [93, p. 300]. The result (6.7)
can only be assumed to hold up to Γ≈ 1.
It also might seem surprising that a relation for the adiabatic potential is obtained that allows easy
integration. The form ∂λ detA(ω,λ )detA(ω,λ ) is however very general and can directly be inferred from the
structure of the self-energy.
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6.4 Some special cases
The average current can be calculated from the first cumulant:
 INN=  qNNτ =−
i
τ
d
dλ
ln [χ(λ−,λ+)]
∣∣∣∣
λ=0
(6.9)
Using the fact that nR and nL are Fermi functions with their respective chemical potentials the inte-
gral may be performed. Reintroducing SI-units results in the following expression for the average
current
 INN= 2G0T1V,
where G0 = e
2
h is the inverse von Klitzing-constant [86] also known as conductance quantum.
The result concurs with the one in (4.5) from the semiconductor model but it also shows how to
compute the normal conductance starting from a microscopic model.
The noise can be calculated from the second cumulant [106, p. 25]
 q2NN= (−i)2 ddλ 2 ln [χ(λ−,λ+)]
∣∣∣∣
λ=0
.
The two limits of T → 0 and V → 0 are known as shot noise and thermal noise. The shot noise,
again restoring SI units, is given by
ST=0,NN =
 q2T=0,NN
τ
= 2eT1(1−T1)G0|V |.
For small transmission T1 and V > 0 this goes over into the Schottky formula ST=0 = e · I [137].
The thermal noise may also be calculated [106, p. 25]
SV=0,NN =
 q2V=0,NN
τ
= 4T1G0kBT
and gives the conventional Johnson-Nyquist noise [79, 124].
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Chapter 7
Normal-Superconductor Contact
The second type of contact for which the FCS shall be calculated is a QPC between a normal
metal and a superconductor. As in Section 5.4.2 the left side is assumed to be superconducting.
The situation has already been depicted in Fig. 4.1.
As in [117] the two leads are kept at two different chemical potentials shifted by the voltage V that
is applied: µL = 0, µR = −V . The respective Fermi functions are again denoted by nL and nR so
that the GFs may be written according to (3.20) and (3.21) in the simplified form as
gRσ (ω) = ipiρ0R
 2nR(ω)−1 2nR(ω)
2nR(ω)−2 2nR(ω)−1
 ,
gLσ (ω) =
ipiρ0L|ω|
(ω2−∆2) 12
 2nL(ω)−1 2nL(ω)
2nL(ω)−2 2nL(ω)−1
 ,
fL(ω) = f+L (ω) =
ipiρ0L
(∆2−ω2) 12
 0 −1
1 0
 .
Again ρ0L and ρ0R refer to the respective DOSes at the Fermi edge. ∆ is the energy gap in the
superconductor.
These GFs can also be represented by Feynman graphs [2, p. 300]. The anomalous GFs are in-
dicated either by two arrowheads pointing inward ( f ) or two arrowheads pointing outward ( f+).
The graphical representation of the GFs in this problem is also shown in Fig. 7.1.
Later GFs with negative energy will be needed as well. In this case the following properties are
important
nL(−ω) = 1−nL(ω), (7.1)
nR(−ω) = nF(−ω+ eV ) = 1−nF(ω− eV ) (7.2)
=: 1−nR+(ω). (7.3)
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gLσ
gRσ
f+L
fL
Figure 7.1: Feynman graphs for the GFs in the NS point contact.
For the normal GF this infers
gRσ (−ω) = −ipiρ0R
 2nR+(ω)−1 2nR+(ω)−2
2nR+(ω) 2nR+(ω)−1
 ,
gLσ (−ω) = − ipiρ0L|ω|
(ω2−∆2) 12
 2nL(ω)−1 2nL(ω)−2
2nL(ω) 2nL(ω)−1
 .
GFs at negative energy represent holes so that these are drawn as arrows in opposite direction.
Referring to (7.1) and (7.3) one can say that holes have the negative chemical potential of their
associated electrons [88].
One should also keep in mind that (3.9) and (3.10) presume a specific order of the spins. If this
order is reversed a further sign change is involved [105, p. 778], i.e. the anomalous GF is − fL(ω)
or − f+L (ω) respectively.
As in the calculation for the NIN contact the task is the calculation of the quantity introduced in
(5.19).
7.1 Green’s functions
Again the following GFs are required for this calculation
G λ−−RLσ (t, t) = i〈T L+σ (t)Rσ (t)〉λ , G λ−−LRσ (t, t) = i〈T R+σ (t)Lσ (t)〉λ .
As in Chapter 6 the Dyson equations need to be derived for these GFs. The summation over
σ1, · · · ,σn is meant as a summation over all possible spin configurations of the individual spins.
G λLRσ (t, t
′) =
i
χ(λ−,λ+,τ)
〈
TCR+σ (t
′)Lσ (t)e
−i∑σ ′
∫
C dt1
[
ei
λ (t1)
2 R+σ ′ (t1)Lσ ′ (t1)+e
−i λ (t1)2 Lσ ′ (t1)Rσ ′ (t1)
]〉
0
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=
i
χ(λ−,λ+,τ)
〈
TCR+σ (t
′)Lσ (t) ∑
σ1,··· ,σn
∞
∑
n=0
(−iγ)n
n!
×
∫
C
dt1 · · ·
∫
C
dtn
[
ei
λ (t1)
2 R+σ1(t1)Lσ1(t1)+ e
−i λ (t1)2 L+σ1(t1)Rσ1(t1)
]
×·· ·
[
ei
λ (tn)
2 R+σn(tn)Lσn(tn)+ e
−i λ (tn)2 L+σn(tn)Rσn(tn)
]〉
0
. (7.4)
Contracting R+σ (t
′)Lσ (t) with one of the terms of the product in the sum leaves the two possibili-
ties:
• R+σ (t ′)Lσ (t)R+σ1(t1)Lσ1(t1) = Lσ (t)Lσ1(t1)R+σ1(t1)R+σ (t ′)
• R+σ (t ′)Lσ (t)L+σ1(t1)Rσ1(t1) =−Lσ (t)L+σ1(t1)Rσ1(t1)R+σ (t ′)
The first possibility might seem to be unnecessary since the right side is normal conducting. It
will turn out, however, that pairing operators on the right side have a (λ -)expectation value that is
different from 0. This is also known as induced superconductivity [125]. Evaluating the expression
(7.4) gives
G λLRσ (t, t
′) = γ
∫
C
ds
[
ei
λ (s)
2 G λLσ (t,s)gRσ (s, t
′)
]
(7.5)
In the same way the identity for the second inhomogeneous GF is obtained
G λRLσ (t, t
′) = γ
∫
C
ds
[
ei
λ (s)
2 gRσ (t,s)G λLσ (s, t
′)
]
. (7.6)
A Fourier transform of the identities in (7.5) and (7.6) results in
G λ−−LRσ (ω) = γ
[
e−i
λ−
2 g−−Rσ (ω)G
λ−−
Lσ (ω)− e−i
λ+
2 g+−Rσ (ω)G
λ−+
Lσ (ω)
]
, (7.7)
G λ−−RLσ (ω) = γ
[
ei
λ−
2 g−−Rσ (ω)G
λ−−
Lσ (ω)− ei
λ+
2 g−+Rσ (ω)G
λ+−
Lσ (ω)
]
. (7.8)
Additionally the GFs for −ω are needed that can again be obtained by Fourier transformation.
This, however, only leads to a change of ω →−ω in the expressions (7.7) and (7.8).
These expressions can now be used in (5.19) to give〈
TC
∂T λ−
∂λ−
〉
λ
= −γ
2
4 ∑σ
∫ dω
2pi
[
eiλg+−Rσ (ω)G
λ−+
Lσ (ω)− e−iλg−+Rσ (ω)G λ+−Lσ (ω)
+eiλg+−Rσ (−ω)G λ−+Lσ (−ω)− e−iλg−+Rσ (−ω)G λ+−Lσ (−ω)
]
, (7.9)
where again the relation λ = λ−−λ+2 from (5.7) was used and for λ = 0 the expression (7.9) also
reduces to the one for the average current. In the last two terms the integration variable has been
changed to −ω which will ease the discussion later as the voltage has been introduced here as a
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non-symmetric shift of the chemical potentials of the leads. If this change would be omitted the
expression would be identical to (6.3).
7.2 Dyson equations
Now the GFs G λRσ , F
λ
R , F
λ+
R , G
λ
Lσ , F
λ
L and F
λ+
L will be calculated. From (7.9) it is obvious
that the knowledge of G λLσ would be sufficient. However, in deriving (7.5) also the GFs of the
normal conducting lead could have been used as full GFs so that they shall be derived here for
completeness.
The GFs can again be obtained by solving their Dyson equations. The actual expansions shall not
be derived here since they follow the principle outlined in (7.4) and result in rather lengthy ex-
pressions. Again it should be emphasized that care has to be taken with respect to symmetrization
between normal and anomalous GFs and resulting prefactors.
Ultimately the Dyson equations for the right electrode are obtained
G λRσ (t, t
′) = gRσ (t, t ′)+
γ2
2
∫
C
ds
∫
C
ds′
[
−1
2
ei
λ (s)+λ (s′)
2 gRσ (t,s) fL(s,s′)F λ+R (s
′, t ′)
+ei
λ (s)−λ (s′)
2 G λRσ (t,s)gLσ (s,s
′)gRσ (s′, t ′)− 12e
−i λ (s)+λ (s′)2 F λR (t,s) f
+
L (s,s
′)gRσ (s′, t ′)
]
,
F λR (t, t
′) = i〈TCR↓(t)R↑(t ′)〉λ
=
γ2
2
∫
C
ds
∫
C
ds′
[
F λR (t,s)gL↑(s
′,s)gR↑(t ′,s′)e−i
λ (s)−λ (s′)
2
+ G λR↓(t,s) fL(s,s
′)gR↑(t ′,s′)ei
λ (s)+λ (s′)
2
]
,
F λ+R (t, t
′) = i〈TCR+↑ (t)R+↓ (t ′)〉λ
=
γ2
2
∫
C
ds
∫
C
ds′
[
gR↑(s, t)gL↑(s′,s)F λ+R (s
′, t ′)ei
λ (s′)−λ (s)
2
+gλR↑(t,s) fL(s,s
′)GR↓(t ′,s′)ei
λ (s)+λ (s′)
2
]
.
Since there are no spin-dependent effects in the problem G λR↓(t, t
′) = G λR↑(t, t
′) can be inferred
directly from the Dyson equations above. This means that only G λR↓(t, t
′) and the full anomalous
GFs need to be calculated.
The Dyson equations can be represented by the Feynman graphs in Fig. 7.2.
It can be inferred directly from the structure of the Feynman graphs that this coupled system of
equations is hard to solve. At first glance the Fourier transforms ofF λR andF
λ+
R might be written
as functions of G λR↓ with two matrices M and M˜ as:
F λR (ω) = G
λ
R↓(ω) ·M, F λ+R (ω) = M˜ ·G λR↓(ω)
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Figure 7.2: Graphical representation of the Dyson equations for the right side in the NS point
contact.
These expressions can be deduced directly from Fig. 7.2. The normal GF is at two different po-
sitions in the Dyson equations. F λR and F
λ+
R are, however, also not at the same position in the
Dyson equation for G λR↓ so that this does not allow for a direct solution as in (6.6). The same prob-
lem occurs for the GFs of the superconducting lead so that in general one would have to solve a
12x12 matrix equation for the 3 ·4 components of the individual Fourier transformed GFs.
This results in a sophisticated calculation. Instead another approach is used, which is inspired by
the treatment of Eliashberg theory in [105, p. 828]. It is assumed that the contribution of the two
graphs in the Dyson equation for G λR↓ involvingF
λ
R orF
λ+
R is identical.
The equality of the two contributions can be proven by solving the Dyson equations first only with
F λR and then only withF
λ+
R . This is sufficient since the Dyson equations are linear. The resulting
full normal GF is the same in both cases.
The Dyson equations only usingF λR are:
G λR↓(t, t
′) = gR↓(t, t ′)+
γ2
2
∫
C
ds
∫
C
ds′
[
ei
λ (s)−λ (s′)
2 G λR↓(t,s)gL↓(s,s
′)gR↓(s′, t ′)
−e−i λ (s)+λ (s
′)
2 F λR (t,s) f
+
L (s,s
′)gR↓(s′, t ′)
]
, (7.10)
F λR (t, t
′) =
γ2
2
∫
C
ds
∫
C
ds′
[
e−i
λ (s)−λ (s′)
2 F λR (t,s)gL↑(s,s
′)gR↑(t ′,s′)
+ei
λ (s)+λ (s′)
2 G λR↓(t,s) fL(s,s
′)gR↑(t ′,s′)
]
. (7.11)
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These equations can again be represented as Feynman graphs (Fig. 7.3).
j
+
j
=
k k
lj
j l
m
m k
k
−
j l
+
j l
m k
km
j k
=
Figure 7.3: Simplified version of the Dyson equations for the normal lead in the NS point contact.
These Dyson equations may be Fourier transformed:
G λ jkR↓ (ω) = g
jk
R↓(ω)+
γ2
2 ∑l,m=±
(lm)
[
ei
λl−λm
2 G λ jlR↓ (ω)g
lm
L↓(ω)g
mk
R↓(ω)
−ei λl−λm2 F λ jlR (ω) f+lmL (ω)gmkR↓(ω)
]
, (7.12)
F λ jkR (ω) =
γ2
2 ∑l,m=±
(lm)
[
ei
λl−λm
2 F λ jlR (ω)g
jl
L↑(−ω)gmkR↑(−ω)
+ei
λl−λm
2 G λ jlR↑ (ω) f
lm
L (ω)g
mk
R↑(−ω)
]
. (7.13)
During the Fourier transform care has to be taken with respect to the time direction of the GFs and
for the counting field.
The eight equations for the components in (7.12) and (7.13) may be written in a compact way as a
matrix equation:
ipiρ0R

2nR−1 2nR−2
2nR 2nR−1
0 0
0 0
= AR

G λ−−R↓ G
λ+−
R↓
G λ−+R↓ G
λ++
R↓
F λ−−R F
λ+−
R
F λ−+R F
λ++
R
 (7.14)
The form of the matrix AR is given in Appendix A. In the following the abbreviations will be used
Γ1 =
ρ0Lρ0Rγ2pi2
2(ω2−∆2) 12
, Γ2 =
ρ0Lρ0Rγ2pi2
2(∆2−ω2) 12
.
As was already argued in Section 3.7 an imaginary Γi, i ∈ {1,2} describes evanescent states that
are energetically not allowed. Therefore the matrix equation (7.14) may be rewritten in two energy
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regimes
ipiρ0R

2nR−1 2nR−2
2nR 2nR−1
0 0
0 0
=
 AR1AR2


G λ−−R↓ G
λ+−
R↓
G λ−+R↓ G
λ++
R↓
F λ−−R F
λ+−
R
F λ−+R F
λ++
R
 ,
 |ω|> ∆|ω|< ∆
 (7.15)
The matrices AR1 and AR2 can also be found in the Appendix A.
The matrix equation may be solved in the two energy regimes. The same procedure may be applied
to the Dyson equations including G λR↓ and F
λ+
R . This shall not be done here explicitely and only
the solutions forF λ+R will be presented.
The solutions in the first energy regime for |ω|> ∆ are
detAR1 = [1+Γ1|ω|(2−4nL−4nR+8nLnR+Γ1|ω|)+4(nL+nR−2nLnR)Γ1|ω|cos(λ )
+4i(nL−nR)Γ1|ω|sin(λ )] · [1+Γ1|ω|(2−4nL−4nR++8nLnR++Γ1|ω|)
+4(nL+nR+−2nLnR+)Γ1|ω|cos(λ )−4i(nL−nR+)Γ1|ω|sin(λ )] ,
G λR↓(ω) =
1
detAR
×

ipiρ0R [2nR−1+(2nL−1)Γ1|ω|] [1+Γ1|ω|(2−4nL−4nR++8nLnR++Γ1|ω|)
+4(nL+nR+−2nLnR+)Γ1|ω|cos(λ )−4i(nL−nR+)Γ1|ω|sin(λ )]
−2ie−2iλpiρ0R
[
eiλ (nR−1)+(nL−1)Γ1|ω|
]{4nL(nR−1)Γ1|ω|
+4e2iλ (nL−1)nR+Γ1|ω|− eiλ [1+Γ1|ω|(2−4nR++nL(8nR+−4)+Γ1|ω|)]}
−2ie−iλ piρ0R
[
nR+ eiλnLΓ1|ω|
]{4nL(nR+−1)Γ1|ω|+4e2iλ (nL−1)nR+Γ1|ω|
−eiλ [1+Γ1|ω|(2−4nR++nL(8nR+−4)+Γ1|ω|)]}
ipiρ0R [−1+2nR+(2nL−1)Γ1|ω|] [1+Γ1|ω|(2−4nL−4nR++8nLnR++Γ1|ω|)
4(nL+nR+−2nLnR+)Γ1|ω|cos(λ )−4i(nL−nR+)Γ1|ω|sin(λ )]
 ,
F λR (ω) =
 0 0
0 0
=F λ+R (ω).
The second energy regime is for energies below the gap |ω|< ∆:
detAR2 = e−2iλ
{
−4nR(nR+−1)Γ22∆2−4e4iλ (nR−1)nR+Γ22∆2
+e2iλ
[
1+2(2nR−1)(2nR+−1)Γ22∆2+Γ42∆4
]}
,
G λR↓(ω) =
1
detAR2
 ipiρ0R [2nR−1+(2nR+−1)Γ22∆2] 2piiρ0R(nR+ e2iλnR+Γ22∆2)
2piiρ0R
[
nR−1+ e−2iλ (nR+−1)Γ22∆2
]
ipiρ0R
[
2nR−1+(2nR+−1)Γ22∆2
]

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F λR (ω) =
1
detAR2
 2piΓ2∆ρ0R [i(nR−nR+)cos(λ )+(nR+nR+−4nRnR+)sin(λ )]
ie−iλpiΓ2∆ρ0R
[
2nR−1+2nR++4e2iλ (nR−1)nR+−4nRnR+−Γ22∆2
]
ie−iλpiΓ2∆ρ0R
{−4nR(nR+−1)+ e2iλ [1−2nR++nR(4nR+−2)+Γ22∆2]}
2piΓ2∆ρ0R {i(nR−nR+)cos(λ )+ [nR(3−4nR+)−2+3nR+]sin(λ )}
 ,
F λ+R (ω) =
1
detAR2
 2piΓ2∆ρ0R {i(nR−nR+)cos(λ )+ [−2+nR(3−4nR+)−2+3nR+]sin(λ )}
ie−iλΓ2∆ρ0R
[
2nR−1+2nR++4e2iλ (nR−1)nR+−4nRnR+−Γ22∆2
]
ie−iλpiΓ2∆2ρ0L
{−4nR(nR+−1)+ e2iλ [1−2nR++nR(4nR+−2)+Γ22∆2]}
2piΓ2∆ρ0R [i(nR−nR+)cos(λ )+(nR+nR+−4nRnR+)sin(λ )]
 .
At this point two interesting features should be pointed out. The first one is that there is no anoma-
lous GF above the energy gap. Moreover, F λR (ω)λ=0 =F
λ+
R (ω)λ=0. This relation is analogous
to the identity of the anomalous GFs in the Eliashberg theory [105, p. 828].
Next the Dyson equations for the superconducting electrode will be solved. Again these can be
simplified by equating the contributions byF λL andF
λ+
L and using G
λ
L↓(t, t
′) = G λL↑(t, t
′).
G λL↓(t, t
′) = gL↓(t, t ′)+
γ2
2
∫
C
ds
∫
C
ds′
[
e−i
λ (s)−λ (s′)
2 G λL↓(t,s)gR↓(s,s
′)gL↓(s′, t ′)
−ei λ (s)−λ (s
′)
2 F λL (t,s)gR↑(s
′,s) f+L (s
′, t ′)
]
,
F λL (t, t
′) = f+L (t, t
′)+
γ2
2
∫
C
ds
∫
C
ds′
[
ei
λ (s)−λ (s′)
2 F λL (t,s)gR↑(s
′,s)gL↑(t ′,s′)
+G λL↓(t,s)gR↓(s,s
′) fL(s′, t ′)e−i
λ (s)−λ (s′)
2
]
.
The resulting Feynman graphs are depicted in Fig. 7.4. A Fourier transform of these equations
results in the identities
G λ jkL↓ (ω) = g
jk
L↓(ω)+
γ2
2 ∑l,m=±
(lm)
[
e−i
λl−λm
2 G λ jlL↓ (ω)g
lm
R↑(ω)g
mk
L↓ (ω)
+e−i
λl−λm
2 F λ jlL (ω)g
lm
R↑(−ω) f+mkL (ω)
]
,
F λ jkL (ω) = f
jk
L (ω)+
γ2
2 ∑l,m=±
(lm)
[
e−i
λl−λm
2 F λ jlL (ω)g
ml
R↑(−ω)gmkL↑ (−ω)
+ e−i
λl−λm
2 G λ jlL↓ (ω)g
lm
R↓(ω) f
mk
L (ω)
]
.
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Figure 7.4: Graphical representation of the simplified version of the Dyson equations for the su-
perconducting lead in the NS point contact.
As was done for the right electrode in (7.15) matrices AL1 and AL2 can be calculated.
The Dyson equations in the two aforementioned energy regimes may now be written in compact
matrix form
ipiρ0L

(2nL−1)|ω|
(ω2−∆2) 12
(2nL−2)|ω|
(ω2−∆2) 12
(2nL)|ω|
(ω2−∆2) 12
(2nL−1)|ω|
(ω2−∆2) 12
0 ∆
(∆2−ω2) 12
− ∆
(∆2−ω2) 12
0

=
 AL1AL2


G λ−−L↓ (ω) G
λ+−
L (ω)
G λ−+L↓ (ω) G
λ++
L↓ (ω)
F λ−−L (ω) F
λ−+
L (ω)
F λ+−L (ω) F
λ++
L (ω)
 ,
where the equation with AL1 is valid for |ω| > ∆ and the equation with AL2 is valid for |ω| < ∆.
Furthermore, one has to take into account that evanescent states correspond to states, that are
energetically not allowed.
The determinants detAL1 = detAR1 and detAL2 = detAR2 are identical to those for the contact in the
normal state. G λL (−ω) still needs to be calculated. Dyson equations for G λL↓(−ω) andF λ+L (−ω)
are shown in Fig. 7.5.
It is obvious that the Dyson equations are identical to those for G λL↓(ω) andF
λ
L (ω). However, the
right hand side of the matrix equation has changed, so that the Dyson equations can directly be
written in matrix form
ipiρ0L

0 −∆
(∆2−ω2) 12
∆
(∆2−ω2) 12
0
(1−2nL)|ω|
(ω2−∆2) 12
(−2nL)|ω|
(ω2−∆2) 12
(2−2nL)|ω|
(ω2−∆2) 12
(1−2nL)|ω|
(ω2−∆2) 12

=
 AL1AL2


(F λ+L )
−−(−ω) (F λ+L )+−(−ω)
(F λ+L )
−+(−ω) (F λ+L )++(−ω)
G λ−−L↓ (−ω) G λ−+L↓ (−ω)
G λ+−L↓ (−ω) G λ++L↓ (−ω)
 ,
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Figure 7.5: Simplified version of Dyson equations for the superconducting lead and negative en-
ergies in the NS point contact.
where again the equation with AL1 is valid for |ω| > ∆ and the equation with AL2 is valid for
|ω|< ∆.
The actual solutions to the Dyson equations on the left side shall not be given here since their
actual form is not very illuminating.
7.3 Cumulant Generating Function
Having calculated G λL↓(ω) and G
λ
L↓(−ω) the expression (7.9) can be used to calculate the FCS〈
TC
∂T λ−(t)
∂λ−
〉
λ
= −γ
2
4 ∑σ
∫ dω
2pi
{
eiλ [2nR(ω)−2] ipiρ0RG λ−+L↓ (ω)
−e−iλ2nR(ω)ipiρ0RG +−Lσ (ω)− eiλ ipiρ0R2nR+(ω)G λ−+Lσ (−ω)
+e−iλ [2nR+(ω)−2] ipiρ0RG λ−+Lσ (−ω)
}
,
=
i
2∑σ
∫ dω
2pi
{[
∂λ detAL1(ω,λ )
detAL1(ω,λ )
]
θ(|ω|−∆)
+
[
∂λ detAL2(ω,λ )
detAL2(ω,λ )
]
θ(∆−|ω|)
}
.
The adiabatic potential is found from the prescription (5.15)
∂U(λ−,λ+, t)
∂λ−
= i
∫ dω
2pi
{∂λ lndetAL1(ω,λ )θ(|ω|−∆)+∂λ lndetAL2(ω,λ )θ(∆−|ω|)} .
After the integration with respect to λ− the adiabatic potential reads
U(λ−,λ+) = i
∫ dω
2pi
∫ λ−
λ+
dλ ′−
{
∂λ ′− lndetAL1(ω,λ
′
−)θ(|ω|−∆)
+∂λ ′− lndetAL2(ω,λ
′
−)θ(∆−|ω|)
}
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= 2i
∫ dω
2pi
{
ln
detAL1(ω,λ )
detAL1(ω,0)
θ(|ω|−∆)+ ln detAL2(ω,λ )
detAL2(ω,0)
θ(∆−|ω|)
}
.
Now it is possible to relate the adiabatic potential to the CGF with the help of (5.14). In total this
results in:
lnχ(λ−,λ+,τ) = 2τ
∫ dω
2pi
{
ln
[
1
(1+Γ1|ω|)4
({
(1+Γ1|ω|)2+4Γ1|ω|
×
[
(eiλ −1)nL(1−nR)+(e−iλ −1)nR(1−nL)
]}{
(1+Γ1|ω|)2+4Γ1|ω|
×
[
(eiλ −1)nR+(1−nL)+(e−iλ −1)nL(1−nR+)
]})]
θ(|ω|−∆)
+ ln
{
1+
Γ22∆2
(1+Γ22∆2)2
+
[
4nR(1−nR+)(e−2iλ −1)
+4(1−nR)nR+(e2iλ −1)
]}
θ(∆−|ω|)
}
(7.16)
In contrast to the FCS in (6.7) here several transport coefficients are found. Qualitatively the
behaviour of them the same. For |ω| > ∆ the transport coefficients vanish for Γ1|ω| → 0 and
Γ1|ω|  1.
As the transport coefficients in this system exhibit a much more interesting behaviour than in the
NIN systems two examples shall be investigated more closely. The first example is the transport
coefficient for single electron tunneling in the regime |ω| > ∆. This physical interpretation will
become clearer later. With the dimensionless quantity ρ0Lρ0Rγ2pi2 =: Γ it is given by
T1 =
4Γ1|ω|
(1+Γ1|ω|)4 =
4 Γ
2(ω2−∆2) 12
|ω|(
1+ Γ
2(ω2−∆2) 12
)4 .
The second transport coefficient to be investigated is the one in the energy regime |ω|< ∆
T2 =
4Γ22∆2
(1+Γ22∆2)2
=
4 Γ4(∆2−ω2)∆
2(
1+ Γ4(∆2−ω2)∆
2
)2 . (7.17)
The forms of the two transport coefficients show that the energy dependence of T1 can not be
neglected even for small |ω| − ∆ whereas for T2 it can be neglected for small |ω| concurring
with [117]. The energy dependence of the transmission coefficients considerably alters the results
compared to the ones for NIN junctions. We should mind that here we have used the simplified
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GFs as mentioned above. The full calculation, however, is just more lengthy and leads to
lnχNSQPC(λ ,τ) =
τ
∫ dω
pi
[
ln
(
∏
α=±
{
1+Te(ω)
[
nRα(1−nL)(eiαλ −1)+nL(1−nRα)(e−iαλ −1)
]}
+TA2(ω)(2nS−1)
{
(2nL−1)
[
(eiλ −1)2nR+(1−nR−)−2(eiλ −1)(e−iλ −1)nR+nR−
+(e−iλ −1)2nR−(1−nR+)
]
+2nL(eiλ −1)(e−iλ −1)(nR−−1+nR+)
}
+TBC(ω)(2nL−1)(eiλ − e−iλ )2
{
(2nL−1)[nR+eiλ +nR−e−iλ +ΓenL(1−nL)(eiλ − e−iλ )2
−(nR−−1+nR+)nL(eiλ + e−iλ )]−4nL(1−nL)(nR−−1+nR+)
}
θ
( |ω|−∆
∆
))
+ ln
{
1+TA(ω)
[
nR−(1−nR+)(e2iλ −1)+nR+(1−nR−)(e−2iλ −1)
]}
θ
(
∆−|ω|
∆
)]
,(7.18)
where the effective transmission coefficients are given by
Te(ω) =
4Γ1
[(1+Γe)2−Γ22]
, TA2(ω) =
4Γ22
[(1+Γ1)2−Γ22]2
=
TBC(ω)
Γ1
and
TA(ω) =
4Γ22
Γ42+2Γ22(1−Γ21)+(1+Γ21)2
. (7.19)
The additional transmission coefficients give rise to Andreev reflection aove the gap (TA2) and
electron-hole conversion (branch-crossing) above the gap (TBC). Both are, however, processes of
higher order.
7.4 Comparison with known results
Here the calculated FCS will be compared to previously obtained results.
7.4.1 Current
First the current shall be compared with the result that was obtained in the semiconductor model
in Section 4.2.2. We can use the simplified result since the semiconductor model is restricted to
small interface transparency.
This model only described the lowest order perturbation theory in Γ as discussed in Sec. 4.2. As for
|ω|< ∆ the lowest order coupling is Γ22∆2 ∝Γ2 the FCS are zero in this approximation for |ω|< ∆.
Therefore, the current can be obtained from the energy regime |ω|> ∆ alone, approximated to first
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order in Γ. The current obtained from the first cumulant reads
 ISN=  qSNτ =−
i
τ
d
dλ
ln [χ(λ−,λ+)]λ=0
≈ 8
∫ dω
2pi
Γ1|ω|θ(|ω|−∆)
detAL(ω,0)
[nL(1−nR)+(1−nL)nR+− (1−nL)nR−nL(1−nR+)] .
In the last step only contributions to first order in Γ have been taken into account. In this approxi-
mation: 1detAL(ω,0) =
1
(1+Γ1|ω|)4 ≈ 1.
This approximation might seem unjustified since Γ1|ω| diverges for energies close to the gap.
Later the general result for the current will be derived. Comparing the numerical results for small
Γ and low temperatures of the general solution to the approximation presented here shows that the
results are identical, so that this approximation is valid. Physically this is obvious since neglecting
the denominator corresponds to neglecting higher order tunneling processes to concur with the
semiconductor model.
At T = 0 the distribution functions nL, nR and nR+ are step functions so that
 ISN = 8
∫ dω
2pi
{θ(ω+V ) [1−θ(ω)]−θ(ω) [1−θ(ω+V )]
− θ(ω−V ) [1−θ(ω)]+θ(ω) [1−θ(ω−V )]} Γ|ω|
2(ω2−∆2) 12
θ(|ω|−∆)
= 8
∫ dω
2pi
Γ|ω|
(ω2−∆2) 12
θ(|ω|−∆)
×{θ(ω+V ) [1−θ(ω)]−θ(ω) [1−θ(ω+V )]}
=

θ(V −∆)8Γ∫ V∆ dωω
2pi(ω2−∆2) 12
, V > 0
−θ(−V −∆)8Γ∫ |V |∆ dωω2pi(ω2−∆2) 12 , V < 0
.
As the two cases V > 0 and V < 0 are completely analogous V > 0 is assumed from now on
without loss of generality.
The dimensionless parameter where T˜ := 4γ2ρ0Lρ0Rpi2 can be defined and reintroducing SI units
the current becomes
 ISN = 2G0e T˜
(
(eV )2−∆2) 12 , (7.20)
The differential conductance may be calculated as well
d ISN
dV
= 2G0T˜
eV
((eV )2−∆2) 12
θ(eV −∆). (7.21)
The current for an NIN contact has been derived in (6.9). The transmission coefficient in (6.8)
can be expanded to first order in Γ: 4Γ
(1+Γ)2 ≈ 4Γ = 4γ2ρ0Lρ0Rpi2 = T˜ , so that the differential
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conductance is given by
d INN
dV
≈ 2T˜ G0. (7.22)
Combining (7.21) and (7.22) gives the important relation:
dISN
dV
dINN
dV
=
eVθ(eV −∆)
((eV )2−∆2) 12
= ρS(eV ), (7.23)
which concurs with the result previously obtained in (4.6) using the semiconductor model.
7.4.2 Andreev current
In Section 4.3 the transport mechanism for electron energies below the gap was discussed. Now
the current due to these Andreev processes shall be calculated from the FCS in the energy regime
|ω|< ∆. The transport coefficient T2 has been shown to be energy-independent for small energies
(|ω|  ∆)
T2 ≈ 4Γ22∆2 =
4ρ20Lρ20Rγ4pi4
4(∆2−ω2) ∆
2 ≈ ρ20Lρ20Rγ4pi4 =
T˜ 2
4
.
The current can be obtained from the energy regime |ω| < ∆ alone if |V |  ∆. In this case the
above approximation for T2 is valid and the FCS resemble the ones for the NIN contact
lnχ(λ−,λ+)≈ 2τ
∫ dω
2pi
ln
{
1+
T˜ 2
4
[
nR(1−nR+)(e−2iλ −1)+(1−nR)nR+(e2iλ −1)
]}
.
The current can again be obtained from the first cumulant
 IA = − iτ
d
dλ
ln [χ(λ−,λ+)]λ=0
= −2i
∫ dω
2pi
{
1+
T˜ 2
4
[
nR(1−nR+)(e−2iλ −1)+(1−nR)nR+(e2iλ −1)
]}
.
= −2i
∫ dω
2pi
{
T˜ 2 [(−2i)nR(1−nR+)+(2i)(1−nR)nR+]
}
,
where the subscript A stands for the FCS at |ω|< ∆. At T = 0 the expression becomes
 IA= T˜ 2
∫ dω
2pi
{θ(ω+ eV ) [1−θ(ω− eV )]−θ(ω− eV ) [1−θ(ω+ eV )]} .
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The two terms in curly brackets describe positive and negative voltages respectively. As they only
differ in sign without loss of generality V > 0 is assumed so that reintroducing SI units gives:
 IA= 2T˜ 2G0V (7.24)
Similar to (7.23) the following relation is obtained:
dIA
dV
dINN
dV
= T˜
However, this approximation is only valid if |V |  ∆. In particular, the transmission coefficient
is definitely not energy independent over the whole range of energies below the gap. To compare
the results with experimental data the energy dependence of both transmission coefficients and the
temperature dependence of nL and nR has to be taken into account. Assuming that our simplified
treatment discussed above can be applied the current becomes
 ISN = 8Γ
(1+Γ)2
∫ dω
2pi

|ω|
2(ω2−∆2) 12
(1+Γ)2(
1+ Γ|ω|
2(ω2−∆2) 12
)4
× [nL(1−nR)− (1−nL)nR+(1−nL)nR+−nL(1−nR+)]θ(|ω|−∆)
+
∆2
2(∆2−ω2)(1+Γ
2)Γ(
1+ Γ
2∆2
4(∆2−ω2)
)2 [(1−nR)nR+−nR(1−nR+)]θ(∆−|ω|)
 . (7.25)
This expression may be treated numerically and compared to the data by Pe´rez-Willard et. al. [128]
on Al/Cu contacts. The contact in the experiment was kept at 95mK and the gap of aluminium is
∆= 206µeV . In the experiment the conductance G= dIdV compared to the conductance when both
contacts are normal metals due to an applied magnetic field was measured. The result from the
derivative of expression (7.25) may be compared to the data (Fig. 7.6). For the theoretical calcula-
tion the temperature was chosen slightly higher. These heating effects have also been reported by
[19].
The agreement of the theoretical and experimental results is quite good inspite of integrating over
intervals, where Γ1|ω|  1 or Γ2∆ 1 so that our approach with the simplified GFs might break
down. The small disagreements may be attributed to neglected higher order processes from the
FCS above the gap and Al not being perfectly described by BCS theory. Indeed, perfect agree-
ment can be reached by using our full expression in Eq. (7.18) as discussed in ([144]).
This shows that it is a valid approximation to assume to have only single-electron processes above
the gap and two-electron Andreev processes below the gap.
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Figure 7.6: Comparison of theoretical (in blue) and experimental (in red) conductance (from
[128]) in NS QPCs at T = 95mK for Γ= 0.45.
The conductance can also be explained using the FCS calculation in [117] with the transmission
coefficients obtained by Blonder, Tinkham and Klapwijk in [21] as was done in [64, pp. 44-45].
Finally the dependence of the conductance on voltage for different temperature is shown in Fig.
7.7.
The red curve shows two very prominent Andreev peaks. These decrease for increasing tempera-
ture and for T = 0.6∆ (green curve) a broadened peak in the middle forms. This encountered be-
haviour as a function of temperature agrees with the predictions by the Blonder-Tinkham-Klapwijk
model [64, p. 46].
7.4.3 Noise
Noise properties of NS contacts have recently been measured experimentally. An important dis-
covery was the detection of doubled Andreev shot noise [78, 90].
Andreev shot noise refers to the noise at zero temperature and for voltages |V |  ∆, so the energy
|ω| < ∆ can be used alone for the calculation of the second cumulant. In this regime the calcula-
tion of Andreev current as done in (7.24) is a valid approximation. Likewise the shot noise may be
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Figure 7.7: The theoretical conductance is shown as a function of voltage for Γ = 0.45. The red
curve corresponds to T = 0.2∆, the blue curve corresponds to T = 0.4∆ and the green curve
corresponds to T = 0.6∆.
calculated
ST=0,A ≈  q
2T=0,A
τ
= (−i)2 1
τ
d2
dλ 2
ln [χ(λ−,λ+)]λ=0
= −2
(
T˜ 2
4
)2 ∫ dω
2pi
4 [nR+(1−nR)−nR(1−nR+)]2
+2
T˜ 2
4
∫ dω
2pi
4 [nR+(1−nR)+nR(1−nR+)] .
Restoring SI units the result reads
ST=0,A = 4T˜ 2G0e|V |
(
1− T˜
2
4
)
. (7.26)
For small transmission T˜ 2 this goes over into the Schottky-like formula ST=0,A = 4T˜ 2G0e|V | =
2e · |I|.
Compared to the original Schottky formula the noise is doubled because the smallest charge quan-
tity that can be transferred in an Andreev process is 2e.
Unfortunately the measurements of the noise power in [78] are done as a function of the current,
rendering it impossible to directly compare experimental results with the second cumulant from
the FCS. However, a parametric plot of the noise as a function of current is still possible, see Fig.
7.8. The calculation proceeds by calculating the noise in the energy regimes |ω|< ∆ and |ω|> ∆.
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The sum of these two gives the total noise. The second cumulant for |ω|< ∆ is given by
SA =
 q2A
τ
(7.27)
= 2
∫ dω
2pi
T2 ·4 · [nR+(1−nR)+nR(1−nR+)]θ(∆−|ω|)
−2
∫ dω
2pi
T 22 ·4 · [nR+(1−nR)−nR(1−nR+)]2 θ(∆−|ω|). (7.28)
Again for arbitrary temperatures the noise for |ω|> ∆ is given by
S>∆ =
 q2>∆
τ
(7.29)
= 2
∫ dω
2pi
T1 [nL(1−nR)+nR(1−nL)+nR+(1−nL)+nL(1−nR+)]
−2
∫ dω
2pi
T 21 [nL(1−nR)−nR(1−nL)+nR+(1−nL)−nL(1−nR+)]2 . (7.30)
These results cannot be used directly to arrive at a result for the noise that concurs with the one ob-
tained in [78]. The reason is that the contact used in the experiment is a copper finger overlapping
the niobium electrode defining the junction, which means that it is not an ideal point contact. It
was shown by Belzig and Nazarov [19] that the geometry of the contact leads to an enhancement
of the equilibrium current noise for temperatures below and voltages of the order of the Thouless
energy. The Thouless energy is ET = h¯ttravel , where ttravel is the time for an electron to travel from
the center of the sample to its edge.
This effect is not captured in the derivation of the FCS above so that the noise at I = 0 has to be
shifted to match the experimental measurement. The second important aspect is the size of the
copper finger which covers an area of about 800 nm× 500nm with a thickness of about 100nm.
Such a contact is definitely not of atomic size, which means that several conducting modes will
contribute as discussed in Sec. 3.2. Even if the approximation is used that the modes are non-
interacting the overall value of the noise has to be adjusted to fit the experimental curve which is
most easily done by adjusting the slope in Andreev regime that was calculated in (7.26).
In Fig. 7.8 the adjusted theoretical curve is compared to the experiment. Deviations are observed
close to I = 0, where the geometry of the sample is important, and for large values of the current.
The latter discrepancy is probably due to the summation over modes that washes out the energy
dependence of the transmission amplitudes. Also the superconductor that was used in the experi-
ment was Nb, which is not an ideal classical superconductor describable by BCS theory [29].
Due to the difficulties encountered in comparing the theoretical and experimental results in this
case a more phenomenological theory combining the approaches in [112, 118] shall be presented
here as well.
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In [118] it was shown that the noise power SI1 as a function of bias current in normal metals for
single electron tunneling) is given by
SI1 =
2
3
[
4kBT
Rd
+ eI coth
(
eV
2kBT
)]
, (7.31)
where Rd is the differential resistance dIdV .
The formula (7.31) was generalized in [112] to describe Andreev shot noise. Leaving out some
small corrections that will not be discussed here the result is:
SI2 =
2
3
[
4kBT
Rd
+2e · I coth
(
2eV
2kBT
)]
. (7.32)
Of course neither SI1 nor SI2 describes correctly the noise in an NS contact. However, for energies
below the gap SI2 is expected to be correct and for energies above the gap SI1 is a good approxi-
mation for the noise.
Of course these energy boundaries are thermally broadened and from the calculations of the cur-
rent it is known that the the thermal broadening may be described by the Fermi function relative to
the bandgap. The noise for positive energies below the gap S<∆ should therefore be given by the
following average over energies
S<∆(I) ≈ 1eV
∫ eV
0
dω
[(
1− e− ∆−ωkBT
)
SI2(I)+ e
− ∆−ωkBT SI1(I)
]
= SI2(I)+
kBT
eV
(
e−
∆−eV
kBT − e− ∆kBT
)
[SI1(I)−SI2(I)] . (7.33)
Likewise the noise for positive energies above the gap S>∆ should be given by
S>∆(I) ≈ S(I∆)+ 1eV −∆
∫ eV
∆
dω
[(
1− e−ω−∆kBT
)
(SI1(I)−SI1(I∆))
+e−
ω−∆
kBT (SI2(I)−SI2(I∆))
]
= S(I∆)+SI1(I)−SI1(I∆)
+
kBT
eV −∆
(
1− e− eV−∆kBT
)
[SI2(I)−SI2(I∆)−SI1(I)+SI1(I∆)] , (7.34)
where I∆ is the current at eV = ∆. The voltages V can be inferred from the current and the dIdV
characteristic. S(I∆) is the noise for all energies below the gap. It can be computed from S<∆(I)
using some I whose associated voltage is sufficiently close to the gap.
This has been carried out for the data obtained in [78] and the result is shown in Fig. 7.8 as well.
It is clearly visible that the noise is dominated by two-electron processes in the beginning giving
rise to doubled Andreev shot noise. Above the superconducting gap at about 1.6mA the noise is
described by the formula for single electrons.
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Figure 7.8: Noise as a function of current in NS junctions: The data points obtained in [78]
are drawn as open circles. The predictions the formulas (7.31) and (7.32) are drawn in blue and
indicated by e and 2e. The prediction from the FCS calculation in (7.28) and (7.30) using Γ= 0.45
is drawn in green and the prediction from the phenomenological theory in (7.33) and (7.34) is
drawn in red. The experiment has been carried out at T = 1.35K using Nb as the superconductor.
There are two regimes in which deviations from the prediction occur: For very low current and for
voltages corresponding to energies close to the superconducting gap. For very low currents again
the geometry of the sample becomes important. For currents at voltages close to the supercon-
ducting gap deviations from the theory presented above can be expected because a rather simple
temperature dependence was used.
In general the theory presented in equations (7.33) and (7.34) is not expected to give a coherent
picture as it relies on the experimental measurement of the differential resistance. The parameters
are also V - and I-dependent, which is not desirable. However, if the I-V -characteristic is available
the computational effort is lower compared to the calculation via the second cumulant of the FCS.
7.4.4 Third cumulant
As it was demonstrated that the results obtained so far concur with experimental observations, it
seems legitimate to make a prediction for the third cumulant.
It shall be done for arbitrary temperatures and voltages. As was done for the noise, the third
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cumulant will be calculated from the CGF in the energy regimes |ω|< ∆ and |ω|> ∆. The sum of
both gives the total third cumulant. The different energy regimes are considered separately. First
the third cumulant for |ω|< ∆ is calculated:
K3A =
 q2
τ
= (−i)3 d
3
dλ 3
ln [χ(λ−,λ+)]λ=0
= 4
∫ dω
2pi
{T2 [2nR+(1−nR)−2nR(1−nR+)]}3 θ(∆−|ω|)
−6
∫ dω
2pi
{T2 [2nR+(1−nR)−2nR(1−nR+)]θ(∆−|ω|)
× T2 [4nR+(1−nR)+4nR(1−nR+)]}θ(∆−|ω|)
+2
∫ dω
2pi
{T2 [8nR+(1−nR)−8nR(1−nR+)]}θ(∆−|ω|). (7.35)
Additionally the third cumulant for |ω|> ∆ is needed where again only single-electron processes
shall be taken into account:
K3,>∆ =
 q3
τ
=
(−i)3
τ
d3
dλ 3
ln [χ(λ−,λ+)]λ=0
= 2i
∫ dω
2pi
(
(−2i){T1 [nL(1−nR)−nR(1−nL)+nR+(1−nL)−nL(1−nR+)]}3
+(2i){T1 [nL(1−nR)−nR(1−nL)+nR+(1−nL)−nL(1−nR+)]}
×{T1 [nL(1−nR)+nR(1−nL)+nR+(1−nL)+nL(1−nR+)]}
+(−i){T1 [nL(1−nR)−nR(1−nL)+nR+(1−nL)−nL(1−nR+)]}
−(−i){T1 [nL(1−nR)−nR(1−nL)+nR+(1−nL)−nL(1−nR+)]}
× {T1 [nL(1−nR)+nR(1−nL)+nR+(1−nL)+nL(1−nR+)]})θ(|ω|−∆) (7.36)
The combined third cumulant is shown in Fig. 7.9. It can be seen from the plot that the third
cumulant has the two strong peaks close to the superconducting gap as well.
It can be seen in Fig. 7.9 that the peaks of the third cumulant do change their height but do not
change their position as functions of temperature.
The dependence of the third cumulant on Γ is illustrated in Fig. 7.10. The plot shows that the
third cumulant changes its behaviour as a function of Γ. For small Γ (red curve) it is negative for
negative voltages and becomes positive for positive voltages. For larger Γ this behaviour changes
and it develops two extrema. In this case it is positive for large negative voltages and it is negative
for large positive ones.
The behaviour of the third cumulant for small Γ can be explained by the generalized Schottky
formula in [100], that states that K3 = (e∗)2 · I with e∗ being the charge transfer in an elementary
event. For large Γ the energy dependence of the transmission coefficient for Andreev processes
cannot be neglected. It grows as a function of energy for energies below the gap, so that higher
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Figure 7.9: The theoretical prediction for the third cumulant from (7.35) and (7.36) is shown using
Γ = 0.45. The red curve corresponds to T = 0.2∆, the blue curve corresponds to T = 0.4∆ and
the green curve corresponds to T = 0.6∆.
order corrections to the generalized Schottky formula in [100] become important. As Andreev
processes are are two-electron processes they have a huge impact on the third cumulant giving rise
to the altered behaviour in Fig. 7.10.
7.4.5 Comparison of the FCS
The FCS of normal-superconducting point contacts have been investigated before using different
approaches by Belzig [16] and by Muzykantskii and Khmelnitskii [117]. The latter approach also
includes a possible branch imbalance.
Both descriptions do not take possible energy-dependencies fully into account rendering it cum-
bersome to directly compare the coefficients. The main focus is anyway to describe the voltage
dependence of the coefficients [133]. Therefore the comparison will be restricted to the voltage
dependence that is identical for the works by Belzig and Muzykantskii-Khmelnitskii. The latter
obtain at low temperatures, for no branch imbalance and for |E|> ∆
χ(λ ) =
∫ t0dE
2pi h¯
ln
[
1+
2
∑
n=−2
An(eiλn−1)
]
, (7.37)
A1 = (1−nR)(1−|r|2−|rA|2), (7.38)
A−1 = (1−nR+)(1−|r|2−|rA|2), (7.39)
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Figure 7.10: The theoretical prediction for the third cumulant from (7.35) and (7.36) is shown
using T = 0.2∆. The red curve corresponds to Γ= 0.2, the blue curve corresponds to Γ= 0.4 and
the green curve corresponds to Γ= 0.6.
A2 = (1−nR)nR+|rA|2,
A−2 = (1−nR+)nR|rA|2.
For low temperature nL→ 1 and (nL−1)→ 0 so that the FCS in (7.16) have the same structure as
in (7.37) with the coefficients:
A1 ≈ 4Γ1|ω|nL
(1+Γ1|ω|)4 (1−nR)−
[
4Γ1|ω|nL
(1+Γ1|ω|)2
]2
(1−nR)(1−nR+),
A2 ≈ 16Γ
2
1ω2nL(1−nL)
(1+Γ1|ω|)4 (1−nR)nR+.
Indeed A2 ≈ 0 since in the model presented here no Andreev reflections above the gap occur. Now
the transmission amplitudes may be written as:
|t|2 = 4Γ1|ω|nL
(1+Γ1|ω|)4 ,
|tA|2 =
[
4Γ1|ω|nL
(1+Γ1|ω|)4
]2
(1−nR+).
For scattering amplitudes the relation |t|2 + |tA|2 = 1− |r|2− |rA|2 may be used to arrive at the
expression for A1 in (7.38). A−1 can be obtained from A1 by replacing nR by nR+. The same
symmetry holds for the expression in (7.39).
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For the coefficient A2 the scattering amplitude |rA|2 has to be chosen as
|rA|2 = 16Γ
2
1ω2nL(1−nL)
(1+Γ1|ω|)4 .
which goes to 0 for T → 0.
For |ω|< ∆ the CGF from [117] has the coefficients
A1 = 0, A−1 = 0,
A2 = (1−nR)nR+|rA|2,
A−2 = (1−nR+)nR|rA|2.
This is in accordance with the CGF in (7.16) for
|rA|2 = 4Γ
2
2∆2
(1+Γ22∆2)2
.
In the work by Muzykantskii and Khmelnitskii the coefficients |t|2, |tA|2 and |rA|2 are the scattering
amplitudes for transmission, Andreev transmission and Andreev reflection respectively.
To sum up, the result in in (7.16) is compatible to the one by Muzykantskii and Khmelnitskii.
From both results it is evident that the FCS have two regimes: For ∆ |eV | only single-electron
processes constitute the current while for ∆ |eV | only Andreev processes contribute.
7.4.6 FCS for vanishing bandgap
The FCS for normal-superconducting quantum point contacts have to concur with results for nor-
mal contacts in the case of a vanishing energy gap of the superconductor. For ∆→ 0 the only
energy regime remaining is |ω| > ∆. The solutions for the full GFs can be found from (7.15)
where AR1 is block-diagonal
AR1 =
 A˜1 0
0 A˜2
 .
The matrices A˜1 and A˜2 are given by
A˜1 =
 1+Γ1|ω|[(2nL−1)(2nR−1)−2e−iλ (2nL−2)nR]
Γ1|ω|
[
(2nL−1)(2nR−2)− e−iλ (2nL−2)(2nR−1)
]
Γ1|ω|
[
2nR(2nL−1)−2nLeiλ (2nR−1)
]
1+Γ1|ω|
[
(2nL−1)(2nR−1)−2eiλnL(2nR−2)
]

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A˜2 =
 1+Γ1|ω|[(2nL−1)(2nR+−1)+2e−iλnL(2−2nR+)]
Γ1|ω|
[
(2nL−2)(2nR+−1)+ e−iλ (2nL−1)(2−2nR+)
]
Γ1|ω|
[
2nL(2nR+−1)−2eiλ (2nL−1)nR+
]
1+Γ1|ω|
[
(2nL−1)(2nR+−1)−2eiλ (2nL−2)nR+
]

For ∆→ 0 also the prefactor from the transmission coefficient simplifies to
Γ1|ω|= γ
2ρ20pi2|ω|
2(ω2−∆2) 12
→ γ
2ρ20pi2
2
.
In this limit A˜1 is identical to the matrix A in (6.6) for the NIN contact, however, with Γ =
γ2ρ0Lρ0Rpi2 exchanged by Γ2 . The matrix A˜2 is obtained from A˜1 by replacing nR by nL and nL
by nR+. Thus, the determinant of AR1 factorises and for the CGF this leads to
lnχ(λ−,λ+) = lnχNN
(
λ−,λ+,
Γ
2
)
+ lnχNN
(
λ−,λ+,
Γ
2
)
, (7.40)
where χNN is the CGF for the NIN contact. Physically this means that for ∆ = 0 two statistically
independent processes are observed. The two parts of the CGF describe independent tunneling of
holes and electrons [18].
7.4.7 Transition to the NIN contact
To make contact with the CGF for the NIN contact the derivation of the CGF in (6.7) must be
investigated further since no holes occur in the expression as in (7.40). In the NIN contact no
holes need to be considered. Due to the electron-hole symmetry [20] the results are identical to
those for electrons.
If electrons and holes are treated separately for each tunneling process Γ is halved and the CGF is
the sum of the electron and hole contribution:
lnχNN(λ−,λ+) = 2τ
∫ dω
2pi
(
ln
{
1+ T˜1
[
(eiλ −1)n˜L(1− n˜R)+(e−iλ −1)n˜R(1− n˜L)
]}
+ ln
{
1+ T˜1
[
(eiλ −1)n˜L(1− n˜R)+(e−iλ −1)n˜R(1− n˜L)
]})
,
where T˜1 is the transparency for Γ2 and nL and nR have been written with tildes to indicate the usage
of µL = eV2 and µR =− eV2 .
The derivation of the CGF for the NS contact could be done again using these chemical potentials.
Everything that changes are the distribution functions for the electrons for the CGF in (7.40),
namely nL → nF
(
ω− eV2
)
= n˜L and nR → nF
(
ω+ eV2
)
= n˜R. Using the electron-hole symmetry
(7.40) then becomes identical to the CGF in (6.7).
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Chapter 8
Proximity Effect
The calculation of the full GFs in NS QPCs does not only allow to describe the FCS of the system
but also allows to describe the proximity effect in these contacts.
In this chapter the correspondence between strong coupling theory [46] and the Dyson equations
for the full GFs in the simplified form in NS QPCs will be shown. After that, a possible description
of the proximity effect in such contacts will be illustrated.
8.1 Correspondence to strong coupling theory
The Dyson equations for the full GFs for the normal conducting electrode have been illustrated in
Fig. 7.3.
As discussed in Sec. 2.2.2, the BCS theory of superconductivity is only an approximation es-
pecially because the attractive interaction via phonon exchange is described by a step function
potential in this model. There are some superconductors for which the electron-phonon coupling
is quite strong and hence the BCS theory is not a good description. Instead the starting point for
the theory should be an effective interaction including a screened Coulomb interaction as well as
a screened phonon interaction.
This is done in strong coupling theory, where the Matsubara GFs G (~p,τ − τ ′), F (~p,τ − τ ′) and
F+(~p,τ−τ ′) are calculated self-consistently including the phonon-interaction by an effective po-
tential Ve f f [105, pp. 825-838]. The Dyson equations are illustrated in Fig. 8.1 where the effective
interaction is drawn as an arc with an arrow underneath. The normal and anomalous self-energies
are named S and W . They are indicated in Fig. 8.1 by a normal or an anomalous GF with an arc.
The normal GF is drawn as a dashed arrow and the full GFs are again indicated by a doubled line.
The GFF+ does not have to be treated explicitely sinceF =F+.
The Dyson equations look very similar to those obtained for the NS QPC. The self-energies S and
W correspond respectively to the self-energies by the normal and the anomalous GF of the su-
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+=
−
+
=
S
W
S
W
Figure 8.1: Dyson equations in strong coupling theory.
perconducting electrode in the case of NS QPCs. The simplificationF =F+ in strong coupling
theory is analogous to the simplification introduced in (7.10) and (7.11).
Finally, the self-energy W is an even function of ip or ω (depending on whether Matsubara or
Keldysh GFs are used). It corresponds to the self-energy by the anomalous GF. fL(ω) is also an
even function of ω so that also this symmetry is preserved.
BCS theory can be deduced from strong coupling theory by assuming the self-energies for |ω|< ∆
to be W (~p, ip) = ∆= const., S(~p, ip) = 0.
For the NS QPC and energies |ω|< ∆ the self-energy from the superconducting normal GF is zero
and only the self-energy by the anomalous GF contributes. This also must be the case since the
superconducting electrode is described by a BCS Hamiltonian.
Due to the strong similarity between strong coupling theory and the theory of NS QPCs as ob-
tained from the comparison of the corresponding Dyson equations it should also be possible to
derive the gap structure at x = 0 like in strong coupling theory [105, p. 831].
8.2 Gap equation
The superconducting gap may be derived from the retarded anomalous GF. The anomalous GF for
the left and the right side of the junction for λ = 0 are given by:
F λ=0R (ω) =
1
detAR,λ=0
 2piiΓ2∆ρ0R(nR−nR+)
ipiΓ2∆ρ0R
[
2nR−1−2nR+−Γ22∆2
]
ipiΓ2∆ρ0R
[
2nR−1−2nR++Γ22∆2)
]
2piiΓ2∆ρ0R(nR−nR+)
 , (8.1)
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F λ=0L (ω) =
1
detAR,λ=0 ·
√
(∆−ω)(∆−ω)
 −2i [nR−nR+]piΓ22∆3ρ0L
ipi∆
[
1+(2nR+−2nR+1)Γ22∆2
]
ρ0L
−ipi∆[1+(2nR−2nR+−1)Γ22∆2]ρ0L
2piΓ22∆3ρ0L [−i(nR−nR+)]
 , (8.2)
detAR,λ=0 = (1+Γ22∆
2)2,
Γ2 =
ρ20 γ2pi2
2(∆2−ω2) 12
.
The GFs for λ = 0 are the full GFs to every order in tunneling for the NS QPC. The superconduct-
ing gap can be calculated from the anomalous equal time GF [130, p. 224] (mind the appropriate
normalisation for the Fourier transform)
∆(x = 0) =
∫
eiω0
dω
ipiρ0,L/R
[
F λ=0L/R (ω,x = 0)
]Ret
. (8.3)
The subscripts L/R refer to the left and right electrode. Since F λ=0L/R does only depend on time
differences, the equal time GF is given by the Fourier transform at t− t ′ = 0.
By a Keldysh rotation the retarded anomalous GF may be obtained from (8.1) and (8.2). If ω is
measured in units of ∆ the gap equation (8.3) for the right electrode (indicated by a subscript N)
reads
∆N(x = 0)
∆
=
∫ 1
−1
dω
[
2Γ
√
(1+ω)(1−ω)
(4+Γ2)−4ω2
]
=
1
2
piΓ
(
1− Γ√
4+Γ2
)
. (8.4)
The appearing superconducting gap on the normal side is often referred to as the minigap [116].
For the superconducting side (indicated by a subscript S) the expression (8.3) becomes:
∆S(x = 0)
∆
=
∫ 1
−1
dω
1[
1+
(
Γ
2(1−ω2) 12
)2]√
(1−ω)(1+ω)
=
pi
√−4−Γ2−Γ ln
(
− Γ√−4−Γ2
)
+Γ ln
(
Γ√−4−Γ2
)
4
√−4−Γ2 . (8.5)
It can be seen from (8.4) and (8.5) that the superconducting gaps do not depend on voltage and
temperature explicitely.
Both gaps are fixed around µ = 0 in energy. This means that, if the voltage on the normal side is
driven above or below the minigap ∆N(x = 0), no minigap will be observed.
The only temperature dependence originates from the temperature dependence of the bulk gap
value ∆. So far this temperature dependence was not discussed as energies were only considered
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normalized to the gap. The dependence of ∆ on temperature is given by the Thouless formula [148]
∆(T )
∆(0)
= tanh
[
∆(T )Tc
∆(0)T
]
.
Because of the particular contact geometry the critical temperature of the superconductor may be
calculated from the energy gap at x = 0 [41]. As the Dyson equations for the NS QPC define a
BCS type theory of superconductivity at the interface, the critical temperature Tc is given by the
BCS prediction [105, p. 786]
∆(x = 0,T = 0)
kBTc
= 3.52
This way the critical temperature may be calculated from (8.4) and (8.5).
8.3 Induced Superconductivity
From the equations (8.4) and (8.5) it is obvious that the superconducting order parameter at an NS
interface extends into the normal metal.
This behaviour is known since the 1930’s [143]. In the 1960’s further investigations showed that
the extent, to which the superconducting order parameter is reduced, strongly depends on the mean
free path in the normal metal [74]. Physically this means that the easier it is for the Cooper pairs to
transfer into the normal metal the larger is the suppression of the superconducting order parameter.
Changes of the order parameter can be described by the Ginzburg-Landau equation (2.4) that reads
at zero field and in one dimension:
− h¯
2
2m∗
∇2Ψ(x)+αΨ(x)+β |Ψ(x)|2Ψ(x) = 0. (8.6)
The solution for a constant order parameter is Ψ =
√
|α|
β for α < 0 and β > 0 as it must be for a
non-vanishing order parameter. Introducing a dimensionless f =
√
β
|α|Ψ the equation (8.6) can be
rewritten as
h¯2
2m∗α
f ′′(x)+ f (x)− f 3(x) = 0. (8.7)
From the discussion in Sec. 2.3 it is clear that f (x) = ∆(x)∆(−∞) , where ∆(−∞) is the unperturbed
superconducting gap.
√
h¯2
2m∗α is the characteristic length scale for the problem and is also known
as the Ginzburg-Landau length (ξGL).
The Ginzburg-Landau equation will now be solved in the superconductor and in the normal metal
using the previously derived boundary conditions.
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First the superconducting side is considered. The equation (8.7) may be rewritten as
d
dx
[
−ξ
2
GLS f
′2(x)
2
− 1
2
f 2(x)+
f 4(x)
4
]
= 0,
where ξGLS is the Ginzburg-Landau length in the superconductor. This equation may be integrated
− ξ
2
GLS f
′2(x)
2
− 1
2
f 2(x)+
f 4(x)
4
=C, (8.8)
and the integration constant C is fixed by the condition that the superconductor is unperturbed at
x =−∞ [ f ′(x =−∞) = 0, f (x =−∞) = 1] to C =−14 . Then (8.8) becomes:
ξ 2GLS( f
′(x))2 =
1
2
[
1− f 2(x)]2 . (8.9)
The boundary condition at x = 0 is given by (8.5) as f (0) = ∆S(x=0)∆ so that the solution to (8.9) is
f (x) =− 1− e
√
2x
ξGLS + f (0)+ e
√
2x
ξGLS f (0)
−1− e
√
2x
ξGLS − f (0)+ e
√
2x
ξGLS f (0)
. (8.10)
Now the normal conducting side is considered. Equation (8.8) is valid again with ξGLS replaced
by ξGLN . The integration constant C can be fixed by the requirement on f to describe a normal
conductor at x = ∞. In a normal conductor there is no energy gap, so that ∆(∞) = 0, which means
to have f (∞) = 0, f ′(∞) = 0, which leads to C = 0. The resulting Ginzburg-Landau equation with
ξGLN being the Ginzburg-Landau length in the normal conductor can be written as
ξ 2GLN( f
′(x))2 =
f 4(x)
4
− 1
2
f 2(x). (8.11)
The boundary condition at x = 0 can be taken from (8.4) and the solution to (8.11) is
f (x) =−
√
2cot
[
−i√2x−2iξGLNarctanh(p)
2ξGLN
]
, (8.12)
where p :=
{
1−
[
∆N(x=0)√
2∆
]2}− 12
. Now the gap may be calculated as a function of x and the pa-
rameter Γ.
8.4 Comparison with known results
The gap equation in infinite NS double layer systems has been considered before in [119] using
a quasiclassical GF theory developed in [9]. However, the derivation in [119] uses an energy-
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independent reflection coefficient and a self-consistent pair potential to obtain the boundary con-
ditions for ∆(x) at the interface and its dependence on x.
In [119] the gap is calculated numerically as a function of xξ for a fixed value of the reflection co-
efficient R, where ξ is the coherence length in the superconductor. The data is shown in Fig. 8.2.
As the coherence lengths are defined differently in the theories ξGLN and ξGLS do not necessarily
have to equal ξ .
1.0
0.8
0.6
0.4
0.2
−5 x
ξ
0 5
f =
∆(x)
∆
Figure 8.2: The results from (8.10) and (8.12) are shown in the blue as a function of x for ξGLS =
0.4ξ and ξGLN = 0.15ξ and Γ= 0.25. The result is compared to the data from [119] for R = 0.5
shown as the dashed red curve.
A small discrepancy is observed for the normal conducting side. However, the system considered
in this work is not a normal-superconductor bilayer but an NS QPC so that the behaviour at the
interface may vary. Also the theory developed so far for normal-superconductor bilayers might
still not be complete [169].
However, the agreement between the theoretical calculation in [119] and the results from (8.10)
and (8.12) is quite good. Especially, the order parameter has a jump at the interface as predicted
in [167]. Thus it seems legitimate to make a predicition for the evolution of the gap as a function
of Γ and x on the basis of 8.10 and 8.12 that is shown in Fig. 8.3.
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Figure 8.3: Superconducting gap in the superconducting and normal electrode as a function of Γ
and xl for coherence lengths ξGLN =
1
2 · l and ξGLS = 13 · l with a characteristic length scale l for
different values of Γ.
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Chapter 9
Superconductor-Superconductor
Contact
The third type of contact that shall be investigated is a QPC between two superconductors (SQPC).
The situation has already been depicted in Fig. 4.2. As in [34] the two chemical potentials are
shifted symmetrically by the applied voltage so that µL/R = ±V2 . The respective Fermi functions
are again denoted by nL and nR and the shorthands ωL/R = ω±µL/R are used. According to (3.20)
and (3.21) the GFs are given by (see graphical representation in Fig. 9.1)
gL/Rσ (ω) =
ipiρ0L/R|ωL/R|
(ω2L/R−∆2L/R)
1
2
 2nL/R(ω)−1 2nL/R(ω)
2nL/R(ω)−2 2nL/R(ω)−1
 ,
fL/R(ω) =
ipiρ0L/R∆L/R
(∆2L/R−ω2L/R)
1
2
 0 −1
1 0
= f+L/R(ω),
where ∆R,L refer to the energy gaps of the right and the left electrode. ρ0L/R are again the DOSes
at the Fermi edge.
Later also GFs at −ω will be needed. In this case the following relations can be employed
nR/L(−ω) = nF
(
−ω± eV
2
)
= 1−nL/R(ω),
to obtain the GFs
gL/Rσ (−ω) = −
ipiρ0L/R|ωR/L|
(ω2R/L−∆2L/R)
1
2
 2nR/L(ω)−1 2nR/L(ω)−2
2nR/L(ω) 2nR/L(ω)−1
 .
These GFs again represent holes and are drawn as arrows in opposite direction. The task is again
the calculation of the quantity introduced in (5.19).
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gLσ
gRσ
f+L
fL
f+R
fR
Figure 9.1: Feynman graphs for the GFs in the SQPC.
9.1 Green’s functions
To achieve this goal, as in (7.4) the GFs G λ−−RLσ (t, t) and G
λ−−
LRσ (t, t) remain to be calculated. As
was outlined in (7.5) identities in terms of homogeneous GFs can be obtained, where again care
has to be taken with respect to the correct symmetrization of normal and anomalous GFs. Taking
the GFs for the right electrode as full GFs the following expression for the quantity in (5.19) can
be derived〈
TC
∂T λ−(t)
∂λ−
〉
= −γ
2
4 ∑σ
∫ dω
2pi
[
eiλg−+Lσ (ω)G
λ+−
Rσ (ω)− e−iλg+−Lσ (ω)G λ−+Rσ (ω)
+2 · eiλ ( f+L )+−(ω)F λ−+L (ω)−2 · eiλ f−+L (ω)(F λ+R )+−(ω)
+eiλg−+Lσ (−ω)G λ+−Rσ (−ω)− e−iλg+−Lσ (−ω)G λ−+Rσ (−ω)
]
, (9.1)
where λ+ =−λ− and λ = λ−−λ+2 were used.
9.2 Dyson equations
To calculate the FCS again the GFs G λRσ , F
λ
R , F
λ+
R , G
λ
Lσ , F
λ
L andF
λ+
L need to be calculated by
solving their respective Dyson equations.
We have to mind that the tunnel Hamiltonian has to take into account the time-dependent phase of
the SCs
HT = γ∑
σ
(eiφ(τ)/2L+σ Rσ + e
−iφ(τ)/2R+σ Lσ ), (9.2)
where γ is again the amplitude of the tunneling coupling and Lσ , Rσ refer to the field components
at x = 0 where tunneling is assumed to occur.
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The calculation of the full Dyson equations shall not be done here since they follow the general
principle outlined in (7.5). In order to illustrate the general behavior the lowest order in tunneling
contributions are shown in the appendix B. It is convenient to perform a Fourier transform of
these Dyson equations. Then a system of algebraic equations emerges, which is solved by matrix
inversion. The expressions for the left side of the contact are completely analogous.
9.3 Josephson tunneling
We first evaluate the second part of the expression in Eq. (9.1), meaning
〈
∂T λ (t)a,1
∂λ
〉
λ
= −γ
2
2 ∑σ
∫ dω
2pi
(
e−iλ ( f+L )
+−(ω)F λ−+R (ω)
−eiλ f−+L (ω)(F λ+R )+−(ω)
)
.
As discussed before we can evaluate FL and FR exactly by means of their corresponding Dyson
equation. However, the result is more transparent if we only give the first order in Γ= pi2γ2ρ0Lρ0R,
keeping in mind that this is reasonable only for T  ∆L/R. In this case we can use the approxima-
tion of the GFs as discussed before. The result for the CGF is then
lnχa,1(λ ,φ ,τ)
= 2τ
∫ dω
2pi
ln
{
1+Γa[(eiλ (cosφ + sinφ)−1)
+(e−iλ (cosφ − sinφ)−1)]
}
×θ
(
∆L−|ωL|
∆L
)
θ
(
∆R−|ωL|
∆R
)
×θ
(
∆R−|ωR|
∆R
)
θ
(
∆L−|ωR|
∆L
)
, (9.3)
where
Γa =
Γ∆R∆L
(∆2L−ω2L)1/2(∆2R−ωR)1/2
,
using ωL/R = ω−µL/R.
We immediately find for V < 2∆L/R
〈Ia,1〉(τ) ∝ sin[φ(τ)],
which corresponds to the dc- and ac-Josephson current depending on whether a voltage is applied
or not.
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It is apparent from the definition of Γa that a possible denominator in χa(λ−,λ+,τ) might diverge.
This is due to the fact that the matrix equations cannot be inverted for Γa = 1, which is a direct
consequence of the theorem by Stoer [145, pp. 214-215]. In other words, the convergence radius
of the infinite series corresponding to the Dyson equation is Γa = 1.
9.4 Multiple Andreev reflections
We go over to the evaluation of the first part of Eq. (9.1)
〈
∂T λ (t)a,2
∂λ
〉
λ
= −γ
2
2 ∑σ
∫ dω
2pi
[
eiλg−+Lσ (ω)G
λ+−
Rσ (ω)
−e−iλg+−Lσ (ω)G λ−+Rσ (ω)
]
. (9.4)
From the second part of Eq. (9.1) we obtained an ac-current contribution for V 6= 0. Eq. (9.4) will
now produce further dc-current contributions known as MARs. We first discuss V/2 < ∆L/R and
will complete our calculation later.
The time-dependent coupling in Eq. (9.2) allows for a finite result for Eq. (9.4) even for voltages
below the gap. For the following calculation it is easier to introduce combined GFs of the normal
and anomalous part
gˆα(ω) =
 gα(ω) fα(ω)
f+α (ω) gα(ω)
 , α = L/R.
Due to the special time-dependence of the coupling elements every GF admits a Fourier expansion
of the form
gˆL/R(t, t
′) =∑
n
einφ(t
′)/2
∫ dω
2pi
e−iω(t−t
′)gˆL/R(ε,ε+neV ),
which means that gˆL/R(ε,ε ′) = ∑n gˆ(ε,ε+neV )δ (ε− ε ′+neV ). Therefore, in order to calculate
the different transport properties we have to find the Fourier components gˆnm,L/R = gˆnm,L/R(ω +
neV,ω +meV ). The Dyson equation for the Fourier components is slightly more complicated as
e.g. in the normal-superconductor case[144] due to the coupling of different Fourier components.
We define gn,L/R = gL,R(ω + neV ), fn,L/R = fL,R(ω + neV ) and the Dyson equation can be ex-
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pressed as[35]
Gˆnm,L/R = gˆnm,L/Rδn,m+ εˆnnGˆnm,L/R
+Vˆn,n−2Gˆn−2m,L/R+Vˆn,n+2Gˆn+2m,L/R,
where
εˆnn =
 ΣnS,R/Lgn−1,L/R Σa,nS,R/Lgn+1,L/R
Σa,nS,R/Lgn−1,L/R Σ
n
S,R/Lgn+1,L/R
 ,
Vˆn,n+2 = −
 Σa,nS,R/L fn+1,L/R 0
ΣnS,R/L fn+1,R/L 0
 ,
Vˆn,n−2 = −
 0 ΣnS,R/L fn−1,L/R
0 Σa,nS,R/L fn−1,L/R
 .
We have used the abbreviations
ΣnS,L/R = γ
2
 g−−n,L/R −e−iλg−+n,L/R
−eiλg+−n,L/R g++n,L/R
 ,
Σa,nS,L/R = γ
2
 f−−n,L/R −e−iλ f−+n,L/R
−eiλ f+−n,L/R f++n,L/R
 .
In the case of low transmission the electronic transport can be described by a sequential tunneling
picture with transmission coefficients given by a product of tunneling rates for each MAR. The
corresponding transmission coefficients are given by
Γa,n,L/R = 4Γn
d n−12 e
∏
k=1
∆2L/R
∆2L/R− (ω∓ keV/2)2
×θ
(∆L/R−|ω∓ keV/2|
∆L/R
)b n−12 c
∏
k=1
∆2R/L
∆2R/L− (ω± keV/2)2
×θ
(∆R/L−|ω± keV/2|
∆R/L
)
× |ω−neV/2||ω+neV/2|√
(ω+neV/2)2−∆2R
√
(ω−neV/2)2−∆2L
×θ
( |ω+neV/2|−∆R
∆R
)
θ
( |ω−neV/2|−∆L
∆L
)
.
Page 93
9.5. INTERMEDIATE VOLTAGES
The result for the CGF for V < 2∆L/R is then
lnχa,2(λ ,τ) = τ
∫ dω
2pi
ln
{
1+
∞
∑
n=2, α=L/R
Γa,n,α
×[(eiλn−1)nF(ω−nV/2)(1−nF(ω+nV/2))
+e−iλnnF(ω+nV/2)(1−nF(ω−nV/2))]
}
, (9.5)
where nF(ω) is the Fermi function.
9.5 Intermediate voltages
Finally we have to consider voltages in between the two gaps on the left and right side. As
ωL, ωR, ∆L and ∆R are energy scales more energy regimes than in the NS QPC will be observed.
Without loss of generality ∆L > ∆R will be assumed since the contact is between two supercon-
ductors. In total nine energy regimes will be present, so that the CGF may be written as
lnχ(λ−,λ+,τ) =
i
∑
j=a
lnχ j(λ−,λ+,τ) (9.6)
The nine energy regimes refer to the following constraints for the energies
(a)
∣∣ω− V2 ∣∣< ∆L(R), ∣∣ω+ V2 ∣∣< ∆R(L)
(b) ∆R <
∣∣ω+ V2 ∣∣< ∆L, ∣∣ω− V2 ∣∣< ∆L(R)
(c) ∆R <
∣∣V + V2 ∣∣< ∆L, ∆R < ∣∣ω− V2 ∣∣< ∆L
(d) ∆R <
∣∣ω+ V2 ∣∣< ∆L, ∣∣ω− V2 ∣∣> ∆L(R)
(e)
∣∣ω+ V2 ∣∣< ∆L(R), ∆R < ∣∣ω− V2 ∣∣< ∆L
(f)
∣∣ω+ V2 ∣∣> ∆L(R), ∆R < ∣∣ω− V2 ∣∣< ∆L
(g)
∣∣ω− V2 ∣∣< ∆L(R), ∣∣ω+ V2 ∣∣> ∆L(R)
(h)
∣∣ω+ V2 ∣∣< ∆L(R), ∣∣ω− V2 ∣∣> ∆L(R)
(i)
∣∣ω− V2 ∣∣> ∆L(R), ∣∣ω+ V2 ∣∣> ∆L(R).
The method for simplifying the Dyson equations by equating the contributions by FR and F+R
will be used as in (7.10) and (7.11). The validity of this simplification can in all cases be proven
by solving the Dyson equations first only withF λR and then withF
λ+
R as discussed before.
In every energy regime the different transparencies occuring in the general Dyson equations need
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to be investigated. As was argued in Sec. 7.2 imaginary transparencies have to be disregarded. The
aforementioned energy regimes will now be investigated separately, where energy regime (a) has
already been discussed before.
However, the transmission coefficients for Josephson transport in a straight forward calculation
turn out negative. This cannot be physical and will be resolved later.
The next energy regime is ∆R <
∣∣ω+ V2 ∣∣< ∆L, ∣∣ω− V2 ∣∣< ∆L(R), where the Dyson equations read:
F λR (ω) = 0,
G λR↓(ω) = gR↓(ω)+
Γ∆L|ωR|
2(ω2R−∆2R)
1
2 (∆2L−ω2L)
1
2
F λR (ω)
 0 eiλ
−e−iλ 0

×
 2nR−1 2nR
2nR−2 2nR−1
 .
Here, there is no dependence on the counting field and therefore: lnχb(λ−,λ+,τ) = 0.
The third energy regime that needs to be considered is ∆R <
∣∣ω+ V2 ∣∣ < ∆L, ∆R < ∣∣ω− V2 ∣∣ < ∆L.
Here the Dyson equations are
F λR (ω) =
Γ∆L|ωL|
2(∆2L−ω2L)
1
2 (ω2L−∆2R)
1
2
G λR↓(ω)
 0 eiλ
−e−iλ 0
 2nL−1 2nL−2
2nL 2nL−1
 ,
G λR↓(ω) =
ipiρ0R|ωR|
(ω2R−∆2R)
1
2
 2nR−1 2nR
2nR−2 2nR−1
+ Γ∆L|ωR|
2(ω2R−∆2R)
1
2 (∆2L−ω2L)
1
2
×F λR (ω)
 0 eiλ
−e−iλ 0
 2nR−1 2nR
2nR−2 2nR−1
 .
As was done in the first energy regime these Dyson equations may be written in terms of F λ+R
and G λR↓ as well and the FCS may be calculated using the solutions forF
λ
R andF
λ+
R as〈
TC
∂T λ−(t)
∂λ−
〉
λ
= −γ
2
2 ∑σ
∫ dω
2pi
[
e−iλ ( f+L )
+−(ω)F λ−+R (ω)− eiλ f−+L (ω)(F λ+R )+−(ω)
]
.
Again applying the same reasoning as in Sec. 7.3 the resulting CGF is
lnχc(λ−,λ+,τ) = 2τ
∫ dω
2pi
{
1+
4Γc
(1+Γc)2
[
nL(1−nR)(e2iλ −1)
+nR(1−nL)(e−2iλ −1)
]}
θ(|ωR|−∆R)θ(∆L−|ωR|)θ(|ωL|−∆R)θ(∆L−|ωL|),
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using the abbreviation
Γc =
Γ2∆2L|ωR||ωL|
4(∆2L−ω2L)
1
2 (ω2L−∆2R)
1
2 (ω2R−∆2R)
1
2 (∆2L−ω2L)
1
2
.
The fourth energy regime is given by ∆R <
∣∣ω+ V2 ∣∣< ∆L, ∣∣ω− V2 ∣∣> ∆L(R). In this case the Dyson
equations reduce to
F λR (ω) = 0,
G λR↓(ω) =
ipiρ0R|ωR|
(ω2R−∆2R)
1
2
 2nR−1 2nR
2nR−2 2nR−1
− Γ|ωL||ωR|
2(ω2L−∆2L)
1
2 (ω2R−∆2R)
1
2
×G λR↓(ω)
 2nL−1 −2nLeiλ
−(2nL−2)e−iλ 2nL−1
 2nR−1 2nR
2nR−2 2nR−1
 .
Here the solution to the Dyson equation for G λR↓ is sufficient and the FCS may be obtained via〈
∂T λ−(t)
∂λ−
〉
λ
= −γ
2
2 ∑σ
∫ dω
2pi
[
eiλg−+Lσ (ω)G
λ+−
Rσ (ω)− e−iλg+−Lσ (ω)G λ−+Rσ (ω)
]
.
Applying the reasoning in Sec. 7.3 the result for the CGF is
lnχd(λ−,λ+,τ) = 2τ
∫ dω
2pi
ln
{
1+
4Γd
(1+Γd)2
[
nL(1−nR)(eiλ −1)
+nR(1−nL)(e−iλ −1)
]}
θ(|ωR|−∆R)θ(∆L−|ωR|)θ(|ωL|−∆L),
where the short form was used
Γd =
Γ|ωR||ωL|
2(ω2L−∆2L)
1
2 (ω2R−∆2R)
1
2
.
The fifth energy regime according to the list is given by
∣∣ω+ V2 ∣∣< ∆L(R), ∆R < ∣∣ω− V2 ∣∣< ∆L, so
that the Dyson equations can be written as
F λR (ω) =
ρ0R∆Rpii
(ω2R−∆2R)
1
2
 0 −1
1 0
+ ∆L|ωL|Γ
2(∆2L−ω2L)
1
2 (ω2L−∆2R)
1
2
×G λR↓(ω)
 0 eiλ
−e−iλ 0
 2nL−1 2nL−2
2nL 2nL−1

+
∆L∆RΓ
2(∆2L−ω2L)
1
2 (∆2R−ω2R)
1
2
F λR (ω)
 0 eiλ
−e−iλ 0
 0 −1
1 0

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G λR↓(ω) =
Γ∆L∆R
2(∆2R−ω2R)
1
2 (∆2L−ω2L)
1
2
G λR↓(ω)
 0 eiλ
−e−iλ 0
 0 −1
1 0
 .
These Dyson equations give the same result as the ones for (a) so that the result there can be used
here to get: lnχe(λ−,λ+,τ) = lnχa(λ−,λ+,τ).
The sixth energy regime is now
∣∣ω+ V2 ∣∣ > ∆L(R), ∆R < ∣∣ω− V2 ∣∣ < ∆L. In this energy regime the
Dyson equations may be written as
F λR (ω) =
Γ∆L|ωL|
2(∆2L−ω2L)
1
2 (ω2L−∆2R)
1
2
G λR↓(ω)
 0 eiλ
−e−iλ 0
 2nL−1 2nL−2
2nL 2nL−1

− Γ|ωL||ωR|
2(ω2R−∆2R)
1
2 (ω2L−∆2R)
1
2
F λR (ω)
 2nR−1 −(2nR−2)eiλ
−2nRe−iλ 2nR−1

×
 2nL−1 2nL−2
2nL 2nL−1
 ,
G λR↓(ω) =
ρ0R|ωR|pii
(ω2R−∆2R)
1
2
 2nR−1 2nR
2nR−2 2nR−1
+ Γ∆L|ωR|
2(ω2R−∆2R)
1
2 (∆2L−ω2L)
1
2
×F λR (ω)
 0 e−iλ
−e−iλ 0
 2nR−1 2nR
2nR−2 2nR−1
 .
In this case the CGF may be obtained via〈
TC
∂T λ−
∂λ−
〉
λ
=
γ2
2 ∑σ
∫ dω
2pi
[
eiλg−+Lσ (−ω)G λ+−Rσ (−ω)− e−iλg+−Lσ (−ω)G λ−+Rσ (ω)
+e−iλ ( f+L )
+−(ω)F λ−+R (ω)− eiλ f−+L (ω)(F λ+R )+−(ω)
]
.
As for the other energy regimes applying the reasoning in Sec. 7.3 gives the result for the CGF
lnχ f (λ ,τ) = 2τ
∫ dω
2pi
ln
{
1+4Γ f [nF(ω−V )(1−nF(ω+V ))(e2iλ −1)+nF(ω+V )(1−nF(ω−V ))(e−2iλ −1)]
}
×θ
( |ωR|−∆L
∆L
)
θ
( |ωL|−∆R
∆R
)
θ
(
∆L−|ωL|
∆L
)
,
where the abbreviation was used
Γ f =
Γ2|ωL||ωR|∆2L
4(∆2L−ω2L)
1
2 (ω2L−∆2R)
1
2 (ω2R−∆2R)
1
2 (∆2L−ω2L)
1
2
.
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The Dyson equations for
∣∣ω− V2 ∣∣< ∆L(R), ∣∣ω+ V2 ∣∣> ∆L(R) are given by
G λR↓(ω) =
ipiρ0R|ωR|
(ω2R−∆2R)
1
2
 2nR−1 2nR
2nR−2 2nR−1
− Γ∆L|ωR|
2(∆2L−ω2L)
1
2 (ω2R−∆2R)
1
2
×F λR (ω)
 0 eiλ
−e−iλ 0
 2nR−1 2nR
2nR−2 2nR−1
 ,
F λR (ω) = 0.
As in the second energy regime there cannot be a dependence on the counting field in the FCS and
consequently: lnχg(λ−,λ+,τ) = 0.
The eighth energy regime that needs to be considered is
∣∣ω+ V2 ∣∣< ∆L(R), ∣∣ω− V2 ∣∣> ∆L(R). In this
case the Dyson equations read
G λR↓(ω) = 0,
F λR (ω) =
ipiρ0R∆R
(∆2R−ω2R)
1
2
 0 −1
1 0
− Γ|ωL|∆R
(ω2L−∆2L)
1
2 (∆2R−ω2R)
1
2
×G λR↓(ω)
 2nL−1 −2nLeiλ
−(2nL−2)e−iλ 2nL−1
 0 −1
1 0
 .
As in the previous energy regime there is again no dependence on the counting field in the CGF
leading to: lnχh(λ−,λ+,τ) = 0.
Finally the ninth energy regime is given by
∣∣ω− V2 ∣∣ > ∆L(R), ∣∣ω+ V2 ∣∣ > ∆L(R). In this case the
Dyson equations take the form
G λR↓(ω) =
ρ0R|ωR|pii
(ω2R−∆2R)
1
2
 2nR−1 2nR
2nR−2 2nR−1
− Γ|ωL||ωR|
2(ω2L−∆2L)
1
2 (ω2R−∆2R)
1
2
×G λR↓
 2nL−1 −2nLeiλ
−(2nL−2)e−iλ 2nL−1
 2nR−1 2nR
2nR−2 2nR−1
 ,
F λR (ω) = −
Γ|ωL||ωR|
(ω2R−∆2L)
1
2 (ω2L−∆2R)
1
2
F λR (ω)
 2nR−1 −(2nR−2)eiλ
−2nRe−iλ 2nR−1

×
 2nL−1 2nL−2
2nL 2nL−1
 .
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By these Dyson equations the final CGF can be calculated using〈
TC
T λ−
∂λ−
〉
λ
=
γ2
4 ∑σ
∫ dω
2pi
[
eiλg−+Lσ (ω)G
λ+−
Rσ (ω)− e−iλg+−Lσ (ω)G λ−+Rσ (ω)
+eiλg−+Lσ (−ω)G λ+−Rσ (−ω)− e−iλg+−Lσ (−ω)G λ+−Rσ (−ω)
]
.
Finally, also in this regime an argumentation analogous to Sec. 7.3 leads to the CGF
lnχi(λ−,λ+,τ) = 2τ
∫ dω
2pi
ln
[
1
(1+Γi)4
({
(1+Γi)2
+4Γi
[
(eiλ −1)nL(1−nR)+(e−iλ −1)nR(1−nL)
]}
·{(1+Γi)2
+4Γi
[
(eiλ −1)nL(1−nR)+(e−iλ −1)nR(1−nL)
]})]
×θ(|ωL|−∆L)θ(|ωR|−∆L), (9.7)
where the abbreviation has been introduced
Γi =
|ωR||ωL|Γ
2(ω2R−∆2R)
1
2 (ω2L−∆2L)
1
2
.
In the CGFs for the different energy regimes numerous transport coefficients occur. As in Sec. 7.3
their qualitative behaviour is the same in all cases except for the first and fifth energy regime. They
vanish for Γ j, j ∈ {a,c, f 1, f 2, i} going to zero as well as for Γ j 1.
A straightforward calculation leads to negative transmission coefficients for energy regimes (a)
and (e).
This, however, is easily understood by looking at the elementary process of charge transfer that is
present in this energy regime (Fig. 9.2).
direction of current
direction of charge transfer
Figure 9.2: Elementary event of positive charge transfer in the first and fifth energy regime.
A Cooper pair is destroyed on one side. One electron remains in the native electrode and the other
one is absorbed by the other electrode leaving a hole behind. As illustrated in Fig. 9.2 this leads to
different directions of charge transfer and current. This, in turn, leads to a negative transmission
coefficient.
But the BCS Hamiltonian neglects the charge of the Cooper pairs. In the native electrode a Cooper
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pair is destroyed and in the other electrode a Cooper pair is created. This charge transfer is omitted
in the BCS description. If it were included the native electrode would not gain an electrode but
loose one and vice versa for the other electrode. Hence, in a complete description of the supercon-
ductor the charge transfer would have opposite direction and the transmission coefficient would be
positive. The negative transmission coefficient is therefore an implication of the ground state of the
superconductor as it was discussed in Sec. 2.2.2. This observation also shows that the elementary
processes of charge transfer can only be completely understood in an FCS framework [34].
A positive transmission coefficient also immediately cures the problem encountered in (a), where
the transport coefficients could diverge. For a positive transmission coefficient the eigenvalues of
the matrix to be inverted in the solution of the Dyson equations remain positive for arbitrary Γ.
Therefore the matrix equation can always be inverted.
In conclusion, the considerations above imply that the description of charge transfer cannot be
limited to electrons but has to include the Cooper pair condensate as well.
9.6 Comparison with known results
Again the results from the FCS calculation shall be compared to previously obtained findings.
Unfortunately, conductance measurements in SQPCs with high transparencies as in [128] for the
NS QPC have not been carried out yet. Also it should be emphasized at this point that the results
cannot be compared to [34] since there the definition of a point contact includes a normal con-
ducting link or some other finite constriction. In this case the finite phase difference between the
two superconductors is crucial giving rise to Multiple Andreev Reflections (MARs) between the
two interfaces [127]. This means that the comparisons will be limited to the data for SIS junctions,
where, however, Γ is small as discussed in Sec. 7.4.1.
9.6.1 Current at zero temperature for the SIS junction
First the current from the FCS will be calculated for an SIS junction with identical superconduc-
tors ∆L = ∆R = ∆ at T = 0 at zero phase difference. In this case the energy regimes discussed in
Sec. 9.5 reduce to (a), (g), (h) and (i).
The first two energy regimes are zero, so that only the current from the FCS in the energy regimes
(a) and (i) has to be calculated. The calculation is performed for the different χ j, j ∈ {a, i} sepa-
rately and combined later.
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The current from energy regime (a) is
 Ia = − iτ
d
dλ
ln [χa(λ−,λ+,τ)]λ=0
= −2i
∫ dω
2pi
{
1
(1+Γa)4
[
2(Γa+Γ3a)(i− i)
+Γ2a(2i−2i)
]}
θ(|ωL|−∆R)θ(|ωR|−∆R) = 0. (9.8)
One should remark that this result is valid for all temperatures.
The current from energy regime (i) is given by
 Ii=− iτ
d
dλ
ln [χi(λ−,λ+,τ)]λ=0 .
As in Sec. 7.4.1 concurrence with the result from the semiconductor model in Sec. 4.2.3 will be
reached by taking into account only the lowest order in Γ. In this approximation lnχi(λ−,λ+,τ)
may be simplified as 1
(1+Γi)4
≈ 1, leading to the expression for the current
 Ii≈ 4 · i
∫ dω
2pi
θ(|ωL|−∆L)θ(|ωR|−∆R){4Γi [nL(1−nR)−nR(1−nL)]} . (9.9)
This way one captures the most important term in the integral for the current. Later the general
result for the current will be derived. The numerical result obtained at low temperature and small Γ
may be compared to the result using the approximation showing that both are identical. As in Sec.
7.4.1 this approximation corresponds to neglecting higher order tunneling processes in accordance
with the semiconductor model.
At T = 0 the distribution functions are step functions so that:
 Ii = 16
∫ dω
2pi
θ(|ωL|−∆)θ(|ωR|−∆)
×
(
Γ|ωR||ωL|
2(ω2R−∆2)
1
2 (ω2L−∆2)
1
2
{[
1−θ
(
ω− eV
2
)]
θ
(
ω+
eV
2
)
−
[
1−θ
(
ω+
eV
2
)]
θ
(
ω− eV
2
)})
=

θ(V −2∆)8Γ∫ V−∆∆ dω2pi ω(V−ω)
(ω2−∆2) 12 [(V−ω)2−∆2] 12
, V > 0
−θ(|V |−2∆)8Γ∫ |V |−∆∆ dω2pi ω(|V |−ω)
(ω2−∆2) 12 [(|V |−ω)2−∆2] 12
, V < 0
. (9.10)
As the two cases V > 0 and V < 0 in (9.10) only differ in sign, V > 0 is assumed from now on
without loss of generality. Reintroducing SI units leads to
 Ii= 2G0e θ(eV −2∆)T˜
∫ eV−∆
∆
dω
ω(eV −ω)
(ω2−∆2) 12 ((eV −ω)2−∆2) 12
,
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where T˜ = 4γ2pi2ρ0Lρ0R was used as in (7.20). As in [105, p. 803] the integration variable may be
substituted using 2ω = 2eV + x(eV −2∆). Now the integral may be rewritten as
 Ii = 2G0e
θ(eV −2∆)
eV +2∆
∫ 1
−1
dx
(eV )2− x2(eV −2∆)2
(1− x2) 12 (1−α2x2) 12
, (9.11)
α :=
eV −2∆
eV +2∆
. (9.12)
Using complete elliptic integrals [122, p. 289] this expression may be written as [105, p. 803]
 Ii= 2G0e θ(eV −2∆)
{
(eV )2
eV +2∆
K(α)− (eV +2∆) [K(α)−E(α)]
}
. (9.13)
In the limit ∆= 0 it is obvious from (9.12) that α = 1 and K(1) = 0 may be used to obtain:
 Ii∆→0→ 2G0V E(1)T˜V = 2G0T˜V , (9.14)
where E(1) = 1 was used. This is the result for an NIN junction from (7.22) as expected.
Finally, the current-voltage characteristic at eV = 2∆ can be investigated. For voltages infinitesi-
mally larger than 2∆ the relations K(0) = E(0) = pi2 can be used to obtain [105, p. 803]
 Ii (2∆+) = 2T˜ G0e
∆pi
2
= 2G0T˜V
pi
4
Consequently, a jump in the tunneling current at eV = 2∆ should be observable to pi4 times the
tunneling current in the case for normal-normal tunneling.
This behaviour has already been discussed in the semiconductor model. The theoretical prediction
from (9.13) is compared to the experimental observation in Fig. 4.4. Except for the finite slope at
the jump the theoretical prediction is satisfactory.
9.6.2 Current at finite temperature for the SIS junction
For finite temperature the full expression for the CGF in (9.6) has to be taken into account, but as
Γ is a small parameter in SIS junctions only the contributions to first order in Γ are relevant. This
is why the perturbative regime is analyzed first. First order contributions can only be found in the
energy regimes (a), (d), (e), (f) and (i).
It has been shown in (9.8) that no current can come from the energy regimes (a) and (e).
In the energy regime (d) for small Γ the transparency can be approximated using the argumentation
as in Sec. 9.6.1, however, only assuming small Γ’s
4Γd
(1+Γd)2
≈ 4Γd = 4Γ|ωR||ωL|
2(ω2L−∆2L)
1
2 (ω2R−∆2R)
1
2
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Using this approximation the current becomes
 Id = − iτ
d
dλ
ln [χd(λ−,λ+,τ)]λ=0
≈ 2
∫ dω
2pi
4Γ|ωR||ωL|
2(ω2R−∆2R)
1
2 (ω2L−∆2L)
1
2
θ(|ωL|−∆L)
×θ(|ωR|−∆R)θ(∆L−|ωR|) [nL(1−nR)−nR(1−nL)] . (9.15)
The current in the sixth energy regime can be approximated in the same way using
1
(1+Γ f 1+Γ f 2)2
≈ 1,
to obtain an expression for the current like in (9.15) as
 I f = − iτ
d
dλ
ln [χ f (λ−,λ+,τ)]λ=0
≈ 2
∫ dω
2pi
4Γ|ωR||ωL|
2(ω2R−∆2L)
1
2 (ω2L−∆2R)
1
2
θ(|ωR|−∆L)
×θ(|ωL|−∆R)θ(∆L−|ωL|) [nL(1−nR)−nR(1−nL)] .
Substituting the integration variable ω with −ω this expression gives  I d= I  f . This
means that combining the results for  I d and  I  f with (9.9) results in the following
formula for the current in an SIS junction
 ISIS = 16
∫ dω
2pi
θ(|ωL|−∆L)θ(|ωR|−∆R)
×
{
Γ|ωR||ωL|
2(ω2R−∆2R)
1
2 (ω2L−∆2L)
1
2
[nL(1−nR)−nR(1−nL)]
}
. (9.16)
The same result has been derived in Sec. 4.2.3 using the semiconductor model. The constant of
proportionality A|γ˜|2 that was introduced in (4.3) may now be identified with 8Γ.
The result can be compared to the data by Townsend and Sutton [156] for Nb−Sn junctions in
Fig. 9.3.
A cusp is observed for the current |V | = |∆L−∆R| and a steep rise is again observed at |V | =
∆L+∆R. The cusp is only observable at finite temperature [75]. It is due to the form of the density
of states in superconductors. For |V |= |∆L−∆R| the density of states of the electrons participating
in the charge transfer in both superconductors is maximal. The appearance of the cusp allows for
a calculation of the superconducting order parameters directly from the curve rendering an SIS
junction a superior instrument for the measurement of the gap in this regard [151, p. 78].
Two regions of discrepancies between the theoretical prediction and the experimental data are ob-
served. First the cusp is not as pronounced as the theory predicts and instead of a discontinuity at
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Figure 9.3: Current in an Nb−Sn SIS junction at T = 3.38K with ∆Sn = 0.19 · 10−3eV, ∆Nb =
1.49 ·10−3eV : The experimental measurement from [156] shown in dashed red is compared to the
theoretical prediction in blue
|V |= ∆L+∆R a finite slope is observed.
Two possible explanations are discussed by Townsend and Sutton [156]: The surfaces of the su-
perconductors in the SIS junction can be nonhomogeneous leading to different characteristics of
the superconductor at different positions.
Furthermore, BCS theory assumes a spherical Fermi surface. A crystal orientation could make the
gap anisotropic, which is not accounted for in the theory.
Finally, deviations from BCS theory are expected also because Nb is a strongly coupled supercon-
ductor. These deviations from the theoretical predictions and the possibility to measure not only
the gap but the density of states in NIS junctions as discussed in Sec. 7.4.1 make the NS contact
the method of choice for probing the energy gap [64, p. 35].
9.7 Comparison of the FCS
In the work by Belzig and Nazarov [18] a system of 2 equal superconductors in equilibrium with
a transparency T1 has been considered. The approach includes the phase-dependence of the super-
conducting GF allowing for a complete description of the Josephson current. Belzig and Nazarov
obtain for the CGF
χ(λ−,λ+,τ,φ) =
τ
pi
∫
dE ln
[
1+
2
∑
n=−2
An(φ)
Q(φ)
(einλ −1)
]
,
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where q = (1−gRetgAd)(1−h2)+ fRet fAd(1+h2). gRet and gAd are the unperturbed retarded and
advanced GFs. Likewise fRet and fAd denote the anomalous ones. The function h is given by
h = tanh
( ω
2T
)
. φ stands for the superconducting phase. The transmission coefficients are given by
A±2 =
T 21
64
q2
A±1 =
T1
4
q− T
2
1
16
[
q−4 fRet fAd sin2 φ2
]
+
T1
8
[
( fRet + fAd)hcos
φ
2
∓ i( fRet − fAd)sin φ2
]2
Q(φ) =
(
1−T1 f 2Ret sin2
φ
2
)(
1−T1 f 2Ad sin2
φ
2
)
In [18] the CGF is computed for the case when phase-dependent terms can be neglected, which
corresponds to averaging the density matrix over the superconducting phase as discussed in Sec.
5.2. This result should concur wiith the calculation in Sec. 9.5 for V = 0 and equal superconductors
for zero phase difference.
In this case only the energy regimes (a) and (i) remain. In complete analogy to Sec. 7.4.6 the CGF
factorises in both regimes because of the structure of the self-energies.
For the energy regime (a) the FCS have the form
lnχa(λ−,λ+,τ) = lnχaa(λ−,λ+,τ)+ lnχaa(λ−,λ+,τ), (9.17)
lnχaa(λ−,λ+,τ) = 2τ
∫ dω
2pi
{
1+
2Γa
(1+Γa)2
[
(eiλ −1)+(e−iλ −1)
]}
θ(∆−|ω|).
The FCS in the energy regime (i) can be written as
lnχi(λ−,λ+,τ) = lnχii(λ−,λ+,τ)+ lnχii(λ−,λ+,τ), (9.18)
lnχii(λ−,λ+,τ) = 2τ
∫ dω
2pi
{
1+
4Γi
(1+Γi)2
[
(eiλ −1)nL(1−nR)
+(e−iλ −1)nR(1−nL)
]}
θ(|ω|−∆)
In this case the result by Belzig and Nazarov reads
lnχ(λ−,λ+,τ) =
τ
pi
∫
dE ln
[
1+
T1q
8
(eiλ −1)+ T1q
8
(e−iλ −1)
]2
,
where q = (1−gRetgAd)(1−h2)+ fRet fAd(1+h2). Now the GFs from [18] may be used without
an additional broadening parameter
fRet = fAd =
i∆
(E2−∆2) 12
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The normal GFs follow from the normalisation condition discussed in Sec. 3.7.
As in Sec. 9.5 the different energy regimes may be disentangled to give the CGF for |E|> ∆
lnχ|E|>∆(λ−,λ+,τ) =
τ
pi
∫
dE ln
[
1+
T1(1−gRetgAd)
8
(1−h2)(eiλ −1)
+
T1(1−gRetgAd)
8
(1−h2)(eiλ −1)
]2
.
In equilibrium nL and nR are equal nL(ω) = nR(ω) = 1
1+e
ω
T
, so that the term (1− h2) can be
rewritten as
(1−h2) = 4 1
1+ e
ω
T
1
1+ e−
ω
T
= 4nR(1−nL).
Thus χ|E|>∆ concurs with (9.18) if
T1
(
1− E2
(E2−∆2)
)
8
!
=
4Γi
(1+Γi)2
T1 is a number, so that the energy dependence of the transmission is different.
The CGF in [18] for |E|< ∆ reads
lnχ|E|<∆(λ−,λ+,τ) =
τ
pi
∫
dE ln
{
1+
T1
[
(1−h2)+ fRet fAd(1+h2)
]
8
(eiλ −1)
+
T1
[
(1−h2)+ fRet fAd(1+h2)
]
8
(e−iλ −1)
}
This agrees with (9.17) if
T1
[
(1−h2)+ fRet fAd(1+h2)
]
8
!
=
2Γa
(1+Γa)2
In this case the energy and temperature dependence of the transmission is different.
These disagreements may be explained by the different setup in [18] compared to the calculation of
the FCS in Sec. 9.5. Belzig and Nazarov treat a system with a short constriction and consequently
the transmission of the contact is different. The general form of the FCS, however, is identical.
9.8 Transition to the NIN contact
To finally make contact with the CGF for the NIN contact the same discussion as in Section 7.4.7
may be done. The calculation of the current at T = 0 in (9.14) already gave the same result as for
the NIN junction taking the limit ∆L(R)→ 0.
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The only energy regime remaining for ∆L/R → 0 is (i). In this case the CGF is the sum of two
equal CGFs as shown in (9.18). For ∆L/R→ 0 also the prefactor from the transmission coefficient
simplifies
Γi =
Γ|ωR||ωL|
2(ω2R−∆2R)
1
2 (ω2L−∆2L)
1
2
∆R→ 0
∆L→ 0−→ Γ
2
.
Using the argumentation as in 7.4.7 the two parts of the CGF can be attributed to the statistically
independent tunneling of electrons and holes. However, no holes occur in the expression (6.7).
But as was discussed in Sec. 7.4.7 the electron-hole symmetry may be used to make the CGFs
identical.
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Chapter 10
Anderson model with superconductivity
So far the FCS have been calcualted for different systems with a structureless tunneling contact.
The main goal was to study effects caused by superconductivity.
The next step is to study an Anderson model [4], where by ”Anderson model” the Anderson im-
purity model is meant and not the Anderson model for localization in disordered systems [44, p.
242]. In Anderson’s original formulation a collection of conduction electrons in contact with a
single impurity was investigated. In actual physical contexts the impurity is likely to be an atom
with an unfilled outer d or f shell.
Here, the physical model involves a quantum dot coupled to normal as well as superconducting
leads, which in general has an energy dependent transmission. The physical setup is depicted in
Fig. 10.1.
αn = 1
QD
αn = Nn
αs = 1
αs = Ns
γαn = Nn
γαn = 1 γαs = 1
γαs = Ns
Figure 10.1: Physical situation in the Anderson impurity model with normal and superconducting
leads coupled to a quantum dot (QD).
In a first approximation interactions on the quantum dot are neglected as in the treatment for nor-
mal conducting leads in [135, pp. 49-55]. The fermionic quantum dot is coupled to metallic leads
by different tunneling couplings.
Systems including more than two leads coupled to a quantum dot have already been realized ex-
perimentally [95, 39]. Here Ns superconducting leads and Nn normal conducting leads will be
considered.
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The model by Anderson is of course just a first step in understanding the different processes in
such systems. Due to the small size of the quantum dot direct tunneling between the leads might
occur as well, giving rise to interesting Aharonov-Bohm like effects [106].
Apart from electronics the new field of spintronics has evolved in recent years. Instead of control-
ling charge flow the flow of spin charge may be controlled as well [10]. That is why it is instructive
to discuss spin-resolved FCS [135].
To understand the flow of spin charge counting fields for the spin-dependent charge of electrons
must be introduced. This leads to a doubling of the number of counting fields [135, p. 49]. In this
chapter only the spin-independent case will be investigated.
10.1 Anderson model
The Hamiltonian for a system with N leads that will replace Hsys in (5.1) for the treatment of the
Anderson model is
Hsys = H0+HT
H0 =
Ns
∑
αs=1
∑
σ
∑
k
εαsΨ
+
αsσkΨαsσk +
Ns
∑
αs=1
∑
σ
∑
k
(
∆αskΨ
+
αs↑kΨ
+
αs↓−k
+∆αskΨαs↓−kΨαs↑k
)
+
Nn
∑
αn=1
∑
σ
∑
k
εαnΨ
+
αnσkΨαnσk +∑
σ
(∆d +σh)d+σ dσ (10.1)
The notation is identical to the one used in [135]. Ψαsσk is a fermionic destruction operator for the
electron from lead αs with spin σ and momentum k. The dot level is at the energy ∆d . The dot is
additionally exposed to a magnetic field h (and gLµB = 1).
Tunneling between the dot and the leads is described by
HT = ∑
αn,αs
∑
σ
γαn/αs
[
d+σΨαn/αsσ (x = 0)+Ψ
+
αn/αsσ (x = 0)dσ
]
,
with tunneling amplitudes γαn/αs . It is assumed to take place locally at x = 0 as before.
The number operators Nαs and Nαn for the superconducting and normal conducting leads commute
since different operators have been introduced for the different leads. Hence, the unitary transfor-
mation described in Sec. 5.4 can be done simultaneously for all leads. Going through the same
reasoning as in Sec. 5.7 the tunneling operator becomes
T λ =
Ns
∑
αs=1
∑
σ
γαs
(
ei
λαs
2 d+σΨαsσ + e
−i λαs2 Ψ+αsσdσ
)
+
Nn
∑
αn=1
∑
σ
γαn
(
ei
λαn
2 d+σΨ
+
αnσe
−i λαn2 Ψ+αnσdσ
)
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Finally the generalisation of the cumulant generating function is still given by (5.20) if the above
tunneling operator is used.
10.2 Fermionic dot GFs
As a quantum dot has been introduced in the Hamiltonian (10.1) the GFs need to be derived. The
Hamiltonian for the dot is given by: HDot = δσd+σ dσ .
The Heisenberg equation of motion leads to dσ (t) = e−iδσ tdσ (0), leading to the time-dependent
GF
Dσ (t) = −i〈dσ (t)d+σ (0)〉
= −ie−iδσ t
 θ(t)−nσ −nσ
1−nσ θ(−t)nσ
 ,
where nσ describes the occupation of the quantum dot.
A Fourier transform finally gives the energy-dependent GF
Dσ (ω) =
 1ω−δσ 0
0 − 1ω−δσ
 .
10.3 Derivatives of the tunneling operator
The discussion in Sec. 5.5 involving the adiabatic potential also applies to the general setting of
many counting fields. Again an equation comparable to (5.19) can be derived〈
TC
T λ−
∂λβ−
〉
λ
= i
γβ
2 ∑σ
[
ei
λβ−
2 〈TC d+σΨβσ 〉λ − e−i
λβ−
2 〈TCΨ+βσdσ 〉λ
]
, (10.2)
where β ∈ {αn = 1, · · · ,Nn}∪{αs = 1, · · · ,Ns}.
The λ -expectation value is thereby defined analogously to the discussion in Sec. 5.6. As was
done for the tunneling contacts, the inhomogeneous GFs in (10.2) can be written in terms of
homogeneous full GFs. Apart from the normal GF for the dot also an anomalous GF for the dot
will be needed analogous to the induced superconductivity discussed in Sec. 7.1. This anomalous
GF will be denoted by C
C λ (t, t ′) = i〈d↓(t)d↑(t ′)〉λ
C λ+(t, t ′) = i〈d+↑ (t)d+↓ (t ′)〉λ
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These equations may be used to express the derivative of the tunneling operator in (10.2)〈
∂T λ−
∂λβ−
〉
λ
= ∑
σ
γ2β
2
∫ dω
2pi
[
g+−βσ (ω)D
λ−+
σ (ω)e
−iλβ
−g−+βσ (ω)Dλ+−σ (ω)eiλβ +2 f−+β (ω)(C λ+)+−(ω)eiλβ
−2( f+β )+−(ω)C λ−+(ω)e−iλβ +g+−βσ (−ω)Dλ−+σ (−ω)e−iλβ
−g−+βσ (−ω)Dλ+−σ (−ω)eiλβ
]
The chemical potentials of the leads will be chosen µβ =Vβ .
10.4 Green’s functions
The full GFs for the quantum dot remain to be calculated. As before the derivation of the Dyson
equations is a rather lengthy exercise. Additional care has to be taken with respect to the sym-
metrization of the spin dependent normal GFs of the quantum dot since the magnetic field that
was applied destroys the spin symmetry that was used in Sec. 7.2. The resulting Dyson equations
read
Dλ jk↑ (ω) = D
jk
↑ (ω)+∑
αs
γ2αs
2 ∑l,m=±
(lm)
[
ei
λl−λm
2 Dλ jl↑ (ω)g
lm
αs↑(ω)D
mk
↑ (ω)
−ei λl−λm2 C λ jl(ω) f+lmαs (ω)Dmk↑ (ω)
]
+∑
αn
γ2αn ∑
l,m=±
(lm)
[
ei
λl−λm
2 Dλ jl↑ (ω)g
lm
αn↑(ω)D
mk
↑ (ω)
]
C λ jk(ω) = ∑
αs
γ2αs
2 ∑l,m=±
(lm)
[
ei
λl−λm
2 C λ jl(ω)glmα↑(−ω)Dmk↑ (−ω)
+
1
2
ei
λl−λm
2 Dλ jl↑ (ω) f
lm
α (ω)D
mk
↑ (−ω)
+
1
2
ei
λl−λm
2 Dλ jl↓ (ω) f
lm
α (ω)D
mk
↓ (−ω)
]
Dλ jk↓ (ω) = D
jk
↓ (ω)+∑
αs
γ2αs
2 ∑l,m=±
[
ei
λl−λm
2 Dλ jl↓ (ω)g
lm
αs↓(ω)D
mk
↓ (ω)
−ei λl−λm2 C λ jl(ω) f+lmαs (ω)Dmk↓ (ω)
]
+∑
αn
γ2αn ∑
l,m=±
[
ei
λl−λm
2 Dλ jl↓ (ω)g
lm
αn(ω)D
mk
↓ (ω)
]
The solution of these Dyson equations involves several energy regimes. Especially it is obvious
from these equations that Andreev processes at the tunneling contacts between the leads and the
quantum dot may occur. In this setting already a quantum dot with two superconducting contacts
will exhibit MARs as they were discussed for the Superconductor-Normal-Superconductor contact
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in [34, 35].
However a discussion of the different energy regimes and MARs goes beyond the study of point
contacts that were the topic of this diploma thesis so this is a good point to stop.
This calculation shows that the non-interacting Anderson model with superconducting leads and
a magnetic field may be solved using Dyson equations, very similar to those for the NS QPC. The
next logical steps are to solve these equations, investigate MARs and finally introduce interactions.
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Chapter 11
Conclusions and outlook
In this thesis the non-equilibrium transport properties of Quantum Point Contacts (QPCs) with
superconducting leads have been investigated. The main goal was to describe the Full Counting
Statistics (FCS). Such systems may find manifold application in modern microelectronic devices.
The way to the FCS chosen here was a combination of the methods presented in [63, 121, 135].
According to them the FCS may be evaluated as a generalized S-matrix. One particular advantage
of this approach is the ability to include Cooper pair creation and annihilation processes in the
leads.
After the derivation of the necessary generalised (counting field dependent) Keldysh Green’s func-
tions (Keldysh GFs) for superconducting leads the FCS for Normal metal-Superconductor (NS)
QPCs and Superconductor-superconductor QPCs (SQPCs) have been calculated.
In the case of NS QPCs the calculation of the cumulant generating function revealed two en-
ergy regimes corresponding to normal (single electron) tunneling and Andreev tunneling as in a
previous analysis, which used scattering amplitudes [117]. This picture has been verified by the
computation of the conductance in NS QPCs. Doubled Andreev shot noise has been explained by
two different models concurring with the experimental data and a prediction for the third cumulant
has been made.
The power of the GF approach is also underlined by the discussion of the proximity effect in NS
QPCs. The previously unrelated problems of transport statistics and the changing gap structure
have been treated here in a unified approach. The analytic results for the proximity effect concur
with previous theoretical calculations [119].
The FCS of the SQPC turned out to have a rich structure. The different energy regimes corre-
spond to the three possible mechanisms of charge transfer: Normal tunneling, Andreev tunneling
and Josephson tunneling. In the special case of zero voltage and a symmetric junction the cumu-
lant generating function concurs with the one obtained in [18]. For long measurement times the
Josephson current does not contribute to the average current but it contributes considerably to the
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noise. A deeper analysis of the FCS corresponding to Josephson tunneling revealed that charge
and current flow have opposite directions. This has been explained by the non-charge-conserving
ground state of a superconductor.
In the final chapter it has been shown that the methods for deriving the FCS for superconducting
contacts can also be applied to the Anderson model, where multiple Andreev reflections (MARs)
have been found to be the most prominent feature.
The analysis of MARs in the framework of the approach developed in this thesis appears to be the
next logical step towards the full understanding of transport through such systems. The supercon-
ducting phase may also be included in a further investigation of SQPCs. Having understood these
phenomena the effect of interactions in the Anderson model can be analyzed as in [42]. Further
experiments on SQPCs and interacting quantum dots would be desirable to properly understand
the limitations of the model.
To conclude, the investigation of superconducting quantum point contacts has explained the be-
haviour of NS QPCs and SQPCs neglecting the superconducting phase. Different kinds of tun-
neling have been observed and compared to experimental data. The results will be valuable in
the understanding of an Anderson impurity model with coupling to superconductors and possible
experiments in the foreseeable future.
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Matrices for the NS QPC
The Feynman graphs for the full GFs in NS QPCs are shown in Fig. A.1.
j
+
j
=
k k
lj
j l
m
m k
k
−
j l
+
j l
m k
km
j k
=
Figure A.1: Simplified version of the Dyson equations for the normal lead in the NS point contact.
The corresponding Dyson equations for the NS QPC can be written as a matrix equation:
ipiρ0R

2nR−1 2nR−2
2nR 2nR−1
0 0
0 0
= AR

G λ−−R↓ G
λ+−
R↓
G λ−+R↓ G
λ++
R↓
F λ−−R F
λ+−
R
F λ−+R F
λ++
R

The matrix is AR will contain the following abbreviations
Γ1 =
ρ0Lρ0Rγ2pi2
2(ω2−∆2) 12
, Γ2 =
ρ0Lρ0Rγ2pi2
2(∆2−ω2) 12
.
As was already argued in Section 3.7 an imaginary Γi, i ∈ {1,2} describes evanescent states.
Therefore the matrix equation (7.14) has been rewritten in two energy regimes. The matrix AR can
be split into AR1 and AR2 corresponding to these two energy regimes. The actual forms of these
matrices are given below.
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A
R
=
      1
+
Γ 1
|ω
|[ (2n
L
−
1)
(2
n R
−
1)
−
2e
iλ
n L
(2
n R
−
2)
] Γ
1|ω
|[ (2n
L
−
1)
(2
n R
−
2)
−
e−
iλ
(2
n L
−
2)
(2
n R
−
1)
]
Γ 1
|ω
|[ 2(2
n L
−
1)
n R
−
2e
iλ
n L
(2
n R
−
1)
]
1
+
Γ 1
|ω
|[ (2n
L
−
1)
(2
n R
−
1)
−
2e
−i
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Feynman graphs for the SQPC
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Figure B.1: Graphical representation of the Dyson equations for the right side in the SS point
contact.
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