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Phoneme recognitionAbstract To deal with non-stationary and quasi-stationary signals, wavelet transform has been
used as an effective tool for the time-frequency analysis. In the recent years, wavelet transform
has been used extensively for feature extraction in noisy speech recognition. These ﬁlters have
the beneﬁt of having frequency bands spacing similar to the auditory Equivalent Rectangular
Bandwidth (ERB) scale. Central frequencies of ERB are equally distributed with the frequency
response of the human cochlea.
This paper deals with the speaker-independent Automatic Speech Recognition (ASR) system for
continuous speech. This Hidden Markov Model (HMM) based ASR system was developed for
English using recordings of four regions taken from TIMIT database. A new set of features were
derived using wavelet packet transform’s multi-resolution capabilities and having an advantage
of ERB ﬁlter based on the human cochlea. New set of wavelet features have shown signiﬁcant
improvements in the noisy environment, especially at low SNR values.
 2014 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction
The use of speech as a possible interface with computer/
machine has gained popularity in the recent past. Signiﬁcant
researches have been done to develop the robust speechrecognition system in the past couple of decades. However,
most of these systems are based on the Fourier transform for
the analysis of speech signal. These systems have shown ade-
quate recognition performance with clean data, keeping same
acoustic conditions. Nevertheless, speech recognition accuracy
still degrades signiﬁcantly in noisy environments and sensor
mismatch conditions. Many algorithms have been proposed
to address this problem, and they have demonstrated signiﬁ-
cant improvement in performance for stationary noise.
In Automatic Speech Recognition (ASR), front-end com-
prises the various feature extraction and noise compensation
techniques, while different types of acoustic, language and
pronunciation models are at back-end. Feature extraction is
1190 A. Biswas et al.one of the important tasks for an ASR system. It is a process
of extracting minimum information from a phoneme which
gives maximum discrimination between phoneme classes.
Thus, these features are important for overall recognition
accuracy of an ASR system. Since speech recognition has to
be performed in different environmental conditions, therefore,
the features extracted must also be robust to background noise
and sensor mismatch conditions. Although many feature
extraction techniques have been proposed for speech recogni-
tion, some of the commonly used are Mel Frequency Cepstral
Coefﬁcients (MFCCs) [1,2], Linear Prediction based Cepstral
Coefﬁcients (LPCCs) [3], Gammatone Feature Cepstral Coef-
ﬁcients (GFCC) [4,5] etc. Essentially prior to computation of
these features, Fourier transform (FT) is used to obtain its
speech spectrum. It is a well-known fact that the windowed
FT or the short time Fourier transform (STFT) has uniform
resolution over the time frequency plane. Due to this, it is
difﬁcult to recognize ‘‘stops’’ in phoneme recognition. By using
STFT, it is not easy to detect a short event like a burst in a
slowly time varying signal. To overcome this problem, Wavelet
Packets (WPs) and local cosine transforms were proposed for
feature extraction [6–8].
Wavelet Packets (WPs) [9,10] are considered to have an
important signal representation scheme impacting compres-
sion, detection and classiﬁcation [11,12]. This characteristic of
WP is particularly interesting for analysis of pseudo-stationary
time series processes and quasi-periodic random ﬁelds, such as
the acoustic speech process [13]. WPs can be used to character-
ize a rich covering of signal-space decomposition, and in partic-
ular, they provide a way for generating sub-band dependent
partitions of the observation space. In conclusion, WPs induce
a family of structural ﬁlter-banks with a rich covering of time-
frequency characteristics that has the potential for enriching
the way conventional STFT based features describe the short
term behavior of the acoustic speech process.
In particular, Farooq and Datta [7] proposed a WP ﬁlter-
bank representation, in which the objective was to divide the
frequency axis analogs to the MEL-scale frequency resolution.
They used the Daubechies (DB) two channel ﬁlter (TCF) and
reported an improved recognition performance for speciﬁc
phone subcategories (stop and unvoiced) in a portion of the
TIMIT. Farooq et al. [14] proposed the use of wavelet trans-
form-based feature extraction technique for Hindi phoneme
recognition application. The proposed features take into
account temporal as well as frequency band energy variations
for the task of Hindi phoneme recognition. Better perfor-
mances were obtained in a simpliﬁed phone classiﬁcation task
with respect to MFCCs. Recently Pavez et al. [15] proposed
Wavelet Packet Cepstral Coefﬁcients (WPCCs) and showed
concrete results that afﬁrm the use of WPs as a suitable feature
extraction techniques for ASR.
Although substantial researches have been carried out to
enhance the performance of ASR with signiﬁcant improve-
ments in noisy environments but still the desired benchmarks
could not be achieved. In this paper WP based features are
used, in which the frequency axis is to be divided analogs to
the Equivalent Rectangular Bandwidth (ERB) scale frequency
resolution. This technique attempts to reduce the articulation
effect in the phoneme. Further, these features are expected to
be more robust to noise like background babble, f16, factory
and volvo. The performance of the WERBC feature is studied
and compared with WMFCC [7], MFCC and GFCC.The rest of article is organized as follows: Section 2 gives an
overview of ERB scale based WP as Front-End Feature
Extraction Technique. Section 3 gives the brief overview of
feature extraction technique. Overview of training and testing
corpora from the TIMIT is given in Section 4. Section 5 covers
the details of experiments performed and result obtained for
phone recognition task. Finally, the conclusions of the experi-
ment are drawn in Section 6.2. ERB scale based WP as Front-End Feature Extraction
Technique
In recent past some researchers have tried to develop the WP
based features, which mimic the human auditory system. The
motivation is to improve the ASR performance especially in
low level noisy conditions or in complex auditory environ-
ment. Some of the important works on the ERB like WP based
features are given below.
Wang et al. [16] have investigated 26-band ERB like wave-
let packet based front-ends for the connected mandarin digit
recognition task. They have used two kinds of wavelet one is
the Vaidyanathan wavelet, which has good frequency selectiv-
ity but big shift variance and the second one is the reverse bior-
thogonal spline wavelet with excellent shift invariant property.
They have concluded that WP based features can be used as an
alternative Front-End Feature Extraction Technique in ASR.
Gandiraj et al. [17] have described two quantitative models
for signal processing in auditory system, Gamma Tone Filter
Bank (GTFB) and Wavelet Packet (WP) based on as frontends
for robust speech recognition. They proposed a wavelet packet
tree structure which was designed to closely mimic the human
auditory system. They have worked with isolated word data-
base and have used three classiﬁer HMM, Layered Neural
Network (LRNN) and Back Propagation Neural Network
(BPNN). The system performance was measured by recogni-
tion rate with various signal to noise ratios over 10 to
10 dB. They have reported WP features based on human audi-
tory system with BPNN performed best compared to other
system combinations. Very recently Biswas et al. [18] shown
the effectiveness of these ERB features for Hindi consonant
recognition applications. This ERB scale was originally
designed to model human cochlear ﬁltering [19]. They have
tried to follow the response of human cochlea by partition
the frequency axis analogous to the ERB scale. Due to the
dynamic nature of the WP, exact bandwidth similar to ERB
scale cannot be obtained. The advantage of using WP is that
it can divide the frequency axis and has uniform translation
in time.
The reported results on WP motivate to use ERB like WP
based feature extraction [18], which mimics the frequency
response of human inn. We have modiﬁed the WERBC to
improve the performance of TIMIT speech recognition in
noisy environment. It is well known that wavelet coefﬁcients
give the temporal information about the signal, but this infor-
mation is lost when the energy is calculated over a frame dura-
tion. Co-articulation is the main cause of non-stationary in
phonemes of continuous speech. Here we have considered
the effect of co-articulation [14] on English phoneme during
feature extraction technique. After dividing the speech signal
into number of frames using 24 ms frame with 10 ms skip rate,
each frame was divided into three equal segments to consider
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segment is having some inﬂuence of the previous phoneme
due to co-articulation. The second segment has in depth infor-
mation about the current phoneme with minimum effect of
previous or subsequent phoneme, while the last segment is hav-
ing transition information from current to next phoneme.
3. Frequency partitioning and wavelet based feature extraction
Refs. [20,21] can be referred for detail description of wavelet
analysis. The 24 sub-band wavelet packet tree is derived which
approximate the ERB scale division as shown in Fig. 1. The
mathematical relationship between the center frequency (fc)
and the ERB of an auditory ﬁlter is given by:





The WP decomposition was achieved by using a pair of
conjugate mirror ﬁlters [7], thus decomposing signal into two
frequency bands such as lower frequency band (approximation
coefﬁcients) and higher frequency band (detail coefﬁcients).
Low frequency band is used for further decomposition.
Wavelet packet tree was formed by cascading two channel
ﬁlter bank into various levels.Figure 1 24 Subband wavelet paThe speech in the TIMIT [22] database is sampled at
16 kHz, giving an 8 kHz bandwidth signal. The ability of the
admissible wavelet packet transform is used to divide a signal
into ERB ﬁlter like 24-sub-bands as seen in Fig. 2. Initially,
hamming window is applied on each frame followed by divi-
sion of each into three segments. Then, whole frequency band
is decomposed using full 3-level wavelet packet decomposition
to get eight subbands each of 1 kHz. Further one level WP
decomposition is applied to lowest subband of 0–1 kHz to
decompose the frequency band into two subbands each of
500 Hz. The frequency band of 0–500 Hz is further divided
into eight subbands each of 62.5 Hz by using full 3 level WP
decomposition. The resulting subband division ﬁnely empha-
sizes frequencies between 0 to 500 Hz which normally contains
large portion of signal energy. Next, 500–1000 Hz, and 1–
2 kHz frequency band was decomposed using full 2 level WP
decomposition to get subbands each of 125 Hz and 250 Hz.
Then 2–3 kHz and 3–4 kHz is frequency band is decomposed
using full 1 level WP decomposition to get subbands each of
500 Hz. Four frequency bands 4–5 kHz, 5–6 kHz, 6–7 kHz,
and 7–8 kHz was kept unchanged. Lastly, 24 total frequency
subbands were achieved. The center frequency obtained of
each ﬁlter using WP decomposition is given in Table 1. From
the table it can be noted that for the ﬁrst 20 subband wavelet
frequency partitioning is similar alike the auditory ERB scalecket tree based on ERB scale.
Figure 2 24 Wavelet subband similar like ERB ﬁlterbank.
1192 A. Biswas et al.but the last 4 subbands differs from the ERB scale. However
voice signals range up to 4000 Hz and most of the speech
energy lies below 1500 Hz. Hence it is expected that these
wavelet packet ﬁlters can extract certain information from
speech signal by employing ERB like frequency decomposi-
tion. After performing the decomposition by WP of a pho-




ð2ÞTable 1 Comparison of center frequencies (Hz) of 24 uniformly sp
Filters ERB scale Wavelet subband Filters ERB scale
1 50 62.5 9 632.83
2 92.23 125 10 763.35
3 140.86 187.5 11 913.62
4 196.85 250 12 1086.66
5 261.33 312.5 13 1285.92
6 335.57 375 14 1515.35
7 421.06 437.5 15 1779.52
8 519.49 500 16 2083.71where Ww(x) is the WP transform of signal x, i is the subband
frequency index (1 6 i 6M), k represents the temporal frame
and Ni is the number of coefﬁcient in ith subband. The log
of equal loudness weighted energy was applied resulting into
24 coefﬁcients. Next discrete cosine transform (DCT) was
applied on these 24 coefﬁcients to de-correlate the ﬁlter bank
energies. As mentioned earlier each frame was sub-divided into
three segment to capture the articulation effect thus we made
little modiﬁcation to choose the ﬁnal features for each frame.
First four coefﬁcients were taken from ﬁrst segment, six fromaced ERB scale and wavelet sub-band features.
Wavelet subband Filters ERB scale Wavelet subband
625 17 2433.98 2500
750 18 2837.29 3000
875 19 3301.7 3500
1000 20 3836.44 4000
1250 21 4452.17 5000
1500 22 5161.17 6000
1750 23 5977.56 7000
2000 24 6917.58 8000
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tures per frame. This is carried out because of higher impor-
tance of the ﬁrst two segments compared to the third.
Temporal changes in the spectra play an important role in
human perception. To capture the dynamic information of
speech signal, static feature vector was added with delta (d)
and acceleration coefﬁcients (dd). This greatly enhances the
performance speech recognizers. The derivatives of the










where dt is a d coefﬁcient at time t computed in terms of the
corresponding static coefﬁcients ct+h to cth. The same for-
mula is applied to the d coefﬁcients to obtain acceleration
(dd) coefﬁcients.
Thus getting 36 EDA (energy, delta and acceleration) fea-
tures per segment. To make articulation based WERBC fea-
ture more robust in noisy environment another additional
feature is also calculated based on the variance of the energy
features as shown in Fig. 3. Prior to computation of variance
feature (VF), average subband energy (l) was calculated. VF
helps in the recognition of input speech, as the variance is
not altered by a constant addition, which may occur due toFigure 3 Proposed articulation bathe noise. Thus ﬁnally a total of 37 features are obtained per
frame.
4. Training and testing corpora
The TIMIT corpus was adopted for all the experiments pre-
sented in this work. TIMIT is the standard corpus used to eval-
uate the performance of new techniques in ASR because it is a
phonetically balanced database and has good coverage of
speakers and dialects. All of these make TIMIT a sufﬁciently
challenging corpus to evaluate new ASR methods, which justi-
ﬁes its wide adoption by the community. The TIMIT corpus
consists of 6300 utterances for the 8 major dialects of the Uni-
ted States. There are 630 different speakers, each one speaking
10 sentences. Dialect regions DR1, DR2, DR3 and DR4 from
training set were chosen to train the ASR. The dialect regions
DR1, DR2, DR3 and DR4 from complete test set were used
for testing. Table 2 shows the number of speakers and record-
ings for each region taken from TIMIT in training and testing
phase. Out of Vocabulary (OOV) rate is always been the
important parameter to evaluate the performance of an
ASR. OOV rate is the percent of word tokens in test data that
are not contained in the ASR training dictionary. OOV rate
for the portion of TIMIT database used in experiment is also
presented in Table 2.sed feature extraction process.
Table 3 Word and sentence recognition rates by different dialects.
Feature Recognized word Substitution Deletion Insertion Word accuracy String accuracy
DR1 (Total word token: 960)
MFCC 843 61 56 29 84.79 76.15
WMFCC 829 45 86 27 83.54 74.95
GFCC 845 68 47 33 84.58 77.58
WERBC 858 38 64 38 85.42 78.35
DR2 (Total word token: 2281)
MFCC 1887 191 203 59 80.14 71.66
WMFCC 1911 175 195 53 81.46 73.28
GFCC 1870 268 143 62 79.26 69.85
WERBC 1895 138 248 54 80.71 70.29
DR3 (Total word token: 2271)
MFCC 1897 179 195 55 81.11 72.15
WMFCC 1873 192 206 48 80.36 71.48
GFCC 1925 195 151 51 82.52 74.25
WERBC 1904 165 202 50 81.64 73.27
DR4 (Total word token: 1865)
MFCC 1587 149 129 57 82.04 74.62
WMFCC 1610 114 141 62 83.00 75.55
GFCC 1585 136 144 54 82.09 75.40
WERBC 1607 95 163 56 83.16 76.15
All dialect (Total word token: 7377)
MFCC 6321 479 577 185 83.18 74.35
WMFCC 6420 389 568 202 84.29 75.81
GFCC 6441 421 515 194 84.68 77.10
WERBC 6504 347 526 195 85.52 77.76
Table 2 Details of the portion of TIMIT database has been used in the experiment along with OOV rate.
Dialect (TIMIT) Training set Test set OOV rate
Speaker No. of recordings Speaker No. of recordings
Dr1 (New England) 38 380 11 110 0.6213
Dr2 (Northern) 76 760 26 260 0.6252
Dr3 (North Midland) 76 760 26 260 0.597
Dr4 (South Midland) 68 680 32 320 0.6146
Multidialect 258 2580 95 950 0.464
1194 A. Biswas et al.5. Experimental setup and discussion
The analog speech signal was digitized with the sampling rate
of 16 kHz and using 16 bits/sample for quantization. The sig-
nal was pre-emphasized using 0.97 value for its coefﬁcient, to
ensure that all formants of acoustic signals have similar ampli-
tudes so that they get equal importance in subsequent process-
ing stages.
At present, the most popular and successful speech recogni-
tion systems use Hidden Markov Models (HMM) [23–26] in
the acoustic modeling. HMM is used to train the acoustic
models of sixty one phonemes along with a model of silence
(sil). A short pause (sp) model is created from the silence model
and tied to it. All the models are context dependent (tri-
phone), 5-state HMM (ﬁrst and ﬁfth states were non-emitting)
left to right without skip state, all with one Gaussian mixture
(diagonal covariance) per state. TIMIT phone-level annotation
was used to initialize HMM parameters, followed by Viterbi
alignment to improve the state-time correspondence. Bigramlanguage models were used according to the following
formula.




where N(i, j) is the number of times word j follows word i and
N(i) is the number of times that word i appears. D is the dis-
count constant, b(i) is the back-off weight and p(j) is the uni-
gram probability. The performance of the ASR is measured
by Word accuracy (WAcc) and calculated by this following
equation:-





where N is the total number of words in the test speech
utterance. Along with word accuracy other parameter string
recognition accuracy was also calculated to study the perfor-
mance of ASR.
Figure 4 Word accuracy (%) with different type of noise. (a) Volvo. (b) F16. (c) Factory. (d) Babble.
Figure 5 String accuracy (%) with different type of noise. (a) Volvo. (b) F16. (c) Factory. (d) Babble.
Articulation based admissible wavelet packet feature for TIMIT speech recognition 1195Baseline STFT features like GFCC and MFCC was derived
and compared with the articulation based WERBC features.
We have also studied the performance of another waveletbased WMFCC features proposed by Farooq and Datta [7].
The speaker independent experiments are conducted in a
sequence of following steps.
Figure 6 Average recognition performance with all types of noises. (a) Word recognition accuracy. (b) String recognition accuracy.
1196 A. Biswas et al. Study the performance of proposed technique on every
dialect individually (Dialect speciﬁc training and testing).
 Study the performance with multidialect (Mixed dialect
training and testing).
 Study the performance in noisy environment with multidia-
lect database.5.1. Performance evaluation in clean database
Performance of the articulation based WERBC on individual
dialect and multidialectal database is shown in Table 3. Results
show that wavelet based features have not shown great
achievement in performance compared to STFT based fea-
tures. Every sound we produce is determined by the disposition
of the vocal tract. In particular, if the vocal folds are tense and
do not vibrate, the sound is said to be unvoiced, if they vibrate,
the sound is said to be voiced. Voiced parts (Generally vowels)
of speech signals assumed to be periodic and are generally
higher in intensity, longer in duration, lower in frequency,
and the result of slower movement in the articulators than
voiceless part (Stops, fricatives, nasals, affricates). In addition,
the energy of voiced segments is generally higher than the
energy of unvoiced segments. The vowels in the speech all have
regularly repeating, or periodic, voiced patterns. Generally the
intensity of the English vowels rises rapidly at the start, reaches
a peak by about of the way through the vowel and then grad-
ually drops [27]. As the vowel reaches the start of the stop, the
intensity drops fairly rapidly. MFCC and GFCC features are
superior because it uses the STFT, having sine and cosine
basis, which are more efﬁcient to extract the periodic structure
from a voiced segment, especially vowels. It is really difﬁcult to
detect an unvoiced part (especially stop) CVC (Consonant-
Vowel-Consonant) syllable using STFT based technique while
WP based features are excellent to recognize unvoiced part of
speech segment. WP derived features performed better for the
stop classes because stops have a sudden burst of high fre-
quency that STFT cannot detect due to its constant resolution
in the time-frequency plane. These features can be easily
picked by wavelet analysis due to its multi-resolution property.
Thus STFT based features are better compared to WP during
recognition of a voiced region while WP based features are
superior to recognize unvoiced speech, which is produced
due to excitation of the vocal tract by the noise-like source
at a point of constriction in the interior of the vocal tract.Table 3 shows that on average articulation based WERBC
feature performed slightly better compared to other features
because advantage of wavelet analysis as well as it is designed
according to the frequency response of human cochlea (ERB
scale). Further division of the each frame into three segments
helps to provide the additional temporal resolution and also
have taken care of articulation effect in speech production.
5.2. Performance evaluation in noisy environment
Finally noisy multidialect speech recognition task was carried
out to evaluate robustness of the articulation based WERBC
feature. To evaluate the robustness the NOISEX-92 database
was used to add babble, factory, volvo and F16 jet noise at dif-
ferent levels (0–20 dB) in the clean speech. Figs. 4 and 5 show
word and string recognition accuracy respectively. This clearly
shows the improved performance of the WP derived features
for English phonemes over MFCC and GFCC features, espe-
cially for low SNR values. WP derived features are less sensi-
tive to noise and it can extract the coefﬁcients at a certain
frequency of interest. Further results show that ERB ﬁlter
WP derived features are superior compared to WMFCC fea-
tures. Proposed scheme takes the advantage of wavelet analy-
sis as well as it is designed according to the frequency response
of the human cochlea (ERB scale) along with the articulation
effects of speech signal. Further for better study, the average
percentage word and string recognition accuracy (taking four
noise types) at different SNRs were calculated as shown in
Fig. 6. This shows higher robustness of the WERBC toward
noisy environment especially in low SNRs. Satisfactory
improvement was achieved with articulation based WERBC
because wavelet packet decomposition was carried out accord-
ing to the ERB scale which seeks to segregate target speech
from a composite auditory scene. Due to differences in the sta-
tionary characteristics of speech and noisy signals, the ERB ﬁl-
ter bank is less sensitive to noise and concentrate on speech
signal.
5.3. Comparative performance with linear discriminant classiﬁer
In order to study the performance of WERBC with other clas-
siﬁer, conventional linear discriminant analysis (LDA) [28]
classiﬁer was used. Multidialectal TIMIT was used to analyze
the performance with LDA. Average word accuracy and string
Table 4 Average word recognition accuracy (WAcc) (%) at different SNRs.
Clean 20 dB 15 dB 10 dB 5 dB 0 dB
HMM LDA HMM LDA HMM LDA HMM LDA HMM LDA HMM LDA
MFCC 83.18 64.14 78.45 61.52 74.09 56.45 68.60 48.21 57.28 26.35 38.24 14.42
WMFCC 84.29 67.02 78.08 62.14 76.53 57.53 72.64 51.60 62.42 28.21 44.13 17.25
GFCC 84.68 65.08 79.78 63.18 76.49 56.90 70.96 49.85 59.99 28.92 42.46 16.85
WERBC 85.52 67.90 79.27 64.70 77.76 58.10 74.53 55.20 63.91 31.02 47.28 20.67
Table 5 Average string recognition accuracy (SAcc) (%) at different SNRs.
Clean 20 dB 15 dB 10 dB 5 dB 0 dB
HMM LDA HMM LDA HMM LDA HMM LDA HMM LDA HMM LDA
MFCC 74.35 51.35 64.67 49.26 61.34 42.42 54.16 32.78 42.62 18.21 23.19 6.41
WMFCC 75.81 53.84 64.76 50.82 63.07 45.72 58.68 37.48 45.98 22.60 27.34 9.24
GFCC 77.10 51.80 65.46 49.40 62.76 43.47 56.85 39.10 44.59 20.46 25.72 8.30
WERBC 77.76 54.65 65.95 51.38 64.38 45.95 59.91 42.50 47.14 25.35 28.99 11.10
Articulation based admissible wavelet packet feature for TIMIT speech recognition 1197accuracy of all noises at different SNRs are given in Tables 4
and 5. Tables 4 and 5 also show the comparative performance
of LDA with HMM. WERBC has shown signiﬁcant improve-
ment especially at low SNRs. This emphasizes the suitability
of using WERBC with LDA classiﬁer also. But with LDA
performance of ASR is dropped signiﬁcantly in every aspects
because the HMM is a composition of two stochastic pro-
cesses, a hidden Markov chain, and an observable process,
which accounts for spectral variability. Hidden Markov chain
accounts for temporal variability while observable process
accounts for spectral variability. This combination is inﬂuen-
tial enough to deal with quasi stationary speech signals, and
ﬂexible enough to create the underlying acoustic models of
speech.
6. Conclusion
The present study focuses on noisy English speech recognition
with HMM. Experiments were conducted in a sequential step.
A set of wavelet features derived by using the ﬁlters similar like
ERB ﬁlter was presented. Articulation effects of speech signal
were considered while extracting the features. Experiments
were carried out in sequential steps to see the performance
of WERBC. Comparative study with baseline systems is also
presented to show the robustness of the articulation based
WERBC feature. The multiresolution property of wave-
let allows for a better modeling of phoneme classes, especially
for voiceless part of speech. The performance of the new fea-
ture is studied for the task of speech recognition in clean as
well as noisy environment. Signiﬁcant improvement has not
been seen with the articulation based WERBC feature set with
clean speech. However, we have achieved signiﬁcant improve-
ment in noisy environment especially at low SNRs (0–10 dB).
WERBC has shown an overall improvement in recognition
performance for English phoneme as compared to WMFCC
and STFT based features. The speaker independent results
show considerable improvement in the noisy speech recogni-
tion tested with four different dialect region of TIMIT
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