The problem of model selection in the context of a system of stochastic differential equations (SDE's) has not been touched upon in the literature. Indeed, properties of Bayes factors have not been studied even in single SDE based model comparison problems.
Introduction
The statistical literature recognizes the importance of random effects models in modeling variabilities between and within subjects. However, instances of exploiting stochastic differential equations (SDE's) for modeling "within variability" with respect to continuous time, is somewhat rare. Delattre et al. (2013) consider one such modeling approach, postulating the following systems of SDE's: for i = 1, . . . , n, dX i (t) = b(X i (t), φ i )dt + σ(X i (t))dW i (t), (1.1) (H2) Let X ϕ i be associated with the SDE of the form (1.1) with drift function b(x, ϕ). Also letting Q x i ,T i ϕ denote the joint distribution of {X ϕ i (t); t ∈ [0, T i ]}, it is assumed that for i = 1, . . . , n, and for all ϕ, ϕ ′ , the following holds:
dt < ∞ = 1.
(H3) For f = ∂b ∂ϕ j , j = 1, . . . , d, there exist c > 0 and some γ ≥ 0 such that
. Delattre et al. (2013) assume b(x, φ i ) = φ i b(x), so that assumption (H3) is no longer required. Maitra and Bhattacharya (2015) investigated the model selection problem in these SDE based random effects models using Bayes factors, and build up an asymptotic theory covering both iid and non-iid cases. Indeed, Maitra and Bhattacharya (2015) seem to be the first to address the problem of model selection in random effects based SDE models, even though model selection using intrinsic and fractional Bayes factors has been considered by Sivaganesan and Lingham (2002) with three particular diffusion models in single equation setting.
However, Maitra and Bhattacharya (2015) develop their asymptotic theory assuming that only the number of individuals, n, tends to infinity, supposing that the time domain [0, T i ] on which X i (t) are observed, are known and fixed. In this paper, we investigate both iid and non-iid situations where n, as well as the domain [0, T i ], increase indefinitely. For our purpose, we first provide a convergence result of Bayes factor in single equation SDE set-up, assuming that the time domain increases indefinitely. Such results may be of independent interest since Bayes factor asymptotics has not been hitherto addressed even in single SDE settings. We exploit our single SDE based results to construct an asymptotic theory of Bayes factors in the SDE based random effects context, assuming both n and T i tend to infinity.
The rest of our article is structured as follows. In Section 2 we illustrate the problem of model selection for comparing two individual SDE's, and in Section 3 we investigate the asymptotics in such situations. We illustrate our asymptotic theory with a special case in Section 4. In Section 5 we exploit the asymptotic theory of Bayes factors developed for comparing individual SDE's to construct a convergence theory of Bayes factors for comparing systems of SDE's in both iid and non-iid cases. Finally, we provide concluding remarks in Section 6.
Illustration of the model selection problem in single SDE setting
From the system of SDE defined by (1.1) we now consider the i-th individual only. To avoid notational complexity we denote X i simply by X. Consequently, X i (0) = x i and T i will be denoted by x and T , respectively. In connection with the i-th individual we consider the following two SDE's:
For our purpose, for j = 0, 1, we shall parameterize φ j as φ j = ζ (x, ϕ j ), where, ζ : R × C → R is a real-valued function continuous in both arguments, and defined on some compact domain C, ϕ j are finite-dimensional parameters having some (perhaps hierarchical) distribution on C associated with the j-th SDE. We assume that (2.1), parameterized by the true parameter values θ 0 = (ϕ 0 , β 0 , γ 0 ) is the true SDE and (2.2), parameterized by θ 1 = (ϕ 1 , β 1 , γ 1 ), is any other SDE. We allow different dimensionalities of θ 0 and θ 1 . For model selection we must put a prior on the set of unknown parameters θ 1 . As argued in Maitra and Bhattacharya (2015) , b β 0 and σ γ 0 may be any functions, linear or nonlinear, satisfying some desirable assumptions, to be made explicit subsequently. For instance, the above functions may be piecewise linear or convex combinations of linear functions, where the number of linear functions involved may be unknown. Thus, the values of the parameters, as well as the number of the parameters may be unknown in reality. Other non-linear functional forms of b β 0 and σ γ 0 satisfying desirable assumptions are also possible, which may be even more difficult to guess.
By the above discussion we wish to point out that modeling these functions in the SDE set-up is a non-trivial problem, which calls for sophisticated model selection theory. For this purpose, below we formulate the Bayes factor in the SDE context, and subsequently provide the relevant asymptotic results.
For any t ∈ [0, T ], for i = 0, 1, let
We are interested in asymptotic properties of the Bayes factor, given by
Before we proceed, we first state some requisite assumptions and relevant convergence results.
Some requisite conditions and convergence results
We make the following assumptions:
(H1 ′ ) The parameter space Θ is compact.
(H2 ′ ) For j = 0, 1, given any s, β j and γ j , b β j (s, ·) and σ γ j (s, ·) are C 1 on R; we also assume that b 2 β j (s,
x ∈ R, for some K 1 , K 2 > 0. Now, due to (H1 ′ ), the latter reduces to the assumption that b 2 β j (s, x) ≤ K(1 + x 2 ) and σ 2 γ j (s, x) ≤ K(1 + x 2 ) for all x ∈ R, for some K > 0.
Because of (H2 ′ ) it follows from Theorem 4.4 of Mao (2011) , page 61, that for all T > 0, and any k ≥ 2,
We further assume the following conditions.
(H3 ′ ) b β j (s, x) and σ γ j (s, x) are continuous in (x, β j ) and (x, γ j ),
σ 2 γ j (s,x) satisfies the following:
where 0 < c j , d j < ∞ are some constants; κ j (θ j ) are continuous functions of θ j ; K β j ,γ j , M β j ,γ j are continuous in (β j , γ j ), for j = 0, 1.
The following lemma will be useful in our proceedings.
Lemma 1 Assume (H1 ′ ) -(H4 ′ ). Then, for j = 1, 2, the following hold:
11)
In the above, " a.s. −→ " denotes convergence "almost surely" as T → ∞ with respect to X, and the expectations are also with respect to X.
Proof. The proofs of (i) and (ii) follow from (H1 ′ ), (H4 ′ ), and (2.6) (with k = 2), using the relation
and noting that for j = 1, 2,
To prove (iii), note that, since for any k ≥ 1, it holds, due to (H4 ′ ) and (2.6), that
it follows that (see, Theorem 7.1 of Mao (2011) , page 39)
ds.
(2.12)
Hence, using Chebychev's inequality, it follows that for any ǫ > 0,
In particular, if k = 2 is chosen, then it follows from the above inequality, (H4 ′ ), and (2.6), that
To prove (iv), first note that
The last inequality is by Hölder's inequality. Hence, for any ǫ > 0,
In the same way as the proof of (iii), it follows that
The proof of (v) follows from (iii) and (iv), using the relation (2.1).
Convergence of Bayes factor with respect to time when two individual SDE's are compared
For our purpose, let us define, for any h > 0,
where, for any 0 ≤ a < b < ∞, X a,b denotes a path of the process X from a to b. For any t > 0 and h > 0, we defineK
Note that this is not the familiar Kullback-Leibler divergence measure, since f θ 0 ,t , with respect to which the expectation is taken, is not the same as f θ 0 ,t,t+h . In fact, since in our case, for j = 0, 1,
where K(f θ 0 ,t+h , f θ 1 ,t+h ) and K(f θ 0 ,t , f θ 1 ,t ) are proper Kullback-Leibler divergences between f θ 0 ,t+h , f θ 1 ,t+h , and f θ 0 ,t , f θ 1 ,t , respectively. We now definẽ
The expression (3.6) easily follows using (3.4) and the relation
along with the fact that
Pseudo Kullback-Leibler (δ) property
We make the following assumption:
(3.10)
We assume the following:
(H6 ′ ) Given δ associated with (H5 ′ ), for any c ≥ 0, the prior π satisfies
We refer to property (H6 ′ ) as the pseudo Kullback-Leibler (δ) property of the prior π. Note that, (3.6) and (2.7) implyK
Provided the prior π is dominated by the Lebesgue measure, the pseudo Kullback-Leibler (δ) property holds because of continuity of κ 1 (θ 1 ) and ζ(x, ϕ 1 ) in θ 1 .
Q * property
For t ≥ 0, let F t is the σ-algebra generated by X(0) and the history of the process upto (and including) time t, and let π t (θ 1 ) = π(θ 1 |F t ) be the posterior of θ 1 given F t . Also, let
be the posterior predictive density. Further, for any Borel set A such that π(A) > 0, let
A π t (dθ 1 ) is the posterior restricted to the set A. We assume the following:
We refer to (H7 ′ ) as the Q * property.
Main result on convergence of Bayes factor in our SDE set-up
Let I 0 ≡ 1 and for t > 0, let us define, analogous to (2.5),
The following lemma will prove useful in proving our main theorem on convergence of Bayes factor.
Lemma 2
Proof. For any h ∈ (0, t),
Hence, (3.18) holds. We make the following further assumption:
(H8 ′ ) For any t ≥ 0,K f θ 0 ,t,t+hn ,f t,t+hn converges in expectation for all sequences {h n } converging to zero as n → ∞, with limit independent of {h n }. We refer to the limiting process asK ′ t . In other words,
for any sequence {h n } such that h n → 0 as n → ∞.
Because of Lemma 2 it follows from (H8 ′ ), using uniform integrability (which is easily seen to hold because of (H1 ′ ) -(H4 ′ ) and (2.6)), that J hn (t) = log I t+hn −log It hn converges in expectation for all sequences {h n } converging to zero as n → ∞, with limit independent of {h n }. We refer to the limiting process as J ′ t . That is, for any t ≥ 0,
(3.22) so that Lemma 2 implies
Note that for all sequences {h n } such that h n → 0 as n → ∞, J hn (t) =
Regarding convergence of I T , we are now ready to present our main theorem.
Theorem 3 Assume the SDE set-up and conditions (H1
Proof. Let us consider
where q n = 1 n(T ) , where, given T > 0, n(T ) is the number of intervals partitioning [0, T ] each of length T n(T ) . We assume that as T → ∞, T n(T ) → 0. It follows, using (H8 ′ ), that for any T > 0,
as n(T ) → ∞, for any given T > 0. Also, since due to (3.24), E J ′ rT qn +K ′ rT qn |F rT qn = 0, we must have E J ′ rT qn +K ′ rT qn = E E J ′ rT qn +K ′ rT qn |F rT qn = 0, for any r, T, n(T ). Hence, E S T qn T = 0 for any T, n(T ). Thus, it follows from (3.27), that
(3.28)
We now deal with the second term of the left hand side of (3.28). Since, by (H5 ′ ),
it holds thatK ′ t (f θ 0 , f θ 1 ) ≥ δ for all t with probability 1, so that
where A t (δ) is given by (3.16). The Q * property (3.15) implies that
The results (3.28) and (3.29) imply that
Now observe that
where c > 0, and
the second line following from (3.12). Using Jensen's inequality, we obtain
(3.32) By (iv) and (v) of Lemma 1, the integrand of the right hand side of the above inequality, which we denote by g X T (θ 1 ), converges to g(θ 1 ) = ζ(x,ϕ 1 ) 2 2 κ 1 (θ 1 ) − ζ(x,ϕ 0 ) 2 2 κ 0 (θ 0 ), pointwise for every θ 1 , given any path of the process X in the complement of the null set. Due to (H1 ′ ), (H4 ′ ) and (2.6), sup
given any path of the process X in the complement of the null set. Let us denote the left hand side of the above by H X T let H denote the right hand side. We just proved that H X T converges to H almost surely. Now observe that
Again, due to (H1 ′ ), (H4 ′ ) and (2.6), the last expression is finite, proving uniform integrability of
It follows that
(3.33)
Since the above holds for arbitrary c > 0, it holds that
(3.34) Thus (3.30) and (3.34) together help us conclude that
as T → ∞.
where θ 1 and θ 2 are two different finite sets of parameters, perhaps with different dimensionalities, associated with the two models to be compared. For j = 1, 2, let
where π j is the prior on θ j . Let B T = I 1T /I 2T denote the Bayes factor for comparing the two models associated with π 1 and π 2 . Assume that both the models satisfy (H1 ′ ) -(H8 ′ ), and have the pseudo Kullback-Leibler property with δ = δ 1 and δ = δ 2 respectively. Then
Illustration with a special case
Let the parameter space Θ be compact, so that (H1 ′ ) holds. Let b β j and σ γ j satisfy (H2 ′ ) such that
where η j (θ j ) is continuous in θ j . Hence, (H3 ′ ) and (H4 ′ ) are satisfied. Letting κ j (θ j ) = {η j (θ j )} 2 , equation (4.1) entails
(4.5)
Due to (4.2), we obtaiñ
To see that (H8 ′ ) holds, first observe that (3.19) implies
To deal with E θ 0 logf t,t+h (X t,t+h )|F t , note that for any X t,t+h , by the mean value theorem for integrals,f t,t+h (X t,t+h ) = f θ * (xt,X t,t+h ),t,t+h (X t,t+h ),
where θ * (x t , X t,t+h ) ∈ Θ is a continuous function of x t , X t,t+h and W (t + h) − W (t). Here note that if θ * (x t , X t,t+h ) is not continuous, then, because of compactness of Θ, it is possible to construct a continuous function θ * * (x t , X t,t+h ) which agrees with θ * (x t , X t,t+h ) at any given point (x t , X t,t+h ).
Hence,
where
(4.10) Recall that θ * (x t , X t,t+h ) is a continuous function of W (t+h)−W (t), but the latter goes to zero almost surely as h → 0 because of sample path continuity of Weiner process. Continuity of ζ(·) and κ 1 (·) imply that ζ (x, ϕ * (x t , X t,t+h )) and κ 1 (θ * (x t , X t,t+h )) converge almost surely to ζ (x,φ(x t )) and κ 1 (θ(x t )), respectively, as h → 0. Since ζ(·) and κ 1 (·) are continuous on compact spaces, they are uniformly bounded. Hence, using the dominated convergence theorem we conclude that
as h → 0, from which it follows that the limit of (4.9) exists and is unique as h → 0. Hence, (H8 ′ ) holds. Thus, all the assumptions required for Theorem 3 and Corollary 4 are satisfied. Hence, both (3.25) and (3.35) hold.
Asymptotic convergence of Bayes factor in the random effects SDE set-up with respect to number of individuals and time
Consider the set-up where we have, for i = 1, 2, . . . , n,
where, X i (0) = x i is the initial value of the stochastic process X i (t), which is assumed to be continuously observed on the time interval [0, T i ]; T i > 0 and assumed to be known. We consider (5.1) as representing the true model and (5.2) is any other model. In (5.1) we consider θ i0 = (ϕ i0 , β i0 , γ i0 ); i = 1, . . . , n, to be the unknown true parameters, and consider priors on θ i1 = (ϕ i1 , β i1 , γ i1 ), the unknown parameters associated with (5.2). We assume, in particular, that θ i1 iid ∼ π; i = 1, . . . , n,
where π is some specified prior distribution. For each i = 1, . . . , n, letting X i,a,b denote the i-th process observed on [a, b] for any 0 ≤ a < b < ∞,
denotes the Bayes factor associated with the i-th equation of the above two systems of equations. Assuming that the SDE's (5.1) and (5.2) are independent for i = 1, . . . , n,
is the Bayes factor comparing the entire systems of SDE's (5.1) and (5.2). Maitra and Bhattacharya (2015) investigated the asymptotic properties of I n,T 1 ,...,Tn as n → ∞, assuming T i to be fixed for every i. Their investigation covered both iid and non-iid set-ups. By iid set-up we mean x i = x and T i = T for every i. This renders both the systems of equations (5.1) and (5.2) iid. The non-iid set-up, on the other hand, does not assume x i = x and T i = T , although independence of the SDE's for both the systems are assumed. Thus, the systems, under the non-iid set-up, are independent, but non-identical.
Here we are interested in studying the properties of I n in both the iid and non-iid set-ups when both n → ∞ and T i → ∞. However, for simplicity, we assume T i = T for each i, even in the non-iid set-up, so that in our asymptotic framework we study convergence of (5.4) as n → ∞ and T → ∞.
Convergence of Bayes factor in the iid set-up
Note that
Under conditions (H1 ′ ) -(H8 ′ ), by Theorem 3, E θ 0 1 T log I x i ,T → −δ, as T → ∞, for each i. Hence, for any n, the right hand side of (5.5) converges to −δ. We formalize this in form of the following theorem.
Theorem 5 Assume the iid set-up, and conditions (H1 ′ ) -(H8 ′ ) for each SDE in the systems (5.1) and (5.2) . Then
as T → ∞ and n → ∞.
The following corollary is obvious.
Corollary 6 For j = 1, 2, and i = 1, . . . , n, let
where, for each i, θ 1i and θ 2i are two different finite sets of parameters, perhaps with different dimensionalities, associated with the two systems (5.1) and (5.2) to be compared. For j = 1, 2, let
where π j is the prior on θ ij . Let B n,T =Ĩ 1,n,T /Ĩ 2,n,T denote the Bayes factor for comparing the two models associated with π 1 and π 2 . Assume the iid case of the SDE based random effects set-up and suppose that both the systems satisfy (H1 ′ ) -(H8 ′ ), and have the pseudo Kullback-Leibler property with δ = δ 1 and δ = δ 2 respectively. Then
Convergence of Bayes factor in the non-iid set-up
We now relax the assumption x i = x for all i. Thus, we are now in a non-iid situation where the processes X i (·); i = 1, . . . , n, are independently, but not identically distributed. Following Maitra and Bhattacharya (2014a) , Maitra and Bhattacharya (2014b) , Maitra and Bhattacharya (2015) we assume the following:
(H9 ′ ) The sequence {x 1 , x 2 , . . .} is a sequence in some compact set X, so that there exists a convergent subsequence with limit in X. For notational convenience, we continue to denote the convergent subsequence as {x 1 , x 2 , . . .}. Let us denote the limit by x ∞ , where x ∞ ∈ X.
Following Maitra and Bhattacharya (2014a), we denote the process associated with the initial value x and time point t as X(t, x), so that X(t, x i ) = X i (t), and X i = {X i (t); t ∈ [0, T ]}. For models indexed by j = 0, 1, we also denote by φ j (x), β j (x) and γ j (x) the parameters associated with the initial value x such that φ j (
as T → ∞, where δ i depends upon x i . More generally, for any x ∈ X, it holds that
where δ(·) can be thought of as a continuous function of x, with δ x i = δ i . Since x i → x ∞ , it follows that
We then have the following theorem.
Theorem 7 Assume the non-iid set-up, and conditions (H1 ′ ) -(H9 ′ ) for each SDE in the systems (5.1) and (5.2). Then
We then have the following corollary for the non-iid case.
Corollary 8 For j = 1, 2, and i = 1, . . . , n, let
where π j is the prior on θ ij . Let B n,T =Ĩ 1,n,T /Ĩ 2,n,T denote the Bayes factor for comparing the two models associated with π 1 and π 2 . Assume the non-iid case of the SDE based random effects set-up and suppose that both the systems satisfy (H1 ′ ) -(H9 ′ ), and have the pseudo Kullback-Leibler property with δ i = δ 1i = δ 1 (x i ) and δ i = δ 2i = δ 2 (x i ) respectively. Then
as T → ∞ and n → ∞, where, for j = 1, 2, lim n→∞ 1 n n i=1 δ j x i = δ j (x ∞ ) . Maitra and Bhattacharya (2015) investigated the asymptotic theory of Bayes factors for comparing two systems of SDE's, as in the case of SDE based random effects models, covering both iid and non-iid scenarios. Their research involved taking n, the number of equations of the systems, or the number of individuals involved in the random effects problem, to infinity, keeping the domain [0, T i ] of observation of the underlying processes fixed. In this work, we extend their theory assuming both number of subjects as well as the domain of observation increase indefinitely. For developing our theory, we first needed to build an asymptotic theory of Bayes factors for comparing two individual SDEs, rather than two systems of SDEs, as the domain of observation increases. Our results in this regard, which help formulate our asymptotic theory for comparing two systems of SDE's using Bayes factors, are perhaps also of independent interest, being possibly the first ever results in this direction of research. Our theory for comparing systems of SDE's cover both iid and non-iid cases. Maitra and Bhattacharya (2015) point out in their concluding section that their theory admits simple extension for comparing two systems of SDE's, one being iid, and the other non-iid. We note that in the same way, our asymptotic theory can be readily extended to such situations when both number of individuals and domain of observations keep increasing. One drawback of our theory is probably the issue that convergence of the Bayes factors in the situations considered in this paper are with respect to expectations only, even though Maitra and Bhattacharya (2015) could ensure almost sure convergence. If we could ensure that log I t and K f θ 0 ,t ,f t are almost surely differentiable, then almost sure convergence could be guaranteed in our case. But almost sure differentiability can fail even when b 2 β j (s, x)/σ 2 γ j (s, x) = κ j (θ j ), since (log I t+h − log I t ) /h involves {W (t + h) − W (t)} /h, which, as is well-known, does not have a limit. Even convergence in probability seems to be difficult to establish using our method. Indeed, one might wish to prove E T −1 |log I T + δ| → 0 as T → ∞. For this, one may wish to modify the definition of S T qn of Theorem 3 to S * T qn = T q n n(T )−1 r=0 J ′ rT qn + K ′ rT qn , but then the expectation of J ′ rT qn + K ′ rT qn is non-zero. Thus, modification of the definition of S T qn does not enable one to prove convergence in probability in easily discernible ways. However, we are pursuing the problem and will report our progress elsewhere.
Conclusion

