Abstract-The current framework of network utility maximization for rate allocation and its price-based algorithms assumes that each link provides a fixed-size transmission "pipe" and each user's utility is a function of transmission rate only. These assumptions break down in many practical systems, where, by adapting the physical layer channel coding or transmission diversity, different tradeoffs between rate and reliability can be achieved. In network utility maximization problems formulated in this paper, the utility for each user depends on both transmission rate and signal quality, with an intrinsic tradeoff between the two. Each link may also provide a higher (or lower) rate on the transmission "pipes" by allowing a higher (or lower) decoding error probability. Despite nonseparability and nonconvexity of these optimization problems, we propose new price-based distributed algorithms and prove their convergence to the globally optimal rate-reliability tradeoff under readily-verifiable sufficient conditions. We first consider networks in which the rate-reliability tradeoff is controlled by adapting channel code rates in each link's physical-layer error correction codes, and propose two distributed algorithms based on pricing, which respectively implement the "integrated" and "differentiated" policies of dynamic rate-reliability adjustment. In contrast to the classical price-based rate control algorithms, in our algorithms, each user provides an offered price for its own reliability to the network, while the network provides congestion prices to users. The proposed algorithms converge to a tradeoff point between rate and reliability, which we prove to be a globally optimal one for channel codes with sufficiently large coding length and utilities whose curvatures are sufficiently negative. Under these conditions, the proposed algorithms can thus generate the Pareto optimal tradeoff curves between rate and reliability for all the users. In addition, the distributed algorithms and convergence proofs are extended for wireless multiple-inpit-multiple-output multihop networks, in which diversity and multiplexing gains of each link are controlled to achieve the optimal rate-reliability tradeoff. Numerical examples confirm that there can be significant enhancement of the network utility by distributively trading-off rate and reliability, even when only some of the links can implement dynamic reliability.
I. INTRODUCTION

S
INCE the publication of the seminal paper [1] by Kelly et al. in 1998 , the framework of Network Utility Maximization (NUM) has found many applications in network rate allocation algorithms, Internet congestion control protocols, user behavior models, and network efficiency-fairness characterization. By allowing nonlinear, concave utility objective functions, NUM substantially expands the scope of the classical Network Flow Problem based on linear programming. Moreover, there is an elegant economics interpretation of the dual-based distributed algorithm, in which the Lagrange dual variables can be interpreted as shadow prices for resource allocation, and each end user and the network maximize their net utilities and net revenue, respectively.
Consider a communication network with logical links, wired or wireless, each with a fixed capacity of b/s, and sources (i.e., end users), each transmitting at a source rate of b/s. Each source emits one flow, using a fixed set of links in its path, and has a utility function . Each link is shared by a set of sources. NUM, in its basic version, is the following problem of maximizing the network utility , over the source rates , subject to linear flow constraints for all links (1) Making the standard assumption on concavity of the utility functions, problem (1) is a simple concave maximization of decoupled terms under linear constraints, which has long been studied in optimization theory as a monotropic program [2] . Among many of its recent applications to communication networks, the basic NUM (1) has been extensively studied as a model for distributed network rate allocation (e.g., [1] , [3] , and [4] ), TCP congestion control protocol analysis (e.g., [5] and [6] ), and design (e.g., FAST TCP [7] ). Primal and dualbased distributed algorithms have been proposed to solve for the global optimum of (1) (e.g., [8] - [12] ). Various extensions of the basic NUM problem (1) have been recently investigated, e.g., for joint congestion control and power control [13] , and joint opportunistic scheduling and congestion control [14] in wireless networks, for TCP/IP interactions [15] , for medium access 0733 -8716/$20.00 © 2006 IEEE control [16] - [20] , for joint congestion control and medium access [21] , for joint multicommodity flow and resource allocation [22] , for nonconcave utility functions [23] - [25] , and for heterogeneous congestion control protocols [26] .
Despite the above extensions, the current NUM framework for rate control and its price-based algorithms still assumes that each link provides a fixed coding and modulation scheme in the physical layer, and that each user's utility is only a function of local source rate. These assumptions break down in many practical systems. On some communication links, physical-layer's adaptive channel coding (i.e., error correction coding) can change the information "pipe" sizes and decoding error probability, e.g., through adaptive channel coding in Digital Subscriber Loop (DSL) broadband access networks or adaptive diversity-multiplexing control in multiple-input-multiple-output (MIMO) wireless systems. Then, each link capacity is no longer a fixed number but a function of the signal quality (i.e., decoding reliability) attained on that link. 1 A higher throughput can be obtained on a link at the expense of lower decoding reliability, which in turn lowers the end-to-end signal quality for sources traversing the link and reduces users' utilities, thus leading to an intrinsic tradeoff between rate and reliability. This tradeoff also provides an additional degree-of-freedom for improving each user's utility, as well as system efficiency. For example, if we allow lower decoding reliability, thus higher information capacity, on the more congested links, and higher decoding reliability, thus lower information capacity, on the less congested links, we may improve the end-to-end rate and reliability performance of each user. Clearly, rate-reliability tradeoff is globally coupled across the links and users.
How can we provide a price-based framework to exploit the degree of freedom in utility maximization offered by rate-reliability tradeoff and make the above intuitions rigorous? The basic NUM framework in (1) is inadequate because it completely ignores the concept of communication reliability. In particular, it takes link capacity as a fixed number rather than a function of decoding error probabilities, does not discriminate the transmission data rate from the information data rate, 2 and formulates the utility function as a function of rate only.
In this paper, we study the rate-reliability tradeoff by extending the NUM framework. In the basic NUM, convexity and separability properties of the optimization problem readily lead to a distributed algorithm that converges to the globally optimal rate allocation. However, our new optimization formulations for the rate-reliability tradeoff are neither separable problems nor convex optimization. The constraints become nonlinear, nonconvex, and globally coupled. Despite such difficulties, we develop simple and distributed algorithms based on network pricing that converge to the optimal rate-reliability tradeoff with readily verifiable sufficient conditions. In contrast to standard price-based rate control algorithms for the basic NUM, in which each link provides the same congestion price to each of its users and/or each user provides its willingness to pay for rate allocation to the network, in our algorithms each link provides a possibly different congestion price to each of its users and each user also provides its willingness to pay for its own reliability to the network.
In addition to extending the approach of price-based distributed algorithms, we also consider the specifics of controlling the rate-reliability tradeoff in different types of networks. We first study the case where the rate-reliability tradeoff is controlled through the code rate of each source on each link. We proposes a new optimization framework and price-based distributed algorithms by considering two policies: integrated dynamic reliability policy and differentiated dynamic reliability policy. In the integrated policy, a link provides the same error probability (i.e., the same code rate) to each of the sources traversing it. In this policy, since a link provides the same code rate to each of its sources, it must provide the lowest code rate that satisfies the requirement of the source with the highest reliability. This motivates a more general approach called the differentiated policy that we propose to fully exploit the rate-reliability tradeoff when there exist multiclass sources (i.e., sources with different reliability requirements) in the network. Under the differentiated dynamic reliability policy, a link can provide a different error probability (i.e., a different code rate) to each of the sources using this link. We also prove convergence of the proposed algorithms to the globally optimal rate-reliability tradeoff for sufficiently strong channel codes and sufficiently elastic applications.
We then consider wireless MIMO multihop networks. In MIMO networks, each logical link has multiple transmit antennas and multiple receive antennas, which can provide multiple independent wireless links between a transceiver pair. If independent information streams are transmitted in parallel, data rate can be increased. This is often referred to as the multiplexing gain. On the other hand, if the same information streams are transmitted in parallel, decoding error probability can be lowered. This is often referred to as the diversity gain. A larger value of the diversity gain implies a lower decoding error probability and a larger value of the multiplexing gain implies a higher information transmission rate. As in adaptive channel coding, there exists a tradeoff between information data rate and error probability on each MIMO link [27] - [29] . By appropriately controlling diversity and multiplexing gains on each individual link, we can achieve the optimal end-to-end rate-reliability tradeoff for all sources in the network. We show that our techniques developed for networks with adaptive channel coding can be extended to wireless MIMO networks with adaptive diversity-multiplexing gain.
The rest of this paper is organized as follows. In Section II, we provide the system model for the adaptive channel coding problem that we consider in this paper. In Sections III and IV, we present algorithms for the integrated dynamic reliability policy and the differentiated dynamic reliability policy, respectively. We provide numerical examples for the proposed algorithms in Section V to illustrate how our algorithms can trace the Pareto optimal curves between rate and reliability for all users, and highlight the enhancement to the network utility through dynamic rate-reliability adjustments, even when only some of the links can implement dynamic reliability. In Section VI, we show how to control the diversity-multiplexing gains to attain the optimal rate-reliability tradeoff in wireless MIMO multihop networks. Finally, we conclude in Section VII.
II. SYSTEM MODEL
In this section, we present the system model for the adaptive channel coding problem. Introducing the concept of reliability into the NUM framework, each source has a utility function , where is an information data rate and is the reliability of source . We assume that the utility function is a continuous, increasing, and concave function 3 of and . Each source has its information data rate bounded between a minimum and a maximum:
and , and has a minimum reliability requirement . The reliability of source is defined as where is the end-to-end error probability of source . Each logical link has its maximum transmission capacity . After link receives the data of source from the upstream link, it first decodes it to extract the information data of the source and encodes it again with its own code rate , where the code rate is defined by the ratio of the information data rate at the input of the encoder to the transmission data rate at the output of the encoder [30] , [31] . This allows a link to adjust the transmission rate and the error probability of the sources, since the transmission rate of source at link can be defined as and the error probability of source at link can be defined as a function of by which is assumed to be an increasing function of . Rarely is there an analytic formula for , and we will use various upper bounds on this function in this paper. The end-to-end error probability for each source is Assuming that the error probability of each link is small (i.e., ), we can approximate the end-to-end error probability of source as Hence, the reliability of source can be expressed as
Since each link has a maximum transmission capacity , the sum of transmission rates of sources that are traversing the link cannot exceed , i.e.,
III. INTEGRATED DYNAMIC RELIABILITY POLICY
We first investigate a simpler, more restrictive policy where a link provides the same code rate to each of the sources that are using it, i.e., and an extended NUM problem is formulated as follows: (2) In this problem, the first constraint states that the network must provide reliability to each source that equals to its desired reliability. Notice that the inequality constraint will be satisfied with equality at optimality since the objective function is an increasing function of . The second constraint states that the aggregate transmission rate of the sources at each link must be smaller than or equal to its maximum transmission capacity. The rest are simple, decoupled constraints on the minimum and maximum values for the data rate, reliability for each source, and code rate for each link.
In order to derive a distributed algorithm to solve problem (2) and to prove convergence to global optimum, the critical properties of separability and convexity need to be carefully examined. Because of the physical layer coding and the rate-reliability tradeoff that we introduce into the problem formulation, these two properties are no longer trivially held as in the basic NUM (1) .
First, the integrated policy naturally leads to a decomposition of problem (2) across the links, since the second constraint can be written as
The more complicated issue is the convexity of function . As an example, if random coding based on -ary binary coded signals is used, a standard upper bound on the error probability is [31] where is the block length and is the cutoff rate. Hence, if we let then is a convex function for given and . A more general approach is to use the random code ensemble error exponent [30] that upper bounds the decoding error probability where is the codeword block length and is the random coding exponent function, which is defined for discrete memoryless channels as [30] where is the size of input alphabet, is the size of output alphabet, is the probability that input letter is chosen, and is the probability that output letter is received given that input letter is transmitted.
In general, may not be convex, even though it is known [30] that is a convex function. However, the following lemma provides a sufficient condition for its convexity.
Lemma 1: If the absolute value of the first derivatives of is bounded away from 0 and absolute value of the second derivative of is upper bounded, then for a large enough codeword block length , is a convex function. Proof: Assume that there exist positive constants and such that and . We have
If
, then and convexity is proved.
Throughout this paper, we assume that is a convex function, e.g., the conditions in Lemma 1 are satisfied if the random code ensemble error exponent is used. Hence, problem (2) is turned into a convex and separable optimization problem.
To solve problem (2), we use a dual decomposition approach. We write down the Lagrangian associated with problem (2) as follows, where and are the Lagrange multipliers on link with an interpretation of "congestion price" and on source with an interpretation of "reliability price," respectively where and with interpretations of "end-to-end congestion price" on source and "aggregate reliability price" on link . The Lagrange dual function is (4) where and are vectors whose elements are all zeros and ones, respectively. The dual problem is formulated as (5) To solve the dual problem, we first consider problem (4) . Since the Lagrangian is separable, this maximization of the Lagrangian over can be conducted in parallel at each source (6) and on each link (7) Then, dual problem (5) can be solved by using the gradient projection algorithm as Fig. 1 . Diagram for the distributed algorithm of the integrated dynamic reliability policy. Each link needs the aggregate information rate x and reliability price from the sources using it, and in turn provides the same congestion price and code rate r to these sources. Note that the source does not need to tell its desired reliability R to links. and where , is step size, and are solutions of problem (6), and is a solution of problem (7) for a given . We now describe the following distributed algorithm, where each source and each link solve their own problems with only local information, as in Fig. 1 . In this case, we can interpret as the price per unit rate to use link , and as the price per unit reliability that the source must pay to the network.
Algorithm 1 for Integrated Dynamic Reliability Policy
Source problem and reliability price update at source :
• Source problem (8) where is the end-to-end congestion price at iteration .
• Price update (9) where is the end-to-end reliability at iteration . Link problem and congestion price update at link : • Link problem (10) where is the aggregate reliability price paid by sources using link at iteration .
• Price update (11) where is the aggregate information rate on link at iteration .
In each iteration , by locally solving the following problem (8) over , each source determines its information data rate and desired reliability [i.e., and ] that maximize its net utility based on the prices in the current iteration. Furthermore, by price update (9), the source adjusts its offered price per unit reliability for the next iteration. Intuitively, from the end-to-end principle of network architecture design, reliability prices should indeed be updated at the sources.
Concurrently, in each iteration , by locally solving problem (10) over , each link determines its code rate [i.e., ] that maximizes the "net revenue" of the network based on the prices in the current iteration. This pricing interpretation holds because maximizing over , , i.e., maximizing over , is equivalent to maximizing over . Since is the available (anticipated) aggregate information data rate at link , we can interpret that as the revenue obtained at link through the congestion price. We can also interpret as the revenue obtained from source through the reliability price. In addition, by price update (11), the link adjusts its congestion price per unit rate for the next iteration.
In Algorithm 1, to solve problem (8) , source needs to know , the sum of 's of links that are along its path . This can be obtained by the notification from the links, e.g., through the presence or timing of acknowledgment packets in TCP [5] . To carry out price update (9), the source needs to know the sum of error probabilities of the links that are along its path [i.e., its own reliability that are offered by the network ]. This can be obtained by the notification from the destination that can measure its end-to-end reliability. To solve link problem (10), each link needs to know , the sum of 's from sources using this link . This can be obtained by the notification from these sources. To carry out price update (11), the link needs to know , the aggregate information data rate of the sources that are using it. This can be measured by the link itself.
After the above dual decomposition, the following result can be proved using standard techniques in distributed gradient algorithm's convergence analysis.
Theorem 1: By Algorithm 1, dual variables and converge to the optimal dual solutions and , and the corresponding primal variables , , and are the globally optimal primal solutions of (2) .
Outline of the Proof: Since strong duality holds for problem (2) and its Lagrange dual problem (5), we solve the dual problem through distributed gradient method and recover the primal optimizers from the dual optimizers. By Danskin's Theorem [32] and Hence, the algorithm in (9) and (11) is a gradient projection algorithm for dual problem (5) . Since the dual objective function is a convex function, there exists a step size that guarantees and to converge to the optimal dual solutions and [32] . Also, if satisfies a Lipschitz continuity condition, i.e., there exists a constant such that then and converges to the optimal dual solutions and with a constant step size , [32] . The Lipschitz continuity condition is satisfied if the curvatures of the utility functions are bounded away from zero, see [10] for further details.
Furthermore, since problem (2) is a convex optimization problem and problems (8) and (10) have unique solutions, ,
, and are the globally optimal primal solutions of (2) [33] .
IV. DIFFERENTIATED DYNAMIC RELIABILITY POLICY
We now investigate the more general differentiated dynamic reliability policy in which a link may provide a different code rate to each of the sources traversing it. 4 To this end, the extended NUM formulation in (2) needs to be further generalized to the following problem: (12) The objective function and constraints of problem (12) are the same as those of problem (2) , except that we have here instead of . Due to this critical difference, we may not modify the second constraint in this problem as in (3), and problem (12) in general is neither a convex problem nor a separable one, even when is assumed to be a convex function. These issues can be resolved through a series of problem transformations. First, we modify problem (12) by introducing the auxiliary variables , which can be interpreted as the allocated transmission capacity to source at link . Then, the above problem can be reformulated as (13) The second constraint in problem (12) is now decomposed into two constraints in problem (13): the second and third constraints. Here, the second constraint states that the transmission data rate of each source at each link must be smaller than or equal to its allocated transmission capacity at the link, and the third constraint states that the aggregate allocated transmission capacity to the sources at each link must be smaller than or equal to its maximum transmission capacity. In this formulation, each link explicitly allocates a transmission capacity to each of its sources. We can easily show that problem (13) is equivalent to problem (12) , since at the optimal solution of problem (13) , the second constraint must be satisfied with the equality.
Note that is a parameter in the link layer. Hence, even though we started from the TCP/PHY layer problem, here we introduce another layer, i.e., link layer, by using a vertical decomposition of the optimization problem. At the first sight, it may seem that this makes the problem more complicated. However, it in fact enables us to implement a simple and distributed algorithm.
The next step of problem transformation is to take the log of both sides of the second constraint in problem (13) and a change of variable:
(i.e., ). This reformulation turns the problem into (14) where , , and . Note that problem (14) is now separable but still may not be a convex optimization problem since the objective may not be a concave function, even though is a concave function. However, the following lemma provides a sufficient condition for its concavity. Define Throughout this section, we will assume that the conditions in Lemma 2 are satisfied. Hence, problem (14) is turned into a convex and separable optimization problem.
To solve problem (14), we use a dual decomposition approach again. We first write down the Lagrangian function associated with problem (14) as where . As in the previous case, we can interpret , , and as "congestion price" on link , end-to-end congestion price on source , and "reliability price" on source , respectively. Note that in this Lagrangian function, we do not relax the third constraint in problem (14) . The Lagrange dual function is (16) where . The dual problem is formulated as (17) To solve the dual problem, we first consider problem (16) . This maximization of the Lagrangian over , , , can be conducted in parallel at each source (18) and on each link (19) Then, dual problem (17) can be solved by using the gradient projection algorithm as and where and are solutions to problem (18) , and and are solutions to problem (19) for a given . We now describe the following distributed algorithm where each source and each link solve their own problems with only local information, as in Fig. 2 . As before, we can interpret as the price per unit rate (in terms of ) for source to use link , and as the price per unit reliability that the source must pay to the network. Fig. 2 . Diagram for the distributed algorithm of the differentiated dynamic reliability policy. Each link needs the individual information rate x and reliability price from each of the sources using it, and in turn provides a different congestion price and code rate r to each of these sources. Note that the source does not need to tell its desired reliability R to links, and the link does not need to tell the allocated capacity c to sources.
Algorithm 2 for Differentiated Dynamic Reliability Policy
• Source problem (20) where is the end-to-end congestion price at iteration .
• Price update (21) where is the end-to-end reliability at iteration .
Link problems and congestion price update at link : • Link problems
Link-layer problem
Physical-layer problem for source ,
• Price update (24) In each iteration , by locally solving (20) (19) , each link determines the allocated transmission capacity and the code rate , respectively, of each of the sources using the link so as to maximize the "net revenue" of the network based on the prices in the current iteration. In addition, by price update (24), the link adjusts its congestion price per unit rate for source during the next iteration.
Even though Algorithm 2 (i.e., the differentiated dynamic reliability policy) can be implemented and interpreted in a similar way to Algorithm 1 (i.e., the integrated dynamic reliability policy), there are important differences. In Algorithm 2, the link differentiates each of its sources and provides a different code rate and a different price , while in Algorithm 1, the link provides the same code rate and the same price to all of its sources. In Algorithm 2, a link provides an explicit capacity allocation to each of its sources and the price is determined based on the expected information data rate and the actual information data rate of each individual source, while in Algorithm 1, a link does not explicitly allocated the capacity to each individual source, and the price is determined based on the expected aggregate information rate and the actual aggregate information rate of its sources.
The advantages of allowing different code rates for different sources on a shared link and more message passing overhead include a more dynamic rate-reliability tradeoff and a higher network utility, as confirmed through numerical examples below. However, this performance improvement is achieved at the expense of keeping per-flow states on the links and more restrictive conditions on utility functions for convergence proof (i.e., the conditions in Lemma 2).
After the above decomposition and by Lemma 2, the following result can be proved similar to Theorem 1.
Theorem 2: By Algorithm 2, dual variables and converge to the optimal dual solutions and and the corresponding primal variables , , , and are the globally optimal primal solutions of problem (14), i.e., , , , and are the globally optimal primal solutions of problem (12).
V. NUMERICAL EXAMPLES
A. Basic Examples
In this section, we present numerical examples for the proposed algorithms by considering a simple network, shown in Fig. 3 , with a linear topology consisting of four links and eight users. Utility function for user is in the following standard form of concave utility parameterized by [12] , shifted such that and , and with utility on rate and utility on reliability summed up with a given weight between rate and reliability utilities
The decoding error probability on each link is assumed to be of the following form:
where is the channel code block length and the code rate for link .
We trace the globally optimal tradeoff curve between rate and reliability using Algorithms 1 and 2, and then compare the network utility achieved by the following three schemes.
• Static reliability (by the standard dual-based algorithm in the literature e.g., [5] , [10] ): Each link provides a fixed error probability 0.025. Only rate control is performed to maximize the network utility.
• Integrated dynamic reliability (by Algorithm 1): Each link provides the same adjustable error probability to each of its users.
• Differentiated dynamic reliability (by Algorithm 2): Each link provides a possibly different error probability to each of its users. In Figs. 4-9 , the constant parameters have the following values: , Mb/s , Mb/s , Mb/s , , and . Each point on the curves in all the graphs represents the result of running a corresponding distributed algorithm until convergence to a provably global optimum.
We first investigate the case where all the users have the same , and vary the value of from 0 to 1 in step size of 0.1. The resulting tradeoff curve, which is globally optimal, is shown in Fig. 4 . 5 As expected, a larger (i.e., rate utility is given a heavier weight) leads to a higher rate at the expense of lower reliability. The tradeoff curve has a steeper slope at a larger (i.e., compared with low rate regime, in high rate regime further rate increment is achieved at the expense of a larger drop in reliability). The more congested links a user's flow passes through, the steeper the tradeoff curve becomes. For each user, the area Fig. 8 . Comparison of optimal tradeoff between rate and reliability for user 2 in each policy, when a are changed according to (25) . Fig. 9 . Comparison of the achieved network utility attained by the differentiated dynamic policy (Algorithm 2), the integrated dynamic policy (Algorithm 1), and the static policy (current practice), when a are changed according to (25) .
to the left and below of the tradeoff curve is the achievable region [i.e., every (rate, reliability) point in this region can be obtained], and the area to the right and above of the tradeoff curve is the infeasible region [i.e., it is impossible to have any combination of (rate, reliability) represented by points in this region]. It is impossible to operate in the infeasible region. Moreover, we can always find a better operating point on the boundary of the achievable region than a operating point in the interior of the achievable region. Hence, operating on the boundary of the achievable region, i.e., the Pareto optimal tradeoff curve, is the best. In the Pareto optimal tradeoff curve, which point is better depends on the relative weight between rate utility and reliability utility given by each user.
Figs. 5 and 6 show the aggregate information data rate and decoding error probability on each link as the weight varies. 6 As expected, as increases, data rates increase but decoding error probabilities also rise. Since link 2 is more congested than link 1, link 2 provides a higher data rate, also a higher error probability than link 1.
For the same experimental setup, Fig. 7 shows the network utility achieved (i.e., sum of utilities of all the users) as the weight varies. It is clear that the performance of the NUM algorithm that takes into account the rate-reliability tradeoff is significantly better than the standard distributed algorithms for the basic NUM that ignores the possibility of jointly optimizing rate and reliability. 7 Within the dynamic approach, the performance gap between the integrated and differentiated policies is small because all the users are set to have the same weight .
We now give different weights to the eight users indexed by as follows:
if is an odd number if is an even number (25) and vary from 0 to 0.5 in step size of 0.05. No two users have the same utility function and flow route now. Fig. 8 shows the globally optimal tradeoff curves between rate and reliability for user 2, under the three policies of static reliability, integrated dynamic reliability, and differentiated dynamic reliability, respectively. The differentiated scheme shows a much larger dynamic range of tradeoff than both the integrated and static schemes. Fig. 9 shows the relative performance in terms of the network utility achieved by the three policies as changes. As expected, dynamic reliability policies are much better than the static reliability policy, and in this case where users have different weights , the gap between differentiated and integrated policies is wider than that in Fig. 7 .
B. Partially Dynamic Reliability
In some networks, only a subset of links have adaptive channel coding while other links have fixed code rates. For example, in the DSL access networks, edge links can provide adaptive channel coding while links in the backbone may not. Hence, it is useful to know what happens if only a subset of links adopt the dynamic reliability policy. Here, we present the performance of the differentiated dynamic reliability policy for such situations considering the network in Fig. 10 , in which each link is symmetric in terms of the demand from users.
We fix the capacity of links 1 and 4 as (Mb/s) and compute the network utility while varying the capacity of links 2 and 3 as Mb/s , . Hence, if , links 2 and 3 are bottleneck links. Otherwise, links 1 and 4 are bottleneck links. We compare the performance of four scenarios.
• Dynamic: All links use the differentiated dynamic reliability policy.
• Partial1: Only links 2 and 3 use the differentiated dynamic reliability policy, while links 1 and 4 still use the static reliability policy.
• Partial2: Only links 1 and 4 use the differentiated dynamic reliability policy, while links 2 and 3 still use the static reliability policy.
• Static: All links still use the static reliability polity. 7 In this example, this performance gap narrows as the weight a on rate utility increases. This happens since the error probability of each link in the static scheme is set to barely satisfy the minimum reliability requirement of the users. With a different parameter setting, the performance gap may widen as parameter a increases. 11 shows that we can still obtain significant performance gain over the static policy even though only a subset of links have adaptive channel coding. As expected, this performance gain is reduced compared with the case where all links have the dynamic policy. It also shows that we can obtain a higher performance gain by applying dynamic reliability to more congested links (usually the access links, precisely where adaptive coding is possible) than less congested ones. Furthermore, in the static policy, increasing link capacities beyond a certain threshold does not provide any further increase in network utility, while with the dynamic policy we can continue to improve network utility (with a diminishing marginal return) by increasing link capacities.
VI. RATE-RELIABILITY TRADEOFF IN WIRELESS MIMO MULTIHOP NETWORKS THROUGH DIVERSITY-MULTIPLEXING GAIN CONTROL
In the previous sections, we have developed the optimization framework and distributed algorithms for the optimal rate-reliability tradeoff by controlling adaptive channel coding. They can be applied to other types of networks such as wireless MIMO multihop networks, where the optimal rate-reliability tradeoff can be achieved by appropriately controlling diversity and multiplexing gains on each MIMO link [27] - [29] . In this section, we briefly present how our framework can be extended to wireless MIMO multihop networks. The detailed algorithms are then seen to be readily derived from Algorithms 1 and 2, and their details are skipped here for brevity.
In MIMO networks, each logical link has multiple transmit and multiple receive antennas, and , respectively, enabling both diversity and spatial multiplexing gains, which are defined as follows [29] .
Definition 1: Link has diversity gain and multiplexing gain if its data rate (b/s/Hz) and average error probability satisfy the following conditions:
and (27) where is signal-to-noise ratio (SNR).
Hence, for a given (high) SNR, we can achieve a higher data rate with a larger multiplexing gain or a lower error probability with a larger diversity gain. There exists a tradeoff between these two gains, and the optimal tradeoff curve is proved for a point-to-point link in [29] . For given multiplexing gain , define to be the supremum of the diversity gain that can be achieved over all schemes at link .
Lemma 4: [29] Suppose that the channel gain is constant for a duration of symbols. If , 8 is given by the piecewise-linear function connecting the point , , where (28) By using the result in Lemma 4, we study the end-to-end ratereliability tradeoff in wireless MIMO multihop networks, i.e., we assume that each link uses a multiple-antenna coding scheme that achieves the optimal diversity-multiplexing tradeoff given in Lemma 4 , and that there is no joint coding across point-topoint logical links. To turn the piecewise linear tradeoff curve into a differentiable one, we approximate with a differentiable function as (29) The approximated tradeoff curve (29) is always below the optimum one (28) , thus more conservative than the optimum curve. As the number of antennas increases, the gap between (29) and (28) decreases. From (26) and (27), we assume that for each source traversing link , its data rate (b/s) and error probability are given by and where and are positive constants, and and are multiplexing and diversity gains of source at link , respectively.
We assume that each link transmits data from each of its sources in a round-robin manner and the fraction of the transmission time of source on link is given by . Hence, the average data rate of source at link is obtained by and the reliability of source is obtained by SNR at each link is fixed, and as before, each source has its utility function . We consider two policies: static and dynamic scheduling policies. In the static scheduling policy, each link transmits data of each of its sources for a fixed fraction of time, i.e., is fixed (e.g., , ). In the dynamic scheduling 8 For the case of i < m + n 0 1, the upper and lower bounds of d (r) are also proved in [29] . For the brevity of the paper, we only consider the case that i m + n 0 1 here, and the other case can be studied in a similar manner.
policy, can be adjusted based on network conditions under the following constraint:
where is the maximum fraction of the time that link can transmit data. 9 
A. Static Scheduling Policy
The NUM problem for the static scheduling policy is formulated as (30) In the above problem, is a constant, and if were a convex function, it would be a separable and convex problem. In general, is not convex. However, the following lemma shows that in most cases that are interesting in practice, it is a convex function or can be closely approximated with a convex function. Define 2) ; and 3) . Furthermore, from the above lemma, we have the following. is a convex function even when SNR is not too high. Also, the required SNR for the convexity decreases as the difference between the numbers of transmit and receive antennas increases. In Figs. 12 and 13, with is plotted when the number of transmit antennas is the same as that of receive antennas, varying SNR and the number of antennas, respectively. As indicated in Lemma 5, the figures show that as either SNR or the number of antennas increases, can be approximated by a convex function with higher and higher accuracy.
In the rest of this section, we assume that is a convex function. Hence, problem (30) is turned into a convex and separable problem. Moreover, since its structure is similar to that of problem (2), we can achieve the optimal rate-reliability tradeoff to problem (30) by using the same dual decomposition approach to that in Section III. Due to space limit, we do not repeat the details here.
B. Dynamic Scheduling Policy
The problem formulation for the dynamic scheduling policy is similar to problem (30) . The crucial difference is that, in this more general policy, each link can dynamically adjust the fraction of the transmission time for each of its sources. The extended NUM problem is formulated as (31) In contrast to the static scheduling policy where is a constant, it is now a variable to be determined in the above problem. Due to the second constraint, problem (31) is neither convex nor separable. However, using the same technique as in Section IV, we can turn problem (31) into a convex and separable problem. We take the log of both sides of the second constraint in problem (31) and a log change of variable:
. The problem is turned into (32) where . The structure of the above problem is similar to that of problem (14) . Hence, if the conditions on utility curvature in Lemma 2 are satisfied, it is convex and separable, and the optimal rate-reliability tradeoff can be achieved by using the same dual decomposition approach as in Section IV. Algorithm 2 in that section then readily extends to solve problem (31) .
VII. CONCLUDING REMARKS
Motivated by needs from the application-layer utilities and possibilities at the physical-layer coding, this paper removes the rate-dependency assumption on utility functions and allows the physical-layer adaptive channel coding (or diversity-multiplexing gain control) to tradeoff rate and reliability. The basic network utility maximization is thus extended to concave maximization problems over nonlinear, nonconvex, and coupled constraints, which are much more difficult problems to be solved by distributed and globally optimal algorithms. In particular, the standard price-based distributed algorithm cannot be applied since the entire dimension of reliability is absent from the original formulation of network utility maximization.
We present two new price-based distributed algorithms for two possible formulations of the adaptive channel coding problem: the integrated policy where each link maintains the same code rate for all flows traversing it, and the differentiated policy where each link can assign different code rates for each of the flows traversing it. We also provide sufficient conditions under which convergence to the globally optimal rate-reliability tradeoff can be proved. A key idea is that, in addition to link-updated congestion prices for distributed rate control, we need to introduce source-updated signal quality prices for distributed reliability control. We also show that the optimization framework and distributed algorithms of network-wide rate-reliability optimal tradeoff can be extended from tuning the "knobs" of adaptive channel coding to tuning the "knobs" of diversity-multiplexing gain in wireless MIMO networks.
In the context of "layering as optimization decomposition," as outlined in [13] (see also, e.g., [15] , [21] , [22] , [35] , and [36] ), this paper shows that in the case of joint congestion control in the transport layer and channel coding or MIMO signal processing in the physical layer, the new reliability prices, in addition to the standard congestion prices, become the "layering variables" controlling the optimal interaction between the two layers. The technique of introducing auxiliary flow variables, using a log change of variables, and proving convergence under additional conditions on utility curvatures may also be applicable (e.g., [37] ) to solve other nonconvex and coupled NUM problems in distributed network resource allocation.
