Directed Acyclic Graphs (DAG's) and Error Correction Models (ECM's) are employed to analyze questions of price discovery between spatially separated commodity markets and the transportation market linking them together.
I Introduction
To date, a large amount of research has been undertaken to evaluate the extent to which spatially separated markets are integrated. The popularity of the subject matter is driven in part by the fact that finding continual deviations from the equilibrium level of integration might imply that riskless arbitrage opportunities exist. However, despite the fact that freight rates are notoriously volatile, and the fact that over 5.5 billion tonnes, or 98% of annual world trade is carried by sea, the role of the transportation market in testing for integration within the marketing channel has been largely ignored in the literature. 1 A few notable exceptions do exist. For instance, important research undertaken by Geraci and Prewo (1977) confirmed that it is vital to include transportation costs in the study of integration among spatially separated markets. Goodwin, Grennes and Wohlegant (1990) conclude that failing to account for volatile freight rates can lead to erroneous conclusions in empirical trade research. They carefully demonstrate this point by finding stronger support for the Law of One Price only after they accounted for shipment costs.
Only a handful of studies have directly isolated the effect that volatile freight prices might have on the price discovery process. These include Haigh and Holt (2000) , Hauser and Neff (1990) and Haigh and Bryant (2001) . While the first contribution emphasized the importance of ocean freight volatility within the marketing channel, it was the latter contributions that isolated the extent to which domestic freight volatility (specifically volatile barge rates) contributed to the level uncertainty. However, both studies failed however to discuss in any detail exactly how the prices were linked and did not assess in any detail issues relating to causality among the markets.
Because of the importance of transportation rates in the price discovery process, there has always been considerable amount of interest in developing a forward/futures market for transportation services (Hauser and Buck, 1989) . Indeed, in May of 1985 the
BIFFEX freight futures contract was launched at the London International Financial
Futures Exchange (LIFFE). The contract, based off an index of shipping prices compiled by the Baltic Exchange was designed to hedge freight price risk in the dry-bulk sector of the ocean shipping markets. Indeed, because of its uniqueness (it was the only futures contract on a service) and because of its potential importance, several researchers have investigated its use from a hedging standpoint. Examples include Thuong and Visscher (1990) , Nomikos (1999, 2000) and Haigh and Holt (2000) . These studies invariably conclude that the BIFFEX market is not a particularly effective hedging instrument and does not provide the price risk protection evidenced in other futures markets. Each concludes that its weak performance as a hedging instrument is due to the fact that the contract was based on an index of shipping routes making the hedge less appealing and hence the trading volume lower. As anticipated, in June 2001 LIFFE announced that trading in the BIFFEX contract would cease in April 2002 because of low trading volumes. 2 It seems therefore that there is no way to predict with any degree of accuracy whether or not a new futures contract will be successful, but it may be possible however to provide some quantitative indicators of how important that market is likely to be. This could be especially true if that market is influential or highly influenced in the price discovery process within a marketing channel and causes a significant source of risk for traders in that market.
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The current study makes contributions to the issue of evaluating the potential success of a futures contract from several angles. Using recent high frequency price data we adopt a new framework to analyze the relationship between inland grain prices in Illinois, export grain prices at the U.S. Gulf and the barge market that links them together. In particular, we employ Directed Acyclic Graph (DAG) theory which, to date, has been surprisingly underutilized in both the economics and finance fields. 4 The unique methodology allows us to examine the causal pattern of contemporary relationships among the innovations in the three markets, based off of the familiar Error Correction Model (ECM). Critically, our DAG analysis allows us to address the construction of the data-determined othoganization on contemporaneous innovation covariance, critical in providing sound inference in innovation accounting (Swanson and Granger, 1997) and is used here to assess the dynamic relationships between these markets. From a practical standpoint, this assessment of both the degree of interconnectivity and direction of causation within the marketing channel will be of practical use to physical traders in this marketplace and be of use to exchange administrators int erested in assessing the potential role and success of a new derivative contract.
Therefore it is also the objective of this study to focus on the importance of the barge market and explain in detail its role in the price discovery mechanism of the export marketing channel. The rest of the paper is organized as follows. Section II provides an overview of the econometric methodologies employed in the paper. Section III describes the data, and Section IV presents the empirical results. The last section, Section V, concludes.
II Econometric Methods
A considerable amount of research has attempted to evaluate the degree of interconnectivity between markets employing time-series techniques appropriate for non-stationary and cointegrated data. In particular, much work on applied cointegration analysis has relied on Johansen's multivariate approach (Johansen, 1988 (Johansen, , 1991 Johansen and Juselius, 1990) and readers are directed to these papers for a more complete explanation of the methodology. Examples of papers employing such techniques include Chowdhury (1991) and Goodwin and Piggott (2001) .
First, assume an n-dimensional vector of nonstationary time series, t Y , (n = 3 here). Assuming all variables are non-stationary and the existence of cointegration, then as shown by Johansen and Juselius (1990) the data generation process can be written as error-correction representation as follows:
Equation (1) is nothing more than Vector Autoregression (VAR) (in first differences), with an inclusion of the lagged-level component, which is known as the Error Correction Term. The combination is simply known as an Error Correction Model (ECM). Π is a (3x3) coefficient matrix that may be factored as ' αβ if cointegration is present. The β matrix is a matrix of cointegrating parameters and the matrix α is a matrix of weights (also known as the speed of adjustment parameters) with which each cointegrating vector enters the n equations. Hypothesis tests can also be conducted on these matrices. However, as is the case of standard VAR's, the individual coefficients associated with the ECM can be somewhat difficult to interpret, particularly those associated with the short-run dynamics captured within i Γ . 7 Consequently, innovation accounting techniques may be the best way to describe the structure and interdependencies among the prices within the export marketing channel (Swanson and Granger, 1997) . Therefore, given the ECM, impulse response analysis can be undertaken (based on an equivalent levels VAR) to summarize the dynamic interrelationships among the prices. Undertaking the impulse response analysis in this way addresses the necessity of imposing the cointegrating relationships into the system, which has very recently been proven to be crucial in yielding consistent impulse responses and forecast error decompositions (Philips, 1998) .
However, the basic problem of the orthoganalization of residuals from the ECM remains somewhat unresolved. Most studies employing ECM or VAR's have yet to fully address the problem associated with the contemporaneous relationships among variables.
Despite this, innovation accounting techniques require that a causal assumption about contemporaneous correlation be made. Early work in this area employed the Choleski factorization, with more recent applications concentrating on a 'structural' factorization suggested by Bernanke (1986) and Sims (1986) simply because researchers may not view the world as being recursive (Cooley and Leroy (1985) ). However, the problem with both the Bernanke (1986) and Sims (1986) approach is that it is assumed that the researcher has knowledge of the correct structural model (which is unlikely to be the case). Directed graphs offer a solution to this problem.
Directed Acyclic Graphs
The literature on Directed Acyclic Graphs is extensive. We refer the reader to Pearl (2000) and Spirtes, Glymour and Scheines (2000) for treatments. Briefly, a directed graph is a picture representing causal flow between or among a set of variables.
We 
Recently Swanson and Granger (1997) examined the contemporaneous relationships among innovations (residuals) from a vector autoregression. Under a maintained hypothesis that causal flow on innovations follows a causal chain, they consider the constraints on partial correlation (on observed innovations) and the use of ordinary least squares (ols) regression for testing these constraints. In particular, their Theorem 3.1 (page 361) makes three important points. First, they establish the relationship between vanishing ols estimates and vanishing partial correlation between observed innovations from a first stage VAR, when the original innovations are generated as a (causal chain) recursive ordering. That is to say, if we use ols regression of observed innovations û it on observed innovations û jt and û kt , where a recursive ordering generates the "true" innovations, u kt à u jt à u it , the coefficient associated with û kt , call this • k *, will be zero if and only if the partial correlation between the true u it and u kt given u jt equals zero. Second they show the asymptotic equivalence of ols estimates based on observed innovations and ols estimates based on true innovations for this recursive ordering. So a regression of observed innovations from series i (û it ) on observed innovations from series j (û jt ) and observed innovations from series k (û kt ) will yield asymptotically valid inference on the relationship between true innovations u it , u jt , and u kt . Finally, they point-out the problem with using ols regression to make inferences on other partial correlation constraints, for the recursive flow (u kt à u jt à u it à u ht ) due to the inconsistency of ols. That is to say, this recursive causal flow suggests that the partial correlation between û kt and û jt given û ht should be non-zero (see results given above based on d-separation) . However an ols regression of û kt on û jt and û ht will be inconsistent, since innovations on h are themselves a function of innovations on k.
Below we use the partial correlation (based on Spirtes, Glymour and Scheines (1993)) and not ols regression to test for causal relations between observed innovations in series.
Spirtes, Glymour and Scheines (1993) have applied d-separation in an algorithm
(PC Algorithm) for building directed graphs. PC algorithm is a sequential set of commands that begin with an unrestricted graph where every variable is connected with every other variable and proceeds step-wise to remove lines between variables and to direct "causal flow." The algorithm is described in detail in Spirtes, Glymour, and Scheines (1993, p.117). 9 Briefly, the algorithm (we will summarize only the generic aspects of PC algorithm) begins with a complete undirected graph G on the vertex set X. The complete, In applications, Fisher's z is used to test whether conditional correlations are significantly different from zero. Fisher's z can be applied to test for significance from zero; where:
and n is the number of observations used to estimate the correlations,
is the population correlation between series i and j conditional on series k (removing the influence of series k on each i and j), and |k| is the number of variables in k (that we condition on). If i,j and k are normally distributed and r(i,j|k) is the sample conditional correlation of i and j given k, the distribution of
standard normal. PC algorithm and its more refined extensions are marketed as the software TETRAD II (Scheines, et al 1994) .
As an alternative to PC algorithm we also investigate direct scoring on alternative causal models on observed innovations. In our problem under study we have three 
III Description of the Data
The data for this study cover a two-year time period, from May 6 th , 1999 to May Grain barge rate data covering the same period were also collected for the stretch of river beginning south of Peoria. Specifically, first, weekly barge rate information was collected from the USDA, Agricultural Marketing Service, Transportation and Marketing
Division. This weekly rate (Wednesday quote) reflects the current rate as a percent of the historic benchmark tariff rate (southbound barge freight call session basis trading benchmark (July 1979)). From this figure the dollar per ton rate was obtained by multiplying the quoted rate (a percentage of the benchmark rate) by the historic benchmark rate associated with the south of Peoria region. Such a data series was used by Haigh and Bryant (2001) . Daily rate data were also collected from a large grain trading company that transports grain on a daily basis along this stretch of the river. The data cannot be shared for confidentiality reasons, but to ensure its reliability the Wednesday daily price from the grain trading company was compared with the USDA price. Because both series were found to be almost identical the daily grain and daily barge rates were used throughout.
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Summary statistics on all the prices are presented in Table 1 . As one might expect, the average (mean) grain price at the Gulf is greater than that at Illinois, with the difference being slightly greater than the barge rate linking the two together. Indeed, Figure 1 Panel A plots the daily grain prices at Illinois and the Gulf, and the spread (Gulf -Illinois) and the barge rate are presented in Panel B. This graph also illustrates the strong degree of interconnectivity between these price series. As can be seen in Table 1 the degree of volatility varies among the price series with the grain price series exhibiting identical levels of uncertainty (as measured by the Coefficient of Variation).
Interestingly, barge rate volatility is several times as great as the grain price volatility.
Haigh and Byrant (2001) also found the excess volatility found in this market (relative to other markets). The discussion above indicates that the barge prices and the grain prices are linked together. However, it does not provide detailed evidence on the dynamics of these linkages as well as on the existence of causation among them. It is those issues that we now turn to.
IV Empirical Application

Estimation of the Error Correction Model
In order to implement our ECM we first check the order of integration of each of the price series within the marketing channel. As can be seen from Table 2 , each series is integrated of the first order confirming that the analyses will be conducted on the differenced price series. The ECM was then estimated using the maximum likelihood technique outlined by Johansen and Juselius (1990) . The lag length order was selected based on the Schwarz-loss criterion, (as shown in Table 3 ). 11 (Gonzalo (1994) and Lee and Tse (1996) ), it is unclear of their influences on DAG analysis.
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We also test the individual elements of ' β against zero in the factorization
and investigate the possibility of weak exogeneity of each of the series (testing whether each element of the α vector is equal to zero) and the results are presented in the lower portion of Table 3 . In particular, the middle panel explores the possibility that one of the three series is not in the cointegrating space. We firmly reject the null that price i is not present in the cointegrating space for each series. With respect to the short-run adjustment toward the long run relationships, α , we also test for weak exogeneity on each market. For each market we test for whether or not it responds to perturbations in the cointegrating space. Inspection of the lower panel of Table 3 suggests that both the Illinois and Gulf markets are weakly exogenous and the barge market does all the adjusting to the long-run equilibrium.
Perturbations in our equilibrium relationship was found to be represented as z t = Illinois -.066(Barge)-1.061(Gulf), where z t represents stationary deviations in the longrun equilibrium between the two sets of prices. The t -statistic associated with the barge market suggests that the transportation market does respond to the export marketing channel equilibrium. Put simply, if the price of the Illinois market is high relative to its long-run equilibrium, the barge market responds downwards in period t + 1. This is an especially intuitive result given that one would expect the demand for barges to decrease (and hence prices fall) if the price of grain in Illinois increased. The other part of the ECM framework that isolates the short run dynamics is through the Γ matrix (see equation (1)). Casual inspection of the reported t -statistics associated with this matrix suggests that the dominant market is the barge market (all parameter estimates and associated t -statistics are excluded to conserve space but are available upon request).
The coefficient associate with the lagged differences from the barge market is significant on itself and the Illinois market. Interestingly changes in the Illinois and Gulf markets in period t -1 enter no market in period t with a statistically significant coefficient.
Innovation Accounting
As previously mentioned, the patterns of response and strengths of the relationships among the prices that make up the export marketing channel are quite difficult to decipher by focusing on the individual coefficients separately, either through the speed of adjustment parameters, i α or through the short run dynamics matrix, Γ . A more suitable way to summarize the dynamic relationships between these markets is through well-known innovation accounting techniques, applied to the ECM outlined in equation (7). However, as previously mentioned, crucial to such analysis is the method used to treat contemporaneous innovation. In this study we adopt the factorization known as the "Bernanke ordering". Write the innovation (residual) vector ( t ν ) from the ECM as
, where A is a 3 x 3 matrix and t ε is a 3 x 1 vector of orthogonal 
DAG theory points out that the off-diagonal elements of the scaled inverse of the 
For example, the partial correlation between innovations in prices in the Illinois market and the barge market, given innovations in the Gulf market is -.327. Under the assumption of multivariate normality, Fishers z statistic can be applied to test for significance from zero (see Equation (6)). In this case, the correlation between Illinois and the barge market (-.327) is significantly different from zero at all conventional significance levels (with an associated p -value = .000). Interestingly, in this case all conditional partial correlations are significantly different from zero. That is, the partial correlation between the Illinois market and the Gulf market given innovations in the barge market is .927 (p -value of .000) and the partial correlation between the barge market and the Gulf market given innovations in the Illinois market is .321 (again a pvalue of .000). Curiously, the partial correlations between the Illinois and the barge market and the Gulf and the barge market are of the intuitively correct sign. That is, one would expect an increase in Illinois prices to cause a decrease in barge prices (less demand for barges given the higher price of grain for export), a result found previously when we standardized the cointegrating vector on the Illinois price. Moreover we find
here that an increase in Gulf prices tends to cause an increase in barge prices; a result consistent with the notion that increase in demand for barges would drive these prices upwards given the higher export prices at the Gulf.
The theory of DAG's as given in Spirtes et. al (1993) We apply a modified Schwarz-loss metric to each acyclic graph. 13 The score for each model is given beneath each graph in italics.
SL* = log(|Σ*|) + klog(T)/T.
Here Σ* represents a diagonal matrix consisting of the diagonals elements of the variance covariance matrix associated with a linear representation of the disturbance terms from an acyclic graph fit to innovations from the ECM.
Notice that the minimum SL* metric results from model 13: B à I ßG. The SL* statistic associated with this model is -.484. This is the same model suggested by TETRAD II; although we'll see below that at least one other model is not ruled out by our SL* scoring. The edge I,G is clearly the most important edge in the system.
Notice the score associated with models 4 and 5. Here the I,G edge gives us the lowest single edge score (-.304). Compared to SL* measures for models 2, 3, 8, and 9, where the I,G edge is missing. These latter models give SL* measures that are greater than +1.87.
A qualitatively similar result is found from all two-edge models. Within the set of two edge models (these are models 11,12,13,14,16,17,18,19,21,22,23 and 24) 
Forecast error decompositions and impulse responses (one standard deviation
shocks from the ECM's) based on the DAG's are provided in Table 4 and Figure 3 respectively. The forecast error decompositions allows us to consider which prices within the export marketing channel are statistically exogenous or endogenous relative to each other at differing forecast horizons. As can be seen from Table 4 we analyze a forecast horizon up to 14 days -more than enough time for a barge to travel from this part of the Illinois River (South of Peoria) to the U.S. Gulf. The impulse responses, which allow us to evaluate the dynamic paths of adjustment of each of the prices to shocks in the data series, are illustrated in Figure 3 . They too allow a 14-day window.
The first column in the output for the forecast error decompositions is the standard error of the forecast for each particular price series. The remaining columns illustrate the error decompositions. As usual, each row should add up to 100 (but may not here due to rounding). As can be seen, the Illinois market is heavily influenced by the Gulf market. The Gulf explains 84.78% of the variation in the Illinois market after just one-day. Recall, our results from the DAG analysis suggest that the Gulf market 'causes' the Illinois market in contemporaneous time, and apparently continues to do so in the short run (1 day) out to the longer term of 14 days, where it still explains over 78%.
The barge market has some influence on the Illinois market, although its effect is not as large as the Gulf's. Indeed, the barge market explains about 1.6% of the variation after 1 day and finishes at about 3.9% after 14 days. Once again, this result is consistent with the DAG analysis. There, the barge market 'caused' the Illinois market in contemporaneous time. The remaining portion of the variation is attributed to the Illinois market itself (13.6% after 1 day and about 17.7% after 14 days).
Perhaps the most interesting finding is associated with the forecast error decompositions associated with the barge market. Consistent with the DAG graphs analysis, the barge market is not influenced by either the Illinois or the Gulf markets in the very short run (1 day). Indeed, after 1 day the barge market is exogenous, as it explains 100% of its own variation. Over time, however, a different pattern emerges.
While some of the variation can be explained by the Gulf market at time passes, the vast majority of the variation of the barge rate can be attributed to the Illinois market. Indeed, after the 14 days have passed about 58% of the variation can be attributed to the Illinois market. Clearly, over time, the barge market is susceptible to large volatility shocks arising from the very market that it serves.
The Gulf market is also 100% exogenous in the short run (1 day) a result consistent with the direction of causality in the DAG analysis. Indeed, as time passes, while not being completely exogenous, very little of the variation in the market is being explained by the domestic influences of the Illinois market and the barge market that connects the two together. It seems to be a plaus ible hypothesis therefore that the Gulf market is being influenced by other global factors, but it in turn affects the Illinois market which then influences the barge market as time passes. Put another way, the Gulf market does not seem to influence the barge market directly, but rather its informational effect is transmitted through the Illinois market and then onto the barge market shortly thereafter.
Focusing our attention on the impulse responses in Figure 3 we see an identical pattern emerge. For instance, the left-hand panel of the chart illustrates the response of each market to a shock in the Illinois market. While the Illinois and Gulf markets are somewhat affected by a shock from the Illinois market, it is the barge market that is most heavily influenced, a finding consistent with the error decompositions. Indeed, it is only after about the 14 days that the barge market stabilizes, yet still remains affected. Clearly a shock from the Illinois market creates considerable volatility in the barge industry, which could, if unhedged, be extremely detrimental to physical traders in this industry.
Interestingly, the sign of the shock is as one might expect (negative), a result consistent with the finding of a negative conditional correlation between the markets. That is, an increase in Illinois prices should correspond with a decrease in barge rates (as explained previously). Note also that while the barge rate is affected by the Illinois price over time, it starts out at zero, a finding consistent with the DAG analysis whereby the Illinois market does not affect the barge market in contemporaneous time. This can also be said about the affect of the Illinois market on the Gulf market. An innovation in the barge market has almost no affect the Gulf market (bottom graph of the middle panel), just like the innovation in the Illinois market had no affect. Once again, the Gulf market can be deemed to be exogenous to the other domestic linkages. However, as shown by the top graph in the middle panel, the Illinois market is somewhat affected by the barge market, and the sign of the response (negative) is, once again, consistent with earlier intuition.
The last panel of the impulse response graph illustrates the response of the inland markets to a shock in the Gulf market. As can be seen by the top graph, the Illinois market is immediately and strongly affected by a shock originating out of the Gulf. This is a result found previously in both the DAG framework and the forecast error decompositions. A shock to the Gulf market also has an affect on the barge market that feeds it. However, consistent with the DAG analysis, it does not have an immediate affect. However, as time passes, the barge market reacts positively, an intuitively pleasing result.
V Concluding Remarks
In recent years there has been a plethora of research looking at the level of interconnectivity between different yet related markets, but to date, no study has analyzed the degree of interconnectivity within a marketing channel in a truly dynamic manner.
In this study, we apply Directed Acyclic Graphs (DAG's) to make causal statements amongst three related markets in contemporaneous time. We apply these results to the heretofore well-understand Error Correction Model to address issues surrounding dynamic patterns of price discovery using both forecast error decompositions and impulse responses.
Our results illustrate that information from the Gulf market is critical in the price discovery process over all time horizons. While the globally influenced Gulf market does not heavily influence the barge market that connects it to its inland grain source at Illinois in contemporaneous time, it is somewhat affected as time passes. However, it is the Illinois market that is immediately influenced by the Gulf. This affect seems to ripple through to the transportation market as time passes, reversing the direction of causation from the barge market influencing the Illinois market in contemporaneous time, to the Illinois market heavily influencing the barge market out into the longer term. It seems therefore, that over the longer term both the domestic and international markets heavily influence the barge market and shocks to these markets can greatly influence rates, negatively, or positively depending upon where the shock originates. These shocks, whether they originate from the Gulf or inland cause excess volatility in the barge market, which could be detrimental to unhedged physical traders in this marketing channel.
This paper has therefore, no t only shed light on the degree of interconnectivity between several important markets using unique econometric methods but also sheds some light on the importance of the barge market critical in linking markets together.
Our results seem to support the existence of the newly developed barge rate futures contract, but like so many other futures contracts that are designed, time can only tell whether the market will be successful. Fuller (1976) . They are -2.57 (10%), -2.88* (5%) and -3.46 (1%). Therefore, based on these results are series are I(1). The optimal lag length (K) was based on the Schwarz Bayesian Criterion (1978). Each graph is scored (in italics) using a modified Schwarz loss metric: SL* = log(|Σ|) + klog(T)/T; where Σ is the matrix of diagonal elements from the residual error covariance matrix, T is the number of observations (518) and k is the number of regressors in the three variable system. 2 Over its life, the BIFFEX contract has generated a varying degree of trading interest.
For instance, at is peak in 1988 the volume reached 97335 contracts (or about 383 contracts per day). However, since November 1999, when the underlying index was cha nged for the last time (it has been changed a total of 13 times to try and generate trading interest) trading volume only reached an average of 17 contracts a day. Indeed, according to Carlton (1984) , 31% of futures contracts introduced in the United States between 1921 and 1983 died within their first two years of trading.
3 See Carlton (1984) for a description of the important features that a commodity traded on a futures exchange should possess in order to be successful. 4 Only a handful of papers have employed DAG analysis in economics. Examples include: Bessler and Akleman (1998) and Bessler and Fuller (2000) . 5 For soybeans in particular, which are analyzed in this study, the total tonnage exported out of the U.S. from all ports in this time period was 57.93 million tonnes on a total of 3864 vessels to 44 different countries. However, 40.07 million of those tonnes (or 69.2% of the total) left the U.S. Gulf at New Orleans from the Mississippi River on a total of 1686 vessels to 39 different countries.
6 Unlike the BIFFEX futures contract, the barge futures contract is not based on an index of prices. Full details on the barge rate futures contract can be found at the Exchange web site: www.merchants-excha nge.com. To date, only one paper has attempted to analyze the feasibility of a futures market for barge freight (Hauser and Buck, 1989) .
That research, except for some static regression techniques, analyzed the potential role of the market in a largely qualitative manner. The research did recommend that a barge futures contract be developed.
7 Papers by Phillips (1994) and Toda and Philips (1994) illustrate that simply observing the loading vectors associated with the ECM may not be sufficient to properly define/distinguish between short and long run causation. We recognize this limitation but point out that it is common for researchers to use the terms 'short' and 'long' run in applied cointegration research. We use these terms here but are aware of the inability to properly differentiate between these effects. 8 Spirtes, Glymour and Scheines (1993) give the conditions, faithfulness and a causal Markov assumption, which allow us to use patterns in correlation structure to identify a graphical structure from data.
9 It is worth noting that the PC algorithm assumes that there are no latent common causes of the three measured variables (Illinois, barge and Gulf prices). In contrast, the related FCI algorithm does not make such an assumption and while the conclusions that it draws from this data are weaker than the conclusions that follow the PC algorithm they do not rely on the somewhat dubious assumption of no latent common causes. The more complex FCI algorithm is documented in Spirtes, Glymour and Scheines (1993) .
