The structure in cortical micro-circuits deviates from what would be expected in a purely random 19 network, which has been seen as evidence of clustering. To address this issue we sought to reproduce 20 the non-random features of cortical circuits by considering several distinct classes of network topology, 21 including clustered networks, networks with distance-dependent connectivity and those with broad 22 degree distributions. To our surprise we found that all these qualitatively distinct topologies could 23 account equally well for all reported non-random features, despite being easily distinguishable from 24 one another at the network level. This apparent paradox was a consequence of estimating network 25 properties given only small sample sizes. In other words, networks which differ markedly in their global 26 structure can look quite similar locally. This makes inferring network structure from small sample sizes, 27 a necessity given the technical difficulty inherent in simultaneous intracellular recordings, problematic.
Introduction P (i ↔ j) = p bid , P (i → j) = P (j → i) = p uni /2.
(1)
The sparseness and the number of bidirectional connections relative to random are 98 p = p bid + puni 2 , R = p bid p 2 .
(2)
Clusters (Cl) Each neuron belongs to one or more clusters and cluster membership is homogeneous across 99 the network. This means that, for any neuron i, the number of other neurons that share a cluster with 100 i is almost constant. More precisely, if n i denotes the number of neurons that are at least in one of the 101 clusters of i,
102
Var(n i )
as N → ∞. The typical example is a network with a fixed number of clusters C N where each neuron 103 belongs to one cluster that is chosen uniformly at random. In this case, n i ∼ Binomial(N − 1, 1/C), so 
In our simulations each neuron belongs to one cluster which is chosen uniformly at random, so the expected 108 cluster size is N/C and
Therefore, neurons can be simultaneously in different clusters and clusters may have non empty overlap. p 114 and R are given by expression (5) as before, but now the expected fraction of pairs in the same cluster is
Defining again n i as the number of neurons that are at least in one of the clusters of i, 116 E[n i ] = (N − 1)f + ,
so, if C is fixed and N is large,
for C ≥ 2. This means that there is a non negligible variability across neurons in terms of cluster mem-118 bership, which has important consequences for the statistics that we will consider later.
119
Distance (Dis) Connections are made independently with a probability that decays with the distance r ij 120 between the neurons i and j:
We have 122 p = p(r) ,
where denotes an average over the distribution of distances in the network. We assume that distances 123 are homogeneously distributed in the network, i.e., that the proportion of neurons that are a given distance 124 away from a neuron i does not vary substantially from i to i. This condition is analogous to requirement
125
(3) for clustered networks. When it does not hold, the model belongs to the Cl-Het class in terms of the 126 properties studied in this paper.
127
Degree (Deg) We consider networks defined by a given joint in/out-degree distribution f (in, out) (k, k ).
128
One realization of the model is obtained by generating a degree sequence
pendent instantiations of f (in, out) and uniformly selecting one network among the family of directed graphs
as their degree sequence.
The sparseness is
in the large N limit.
135
In this model, the connection probability once the network degrees are known can be approximated by
and, since, once conditioned to the degrees of neurons i and j, i → j and j → i can be considered 137 independent events,
where σ 2 in , σ 2 out and ρ stand for the in/out-degree variances and the Pearson correlation coefficient of 139 individual in/out-degrees, respectively.
140
A more general family of networks: the Modulator model It is possible to consider a very general 141 class of network models in which each neuron i has an associated parameter x i and the connections are 142 made independently with probability
where {x i } N i=1 are independent and identically distributed random variables. All the previous models 144 except the ER-Bi can be interpreted, at least locally, as particular cases of this model. 
which defines a decreasing sigmoid function whose absolute slope is maximal at r = t and its value 167 is −s. In the simulations of Fig. 6C is no longer given byf (in, out) , the statistics K and Cov(K in , K out ) are preserved (assuming that N is large andK in/out N ). The degree variances become larger, in particular σ 2 in/out =σ 2 in/out + K , and this results in the correlation coefficient being smaller, ρ <ρ.
177
In all our simulations, the variablesK in ,K out followed Gamma distributions with a shift of magnitude 178 D > 0. In almost all our simulations they had to be positively correlated and we defined them in the
K in andK out follow D-shifted Gamma(κ = κ 1 + κ 2 , θ) distributions and their correlation coefficient is Fig. 2B we also constructed networks with negative degree correlation. In this case we first 183 generatedK in andK out independently and then we inversely ordered the two sequences
By reordering a fraction of values in one of the two sequences we could adjust the correlation 185 coefficient.
186
Parameter values for Modulator networks shown in Fig. 8 187 For all three networks N = 100, p = 0.3. In the Dis model the modulatory variable represents spatial to which pre-and post-synaptic neurons belong and g is a symmetric function. In particular, g(x, y) = 
where r is the normalized distance r = d−dmin dmax−dmin ∈ [0, 1] that is computed from the real distance d in µm 206 and minimal and maximal distances derived from the data, d min = 10µm, d max = 350µm. We took a = 1,
where f 1 and f 2 have the form
and their parameters are shown in Table 1 . The modulators {x i } i are independent from neuron to neuron 210 and are drawn from a Gaussian distribution with mean 0 and standard deviation 0.5.
211
To obtain a distribution of distances in the simulated data close to the sampled distances in the experiment, 212 we directly generated samples as in the real experiment. In each sample, the first neuron was located in 213 the origin of coordinates and the others were sequentially located on the same plane at a position obtained 214 by drawing a random angle α ∈ [0, 2π) and a radius r from a Gamma(κ, θ) distribution, κ = 3.26, θ = 0.08.
215
The radius was then rescaled as d = d 0 + (d 1 − d 0 ) * r, d 0 = 16µm, d 1 = 250µm. We avoided having 216 neurons too close in space by checking, at every step, if the last neuron was closer than a limit distance 217 d lim = 14µm to the already created neurons in the sample. In this case we chose a new position.
218
In/out-degree correlation in small samples 219 Given a random sample of a network, we define the sample degree correlation (SDC) as the Pearson 220 correlation coefficient between in-and out-degrees of individual neurons in the sample: In order to compute the SDC in our models we first need to introduce the following statistics. Given any 223 network and random nodes i, j, k, we define
Note that these quantities do not trivially coincide with the motifs first defined in Song et al. (2005) and 225 reproduced here in Fig.2A . For example, the occurrence of the convergent motif number 5 above chance in , where p uni = 2p(1 − pR), p bid = p 2 R and the factor 227 3 accounts for the different permutations of i, j and k which produce the same topological configuration.
228
The motifs needed to compute the SDC are not conditioned on the presence or absence of any additional 229 structure in the neuron triplet, merely the existence of, for example, a convergent motif. Therefore, our
230
Conv motif is actually a weighted sum of all motifs in Fig.2A containing at least one convergent node, i.e. 231 5, 7, 9-10, 12-16.
232
The in-and out-degrees of a node i in a sample of size n can be expressed as
where X ij = 1 whenever j → i and X ij = 0 otherwise (the sums in (23) are over the n indices of the neurons in the sample). Explicitly computing the sample degree variances and the covariance between in-and out-degrees of neuron i from expression (23) we find
In the ER-Bi model, the pair to pair independence implies that Conv = Div = Chain = 1 and
In the Modulator model, the quantities p, R, Conv, Div, Chain can be rewritten in terms of moments of 
where indicates an average over the distribution of x, y, z, which are independent and identically 240 distributed random variables. We have the following particular cases:
241
(i) If g(x, y) is independent of g(x, z), g(z, x), g(z, y) and g(y, z), then Conv = Div = Chain = 1 and 242 SDC = p 1−p (R − 1).
In the Cl and Dis models, the property of being in the same cluster (Cl) and the distance between a 243 pair (Dis) can be assumed to be independent from one pair to another when N is large, so (27) is a 244 good approximation of the sample degree correlation as long as n N .
245
(ii) If g is symmetric, that is, g(x, y) = g(y, x), then Conv = Div = Chain and
This is the case of the Cl-Het model. Note that in the Cl/Dis models g is also symmetric, so this 247 expression for SDC is a generalization of (27), which is recovered whenever Var(k in i )Var(k out i ) = (iii) If g is multiplicative, that is, g(x, y) = g 1 (x)g 2 (y), then Chain 2 = R and 250 SDC = (n − 1) was Cl/Dis, we chose one of these two models with equal probability. In the Cl case, we selected the 260 number of clusters randomly and then computed p + and p − to get the desired p and R. In the Dis case, we 261 chose a dimension (1 or 2) randomly and then placed neurons in periodic lattices of the given dimension.
262
Then we determined the parameters s and t of Eq. (16) to fit p and R. If the selected model was Cl-Het 263 we did exactly the same as in the Cl case. Finally, in the Deg model we chose D and ρ > 0 randomly and 264 then found θ, κ 1 and κ 2 to fit p and R.
265
To classify a network according to the SDC, we took m random samples of size n = 12 each. From the estimated σ 2 , and the standard deviation, a measure of the standard error (SE). The same is done to 299 estimate the real SDC and its SE. On the other hand, we estimated the mean and the SE for p, R and the 
