A new method for extracting valuable process information from input-output data is presented in this paper using a pseudo-gaussian basis function neural network with regression weights. The proposed methodology produces dynamical radial basis function, able to modify the number of neuron within the hidden layer. Other important characteristic of the proposed neural system is that the activation of the hidden neurons is normalized, which, as described in the bibliography, provides better performance than non-normalization. The effectiveness of the method is illustrated through the development of dynamical models for a very well known benchmark, the synthetic time series Mackey-Glass.
Introduction
RBF networks form a special neural network architecture, which consists of three layers, namely the input, hidden and output layers. The input layer is only used to connect the network to its environment. Each node in the hidden layer has associated a centre, which is a vector with dimension equal to that of the network input data. Finally, the output layer is linear and serves as a summation unit:
where the radial basis functions φ i are nonlinear functions, usually gaussian functions [9] . An alternative is to calculate the weighted average F Assuming that training data (x i , y i ), i = 1, 2, . . . , D are available and have to be approximated, the RBF network training problem can be formulated as an optimization problem, where the normalized root mean squared errors (NRMSE) between the true outputs and the network predictions must be minimized with respect to both the network structure (the number of nodes K in the hidden layer) and the network parameters (center, sigmas and output weights):
where σ 2 z is the variance of the output data, and e 2 is the mean-square error between the obtained and the desired output. The development of a single procedure that minimizes the above error taking into account the structure and the parameters that define the system, is rather difficult using the traditional optimization techniques. Most approaches presented in the bibliography consider a fixed RBF network structure and decompose the optimization of the parameters into two steps: In the first step the centres of the nodes are obtained (different paradigms can be used as cluster techniques, genetic algorithms, etc .) and in the second step, the connection weights are calculated using simple linear regression. Finally, a sequential learning algorithm is presented to adapt the structure of the network, in which it is possible to create new hidden units and also to detect and remove inactive units.
In this paper we propose to use a pseudo-gaussian function for the nonlinear function within the hidden unit. The output of a hidden neuron is computed as:
The index i runs over the number of neurons (K) while v runs over the dimension of the input space (v ∈ [1, D] ). The behaviour of classical gaussian functions and the new PG-RBF in two dimensions is illustrated in Fig. 1 and Fig. 2 .
The weights connecting the activation of the hidden units with the output of the neural system, instead of being single parameters, are functions of the input variables. Therefore, the w i are given by:
where b v i are single parameters. The behaviour of the new PGBF in two dimensions is illustrated in Fig.1 . Therefore, the structure of the neural system proposed is modified using a pseudo-gaussian function (PG) in which two scaling parameters σ are introduced, which eliminate the symmetry restriction and provide the neurons in the hidden layer with greater flexibility for function approximation. Other important characteristics of the proposed neural system are that the activation of the hidden neurons is normalized and that instead of using a single parameter for the output weights, these are functions of the input variables which leads to a significant reduction in the number of hidden units compared with the classical RBF network.
Sequential Learning Using PGBF Network
Learning in the PGBF consists in determining the minimum necessary number of neuron units, and in adjusting the parameters of each individual hidden neuron, given a set of data (x n ,y n ) [5] . The sequential learning algorithm starts with only one hidden node and creates additional neurons based on the novelty (innovation) in the observations which arrive sequentially. The decision as to whether a datum should be deemed novel is based on the following conditions:
If both conditions are satisfied, then the data is considered to be novel and therefore a new hidden neuron is added to the network. This process continues until a maximum number of hidden neurons is reached. The parameters ξ and ζ are thresholds to be selected appropriately for each problem. The first condition states that the error must be significant and the second deals with the activation of the nonlinear neurons. The parameters of the new hidden node are determined initially as follows:
where γ is an overlap factor that determines the amount of overlap of the data considered as novel and the nearest centre of a neuron. If an observation has no novelty then the existing parameters of the network are adjusted by a gradient descent algorithm to fit that observation. We propose a pruning strategy that can detect and remove hidden neurons, which although active initially, may subsequently end up contributing little to the network output. Then a more streamlined neural network can be constructed as learning progresses. For this purpose, three cases will be considered:
-(a) Pruning the hidden units that make very little contribution to the overall network output for the whole data set. Pruning removes a hidden unit i when:
where χ 1 is a threshold. 
. As a guide to determine when two neurons present similar behaviour, this can be expressed in terms of the inner product ψ i ·ψ j < χ 3 . If the inner product is near one then ψ i and ψ j are both attempting to do nearly the same job (they possess a very similar activation level for the same input values).In this case, they directly compete in the sense that only one of these neurons is selected and therefore the other one is removed.
If any of these conditions are fulfilled for a particular neuron, the neuron is automatically removed.
The final algorithm is summarized below:
Step 1: Initially, no hidden neurons exist.
Step 2: Set n = 0, K = 0, h = 1, where n, K and h are the number of patterns presented to the network, the number of hidden neurons and the number of learning cycles, respectively. Set the effective radius ·h Set the maximum number of hidden neurons M axN euron.
Step 3: For each observation (x n , y n ) compute: a) the overall network output:
b) the parameter required for the evaluation of the novelty of the observation; the error e n = y n − F * RBF and the maximum degree of activation β max . If ((e n > ξ) and (β max < ·h) and (K < M axN euron)) allocate a new hidden unit with parameters:
else apply the parameter learning for all the hidden nodes:
Step 4: If all the training patterns are presented, then increment the number of learning cycles (h = h + 1), and check the criteria for pruning hidden units:
Step 5: If the network shows satisfactory performance (NRMSE < π * ) then stop. Otherwise go to Step 3.
Using GA to Tune the Free Parameters of the Sequential Learning Algorithms
Stochastic algorithms, such as simulated annealing (SA) or genetic algorithms (GA) are more and more used for combinatorial optimization problems in diverse fields, and particularly in time series [6] . The main advantage of GA upon SA is that it works on a set of potential solutions instead of a single one; however, on particular applications, the major inconvenient lies in the difficulty of carrying out the crossover operator for generating feasible solutions with respect to the problem constraints. Insofar as this last point was not encountered in this study, a GA [2, 4] has been retained. Genetic algorithms are searching methods based upon the biological principles of natural selection and survival of the fittest introduced by Charles Darwin in his seminal work "The Origin of Species" (1859). They were rigorously introduced by [2] . GAs consist of a population of individuals that are possible solutions and each one of these individuals receives a reward, known as "fitness", that quantifies its suitability to solve the problem. In ordinary applications, fitness is simply the objective function. Individuals with better than average fitness receive greater opportunities to cross. On the other hand, low fitness individuals will have less chance to reproduce until they are extinguished. Consequently, the good features of the best individuals are disseminated over the generations. In other words, the most promising areas of the search space are explored, making the GA converge to the optimal or near optimal solution.
The 'reproduction' process by which the new individuals are derived consists in taking the chromosomes of the parents and subjecting them to crossover and mutation operations. The symbols (genes) from parents are combined into new chromosomes and afterwards, randomly selected symbols from these new chromosomes are altered in a simulation of the genetic recombination and mutation process of nature. The key ideas are thus the concept of a population of individual solutions being processed together and symbol configurations conferring greater fitness being combined in the 'offspring', in the hope of producing even better solutions.
As far as this paper is concerned, the main advantages of a GA strategy lie in: -1. The increased likelihood of finding the global minimum in a situation where local minima may abound. -2. The flexibility of the approach whereby the search for better solutions can be tailored to the problem in hand by, for example, choosing the genetic representation to suit the nature of the function being optimized.
In the Sequential learning algorithms proposed in section 2, there exist different parameter that should be tuned in order to obtain optimal solution. This parameters are: ξ, ζ, χ 1 , χ 2 , χ 3 . One possibility is to make this work by trial and error, and the second possibility is to use the GA as an optimization tool that must decided the best value for this parameters. In the way described above, the relations between the different paradigms are described in figure 3: 
Application to Time Series Prediction
In this subsection we attempt a short-term prediction by means of the algorithm presented in the above subsection with regard to the Mackey-Glass time series data. The Mackey-Glass chaotic time series is generated from the following delay differential equation:
When τ > 17, the equation shows chaotic behaviour. Higher values of τ yield higher dimensional chaos. To make the comparisons with earlier work fair, we chose the parameters of n = 4 and P = 6. To compare our approach with earlier works, we chose the parameters presented in [6] . The experiment was performed 25 times, and we will show graphically one result that is close to the average error obtained. Fig4a) shows the predicted and desired values (dashed and continuous lines respectively) for both training and test data (which is indistinguishable from the time series here). As they are practically identical, the difference can only be seen on a finer scale (Fig4b)). Table 1 compares the prediction accuracy of different computational paradigms presented in the bibliography for this benchmark problem (including our proposal), for various fuzzy system structures, neural systems and genetic algorithms [4, 5, 6, 7] (each reference use different number of decimal for the prediction, we take exactly the value presented).
Conclusion
This article describes a new structure to create a RBF neural network that uses regression weights to replace the constant weights normally used. These regression weights are assumed to be functions of the input variables. In this way the number of hidden units within a RBF neural network is reduced. A new type of nonlinear function is proposed: the pseudo-gaussian function. With this, the neural system gains flexibility, as the neurons possess an activation field that does not necessarily have to be symmetric with respect to the centre or to the location of the neuron in the input space. In addition to this new structure, we propose a sequential learning algorithm, which is able to adapt the structure of the network. This algorithm makes possible to create new hidden units and also to detect and remove inactive units. We have presented conditions to increase or decrease the number of neurons, based on the novelty of the data and on the overall behaviour of the neural system, respectively. The feasibility of the evolution and learning capability of the resulting algorithm for the neural network is demonstrated by predicting time series.
