Let S and T be linear operators in a linear space such that S ⊂ T . In this note an estimate for the codimension of dom S n in dom T n in terms of the codimension of dom S in dom T is obtained. An immediate consequence is that for any polynomial p the operator p(S) is a finite-dimensional restriction of the operator p(T ) whenever S is a finite-dimensional restriction of T . The general results are applied to a perturbation problem of selfadjoint definitizable operators in Krein spaces. (2000). Primary 47A05; Secondary 47B50.
Introduction
Let S and T be linear operators in a vector space and assume that S is a restriction of T , i.e., the domain dom S of S is a subset of the domain dom T of T and Sx = T x holds for all x ∈ dom S. Clearly, for any n ∈ N also the n-th power S n of S is a restriction of the n-th power T n of T . In this note we verify the useful formula dim dom T n dom S n ≤ n · dim dom T dom S , n ∈ N, (1.1) which relates the codimension of dom S n in dom T n with the codimension of dom S in dom T . Note, that if S is a finite-dimensional restriction of T and p is a polynomial, then (1.1) immediately implies that also p(S) is a finite-dimensional restriction of p(T ). This observation will be used to improve a classical result from P. Jonas 
Domains of Powers of Linear Operators
Let X be a vector space and let M and N be subspaces of X . Then it is well known (cf., e.g., [K, §7.6] ) that there exists a subspace G ⊂ X with
where ∔ denotes the direct sum of two subspaces. The subspaces M and N will be called isomorphic (in signs: M ∼ = N ) if there exists a bijective linear mapping F : M → N . Let S and T be linear operators in X defined on the subspaces dom S and dom T , respectively, and assume that dom S ⊂ dom T and Sx = T x, x ∈ dom S, holds, i.e., S is a restriction of T . We shall also write S ⊂ T in the sense of graphs. If X is a normed vector space the operators S and T may be unbounded and nonclosed. In the following, a relation between the codimensions of dom S n in dom T n , n ∈ N, and the codimension of dom S in dom T will be established, cf. (1.1) and Proposition 2.3. First two auxiliary statements will be proved, the following one of which may be of independent interest.
Proposition 2.1. Let S and T be linear operators in X and assume that S is a restriction of T . Then for every n ∈ N and k ∈ {0, 1, . . . , n} we have
Proof. Let n ∈ N, k ∈ {0, 1, . . . , n}, set Y := dom T k ∩ ran T n−k dom S k ∩ ran S n−k and Z := ker T n−k ker S n−k , and denote the cosets in Y and Z by [ · ] Y and [ · ] Z , respectively. Since ker S n−k = ker T n−k ∩ dom S n by (2.1) there exists a subspace G ⊂ dom T n with dom T n = dom S n ∔ G (2.2) ker T n−k = ker S n−k ∔ (ker T n−k ∩ G).
(2.3)
By Q we denote the projection in dom T n onto dom S n with respect to the decomposition (2.2). Now, we choose projections P S in dom S n onto ker S n−k and P G in G onto ker T n−k ∩ G and define P : dom T n → dom T n by
Then P is a projection in dom T n onto ker T n−k with
Let the linear mapping F : dom T n → Y × Z be defined by
In the following we will show ker F = dom S n and ran F = Y × Z.
(2.5)
. Then the mapping F :
is a well-defined linear injection.
The following proposition is the main result of this section.
Proposition 2.3. Let S and T be linear operators in X and assume that S is a restriction of T . Then for every n ∈ N we have
Corollary 2.4. Let S and T be linear operators in X and assume that S is a finite-dimensional restriction of T , i.e., dim(dom T /dom S) < ∞. Then for any polynomial p the operator p(S) is a finite-dimensional restriction of the operator p(T ).
Proof of Proposition 2.3. The assertion will be proved by induction. Obviously (2.6) is true for n = 1. Suppose that (2.6) holds for some n ∈ N. Then with the help of Proposition 2.1 and Lemma 2.2 we obtain
Now, an application of Proposition 2.1 for the case k = 0 and n = 1 implies the assertion of Proposition 2.3.
We note that relation (2.6) is in general not an equality. As an example, consider the case T = I and S = T ↾ M where codim M = 1.
Finite Rank Perturbations of Definitizable Operators
In this section we apply the results of the previous section to symmetric operators of finite defect in Krein spaces. For the basic theory of Krein spaces and linear operators acting therein we refer to the monographs [AI] and [B] .
A (possibly nondensely defined) operator S in a Krein space (K, [· , ·] ) is called symmetric if [Sx, x] is real for all x ∈ dom S. Recall also that a closed symmetric operator S in K is said to be of defect m ∈ N if there exists a selfadjoint extension A of S in K, i.e. S ⊂ A = A + (where A + denotes the adjoint of A with respect to [· , ·]), such that dim(A/S) = m. Observe that A can be multivalued if dom S is not dense in K. However, it is always possible to choose a selfadjoint extension A of S which is an operator; then the defect of S coincides with dim(dom A/dom S).
A point λ ∈ C is said to be a point of regular type of a closed operator T in the Krein space K if ker (T − λ) = {0} and ran (T − λ) is closed. The set of points of regular type of T will be denoted by r(T ).
A selfadjoint operator A in K is said to be definitizable if its resolvent set ρ(A) is nonempty and there exists a real polynomial q, q = 0, such that [q(A)x, x] ≥ 0 for all x ∈ dom q(A).
We refer to [L] for a detailed study of the spectral properties of definitizable operators in Krein spaces. It was shown by P. Jonas and H. Langer in [JL, Theorem 1] that a definitizable operator remains definitizable under finite rank perturbations in resolvent sense if the perturbed operator is selfadjoint and has a nonempty resolvent set. This result was recently improved in [ABT, Theorem 2.2] where the assumption on the nonemptiness of the resolvent set of the perturbed operator was dropped. In the following we give a new simple proof of [ABT, Theorem 2.2] which makes use of the results in Section 2.
Theorem 3.1. Let A and B be selfadjoint operators in the Krein space K and assume that the symmetric operator
is of finite defect. Then A is definitizable if and only if B is definitizable.
Proof. Assume that A is definitizable and let q = 0 be a real definitizing polynomial for A. We have to verify that ρ(B) is nonempty. Then the assumption that S is of finite defect implies that
is a finite rank operator and therefore the statement follows from [JL, Theorem 1] . By [L] the set C\R with the exception of at most finitely many points belongs to ρ(A) and it follows from σ(q(A)) = q(σ(A)) (cf. [DS, VII.9, Theorem 10] ) that ρ(q(A)) ∩ (C \ R) = ∅. Therefore q(A) is a selfadjoint nonnegative operator in the Krein space K and hence C \ R ⊂ ρ(q(A)) (3.1) holds. As ρ(A) ⊂ r(S), and thus r(S) = ∅, a slight variation of the proof of [DS, VII.9, Theorem 7] shows that q(S) is a closed operator. By Corollary 2.4 q(S) has finite defect, and therefore also the symmetric extension q(B) of q(S) has finite defect and is closed. Thus, there exists a selfadjoint extension T of q(B) which is an operator.
Next we show in the same way as in the proof of [CL, Proposition 1.1] that T has nonempty resolvent set. Since the symmetric form [q(S)·, ·] on dom q(S) is nonnegative, the form [T ·, ·] on dom T has at most n := dim(dom T /dom (q(S))) negative squares. Moreover, (3.1) implies C \ R ⊂ r(q(S)) and thus ran (T − λ) is closed for all λ ∈ C \ R. Assume now that there are n + 1 different eigenvalues λ 1 , . . . , λ n+1 in one of the open halfplanes with corresponding eigenvectors x 1 , . . . , x n+1 . As dom T is dense [B, Lemma I.10 .4] implies that there exist vectors z 1 , . . . , z n+1 ∈ dom T such that [x i , z j ] = δ ij , i, j = 1, . . . , n + 1. By setting y j := λ −1 j z j ∈ dom T we have [T x i , y j ] = δ ij , i, j = 1, . . . , n + 1, and it follows that L := span{x 1 , . . . , x n+1 , y 1 , . . . , y n+1 }, [T ·, ·] is a Krein space which contains the neutral subspace span{x 1 , . . . , x n+1 }. Hence L also contains an (n+1)-dimensional negative subspace, which is impossible as [T ·, ·] has at most n negative squares. This shows that there exists a pair µ,μ ∈ r(T ) which by the selfadjointness of T implies µ,μ ∈ ρ(T ). The operator T is thus definitizable, see, e.g., [L, I.3, Example (c) ] and, in particular, the set C \ R with the possible exception of at most finitely many points belongs to ρ(T ). For all λ ∈ ρ(T ) ∩ ρ(A) we have ker (q(B) − λ) = {0} and both ran (q(B) − λ) and ran (B − λ) are closed. This together with σ p (q(B)) = q(σ p (B)) implies that there exists a point µ ∈ C such that µ,μ ∈ r (B) . But then the selfadjointness of B yields µ,μ ∈ ρ(B) and, in particular, ρ(B) = ∅.
