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Abstract
We construct dynamics of two-dimensional Young diagrams, which are naturally asso-
ciated with their grandcanonical ensembles, by allowing the creation and annihilation
of unit squares located at the boundary of the diagrams. The grandcanonical ensem-
bles, which were introduced by Vershik [17], are uniform measures under conditioning
on their size (or equivalently, area). We then show that, as the averaged size of
the diagrams diverges, the corresponding height variable converges to a solution of a
certain non-linear partial differential equation under a proper hydrodynamic scaling.
Furthermore, the stationary solution of the limit equation is identified with the so-
called Vershik curve. We discuss both uniform and restricted uniform statistics for
the Young diagrams.
1 Introduction
The asymptotic shapes of two-dimensional random Young diagrams with large size were
studied by Vershik [17] under several types of statistics including the uniform and restricted
uniform statistics, which were also called the Bose and Fermi statistics, respectively. To
each partition p = {p1 ≥ p2 ≥ · · · ≥ pj ≥ 1} of a positive integer n by positive integers
{pi}ji=1 (i.e., n =
∑j
i=1 pi), a Young diagram is associated by piling up j sticks of height 1
and side-length pi, more precisely, the height function of the Young diagram is defined by
(1.1) ψp(u) =
j∑
i=1
1{u<pi}, u ≥ 0.
The closure of the interior of its ordinate set is called the Young diagram of the partition p.
Note that, in most literatures, the figures of Young diagrams are upside-down compared
with the graph defined by (1.1).
For each fixed n, the uniform statistics (U-statistics in short) µnU assigns an equal
probability to each of possible partitions p of n, i.e., to the Young diagrams of area n. The
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restricted uniform statistics (RU-statistics in short) µnR also assigns an equal probability,
but restricting to the distinct partitions satisfying q = {q1 > q2 > · · · > qj ≥ 1}. These
probabilities are called canonical ensembles. Grandcanonical ensembles µεU and µ
ε
R with
parameter 0 < ε < 1 are defined by superposing the canonical ensembles in a similar
manner known in statistical physics, see (2.2) and (2.9) below. Vershik [17] proved that,
under the canonical U- and RU-statistics µN
2
U and µ
N2
R (with n = N
2), the law of large
numbers holds as N →∞ for the scaled height variable
(1.2) ψ˜Np (u) :=
1
N
ψp(Nu), u ≥ 0,
of the Young diagrams ψp(u) with size (i.e., area) N
2 and for ψ˜Nq (u) defined similarly, and
the limit shapes ψU and ψR are given by
(1.3) ψU (u) = − 1
α
log
(
1− e−αu) and ψR(u) = 1
β
log
(
1 + e−βu
)
, u ≥ 0,
with α = π/
√
6 and β = π/
√
12, respectively. These results can be extended to the
corresponding grandcanonical ensembles µεU and µ
ε
R, if the averaged size of the diagrams
is N2 under these measures. Such types of results are usually called the equivalence of
ensembles in the context of statistical physics. The corresponding central limit theorem
and large deviation principle (under canonical ensembles) were shown by Pittel [14] and
Dembo et. al. [5], respectively. All these results are at the static level.
The purpose of this paper is to study and extend these results from a dynamical
point of view. We will see that, to the grandcanonical U- and RU-statistics, one can
associate a weakly asymmetric zero-range process pt respectively a weakly asymmetric
simple exclusion process qt on a set of positive integers with a stochastic reservoir at the
boundary site {0} in both processes as natural time evolutions of the Young diagrams, or
more precisely, those of the gradients of their height functions. Then, under the diffusive
scaling in space and time and choosing the parameter ε = ε(N) of the grandcanonical
ensembles such that the averaged size of the Young diagrams is N2, we will derive the
hydrodynamic equations in the limit and show that the Vershik curves defined by (1.3) are
actually unique stationary solutions to the limiting non-linear partial differential equations
in both cases.
In Section 2, after defining the ensembles and the corresponding dynamics, we formu-
late our main theorems, see Theorems 2.1 and 2.2. In Section 3, we study the asymptotic
behaviors of ε(N) as N → ∞. The weakly asymmetric zero-range process pt with a
stochastic reservoir at the boundary {0} can be transformed into the weakly asymmetric
simple exclusion process η¯t on Z without any boundary condition. In Section 4, we study
such transformations and also those for the limit equations, and give the proof of the main
theorem for the U-case (i.e. the case corresponding to the U-statistics). The hydrody-
namic limit for η¯t is indeed already known [9], and we apply this result for η¯t. The idea of
transforming pt into η¯t, which is indeed known in the study of particle systems, is useful
to avoid the difficulty in treating singularities at the boundary u = 0, which appear in
the limit of ψ˜Np (u). The main theorem for the RU-case (i.e. the case corresponding to the
RU-statistics) is proved in Section 5. Our method is to apply the Hopf-Cole transforma-
tion for the microscopic process qt, which was originally introduced by Ga¨rtner [9]. This
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transformation linearizes the leading term in the time evolution qt even at the microscopic
level so that one can avoid to show the one-block and two blocks’ estimates, which are
usually required in the procedure establishing the hydrodynamic limit. The only task left
is to study the boundary behavior of the transformed process, but a rather simple argu-
ment leads to the desired ergodic property of our process at the boundary, see Lemma 5.7
below.
The corresponding dynamic fluctuations will be discussed in a separate paper [8]. Our
dynamics can be interpreted as evolutional models of (non-increasing) interfaces which
separate ±-phases in a zero-temperature two-dimensional Ising model defined on a first
quadrant, see Spohn [16] and Remark 2.2 below. A randomly growing Young diagram was
studied by Johansson [10], [11] in relation to random matrices. See [7, Section 16.4] for a
quick review of some related results.
2 Two-dimensional Young diagrams and main results
In this section, for U- and RU-statistics individually, we define the grandcanonical and
canonical ensembles, introduce the corresponding dynamics and then formulate the main
results concerning the space-time scaling limits for them. Throughout the paper, we
will use the following notation: Z+ = {0, 1, 2, . . .}, N = {1, 2, 3, . . .}, R+ = [0,∞) and
R◦+ = (0,∞).
2.1 U-statistics
For each n ∈ N, we denote by Pn the set of all partitions of n into positive integers,
that is, the set of all p = (pi)i∈N satisfying p1 ≥ p2 ≥ · · · ≥ pi ≥ · · · , pi ∈ Z+ and∑
i∈N pi = n. For n = 0, we define P0 = {0}, where 0 is a sequence such that pi = 0 for
all i ∈ N. We consider p as an infinite sequence by adding infinitely many 0’s rather than
a finite sequence as in Section 1. This will be convenient from the point of view of the
corresponding particle system. The union of Pn is denoted by P: P = ∪n∈Z+Pn. The
sum of pi’s in p ∈ P is described as n(p): n(p) =
∑
i∈N pi, and called the size or area of p.
For p ∈ P, we assign a right continuous non-increasing step-function ψp on R+ called
the height function as follows:
(2.1) ψp(u) =
∑
i∈N
1{u<pi}, u ∈ R+.
In particular, we always have
∫∞
0 ψp(u)du = n(p).
For 0 < ε < 1, let µεU be the probability measure on P determined by
(2.2) µεU (p) =
1
ZU (ε)
εn(p), p ∈ P,
where ZU (ε) =
∏∞
k=1(1− εk)−1
(
=
∑∞
n=0 p(n)ε
n, p(n) = ♯Pn
)
is the normalizing constant.
The measure µεU has the property µ
ε
U |Pn(p) = µnU (p), p ∈ P, where µεU |Pn stands for the
conditional probability of µεU on Pn and µnU is the uniform probability measure on Pn.
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The measures µεU and µ
n
U play similar roles to the grandcanonical and canonical ensembles
in statistical physics, respectively.
Now, we construct dynamics of two-dimensional Young diagrams, which have µεU as
their invariant measures. Let pt ≡ pεt = (pi(t))i∈N be the Markov process on P defined by
means of the infinitesimal generator Lε,U acting on functions f : P → R as
(2.3) Lε,Uf(p) =
∑
i∈N
[
ε1{pi−1>pi}{f(pi,+)− f(p)}+ 1{pi>pi+1}{f(pi,−)− f(p)}
]
,
where pi,± = (pi,±j )j∈N ∈ P are defined by
(2.4) pi,±j =
{
pj if j 6= i,
pi ± 1 if j = i.
In (2.3), we regard p0 = ∞. Note that n(pt) and n(pt) := ♯{i ∈ N; pi(t) ≥ 1} change in
time but always stay finite. It is easy to see that µεU is invariant under such dynamics for
every 0 < ε < 1 by showing that
∑
p∈P Lε,Uf(p)µ
ε
U (p) = 0 for a sufficiently wide class of
functions f . We will think of pi(t) as the position of the ith particle. The total number
of particles n(pt) on the region N changes only through the creation and annihilation of
particles at the boundary site {0}. In fact, the first part in the sum (2.3) with i = n(p)+1
represents that a new particle is provided from the boundary site {0} to the site {1} with
rate ε, while the second part with i = n(p) indicates that a particle at {1} jumps to
{0} and disappears with rate 1. In other words, a stochastic reservoir is located at the
boundary site {0} of N.
For a probability measure ν on P and N ≥ 1, we denote by PNν the distribution
on the path space D(R+,P) of the process pt ≡ pNt with generator N2Lε(N),U , which
is accelerated by the factor N2 and the initial measure ν. Here, ε(N) is defined by the
relation:
(2.5) E
µ
ε(N)
U
[n(p)] = N2.
Let XU be the function space defined by
XU := {ψ : R◦+ → R◦+;ψ ∈ C1, ψ′ < 0, lim
u↓0
ψ(u) =∞, lim
u↑∞
ψ(u) = 0},
where ψ′ = dψ/du. With these notations our first main theorem is stated as follows.
Recall that the scaled height variable ψ˜Np (u) is defined by (1.2) for p ∈ P.
Theorem 2.1. Let (νN )N≥1 be a sequence of probability measures on P such that
(2.6) lim
N→∞
νN [ sup
u∈[u0,u1]
|ψ˜Np (u)− ψ0(u)| > δ] = 0
holds for every δ > 0, 0 < u0 < u1 and some function ψ0 ∈ XU . Then, for every t > 0,
(2.7) lim
N→∞
PNνN [|
∫ ∞
0
f(u)ψ˜Npt(u)du −
∫ ∞
0
f(u)ψ(t, u)du| > δ] = 0
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holds for every δ > 0 and f ∈ C0(R◦+), where C0(R◦+) is the class of all functions f ∈
C(R◦+) having compact supports in R◦+ and ψ(t, u) is the unique classical solution (in the
space XU ) of the non-linear partial differential equation (PDE):
(2.8)


∂tψ = ∂u
(
∂uψ
1− ∂uψ
)
+ α
∂uψ
1− ∂uψ ,
ψ(0, ·) = ψ0(·),
ψ(t, ·) ∈ XU , t ≥ 0,
where ∂tψ = ∂ψ/∂t, ∂uψ = ∂ψ/∂u and α = π/
√
6.
Remark 2.1. The function ψU defined in (1.3) is the unique stationary solution in the
class XU of the equation (2.8). The curve in the first quadrant of xy-plane determined by
the equation y = ψU (x) is called the Vershik curve (in U-statistics).
In this way, the derivation of the Vershik curve is understandable from the dynamical
point of view.
Remark 2.2. Spohn discussed in [16, Appendix A] two-dimensional interfacial dynam-
ics, motivated by the zero-temperature Ising model, under the periodic boundary condition
with symmetric jump rates and derived the non-linear PDE (2.8) with α = 0 under the
hydrodynamic scaling limit. He studied interfaces having graphical representations as in
our setting, but not necessarily being monotone. See [2, Section 4], [3], [4] for further
studies. Shlosman [15] discussed the similarity between the approach from the Young dia-
grams and the Wulff problem in the Ising model. Aldous and Diaconis [1] used an idea of
the hydrodynamic limit to give a “soft” proof for the asymptotic behavior of the length of
the longest increasing subsequence of random permutations.
Remark 2.3. The large deviation rate function I(ψ) under the canonical ensemble of U-
statistics µnU is described in Theorem 1.2 of [5]. We can compute its functional derivative
and find that it is given by the formula:
δI
δψ(u)
=
ψ′′(u) + αψ′(u)(1 − ψ′(u))
ψ′(u)(1 − ψ′(u)) .
On the other hand, the right hand side of our hydrodynamic equation (2.8) is equal to
ψ′′(u) + αψ′(u)(1 − ψ′(u))
(1− ψ′(u))2 .
These formulas have similarity but are not exactly the same. Recall that we discuss the
dynamics associated with the grandcanonical ensemble. The dynamics for the canonical
ensemble involve much complexity.
2.2 RU-statistics
Denote by Qn the set of all partitions of n ∈ N into distinct positive integers, that is, the
set of all q = (qi)i∈N ∈ Pn satisfying qi > qi+1 if qi > 0. The union of Qn is denoted by Q:
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Q = ∪n∈Z+Qn, where Q0 = P0. Let n(q) be the sum of qi’s in q ∈ Q. The function ψq on
R+ is assigned to q ∈ Q by the relation (2.1).
For 0 < ε < 1, let µεR be the probability measure on Q determined by
(2.9) µεR(q) =
1
ZR(ε)
εn(q), q ∈ Q,
where ZR(ε) =
∏∞
k=1(1+ε
k)
(
=
∑∞
n=0 p 6=(n)ε
n, p 6=(n) = ♯Qn
)
is the normalizing constant.
The conditional measure µεR|Qn of µεR on Qn coincides with the uniform probability mea-
sure µnR on Qn. The measures µεR and µnR are the grandcanonical and canonical ensembles
in the RU-statistics, respectively.
Now, we construct the dynamics associated with µεR. Let qt ≡ qεt = (qi(t))i∈N be the
Markov process on Q with the infinitesimal generator Lε,R acting on functions f : Q → R
as
(2.10) Lε,Rf(q) =
∑
i∈N
[
ε1{qi−1>qi+1}{f(qi,+)−f(q)}+1{qi>qi+1+1 or qi=1}{f(qi,−)−f(q)}
]
,
where qi,± ∈ Q are defined by the formula (2.4) and we regard q0 = ∞. It is easy to see
that µεR is invariant under such dynamics. Similarly to the U-case, the model defined by
the generator (2.10) involves a stochastic reservoir at {0}. The only difference is that the
creation of a new particle at {1} is allowed if this site is vacant.
For a probability measure ν on Q and N ≥ 1, we denote by QNν the distribution on
the path space D(R+,Q) of the process qt ≡ qNt with generator N2Lε(N),R and the initial
measure ν. Here, ε(N) is defined by the relation:
(2.11) E
µ
ε(N)
R
[n(p)] = N2.
Let XR be the function space defined by
XR := {ψ : R+ → R+;ψ ∈ C1,−1 ≤ ψ′ ≤ 0, ψ′(0) = −1/2, lim
u↑∞
ψ(u) = 0}.
Our second main theorem is stated as follows. The scaled height variable ψ˜Nq (u) is defined
by (1.2) for q ∈ Q.
Theorem 2.2. Let (νN )N≥1 be a sequence of probability measures on Q such that
(2.12) lim
N→∞
νN [|
∫ ∞
0
f(u)ψ˜Nq (u)du−
∫ ∞
0
f(u)ψ0(u)du| > δ] = 0
holds for every δ > 0, f ∈ C0(R◦+) and some function ψ0 ∈ XR. Then, for every t > 0,
(2.13) lim
N→∞
QNνN [|
∫ ∞
0
f(u)ψ˜Nqt (u)du−
∫ ∞
0
f(u)ψ(t, u)du| > δ] = 0
holds for every δ > 0 and f ∈ C0(R◦+), where ψ(t, u) is the unique classical solution (in
the space XR) of the non-linear partial differential equation:
(2.14)


∂tψ = ∂
2
uψ + β ∂uψ(1 + ∂uψ),
ψ(0, ·) = ψ0(·),
ψ(t, ·) ∈ XR, t ≥ 0,
and β = π/
√
12.
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Remark 2.4. The function ψR defined in (1.3) is the unique stationary solution in the
class XR of the equation (2.14). The curve determined by the equation y = ψR(x) is called
the Vershik curve (in RU-statistics).
3 Asymptotic behaviors of ε(N)
Before giving the proof of our main theorems, we study in this section the asymptotic
behaviors of ε(N) defined by (2.5) and (2.11) in U- and RU-statistics, respectively, as
N →∞.
3.1 U-statistics
Let ε(N) be defined by the relation (2.5).
Lemma 3.1. We have that ε(N) = 1− α/N +O(logN/N2) as N →∞.
Proof. First, we calculate the expected value of the size n(p) of p ∈ P under the probability
measure µεU . In fact,
EµεU [n(p)] =
1
ZU (ε)
∑
p
n(p)εn(p) = ε
(
logZU (ε)
)′
=
∞∑
k=1
kεk
1− εk =
∞∑
k=1
∞∑
m=1
kεmk =
∞∑
m=1
εm
(1− εm)2 .
The last equality follows from the simple identity
∑∞
k=1 kz
k = z/(1 − z)2 for 0 ≤ z < 1.
However, the inequality of arithmetic and geometric means and some simple estimations
prove
1
m
≤ 1
1 + ε+ ε2 + · · ·+ εm−1 ≤
ε(−m+1)/2
m
,
and thus, recalling α2 = π2/6 and ε < 1, we have that
1
(1− ε)2
∞∑
m=1
εm
m2
≤ Eµε
U
[n(p)] ≤ 1
(1− ε)2
∞∑
m=1
ε
m2
<
α2
(1− ε)2 .
Therefore, by (2.5), we have for ε = ε(N)
(3.1) 0 < α2 − (1− ε)2N2 ≤ α2 −
∞∑
m=1
εm
m2
=
∞∑
m=1
1− εm
m2
.
Since the right hand side tends to 0 as ε ↑ 1 (or as N →∞), we see that (1 − ε)N tends
to α as N →∞ which implies that ε ≡ ε(N) = 1−α/N + o(1/N). To derive more precise
estimate for the error term, we will show that the right hand side of (3.1) admits a bound:
(3.2)
∞∑
m=1
1− εm
m2
≤ C logN
N
,
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with some C > 0. Indeed, once this is shown, the proof of the lemma is concluded. To
prove (3.2), noting that the function fε(x) := (1 − εx)/x2, x > 0, is non-increasing, we
have that
∞∑
m=1
1− εm
m2
≤ fε(1) +
∫ ∞
1
fε(x)dx = fε(1)− log ε
∫ ∞
− log ε
1− e−y
y2
dy
≤ (1− ε)− log ε(− log(− log ε)) − log ε,
where the last inequality follows by dividing the integral over [− log ε,∞) into the sum of
those over [− log ε, 1] and [1,∞) and then by estimating the integrands by 1/y and 1/y2,
respectively. This implies (3.2) by recalling ε = 1− α/N + o(1/N).
Remark 3.1. A rude version of Hardy-Ramanujan’s formula: p(n) = ♯Pn ∼ e
√
2/3pi
√
n as
n→∞ implies that
Eµε
U
[n(p)] ∼
∞∑
n=1
n
e
√
2/3pi
√
n−(log ε−1)n
ZU (ε)
.
Since the function f(x) :=
√
2/3π
√
x − (log ε−1)x, x > 0 attains its maximal value at
x(ε) =
(
π/(
√
6 log ε−1)
)2
, we see that Eµε
U
[n(p)] behaves as x(ε) as ε ↑ 1 and this shows
that ε(N) ∼ 1− α/N as N →∞.
3.2 RU-statistics
Let ε(N) be defined by the relation (2.11).
Lemma 3.2. We have that ε(N) = 1− β/N +O(logN/N2) as N →∞.
Proof. First, we calculate the expected value of n(p) under µεR:
Eµε
R
[n(p)] =
1
ZR(ε)
∑
p
n(p)εn(p) = ε
(
logZR(ε)
)′
=
∞∑
k=1
kεk
1 + εk
=
∞∑
k=1
∞∑
m=1
k(−1)m−1εmk.
Thus, similarly to the U-case, we have that
(3.3) EµεR [n(p)] =
∞∑
m=1
(−1)m−1 ε
m
(1− εm)2 = Σo(ε) − Σe(ε),
where Σo(ε) and Σe(ε) are the sums taken over odd and even numbers, respectively, i.e.
Σo(ε) :=
∞∑
m=1
ε2m−1
(1− ε2m−1)2 , Σe(ε) :=
∞∑
m=1
ε2m
(1− ε2m)2 .
Note that one can change the order of the sum in (3.3) since the series converges absolutely.
Now recalling β2 = α2/2, by (2.11), we have for ε = ε(N)
β2 − (1− ε)2N2 = {α2 − (1− ε)2(Σo(ε) + Σe(ε))}− {α2 − 4(1 − ε)2Σe(ε)}/2.
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However, since Σe(ε) = Σo(ε
2) + Σe(ε
2) and (1 + ε)2 ≤ 4, we have that
|β2 − (1− ε)2N2| ≤
∣∣α2 − (1− ε)2(Σo(ε) + Σe(ε))∣∣ + ∣∣α2 − (1− ε2)2(Σo(ε2) + Σe(ε2))∣∣ /2
≤ {(1− ε)− log ε( − log(− log ε))− log ε}
+
{
(1− ε2)− 2 log ε(− log(−2 log ε)) − 2 log ε} /2.
The second inequality is shown in the proof of Lemma 3.1. This first implies that ε ≡
ε(N) = 1− β/N + o(1) and then completes the proof of the lemma as in the last part of
the proof of Lemma 3.1.
The precise error estimates in Lemmas 3.1 and 3.2 are only needed in [8], see Remark
5.1 below.
4 Proof of Theorem 2.1
This section gives the proof of Theorem 2.1 for the U-case. In the process pt, the particles
are distinguished from each other and numbered from the right. However, if we are
only concerned with the number of particles at each site and define ξt = (ξt(x))x∈Z+ by
ξt(x) = ♯{i; pi(t) = x} ∈ Z+ for x ∈ N and ξt(0) = ∞, then ξt becomes the weakly
asymmetric zero-range process on N with the weakly asymmetric stochastic reservoir at
{0}. We can think of ξt(x) as the (negative) gradient of the height function ψpt at u = x
in the sense that ξt(x) = ψpt(x− 1)− ψpt(x).
Actually, the stochastic reservoir for pt or ξt located at {0} can be removed under a
simple transformation. Indeed, we transform the process pt into another process η¯t on Z,
which is roughly defined as follows: With each p ∈ P, we associate a family of particles
located at (i, pi) in the xy-plane and project them perpendicularly to the line {y = −x}
rescaled by
√
2. Or, one can say that we first rotate the xy-plane by 45 degree to the
left-handed direction and then project the particles to the x-axis rescaled by
√
2. This
determines a configuration η¯ on Z. Such transformation is sometimes used in the study
of particle systems. As we will see, in the RU-case, one can not find this kind of nice
transformation which removes the stochastic reservoir.
4.1 Transformation for the process pt
We introduce a transformation of our process pt on N to a weakly asymmetric simple ex-
clusion process η¯t on Z mentioned above. Denote by χU the state space of the transformed
process:
χU := {η¯ ∈ {0, 1}Z;
∑
x≤0
(1− η¯(x)) =
∑
x≥1
η¯(x) < ∞}.
In particular, if η¯ ∈ χU , then there exist x± ∈ Z such that η¯(x) = 1 for all x ≤ x− and
η¯(x) = 0 for all x ≥ x+. For η¯ ∈ χU , we assign two functions ζ−η¯ and ζ+η¯ on Z by the
following rule:
(4.1) ζ−η¯ (x) =
∑
z≤x
(1− η¯(z)) and ζ+η¯ (x) =
∑
z≥x+1
η¯(z), x ∈ Z.
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By definition, ζ−η¯ and ζ
+
η¯ are monotone non-negative integer-valued functions. Now, we
construct one-to-one correspondence between χU and P. For η¯ ∈ χU , we assign pη¯ =
(pη¯i )i∈N ∈ P by the following rule:
pη¯i = ζ
−
η¯ (xi), i ∈ N,
where xi is the unique element of Z which satisfies ζ
+
η¯ (xi − 1) = i and ζ+η¯ (xi) = i − 1.
In other words, the family {xi}i∈N is determined by numbering the set {x ∈ Z; η¯(x) = 1}
by i ∈ N from the right and pη¯i = ♯{x ≤ xi; η¯(x) = 0}. We can show that the map
η¯ → pη¯ is well-defined and also it is a bijection from χU to P. So we denote its inverse
map by p → η¯p. Note that the origin 0 is determined by the condition ζ−η¯ (0) = ζ+η¯ (0) or
equivalently ♯{x ≤ 0; η¯(x) = 0} = ♯{x ≥ 1; η¯(x) = 1}, i.e., the number of empty sites on
the left to the origin is equal to that of particles on the right to the site 1.
We now consider the Markov process η¯t on χU with the generator L¯ε,U acting on
functions f : χU → R as
L¯ε,Uf(η¯) =
∑
x∈Z
[
εc+(x, η¯) + c−(x, η¯)
]{f(η¯x,x+1)− f(η¯)},
where
(4.2) c+(x, η¯) = 1{η¯(x)=1,η¯(x+1)=0}, c−(x, η¯) = 1{η¯(x)=0,η¯(x+1)=1},
and
(4.3) η¯x,y(z) =


η¯(z) if z 6= x, y,
η¯(y) if z = x,
η¯(x) if z = y.
Note that the relation ζ−η¯ (0) = ζ
+
η¯ (0) is invariant under the transition from η¯ to η¯
x,x+1 for
all x ∈ Z. The following lemma is easy so that the proof is omitted.
Lemma 4.1. Two processes {pt}t≥0 and {pη¯t}t≥0 have the same distributions on the path
space D(R+,P).
For a probability measure ν on χU and N ≥ 1, we denote by P¯Nν the distribution
on the path space D(R+, χU ) of the process η¯
N
t with generator N
2L¯ε(N),U and the initial
measure ν, where ε(N) is defined by (2.5). By Lemma 3.1, since ε(N) is close to 1 for
large N , we can think of the process η¯Nt as a weakly asymmetric simple exclusion process
on Z. The hydrodynamic limit of such process is already known. Indeed, let YU be the
function space defined by
YU := {ρ : R→ (0, 1); ρ is continuous,
∫ 0
−∞
(1− ρ(v))dv =
∫ ∞
0
ρ(v)dv <∞}.
Then, for the scaled empirical measures of the process η¯Nt defined by
(4.4) πNt (dv) =
1
N
∑
x∈Z
η¯Nt (x)δx/N (dv), t ≥ 0, v ∈ R,
we have the following proposition, see Ga¨rtner [9]:
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Proposition 4.2. Let (νN )N≥1 be a sequence of probability measures on χU such that
(4.5) lim
N→∞
νN [|
∫ ∞
−∞
g(v)πN0 (dv) −
∫ ∞
−∞
g(v)ρ0(v)dv| > δ] = 0
holds for every δ > 0, g ∈ C0(R) and some function ρ0 ∈ YU . Then, for every t > 0,
(4.6) lim
N→∞
P¯NνN [|
∫ ∞
−∞
g(v)πNt (dv) −
∫ ∞
−∞
g(v)ρ(t, v)dv| > δ] = 0
holds for every δ > 0 and g ∈ C0(R), where ρ(t, v) is the unique classical solution of the
following partial differential equation:
(4.7)
{
∂tρ = ∂
2
vρ+ α∂v
(
ρ(1− ρ)),
ρ(0, ·) = ρ0(·).
Kipnis et al. [12] also studied the hydrodynamic limit of weakly asymmetric simple
exclusion processes under the periodic boundary conditions.
Remark 4.1. The unique solution of (4.7) satisfies that ρ(t, ·) ∈ YU for all t > 0 if
ρ0 ∈ YU . This fact (except the equality of two integrals in the definition of YU ) is seen
by regarding the non-linear PDE (4.7) as a linear PDE: ∂tρ = ∂
2
vρ + b(t, v)∂vρ with
b(t, v) = α(1 − 2ρ(t, v)), in which ρ(t, v) is considered to be already given, and then by
relying, for instance, on a probabilistic representation of ρ(t, v): ρ(t, v) = Ev[ρ0(X
(t)
t )] in
terms of the solution (Xs) = (X
(t)
s )0≤s≤t of the stochastic differential equation: dXs =√
2dBs+ b(t− s,Xs)ds, 0 ≤ s ≤ t,X0 = v for each t > 0, where Bs is the one-dimensional
Brownian motion. The equality of two integrals:
∫ 0
−∞(1−ρ(t, v))dv =
∫∞
0 ρ(t, v)dv follows
directly from the PDE (4.7) or by taking limits from the microscopic systems.
Proposition 4.2 is formulated only for the test functions g having compact supports.
We also need the following asymptotic behaviors of the tails of πNt .
Lemma 4.3. Assume that the following two conditions (4.8) and (4.9) hold for t = 0.
Then, for every t > 0, we have that
(4.8) lim
N→∞
P¯NνN [|πNt ([0,∞)) −
∫ ∞
0
ρ(t, v)dv| > δ] = 0,
and
(4.9) lim
N→∞
P¯NνN [|πˆNt ((−∞, 0]) −
∫ 0
−∞
(1− ρ(t, v))dv| > δ] = 0,
for every δ > 0, where
πˆNt (dv) =
1
N
∑
x∈Z
(1− η¯Nt (x))δx/N (dv), t ≥ 0, v ∈ R.
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Proof. We easily see that (4.6) holds for a step function g = 1[a,b] with −∞ < a < b <∞,
by approximating such g by a sequence of continuous functions gn ∈ C0(R) noting that
0 ≤ η¯t(x), ρ(t, v) ≤ 1. Moreover, Remark 4.1 implies that both
∫ −K
−∞ (1 − ρ(t, v))dv and∫∞
K ρ(t, v)dv are arbitrarily small for large enough K > 0. Thus, to prove (4.8) and (4.9),
it is sufficient to show that for every δ > 0 there exists K > 0 such that
(4.10) lim
N→∞
P¯NνN [π
N
t ([K,∞)) > δ] = 0,
and
(4.11) lim
N→∞
P¯NνN [πˆ
N
t ((−∞,−K]) > δ] = 0,
respectively. We prove (4.10) only, since the proof of (4.11) is similar. To this end, take
a function ϕ1 ∈ C2b (R) satisfying that ϕ′1 ≥ 0, ϕ1(v) = 1 for v ≥ 1 and ϕ1(v) = 0 for
v ≤ 1/2, and set ϕK(v) := ϕ1(v/K) for K > 0. Then,
mNt (ϕK) := 〈πNt , ϕK〉 − 〈πN0 , ϕK〉 −
∫ t
0
N2L¯ε(N),U 〈πNs , ϕK〉ds
is a martingale and the following two bounds:
N2L¯ε(N),U 〈πN , ϕK〉 ≤ ‖ϕ′′K‖∞ × |supp ϕ′′K | ≤ ‖ϕ′′1‖∞/2K,(4.12)
and
E[mNt (ϕK)
2] ≤ t ‖ϕ′K‖2∞ × |supp ϕ′K |/N ≤ t ‖ϕ′1‖2∞/2KN,(4.13)
hold, where 〈π, ϕ〉 = ∫
R
ϕ(v)π(dv) and |supp ϕ| stands for the Lebesgue measure of the
support of ϕ. Indeed a similar computation is made in the proof of Proposition 5.4
below. Actually, because of the difference of the generators, the first sums in (5.7) and
(5.8) below should be taken over x ∈ Z rather than x ∈ N and the second terms do
not appear in the present setting. Moreover, since ϕ′K ≥ 0, the first sum in (5.7) is
bounded from above by the same sum taken ε = 1 (because ε < 1). However, since
c+(x, η¯)− c−(x, η¯) = η¯(x)− η¯(x+1), the bound (4.12) follows by the summation by parts.
Accordingly, we have
πNt ([K,∞)) ≤ 〈πNt , ϕK〉 ≤ 〈πN0 , ϕK〉+ t ‖ϕ′′1‖∞/2K + |mNt (ϕK)|.
Therefore, the condition (4.8) for t = 0 controls the behavior of 〈πN0 , ϕK〉 and proves (4.10)
with the help of (4.13).
Remark 4.2. (1) The condition (4.8) is equivalent to (4.6) with g = 1[0,∞).
(2) The condition (4.6) can be rewritten into an equivalent form (4.6)′, which is (4.6)
with πNt , ρ(t, v) replaced by πˆ
N
t , 1 − ρ(t, v), respectively, and for all g ∈ C0(R). Then the
condition (4.9) is equivalent to (4.6)′ with g = 1(−∞,0].
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4.2 Correspondence between two function spaces XU and YU
We study the relationship between two function spaces XU and YU . To each ψ ∈ XU ,
one can associate an element ρ ∈ YU in the following manner: First consider a curve
C(1)ψ = {(u,w);w = ψ(u)} in the first quadrant in the plane, and then define a new curve
C(2)ψ in the upper half plane by shifting each point (u,w) in C(1)ψ to (u − ψ(u), w). The
tilt of the curve C(2)ψ with reversed sign defines the function ρ ∈ YU . More precisely, for
ψ ∈ XU , we define the function Gψ : R◦+ → R as
(4.14) Gψ(u) := u− ψ(u).
By the definition of XU , Gψ is a monotone function and furthermore a bijection from R
◦
+
to R. So, there exists an inverse function of Gψ. We define a function ΦU(ψ) : R→ (0, 1)
as ΦU (ψ)(v) =
−ψ′(G−1
ψ
(v))
1−ψ′(G−1
ψ
(v))
for v ∈ R. Then, we can easily see that ΦU (ψ) ∈ YU . In fact,
we can show the following proposition.
Proposition 4.4. The map ΦU defines a one-to-one correspondence between XU and YU .
Proof. The inverse map ΨU of ΦU can be constructed as follows. For ρ ∈ YU , we define
two functions ζ−ρ : R→ R◦+ and ζ+ρ : R→ R◦+ as
ζ−ρ (v) :=
∫ v
−∞
(1− ρ(v′))dv′ and ζ+ρ (v) :=
∫ ∞
v
ρ(v′)dv′, v ∈ R.(4.15)
Note that these functions are macroscopic correspondences to those determined by (4.1).
By the definition of YU , ζ
−
ρ and ζ
+
ρ are continuously differentiable monotone functions.
Moreover, they are bijections from R to R◦+. So, there exists an inverse function of ζ−ρ .
We define a function ΨU (ρ) : R
◦
+ → R◦+ as ΨU (ρ)(u) = ζ+ρ
(
(ζ−ρ )−1(u)
)
for u ∈ R◦+. Then,
we can easily see that ΨU(ρ) ∈ XU . Furthermore, ΨU ◦ ΦU = idXU and ΦU ◦ ΨU = idYU
hold, which concludes the proof.
4.3 Proof of Theorem 2.1
Step 1. We will show that Theorem 2.1 for the process pt(≡ pNt ) follows from Proposition
4.2 for the process η¯Nt . To this end, we first see that the conditions (4.5), (4.8) and
(4.9) at t = 0 are reduced from the condition (2.6) if we define η¯ and ρ0 by η¯ = η¯
p and
ρ0 = ΦU(ψ0), respectively.
Take g ∈ C1b (R) satisfying g(v) = 0 for v ≤ −K and g(v) = c for v ≥ K with
some K > 0 and c ∈ R. We will show the condition (4.5) for such g; recall Remark
4.2-(1) for t = 0. For a given 0 < δ < 1, determine u0, u1 > 0 in such a manner that
u0 = ψ
−1
0 (K + 2) ∧ 1 and u1 = ψ−10 (δ), respectively. Now we assume the condition
(4.16) sup
u∈[u0,u1]
|ψ˜Np (u)− ψ0(u)| ≤ δ,
for ψ˜Np . Then, under this condition, we have that
(4.17) ψ˜Np (u), ψ0(u) ≥ K + 1, u ∈ (0, u0],
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since 0 < δ < 1 and both functions are non-increasing in u, and
(4.18) ♯{i; pi
N
> u0} = Nψ˜Np (u0) ≤ N(ψ0(u0) + 1).
Thus, under (4.16), we have that∫ ∞
−∞
g(v)πN0 (dv) =
1
N
∑
x∈Z
η¯(x)g
( x
N
)
=
1
N
∑
i∈N
g
(
pi − i+ 1
N
)
(4.19)
=
1
N
∑
i∈N
g
(
pi
N
− ψ˜Np (
pi
N
)− di(p)
N
)
=
1
N
∑
i∈N: pi
N
>u0
g
(
pi
N
− ψ˜Np (
pi
N
)− di(p)
N
)
=
1
N
∑
i∈N: pi
N
>u0
g
( pi
N
− ψ0( pi
N
)
)
+RN,δ,1,
where di(p) := ♯{j ≤ i−1; pj = pi} is the discrepancy in the graph of Young diagram ψp(u)
at u = pi, and the error term R
N,δ,1 satisfies that |RN,δ,1| ≤ C1δ with C1 > 0. Indeed, the
second equality in (4.19) follows from the fact that {x ∈ Z; η¯(x) = 1} = {pi− i+1; i ∈ N},
the third from ψ˜Np (pi/N) = ψp(pi)/N = (i− 1− di(p))/N and the fourth from (4.17) since
pi/N ≤ u0 implies that pi/N − ψ˜Np (pi/N) ≤ u0 − (K + 1) ≤ −K. The term RN,δ,1 in the
last line is defined by
RN,δ,1 =
1
N
∑
i∈N: pi
N
>u0
{
g
(
pi
N
− ψ˜pN (
pi
N
)− di(p)
N
)
− g
( pi
N
− ψ0( pi
N
)
)}
and admits the bound:
|RN,δ,1| ≤ ‖g
′‖∞
N
∑
i∈N: pi
N
>u0
{∣∣∣ψ˜pN ( piN
)
− ψ0
( pi
N
)∣∣∣+ di(p)
N
}
≤ ‖g′‖∞ · 4δ(ψ0(u0) + 1),
since the first summand in the above sum is bounded by δ if u0 ≤ pi/N ≤ u1 under the
condition (4.16) and is bounded by 2δ if pi/N ≥ u1 by noting that 0 ≤ ψ˜pN (u), ψ0(u) ≤ 2δ
for u ≥ u1 which follows from the monotonicity of these functions, and its second summand
is bounded by ψ˜Np (pi/N−)−ψ˜Np (pi/N) which is further bounded by 2δ from (4.16) recalling
the continuity of ψ0; we have also used (4.18). We can further rewrite the sum in the last
term of (4.19) as
1
N
∑
i∈N: pi
N
>u0
g
( pi
N
− ψ0( pi
N
)
)
=
1
N
∑
i∈N
(g ◦Gψ0)
( pi
N
)
=
1
N
∑
i∈N
∫ pi
N
0
(g ◦Gψ0)′(u)du =
∫ ∞
0
(g ◦Gψ0)′(u)ψ˜Np (u)du.
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Note that, since g◦Gψ0(u) = g(u−ψ0(u)) = 0 if u ∈ (0, u0], we have dropped the condition
pi/N > u0 from the summand of the above sums, and, by the same reason, we can replace
the region of the integral in the last line from [0,∞) to [u0,∞). Consider the error RN,δ,2
defined by
RN,δ,2 =
∫ ∞
0
(g ◦Gψ0)′(u)
{
ψ˜Np (u)− ψ0(u)
}
du,
which can be bounded as
|RN,δ,2| ≤ 2δ
∫ K˜
u0
|(g ◦Gψ0)′(u)|du = C2δ.
where K˜ is determined in such a manner that (g ◦Gψ0)′(v) = 0 for v ≥ K˜. Furthermore,
by the integration by parts formula, we have that∫ ∞
0
(g ◦Gψ0)′(u)ψ0(u)du = −
∫ ∞
0
(g ◦Gψ0)(u)ψ′0(u)du
= −
∫ ∞
−∞
g(v)ψ′0(G
−1
ψ0
(v))
1
1 − ψ′0(G−1ψ0 (v))
dv
=
∫ ∞
−∞
g(v)ΦU (ψ0)(v)dv =
∫ ∞
−∞
g(v)ρ0(v)dv.
Therefore, under the condition (4.16), we have shown that∣∣∣∣
∫ ∞
−∞
g(v)πN0 (dv) −
∫ ∞
−∞
g(v)ρ0(v)dv
∣∣∣∣ ≤ (C1 + C2)δ.
This implies the condition (4.5) for πN0 and g ∈ C1b (R) satisfying g(v) = 0 for v ≤ −K
and g(v) = c for v ≥ K with some K > 0 and c ∈ R.
The same condition (4.5) with πN0 , ρ0 replaced by πˆ
N
0 , 1 − ρ0, respectively, and g ∈
C1b (R) satisfying g(v) = 0 for v ≥ K and g(v) = c for v ≤ −K with some K > 0 and c ∈ R
can be shown by symmetry; recall Remark 4.2-(2) for t = 0. Indeed, for each p ∈ P, we
denote by pˇ = (pˇi)i∈N the mirror image of the Young diagram p with the axis of symmetry
{y = x} in the plane, i.e. pˇi = ♯{j; pj ≥ i}. Similarly, we denote by ψˇ0 the mirror image
of the curve ψ0 with the axis of symmetry {y = x}, i.e. ψˇ0(u) := ψ−10 (u). Then, the
condition (2.6) with ψ˜Np , ψ0 replaced by ψ˜
N
pˇ , ψˇ0, respectively, is reduced from (2.6) itself.
Therefore, if we denote by πˇN0 the scaled empirical measure of the configuration η¯
pˇ and
ρˇ0 the function associated with ψˇ0 by the one-to-one map constructed in Subsection 4.2,
namely πˇN0 (dv) =
1
N
∑
x∈Z η¯
pˇ(x)δ x
N
(dv) and ρˇ0 = ΦU (ψˇ0), then we see that the condition
(4.5) with πN0 , ρ0 replaced by πˇ
N
0 , ρˇ0, respectively, holds for every δ > 0 and g ∈ C1b (R)
satisfying g(v) = 0 for v ≤ −K and g(v) = c for v ≥ K with some K > 0 and c ∈ R by the
above mentioned argument. However, since we easily see the relations: η¯pˇ(x) = 1− η¯p(−x)
and ρˇ0(u) = 1−ρ0(−u), the condition (4.5) with πN0 , ρ0 replaced by πˆN0 , 1−ρ0, respectively,
is shown for g ∈ C1b (R) satisfying g(v) = 0 for v ≥ K and g(v) = c for v ≤ −K.
Step 2. In order to complete the proof of the theorem, it is now sufficient to show that
(4.6) in Proposition 4.2 together with the assertions in Lemma 4.3 implies (2.7) with
ψt = ΦU (ρt). The non-linear equation (2.8) for ψt follows from (4.7) for ρt.
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Take f ∈ C0(R◦+) and t > 0 arbitrarily and fix them throughout the rest of the proof.
Then we have that
(4.20)
∫ ∞
0
f(u)ψ˜Npt (u)du =
1
N
∑
x∈Z
F
(
ζ−t (x)
N
)
η¯t(x),
where F (u) =
∫ u
0 f(u
′)du′ and ζ−t (x) = ζ
−
η¯t(x) defined by (4.1). For a given δ > 0, take
K > 0 such that
(4.21)
∫ −K
−∞
(1− ρ(t, v))dv < δ/6,
∫ ∞
K
ρ(t, v)dv < δ/6,
and the conditions (4.10) and (4.11) hold with δ replaced by δ/3, recall the proof of Lemma
4.3.
Now let us prove that
(4.22) lim
N→∞
PNνN [ sup
x∈Z:|x/N−v|≤θ
|ζ
−
t (x)
N
−
∫ v
−∞
(1− ρ(t, v′))dv′| > δ] = 0
holds for every 0 < θ < δ/3 and v ∈ VK,θ := {v ∈ R; |v| ≤ K + 1, v ∈ θZ}. In fact, since
ζ−t (x) is non-decreasing in x, we have that
(4.23) πˆNt ((−∞, v − θ]) ≤
ζ−t (x)
N
= πˆNt ((−∞, x/N ]) ≤ πˆNt ((−∞, v + θ])
for x ∈ Z such that |x/N − v| ≤ θ. However, from (4.11) and (4.6) with g = 1[−K,v±θ] and
δ replaced by δ/3, we have that
(4.24) lim
N→∞
PNνN [|πˆNt ((−∞, v ± θ])−
∫ v±θ
−∞
(1− ρ(t, v′))dv′| > 2δ/3] = 0.
Moreover, since | ∫ v±θ−∞ (1 − ρ(t, v′))dv′ − ∫ v−∞(1 − ρ(t, v′))dv′| ≤ θ, if 0 < θ < δ/3, (4.23)
and (4.24) imply (4.22). Since ‖F ′‖∞ = ‖f‖∞ <∞, (4.22) further shows that
(4.25) lim
N→∞
PNνN [ sup
x∈Z:|x/N−v|≤θ
∣∣∣∣F
(
ζ−t (x)
N
)
− F
(∫ v
−∞
(1− ρ(t, v′))dv′
)∣∣∣∣ > δ‖f‖∞] = 0
for every v ∈ VK,θ if 0 < θ < δ/3.
We now return to the formula (4.20) and divide it as∫ ∞
0
f(u)ψ˜Npt (u)du =: I
N
1 + I
N
2 + I
N
3 ,
where IN1 , I
N
2 and I
N
3 are defined as the sums in the right hand side of (4.20) restricted
for x ≤ −KN , −KN < x < KN and x ≥ KN , respectively. For the first term IN1 , since
f ∈ C0(R◦+), we see that f(u) = 0 so that F (u) = 0 for u ∈ [0, u0] with some u0 > 0.
Therefore, choosing δ > 0 such that δ/3 < u0, (4.11) with δ replaced by δ/3 implies that
(4.26) lim
N→∞
PNνN [I
N
1 = 0] = 1.
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For the second term IN2 , by (4.25), we can show that
lim
N→∞
PNνN [|IN2 − I˜N2 | > δ] = 0,
where, assuming K/θ ∈ Z for simplicity,
I˜N2 =
1
N
K/θ−1∑
k=−K/θ
F
( ∫ kθ
−∞
(1− ρ(t, v′))dv′) ∑
kθ≤x/N<(k+1)θ
η¯t(x).
However, by applying (4.6) with g = 1[kθ,(k+1)θ) again, we have that
lim
N→∞
PNνN [|I˜N2 − I¯θ2 | > δ] = 0,
where
I¯θ2 =
K/θ−1∑
k=−K/θ
F
( ∫ kθ
−∞
(1− ρ(t, v′))dv′) ∫ (k+1)θ
kθ
ρ(t, v′)dv′.
By letting θ ↓ 0, I¯θ2 converges to
IK =
∫ K
−K
F
( ∫ v
−∞
(1− ρ(t, v′))dv′)ρ(t, v)dv.
For the third term IN3 , since 0 ≤ IN3 ≤ ‖F‖∞πNt ([K,∞)), we see from (4.10) with δ
replaced by δ/3 that
lim
N→∞
PNνN [I
N
3 > δ‖F‖∞/3] = 0.
These computations are now summarized into
lim
N→∞
PNνN [|
∫ ∞
0
f(u)ψ˜Npt(u)du − I| > δ] = 0,
where
I =
∫ ∞
−∞
F
( ∫ v
−∞
(1− ρ(t, v′))dv′)ρ(t, v)dv.
Note that IK coincides with
∫ K
−∞ F
( ∫ v
−∞(1−ρ(t, v′))dv′
)
ρ(t, v)dv because of (4.21) recall-
ing that δ/3 < u0 and the integration over [K,∞) in v can be taken small enough if K is
sufficiently large. However, by the change of variables w = ζ−ρt(v) and the integration by
parts, we have that
I =
∫ ∞
−∞
F
(
ζ−ρt(v)
)
ρ(t, v)dv = −
∫ ∞
−∞
∫ ζ−ρt (v)
0
f(u)du · dζ
+
ρt
dv
(v)dv
= −
∫ ∞
0
∫ w
0
f(u)du · dζ
+
ρt
dv
(
(ζ−ρt)
−1(w)
) dv
dw
dw
= −
∫ ∞
0
∫ w
0
f(u)du · d
dw
(
ζ+ρt
(
(ζ−ρt)
−1(w)
))
dw
=
∫ ∞
0
f(u)ζ+ρt
(
(ζ−ρt)
−1(u)
)
du =
∫ ∞
0
f(u)ΨU (ρt)(u)du.
This completes the proof of Theorem 2.1.
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5 Proof of Theorem 2.2
This section gives the proof of Theorem 2.2 for the RU-case, i.e. the case corresponding
to the restricted uniform statistics. Similarly to the process ξt in the U-case, we consider
the particle numbers (or the gradient of the height function ψqt) ηt = (ηt(x))x∈Z+ defined
by ηt(x) = ♯{i; qi(t) = x} ∈ {0, 1} for x ∈ N and ηt(0) = ∞. Note that only 0-1 height
differences are allowed under the restriction imposed on the Young diagrams q ∈ Q. Then
ηt becomes the weakly asymmetric simple exclusion process with the stochastic reservoir
at {0}, which provides particles into the region N with rate ε and absorbs them with rate
1. Contrarily to the weakly asymmetric simple exclusion process η¯t on Z considered in the
U-case, ηt determines a finite particles’ system on N.
In the RU-case, one does not have a nice transformation for ηt, which removes the
stochastic reservoir as in the U-case. We will apply the Hopf-Cole transformation for ηt at
the microscopic level, which linearizes the leading term, and study the boundary behavior
of the transformed process.
5.1 The process ηt
Denote by χR the state space of the process ηt defined from qt:
χR := {η ∈ {0, 1}N;
∑
x∈N
η(x) < ∞}.
We have a one-to-one correspondence between χR and Q. Indeed, for η ∈ χR, we assign
qη ∈ Q by the following rule:
qηi = min{x ∈ Z+;
∑
y≥x+1
η(y) ≤ i− 1}, i ∈ N.
In other words, {qηi }i∈N is determined by numbering the set {x ∈ N; η(x) = 1} from the
right and, if i is larger than the cardinality of this set, we define qηi = 0. We can show
that the map η → qη is well-defined and also it is a bijection from χR to Q. So we denote
its inverse map by q → ηq.
We now consider the Markov process ηt on χR with the generator L¯ε,R acting on
functions f : χR → R as
L¯ε,Rf(η) = L¯
i
ε,Rf(η) + L¯
b
ε,Rf(η),
where
L¯iε,Rf(η) =
∑
x∈N
[
εc+(x, η) + c−(x, η)
]{f(ηx,x+1)− f(η)}
and
L¯bε,Rf(η) =
[
ε1{η(1)=0} + 1{η(1)=1}
]{f(η1)− f(η)}
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are the interior and boundary terms of the generator, respectively, c+(x, η), c−(x, η) and
ηx,y are defined by (4.2), (4.3) with η¯ replaced by η, respectively, and
η1(z) =
{
η(z) if z 6= 1,
1− η(1) if z = 1.
The following lemma is easy so that the proof is omitted.
Lemma 5.1. Two processes {qt}t≥0 and {qηt}t≥0 have the same distributions on D(R+,Q).
For a probability measure ν on χR and N ≥ 1, we denote by Q¯Nν the distribution on
D(R+, χR) of the process η
N
t with generator N
2L¯ε(N),R and the initial measure ν, where
ε(N) is defined by (2.11). Let us define the scaled empirical measures πNt (dv), t ≥ 0, v ∈
R◦+ of the process ηNt by the formula (4.4) with η¯Nt replaced by ηNt and the sum taken
over all x ∈ N rather than x ∈ Z.
The hydrodynamic limit for a boundary driven exclusion process is studied by [6].
Our model involves a weak asymmetry both in dynamics and the boundary condition,
and furthermore it is defined on an infinite volume N. Note that the boundary generator
L¯bε,R is invariant under the Bernoulli measure with mean ρ
ε = ε/(1 + ε). This actually
determines the Dirichlet boundary condition at v = 0 in the limit equation (5.5) stated
below, since ρε converges to 1/2 as ε = ε(N) ↑ 1. The hydrodynamic limit for models
in infinite volume was discussed by several authors including [13]. It might be possible
to apply these methods to our model, but we will employ the simplest way based on the
Hopf-Cole transformation.
5.2 Hopf-Cole transformation
In this subsection we introduce the microscopic Hopf-Cole transformation for the process
ηNt and formulate Theorem 5.2 on its hydrodynamic behavior. Theorem 2.2 will be shown
from Theorem 5.2 in Subsection 5.4.
It is well-known that the (macroscopic) Hopf-Cole transformation:
ω(t, u) = exp{β
∫ ∞
u
ρt(v)dv}, u ∈ R+
allows us to reduce the solution of the viscous Burgers’ equation (5.5) (at least on the
whole line R) to that of the linear diffusion equation (5.3) (on R). We introduce the
corresponding transformation at the microscopic level, cf. [9]. Namely, we consider the
process ζNt = (ζ
N
t (x))x∈N defined by ζNt (x) := exp
{− (log ε)∑∞y=x ηNt (y)} with ε = ε(N)
from the process ηNt and the C(R+)-valued process ζ˜
N (t, u), u ∈ R+ by interpolating
ζ˜N (t, u) := ζNt (Nu) defined for u ∈ N/N in such a manner that
ζ˜N (t, u) := exp

−(log ε)


∞∑
y=[Nu]+1
ηNt (y) + 1{u≥1/N}([Nu] + 1−Nu)ηNt ([Nu])



 ,
for u ∈ R+.
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Theorem 5.2. Let (νN )N≥1 be a sequence of probability measures on χR such that
(5.1) lim
N→∞
νN [|
∫ ∞
0
g(v)πN0 (dv) −
∫ ∞
0
g(v)ρ0(v)dv| > δ] = 0
holds for every δ > 0, g ∈ Cb(R+) satisfying g(v) = c for v ≥ K with some K > 0 and
c ∈ R, and some continuous function ρ0 : R+ → [0, 1] satisfying
∫∞
0 ρ0(v)dv < ∞. Then,
for every T > 0, K > 0 and δ > 0,
(5.2) lim
N→∞
Q¯NνN [ sup
0≤t≤T,0≤u≤K
|ζ˜N (t, u)− ω(t, u)| > δ] = 0
holds, where ω(t, u) is the unique bounded weak solution of the following linear diffusion
equation:
(5.3)


∂tω = ∂
2
uω + β∂uω, u ∈ R+,
ω(0, u) = exp{β
∫ ∞
u
ρ0(v)dv}, u ∈ R+,
2∂uω(t, 0) + βω(t, 0) = 0, t > 0,
ω(t,∞) = 1, t > 0.
Namely, for every t > 0,∫ ∞
0
g(u)ω(t, u)du =
∫ ∞
0
g(u)ω(0, u)du(5.4)
+
∫ t
0
∫ ∞
0
(
g′′(u)− βg′(u))ω(s, u)duds
holds for every g ∈ C20 (R+) satisfying 2g′(0) − βg(0) = 0 and limu→∞ ω(t, u) = 1.
The following corollary, which gives the hydrodynamic limit for ηNt , is an immediate
consequence of Theorem 5.2 and will be used in [8].
Corollary 5.3. Under the same assumption as Theorem 5.2,
lim
N→∞
Q¯NνN [|
∫ ∞
0
g(v)πNt (dv) −
∫ ∞
0
g(v)ρ(t, v)dv| > δ] = 0
holds for every t > 0, δ > 0 and g ∈ C0(R◦+), where ρ(t, u) is the unique classical solution
of the following partial differential equation:
(5.5)


∂tρ = ∂
2
vρ+ β∂v(ρ(1− ρ)), v ∈ R+,
ρ(0, v) = ρ0(v), v ∈ R+,
ρ(t, 0) = 1/2, t > 0.
5.3 Proof of Theorem 5.2
This subsection proves Theorem 5.2.
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5.3.1 Uniform estimate on the total mass
We prepare a proposition which gives a uniform estimate on the scaled total mass of ηNt .
For the proof, the conditions (5.1) with g ≡ 1 and ∫∞0 ρ0(v)dv <∞ are essential.
Proposition 5.4. Denote by XNt the process of the total mass of the empirical measure
πNt , namely X
N
t :=
1
N
∑
x∈N η
N
t (x)
( ≡ πNt (R◦+)). Then, for every T > 0, we have that
(5.6) lim
λ→∞
sup
N≥1
Q¯NνN
[
sup
0≤t≤T
XNt > λ
]
= 0.
Proof. For ϕ ∈ C2b (R◦+), denote by mNt (ϕ) the martingale defined by
mNt (ϕ) := 〈πNt , ϕ〉 − 〈πN0 , ϕ〉 −
∫ t
0
N2L¯ε(N),R〈πNs , ϕ〉ds.
Then, by a simple computation, we have that
N2L¯ε(N),R〈πN , ϕ〉 = N
∑
x∈N
(
ϕ((x + 1)/N)− ϕ(x/N)){εc+(x, η) − c−(x, η)}(5.7)
+Nϕ(1/N)
{
ε1{η(1)=0} − 1{η(1)=1}
}
,
and
d
dt
〈mN (ϕ)〉t =
∑
x∈N
(
ϕ((x+ 1)/N) − ϕ(x/N))2{εc+(x, ηNt ) + c−(x, ηNt )}(5.8)
+ ϕ(1/N)2
{
ε1{ηNt (1)=0} + 1{ηNt (1)=1}
}
,
for the quadratic variation of mNt (ϕ), if the right hand sides of these equalities converge
absolutely. Now take a function ϕ ∈ C2b (R◦+) such that ϕ′ ≥ 0, ϕ(u) = 0 for 0 < u ≤ 1
and ϕ(u) = 1 for u ≥ 2. Then, (5.7) shows that
N2L¯ε(N),R〈πN , ϕ〉 ≤ ‖ϕ′′‖∞,
similarly to the proof of (4.12). Therefore,
sup
0≤t≤T
〈πNt , ϕ〉 ≤ 〈πN0 , ϕ〉 + T‖ϕ′′‖∞ + sup
0≤t≤T
|mNt (ϕ)|
≤ XN0 + T‖ϕ′′‖∞ + 1 + sup
0≤t≤T
mNt (ϕ)
2,
where we have estimated the martingale as |mNt (ϕ)| ≤ mNt (ϕ)2+1. One can apply Doob’s
inequality to show limN→∞E[sup0≤t≤T mNt (ϕ)2] = 0 from (5.8), which, in particular,
proves supN E[sup0≤t≤T mNt (ϕ)2] < ∞. Since the assumption of Theorem 5.2 (especially
(5.1) with g ≡ 1 and the integrability of ρ0) implies that limλ→∞ supN νN (XN0 > λ) = 0,
the conclusion of the proposition follows by the inequality: XNt ≤ 2 + 〈πNt , ϕ〉.
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5.3.2 Tightness of {ζ˜N}N
Let PN be the probability distribution of ζ˜
N = {ζ˜N (t, u)} on D([0, T ], C(R+)), where the
space C(R+) is endowed with the topology determined by the uniform convergence on
every compact set of R+.
Lemma 5.5. The family of probability measures {PN}N≥1 is relatively compact.
Proof. To conclude the lemma, by Prokhorov’s theorem, it suffices to show the following
three conditions for {PN}N≥1:
(i) For every t ∈ [0, T ], lim
λ→∞
sup
N≥1
PN [ζ˜(t, 0) > λ] = 0.
(ii) For every δ > 0 and t ∈ [0, T ], lim
γ↓0
sup
N≥1
PN [ sup
|u−v|≤γ
|ζ˜(t, u)− ζ˜(t, v)| > δ] = 0.
(iii) For every δ > 0 and K > 0, lim
γ↓0
lim sup
N→∞
PN [ sup
|t−s|≤γ,0≤u≤K
|ζ˜(t, u) − ζ˜(s, u)| > δ] = 0.
By the relation: ζ˜N (t, 0) = exp{−(log ε)NXNt }, we have that
PN [ζ˜
N (t, 0) > λ] ≤ Q¯NνN [XNt > log λ/C],
note that there exists C > 0 such that 0 < − log ε ≤ C/N for ε = ε(N) and every N ≥ 1.
Proposition 5.4 proves (i).
Since ζ˜N (t, ·) is a non-increasing function, for every 0 ≤ u < v, we have that
|ζ˜N (t, u)− ζ˜N (t, v)| ≤ ζ˜N (t, u) [exp{− (log ε)IN (t, u, v)} − 1](5.9)
≤ ζ˜N (t, 0) [exp{CIN (t, u, v)/N} − 1] ,
where
IN (t, u, v) :=
[Nv]∑
y=[Nu]+1
ηNt (y) + ([Nu] + 1−Nu)ηNt ([Nu])− ([Nv] + 1−Nv)ηNt ([Nv]),
which has a trivial bound: IN (t, u, v) ≤ N(v − u). Therefore, we have that
PN [ sup
|u−v|≤γ
|ζ˜N (t, u)− ζ˜N(t, v)| > δ] ≤ Q¯NνN [eCX
N
t (eCγ − 1) > δ](5.10)
= Q¯NνN [X
N
t > log(δ/(e
Cγ − 1))/C].
Proposition 5.4 concludes (ii).
Finally we prove (iii). By the definition of ζ˜N(t, u) and Proposition 5.4, we only need
to show that for every K > 0 and δ > 0,
lim
γ↓0
lim sup
N→∞
Q¯NνN [ sup|t−s|≤γ,0≤u≤K
| 1
N
∞∑
x=[Nu]
ηNt (x)−
1
N
∞∑
x=[Nu]
ηNs (x)| > δ] = 0.
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Noting that 1N
∑∞
x=[Nu] η
N
t (x) = 〈πNt , 1[u,∞)〉+ 1N ηNt ([Nu]), we consider smooth functions
φκ(u, ·) which approximate the function 1[u,∞) as κ ↓ 0 such that
φκ(u, v) = 0 for v ≤ u− κ
0 ≤ φκ(u, v) ≤ 1 for u− κ ≤ v ≤ u+ κ
φκ(u, v) = 1 for v ≥ u+ κ
φκ(u, ·) = φκ(u+ v, ·+ v) for every u and v.
In particular, we have that
|〈πNt , φκ(u, ·)〉 − 〈πNt , 1[u,∞)〉| ≤ κ for every u.
Moreover, ‖φκ‖2,∞ := supu{‖φ′κ(u, ·)‖∞+‖φ′′κ(u, ·)‖∞} is finite. Now, it is enough to prove
that for every κ, δ > 0,
lim
γ↓0
lim sup
N→∞
Q¯NνN [ sup|t−s|≤γ,κ≤u≤K
|〈πNt , φκ(u, ·)〉 − 〈πNs , φκ(u, ·)〉| > δ] = 0.
However, the term 〈πNt , φκ(u, ·)〉 − 〈πNs , φκ(u, ·)〉 is rewritten as∫ t
s
∑
x∈N
φκ(u,
x
N
)NL¯ε(N),Rη
N
r (x)dr + m˜
N
t − m˜Ns ,
where m˜N· is a martingale which vanishes as N goes to 0; recall (5.8). On the other hand,
the absolute value of the integral term is bounded from above by
∫ t
s 2κ‖φκ‖2,∞dr, recall
(5.7). This concludes the proof of (iii) and therefore the lemma.
5.3.3 Characterization of limit points
We start with considering a class of martingales associated with {ζ˜N}N≥1. LetMNt (x), x ∈
N, be the martingale defined by
MNt (x) := ζ
N
t (x)− ζN0 (x)−
∫ t
0
N2L¯ε(N),R(ζ
N
s (x))ds.
Some simple computations permit us to rewrite
N2L¯ε(N),R(ζ
N
s (x)) = N
2
(
εζNs (x− 1)− (ε+ 1)ζNs (x) + ζNs (x+ 1)
)
,(5.11)
for every x ∈ N, where we define ζNs (0) := ε−1ζNs (2). However, denoting β(N) := N(1 −
ε(N)) which converges to β as N → ∞ by Lemma 3.2, the right hand side of (5.11) can
be rewritten further as
N2∆ζNs (x) +Nβ(N)∇ζNs (x),
where ∆ζ = (∆ζ(x))x∈N and ∇ζ = (∇ζ(x))x∈N are defined for ζ = (ζ(x))x∈Z+ by
∆ζ(x) = ζ(x− 1)− 2ζ(x) + ζ(x+ 1), ∇ζ(x) = ζ(x)− ζ(x− 1),
23
respectively. Thus, for every g ∈ C20 (R+), taking account of ζNs (0) = ε−1ζNs (2), we have
that ∫ ∞
0
g(u)ζ˜N (t, u)du =
1
N
∑
x∈N
ζNt (x)g(x/N) +R
N
t(5.12)
=
1
N
∑
x∈N
ζN0 (x)g(x/N) +
∫ t
0
bN (ζNs , g)ds +M
N
t (g) +R
N
t ,
where
bN (ζ, g) =
1
N
∑
x∈N
∆Ng(x/N)ζ(x) − β(N)
N
∑
x∈N
∇Ng(x/N)ζ(x)(5.13)
+N
(
g(1/N)ζ(2) − g(0)ζ(1)),
with
∆Ng(x/N) = N2
(
g((x + 1)/N) + g((x − 1)/N)− 2g(x/N)),
∇Ng(x/N) = N(g((x+ 1)/N) − g(x/N)), x ∈ N,
and
MNt (g) =
1
N
∑
x∈N
MNt (x)g(
x
N
).
The error term RNt in (5.12) is defined by
RNt =
∫ ∞
0
g(u)ζ˜N (t, u)du − 1
N
∑
x∈N
ζNt (x)g(x/N)
and admits a bound:
(5.14) |RNt | ≤ eCX
N
t
{(
eC/N − 1
)
‖g‖L1(R+) +
1
N
‖g′‖∞ × |supp g|
}
in view of (5.9) and (5.10). Therefore, Proposition 5.4 shows that RNt tends to 0 as
N →∞ in probability.
The martingale term in (5.12) vanishes in the limit:
Lemma 5.6. E[MNt (g)
2] converges to 0 as N →∞.
Proof. A straightforward computation leads to the following results for the quadratic and
cross-variations of MNt (x):
d
dt
〈MN (x)〉t = ζNt (x)2
{
aNc−(x− 1, ηNt ) + bNc+(x− 1, ηNt )
}
, x ≥ 2,
d
dt
〈MN (1)〉t = ζNt (1)2
{
aN1{ηNt (1)=0} + bN1{ηNt (1)=1}
}
,
〈MN (x),MN (y)〉t = 0, 1 ≤ x 6= y,
where aN = N
2(1−ε)2/ε, bN = N2(1−ε)2. This implies the conclusion of the lemma.
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To treat the boundary term appearing in bN (ζ, g) (i.e. the third term in the right hand
side of (5.13)), we need the following ergodic property of the η-process at the boundary
site {1}. Note that this ergodic property holds at the single site {1} without taking any
average over sites near the boundary as performed in [6].
Lemma 5.7. Under the condition (5.6) in Proposition 5.4, for every 0 ≤ T1 ≤ T2 ≤ T
and δ > 0, we have that
lim
N→∞
Q¯NνN
[∣∣∣∣ 1T2 − T1
∫ T2
T1
ηNs (1) −
1
2
∣∣∣∣ > δ
]
= 0.
Proof. Consider the martingale
mNt := X
N
t −XN0 −
∫ t
0
N2L¯ε(N),R(X
N
s )ds.
By (5.7) with ϕ ≡ 1, we see that N2L¯ε(N),R(XNs ) = N(1 − 2ηNs (1)) − β(N)(1 − ηNs (1)).
However, since Lemma 3.2 implies 0 < β(N) = N(1 − ε(N)) ≤ C for N ≥ 1, this proves
that ∣∣∣∣
∫ T2
T1
{1− 2ηNs (1)}ds
∣∣∣∣ ≤ 1N (XNT2 +XNT1 + |mNT2 |+ |mNT1 |+ CT2) .
Thus, the lemma follows from (5.6) and the estimate: E[|mNT |2] ≤ T , which follows from
(5.8) with ϕ ≡ 1.
Once the following lemma for the boundary term in bN (ζ, g) is established, the weak
form (5.4) of the equation (5.3) is easily derived from (5.12), (5.13), (5.14) and Lemma
5.6. Thus, the proof of Theorem 5.2 is concluded by the uniqueness of the weak solutions
of (5.3), which will be shown in the next subsection.
Lemma 5.8. If g ∈ C20 (R+) satisfies the condition 2g′(0)− βg(0) = 0, then we have that
lim
N→∞
Q¯NνN
[∣∣∣∣
∫ T
0
N
(
g(1/N)ζNt (2)− g(0)ζNt (1)
)
dt
∣∣∣∣ > δ
]
= 0
for every δ > 0.
Proof. Recalling ζNt (2) = ζ
N
t (1)e
(log ε)ηNt (1), we have that
N
(
g(1/N)ζNt (2)− g(0)ζNt (1)
)
= ζNt (1)
(
g′(0) − βg(0)ηNt (1) + rNt
)
,
where the error term rNt is defined by
rNt :=
{
N
(
g(1/N) − g(0)) − g′(0)} +N(g(1/N) − g(0)) {e(log ε)ηNt (1) − 1}
+Ng(0)
{
e(log ε)η
N
t (1) − 1 + βηNt (1)/N
}
,
and tends to 0 as N →∞ by Lemma 3.2. Therefore, by the boundary condition for g, if
we can show that
(5.15) lim
N→∞
Q¯NνN
[∣∣∣∣
∫ T
0
ζNt (1)
(
ηNt (1)− 1/2
)
dt
∣∣∣∣ > δ
]
= 0
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for every δ > 0, the proof of the lemma is concluded. However, as we have shown in the
tightness, the process {ζN· (1)}N≥1 has the equi-continuity:
lim
γ↓0
lim sup
N→∞
Q¯NνN

 sup
|t−s|≤γ
0≤s<t≤T
|ζNt (1)− ζNs (1)| > δ′

 = 0,
for every δ′ > 0. Therefore, if we divide the interval [0, T ] into small subintervals with
length γ:
∣∣∣∣
∫ T
0
ζNt (1)
(
ηNt (1) − 1/2
)
dt
∣∣∣∣ ≤
[T/γ]∑
k=0
∣∣∣∣∣
∫ (k+1)γ∧T
kγ
ζNt (1)
(
ηNt (1)− 1/2
)
dt
∣∣∣∣∣ ,
ζNt (1) in the integrand is close to ζ
N
kγ(1) (if γ is small enough) and we can apply Lemma 5.7
for the integral
∫ (k+1)γ∧T
kγ
(
ηNt (1)−1/2
)
dt. In other words, ζNt (1) changes slowly compared
with the rapid motion of ηNt (1). This proves (5.15).
Remark 5.1. For g satisfying the same condition as Lemma 5.8, a stronger assertion:
lim
N→∞
Q¯NνN
[∣∣∣∣
∫ T
0
N
√
N
(
g(1/N)ζNt (2) − g(0)ζNt (1)
)
dt
∣∣∣∣ > δ
]
= 0
holds for every δ > 0 even by multiplying an extra factor
√
N . Indeed, this can be seen
by noting that the error estimate given in the proof of Lemma 5.7 is O(1/N) and that in
Lemma 3.2 is O(logN/N2) as N →∞. This fact will be used in [8].
5.3.4 Uniqueness of weak solutions
Here, we prove the uniqueness of the weak solutions of (5.3). The method is standard,
especially because the equation is linear. We first extend the class of test functions g = g(u)
in the weak form (5.4) to the family of all g = g(t, u) ∈ C1,20 ([0, T ] × R◦+) satisfying
2∂ug(t, 0) − βg(t, 0) = 0 for every t ∈ [0, T ], and show that∫ ∞
0
g(t, u)ω(t, u)du =
∫ ∞
0
g(0, u)ω(0, u)du(5.16)
+
∫ t
0
∫ ∞
0
(
∂sg(s, u) + ∂
2
ug(s, u)− β∂ug(s, u)
)
ω(s, u)duds
holds for every such g and t ∈ [0, T ]. Indeed, this can be done by dividing the interval
[0, t] into small pieces, assuming g to be constant in s on each small interval, applying the
weak form (5.4) on each such small interval and finally by passing to the limit.
Secondly, since the solution ω is assumed to be bounded, we can further extend the
class of g’s from functions having compact supports in [0, T ] × R+ to those having the
exponentially decaying property as u → ∞ in the sense that supt∈[0,T ],u∈R+{|g(t, u)| +
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|∂tg(t, u)| + |∂ug(t, u)| + |∂2ug(t, u)|}eru < ∞ for some r > 0. Finally, let ϕ ∈ C∞0 (R+) be
given arbitrarily and define g ≡ gϕ = g(t, u) as the solution of the backward equation:

∂tg + ∂
2
ug − β∂ug = 0, t ∈ [0, T ), u ∈ R+,
g(T, u) = ϕ(u), u ∈ R+,
2∂ug(t, 0) − βg(t, 0) = 0, t ∈ [0, T ).
Such g exists and has the exponentially decaying property. By choosing this g in (5.16)
with t = T , we obtain that∫ ∞
0
ϕ(u)ω(T, u)du =
∫ ∞
0
gϕ(0, u)ω(0, u)du,
and this concludes the proof of the uniqueness of the weak solutions of (5.3).
5.4 Proof of Theorem 2.2
We will show that Theorem 2.2 for the process qt follows from Theorem 5.2 for the process
ηt. To this end, we first see that the condition (5.1) is reduced from the condition (2.12)
if we define η and ρ0 by η = η
q and ρ0 = −ψ′0, respectively.
For g ∈ C1b (R+) satisfying g(v) = 0 for v ≤ 1/K and g(v) = c for v ≥ K with some
K > 1 and c ∈ R, taking g′ as f in (2.12), we have that
lim
N→∞
νN [|
∫ ∞
0
g′(u)ψ˜Nq (u)du−
∫ ∞
0
g′(u)ψ0(u)du| > δ] = 0
for every δ > 0. By the definition,∫ ∞
0
g′(u)ψ˜Nq (u)du =
1
N
∑
i∈Z+
∫ qi
N
0
g′(u)du =
1
N
∑
i∈Z+
g(
qi
N
) =
1
N
∑
x∈Z+
g(
x
N
)ηq(x).
On the other hand, by the integration by parts formula,∫ ∞
0
g′(u)ψ0(u)du = −
∫ ∞
0
g(v)ψ′0(v)dv =
∫ ∞
0
g(v)ρ0(v)du.
Therefore, (5.1) is shown for functions g satisfying the above conditions. However, this can
be extended to a wider class of functions g ∈ Cb(R+) satisfying g(v) = c for v ≥ K with
some K > 1 and c ∈ R, by approximating such g by a sequence of continuous functions
gn ∈ C1b (R+) satisfying gn(v) = 0 for v ≤ 1/K and g(v) = c for v ≥ K with some K > 1
and c ∈ R noting that 0 ≤ η(x), ρ0(v) ≤ 1.
In order to complete the proof of the theorem, it is now sufficient to show that (5.2) in
Theorem 5.2 implies (2.13) with ψ(t, u) = 1β log ω(t, u). The non-linear equation (2.14) for
ψt follows from (5.3) for ωt. Especially, the boundary condition 2∂uω(t, 0) + βω(t, 0) = 0
implies that ∂uψ(t, 0) = −1/2 and ω(t,∞) = 1 implies that ψ(t,∞) = 0 for t > 0.
Since ψ˜Nqt (u) =
1
β log ζ˜
N(t, u)+o(1) with an error going to 0 in probability as N →∞
in view of (5.9) and (5.10), noting that ω(t, u), ζ˜N (t, u) ≥ 1, (5.2) implies that
lim
N→∞
Q¯NνN
[
sup
0≤t≤T,0≤u≤K
|ψ˜Nqt (u)− ψ(t, u)| > δ
]
= 0.
27
for every T > 0, K > 0 and δ > 0. This completes the proof of Theorem 2.2.
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