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RADAR-BASED ANALYSIS APPROACH FOR THE 
CHARACTERIZATION OF PLASMA TURBULENCE IN THE 
IONOSPHERE 
LAURA ROSS 
ABSTRACT 
Understanding the space environment, through the study of earth's ionosphere, is 
essential for understanding and designing today's complex communication systems. 
This thesis focuses on utilizing recent advances in signal processing towards the char-
acterization of ionospheric plasma turbulence. Previous t heoretical work, by Kuo 
and Lee, predicts that plasma turbulence induced by the parametric decay insta-
bility propagates downward once it is excited. Unfortunately, due to limitations in 
altitude resolution on available radar systems, previous experimental work produced 
only limited evidence supporting this theory. 
My thesis focuses on proving Kuo and Lee's theory through utilizing quadric 
time-frequency distributions, specifically the Wigner-Ville Distribution. This analy-
sis approach allows one to analyze the backscattered energy as a function of time at 
an inter-pulse level. The resulting fine time resolution allows me to observe the flow 
of energy between the coarse altitude bins and subsequently infer the propagation di-
rection of the instability. Using this Energy-Flow Analysis technique on experimental 
data collected in Alaska on August 6 - 9, 2012 , I observed downward propagating 
turbulence that further substantiates the theory by Kuo and Lee. 
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Chapter 1 
Introduction 
1 
Remote sensing is essential to man's quest for understanding our physical world. It 
enables us to learn about objects and phenomena that we are unable to research in 
situ. There are many methods of remote sensing. These include passive systems, 
such as video/audio recording and detectors of ambient electro-magnetic emissions, 
as well as active systems, such as radar (radio detection and ranging) and lidar (light 
detection and ranging). The types of systems used depend on the appropriate appli-
cation such that they allow one to extract as much information as possible about the 
phenomena in question. 
One interesting area of remote sensing focuses on observations of t he earth 's iono-
sphere. The ionosphere is a layer of plasma around 60 - 1000 km above the earth's 
surface. Understanding the ionosphere improves and enables radio communication 
systems to work. We can use high frequency (HF) communications and leverage the 
ionosphere as a conductor to reflect and propagate signals to far away places. We need 
to account for ionospheric effects in communications at frequencies at and above HF 
range that are meant to reach satellites . Therefore, we need to thoroughly understand 
the ionosphere in order to properly design all communication systems. 
Understanding the ionosphere is also related to other fields of physics, such as 
fusion research. Fusion requires the ability to contain plasma for long periods of t ime. 
The difficulty in t his comes from plasma t urbulence that limit the containment time 
of the plasma. However, the ionosphere is a naturally contained plasma. Therefore 
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we can leverage the ionosphere to better understand plasma turbulence and other 
dynamics that can affect our ability to contain laboratory plasma. This interest lead 
to the development of facilities that are capable of remotely exciting various plasma 
turbulences and remotely observing the effects on the plasma. 
In order for remote sensing and plasma research to yield useful information, we 
also need to have a thorough understanding of signal processing techniques in order 
to interpret the remotely sensed plasma. Additionally, there are generally low levels 
of detected signals due to the large distance between the sensor and the ionosphere as 
well as the large amounts of clutter that occur from reflection from objects closer to 
the radar than the ionosphere. Therefore, there is a need to evolve signal processing 
techniques with improved computational capabilities in order to extract all possible 
relevant information. 
1.1 Sensing the Ionosphere 
As stated above, the ionosphere is a region of plasma, or ionized gas. The gases in the 
atmosphere are mainly ionized by ultraviolet radiation (photoelectrons) from the sun. 
The ionized molecules release electrons, which make the ionosphere a conductive layer 
that is capable of reflecting radio frequency transmissions and conducting current. 
The most straight forward way to remotely sense the ionosphere is through backscat-
ter radar. At a high level, a backscatter radar consists of radio frequency emissions 
that are transmitted towards a target. These emissions are reflected from that tar-
get, where the amplitude and phase of the reflected signal change due to the target's 
properties, and is then received by the radar. The radar takes the received signal and 
extracts information from the backscattered emissions in order to determine charac-
teristics of the target. These characteristics include the object's distance and speed 
towards the radar. We can use these same basic measurements in order to sense the 
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ionosphere. 
However, detecting the electrons in the ionosphere requires a very powerful radar 
due to incoherence introduced by random electron velocities. While facilities exist 
that are capable of detecting this incoherent backscatter, they are generally not col-
located with systems capable of exciting plasma turbulence. However, we can still 
use less powerful radars to detect larger scale plasma structures. Once detected by 
the radar, these structures appear as targets with a distribution in altitude and fre-
quency. The low frequency portion of the spectrum, in the kHz range, is referred 
to as the ion line (due to ion motion), while the high frequency portion in the MHz 
range is referred to as the plasma line (due to electron motion). Since structures 
are generally unexpected, unless intentionally excited, the targets are referred to as 
enhancements. Depending on the phenomena being investigated and the limitations 
of the hardware , one may focus on investigating either plasma line enhancements or 
ion line enhancements. 
Plasma structures can be introduced to the ionosphere through the excitation of a 
plasma instability or from the acceleration of electrons. While there are many plasma 
instabilities that are worthwhile studying, this work will focus on the study of the 
parametric decay instability in addition to the acceleration of electrons. 
1.2 Proposed Analysis Technique and Application 
Previous works by (Kuo and Lee, 2005) as well as my own previous research (Burton 
et al., 2008; Burton, 2007) attempted to understand the details of the parametric 
decay instability. Parametric decay instability is a three-wave process that can occur 
in multiple stages or cascades. The theoretical work by Kuo and Lee predicted two 
possible modes of the parametric decay instability; resonant decay and non-resonant 
decay. The resonant decay mode predicts that waves will propagate downward though 
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out the instability process, yielding cascades at subsequently lower altitudes. The non-
resonant decay mode predicts that all cascades will occur at the same altitude. My 
undergraduate research sought to find experimental results to support the more likely 
resonant decay scenario. However, limited data was available at the time to support 
this theory because the diagnostic radar was unable to achieve the desired altitude 
resolution needed to distinguish between the two instability modes. Additionally, this 
work only investigated the plasma line enhancements, around 4 MHz. 
Since this previous work only focused on plasma line enhancement measurements , 
we are interested in seeing how the ion lines were affected as well, around 4 kHz .. This 
will require the collection of a new set of data at the High-Frequency Active Auroral 
Research Program (HAARP) facility in Gakona, Alaska in August 6 - 9, 2012, since 
the system only has one 200 kHz bandwidth receiver and therefore can not record 
both ion lines and plasma lines simultaneously. 
Additionally, we are interested in observing ion lines from naturally occurring 
ionospheric currents. These currents, known as the Electrojet and Birkeland currents, 
produce waves that can be detected by the radar as ion lines. 
As a follow up to my prior work, I am interested in getting additional data to 
support the resonant decay mode. However, the HAARP facility still was not able to 
obtain a high enough altitude resolution to observe the cascades' altitude distribution. 
The standard processing approach generates a single frequency distribution at each 
height every pulse period. 
Therefore I am applying a different approach for interpreting the radar data to 
circumvent the altitude resolution limitation. By using the Wigner-Ville Distribtu-
ion for the pulse return at each altitude, we can generate a joint time-in-pulse and 
frequency distribution for each height for each pulse. The Wigner-Ville Distribution 
has only sparingly been used in ionosphere plasma research, however it has not been 
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applied to coded radar data (Qian et al., 1995; Howland and Cooper, 1993). My ap-
proach allows one to apply an alias-free form of the Discrete Wigner-Ville Distribution 
to observe the time-frequency distribution of energy at a given height for a specific 
pulse. Essentially, this allows us to observe at what point in the pulse there was a 
strong return from the ionosphere at a given height. This will be used to observe 
energy flow as a function of time for a given altitude, allowing us to understand how 
the waves were distributed in altitude as a function of time so we can determine how 
or if the waves propagated once the instability was excited. 
My thesis focuses on using my analysis approach to obtain more conclusive results 
that substantiate the Kuo and Lee theory of resonant decay parametric decay insta-
bility. Using the August 2012 data, we can see the energy flowing from one altitude to 
another, without observing the intermediate height distributions. The gained insight 
into the underlying plasma physics shows the utility of my analysis approach . 
In the upcoming chapters of this thesis, I will describe in detail the background 
plasma physics as well as standard radar signal processing techniques used my area of 
research. With that background information, I will explain my approach to processing 
the radar data and how it increases the amount of information we can extract from the 
data. Then I will discuss my experimental results and show how my analysis approach 
enabled me to observe naturally occurring ion lines and to further corroborate the 
Kuo and Lee theory for the parametric decay instability. 
6 
Chapter 2 
Ionospheric Plasma Physics 
Before we can understand how to sense plasma turbulence in the ionosphere, we need 
to first understand the plasma turbulence itself. Throughout this chapter, we will 
assume that the ionosphere is quasi neutral; therefore the density of electrons is equal 
to the density of ions and can be referred to as the plasma density. Additionally, we 
can assume that the plasma is uniform because the perturbations of interest to us 
have a scale length much less than that of the background plasma density. 
The main layers of the nighttime ionosphere are the E layer, from 100 - 120 km, 
and the F layer, from 200 - 300 km. A majority of the plasma is located in the 
F region and therefore contains the most dense region of plasma. Due to its high 
density, most of the plasma wave interactions described below occur in the F region. 
Particles in the ionosphere have thermal motion. Because ions are much more 
massive than electrons, we can assume that they are essentially stationary. The 
thermal energy of a particle is E = KT where K is Boltzmann's constant and T is 
the temperature in Kelvin degree. Thermal energy gives rise to the particles motion 
which allows for an electron to be displaced from its equilibrium position in the 
uniform background. When electron displacement occurs, Coulombic forces pull the 
electron back into place causing the particle to oscillate. The characteristic frequency 
of this oscillation, called the plasma frequency, is given by: 
( 2) 1/2 n0e Wpe = --com (2.1) 
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where n0 is the local plasma density, e is the charge of an electron, Eo is the permittivity 
of free space, and m is the mass of an electron. Because the plasma frequency increases 
with the plasma density, scientists often use the plasma frequency to describe the 
plasma density. For the ionosphere at Gakona, Alaska, the peak plasma frequency is 
generally around 4 - 5 MHz. 
Because of the earth's magnetic field , we must consider the ionosphere as a mag-
netized plasma. From the Lorentz force, we know that a particle traveling across a 
magnetic field line will start to gyrate around that field line. This gyration is known 
as the cyclotron frequency. It can be defined for both electrons and ions as follows: 
eB0 
Dc[e,i] = --
m[e,i] 
(2.2) 
where e is the charge of the particle, B0 is the earth's magnetic field strength, and 
m[e,i] is the mass of the particle. With this basic understanding of particle dynamics 
in a magnetized plasma, we can learn about plasma waves. 
2.1 Waves in Plasma 
Because the ionosphere is a magnetized plasma, the Lorentz forces acting on a charged 
particle are more complex than neutral gasses. This leads to the ionosphere being a 
dispersive medium. A dispersive medium allows waves of different frequencies prop-
agate at different speeds. An excellent example of this is a glass prism, where each 
color band in visible light propagates at different speeds yielding a separation of light 
that exits the prism, or a rainbow. Plasma behaves similarly so the propagation of 
a given wave is a function of its frequency and wave number. These functions are 
known as a dispersion relation. 
The plasma physics investigated in this thesis revolves around two main plasma 
waves: the Langmuir wave and the Ion Acoustic wave. Both waves are electrostatic 
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waves t hat can be thought of as longitudinal waves with density perturbations, like 
pressure waves, in a homogeneously distributed plasma. However, each wave is char-
acterized by its own unique dispersion relat ion, described below. 
The Langmuir wave describes electron oscillations in a magnetized plasma. Using 
Maxwell's equations with the wave's electric field and the local magnetic as well as 
the· particle equation of motion with a pressure term, we get t he following dispersion 
relation: 
w2 = (noe2 ) + 3 k 2 (2KTe) + (eBo) sin2 () 
L Eom L m m 
2 3k2 2 n · 2 () 
= Wpe + LVte +~lee Sln (2.3) 
where n0 is the local plasma density, B0 is the local magnetic field strength, and () is 
the angle between t he wave's propagation direction and the magnetic field direction. 
The most important take away message from Equation 2.3 is that the Langmuir wave 
frequency is proportional to the local plasma frequency, the election t hermal velocity 
and t he electron cyclotron frequency. 
The Ion Acoustic wave describes sound waves in plasma. Here we use t he ion fluid 
equation and we neglect the local magnetic field because of the large mass of the ions . 
The derived dispersion relation is as follows: 
2 
_ k2 (KTe + 1KTi ) 
WIA - I A NI 
- k2 c2 
- I A s (2.4) 
where / is a constant related to the adiabatic compression of the ion fluid and the 
resulting Cs is t he speed of sound in a plasma. Even if we ignore ion temperature 
Ion Acoustic waves can still have a finite speed. The propagation speed of t he Ion 
Acoustic wave is only related to t he electron/ion temperatures in t he plasma. In t he 
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ionosphere, the Ion Acoustic wave frequency is typically around 4 kHz. 
In addition to electrostatic waves , electromagnetic waves can also propagate in 
the ionosphere. These waves are generally transmitted into the ionosphere by either 
a ground-based or an airborne source. Let's assume that the wave is transmitted 
vertically from the ground to propagate into the ionosphere. Near the wave reflection 
heights, there are two possible orientations for the electric field E 1: perpendicular to 
B 0 or parallel to B 0 . If E 1 _l_ B 0 , then we have an Extraordinary, or X, mode wave. 
If E 1 II B 0 , then we have an Ordinary, or 0, mode wave (Chen, 1984). 
Since the 0-mode wave, not the X-mode wave, can mode convert into the Lang-
muir wave, it is the only electromagnetic wave relevant to this thesis. The 0-mode 
wave has a fairly simple dispersion relation: 
w2 = w2 + c2k2 0 pe 0 (2.5) 
which is only a function of the local plasma frequency. One important aspect of 
the wave is that its frequency must be larger than the local plasma frequency in 
order to propagate. Therefore, when the wave is transmitted from the ground, it will 
propagate until its frequency is equal to the local plasma frequency. 
2.2 Landau Damping 
Only taking into account the equations above, it appears as though a wave in plasma 
can propagate as long as its dispersion relation is satisfied. However, this is not the 
case. A wave loses energy as it propagates, assuming it is not being driven by some 
other source. There are both collision and collision-less sources of energy loss. The 
main collision-less source is through a process called Landau Damping. 
Landau damping describes the energy transfer between a electrostatic wave and 
ambient energetic particles. We can think of the wave as an oscillating electric po-
Slower 
Particle 
Faster 
Particle 
(a) Particle in plasma wave 
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p(v) 
v¢ v 
(b) Maxwellian distribution 
Figure 2· l: (a) Shows particle effect on wave in both faster and slower 
contexts. (b) Illustrates the Maxwellian distribution and indicates the 
phase velocity of a wave 
tential propagating through the plasma with a phase velocity of v,p . Particles with 
a velocity slightly slower than V¢ will be 'pushed along by the wave,' therefore ex-
tracting energy from the wave. Particles with a velocity slightly faster than V¢ will 
'push against the wave,' therefore transferring energy to the wave. Particles that are 
moving much faster or much slower than the wave cannot effectively transfer energy 
with it (Chen, 1984). This is illustrated in Figure 2·la. 
The velocity distribution of thermal particles is governed by the Maxwellian dis-
tribution, shown in Figure 2· 1 b. Since there are more slow particles than fast particles 
in this distribution, the net effect is t hat the waves loses more energy than what is 
gained by local particles; therefore the wave damps. In the case where particles are 
accelerated through some other source, existing waves with a similar velocity will gain 
energy from the particles. The energized waves are called Electron/Ion Beam Modes 
(Stix, 1992) . 
In the case of a wave being damped by thermal particles, we can derive a damping 
rate using kinetic t heory. For the electrons, we can assume the wave being damped 
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is a Langmuir wave. Therefore the electron Landau damping rate can be defined as: 
( 22 ) ( 2) w wpe w VeL = 2 3 exp --2-2 kll k Vte 2kll Vte (2.6) 
where w, k, and k 11 are the frequency, wave number and component of the wave vector 
parallel to the local magnetic field. Similarly for ions, we can assume the wave being 
damped is an Ion Acoustic wave. Therefore the ion Landau damping rate can be 
defined as: 
viL = (ii(_;) (Te) exp (-~) V 2 k11vti Ti 2k11 vti (2 .7) 
where w, k and k 11 refer to the frequency, wave vector and component of the wave 
vector parallel to the local magnetic field (Kuo and Lee, 2005). 
2.3 Parametric Decay Instability 
2.3.1 Wave Matching Relations 
The Parametric Decay Instability, or PDI, is a 3-wave interaction that involves a 
parent, or pump, wave mode-converting to two children waves. The parent wave can 
either be the electromagnetic 0-mode wave or the electrostatic Langmuir wave. The 
children waves are always a Langmuir wave and an Ion Acoustic wave. Since this 
interaction involves an instability, it can only be excited when the parent wave has 
enough energy to overcome an instability threshold. Because PDI can be triggered by 
an electromagnetic wave, the instability can be induced in the ionosphere by inject-
ing such a wave vertically from a ground-based transmitter. After the initial mode 
conversion from 0-mode to Langmuir and Ion Acoustic waves, the child Langmuir 
wave can serve as the pump wave for another PDI interaction. These subsequent 
interactions, or cascades, will occur as long as the new pump wave has enough energy 
to overcome the instability threshold. 
(I} 
0-Mode 
Langmuir 
Wave 
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(I} 
0-Mode 
Langmuir 
Wave 
Ion-Acoustic 
Wave 
Figure 2·2: The wave vector and frequency matching relations with the 
wave dispersion relations. The left figure shows the injected 0-Mode 
wave decay and the right figure shows the subsequent Langmuir wave 
decay. Dispersion relations not drawn to scale. 
k 
The PDI process is governed by a set of wave frequency and wave vector matching 
relations, Equations 2.8 and 2.9 respectively. These are the fundamental conditions 
that must hold for the wave conversion process. They are defined as follows: 
(2.8) 
(2 .9) 
where (wp, k p) are the parameters of the parent wave, (wLc, kLc ) are the parameters 
of the child Langmuir wave, and (w1Ac , k1Ac ) are the parameters of the child Ion 
Acoustic wave. 
Let 's look at the first two cascades, where the 0-mode wave is the parent of the 
first. Using wave parameters (wo, ko) for the parent wave, (wL11 k L1 ) for the child 
Langmuir wave, and (w1A 11 k 1A 1 ) for the child Ion Acoustic wave, the wave matching 
relations from Equations 2.8 and 2.9 become wo = WL1 + w;A1 and ko = kL1 + k1A1 • 
The second cascade has the child Langmuir wave as the parent, yielding the following 
2 is used to denote the children waves from the second cascade. These relations 
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are illustrated in Figure 2·2 using the wave dispersion relations. The left shows the 
first cascade from the 0-mode wave (in red, bold) to the children Ion Acoustic and 
Langmuir waves (in blue). The right shows the second cascade from the previous 
child Langmuir wave (in red, bold) to a new set of Langmuir and Ion Acoustic waves 
(in blue). 
0-mode excited PDI occurs just below the reflection height, the point where a 
wave can no longer propagate, of the 0-mode wave. Therefore, when we look at 
Equation 2.9 for the first cascade, we can expect that lkol ~ 0. This means that 
kL1 = -krA1 • Given that the frequency difference between the first and second child 
Langmuir wave is small (since WL » wrA), so lkL1 I ~ lkL2 I. This gives us the result 
that krA1 = -2krA2 • 
Putting this together with Equation 2.8, we get the following frequency relations 
(2.10) 
(2.11) 
where wr A is the local ion-acoustic frequency determined from Equation 2.4. We can 
use a similar method to derive frequency relations for all subsequent cascades and 
yield the same answer as in Equation 2.11. 
2.3.2 Dispersion Relation 
In order to derive the dispersion relation, we will look at PDI where the parent wave 
is a Langmuir wave. We can define the parent Langmuir wave and child Langmuir 
wave in terms of their electric potential, <1? 1 (w1 , k1 ) and <1? 2 (w2 , k2 ) respectively. We 
can define the child Ion Acoustic wave as a density perturbation nrA(wrA , krA)· Note 
that for convenience, we dropped the L from the Langmuir wave subscripts and the 
number from the Ion Acoustic subscript . These quantities are functions of w and k 
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,L 
Figure 2·3: The wave vector geometry relative to the local magnetic 
field. All wave vectors are confined in the x-z plane. 
because they are assumed to be sinusoidal: p(w, k) = pexp(j(k · r - wt)). Without 
loss of generality, we can assume that the geometry is as pictured in Figure 2·3 where 
all wave vectors are confined to the x-z plane. The angle 80 is the angle between the 
parent Langmuir wave and the magnetic field and Bm is the magnetic dip angle. 
Using equations of motion, continuity as well as the the geometry in Figure 2·3 
and the matching relations in Chapter 2.3.1, we can derive the dispersion relation for 
PDI as follows: 
(2.12) 
where Ve is the electron collision frequency, vi is the ion collision frequency and wke is 
the local Langmuir wave frequency using the wave vector k1 . The II and l_ subscripts 
denotes the parallel and perpendicular components to the earth 's magnetic field. We 
can assume the electron collision frequency consists of two terms, Ve = Vei + VeL, where 
Vei is the electron-ion collision frequency and Ve£ is the electron Landau damping rate. 
Similarly the ion collision frequency consists of two terms, vi = Vin+ viL, where Vin 
is the ion-neutral collision frequency and viL is the ion Landau damping rate. 
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Using the PDI dispersion relation, Equation 2.12, we can derive the thresholds for 
both resonant and non-resonant decay. In the non-resonant case, the child Langmuir 
wave undergoes PDI at the same altitude as its parent Langmuir wave. Therefore the 
child Langmuir wave does not satisfy the local Langmuir wave dispersion relation, 
leading to a higher instability threshold for subsequent cascades. In the resonant 
case, the child Langmuir wave propagates to an alt itude where it satisfies the lo-
cal Langmuir wave dispersion relation prior to undergoing another PDI interaction. 
Therefore each cascade occurs at progressively lower altitudes. The new parent wave 
losses energy while it propagates to its preferential altitude. We can understand this 
in greater detail through the derivations of t he instability thresholds and losses. 
2.3.3 Non-Resonant Decay 
Since in non-resonant decay the child Langmuir wave does not satisfy the local 
Langmuir wave dispersion relation, we can conclude that Wke = w1 =f w2 . In or-
der to obey the frequency matching equation, Equation 2.8, WJA = WJAr + i"( and 
w2 = Wke - WJAr + i/. We can view the imaginary component, / , as the instability 
growth rate. When the mode conversion occurs, the value for / is zero. By applying 
t hese facts to the dispersion relation in Equation 2.12, we can derive the threshold 
potential for the first non-resonant decay as 
(2.13) 
where cl> 0 is the threshold potential for the initial conversion from a parent 0-Mode 
wave and G 1 is the gain. The threshold gain from the non-resonant process and is 
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given by 
G ~e [ 16kiC; ] 1 = 1 + -----'---Ve+ 2vi Ve (Ve + 2vi) 
where the angle e0 in the threshold field is the angle of the child Langmuir wave with 
the magnetic field, as illustrated in Figure 2·3 (Kuo and Lee, 2005). 
Using IEI = 'V<I> ~ k<I>, we can estimate the threshold field of non-resonant decay 
as 
(2.14) 
The above derivation only applies for the first non-resonant cascade. We can 
derive a general form for an arbitrary number of cascades. We use the notation for 
the Nth cascade as follows: the child Langmuir wave has field <I>N+i(wN +l , -k1) , the 
parent Langmuir wave has field <I>N(wN, k 1) and the Ion Acoustic decay mode with 
nIAN(wN, 2k1) where k 1 is the same wave number as in the first cascade case. We 
can set WJAN c:::: WJANr + i/N and WN+l '.:::'. Wke - 2-:f=l WJAjr + i/n· Additionally we 
can assume wke ,....., w 0 c:::: WN. Using a similar approach where we set I n = 0, we can 
reduce the dispersion relation in Equation 2.12 to derive the threshold potential as 
(2.15) 
where the Nth cascade gain is given by 
Similar to the first cascade derivation, we can solve for the threshold electric field by 
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relating to electric field to the gradient of t he potential yielding 
(2.16) 
The important message here is t hat t he threshold field intensity increase with each 
cascade (increasing N) due to t he additive frequency mismatch from the child waves. 
2.3.4 Resonant Decay 
In the resonant cascade process, we expect both the child Langmuir wave and ion-
acoustic mode to satisfy t heir appropriate dispersion relations. Therefore w2 = wke 
and w1A = 2k1C8 + i/1 which gives w1 = wke + i/1 . Following the same methodology 
from Chapter 2.3.3 , we can derive the threshold potent ial of the first cascade to be 
(m;~) 
(2.17) 
Using Equation 2.17 and the approximation that the threshold electric field is the 
wave number t imes the threshold potential, we get 
/mJVi 
Vi2 (2 .18) 
where JEthl is the threshold electric field of t he resonant decay process (Kuo and Lee, 
2005). Since for each subsequent cascade, t he child Langmuir wave satisfies its local 
dispersion relation, t he t hreshold remains t he same. From comparing Equat ions 2.18 
and 2.16, we can see that the non-resonant decay threshold is larger t han that of 
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the resonant case by the square root of the gain, .;a;:;. Because the resonant decay 
process has a lower threshold, it is more likely to be the dominant decay mechanism 
in PDI. 
However, if we want to look at t he total possible number of cascades with resonant 
and non-resonant decay, we need to determine the field amplitude of the parent wave 
at each cascade. While we can assume the same field amplitude for all waves in non-
resonant decay, we need to incorporate the propagation loss for resonant decay. We 
can think of the propagation loss as a spacial damping loss of the form eat::. z where a 
is the spatial damping rate and D.z is the propagation distance between subsequent 
cascades. 
2.3.5 Propagation Loss 
The dispersion relation for spatial damping comes from the electron momentum and 
continuity equations, yielding 
(2.19) 
The damping comes from the imaginary component of k1 , k1 = k1r + ia, with a real 
w1 . By substituting these relations into Equation 2.19 and solving for a using the 
imaginary part of the equation, we get 
(2 .20) 
In order to calculate the propagation distance, lets start with the dispersion rela-
tions for the parent and child waves. When each Langmuir wave is created, it satisfies 
its local dispersion relation at altitude z . Therefore the parent wave frequency is 
wi = w;e(z0 ) + 3kivle + D~e sin2 B0 • Since this wave undergoes resonant decay at a 
lower height, the child wave frequency is given by w~ = w;e(z1) + 3kivle + D~e sin2 e0 • 
19 
This yields the relation 
(2.21) 
where the wave number of both the parent and child waves are approximated as k1 . 
To simplify the left hand side, we use Equation 2.11 where w1A = k1C8 to get 
w2 -w2 1 2 
(2.22) 
where we assumed w1 >> W 8 • 
We know by definition w;e(z) = 4::i:2 n(z ). Since the height range that we are 
looking at is small compared to the scale length of plasma inhomogeneity, we can 
assume that the density decreases linear with decreasing height. We can write the 
density relative to the density at z0 yielding 
( z - z) n ( z ) ~ n 0 1 - 0 L (2.23) 
where n0 is the density at z = z0 and L is the scale length of the plasma inhomogeneity 
(Budden, 1985). Substituting Equation 2.23 into the right side of Equation 2.21 , we 
get 
(2.24) 
where !:1z = Zo - z1. 
Replacing the left-hand and right-hand side of Equation 2.21 with Equations 2.22 
and 2.24, respectively, we can solve for !:1z and obtain 
(2.25) 
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where Wpe refers to the plasma frequency at height z0 • Using Equations 2.20 and 
2.25, we can conclude that the loss factor of the propagating Langmuir wave between 
cascades is 
(2.26) 
where k1r = k1 is assumed. 
Because the parent wave's field intensity drops off exponentially with propagated 
distance, we can generally expect that only a few cascades can occur before the wave's 
field intensity is below the instability threshold. However , because the non-resonant 
threshold quickly becomes an order of magnitude larger than that of the resonant 
threshold, the resonant mode is more likely to occur (Kuo and Lee, 2005; Burton, 
2007). 
2.4 Other Sources of Ion Acoustic waves 
2.4.1 Beat Waves from PDI-generated Langmuir Waves 
When two waves of different frequencies coexist, the electric fields of each wave affects 
the other wave through the ponderomotive force. This force is a nonlinear force that 
produces two interference terms with frequencies equal to the sum and difference of 
the individual wave frequencies. Due to the generally high frequency of the sum 
component, its effects are averaged out in the reaction time of the plasma. The 
difference component has a lower frequency allowing it to drive nonlinear plasma 
modes (Lee, 2012). 
In the case of PDI, we can see the nonlinearly driven modes when Langmuir 
waves from different cascades interact. The difference frequency is that of the Ion 
Acoustic wave, therefore we can call the nonlinear mode a forced Ion Acoustic wave. 
Ion Acoustic waves generated in this manner do not have a preferential propagation 
direction. 
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2.4.2 The Electrojet and Birkeland Currents 
In the auroral region, magnetic field-aligned currents known as Birkeland currents 
flow between the ionosphere and the magnetosphere. Through nonlinear interactions , 
the Birkeland currents are capable of exciting Ion Acoustic waves in the ionosphere 
(Kindel and Kennel, 1971). Since the existence of Birkeland currents are independent 
of the parametric decay instability, the induced Ion Acoustic waves are considered to 
be naturally occurring. 
In order to gauge the probability of observing naturally occurring Ion Acoustic 
waves, we need to be able to measure the Birkeland current. However, it is not 
possible to measure the current directly with ground based systems. In order for 
Birkeland currents to exist , they must be part of a closed loop. This closed loop 
partially consists of the Electrojet, an eastward or westward current on the bottom 
side of the ionosphere. This can be measured through ground instruments, t herefore 
scientists often look for the existence of Birkeland currents through the existence of 
t he Electrojet . 
While it is interesting to understand the details of various plasma waves in the 
ionosphere, it is more important that we can observe t hese waves. Therefore, the 
next section will go into detail explaining how we can detect plasma waves using a 
ground-based radar system. 
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Chapter 3 
Remote Sensing and Detection 
Remote sensing using radar systems revolves around the concept of transmitting a 
radio frequency signal towards an object and then observing the backscattered signal. 
Since our radar is ground-based, we can relate the radar's frequency and wave number 
using the standard relationship from Maxwell's equation 
w =ck (3. 1) 
which is representative of a wave traveling in free space. However, the game changes 
when the wave hits the ionosphere. Because plasma is dispersive , radio waves that 
are transmitted towards it both reflect and refract while propagating in the medium. 
Therefore the manner of propagation depends on the frequency and polarization of 
the wave. Because of the dispersive plasma, there is only a range of frequencies that 
are useful in sensing the ionosphere. 
To better understand this, let's look at a wave of frequency w that has its wave 
electric field parallel to the earth's magnetic field. From Chapter 2.1 , we know that 
this type of wave will convert to an 0-mode wave in plasma with dispersion relation 
w 2 = w;e + c2 k2 (Equation 2.5). If the original frequency is less than or near the local 
plasma frequency, Wpei then the plasma frequency term dominates the dispersion 
relation forcing the wavelength to be very large. However, if the wave frequency is 
much larger than the plasma frequency, then we can ignore the plasma frequency 
term and our dispersion relation becomes Equation 3.1 - a wave propagating in free 
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space. 
The above result is important when we think about detecting the distance of the 
object we are sensing. As long as we are dealing with a non-dispersive wave, we can 
assume that the wave travels at t he speed of light. With the ionosphere, as long 
as the frequency is much higher than the local plasma frequency, we can make this 
assumption. Given that t he wave speed is c and the object is distance d away, it 
would take time T = 2d/ c to receive the backscattered energy. Therefore we can 
estimate an objects distance as 
d =TC 
2 
using the calculated time delay T in the observed data. 
3.1 Coherent Backscatter from Bragg Scattering 
(3 .2) 
While t he concept of a backscatter radar is nice for the ionosphere, once we take into 
account t he total propagation distance of rv500 km and the incoherence from electron 
backscatter , it is obvious that a large and powerful system is needed to achieve the 
necessary sensitivity. However , smaller systems are capable of detecting stronger 
coherent backscatter, which occurs t hrough the process known as Bragg scattering. 
Bragg scattering comes from coherent interference of waves scattering off of two 
plane-like structures. These planes can be thought of as t he wave fronts of electro-
static plasma waves, since wave fronts contain a higher density of particles. If t he 
phases from the waves scattered from both planes add up constructively, then high 
power backscatter occurs. Therefore, constructive interference depends on the dis-
tance between plasma waves fronts, d, and the wavelength of the reflected wave .A. 
The final Bragg scattering relationship is 
d= m>. 
2 (3.3) 
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A : wavelength 
Figure 3· 1: Bragg scattering off of two wave front s separated by distance 
d. 
where m is an integer (Bekefi and Barret, 1990). This is illustrated in Figure 3·1, 
where we can see how the wave scattered from the more distance wave front travels 
an addit ional distance. Since constructive interference requires t hat t he two wave 
paths have the same phase at the receiver, it is intuitive to see that the ext ra distance 
traveled, 2d, must be a multiple of the wavelength. 
When we are detecting plasma waves, the distance between wave fronts d is the 
wavelength of the plasma wave. Therefore, all of our detected structures have the 
following relationship to the radar: 
). = m..\R 
2 (3.4) 
where..\ is t he wavelength of the plasma wave and >.R is t he wavelength of t he radar. 
Therefore, the size of the structures we can detect are directly correlated to the radar 
frequency. 
3.2 Pulse Compression 
Radar inherently has a trade off between range and frequency resolution. Range 
resolution is correlated to the pulse length since the received power is determined 
by integrating energy across the pulse. Therefore high range resolution implies a 
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Figure 3·2: (a) A pulse with no compression and its matched filter 
response. (b) Pulse with 7-bit Barker code and its matched filter re-
sponse. 
short pulse length. Frequency is determined by doing a Discrete Fourier Transform 
(DFT) on the returned pulse. The more samples one has in a DFT, the higher the 
frequency resolution. Therefore high frequency resolution implies a long pulse length. 
Since ionospheric plasma studies often requires both high range and high frequency 
resolutions, pulse compression techniques are used to meet both requirements. 
Pulse compression uses phase codes on a long pulse, that can compress in time to a 
shorter pulse after matched filtering. The pulse length, Tp, is divided into shorter time 
sections called the baud length, Tb, at which the phase of the signal is changed by 180° 
or 0° using a method dependent on the selected pulse compression technique. The 
ratio of pulse length to baud length corresponds to the number of bauds in the pulse, 
Nb= Tp/Tb. Upon matched filtering, the returned pulse energy is compressed to a time 
interval equal to the baud length. Therefore the range resolution is proportional to 
the baud length and the frequency resolution is inversely proportional to the number 
of bauds. 
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Figure 3·2 illustrates the comparison between a pulse with and without pulse 
compression with a pulse length of 7. Notice that the width of the uncompressed 
filtered pulse is twice its length, 14, while the width of the compressed filtered pulse 
is twice the baud length, 2. Therefore, we can resolve signals that are separated 
in time by the baud length instead of being separated by the pulse length. While 
there are many methods of pulse compression, the one most often used in ionospheric 
plasma studies is the Coded Long Pulse technique. 
3.3 Coded Long Pulse Technique 
The Coded Long Pulse, or CLP, technique selects the phase coding randomly - using 
an independent uniform distribution - for each baud. This technique was developed 
in order to apply pulse compression to the incoherent scatter off of electrons in the 
ionosphere. Because of the stochastic nature of the returned signals and the phase 
coding, we expect that adjacent bauds will be uncorrelated from each other and still 
provide good pulse compression (Sulzer, 1986) . 
In order to better understand how this technique works , let's assume that the data 
is sampled at an interval equal to the baud length so a pulse contains Nb samples. 
The inter-pulse period, or IPP, is the time between transmitted pulses and is equal 
to N samples where N /Nb is an integer. 
The return from a specific ionospheric layer starts at some sample m which corre-
lates to height hm and continues for the duration of the pulse; Nb samples. Therefore, 
we know the information from height hm starts at sample m and continues until sam-
ple m + Nb - 1. The information from the previous height hm- l starts at sample 
m - 1 and continues until sample m +Nb - 2. This implies that sample m contains 
information from height hm and height hm-l· Actually, sample m contains informa-
tion from heights hm- Nb+l to hm· We can summarize this using the response of the 
ionosphere 
code 
n n 
L-J 0 
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Figure 3·3: The returned signal s(t) with time response of each iono-
spheric layer. 
ionosphere as a function of time and height as well as the applied phase code: 
Nb - 1 
sm(n) = L b(n - m + l, m - l)c(l) 
l= O 
(3 .5) 
where b(n, l) is the uncoded ionospheric return at time n and height sample l and c(l) 
is the code at sample l (Sulzer, 1986). 
For additional clarity, this is illustrated in Figure 3·3. To the right of the figure 
we see a 2-dimensional view of the returned signal. Each row corresponds to the 
ionospheric return from a specific altitude as a function of time. In each column, 
we can see how the returns from different altitudes align in time and are summed in 
order to generate the returned signal values. 
3.4 Processing using Altitude Frequency Distributions 
Using the N-sample IPP data, we can look for both altitude and frequency analysis. 
Ideally, we would like to a joint distribution of the alt itude and frequency character-
istics for each IPP. This can be done using simple time frequency distributions where 
28 
t ime correlates to altit ude through Equation 3.2 where d is alt itude and T is time. 
We can generate Altitude Frequency distributions through decoding the return 
signal for each height . · We can · define the decode filter as a windowing funct ion for 
altitude sample m t hat is the signal code: 
{
c(n) 
C(n) = O (3.6) 
otherwise 
where c(n) is the code. 
If we multiply this windowing function times the time-shifted returned signal 
sm(n + m), we get an Nb-point signal for each height m as follows 
x(n, m) = sm(n + m) C(n) 
Nb - 1 
= b(n , m) + L b(n, n + m - l)c(l)c(n) 
l=O 
lopn 
(3.7) 
where n is valid only on the interval [O , Nb-l] and the second term in Equation 3.7 can 
be thought of as an interference term from uncorrelated backscatter. The interference 
term is uncorrelated because t he code is random and independently distributed with 
an expected value of 0. Therefore t he expected interference is around 0. 
In order to get the Altitude Frequency distribution, we need to take t he Discrete 
Fourier Transform of the time component n in Equation 3. 7 giving us 
Nb -1 
X(k, m) = L x(n, m)e- i27rkn / Nb (3.8) 
n =O 
where k is limited to the interval of [O , Nb - 1]. Using Equation 3.8, we can observe 
the frequency distribut ion as a function of altitude for each IPP, allowing one to 
determine the region and potential sources of the returned ionospheric signal. 
However, this analysis approach is limited. The alt itude resolution is limit ed to t he 
29 
baud length , which could prevent us from observing small-scale altitude distribut ions. 
The frequency resolution is limited by the number of bauds in the pulse, which can 
prevent us from observing low frequency phenomena. Also the rate of the Altitude-
Frequency distributions depends on the inter-pulse period, which can prevent us from 
observing t he time evolut ion of phenomena of interest . These parameters are all 
dependent on the radar used , since received power is also dependent on pulse length , 
baud length, and inter-pulse period. For example, a smaller radar may need longer 
pulse and baud length to guarantee a detectable radar return. If t hat smaller radar 
cannot use a small enough baud length to resolve our expected alt itude distribution, 
then new processing methods are needed to extract more detailed information from 
the received signal. 
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Chapter 4 
Discrete Wigner-Ville Distribution for Energy 
Flow Analysis 
Since it is not possible to decrease the baud length for our radar system, I wanted 
to look into getting information on the backscattered PDI signal during the inter-
pulse interval. Using the signal processing approach outlined in Chapter 3.3 , for each 
decoded pulse return for a given height, we achieve a single spectrum. This spectrum 
shows the frequency content of all signals within the pulse, without any information 
of when in the pulse t he signal occurs. However , techniques exist in signal processing 
that allows one to generate a t ime-frequency distribution given a time-limited signal. 
This is known as the Wigner-Ville distribution. 
The Discrete Wigner-Ville Distribution (DWVD) is a part of a family of quadratic 
t ime-frequency distributions that calculate the Fourier transform on t ime-shifted 
products of the signal. The result is a 2-dimensional function of time and frequency 
for a single time and frequency limited signal. Additionally, this distribution is guar-
anteed to be alias free using the new method proposed by O'Toole in his recent paper 
(O'Toole et al. , 2010). 
We can easily illustrate the benefits of quadratic time-frequency distributions using 
a linear frequency modulated signal. Let's say that the signal starts at frequency Jo 
and ends at frequency Ji. If we were to just take the Fourier transform of this 
signal, we would only see that there is a strong return in the frequency range [!0 , Ji] 
with no indication on when those frequency components occurred. However if we 
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use the DWVD, we get a two-dimensional map that indicates at which time each 
frequency component occurred. This is illustrated in Figure 4· 1, where the Wigner-
Ville distribution provides more information about the pulse than the single DFT. 
The current method of generating the Discrete Wigner-Ville Distribution preserves 
the instantaneous frequency, time delay, frequency marginal and time marginal of 
the original signal. Therefore if we integrate the distribution in Figure 4· lc across 
time, we will get the DFT solution from Figure 4·1b (O'Toole et al., 2010). With 
this understanding, we can look into how to calculate the alias-free Wigner-Ville 
distribution. 
4.1 Wigner-Ville Distribution 
In order to understand the Discrete Wigner-Ville Distribution, we first need to under-
stand its continuous counterpart. This distribution starts with the assumption that 
we have a signal z(t) that only contains signals with a positive frequency component, 
Z(f) = 0 for f < 0. We can define the symmetric instantaneous autocorrelation 
function as 
K(t, T) = z (t + ~) z* (t - ~) ( 4.1) 
where T is the lag, or the amount of the time shift between the two signals , and the 
z*(x) indicates the complex conjugate of the function z(x) (Boashash, 2003). From 
the autocorrelation function, we can define the Wigner-Ville Distribution (WVD) as 
the Discrete Fourier Transform of the lag component in Equation 4.1: 
CXJ 
W(t, J) = J K(t, T)e- j2wfT dT. (4.2) 
-CXJ 
Since the WVD is expected to yield an accurate picture of the frequency distribu-
tion of the signal at a specific time, it rriust meet certain criteria. If z(t) is zero at any 
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time, we expect the WVD to be zero during that time. Similarly for the frequency 
components, if Z(f) is zero for any frequency then the WVD will have the same fre-
quencies zeroed. This property, called time and frequency support , is maintained by 
the WVD. As previously mentioned, the time marginal (power as a function of time) 
and frequency marginal (power as a function of frequency) are maintained by the 
WVD. The instantaneous frequency, which can be thought of as the expected value 
of frequency as a function of time, and the time delay, the expected value of time 
as a function of frequency, are also maintained (Boashash, 2003). Because of these 
properties , we can claim that the locations of peaks in the distribution accurately 
represent strong time-frequency components in the signal. 
While the formulation for the Wigner-Ville Distribution is straight forward in the 
continuous domain, things become more complicated when the signal is discretized. 
The first problem comes from the definition of the analytic signal. In discrete signal 
analysis, we have finite length signals. Finite length signals are not frequency limited 
by nature. However, the analytic signal must be frequency limited. Therefore, some 
aliasing is bound to occur. Additionally, we need a method for defining the discrete 
instantaneous autocorrelation function from Equation 4.1. It is a symmetric function, 
which would require a correlation product for every half sample, which is not possible. 
If we instead symmetrically correlate using only even T values, we are effectively 
further down sampling our signal which can introduce aliasing if the signal is not 
sufficiently band-limited. While many attempts at addressing these issues have been 
developed over the years, the most successful is the proposed distribution by O 'Toole. 
4.2 O'Toole Discrete Wigner-Ville Distribution 
O'Toole's Discrete Wigner-Ville Distribution, or ODWVD, first starts with a clear 
definition of the analytic associate. The signal needs to be both frequency limited 
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and time limited, which is not possible in discrete time. Therefore O'Toole uses a 
definition of the analytic associate that is approximately both time and frequency 
limited 
z (n) = 0, for N ~ n ~ 2N - 1 
Z ( 2t) ~ 0, for N ~ n ~ 2N - 1 
( 4.3) 
where we use the discrete definition of the frequency: f = 2t fork E {O, 1, ... , 2N - 1} 
(O'Toole et al., 2010). This definition will reduce the spectral contamination due to 
aliasing. 
The key to generating an alias-free Discrete Wigner-Ville Distribution is how we 
define the autocorrelation function (ACF). Ideally, we want the discrete ACF to be 
a sampled version of the continuous ACF at sample rate f 8 • However, we are only 
provided the sampled data, not the sampled autocorrelation function. O'Toole solved 
this by using a different definition for even and odd separation of the samples as 
follows 
K(n , 2m) = z(n + m) z*(n - m) 
K ( n + t, 2m + 1) = z( n + m + 1) z* ( n - m) 
(4.4) 
(4.5) 
where Equation 4.4 is for even separation and Equation 4.5 is for odd separation. 
The above notation assumes that n = 0, 1, ... , N -1 and m = 0, 1, ... , 2N -1 so the 
resulting resolution for the autocorrelation function is 1/2 for the time component 
and 1 for the lag component (O'Toole et al., 2010). An interesting observation about 
the odd separation equation is that is actually not symmetric - one signal is shifted 
one sample more than the other. However , since we kriow that a time shift in the 
time domain is simply a phase shift in the frequency domain, this can be accounted 
for with the DFT. 
Using the above definition for the instantaneous ACF , we can define the Wigner-
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Vile distribution as the DFT of each the even and odd components. 
( 
k ) 2N-1 . 
W n , 
2
N = ~ K(n, 2m)e- J27rmk/ N ( 4.6) 
( 
1 k ) 2N- 1 1 
W n + - - = e - j7rk/N "'"""" K(n + - 2m + l)e-J27rmk/N 
2' 2N 6 2' 
m=O 
(4.7) 
where n = 0, 1, ... , N - land k = 0, 1, ... , 2N -1. Equation 4.6 represents the DFT 
of the even autocorrelation function in Equation 4.4 while Equation 4. 7 represents the 
DFT and phase shift of the odd autocorrelation function in Equation 4.5 (O'Toole 
et al., 2010). Like the autocorrelation function, this has a time (n) resolution of 1/2 
and a frequency resolution ( k) of 1. 
The above distribution is symmetric in the positive frequency (0 :'.S k :'.S N - 1) 
and negative frequency ( N :'.S k :'.S 2N - 1). Since the negative frequencies contain 
redundant information, they can be dropped. Our final Wigner-Ville distribution is 
a quarter plane distribution with positive frequencies from 0 :'.S k :'.S N - 1, where 
f = k/2N x f 8 , and time in half steps from 0 :'.Sn :'.SN - 1/2, where t = n/ fs and fs 
is the data sample rate. 
4.3 Energy Flow Analysis 
Let's say we have an Altitude-Frequency distribution that indicates a ion line en-
hancement in two adjacent altitude bins. Using this data only, we cannot differen-
tiate between simultaneous occurrence of enhancements in both altitude bins or a 
single enhancement propagating from one bin to next through out the duration of the 
pulse. Since we know that the decoded pulse for each height is a short-time signal, 
as described in Chapter 3.4, we can apply the ODWVD to each decoded segment. 
Therefore if an enhancement is present in part of the pulse, we would be able to 
locate when it occurs with a time resolution of half the baud length. Looking at two 
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ODWVD distributions for adjacent altitudes and the same pulse, we can see if the 
peak enhancement energy occurs at different times between the heights and therefore 
differentiate between propagating enhancements and simultaneous enhancements. 
Since the purpose of using a long radar pulse is to improve the signal to noise ratio 
of the received signal after integration over the pulse, it is expected that this method 
of processing will reduce our enhancement signal level. Therefore this technique is 
only expected to work on enhancements with a high signal to noise ratio. Addit ionally, 
we must be careful about the reference time. Since it takes longer for the radar pulse 
to reach the higher altitudes, we need to adjust the time component of the ODWVD 
in order to correlate to the time in the pulse period rather than the time in pulse. 
Because we are looking at the frequency distribution at a given height as a function 
of inter-pulse-period (IPP) time, I am referring to this processing method as Energy 
Flow Analysis. 
With the above information in mind, we can plan our approach to processmg 
the experimental data and identifying enhancements that are strong enough for the 
Energy Flow Analysis. First, we need to detect all ion line enhancements in the 
data. Then we need to determine heights and times (absolute time the radar pulse 
is transmitted) for the strongest enhancements. With this information, we can ap-
ply the Energy Flow Analysis to better understand the physics behind the ion line 
enhancements. 
Chapter 5 
Experimental Overview 
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Our scientific goal is to excite the plasma turbulence as described in Chapter 2 and 
then characterize that t urbulence using a ground-based radar. One of the premiere 
sites for this is the High-Frequency Active Auroral Research Program (HAARP) fa-
cility in Gakona, Alaska. This facility has a High-Frequency (HF) Transmitter called 
t he Ionospheric Research Instrument (IRI) that is used to excite plasma turbulence. 
Addit ionally this facility has an Ultra-High-Frequency (UHF) Radar called t he Mod-
ular Ultra-High-Frequency Ionospheric Radar (MUIR) that operates at 445 MHz and 
is used to detect the structures in plasma. Due to the small aperture of MUIR, it is 
only capable of coherent detection. 
The experiments conducted at HAARP on August 6 - 9, 2012 were aimed at 
exciting Langmuir waves and Ion-Acoustic waves through the Parametric Decay In-
stability. As described in detail in Chapter 2.3.1 , PDI can be initialized using an 
0-mode electromagnetic wave transmitted into the ionosphere. Using IRI, we can 
transmit a left-hand circularly polarized wave at a frequency slightly below the peak 
plasma frequency, which will mode convert into an 0-mode wave upon propagation 
into the ionosphere. This frequency can be determined using an auxiliary diagnostic 
instrument, the ionosonde, which estimates the frequency versus alt itude profile of the 
bottom side of t he ionosphere as a function of height. Assuming we have an accurate 
plasma density estimate from the ionosonde , we should be able to excite PDI. 
Figure 5· 1 illustrates t he geometry of the experiments. Since electrostatic waves 
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Ionosphere 
-==- PDI 
MUIR IRI 
Figure 5· l: The experimental geometry at HAARP. Both the IRI and 
MUIR are transmitting/receiving along the magnetic field lines. 
preferentially propagate along the magnetic field lines, which allows moving particles 
to not feel the effects of the local magnetic field, the IRI and MUIR are transmit-
ting along the magnetic field line. This is possible only because of the high-latitude 
location of HAARP where the magnetic dip angle is 75.4°, nearly vertical. 
5.1 Experimental Conditions 
My expected results for each experiment depend on the ionospheric plasma conditions 
during the experiment. For each experiment, I chose the IRI heater frequency based 
on estimated peak plasma frequencies determined by the ionosonde. The ionosonde 
can also indicate the potential for the Electrojet though the detection of high plasma 
densities in the E region of the ionosphere. Additionally, the Electrojet can be de-
tected using an instrument called the magnetometer. The magnetometer detects 
the local magnetic field variation along three directions: magnetic zenith, eastward 
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Experiment foF2 Orientation Frequency On Duration Off Duration 
la 6.5 MHz Zenith 5.5 MHz 0.5 sec 0.1 sec 
5.6 MHz 0.5 sec 0.1 sec 
5.7 MHz 0.5 sec 3.3 sec 
lb 3MHz Vertical 2.8 MHz 0.5 sec 4.5 sec 
2 - Zenith 2.8 MHz 0.5 sec 4.5 sec 
3 - Zenith 2.8 MHz 0.5 sec 4.5 sec 
4 - Zenith 4 MHz 0.5 sec 4.5 sec 
Table 5.1: IRI Operation modes for each experiment with estimated 
peak plasma frequency (foF2). Note that for experiments 2, 3, and 
4 the peak plasma frequency is unclear and is denoted by "- " . All 
operational modes used repeat every 5 seconds. 
and northward. Using the magnetometer , we can observe large fluctuations in field 
strength which indicate the presence of Electrojet currents. 
It is important to note that the IRI cannot operate at all possible frequencies. 
The system is only capable of generating frequencies from 2.8 to 10 MHz. Therefore 
if the peak plasma density is very low, it is impossible to excite PDI with the IRI 
transmitter. Additionally, transmitted frequency bands are tightly regulated so only 
a subset of bands in the 2.8 to 10 MHz range are possible. Therefore there may be 
difficulties in selecting the correct operational frequencies depending on where the 
peak plasma frequency is relative to the possible transmission bands. 
For each experiment, I have shown both magnetometer and ionogram data. The 
magnetometer shows the magnetic field variation as a function of time. The data 
was available only as images showing activity throughout the entire day. Therefore 
the white region in-between the green lines indicates the time of the experiment with 
other times grayed out. The three components in the data are H, positive magnetic 
northward, D, positive eastward, and Z, positive downward. The ionogram data 
shows HF backscattered signal as a function of altitude in km (y-axis) and frequency 
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in MHz (x-axis). The red traces indicate 0-mode returns which are used to estimate 
the plasma frequency and the green traces are X-mode returns, all from vertical. 
The additional signals indicate directional returns from the north northeast , north 
northwest, south southeast , south southwest , east and west . 
5.1.1 Experiment la - August 6, 01:54 - 02:00 UT 
This is a very short experiment that occurred at the end of a colleague's radar time. 
Since their experiment didn't use their complete time interval, I used their extra time 
to run a variation on my planned PDI experiment. The IRI was alternating between 
3 different frequencies that should correspond to different altitudes in the ionosphere. 
Because of the relatively high plasma frequency, I was able to operate at 5.5, 5.6 and 
5. 7 MHz using the on/ off cycles described in Table 5.1. 
Figure 5·2 shows both a sample ionogram and magnetometer data for the exper-
iment. The magnetometer is relatively quiet throughout the duration of the exper-
iment. Similarly, the ionogram shows a clear 0-mode trace yielding an estimated 
peak plasma frequency of 6.5 MHz. This frequency remained constant throughout 
the duration of the experiment. 
Due to the quiescent nature of the plasma during this time, I expect to observe 
clear F-region ion line enhancements. Due to the low Electrojet activity, I don't expect 
to see many naturally occurring enhancements. Since the ion line enhancements would 
be PDI induced, it is expected that most of them will frequency upshifted. 
5.1.2 Experiment lb - August 6, 08:35 - 09:15 UT 
This is my first full experiment in the campaign, starting after midnight local time. 
For this experiment, the IRI was oriented vertically instead of towards magnetic 
zenith. The orientation may reduce the number of ion lines observed since the overlap 
between the heated region from IRI and the detection beam from MUIR is smaller. 
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As described in Table 5.1, I was operating at the lowest possible frequency, 2.8 MHz. 
Figure 5·3 shows both sample ionograms and magnetometer data for the experi-
ment. While earlier in the experiment I had clear ionogram traces, later on I noticed 
a very strong sporadic E layer. The magnetometer shows moderate activity near the 
end of my experiment due to the variation in the magnetometer data. Actually during 
this time, I observed a weak aurora borealis indicating potential Electrojet activity. 
Because of the strong E layer, I expect that I will observe strong E-region ion line 
enhancements. If the plasma frequency of the E-region is higher than our transmitter 
frequency, then the IRI energy will not reach the F-region and will cause PDI to 
occur in the E-region. Additionally, the Electrojet activity makes it possible for me 
to observe naturally-occurring enhancements when the heater is off. 
5.1.3 Experiment 2 - August 8, 07:00 - 07:30 UT 
This is my second full experiment in the campaign, starting at llpm local time. This 
is the first experiment using the standard configuration of the IRI transmitting along 
magnetic zenith. As described in Table 5.1, I was operating at the lowest possible 
frequency, 2.8 MHz. 
Figure 5·4 shows both sample ionograms and magnetometer data for the exper-
iment. There was a large amount of frequency spreading in the ionograms, due to 
irregularities in the plasma density, that made it difficult to interpret the peak plasma 
frequency. The spreading is apparent in the north northeast and south southwest 
traces. The magnetometer indicates mild activity near the end of the experiment. 
Because I had no knowledge of how the peak plasma frequency compares to the 
transmitter frequency, I could not predict if any ion line enhancements will be ob-
served. Because of the mild magnetometer activity, I may observe naturally occurring 
ion line enhancements independent of whether the heater is on or off. 
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5.1.4 Experiment 3 - August 8, 08:35 - 09:10 UT 
This is my third full experiment in the campaign, again starting after midnight local 
time. Unfortunately I was once again not able to determine the peak plasma fre-
quency. Therefore the IRI was operated at the lowest frequency possible, as shown 
in Table 5.1. 
Figure 5·5 shows both sample ionograms and magnetometer data for the experi-
ment. There was significant spreading of the ionosonde traces that lead to the inability 
to read the peak plasma frequency. Additionally, there was a strong E-layer later in 
the experiment that would prevent the transmitter energy from reaching the F-region. 
The magnetometer is relatively quite through out the experiment, therefore I don't 
expect many naturally occurring enhancements. 
Again, I could not expect significant ion line enhancements due to the uncertainty 
in the difference between the peak plasma frequency and the transmitter frequency. 
If enhancements are observed, they would mostly be in the E-region. 
5.1.5 Experiment 4 - August 9, 06:55 - 07:25 UT 
This is my final full experiment in the campaign, starting just before llpm. Just 
before my experiment, there were clear ionograms indicating a plasma frequency of 
4.5 MHz, causing me to choose a frequency of 4 MHz. Because of a satellite pass that 
was pivotal for another groups experiments, I allocated part of my time in the last 10 
minutes of the experiment for their use. This caused the last part of my experiment 
to be less useful than the earlier part. 
Figure 5·6 shows both sample ionograms and magnetometer data for the exper-
iment. Despite the clear ionogram reading prior to my experiment, the plasma fre-
quency appeared to quickly drop off during the experiment. Therefore, it is quite 
possible that my selected frequency was too high for the duration of the experiment. 
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According to t he magnetometer, there was very little Electrojet activity. 
Because of t he drastically reduced ionosphere during the experiment, I don't ex-
pect to observe strong ion line enhancements. Additionally, due to the quite magne-
tometer data, I don't expect to observe naturally occurring ion line enhancements. 
5.2 Parameter Calculations 
In order to understand what we expect to observe, I need to estimate t he important 
plasma parameters described in Chapter 2. Let's assume that all plasma instabilities 
are occurring around 200 km altitude from the earth's surface. Since the magnetic 
field strength at t he earth 's surface near HAARP is 0. 52 Gauss, we can calculate the 
electron cyclotron frequency Oce (using Equation 2.2) as 2n x 1.36 MHz. 
We can assume that the electron temperature T e = 2000K, ion temperature 
Ti = lOOOK , electron-ion collision frequency Vei = 500 Hz, and ion-neutral colli-
sion frequency vin = 0.5 Hz. We can assume at 200 km the molecular composition of 
t he ionosphere is primarily atomic oxygen, o+, which has a mass of 16 t imes the mass 
of the proton. That gives us an ion mass of M = 16 x 1836 x m e = 2.67 x 10- 26 kg. 
Using these values , we can calculate the electron t hermal velocity as Vte = 1.74 x 105 
m/s, ion t hermal velocity as Vti = 7.18 x 102 m/s and the speed of sound in plasma 
as Cs = 1.6 x 103 m/s (Kuo and Lee, 2005; Burton, 2007). 
Using the simple relation for waves propagating in free space, we know t hat t he 
wave length of the MUIR radar is 0.67 m. Since we know that MUIR detects plasma 
structures through Bragg scattering, described in Chapter 3.1 , we can assume that 
the wave length of t he detected ion acoustic wave is half the radar wave length 
.ArA = .AR/2 = 0.34 m. From the wave vector matching relations in Chapter 2.3.1 , we 
know that the wave vectors of the Ion-Acoust ic mode and the initial Langmuir wave 
have the same magnitude, which gives us the same wave length. 
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Figure 5·3: The magnetometer data and sample ionograms for Experi-
ment lb. 
46 
H-- 0 -- Z - -
100 
;:: 
E 
c 
0 
'D 
.. 
·c 
:!l! 
u 
'D 
GI 
c 
"' .. ;:[ 
-100 
-
2
'&:00 04:00 08:00 U :OO 16:00 20:00 00:00 
08/08 08/08 08/08 08/08 08/08 08/08 08/09 
08 Aug 2012 (UTC) 
(a) Magnetometer 
Statio YYYY DAY DDD Hl9MSS P1 l'l'S S AIR PPS IGA PS Statio YYYY DU DDD HHKKSS Pl FFS S ADI PPS IGA PS 
GU..orua 2012 Any08 221 010500 RSF ODS 2 512 200 Ol+ D2 Gakoma 2012 An908 221 012.f.00 RSI' 005 2 5 12 200 03+ D2 
640 640-r..-~,--,-~~--,.,--~-..,......,...,,....,"3"~~.,....,,...,lr"'...,......,--.-~~..., 
600 
550 
500 
450 
400 
350 
JOO 
250 
200 
80 
I 3 
' • 
600 
550 
500 
450 
350 -I ~-, -
300~-~~~· r-~~--+~•~~--1~~~--1~~~~~,,..,..~~1 
. . 
250 
200 
·: :[ ?/~~--
;- ~{:-; J~ r- -- ; . 150 
· 1 .t .. 
;1l .- ) ~~ 
80-+-~~~+-~0,.-~'T--'.....,~~+-~~~-r-~~~~.,._~~~ 
1 
(b) Ionograms 
Figure 5·4: The magnetometer data and sample ionograms for Experi-
ment 2. 
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Figure 5·5: The magnetometer data and sample ionograms for Experi-
ment 3. 
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ment 4. 
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Using the above information we can calculate the expected phase velocity ( w / k = 
f >.)for the Ion Acoustic wave and the Langmuir wave. This velocity is directly related 
to t he Doppler shift observed by MUIR through the relationship 
(5.1) 
where vd is the Doppler velocity and fd is the Doppler frequency. Therefore the Ion 
Acoustic phase velocity is V¢JA = 1.6 x 103 m/s and its Doppler frequency is fdIA = 
4. 78 kHz. We can calculate the Langmuir wave phase velocity and Doppler frequency 
for the two experiments we expect to have good results. Experiment la, with a plasma 
frequency of 6.5 MHZ, yields the Langmuir phase velocity of V¢L = 2.23 x 106 m/s 
and Doppler frequency fdL = 6.65 MHz. Experiment lb, with a plasma frequency 
of 3 MHz, yields a Langmuir phase velocity of V¢L = 1.06 x 106 m/s and Doppler 
frequency f dL = 3.16 MHz. 
Using the 0-mode wave frequencies for the two successful experiments, we can 
also estimate ranges for the propagation distances between resonant cascades. We can 
assume that the scale lengths range from 10 km to 50 km, depending on whet her they 
occur in the E region or F region (Budden, 1985). That gives us cascade separations 
from 34 - 171 m for Experiment la and 68 - 343 m for Experiment lb. These values 
agree with the previously observed cascade separations of 200 m (Burton et al. , 2008). 
As published in my 2008 paper, we would expect multiple cascades due to the high 
power of IRI at HAARP. The IRI is capable of generating 398 MW of power which 
corresponds to an electric field of 2.5 V /m. The expected non-resonant threshold 
for six cascade lines is 1.19 V /m while the expected resonant threshold is lower at 
0.051 V /m. Therefore, given the high power of the IRI, we can potentially see both 
resonant and non-resonant cascades in our data. However, it is still believed that 
waves will preferentially propagate downwards leading more resonant cascade events 
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as opposed to non-resonant cascade events. 
5.3 Limitations of MUIR 
Due to sensitivity constraints, MUIR limits its smallest baud length to 4 µs, which 
corresponds to an altitude resolution of 600 meters. This is much more than our 
expected cascade separations, making it impossible to resolve individual cascades 
in range. Using the velocities calculated above, we can estimate that there is a time 
delay of lO's of microseconds between each cascade. Therefore, we cannot resolve each 
cascade in time with HAARP 's 10 ms IPP time. If we want to be able to support the 
resonant decay theory, we need to use a different signal processing method capable 
providing more useful information from the existing data. 
Chapter 6 
Analysis Results 
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As I have described in the past few sections, there are multiple analysis steps required 
in order to extract useful information from the MUIR radar returns. The return from 
each radar pulse is used to generate the Altitude-Frequency Distribution (AFD). I 
can than detect enhancements within the set of AFD's for the experiment. The 
raw detections can be used to provide information on the frequency and location of 
enhancements and provide a correlation between the space environment and the IRI 
operation. Additionally, I can locate strong ion line enhancements and apply the 
Energy Flow Analysis the see t he temporal evolut ion of t he enhancement energy. 
6.1 MUIR Data Analysis Approach 
My MUIR experiments focused on the ion line, which means t hat t he radar 's narrow 
receiver bandwidth of 250 kHz is tuned to its transmitter frequency - providing a 
Doppler frequency range of ±125 kHz. The inter-pulse period, or IPP, t hat is typically 
used is 10 milliseconds which allows one to detect structures up to 1500 km away. 
However, since I am only interested in areas near or below the peak plasma density 
altitude, only the first 4.4 ms (660 km range) of the returned pulse are recorded. 
In order to have frequency information for each detectable plasma layer , MUIR 
uses a long pulse of 996 µs. The baud length of the Coded Long Pulse technique is 4 
µs which provides an altitude resolution of 600 m. Because of the 4 µs baud with the 
996 µs pulse, there are 249 samples in the code and pulse length yields a frequency 
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Receiver Data for IPP with Clutter Removal Threshold 
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Figure 6·1: The IPP data from MUIR plotted in power of the complex 
data (in dB) versus the time in IPP. The data before the dotted red 
line is removed as clutter. This location was selected to remove the 
energy from the long trailing edge of the pulse as well as the pulse. 
resolution of 502 Hz with zero padding. 
6.1.1 Generating Altitude-Frequency Distributions 
The radar data arrives in our lab as a series of received signals as a function of time 
for each inter-pulse period. This system simultaneously transmits and receives, so 
the transmitted pulse is recorded during the beginning part of the IPP. Since the 
radar uses a very high transmit power and the expected backscatter power is very 
low, the received transmitter pulse must be removed from the data. This is done 
manually, where I found a fixed number of samples that removed most, if not all , 
of the transmitter and other nearby ground clutter. The raw receiver data with the 
clutter-removed region is illustrated in Figure 6· 1. 
With the clutter-removed data, where I set the removed samples to zero, I can 
apply the processing approach outlined in Chapter 3.4 to get the Altitude-Frequency 
Distribution. Because I can calculate this distribution for each height independently, 
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it isn 't necessary to perform the calculation on the full 660 km of recorded range to 
reduce processing time. It is expected that the ion line enhancements with either 
be in the E-region (around 100 - 130 km) or in the F-region (around 200 - 300 km) 
with frequencies near the Ion Acoustic Frequency (around ±4 kHz). Therefore, I only 
calculated the AFD for altitudes within ±20 km of the region of interest: 80 - 320 
km. 
Figure 6·2 illustrates the AFD for a segment of data with an ion line enhancement. 
Figure 6· 2b is zoomed and centered around the enhancement. Over the course of the 
experiments , I collected around 3 hours of data which, at a rate of 1 AFD every 10 ms, 
provides me with 1.08 million AFD to search in order to locate ion line enhancements. 
Therefore, the next step is to design a detector to locate enhancements autonomously. 
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6.1.2 Enhancement Detector 
In order to design the detector, I created a set of truth data from the actual exper-
imental set. I went through 10 seconds of AFD calculations, a total of 1000 AFD's , 
to locate altitude-frequency coordinates of ion line enhancements. I can then use 
all of the samples in my set of AFDs to generate truth data by labeling each point 
(in altitude and frequency) as enhancement or non-enhancement. In the case where 
enhancements cover more than one sample, common with stronger enhancements, 
I counted each sample as an enhancement. Counting all contributing samples to a 
single enhancement allows for the detection count for each AFD to actually represent 
a relative intensity as well as an occurrence count. 
I went with a simple detector design, a fixed threshold, due to the relatively 
constant background levels. Using the truth data, I generated a receiver operating 
characteristic (ROC) curve for the fixed threshold detector , shown as the upper plot 
in Figure 6-3. The probability of detection (labeling as an enhancement when it is an 
enhancement) and probability of false alarm (labeling as an enhancement when it is 
not an enhancement) are ratios of the detections or false alarms to the total number 
of samples tested. The number of samples is the number of altitude-frequency points, 
not individual AFDs, because I treated each sample independently. The lower plot in 
Figure 6-3 shows the threshold used as a function of probability of false alarm. The 
thresholds range from -5 to 21 dB, where 21 dB is the floor of the maximum value in 
the training data, with a total of 200 values. 
The primary limitation for the detector is the probability of false alarm. Because 
these AFD distributions are 401 x 498 samples, there are 199,698 opportunities for 
false alarms in each AFD. Therefore in order to have less than 1 false alarm per 
AFD, we need our false alarm rate to be less than 5.008 x 10- 5 . From the ROC 
curve in Figure 6-3, the first point with a low enough false alarm rate, 4.642 x 10- 5 , 
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Figure 6·3: ROC curve for t he fixed threshold detect or on top and the 
corresponding detector threshold (in dB) on bottom. Note t hat t he 
probability of false alarm is only plotted from 0 to 5 x 10- 4 . 
corresponds to a detection rate of 0.590 and threshold of 13.42 dB . Even t hough a 
593 detection rate isn 't ideal, it would allow me to detect the stronger enhancements . 
Using the detector out put, I can get a picture of how t he enhancements change as 
a function of t ime in experiment. Addit ionally, I can correlate alt itude and frequency 
locations of t he enhancements as well as heater and magnetometer data to make 
some conclusions about t he ion line enhancements in t he event of PDI and naturally 
occurring due to the Electrojet. These results will be discussed in detail in Chapter 
6.2. However , I ultimately want to locate the strongest ion line enhancements and 
apply t he Energy Flow Analysis method. 
6 .1.3 Energy F low Analysis for Ion Line Enhancements 
In order t o do the Energy Flow Analysis as described in Chapter 4, I need a short 
t ime segment of dat a t hat is also band limited t o half the signal bandwidth. My goal 
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is to apply t his technique to individual decoded pulse returns from a specific height . 
However, looking at the sample dat a in Figure 6·2, the spectral power does not go to 
0, or - oo in dB scaling, at the highest frequencies. Therefore, I need to effectively 
filter the data to obtain the analytic associate needed to do t he analysis. 
Luckily, my signals of interest are around the Ion Acoustic frequency, within ±10 
kHz. Since t hese signals are well within t he needed b andwidth , I can fil ter the data 
without loosing vital information. The data must be contained in the positive side 
of the frequency spectrum. Therefore, I need to shift the frequency content of the 
signal. This is easily done digitally by mixing with a complex exponential. I chose to 
shift all signals by f s/4, which will put it in the center of the DWVD. 
Once t he signal is frequency shifted, I can apply the algorithm used by O'Toole to 
convert the signal to its analytic associate: (1) Zero-pad the time domain signal z(n) 
so its length is 2N, (2) Take the DFT and window the signal Z(k) with a modified 
Hilbert filter defined as follows 
1 fork E {O,N} 
H(k) = 2 for 1 ::; k ::; N - 1 , 
0 otherwise 
and (3) Take the inverse DFT and set z(n) at N::; n::; 2N - 1 equal to zero (O 'Toole 
et al. , 2010). An example of t he signal before and after its conversion to an analytic 
associate is illustrated in Figure 6·4. 
Using t he above analytic associate for my decoded pulse, I can directly apply t he 
O 'Toole Discrete Wigner-Ville Distribut ion (ODWVD) as defined in Chapter 4. The 
result is shown in Figure 6·5a . Note that t here is significant structure in t he time 
direction independent of the pulse energy. This high Doppler information is due to 
the code structure from the uncorrelated noise. I can reduce this by using a Doppler 
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Figure 6·4: The decoded pulse before and after it is converted to its 
analytic associate. For both (a) and (b) I have plotted the magnitude 
of the frequency spectrum. 
100 
filter to remove this artifact. The filter I selected was a 7-point Hamming window, 
which only provides moderate smoothing to remove the highest frequency variations. 
The length of the filter is shorter than the expected time between PDI cascades, which 
removes the possibility of enhancement separations being solely caused by the filter. 
The filtered distribution is shown in Figure 6·5b. Note that the filter does not change 
the time in the pulse where the peak energy occurs. 
I can generate the Filtered ODWVD for adjacent altitudes adjusting for the time 
in the IPP the peak energy occurs. By comparing the peak energy times as a function 
of altitude, I can observe how the energy flows in the system. If energy appears to 
flow to the lower altitudes as a function of time, I can conclude that the unresolved 
PDI cascades indeed occur at lower heights. Otherwise, I would observe that the 
energy at adjacent altitudes occurs simultaneously. 
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6.2 Experimental Results 
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For each experiment , I first looked at the number of occurrences of ion line enhance-
ments while correlating it to the heater on/off cycles. Here I can get a sense if strong 
heater induced ion line enhancements occur. I can also look at enhancements prob-
ably from a non-heater based source, such as the existence of Birkeland currents 
(described in Chapter 2.4.2). Then, assuming there are ion line enhancements strong 
enough to cover mult iple altitude bins , I can apply Energy Flow Analysis and observe 
the flow of energy between altitudes. 
From my observations discussed in Chapter 5.1 , I expect the best results from 
Experiments la and 1 b. T herefore, I will present the results in reverse chronological 
order, starting with Experiment 4 going back to Experiment la. 
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Figure 6·6: Experiment 4 detection counts through out t he experiments 
separated by ionosphere region (E or F), heater status (on or off), and 
frequency shift (down, up , or zero). Each point is the sum of detected 
enhancements in a 5 second interval. 
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6.2.1 Experiment 4 - August 9, 06:55 - 07:25 UT 
As mentioned in Chapter 5.1.5, the plasma density appeared to have dropped off 
during this experiment so there is little expectation for meaningful ion line enhance-
ments. The MUIR data, illustrated as detection counts, appears to confirm that 
assumption. The detection counts are generated by counting the detections in each 
AFD and then integrating them throughout an entire heater cycle (5 seconds or 500 
IPPs). The detections are broken into categories: ionospheric region, heater status, 
and frequency shift direction. The regions is defined as E-region (100 - 150 km) and 
F-region (> 200 km). The heater status correlates heater on and off times with the 
data to distinguish between PDI-induced and naturally occurring phenomena. Fre-
quency shift direction is defined as upshift (1 kHz < f < 10 kHz), downshift (-10 
kHz< f < -1 kHz) and zero (-1kHz:::;f:::;1 kHz). 
The MUIR results are shown in Figure 6·6. Only a few ion line enhancements 
were detected, a total of 4 through out the duration of the experiment. Therefore, 
there was no useful information from this experiment. 
6.2.2 Experiment 3 - August 8, 08:35 - 09:10 UT 
The strong E-layer near the end of this experiment, as shown in Chapter 5.1.4, indi-
cates that I might observe heater-induced PDI in the E-region. This is in fact the case, 
as shown in Figure 6· 7. With the heater on, I observed a large amount of E-region ion 
line enhancements near the end of the experiment with only occasional enhancements 
in the F region. Because these enhancements occur only while the heater is on, they 
are most likely PDI-induced enhancements from the strong E layer. 
A majority of the observed enhancements are frequency upshifted. This corrobo-
rates the theory that child Langmuir waves propagate downwards in subsequent PDI 
cascades. Unfortunately, while there were many enhancements observed , none were 
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Figure 6·7: Experiment 3 detection counts through out the experiments 
separated by ionosphere region (E or F), heater status (on or off) , and 
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strong enough to perform the Energy Flow Analysis. 
6.2.3 Experiment 2 - August 8 , 07:00 - 07:30 UT 
This experiment showed potential for some naturally-occurring ion line enhancements 
due to the possible existence of the Electrojet, as ment ioned in Chapter 5.1.3. Figure 
6·8 indicates that I observed some F-region enhancements with both the heater on 
and off, though a majority of them occurred when the heater was off. 
A majority of the enhancements, both heater on and heater off, were frequency 
downshifted. Since t here was not a large amount of enhancements with t he heater on 
relative to the heater off, it is possible that these enhancements are due to t he mild 
Electrojet activity observed in Figure 5·4. The direction of the exited Ion Acoustic 
waves depends on t he direction of the Birkeland currents. Since I observed frequency 
downshifted ion lines, the Birkeland currents should flow upwards in the direction of 
t he wave propagation. While t hese observations are very interested, none of them 
were strong enough to apply t he Energy Flow Analysis. 
6.2.4 Experiment lb - August 6, 08:35 - 09:15 UT 
I expected large amounts of E-region ion lines due to the very strong E layer through-
out t he experiment and the potential for naturally-occurring ion lines at t he end of 
t he experiment, as discussed in Chapter 5.1.2. I observed a very large number of E-
region ion line enhancements with the heater on, mostly downshifted, and a few while 
the heater was off. In the F-region we observed some enhancements with t he heater 
on, mostly upshifted, and a few with the heater off. This is illustrated in Figure 6·9 
A majority of t he observed E-region enhancements are actually frequency down-
shifted, as opposed to t he predicted upshift. This is most likely due to beat wave 
produced Ion Acoustic waves. As mentioned in Chapter 2.4.1, the forced Ion Acous-
t ic waves can propagate in eit her direction. In this case, it appears that I observed 
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Figure 6·8: Experiment 2 detection counts through out the experiments 
separated by ionosphere region (E or F), heater status (on or off), and 
frequency shift (down, up, or zero). Each point is the sum of detected 
enhancements in a 5 second interval. 
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Figure 6·9: Experiment 1 b detection counts through out the experi-
ments separated by ionosphere region (E or F), heater status (on or 
off), and frequency shift (down, up , or zero). Each point is the sum of 
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Figure 6· 10: Energy Flow Analysis for an E-region enhancement during 
Experiment lb: August 6, 2013 at 08:55:15.128 UT. (a) A zoomed plot 
of the Altitude-Frequency Distribtution, where the enhancement spans 
over 2 altitude bins. (b) Energy Flow plots of the altitudes of the 
enhancement in decreasing altitude from left to right. At 121.74 km 
we observe the peak enhancement at sample 422.5 (1.690 ms) and at 
121.14 km we observe the peak enhancement at sample 433.5 (1.734 
ms). 
enough upward propagating beat wave induced Ion Acoustic waves that the experi-
ment statistics because biased towards downshifted enhancements. 
Luckily, there was an enhancement that is strong enough to apply t he Energy Flow 
Analysis technique. Figure 6· 10 shows an ion line enhancement, frequency down-
shifted, in an Altitude-Frequency Distribution as well as the Energy Flow analysis of 
the two alt it udes . Notice that the higher altitude, 121.74 km, observes the enhance-
ment 44 µs before the lower altitude, 121.14 km. This indicates that the energy from 
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PDI is flowing downwards, which is consistent with the theory that Langmuir waves 
propagate downwards during PDI. 
Additionally, I was able to observe a strong, multiple altitude F-region enhance-
ment during this experiment in order to apply the Energy Flow Analysis . The 
Altitude-Frequency Distribution as well as the Energy Flow plots are shown in Fig-
ure 6· 11. In each of the three Energy Flow plots, the arrow indicates where the peak 
energy is located. From the the highest altitude to the lowest altitudes, the three 
enhancements are separated by 56 µs and 22 µs, respectively. The difference between 
these separations is most likely due to the actual distance the waves traveled. The 
wave most like traveled closer to the bin separation with between the upper two al-
titudes while it only propagated a fraction of that between the lower altitudes. The 
data from this experiment corroborates our theory of downward propagation from 
PDl-induced enhancements both in the E-region and the F-region. 
6 .2.5 Experiment la - August 6, 01:54 - 02:00 UT 
Since this experiment was short, only 6 minutes in duration, I expect fewer total ion 
line enhancements. However, due to the quiescent plasma conditions with a high peak 
plasma frequency as shown in Figure 5.1.1, I was able to observe a large number of 
enhancements total in the F-region. This is shown in Figure 6·12. 
Here a slight majority of our observations were frequency upshifted, as expected 
with the downward propagation of parent Langmuir waves. This further corroborates 
the presented theory of resonant PDI. Additionally, since the return power was strong 
enough earlier in the experiment, I can apply the Energy Flow Analysis to one F region 
enhancement. 
Figure 6·13 shows the Altitude-Frequency distribution and the Energy Flow Anal-
ysis for an F-region ion line enhancement. This is the same example that was used in 
Chapter 6.1 to describe the analysis approach. In this data sample, it took a similar 
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Figure 6·11: Energy Flow Analysis for an F-region enhancement during 
Experiment lb: August 6, 2013 at 08:49:40.021 UT. (a) A zoomed plot 
of the Altitude-Frequency Distribution, where the enhancement spans 
over 3 altitude bins. (b) Energy Flow plots of the altitudes of the 
enhancement in decreasing altitude from left to right. At 274.03 km we 
observe the peak enhancement at sample 601.5 (2.406 ms) , at 273 .43 
km we observe the peak enhancement at sample 615.5 (2.462 ms) , and 
at 272.83 km we observe the peak enhancement at sample 621 (2.484 
ms). 
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Figure 6· 12: Experiment la detection counts through out the exper-
iments separated by ionosphere region (E or F) , heater status (on or 
off) , and frequency shift (down, up, or zero). Each point is the sum of 
detected enhancements in a 5 second interval. 
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Figure 6·13: Energy Flow Analysis for an F-region enhancement during 
Experiment la: August 6, 2013 at 01:55:35.001 UT. (a) A zoomed plot 
of the Altitude-Frequency Distribution, where the enhancement spans 
over 3 altitude bins. (b) Energy Flow plots of the altitudes of the 
enhancement in decreasing altitude from left to right. At 236.86 km 
we observe the peak enhancement at sample 564 (2.256 ms) , at 236.26 
km we observe the peak enhancement at sample 575 (2.300 ms) , and 
at 235.66 km we observe the peak enhancement at sample 588 (2.352 
ms). 
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amount of time for the wave to propagate across the 3 altitude bins: 46 µs and 52 
µs. This is similar to the observations in Experiment lb, further confirming that the 
parent Langmuir waves are indeed propagating downward due to the downward flow 
of energy. 
From the data in Experiments la and lb, it is clear that ion line enhancements 
due to PDI have downward-flowing energy. The observed time separations between 
enhancements at each height is of the same order of magnitude as the expected 
propagation time between cascades. Observing the downward flow of energy allows 
me to conclude that the instability is propagating downwards as a function of time. 
Therefore, without the sufficient altitude resolution for observing the PDI cascades, 
I can still state that I observed downwards propagating Langmuir waves associated 
with the parametric decay instability . . 
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Chapter 7 
Conclusions and Future Work 
This research focused on utilizing recent advances in signal processing towards the 
characterization of plasma turbulence. Previous theoretical and experimental work 
on the Kuo and Lee theory of resonant parametric decay instability (Kuo and Lee, 
2005) focused on data from a single experiment to provide evidence in support of the 
theory (Burton, 2007; Burton et al., 2008). Additionally, this work focused only on 
the plasma line (high frequency) data without any investigation into the ion line (low 
frequency) data. However, the available instrumentation to duplicate that experiment 
was not capable of resolving the altitude distribution of the resonant cascades. 
My work focused on incorporating the Wigner-Ville Distribution on the backscat-
ter radar data in order to observe the flow of energy as opposed to the discrete 
altitude profile. This approach worked around the altitude resolution limitations in 
order to extract the energy propagation information from the data. In a set of ex-
periments conducted August 6 - 9, 2012, I was able to observe strong enough ion 
line enhancements to observe the flow of energy across the altitude bins. The Energy 
Flow Analysis supports the Kuo and Lee theory for the downward propagation of the 
parent Langmuir waves without directly observing high frequency Langmuir waves. 
7.1 Future Work 
Overall, the experimental data in the August 2012 campaign was not ideal. Three of 
my five experimental times did not produce useful results. It would be desirable to 
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apply my analysis methods to a better set of experimental data. Presumably with 
very strong signal levels in the backscatter radar, we could gain a clearer picture in 
to the Energy Flow across altitude. 
In spite of having limited datasets, this work has offered a first glance into the 
utility of the Wigner-Ville Distribution via the Energy Flow Analysis technique with 
ionospheric plasma research. It would be interesting to take a system with adequate 
altitude resolution for observing resonant parametric decay instability and then apply 
Energy Flow Analysis to verify that the two methods produce the same output . 
Additionally, it would be interesting to apply this technique on plasma line data as 
well. 
This thesis still lays the ground work for the advancement of signal processing tech-
niques for remote sensing, despite the possibilities for further expansion. By adapting 
our processing to the limitations of a fielded system, we can improve on the amount 
of information extracted from the data and therefore progress the advancement of 
space science. 
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