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1. Introduction
Let V be a quadratic space over Q whose quadratic form Q has signature (m+,2−) with m  3,
and G = O (Q ) the orthogonal group of Q . Choose an even integral Z-lattice L in V which is maximal
integral with respect to Q . We assume L contains isotropic vectors ε1 and ε′1 such that 〈ε1, ε′1〉 = 1,
where 〈 , 〉 denotes the bilinear form associated with Q . Set V1 = ε⊥1 ∩ ε′⊥1 , L1 = L ∩ V1. The set K∗f
of all the ﬁnite adèle points of G stabilizing the lattice L and acting trivially on the discriminant
group L∗/L is an open compact subgroup of G(Af). Let D be one of the two connected components
of the open set {z = X + iY ∈ V1 ⊗ C | Q (Y ) < 0} of V1 ⊗ C. Then, D is a tube domain isomorphic
to the irreducible bounded symmetric domain of type IVm , on which the identity component of G(R)
acts transitively (see 2.1.6). Choose a base point z0 of D once and for all. For a positive integer l,
a holomorphic cusp form of weight l with level K∗f is deﬁned to be a bounded complex valued func-
tion F on G(A) possessing the invariance F (γ gk) = F (g) for any (γ ,k) ∈ G(Q) × K∗f and satisfying
the condition that for any gf ∈ G(Af), the function F (gfg∞) J (g∞, z0)l in g∞ ∈ G(R) factors through
a holomorphic function on D, where J (g∞, z) is the automorphy factor (see 2.1.6). The space of all
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∗
f ), is a ﬁnite dimensional Hilbert
space with the inner product induced from the L2-space L2(G(Q)\G(A);dg), where dg is a ﬁxed
Haar measure of G(A); the center of the Hecke algebra for the pair (G(Af),K∗f ) acts on the space by
mutually commutative normal operators. Thus, Sl(K∗f ) has an orthonormal basis Bl , consisting of si-
multaneous eigenforms with respect to the Hecke algebra action. Let F ∈ Bl . The standard L-function
of F is deﬁned to be the convergent Euler product
Lf(F , s) =
∏
p: primes
Lp(F , s), Re(s)  0,
whose unramiﬁed factors are degree 2[(m + 2)/2] polynomials in p−s and whose local factors at
primes dividing the discriminant of L are deﬁned by Murase and Sugano [7,8]. It is expected that the
holomorphic function Lf(F , s) has a meromorphic continuation to the whole complex plane, admit-
ting a ﬁnite number of simple poles and satisfying the functional equation ΓL(l,1 − s)Lf(F ,1 − s) =
ΓL(l, s)Lf(F , s) with a suitable gamma factor ΓL(l, s) (see 3.4). Granting these properties, we know
that s = 1/2 is a regular point of the L-function. The central value Lf(F ,1/2) has some importance
from an arithmetical point of view. We form a certain weighted average of the values Lf(F ,1/2) for
F ∈ Bl and shall study the asymptotic behavior of the average when the weight l grows to inﬁnity.
Let us explain more precisely what kind of average we are going to consider. For each F ∈ Sl(K∗f ),
we have the Fourier expansion
F (gfg∞) =
∑
η∈V1∩
√−1D
aF (gf;η)Wηl (g∞), gfg∞ ∈ G(Af)G(R)0,
where Wηl is the archimedean Whittaker function and aF (gf;η) the adèlic Fourier coeﬃcients
(see 3.2). Fix a primitive vector ξ in the dual lattice of L1 such that
√−1ξ ∈ D. We suppose that
Lξ1 = ξ⊥ ∩ L1 is maximal integral. Since the stabilizer Gξ1 of ξ in G1 = O (Q |V1) is Q-isotropic, the
double coset space
Gξ1(Q)\Gξ1(A)/Gξ1(R)Kξ∗1,f (1.1)
is a ﬁnite set, where Kξ∗1,f is the group of points in G
ξ
1(Af) which stabilize the lattice L
ξ
1 and trivially
act on the discriminant group of Lξ1 (see 3.5.1). Following [11], we take a complex valued function f
on the space (1.1) and form the average of the Fourier coeﬃcients of F :
a fF (ξ) = μ−1ξ
h∑
j=1
f (u j)aF (u j; ξ)/e(ξ) j, (1.2)
where u j (1  j  h) is a complete system of representatives of (1.1) in Gξ1(Af), e(ξ) j = (Gξ1(Q) ∩
u jK
ξ∗
1,fu
−1
j ) and μξ =
∑h
j=1(1/e(ξ) j). Our target of investigation is the average of central values∑
F∈Bl
Lf(F ,1/2)
∣∣a fF (ξ)∣∣2 (1.3)
with f being a simultaneous eigenform of the center of the Hecke algebra for the pair (Gξ1(Af),K
ξ∗
1,f).
In this paper and the forthcoming one [13], we elaborate a summation formula which equates the
quantity (1.3) with a certain geometric expression coming from an orbit decomposition of the rational
points G(Q). As a ﬁrst step for this, in this paper, we shall construct a certain function Fˆ f ,ξl (β, z; g)
for a suﬃciently large weight l with the following properties:
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entire function β(s) which is of rapid decay in any vertical strip with ﬁnite width.
• Let Pξ be the parabolic Q-subgroup of Gξ stabilizing the isotropic line Qε1. We have an explicitly
constructed smooth function g → Φˆξ, fl (β, z; g) on G(A) (see 7.1), which is left Pξ (Q)-invariant
and right K∗f -invariant and such that if Re(z) belongs to the interval ((m−1)/2, l−3(m−1)/2−1),
then Fξ, fl (β, z; g) is given by the absolutely convergent series∑
γ∈Pξ (Q)\G(Q)
Φˆ
ξ, f
l (β, z;γ g)
for any g ∈ G(A) (see 7.2 and 7.3).
• There exists a positive integer l0 such that if l  l0, the function g → Fˆξ, fl (β, z; g) belongs to
Sl(K∗f ) for any z ∈ C (Theorem 53). Moreover, the averaged Fourier coeﬃcient a fFˆξ, fl (β,0;−)(ξ) co-
incides with β(0) times the quantity (1.3), up to an elementary non-zero constant (Corollary 55).
• There is a functional equation relating Fˆξ, fl (β, z; g) and Fˆξ, fl (β,−z; g) (Theorem 54).
• The function z → Fˆξ, fl (β, z; g) is of order 1 with the implied constant locally uniform in g (Corol-
lary 59).
Let us explain the organization of this paper brieﬂy. In Section 2, we introduce basic objects such as
orthogonal groups and symmetric spaces. In Section 3, we prove that the holomorphic automorphic
forms of weight l belonging to Lq(G(Q)\G(A)) are necessarily cusp forms if the weight l is suﬃ-
ciently large (Theorem 2). After that, we recall the result of Murase and Sugano about the standard
L-functions on deﬁnite orthogonal groups and the Eisenstein series on rank one orthogonal groups.
The Shintani functions play an important role in the integral representation of standard L-functions
(see [7,8,6]); in Section 4, we introduce a version of them in our context and show a multiplicity one
theorem (Theorem 24) by analyzing a certain system of differential equations. In Section 5, we es-
tablish a uniform bound for the non-constant terms of Eisenstein series on the convergence range
for later use. In Section 6, we construct majorant functions to discuss convergence of inﬁnite se-
ries on adèle groups. Section 7 is the main part of this paper, where we deﬁne our Poincaré series
Fˆ
ξ, f
l (β, z; g) and prove its properties listed above. The cornerstone is Theorem 53, whose proof is a
little bit involved. Firstly, after proving its convergence, we show that Fˆξ, fl (β, z; g) is integrable on a
Siegel domain of G(A) (Theorem 49) by a similar technique used in [10]; in the argument we need
the bound of Eisenstein series prepared in Section 5. Having the integrability, we apply Theorem 2 to
conclude the proof. In the ﬁnal section, we construct a holomorphic continuation of Fˆξ, fl (β, z; g) to
the whole complex plane and relate its special value at z = 0 to the average of L-values (1.3).
The author thanks Professor Tomonori Moriyama for stimulating discussion on the material of
Section 4.
Notation. Let f denotes the set of all prime numbers. Let N be the set of all natural numbers; the
number 0 is included in the set of natural numbers: N = {0,1,2, . . .}. We set ΓC(s) = (2π)−sΓ (s)
with Γ (s) the gamma function.
2. Preliminaries
2.1. Local L-factors
Let p be a prime number. Let U be a ﬁnite dimensional Qp-vector space and T a Qp-bilinear form
on U × U , which we assume to be non-singular and symmetric. Let L be a Zp-lattice in U which is
even integral and is maximal with respect to T. Thus L is contained in the dual lattice L∗ . Let ν be
the Witt index of T. Set K = O (T)∩GLZp (L) and let K ∗ be the kernel of the reduction homomorphism
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be the Hecke algebra for the pair (O (T), K ∗) in the usual sense and deﬁne H+ = {φ ∈H | φ(uku−1) =
φ(k) for all u ∈ K ∗}. By the theory of Satake isomorphism (see [9,8]), the characters of the C-algebra
H+ are parametrized by the set of Satake parameters (λ,χ), where λ = (λ j)1 jν is a ν-tuple of
unramiﬁed quasicharacters of Q×p and χ a class of ﬁnite dimensional irreducible representations of E .
For a character Λ :H+ →C with Satake parameter (λ,χ), its local standard L-factor is deﬁned by
Lp(Λ; s) =
ν∏
j=1
{(
1− λ j(p)p−s
)(
1− λ j(p)−1p−s
)}−1
Aχ,p(s),
where Aχ,p(s) is the modiﬁcation factor given by [8, Formula (1.18)]. We only note that if L = L∗
then E is trivial and the factor Aχ,p(s) is 1; thus, Lp(Λ; s) agrees with the local standard L-factor
deﬁned by Langlands, whose inverse is a polynomial in p−s of degree 2[dimU/2].
2.2. Basic objects
2.2.1. Let m be an integer greater than 2 and Q 1 a non-singular symmetric matrix of degree m
which is even integral. We assume that Q 1 is maximal (see [7, §3]) and is of signature ((m−1)+,1−).
Set
V1 =Qm, L1 = Zm,
V =
[
Q
V1
Q
]
, L =
[
Z
L1
Z
]
, Q =
[ 1
Q 1
1
]
.
Then, Q is also even integral, non-singular and maximal. The signature of Q is (m+,2−). By the
obvious inclusion V1 ↪→ V , we view V1 as a Q-subspace of V . We consider a Q-bilinear form on the
ambient space V deﬁned by 〈X, Y 〉 = t X Q Y for X, Y ∈ V . For any Q-algebra R , we set V1,R = V1⊗Q R
and V R = V ⊗Q R .
2.2.2. Let G1 and G be orthogonal groups of Q 1 and Q , respectively, which we regard as algebraic
groups over Q. Thus,
G(R) = {g ∈ GLm+2(R) ∣∣ t gQ g = Q }, G1(R) = {g ∈ GLm(R) ∣∣ t gQ 1g = Q 1}
for any Q-algebra R . We have
G1(R) ∼= O (m− 1,1), G(R) ∼= O (m,2).
2.2.3. The vectors
ε1 =
[ 1
0m
0
]
, ε′1 =
[ 0
0m
1
]
,
in V are isotropic vectors spanning a hyperbolic plane. We obviously have V = V1 ⊕ 〈ε1, ε′1〉Q . The
stabilizer P of the isotropic line Qε1 is a maximal Q-parabolic subgroup of G. For any Q-algebra R ,
the set P(R) consists of all the matrices of the form m(r;h)n(X) with
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[ r
h
r−1
] (
r ∈ R×, h ∈ G1(R)
)
,
n(X) =
[1 −t X Q 1 −2−1Q 1[X]
1m X
1
]
(X ∈ V1 ⊗Q R).
We have the Levi decomposition P = MN, where M is the Levi subgroup such that M(R) = {m(r;h) |
r ∈ R×, h ∈ G1(R)} and N the unipotent radical of P.
2.2.4. For any prime p, set K1,p = G1(Qp) ∩ GLm(Zp) and Kp = G(Qp) ∩ GLm+2(Zp); then these
are maximal compact subgroups of Qp-points G1(Qp) and G(Qp), respectively. The discriminant sub-
groups of Kp and K1,p are denoted by K∗p and K∗1,p , respectively. By the Iwasawa decomposition,
we have G(Qp) = P(Qp)Kp = P(Qp)K∗p .
2.2.5. The ﬁnite adèle group G(Af) is realized as a restricted direct product of Qp-points G(Qp)
with respect to the family of subgroups Kp for all p. Then, the adèle group G(A) is deﬁned to be the
direct product G(Af)×G(R). As for G1, we deﬁne its ﬁnite adèle group G1(Af) in a similar way using
K1,p ’s, and have the associated adèle group G1(A) = G1(Af) × G1(R). Set
Kf =
∏
p∈f
Kp, K1,f =
∏
p∈f
K1,p, K
∗
f =
∏
p∈f
K∗p, K∗1,f =
∏
p∈f
K∗1,p .
2.2.6. Let G1 and G be the identity connected components of the real points G1(R) and G(R),
respectively. Let D be one of the two connected components of the open set{
z ∈ V1,C
∣∣ Q 1[Im(z)]< 0}.
For g ∈ G and z ∈D, there exists a unique point g〈z〉 ∈D and a scalar J (g, z) ∈C× such that
g
⎡⎣−2−1Q 1[z]z
1
⎤⎦= J (g, z)
⎡⎣−2−1Q 1[g〈z〉]g〈z〉
1
⎤⎦ .
Then (g, z) → g〈z〉 is a transitive action of G on D by holomorphic automorphisms, which enables
us to identify the domain D with the homogeneous space G/K∞ , where K∞ is the stabilizer of any
given point z0 ∈D. From now on, we ﬁx a z0 ∈D of the form
√
2η−0 /
√−1 with η−0 ∈ V1,R such that
Q 1[η−0 ] = −1. Note that K∞ ∼= SO(m) × SO(2) is a maximal compact subgroup of G , and
D= {z ∈ V1,C ∣∣ Q 1[Im(z)]< 0, Im〈η−0 , g〈z0〉〉> 0}.
Let g and k be the Lie algebras of G and K∞ , respectively, and p the orthogonal complement of k
with respect to the Killing form of g; thus, g = k ⊕ p. The complexiﬁcation pC decomposes to two
irreducible components p+ and p− by the adjoint action of K∞ . We may assume Ad(k)X = J (k, z0)X
for all X ∈ p+ and p− is obtained as the complex conjugate of p+ . For any X ∈ p and for any C∞-
function f on G , we set
[
R(X) f
]
(g) =
(
d
dt
)
t=0
f
(
g exp(t X)
)
, g ∈ G.
Then, this formula deﬁnes a Lie algebra action of g on the space of C∞-functions, which is extended
to the complexiﬁcation gC and its universal enveloping algebra U (gC) in a natural way.
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function f (g) J (g, z0)l in g ∈ G factors through a holomorphic function on the domain G/K∞ ∼= D
regarded as an open subset of V1,C .
Lemma 1. Let l ∈ N. Then, a C∞-function f : G → C is a holomorphic form of weight l if and only if the
following conditions are satisﬁed:
• f (gk) = J (k, z0)−l f (g) for any (g,k) ∈ G × K∞ .
• [R( X¯) f ](g) = 0 for any X¯ ∈ p− and for any g ∈ G.
2.3. Haar measures
Let dμD(z) be the measure on D associated with the G-invariant Kähler form ω(z) =
2−1
√−1∂∂¯Q 1[Im z] on D. If we ﬁx a coordinate system {y j} on V1,R such that Q 1[Y ] =∑m−1j=1 y2j −
y2m , then
dμD(z) =
∣∣Q 1[Y ]∣∣−m m∏
j=1
dx j
m∏
j=1
dy j .
Let dg∞ be the Haar measure on G such that the quotient measure dg∞/dk∞ corresponds to dμD
by the identiﬁcation G/K∞ ∼=D, where dk∞ is the Haar measure of K∞ with total measure 1. For
any prime number p, we ﬁx the Haar measure dgp on G(Qp) so that K∗p has measure 1. Then, we
ﬁx the Haar measure on G(A) by forming the product of normalized measures dgv on local groups
G(Qv ) for all places v of Q.
For any discrete group such as G(Q), we endow the counting measure on it.
3. Automorphic forms and L-functions
From now on, throughout this article, we suppose that V1 is Q-isotropic.
Let l be a positive integer. Recall that a holomorphic cusp form of weight l with respect to K∗f is
deﬁned to be a complex valued function F on G(A) satisfying the conditions (see [11, §1.1]):
(i) F (γ gkf) = F (g) for any γ ∈ G(Q) and for any kf ∈ K∗f .
(ii) For any gf ∈ G(Af), the function g∞ → F (gfg∞) is a holomorphic form of weight l on G
(see 2.2.6).
(iii) F is bounded on G(A).
Let Sl(K∗f ) be the space of all such functions. Then, Sl(K
∗
f ) is a ﬁnite dimensional Hilbert space with
the hermitian inner product
〈F1|F2〉G =
∫
G(Q)\G(A)
F1(g)F2(g)dg, F1, F2 ∈Sl
(
K∗f
)
.
For any q > 0, let Lql (K
∗
f ) be the space of all complex valued functions F on G(A) satisfying the
conditions (i) and (ii) above, together with the following one:
(iv) The q-norm ‖F‖G,q = {
∫
G(Q)\G(A) |F (g)|q dg}1/q is ﬁnite.
Since G(Q)\G(A) is of ﬁnite volume, the inclusion Sl(K∗f ) ⊂ Lql (K∗f ) is obvious. The aim of this sub-
section is to prove that the converse inclusion is true for suﬃciently large weights l. Actually, we have
the following.
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L
q
l
(
K∗f
)=Sl(K∗f ).
The proof of this theorem is given in 3.3 after proving preliminary lemmas.
3.1. Siegel domains
There exists a pair of isotropic vectors ε0 and ε′0 in V1 such that 〈ε0, ε′0〉 = 1 and L1 = L0 ⊕
〈ε0, ε′0〉Z with L0 = L1 ∩ 〈ε0, ε′0〉⊥Q . If we are given a vector ξ ∈ V1 ∩
√−1D primitive in L∗1, we may
and do assume that 〈ε0, ξ〉 = 1. By taking a suitable coordinate system in V1, we have the following
matrix expressions:
ε0 =
[ 1
0m−2
0
]
, ε′0 =
[ 0
0m−2
1
]
, ξ =
[a
a
1
]
,
L0 = Zm−2, L1 =
[
Z
L0
Z
]
, Q 1 =
[ 1
Q 0
1
]
,
where Q 0 ∈ GLm−2(Q) is an even integral symmetric matrix, which is maximal in the sense of [8].
Let P10 = M10N10 be the minimal Q-parabolic subgroup of G1 such that, for any Q-algebra R , M10(R) =
{m0(r0; g0) | r0 ∈ R×, g0 ∈ G0(R)} and N10(R) = {n0(Z) | Z ∈ V0 ⊗Q R} with
G0(R) =
{
g0 ∈ GLm−2(R)
∣∣ t g0Q 0g0 = Q 0},
m0(r0; g0) =
[ r0
g0
r−10
]
, n0(Z) =
[1 −t Z Q 0 −2−1Q 0[Z ]
1m−2 Z
1
]
.
Let P0 = M0N0 be the minimal Q-parabolic subgroup of G such that
P0(R) = M0(R)N0(R),
M0(R) =
{
m
(
r1;m0(r0; g0)
) ∣∣ r0, r1 ∈ R×, g0 ∈ G0(R)},
N0(R) =
{
m
(
1;n0(Z)
)
n(X)
∣∣ X ∈ V1 ⊗Q R, Z ∈ V0 ⊗Q R}.
For any t = (t1, t0) ∈ (R×+)2, set
[t] = m(t1;m0(t0;1)) ∈ G
and, for c = (c1, c0) ∈ (R∗+)2, deﬁne
T+c =
{[t1, t0] ∈ (R×+)2 ∣∣ t1/t0  c1, t0  c0}.
Set M0(A)1 = {m(u1;m0(u0;h0)) | u1,u0 ∈ A1, h0 ∈ G0(A)} and P0(A)1 = M0(A)1N0(A). Any subset
S⊂ G(A) of the form
S= ωT+c K
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a Siegel domain in G(A), where K = KfK∞ . For g ∈ G(A), let t(g) = [t1(g), t0(g)] denote the T -
component of g along the decomposition G(A) = P0(A)1TK. Note that the modulus function of P0(A)
restricted to T is given by [t1, t0] → |tm1 tm−20 |R . By the reduction theory, there exists a Siegel domain
S = ωT+c K such that G(A) = G(Q)S; moreover, we may and do assume that c0 is less than 1 and
that ω is a neighborhood of the identity in P0(A)1 of the form ω = ωfω∞ with ωf ⊂ P0(Af), ω∞ ⊂
P0(R). If we are given a vector ξ ∈ V1 ∩
√−1D primitive in L∗1, by choosing c0 and c1 small enough,
we may assume that
Sξ = (ω ∩ Gξ (A)){[t1,1] ∣∣ t1  c1}Kξf Kξ∞
is a Siegel domain in Gξ (A) satisfying Gξ (A) = Gξ (Q)Sξ . From now on, we ﬁx such S and Sξ once
and for all.
3.2. Fourier expansion
Let ψ∞ be the character of R deﬁned by ψ∞(x) = exp(2π ix), x ∈ R. Given a positive integer l
and a vector η ∈ V1,R , let Wl(η) denote the space of all those functions W : G → C satisfying the
following conditions:
(a) W (n(X)g∞) = ψ∞(〈η, X〉)W (g∞) for any X ∈ V1,R .
(b) The function W is a holomorphic form of weight l.
Proposition 3. The C-vector spaceWl(η) is one dimensional and is spanned by the functionWηl given by
Wηl (g∞) = J (g∞, z0)−l exp
(
2π i
〈
η, g∞〈z0〉
〉)
, g∞ ∈ G. (3.1)
The functionWηl is bounded if and only if
√−1η ∈D.
Proof. The one dimensionality of Wl(η) follows from [15, Theorem 5]. By a direct computation,
we have that our Wηl satisﬁes the conditions (a) and (b). The last assertion is proved by the for-
mula (3.1). 
Let F be a function on G(A) satisfying the conditions (i) and (ii), but not necessarily (iii). For any
η ∈ V1, consider the integral
Fψ(g;η) =
∫
V1\V1,A
F
(
n(X)g
)
ψ
(−〈η, X〉)dX, g ∈ G(A), (3.2)
where dX is the Haar measure on V1,A such that vol(V1\V1,A) = 1. For gf ∈ G(Af) and η ∈ V1,
the function g∞ → Fψ(g∞gf;η) belongs to the space Wl(η). Thus, by Proposition 3, there exists a
constant aF (gf;η) ∈C such that
Fψ(gfg∞;η) = aF (gf;η)Wηl (g∞), g∞ ∈ G. (3.3)
Moreover, aF (gf;η) = 0 unless η ∈ Lˆ(gf), where Lˆ(gf) is the Z-lattice in V1 consisting of all those
η ∈ V1 such that ψ(〈η, X〉) = 1 for any X ∈ V1,Af satisfying n(X) ∈ gfK∗f g−1f . The numbers aF (gf;η)
are called the adélic Fourier coeﬃcients of F , by which F is written as a Fourier series:
F (gfg∞) =
∑
η∈Lˆ(g )
aF (gf;η)Wηl (g∞), gfg∞ ∈ G(Af)G. (3.4)f
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Lemma 4. Let ‖ ‖∞ be any Euclid norm on V1,R . Then, for any compact subset U ⊂ G(Af), there exists a
constant C > 0 such that
∣∣aF (gf;η)∣∣ exp(C‖η‖∞), gf ∈ U, η ∈ V1.
Proof. Let a0 and a1 be positive numbers. Let g1,∞ ∈ G1 be an element such that g1,∞η−0 = (ε0−ε′0)/√
2 (or possibly −(ε0 − ε′0)/
√
2). Then, the obvious bound
∣∣〈η,m0(a0;1)(ε0 − ε′0)/√2 〉∣∣ ‖η‖∞, η ∈ V1,R,
yields a constant C > 0 such that
∣∣Wηl ([a1,a0]g1,∞)∣∣ ∣∣al1 exp(−2√2πa1∣∣〈η,m0(a0;1)(ε0 − ε′0)/√2〉∣∣)∣∣
 al1 exp
(−C‖η‖∞).
From (3.3),
∣∣aF (gf;η)∣∣ ∣∣Wηl ([a1,a0]g1,∞)∣∣−1 ∫
V1\V1,A
∣∣F (n(X)gf[a1,a0]g1,∞)∣∣dX  exp(C‖η‖∞)
as desired. 
Remark. If F ∈Sl(K∗f ), then, from Lemma 3, aF (gf;η) = 0 unless η ∈
√−1D.
3.3. The proof of Theorem 2
Throughout this subsection, we ﬁx F ∈ Lql (K∗f ) with ql > 2m− 2.
3.3.1. Preliminaries
Recall that we ﬁxed a Siegel domain S = ωfω∞T+c K of G(A) (see 3.1). There exists a measure
du = duf du∞ on ω = ωfω∞ such that the Haar measure on G(A) restricted to S is decomposed as
t−m1 t
2−m
0 du d
×t1 d×t0 dk.
Lemma 5. Let gf ∈ G(Af) and g1,∞ ∈ G1 . Then,∫
S
∣∣Fψ (gfm(1; g1,∞)x;η)∣∣q dx< +∞. (3.5)
Proof. There exists a Siegel domain S′ in G(A) such that gfm(1; g1,∞)S ⊂ S′ . Since F ∈ Lq(G(Q)\
G(A)),
∫
S′ |Fψ(x;η)|q dx
∫
S′ |F (x)|q dx< +∞. 
Let gf ∈ G(Af) and g1,∞ ∈ G1. By the Iwasawa decomposition of G(A), the integral (3.5) equals∫
u∈ω
∫
t∈T+
∫
K
∣∣Fψ (gfm(1; g1,∞)ufu∞[t1, t0]k;η)∣∣qt−m1 t2−m0 du d×t1 d×t0 dk.
c
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u∞ = n(X1,∞)m(r1,∞;h1,∞)
(
X1,∞ ∈ V1,A, r1,∞ ∈R×+, h1,∞ ∈ P10(R) ∩ G1
)
,
then
∣∣Fψ (gfm(1; g1,∞)ufu∞[t1, t0]k;η)∣∣
= ∣∣aF (gfufkf;η)∣∣∣∣Wηl (m(t1r1,∞; g1,∞h1,∞m0(t0;1)))∣∣.
For any open set U ⊂ ω∞ and for an interval N ⊂ (c0,+∞), set
Iη(g1,∞|U,N ) =
∫
u∞∈U
du∞
∫
t∈T+c ,t0∈N
∣∣Wηl (m(t1r1,∞; g1,∞h1,∞m0(t0;1)))∣∣qt−m1 t2−m0 d×t1 d×t0.
Then,∫
S
∣∣Fψ (gfm(1; g1,∞)g;η)∣∣q dg = { ∫
ωf×Kf
∣∣aF (gfufkf;η)∣∣q duf dkf}Iη(g1,∞|ω∞, (c0,+∞)). (3.6)
Lemma 6. If Iη(g1,∞|ω∞, (c0,+∞)) < +∞, then η = 0 and 〈g−11,∞η,m(y;1)η−0 〉 0 for any y > c0 . Here
z0 =
√
2η−0 /
√−1 is the base point ofD.
Proof. Let Un be a sequence of open sets in ω∞ containing and shrinking to the identity. Fix
y ∈ (c0,∞) and let Nn be a sequence of open intervals in (c0,∞) containing and shrinking to y.
Obviously,
Iη(g1,∞|Un,Nn) Iη
(
g1,∞|ω∞, (c0,+∞)
)
< +∞ (3.7)
for any n. From (3.1), the integral Iη(g1,∞|Un,Nn) equals∫
u∞∈Un
du∞
∫
(t1,t0)∈T+c ,t0∈Nn
∣∣(r1,∞t1)l exp(2πr1,∞t1〈g−11,∞η,h1,∞m0(t0;1)η−0 〉)∣∣qt−m1 t2−m0 d×t1 d×t0.
(3.8)
Suppose there exists n such that 〈g−11,∞η,h1,∞m0(t0;1)η−0 〉  0 for all u∞ ∈ Un and for all t0 ∈ Nn .
Then, the exponential factor in the integrand of (3.8) is greater than 1. Thus, we have the inequality
Iη(g1,∞|Un,Nn)
{ ∫
u∞∈Un
rql1,∞ du∞
}{ ∫
(t1,t0)∈T+c ,t0∈Nn
tql−m1 t
2−m
0 d
×t1 d×t0
}
,
whose right-hand side is divergent for ql > m. This contradicts (3.7). Hence, for any n, there exist a
point u(n)∞ = n(X (n)1 )m(r(n)1,∞;h(n)1,∞) in Un and a point t(n)0 ∈Nn such that〈
g−11,∞η,h
(n)
1,∞m0
(
t(n)0 ;1
)
η−0
〉
< 0.
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proof. 
Lemma 7. Suppose η /∈ √−1D. Then, aF (gf;η) = 0 for any gf ∈ G(Af).
Proof. Let gf ∈ G(Af). We shall show that Q 1[η] < 0 and 〈η,η−0 〉 < 0, assuming aF (gf;η) = 0. Since
the ﬁrst factor of (3.6) is not zero, from Lemma 5, the integral Iη(g1,∞|ω∞, (c0,+∞)) is ﬁnite for any
g1,∞ ∈ G1. Since c0 < 1, from Lemma 6, η = 0 and〈
g−11,∞η,η
−
0
〉
 0 for any g1,∞ ∈ G1. (3.9)
Suppose Q 1[η] > 0. Then, there exists g1,∞ ∈ G1 such that g1,∞η⊥η−0 . If we put η′0 =
|Q 1[η]|−1/2g1,∞η, then Q 1[η′0] = −Q 1[η−0 ] = 1 and η′0⊥η−0 . Hence, there exists a one parameter
subgroup a1,t ∈ G1 such that
a1,tη
′
0 = (cosh t)η′0 + (sinh t)η−0
for any t ∈R. This yields the relation
〈
a−11,t g
−1
1,∞η,η
−
0
〉= −∣∣Q 1[η]∣∣1/2 sinh t > 0 for t < 0,
contradicting (3.9). Thus, Q 1[η] 0 is proved.
Suppose Q 1[η] = 0. Then, there exists g1,∞ ∈ G1 such that g−11,∞η = ∓ε0 with ± the sign of
〈ε0, η−0 〉. Thus,
Iη
(
g1,∞|ω∞, (c0,+∞)
)
=
∫
u∞∈ω∞
du∞
∫
(t1,t0)∈T+c
∣∣(r1,∞t1)l exp(−2πr1,∞t1t−10 ∣∣〈ε0,h1,∞η−0 〉∣∣)∣∣qt−m1 t2−m0 d×t1 d×t0.
We note that a(u∞) := 2πr1,∞|〈ε0,h1,∞η−0 〉| > 0 for any h1,∞ ∈ G1. The t-integral is computed as∫
t1/t0c1,t0c0
tql−m1 t
2−m
0 exp
(−a(u∞)qt1t−10 )d×t1 d×t0
=
∫
y1c1,y0c0
yql−m1 y
ql+2−2m
0 exp
(−a(u∞)qy1)d× y1 d× y0 = +∞
for ql > 2m− 2. This contradicts the ﬁniteness of Iη(g1,∞|ω∞, (c0,+∞)). Thus, Q 1[η] = 0.
Summing up the argument so far, we obtain Q 1[η] < 0. This, combined with (3.9), yields
〈η,η−0 〉 < 0. 
Lemma 8. For any C > 0, there exists a positive constant a1 > 0 such that
t1
∣∣〈η,m(t0;1)(ε0 − ε′0)/√2 〉∣∣ C‖η‖∞
for any (t1, t0) ∈ T+c satisfying t1  a1 and for any η ∈ V1 ∩
√−1D.
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Then, |〈v1, v2〉| is a continuous function on the compact set C−0 × C−0 , which never attain zero. Thus,
its minimum value b is positive. Let (t1, t0) ∈ T+c and η ∈ V1 ∩
√−1D. Since
t0ε0 − t−10 ε′0
‖t0ε0 − t−10 ε′0‖∞
∈ C−0 ,
η
‖η‖∞ ∈ C
−
0 ,
we have
t1
∣∣〈η,m(t0;1)(ε0 − ε′0)/√2 〉∣∣= t1∣∣〈η, (t0ε0 − t−10 ε′0)/√2 〉∣∣
 t1b‖η‖∞
∥∥t0ε0 − t−10 ε′0∥∥∞/√2
= t1b‖η‖∞
(
t20 + t−20
)1/2
/
√
2 t1b.
Hence, by taking a1 > b−1C , we are done. 
Corollary 9. For any C > 0, there exists a positive constant a1 > 0 such that∣∣Wηl (u∞[t1, t0]g1,∞)∣∣ exp(−C‖η‖∞), u∞ ∈ ω∞, η ∈ V1 ∩ √−1D, t ∈ T+c [a1].
Here, T+c [a1] = {t ∈ T+c | t1  a1}, and g1,∞ ∈ G1 is an element such that g1,∞η−0 = (ε0 − ε′0)/
√
2.
Proof. This follows from Proposition 3 and Lemma 8. 
3.3.2. The completion of the proof
Let g1,∞ ∈ G1 be the element as in Corollary 9. It suﬃces to show that F is bounded on Sg1,∞ .
Set
L=
{
η ∈ V1
∣∣∣ψ(〈η, X〉)= 1 for any X ∈ V1,f such that n(X) ∈ ⋂
uf∈ωf
ufKfu
−1
f
}
.
Then, L is a Z-lattice in V1 containing Lˆ(ufkf) for any (uf,kf) ∈ ωf × Kf . From Lemma 4, there exists
a constant C > 0 such that∣∣aF (ufkf;η)∣∣ exp(C‖η‖∞), (uf,kf) ∈ ωf × Kf, η ∈ V1,R.
Then, from Corollary 9, there exists a positive number a1 such that∣∣Wηl (u∞[t1, t0]g1,∞)∣∣ exp(−2C‖η‖∞), u∞ ∈ ω∞, t ∈ T+c [a1], η ∈ V1 ∩ √−1D.
Let S[a1] = ωT+c [a1]K. Taking Lemma 7 into account, for any g = u[t1, t0]k ∈ S[a1], from (3.4),
we have∣∣F (gg1,∞)∣∣ ∑
η∈L√−1η∈D
∣∣aF (ufkf;η)∣∣∣∣Wηl (u∞[t1, t0]g1,∞)∣∣ ∑
η∈L√−1η∈D
exp
(−C‖η‖∞)< +∞.
Hence, F (g) is bounded on the set S[a1]g1,∞ . Since S−S[a1] is relatively compact, the function F
is bounded on Sg1,∞ as desired. 
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Let F ∈ Sl(K∗f ) be a simultaneous Hecke eigenform with respect to the action of the Hecke alge-
bra H+(G(Qp),K∗p) for any p. Let Lf(F , s) be the Euler product of Lp(Λp, s) (recalled in 2.1) over
all primes p, where Λp denotes the eigencharacter of H+(G(Qp),K∗p). The completed standard L-
function of F is deﬁned by L(F , s) = Lf(F , s)ΓL(l, s) with the gamma factor
ΓL(l, s) = ΓC(s −m/2+ l)
[m/2]∏
j=1
ΓC(s +m/2− j) ×
{
d(L)s/2, m: even,
(2−1d(L))s/2, m: odd,
where d(L) is the Gram determinant for the lattice L. It is expected that L(F , s) has a meromorphic
analytic continuation to the whole complex plane holomorphic away from a ﬁnite number of possi-
ble simple poles and satisfying a functional equation. The meromorphy of L(F , s) is known by the
doubling method (see [4]). When m = 3, the expected functional equation is a consequence of the
corresponding one for Siegel modular forms proved by Andrianov. For general m, the functional equa-
tion (as well as the meromorphy) is inferred from Proposition 17 recalled below, if there exists some
ξ satisfying the conditions in 3.8 such that a fF (ξ) = 0. However, at present, the existence of such ξ is
not known in general.
3.5. Eisenstein series
Given a Z-module M and a prime number p, we denote M ⊗Z Zp by Mp .
3.5.1. Fix ξ ∈ V1 such that
√−1ξ ∈ D and Gξ1 the stabilizer in G1 of the vector ξ . Note that
Gξ1(R) ∼= O (m − 1). The intersection Lξ1 = ξ⊥ ∩ L1 is a Z-lattice in V ξ1 = ξ⊥; we assume that ξ is a
primitive vector of the dual lattice L∗1 and that L
ξ
1 is maximal integral with respect to the bilinear
form on V ξ1 induced from 〈 , 〉. For any prime number p, let Kξ∗1,p be the discriminant subgroup of
Kξ1,p = Gξ1(Qp) ∩ GLZp (Lξ1,p) (see 2.1). Let Kξ∗1,f be the direct product of Kξ∗1,p over all p.
Let Gξ be the stabilizer in G of the vector ξ˜ =
[
0
ξ
0
]
∈ V . We have Gξ (R) ∼= O (m,1). For any closed
Q-subgroup H, we denote by Hξ the intersection H ∩ Gξ . Then, Pξ is a Q-parabolic subgroup of Gξ
with the Levi decomposition Pξ = Mξ Nξ . For any Q-algebra R , we have
Mξ (R) = {m(r;h0) ∣∣ r ∈ R×, h0 ∈ Gξ1(R)} and Nξ (R) = {n(X) ∣∣ X ∈ V ξ1 ⊗Q R}.
Set V ξ = ξ˜⊥ and Lξ = V ξ ∩ L; then V ξ = V ξ1 ⊕〈ε1, ε′1〉Q and Lξ = Lξ1 ⊕〈ε1, ε′1〉Z . Moreover, the lattice
Lξ is maximal integral with respect to the restriction of 〈 , 〉 to V ξ . For any prime number p, we have
a maximal compact subgroup Kξp = Gξ (Qp) ∩ GLZp (Lξp) in Gξ (Qp) and its discriminant subgroup Kξ∗p
as in 2.1. Let Kξ∗f be the direct product of K
ξ∗
p over all primes p. By [8, Proposition 2.3], the natural
inclusion Gξ1(Af)  h0 → m(1;h0) ∈ Gξ (Af) maps Kξ∗1,f into Kξ∗f .
3.5.2. Set η−1 = (−ε1 + ε′1)/
√
2. Then, 〈η−0 , η−1 〉R is a maximal negative subspace of VR and K∞
coincides with its stabilizer in G . Set
vC0 = η−0 +
√−1η−1 ∈ V1,C.
Lemma 10. For any k ∈ K∞ ,
kvC0 = J (k, z0)vC0 .
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Put ξ−0 = D−1/2ξ with D = |Q 1[ξ ]|. Then, η−0 and ξ−0 are vectors in V1,R such that Q 1[ξ−0 ] =
Q 1[η−0 ] = −1. Hence, there exists an element b∞ ∈ G1 such that
b∞η−0 = ξ−0 .
We ﬁx such a b∞ once and for all. Then, b∞K∞b−1∞ is also a maximal compact subgroup of G sta-
bilizing the maximal negative subspace 〈ξ−0 , η−1 〉R . Let Kξ∞ be the intersection [b∞K∞b−1∞ ] ∩ Gξ (R).
Then, Kξ∞ is a maximal compact subgroup of Gξ (R)◦ containing Gξ1(R). We have the Iwasawa decom-
position
Gξ (A) = Pξ (A)Kξ∗f Kξ∞.
Lemma 11. For any k0 ∈ Kξ∞ , we have J (b−1∞ k0b∞, z0) = 1.
Proof. Let k0∈ Kξ∞ . Since b−1∞ k0b∞∈ K∞ ﬁxes the vector vC0 , the assertion follows from Lemma 10. 
3.5.3. Let V(ξ ;Kξ∗1,f) be the space of complex valued functions f on Gξ1(A) such that
f (δh0m∞mf) = f (h0) for any (δ,m∞,mf) ∈ Gξ1(Q) × Gξ1(R) × Kξ∗1,f.
Since Gξ1 is R-isotropic,
dimC V
(
ξ ;Kξ∗1,f
)= (Gξ1(Q)\Gξ1(A)/Gξ1(R)Kξ∗1,f)< +∞
and the space V(ξ ;Kξ∗1,f) carries a natural action of the Hecke algebras H+(Gξ1(Qp),Kξ∗1,p) for all p.
For f ∈ V(ξ ;Kξ∗1,f) and s ∈C, there exists a unique function f(s)1 (h) on Gξ (A) such that
f(s)1 (h) = f (h0)|r|s+(m−1)/2A ,
for any h ∈ m(r;h0)Nξ (A)Kξ∗f Kξ∞ with r ∈ A× and h0 ∈ Gξ1(A). Then, the Eisenstein series E( f , s;h)
for f is deﬁned to be the sum
E( f , s;h) =
∑
γ∈Pξ (Q)\Gξ (Q)
f(s)1 (γ h), h ∈ Gξ (A),
which is absolutely convergent on the half plane Re(s) > (m− 1)/2.
3.6. Normalizing factors of Eisenstein series
Let ξ ∈ V1∩
√−1D be a primitive vector of L∗1 such that Lξ1 is maximal integral with respect to the
bilinear form 〈 , 〉|V ξ1 × V ξ1 . For a simultaneous Hecke eigenform f ∈ V(ξ ;Kξ∗1,f), its L-function Lf( f , s)
is deﬁned to be the convergent Euler product
∏
p Lp(Λ
f
p , s) on the half plane Re(s) > (m+1)/2, where
Lp(Λ
f
p , s) is the local L-factor of the eigencharacter Λ
f
p :H+(Gξ1(Qp),Kξ∗1,p) → C for f (see 2.1). The
completed standard L-function of f is deﬁned by
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with
Γ
Lξ1
(s) =
[(m−1)/2]∏
j=1
ΓC
(
s− j + (m− 1)/2){d(Lξ1)s/2, m: odd,
(2−1d(Lξ1))s/2, m: even,
where d(Lξ1) is the determinant of the Gram matrix for a Z-basis of L
ξ
1.
The following is a special case of [8, Theorem 4.1]. We recall m 3.
Proposition 12. Let f ∈ V(ξ ;Kξ∗1,f) be a simultaneous eigenfunction of the Hecke algebrasH+(Gξ1(Qp), K ξ∗1,p).
Then, the function L( f , s) is continued to a meromorphic function on C satisfying the functional equa-
tion L( f , s) = L( f ,1 − s). The continued function L( f , s) is holomorphic except at possible simple poles
s = (m − 1)/2 − j (0  j  m − 2, j ∈ Z), it has a pole at s = (m − 1)/2 if and only if f is a constant
function.
Corollary 13. The function L( f , s) is holomorphic at s = 1/2.
Proof. Indeed, the Laurent expansion of L( f , s) at s = 1/2 takes the form rs−1/2 + O (1). From the
functional equation L( f , s) = L( f ,1− s), we infer r = 0. 
For a simultaneous Hecke eigenform f ∈ V(ξ ;Kξ∗1,f), we set
L∗( f , s) = L( f , s) ×
{
1, m: odd,
ζˆ (2s), m: even,
(3.10)
and introduce the normalized Eisenstein series by
E∗( f , s;h) = L∗( f ,−s)E( f , s;h), h ∈ Gξ (A),
where ζˆ (s) = ΓR(s)ζ(s) is the completed Riemann zeta function. From [8, Proposition 4.3], E∗( f , s;h)
has a meromorphic extension to C satisfying the functional equation E∗( f ,−s;h) = E∗( f , s;h). It is
holomorphic except for possible simple poles at the points
s j = (m− 1)/2− j, 0 j m− 1.
Let us introduce the polynomial
D∗(s) =
∏
0 jm−1
s j =0
(s − s j), (3.11)
which differs from Dm(s+1/2) by the factor s when m is odd, where Dm(s) is the polynomial deﬁned
by [12, (1.3)]. Note that D∗(s) = D∗(−s). From the functional equation, E∗( f , s;h) is holomorphic at
s = 0. Thus, D∗(s)E∗( f , s;h) is entire on C, and D∗(s)L∗( f ,−s) is holomorphic on C except at a
possible simple pole at s = 0.
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For any  > 0 and for any interval I ⊂R, set
T,I =
{
s ∈C ∣∣ Re(s) ∈ I, ∣∣Im(s)∣∣ }.
Recall that a meromorphic function φ(s) on C holomorphic away from the real axis is said to be
bounded in vertical strips of ﬁnite width if |φ(s)| is bounded on the set T,I for any compact interval I
and for any  > 0.
Proposition 14. Let f ∈ V(ξ ;Kξ∗1,f) be a simultaneous eigenform of the Hecke algebrasH+(Gξ1(Qp),Kξ∗1,p).
(1) The completed L-function L( f , s) is bounded in vertical strips of ﬁnite width.
(2) For any h ∈ Gξ (A), the normalized Eisenstein series E∗( f , s;h) is bounded in vertical strips of ﬁnite width.
Proof. [12, Corollary 4, Theorem 6]. 
Lemma 15. Let f be as in Proposition 14. For any compact interval I and for any  > 0, there exists N > 0
such that the following estimation holds:
∣∣Lf( f , s)∣∣ ∣∣Im(s)∣∣N , s ∈ T,I .
Proof. [12, Proposition 3]. 
Corollary 16. Let I ⊂ R be a compact interval and  > 0. Then, there exists a constant N ∈ R, depending on
m and I , such that
∣∣D∗(s)L∗( f ,−s)∣∣ (1+ ∣∣Im(s)∣∣)N exp(−π
2
[
m
2
]∣∣Im(s)∣∣), s ∈ T,I .
Proof. By Stirling’s formula, Γ
Lξ1
( f ,−s) is bounded by (1+|Im(s)|)N1 exp(−2−1π [m−12 ]|Im(s)|) on T,I
for some N1. This estimate, combined with Lemma 15, yields the required bound for L( f ,−s) on T,I .
If m is odd, we are done; otherwise, we further need a bound of the form
∣∣ζˆ (−2s)∣∣ (1+ ∣∣Im(s)∣∣)N0 exp(−π
2
∣∣Im(s)∣∣), s ∈ T,I ,
which follows from a polynomial bound of ζ(s) and Stirling’s formula. 
3.8. Zeta integrals
Let ξ ∈ V1 ∩
√−1D be a primitive vector of L∗1 such that Lξ1 is maximal integral.
3.8.1. By the natural embedding Gξ /Kξ∞ ↪→ G/K∞ ∼= D, we pull back the invariant Riemannian
metric on D to the quotient space Gξ /Kξ∞ . Let dk0,∞ be the probability Haar measure on Kξ∞ and dh∞
the Haar measure on Gξ such that the quotient measure dh∞/dk0,∞ corresponds to the Riemannian
measure on Gξ /Kξ∞ . In terms of the Iwasawa decomposition of Gξ ,
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Gξ
f (h∞)dh∞ = 2(1−m)/2
∫
V ξ1,R
+∞∫
0
∫
Kξ∞
f
(
n(X0)m(r;1)k0
)
r−(m−1) dX0 d×r dk0
for any integrable function f on Gξ , where dX0 is the Euclidean measure on V
ξ
1,R and d
×r = r−1 dr
with dr the Lebesgue measure on R. For any prime number p, we ﬁx the Haar measure dhp (resp.
dh0,p) on Gξ (Qp) (resp. Gξ1(Qp)) such that K
ξ∗
p (resp. K
ξ
1,p) has the measure 1. On the group G
ξ (Qp),
we have the integral formula:∫
Gξ (Qp)
f (hp)dhp
= [Lξ∗1,p : Lξ1,p]1/2 ∫
V1,p
∫
Q×p
∫
Gξ1(Qp)
∫
Kξ∗1,p
f
(
n(X0,p)m(tp;h0,p)k0,p
)
dX0,p|tp|−(m−1)p dt×p dh0,p dk0,p,
where dX0,p is the self-dual measure on V
ξ
1,p with respect to the bi-character ψp(〈X, Y 〉) on V ξ1,p
and dk0,p is the probability Haar measure on K
ξ∗
p .
We ﬁx the Haar measure on Gξ (A) by taking the product of the normalized measures on local
groups G(Qv ) for all places v of Q.
3.8.2. For F ∈Sl(K∗f ) and f ∈ V(ξ ;Kξ∗1,f), the Rankin–Selberg type integral
Z f ∗F (s) =
∫
Gξ (Q)\Gξ (A)
E∗( f , s;h)F (hb∞)dh, Re(s) > m− 1
2
,
was considered in [11]. By the standard unfolding procedure, combined with the cuspidality of F (see
[11, Theorem 2]), we have the equality
Z f ∗F (s) = L∗( f ,−s)2(1−m)/2
∣∣Q [ξ ]∣∣1/2d(L1)1/2 ∫
A×
ϕ
f
F ,ξ
(
m(r;1))|r|s−(m−1)/2
A
d×r, Re(s) > m− 1
2
,
where
ϕ
f
F ,ξ (g) =
∫
Gξ1(Q)\Gξ1(A)
Fψ(h0gb∞; ξ) f (h0)dh0, g ∈ G(A).
The following result is due to Murase and Sugano.
Proposition 17. Let F ∈ Sl(K∗f ) be a simultaneous Hecke eigenform of H+(G(Qp),K∗p) for all primes
p and aF (gf; ξ) its adèlic Fourier coeﬃcient. Let f ∈ V(ξ ;Kξ∗1,f) be a simultaneous Hecke eigenforms of
H+(Gξ1(Qp),K
ξ∗
1,p) for all primes p. Then, for s ∈C with suﬃciently large Re(s),
Z f ∗F (s) = C ξl a fF (ξ)L(F , s + 1/2),
where
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∫
Gξ1(Q)\Gξ1(Af)
f (h0,f)aF (h0,f; ξ)dh0,f (3.12)
and
C ξl = 2
1
2 (−l−m2 +1)
∣∣Q [ξ ]∣∣ 12 (−l+m2 + 32 )d(L1) 12 × {d(L)1/4, m: odd,
(2−1d(L))1/4, m: even.
4. Shintani functions
In this section throughout, we ﬁx a vector ξ ∈ V1 such that Q 1[ξ ] < 0. Let Gξ and P ξ be the
identity components of Gξ (R) and Pξ (R), respectively. We set ρ = (m− 1)/2 for simplicity.
4.1. Shintani functions
For l ∈ N∗ and s ∈ C, let Shs,l(ξ) denote the space of all the complex valued C∞-functions Φ on
G satisfying the following conditions:
(i) Φ(m(r;h0)n0g) = rs+ρΦ(g) for any (r,h0,n0) ∈R×+ × Gξ1 × Nξ (R).
(ii) The function Φ is a holomorphic form of weight l.
4.2. Shintani functions (a dual variant)
4.2.1. Let us recall the deﬁnition of the spherical principal series of Gξ ∼= SO 0(m,1). For s ∈ C, let
C∞(ξ ; s) denotes the space of all the complex valued C∞-functions ϕ on Gξ such that
ϕ
(
m(r;h0)n0h
)= rs+ρϕ(h) for any (r,h0,n0) ∈R×+ × Gξ1 × Nξ (R).
Then, the right translation of Gξ on the space C∞(ξ ; s) with the C∞-topology, deﬁnes a smooth
representation πs of Gξ , i.e.,
[
πs(h1)ϕ
]
(h) = ϕ(hh1), ϕ ∈ C∞(ξ ; s), h1 ∈ Gξ .
Let C(ξ ; s) be the space of Kξ∞-ﬁnite vectors for the representation (πs,C∞(ξ ; s)). Thus, the Lie alge-
bra gξ of Gξ acts on C(ξ ; s) naturally.
We have a Gξ -invariant pairing C∞(ξ ;−s) × C∞(ξ ; s) →C:
〈ϕ,ϕ1〉 =
∫
Kξ∞
ϕ(k0)ϕ1(k0)dk0, ϕ ∈ C∞(ξ ;−s), ϕ1 ∈ C∞(ξ ; s). (4.1)
The pairing (4.1) yields a (gξ ,Kξ∞)-isomorphism from the (gξ ,Kξ∞)-contragredient of C(ξ ; s) onto
C(ξ ;−s).
4.2.2. For l ∈ N∗ and s ∈ C, let Sh∗s,l(ξ) denote the space of all those complex valued functions
Ψ (g|ϕ〉 in (g,ϕ) ∈ G × C(ξ ;−s) with the following properties:
(a) For any g ∈ G , the function Ψ (g|ϕ〉 is C-linear in ϕ ∈ C(ξ ;−s).
(b) For any ϕ ∈ C(ξ ;−s), the function Ψ (g|ϕ〉 in g ∈ G is a holomorphic form of weight l.
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(
d
dt
)
t=0
Ψ
(
exp(t X)g
∣∣ϕ〉= −Ψ (g∣∣π−s(X)ϕ〉, Ψ (k0g|ϕ〉 = Ψ (g∣∣π−s(k0)−1ϕ〉.
For Φ ∈Shs,l(ξ), deﬁne Φ˜ : G × C(ξ ;−s) →C by
Φ˜(g|ϕ〉 =
∫
Kξ∞
Φ(k0g)ϕ(k0)dk0, g ∈ G, ϕ ∈ C(ξ ;−s).
It is easy to conﬁrm that the mapping Φ → Φ˜ yields an inclusion Shs,l(ξ) ↪→Sh∗s,l(ξ).
4.3. A construction
For z ∈ C× and α ∈ C, we take the branch of log z by Arg(log z) ∈ (−π,π ] and set zα =
exp(α log z). One advantage of this choice of branch is that the relation (zα)−1 = z−α is true for
any z ∈C− (−∞,0).
For s ∈C and l ∈N∗ , deﬁne Φξl (s) : G →C by
Φ
ξ
l (s; g) = J (g, z0)−l2−(s+ρ)/2
( 〈ξ, g〈z0〉〉√−1|Q 1[ξ ]|1/2
)s+ρ−l
, g ∈ G. (4.2)
Proposition 18. Let s ∈C and l ∈N∗ . We have
Φ
ξ
l (s; g) = (−1)l2−(s+ρ−l)/2
{〈
ξ−0 , gv
C
0
〉}−l(√−1 〈ε1, gvC0 〉〈ξ−0 , gvC0 〉
)−(s+ρ)
, g ∈ G, (4.3)
where vC0 = η−0 +
√−1η−1 ∈ V1,C . In particular, Φξl (s;b∞) = 1. The function Φξl (s) belongs to the space
Shs,l(ξ).
Proof. From the easily conﬁrmed relations
−√2i〈ε1, gvC0 〉= J (g, z0), −√2i〈ξ−0 , gvC0 〉= J (g, z0)〈ξ−0 , g〈z0〉〉,
(4.3) is inferred directly. Since
√−1ξ ∈D, we have Im〈ξ−0 , g〈z0〉〉 > 0, or equivalently,
Im
( 〈ε1, gvC0 〉
〈ξ−0 , gvC0 〉
)
< 0
for any g ∈ G . Hence, (4.3) shows that g → Φξl (s; g) is of class C∞ on G . From the formula (4.3), the
equivariance condition (i) in 3.1 is also immediate. The second condition (ii) in 3.1 is obvious from
the deﬁning formula (4.2). 
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4.4.1. Let Sm−1 be the (m − 1)-sphere in an m-dimensional Euclidean space. Then, the space
C∞(Sm−1) is decomposed by the natural action of the special orthogonal group SO(m) to irreducible
invariant subspaces as
C∞
(
Sm−1
)=⊕˜
d∈NHd, (4.4)
where Hd is the space of harmonic polynomials of homogeneous degree d on Rm restricted to Sm−1.
Fix a base point v0 ∈ Sm−1 and let SO(m)v0 be the stabilizer of v0. Then, the functions belonging to
the invariant part H
SO(m)v0
d are called zonal spherical functions. It is known that the space H
SO(m)v0
d is
one dimensional.
Lemma 19. Let dv be the Euclidean measure on Sm−1 with total volume 1. Then, there exists an orthonormal
basis {ϕd}d∈N of L2(Sm−1;dv)SO(m)v0 satisfying the following conditions.
• HSO(m)v0d =Cϕd for any d ∈N.
• Let Sm−1 be the Laplace–Beltrami operator of Sm−1 . Then,
Sm−1ϕd = −d(d +m− 2)ϕd, d ∈N. (4.5)
• For any v ∈ Sm−1 , ϕd(v) ∈R and
∣∣ϕd(v)∣∣ ϕd(v0) = {2d+m− 2m− 2 Γ (d +m− 2)Γ (d+ 1)Γ (m− 2)
}1/2
, d ∈N. (4.6)
Proof. Let Wd be an irreducible unitary representation of SO(m) with the highest weight (d,0, . . . ,0)
and ﬁx a unit vector u in W
SO(m)v0
d . Then, the function ϕd on S
m−1 deﬁned by the condition
ϕd(kv0) = 〈ku|u〉(dimC Wd)1/2, k ∈ SO(m),
meets all the requirements. 
4.4.2. Since V−
R
= 〈ξ−0 , η−1 〉R is a maximal negative subspace of VR , its orthogonal V+R is posi-
tive deﬁnite. We apply the construction recalled in the previous paragraph, taking Sm−1 = {X ∈ V+
R
|
Q [X] = +1} and v0 = η+1 . Note that Kξ∞ ∼= SO(m) and Gξ1 = SO(m)v0 . For d ∈ N, the zonal spheri-
cal function ϕd on Sm−1 is lifted to a Gξ1-invariant function ϕd(k0η
+
1 ) on the group K
ξ∞ . Then, the
function ϕd(k0η
+
1 ) is further extended, in a unique way, to an element ϕ
(s)
d of C(ξ ; s) by using the
Iwasawa decomposition.
Let us introduce a decomposition of G , which is convenient to describe the functions belonging
to Shs,l(ξ). Set η
±
1 = (ε′1 ± ε1)/
√
2. Thus, Q 1[η±1 ] = ±1. For any t ∈ R, let us deﬁne a(t)∞ ∈ G by the
relations
a(t)∞η+1 = (cosh t)η+1 + (sinh t)ξ−0 , a(t)∞ξ−0 = (cosh t)ξ−0 + (sinh t)η+1 ,
a(t)∞
∣∣〈η+1 , ξ−0 〉⊥R = id. (4.7)
Let A be the R-split torus in G formed by all elements a(t)∞ with t ∈R and set A+ = {a(t)∞ | t ∈R+}.
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(1) We have the decomposition
G = Gξ A+b∞K∞. (4.8)
(2) For any f ∈ L1(G),
∫
G
f (g)dg = cG
∫
Gξ
+∞∫
0
∫
K∞
f
(
ha(t)∞b∞k
)
(sinh t)m−1(cosh t)dh dt dk (4.9)
with cG = 2πm/2Γ (m/2)−1 .
Proof. The Lie algebra of A is orthogonal, with respect to the Killing form of G , to the Lie alge-
bra of Gξ and that of b∞K∞b−1∞ ; thus, from [3, Theorem 2.4], G = Gξ A+b∞K∞b−1∞ . The integration
formula (4.9) follows from [3, Theorem 2.5] (up to the constant cG ). 
Combining (4.8) with the Iwasawa decomposition Gξ = P ξKξ∞ , we have
G = P ξKξ∞A+b∞K∞. (4.10)
Hence, by the (P ξ ,K∞)-equivariance, a function Φ ∈Shs,l(ξ) is determined uniquely by its restriction
to Kξ∞A+b∞ .
For Ψ ∈Sh∗s,l(ξ) and d ∈N, deﬁne
Ψd(t) = Ψ
(
a(t)∞b∞
∣∣ϕ(−s)d 〉, t ∈R. (4.11)
Lemma 21. Let Ψ ∈ Sh∗s,l(ξ) and t ∈ R. If Ψd(t) = 0 for any d ∈ N, then Ψ (a(t)∞b∞|ϕ〉 = 0 for all ϕ ∈C(ξ ;−s).
Proof. Let m ∈ Gξ1. Then, m commutes with all a(t)∞ . From Lemma 11, we have J (b−1∞ mb∞, z0) = 1. By
the equivariance,
Ψ
(
a(t)∞b∞
∣∣πs(m)−1ϕ〉
= Ψ (ma(t)∞b∞∣∣ϕ〉= Ψ (a(t)∞mb∞∣∣ϕ〉= Ψ (a(t)∞b∞∣∣ϕ〉 J(b−1∞ mb∞, z0)−l = Ψ (a(t)∞b∞∣∣ϕ〉.
Thus,
Ψ
(
a(t)∞b∞
∣∣πs(m)ϕ〉= Ψ (a(t)∞b∞∣∣ϕ〉 for anym ∈ Gξ1. (4.12)
Let us consider the integral in m ∈ Gξ1 of this identity. Since Ψ (a(t)∞b∞|ϕ〉 is linear in ϕ and since the
set πs(G
ξ
1)ϕ spans a ﬁnite dimensional space, we obtain the identity∫
Gξ
Ψ
(
a(t)∞b∞
∣∣πs(m)ϕ〉dm = Ψ(a(t)∞b∞∣∣∣∣ ∫
Gξ
πs(m)ϕ dm
〉
,1 1
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(t)∞b∞|ϕ〉 = 0 unless ϕ is
Gξ1-invariant. The assumption Ψd(t) = 0 (∀d ∈ N) implies Ψ (a(t)∞b∞|ϕ〉 = 0 for any Gξ1-invariant el-
ements ϕ . Hence, Ψ (a(t)∞b∞|ϕ〉 = 0 for all ϕ ∈ C(ξ ;−s). 
Lemma 22. Let Ψ ∈Sh∗s,l(ξ). Then, Ψ (g|ϕ〉 = 0 for any (g,ϕ) ∈ G × C(ξ ; s) if and only if Ψd(t) = 0 identi-
cally for any d ∈N.
Proof. Let us show the converse part. From the previous lemma, we have Φ(a(t)∞b∞|ϕ〉 = 0 for any
t ∈ R+ and for any ϕ ∈ C(ξ ;−s). Fix t ∈ R+ and ϕ ∈ C(ξ ;−s). Let X ∈ gξ and consider the function
f (r; X) = Ψ (exp(r X)a(t)∞b∞|ϕ〉 in r ∈ R. From the condition (b) and (c) in 4.2.2, the function f (r) is
real analytic and its derivative at r = 0 is computed as
(
dn
drn
)
r=0
f (r; X) = (−1)nΨ (a(t)∞b∞∣∣π−s(Xn)ϕ〉.
The right-hand side of this equality is zero as noted at the beginning of the proof. Therefore, f (r; X)
is zero for any r ∈ R and for any X ∈ gξ . Since Gξ is connected, we obtain Ψ (ha(t)∞b∞|ϕ〉 = 0 for all
h ∈ Gξ . Let g be an arbitrary element of G; by the decomposition G = Gξ A+b∞K∞ , we can write
g = ha(t)∞b∞k with h ∈ Gξ , a(t)∞b∞ ∈ A+b∞ and k ∈ K∞ . Then, Ψ (g|ϕ〉 = J (k, z0)−lΨ (ha(t)∞b∞|ϕ〉 = 0 as
desired. 
Lemma 23. Let Φ ∈Shs,l(ξ). Then,
Φ
(
k0a
(t)∞b∞
)= ∞∑
d=0
Φd(t)ϕd
(
k0η
+
1
)
, t ∈R, k0 ∈ Kξ∞.
The series converges absolutely and locally uniformly in k0 .
Proof. Let t ∈ R+ and m,m1 ∈ Gξ1. Then, the compatibility relation (4.12) combined with the P ξ -
equivariance yields the equation Φ(m1k0ma
(t)∞b∞) = Φ(k0a(t)∞b∞) for any k0 ∈ Kξ∞ , which shows that
the function Φ(k0a
(t)∞b∞) in k0 is pushed down to a C∞-zonal function on Sm−1. Thus, the assertion
follows from the Fourier analysis on Sm−1. 
4.5. A multiplicity one theorem
The aim of this subsection is to prove the following theorem.
Proposition 24. For l ∈ N∗ and s ∈ C such that s − ρ /∈ N, the dimensions of the C-vector spaces Shs,l(ξ)
andSh∗s,l(ξ) are exactly one, i.e.,
dimCShs,l(ξ) = dimCSh∗s,l(ξ) = 1.
The proof of this result is given in the paragraph 4.5.2.
4.5.1. In this subsection, we suppose m is even. The odd case can be treated similarly. Let
Ψ ∈Sh∗s,l(ξ) and {Ψd}d∈N the associated system of one variable functions deﬁned by (4.11).
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functions fd.
d fd
dt
(t) = −l sinh t
cosh t
fd(t) +
√−1
cosh t
{
Ad−1(s) fd−1(t) − Ad(−s) fd+1(t)
}
, (4.13)
d(d+m− 2) fd(t) =
√−1 sinh t{(d +m− 2)Ad−1(s) fd−1(t) + dAd(−s) fd+1(t)}, (4.14)
where
Ad(s) =
(
s + m− 1
2
+ d
){
(d+ 1)(d+m− 2)
(2d+m− 2)(2d +m)
}1/2
.
Proof. Put m = 2k and σ = s − k + 1/2. Let {v j}m−1j=1 be an orthonormal basis of the orthogonal com-
plement of ξ−0 in V1,R and set (vm, vm+1, vm+2) = (η+1 , ξ−0 , η−1 ). Then, Q is diagonalized by the basis
(v j), i.e., t[v j]Q [v j] = diag(1m,−12). Deﬁne Ei, j ∈Mm+2(R) by Ei, j(x) = 〈v j, x〉vi and set
Y0 = Em,m+1 + Em+1,m, Z0 = Em+1,m+2 − Em+2,m+2,
Y j = E j,m+2 + Em+2, j (1 j m), Zi = Ei,m − Em,i (1 i m− 1).
Then, Y0 is a basis of the Lie algebra of A, and Ad(b∞)−1 Z0 generates the center of K∞; moreover,
Y j ∈ p∩ gξ and Zi ∈ k∩ gξ .
We need a ﬁne structure of gξ -module C(ξ ;−s), which we refer to [14]. The space C(ξ ; s) has
a C-basis v(M) indexed by the set of Gelfand–Tsetlin patterns M = (m j)1 jm such that mm is of
the form (d,0, . . . ,0) (d ∈N). For d ∈N, let M(d) denote the Gelfand–Tsetlin pattern such that mm =
(d,0, . . . ,0) and all entries of m j ( j <m) are zero. Then, from [14, Formula (5), p. 418],
πs(Ym)v
(
M(d)
)= 1
2
(σ + 2k + d− 1)
(
(d+ 2k − 2)(d + 1)
(d + k − 1)(d + k)
)1/2
v
(
M(d+ 1))
+ 1
2
(σ − d+ 1)
(
(d+ 2k − 3)d
(d+ k − 2)(d+ k − 1)
)1/2
v
(
M(d − 1)), (4.15)
πs(Ym)v
(
M(d)+1m−1
)= 1
2
(σ + 2k + d− 1)
(
(d+ 2k − 1)d
(d+ k − 1)(d+ k)
)1/2
v
(
M(d+ 1)+1m−1
)
+ 1
2
(σ − d+ 1)
(
(d + 2k − 2)(d − 1)
(d+ k − 2)(d+ k − 1)
)1/2
v
(
M(d − 1)+1m−1
)
. (4.16)
(Remark: The formula [14, Formula (6), p. 418] contains a typo; the factor 1/2 in the right-hand side
of [14, Formula (6), p. 418] is missing.)
Moreover, from [14, Formula (7), p. 364], there exists a number Rd(s) such that
πs(Zm−1)v
(
M(d)
)= Rd(s)[M(d)+1m−1]+1m−1 −(d(d+ 2k − 2)2k − 1
)1/2
v
(
M(d)
)
. (4.17)
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πs(Ym−1)v
(
M(d)+m−1
)
≡ 1
2
(2k − 1)−1/2
{
(σ + 2k + d− 2)
(
(d+ 2k − 2)(d + 2k − 3)
(d + k − 2)(d + k − 1)
)1/2
v
(
M(d− 1))
− (σ − d)
(
(d+ 1)d
(d + k − 1)(d + k)
)1/2
v
(
M(d + 1))}, (4.18)
where ϕ ≡ ϕ′ means that ϕ − ϕ′ is orthogonal to C(ξ ;−s)Gξ1 .
Set X¯ j = E j,m+1 −
√−1E j,m+2 + Em+1, j −
√−1Em+2, j (1 j m). For any a = a(t)∞ with t = 0, the
following relations are conﬁrmed by a direct computation:
X¯m−1 = 1
sinh t
Ad(a)−1 Zm−1 − cosh t
sinh t
Zm−1 −
√−1Ym−1,
X¯m = −
√−1
cosh t
Ad(a)−1Ym −
√−1 sinh t
cosh t
Z0 + Y0. (4.19)
Set τl(k) = J (k, z0)−l for any k ∈ K∞ . Then, τl is a unitary character of K∞ , whose differential is
trivial on Ad(b∞)−1 Zi (1 i m− 1) and τl(Ad(b∞)−1 Z0) =
√−1l. Noting this remark and using the
properties (b) and (c) in 4.2.2, we compute
R
(
Ad(b∞)−1 X¯m−1
)
Ψ
(
a(t)∞b∞
∣∣ϕ〉
= 1
sinh t
Ψ
(
a(t)∞b∞
∣∣π−s(Zm−1)ϕ〉− √−1Ψ (a(t)∞b∞∣∣π−s(Ym−1)ϕ〉. (4.20)
Since Ad(b∞)−1 X¯m−1 ∈ p− , from Lemma 1, this should be zero. From the proof of Lemma 21,
Ψ (a(t)∞b∞|ϕ〉 = 0 if ϕ is orthogonal to C(ξ ;−s)G
ξ
1 . Hence, by substituting (4.17) and (4.18) to the
right-hand side of (4.20), we obtain Eq. (4.14). Eq. (4.13) is obtained in the same way from (4.15)
and (4.19). 
Proposition 26. Let { fd(t)}d∈N be a family of smooth functions on R+ satisfying the difference-differential
relations given by (4.13) and (4.14).
(1) There exists a constant C( f0) such that
f0(t) = C( f0)(cosh t)−l2F1
(
s+ ρ
2
,
−s + ρ
2
;ρ + 1
2
; tanh2 t
)
.
(2) Suppose s− ρ /∈N. If f0(t) is identically zero, then fd(t) is also identically zero for any d ∈N.
Proof. (1) Put m = 2k and σ = s− ρ = s− k + 1/2. From (4.13),
d f0
dt
= −l sinh t
cosh t
f0 +
√−1σ
2cosh t
(
2
k
)1/2
f1, (4.21)
d f1
dt
= −l sinh t
cosh t
f1 +
√−1
2cosh t
{
(σ + 2k − 1)
(
2
k
)1/2
f0 + (σ − 1)
(
2(2k − 1)
k(k + 1)
)1/2
f2
}
. (4.22)
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(σ + 2k − 1)
(
2(2k − 1)
k
)1/2
f0 − (σ − 1)
(
2
k(k + 1)
)1/2
f2 = −2
√−1(2k − 1)1/2
sinh t
f1. (4.23)
From (4.23), we express f2 by f0 and f1; putting this expression to (4.22), after a computation, we
obtain
d f1
dt
= −
(
l
sinh t
cosh t
+ 2k − 1
sinh t cosh t
)
f1 +
√−1(2k)1/2
cosh t
(σ + 2k − 1) f0. (4.24)
Then, (4.21) and (4.24) yield the second order equation for f0 alone:
d2 f0
dt2
+
{
(2l + 1) sinh t
cosh t
+ m− 1
sinh t cosh t
}
d f0
dt
+
{
l(l + 1) + −l
2 + l(2k − 1) + σ(σ + 2k − 1)
cosh2 t
}
f0 = 0.
By the variable changes z = tanh2 t and w = (cosh t)l f0, this equation is reduced to the Gaus-
sian hypergeometric equation, which, up to a constant, has a unique solution w = 2F1( s+ρ2 , −s+ρ2 ;
ρ + 12 ; z) regular at z = 0. This settles (1). The assertion (2) is a direct consequence of (4.14), because
Ad(−s) = 0 for all d ∈N. 
4.5.2. Proof of Proposition 24
By the inclusion Shs,l(ξ) ↪→Sh∗s,l(ξ) and by Proposition 18, we have the inequalities:
1 dimCShs,l(ξ) dimCSh∗s,l(ξ).
It remains to show the bound dimCSh∗s,l(ξ)  1. By Propositions 25 and 26 and by Lemma 21, the
mapping Sh∗s,l(ξ)  Ψ → C(Ψ0) ∈C is a linear injection; this gives us the desired bound. 
4.6. A few estimations
Let Φξl (s;−) be the element of Shs,l(ξ) deﬁned by (4.2) and {Φξl,d(s; t)}d∈N the corresponding
system of one variable functions, or explicitly,
Φ
ξ
l,d(s; t) =
∫
Kξ∞
Φ
ξ
l
(
s;k0,∞a(t)∞b∞
)
ϕd
(
k0,∞η+1
)
dk0,∞, t ∈R. (4.25)
Lemma 27.
∣∣Φξl (s;k0,∞a(t)∞b∞k∞)∣∣ (cosh t)Re(s)+ρ−l exp(π2 ∣∣Im(s)∣∣
)
for Re(s) > 0, k0,∞ ∈ Kξ∞ , t ∈R+ and k∞ ∈ K∞ .
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Φ
ξ
l
(
s;k0,∞a(t)∞b∞k∞
)= (cosh t)s+ρ−lq−(s+ρ) J (k∞, z0)−l (4.26)
is obtained with
q = 1+ √−1〈k0,∞η+1 , η+1 〉 sinh t.
Since Arg(q) ∈ (−π/2,π/2), |q| 1 and Re(s) > 0, we have
∣∣Φξl (s;k0,∞a(t)∞b∞k∞)∣∣= (cosh t)Re(s)+ρ−l|q|−(Re(s)+ρ)∣∣exp(−√−1(s + ρ)Arg(q))∣∣
 (cosh t)Re(s)+ρ−l exp
(
π
2
∣∣Im(s)∣∣).  (4.27)
Lemma 28. For any N ∈N∗ , there exists a constant CN > 0 such that
∣∣Φξl,d(s; t)∣∣ CN(1+ d)−2N(cosh t)Re(s)+N+ρ−l exp(π2 ∣∣Im(s)∣∣
)
, Re(s) > 0, t ∈R+, d ∈N.
Proof. If d = 0, the estimation follows from Lemma 27 by integration on Kξ∞ . In the remaining part
of the proof, we assume d > 0. Let ΩKξ∞
be the Casimir operator of Kξ∞ which corresponds to the
Laplace–Beltrami operator on the sphere Sm−1 by the identiﬁcation Kξ∞/Gξ1 ∼= Sm−1. Then, from (4.5)
and (4.26),
{−d(d +m− 2)}NΦξl,d(s; t) = ∫
Kξ∞
Φ
ξ
l
(
s;k0,∞a(t)∞b∞
)
ΩN
Kξ∞
ϕd
(
k0,∞η+1
)
dk0,∞
=
∫
Kξ∞
{
ΩN
Kξ∞
Φ
ξ
l
(
s;k0,∞a(t)∞b∞
)}
ϕd
(
k0,∞η+1
)
dk0,∞
= (cosh t)s+ρ−l
∫
Kξ∞
(
ΩN
Kξ∞
q−(s+ρ)
)
ϕd
(
k0,∞η+1
)
dk0,∞.
By the Cauchy–Schwarz inequality, we obtain
∣∣d(d +m− 2)∣∣N ∣∣Φξl,d(s; t)∣∣ (cosh t)Re(s)+ρ−l{ ∫
Kξ∞
∣∣(ΩN
Kξ∞
q−(s+ρ)
)∣∣2 dk0,∞}1/2. (4.28)
For any Z ∈ Lie(Kξ∞),
R(Z)q−(s+ρ) = −√−1(s + ρ) sinh t〈k0,∞ Zη+0 , η+0 〉q−(s+ρ+1).
Iterating this, for Z1, . . . , Zn ∈ Lie(Kξ∞), we have that R(Z1 · · · Zn)q−(s+ρ) is a ﬁnite linear combination
of terms of the form
M. Tsuzuki / Journal of Number Theory 132 (2012) 2407–2454 2433{
a∏
j=1
(s + ρ + j − 1)
}
(sinh t)a
{
a∏
j=1
〈
k0,∞D jη+1 , η1
〉}
q−(s+ρ+a),
where D j (1  a  n) are elements of the universal enveloping algebra of Lie(Kξ∞) such that∑
j deg(D j) = n. As in the proof of Lemma 27,
∣∣q−(s+ρ+a)∣∣ exp(π
2
∣∣Im(s)∣∣), k0,∞ ∈ Kξ∞, Re(s) > 0, t ∈R+.
From these observations, we have
∣∣R(Z1 · · · Zn)q−(s+ρ)∣∣ (cosh t)n(1+ |s|)n exp(π
2
∣∣Im(s)∣∣), k0,∞ ∈ Kξ∞, Re(s) > 0, t ∈R+.
Since ΩN
Kξ∞
is a degree 2N element, we apply this estimation, replacing n with 2N , to the integral
of (4.28) to complete the proof. 
4.7. An inner-product formula of Shintani functions
Let ξ ∈ V1 be such that
√−1ξ ∈D and ﬁx f ∈ V(ξ ;Kξ∗1,f). The construction in 2.2.3 is generalized
as follows. For ϕ ∈ C(ξ ; s), deﬁne a function f(s)ϕ on Gξ (A) by setting
f(s)ϕ (h) = |r|s+ρA f (h0)ϕ(k∞)
for any h ∈ m(r;h0)Nξ (A)Kξ∗f k∞ with r ∈ A× , h0 ∈ Gξ1(A) and k∞ ∈ Kξ∞ . Then, by making the Eisen-
stein series for f(s)ϕ on the convergence region Re(s) > ρ , we have a (gξ ,K
ξ∞)-intertwining operator
E( f , s) from C(ξ ; s) to the space of right Kξ∗f -invariant automorphic forms on Gξ (A):
E( f , s;ϕ;h) =
∑
γ∈Pξ (Q)\Gξ (Q)
f(s)ϕ (γ h), ϕ ∈ C(ξ ; s), h ∈ Gξ (A).
For any F ∈Sl(Kξ∗f ), the integral
Ψ
f
F (s; g|ϕ〉 =
∫
Gξ (Q)\Gξ (A)
E( f , s;ϕ;h)F (hg)dh, g ∈ G(A), Re(s) > ρ
converges absolutely. We remark that E( f , s;ϕ;h) and L∗( f ,−s)Ψ fF (s;b∞|ϕ〉 reduce to E( f , s;h) and
Z f ∗F (s) considered in 2.2, respectively, when ϕ is the constant 1.
Proposition 29. Let F ∈Sl(Kξ∗f ) and s ∈C with Re(s) > ρ . Then, for any d ∈N,
L∗( f ,−s)Ψ fF
(
s;a(t)∞b∞
∣∣ϕ(s)d 〉= Z f ∗F (s)Φξl,d(−s; t), t ∈R+, Re(s) > ρ,
where Φξl,d(−s; t) is the integral (4.25).
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space Sh∗−s,l(ξ). By Propositions 18 and 24, there exists a constant C such that
Ψ
f
F (s) = CΦ˜ξl (−s).
From this relation, L∗( f ,−s)Ψ fF (s;a(t)∞b∞|ϕ(s)d 〉 = CL∗( f ,−s)Φξl,d(−s; t) for any d ∈ N is inferred.
Putting d = 0 and t = 0, we have Z f ∗F (s) = CL∗( f ,−s)Φξl,d(−s;0). By Lemma 11,
Φ
ξ
l,0(−s;0) =
∫
Kξ∞
Φ
ξ
l (−s;k0b∞)dk0 = Φξl (−s;b∞) = 1.
This completes the proof. 
Deﬁne
Bξl (s) =
+∞∫
0
(sinh t)m−1(cosh t)m−2l
∫
Kξ∞
∣∣q(t;k0)∣∣−2ρ(q(t;k0)/q(t;k0) )−s dk0 dt (4.29)
with q(t;k0) = 1+ i〈k0η+1 , η+1 〉 sinh t .
Proposition 30. Suppose l >m− 1.
(1) The integral Bξl (s) converges absolutely for any s ∈ C and deﬁnes an entire function on C satisfying the
functional equation Bξl (−s) = Bξl (s). Moreover,∣∣Bξl (s)∣∣ Bξl (0)exp(π ∣∣Im(s)∣∣), s ∈C.
(2) We have
Bξl (0) =
1
2
Γ (m/2)Γ (l −m/2)Γ (l −m+ 1)
Γ (l − (m− 1)/2)2 . (4.30)
(3) Let Φξl,d(s; t) be as in Proposition 29. Then,
∑
d∈N
+∞∫
0
Φ
ξ
l,d(s; t)Φξl,d(−s¯; t)(sinh t)m−1(cosh t)dt = Bξl (s). (4.31)
Proof. Let us examine the integral Bξl (0). We have∫
Kξ∞
∣∣q(t;k0)∣∣−2ρ dk0 = ∫
Kξ∞
{
1+ ∣∣〈k0η+1 , η+1 〉∣∣2 sinh2 t}−ρ dk0
=
∞∑
n=0
(−ρ
n
)
(sinh t)2n
∫
Kξ
∣∣〈k0η+1 , η+1 〉∣∣2n dk0
∞
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∞∑
n=0
(−ρ
n
)
(sinh t)2n vol
(
Sm−1
)−1
2πm−1 Γ (n+ 1/2)
Γ (n+m/2)
= π−1/2Γ (m/2)
∞∑
n=0
(−ρ
n
)
(sinh t)2n
Γ (n+ 1/2)
Γ (n+m/2)
= π
−1/2Γ (m/2)
Γ (ρ)
∞∑
n=0
Γ (n+ 1/2)Γ (ρ + n)
n!Γ (n+m/2)
(− sinh2 t)n
= 2F1
(
1
2
,ρ; m
2
;− sinh2 t
)
= (cosh2 t)−1/22F1(1
2
,
1
2
; m
2
; tanh2 t
)
,
using the formulas
∫
Sm−1 |〈ω,η+1 〉|2n dω = 2π(m−1)/2Γ (n + 1/2)/Γ (n + m/2) and vol(Sm−1) =
2πm/2Γ (m/2)−1 with dω the Euclidean measure on the sphere Sm−1. Thus,
Bξl (0) =
∞∫
0
(sinh t)m−1(cosh t)m−2l−12F1
(
1
2
,
1
2
; m
2
; tanh2 t
)
dt
= 1
2
1∫
0
zm/2−1(1− z)l−m2F1
(
1
2
,
1
2
; m
2
; z
)
dz
by the variable change z = tanh2 t . Since m > 2, this integral converges if l >m − 1 and is evaluated
by the formula [2, 7.512.4]. This completes the proof of (4.29). Since Re(q(t;k0)) = 1 (t ∈R, k0 ∈ Kξ∞),
we have |(q(t;k0)/q(t;k0))−s|  exp(π |Im(s)|) for any s ∈ C. From this estimate, the assertion (1) is
obvious.
From Lemma 23, Φξl,d(s; t) is the coeﬃcient in the Fourier expansion of the zonal function
Φ
ξ
l (s;k0a(t)∞b∞) with respect to the orthonormal basis ϕd(k0η+1 ) of L2(Sm−1)G
ξ
1 . Thus, by the Parseval
identity, the left-hand side of (4.31) equals the integral
+∞∫
0
(sinh t)m−1(cosh t)dt
∫
Kξ∞
Φ
ξ
l
(
s;k0a(t)∞b∞
)
Φ
ξ
l
(−s¯;k0a(t)∞b∞)dk0, (4.32)
which turns out to coincide with Bξl (s) by the formula (4.26). 
5. An estimation of the convergent Eisenstein series
We continue to keep the setting of 4.7. The aim of this section is to provide a certain bound of the
non-constant term of the Eisenstein series E( f , s;ϕd;h) on the convergent range Re(s) > ρ . From [8,
p. 94], combined with [1, Theorem 8.2], the constant term of E∗( f , s;ϕd) is computed as∫
V ξ \V ξ
E∗
(
f , s;ϕd;n(X)h
)
dX = L∗( f ,−s)f(s)ϕd (h) + L∗( f , s)Bd(s)f(−s)ϕd (h), h ∈ Gξ (A)1 1,A
2436 M. Tsuzuki / Journal of Number Theory 132 (2012) 2407–2454with Bd(s) = (−1)d∏d−1j=0(−s + ρ + j)/(s + ρ + j), where dX is the Haar measure on V ξ1,A such that
vol(V ξ1\V ξ1,A) = 1. By the Fourier expansion, the difference
E∗NC( f , s;ϕd;h) = E∗( f , s;ϕd;h) − L∗( f ,−s)f(s)ϕd (h) − Bd(s)L∗( f , s)f(−s)ϕd (h) (5.1)
is a sum of the non-constant terms
E∗η( f , s;ϕd;h) =
∫
V ξ1 \V ξ1,A
E∗
(
f , s;ϕd;n(X)h
)
ψ
(〈X, η〉)dX, h ∈ Gξ (A) (5.2)
for η ∈ V ξ1 − {0}. Here, ψ is the additive character of A/Q such that ψ(x) = exp(2π ix) for any x ∈R.
Lemma 31. For any q ∈N, there exists an r ∈N such that for any Z ∈ Uq(kξ
C
),
∣∣R(Z)ϕd(η+1 )∣∣ (1+ d)2r, d ∈N.
Proof. It is known that for each r ∈ N∗ there exists a function φr(x, y) on Sm−1 × Sm−1 of class C j
with j = 2r − [(m− 2)/2] − 1 such that
ϕ(x) =
∫
Sm−1
φr(x, y)
[
(−Sm−1 + 1)rϕ
]
(y)dy, ϕ ∈ C∞(Sm−1).
Choose r such that q = deg(Z) < 2r − [(m − 1)/2]. Then, from this, combined with the eigenequa-
tion (4.5), we have the equality
R(Z)ϕd
(
kη+1
)= {d(d+m− 2) + 1}r ∫
Sm−1
[
Rk(Z)φr
(
kη+1 , y
)]
ϕd(y)dy,
the absolute value of whose right-hand side is bounded by
{ ∫
Sm−1
∣∣Rk(Z)φr(kη+1 , y)∣∣2 dy}1/2‖ϕd‖.
Note that ‖ϕd‖ = 1. Putting k = 1, we are done. 
Lemma 32. For any q ∈N, there exists an r ∈N such that for any Z ∈ Uq(gξ
C
),
∣∣R(Z)f(s)ϕd (h)∣∣ (1+ |s|)q(1+ d)2r f(Re(s))(h), h ∈ Gξ (A), d ∈N, s ∈C. (5.3)
Proof. It suﬃces to prove (5.3) only for h ∈ Gξ (R). Since R(Z)f(s)ϕd and f(Re(s)) are both left
Gξ1(R)N
ξ (R)-invariant, we may further assume h = [t]k with [t] = m(t;1) (t > 0) and k ∈ Kξ∞ . Let
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functions c j(k) on K
ξ∞ such that
Ad(k1)Z =
∑
j
c j(k1)Z j, k1 ∈ Kξ∞.
Write Z j = Znj Y
l j
0 Z
k
j with Z
n
j ∈ U (nξC), l j ∈N and Zkj ∈ U (kξC). Then,
R(Z)f(s)ϕd
([t]k)=∑
j
c j(k)R(Z j)f
(s)
ϕd
([t])= ∑
j;deg(Znj )=0
c j(k)(s + ρ)l j |t|s+ρ
[
R
(
Zkj
)
ϕd
](
η+1
)
.
From this, by Lemma 31, we have∣∣R(Z)f(s)ϕd ([t]k)∣∣∑
j
|s + ρ|l j tRe(s)+ρ ∣∣[R(Zkf )ϕd](η+1 )∣∣
 (1+ |s|)q(1+ d)2r |t|Re(s)+ρ. 
Lemma 33. Let σ > ρ . Then, for any q ∈N, there exists an r ∈N such that for any Z ∈ Uq(gξ
C
),∣∣R(Z)E∗( f , s;ϕd;h)∣∣ (1+ |s|)q∣∣L∗( f ,−s)∣∣(1+ d)2rt1(h)Re(s)+ρ,
h ∈ Gξ (A), d ∈N, Re(s) = σ . (5.4)
Proof. From Lemma 32, the estimate∣∣R(Z)E∗( f , s;ϕd;h)∣∣ (1+ |s|)q∣∣L∗( f ,−s)∣∣(1+ d)2r E( f ,σ ;h)
is inferred. The estimation E( f , σ ;h)  t1(h)σ+ρ for h ∈Sξ is well known. Thus, we are done. 
Lemma 34. Let σ > ρ . Then, for any q ∈N, there exists r ∈N such that∣∣E∗η( f , s;ϕd;h)∣∣ (1+ |s|)q∣∣L∗( f ,−s)∣∣‖η‖−2qt1(h)σ+ρ−2q(1+ d2)r,
d ∈N, η ∈ V ξ1 , h ∈Sξ , Re(s) = σ .
Proof. (Cf. [5, Lemma I.2.10].) For any v ∈ V ξ1,R , let Xv denote the tangent vector of the curve x →
n(xv) at x = 0. Fix an orthonormal basis {vi} of V ξ1,R and consider the element Cn =
∑
j X
2
v j of
the enveloping algebra of nξ . The differential operator Cn on Nξ (R) acts on the function X∞ →
ψ(〈η, X∞〉) by the scalar 2π i‖η‖2. Hence, by integration by parts,
(
2π i‖η‖2)qE∗η( f , s;ϕd;h) = ∫
V ξ1 \V ξ1,A
[
R
(
Ad(h)−1Cqn
)
E∗( f , s;ϕd)
](
n(X)h
)
ψ
(〈X, η〉)dX .
Let h ∈Sξ and write it h = h0[t]k with h0 ∈ ω, t ∈ [c1,+∞) and k ∈ Kξ . Then,
Ad
(
h−1
)
Cqn = Ad
([t]−1h0[t]k)−1t−2qCqn.
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such that
Ad(h1)
−1Cqn =
∑
l
bl(h1)Zl, h1 ∈ Gξ (A).
The elements [t]−1h0[t]k with h0 ∈ ω, t  c1 and k ∈ Kξ stay in a compact set U ⊂ Gξ (A). Hence,∣∣(2π i‖η‖2)qt2qE∗η( f , s;ϕd;h)∣∣

{
sup
l,h∈U
∣∣bl(h)∣∣}∑
l
∫
V ξ1 \V ξ1,A
∣∣[R(Zl)(E∗( f , s;ϕd))](n(X)h)∣∣dX .
Combining this with Lemma 33, we obtain the desired estimation. 
Lemma 35. Let σ > ρ . Then, for any suﬃciently large q ∈N, there exists r ∈N such that
∣∣E∗NC( f , s;ϕd;h)∣∣ t1(h)σ+ρ−2q(1+ |s|)q∣∣L∗( f ,−s)∣∣(1+ d2)r, d ∈N, h ∈Sξ , Re(s) = σ .
Proof. From the Kξ∗f -invariance of E( f , s;ϕd), it follows that there exists a lattice L in V ξ1 such that
(5.2) vanishes unless η ∈L. The desired estimate follows from Lemma 34 by taking a summation over
η ∈L with q large enough so that ∑η∈L−{0} ‖η‖−2q < ∞. 
6. Convergence lemmas
6.0.1. For a prime number p, the local norm of a vector x= (x j) ∈ V p is deﬁned by
‖x‖p = sup
{|x j|p ∣∣ 1 j m+ 2}.
Let ‖x‖∞ denote the usual Euclidean norm on VR . Recall that an adèle x = (xv) in VA is said to be
primitive if the p-th component xp is a primitive vector of the Zp-lattice Lp for almost all prime
numbers p. We denote by VA,prim the set of primitive adèles. We deﬁne the norm of x = (xv ) ∈
VA,prim by the product
‖x‖ =
∏
v
‖xv‖v ,
whose factors are almost all equal to 1. From deﬁnition, ‖kx‖ = ‖x‖ for any k ∈ KfK∞ and for any
primitive x ∈ VA .
6.0.2. Recall the vector vC0 (see 3.5.2). Let C
− be the closed cone Q [v] 0 in VR and set
C˜− = {(v1, v2) ∈ V 2R ∣∣ v1 = 0, Q [v1] = 〈v1, v2〉 = 0, Q [v2] = −1}.
Lemma 36.
(1) 〈v, vC0 〉 = 0 for any v ∈ C− − {0}.
(2) Im(〈v1, vC0 〉/〈v2, vC0 〉) = 0 for any (v1, v2) ∈ C˜− .
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Im
( 〈yv1, vC0 〉
〈yv2, vC0 〉
)
Im
( 〈v1, vC0 〉
〈v2, vC0 〉
)−1
∈ [d1,d2], (v1, v2) ∈ C˜−, y ∈N∞.
Proof. (1) Suppose 〈v, vC0 〉 = 0 and v = 0. Then v is orthogonal to 〈η−0 , η−1 〉R , which is a maximal
totally negative subspace of VR . Hence, Q [v] > 0.
(2) Suppose Im(〈v1, vC0 〉/〈v2, vC0 〉) = 0 for some (v1, v2) ∈ C˜− . Then, there exists t ∈ R such that
〈v1, vC0 〉/〈v2, vC0 〉 = t , or equivalently 〈v1 − tv2, vC0 〉 = 0. Since Q [v1 − tv2] = t2Q [v2] 0 and v1 = 0,
the vector v1 − tv2 belongs to C− − {0}. This contradicts (1).
(3) Let C−0 = {v ∈ C− | ‖v‖∞ = 1}. Then, C−0 is a compact subset of VR . From (1), the function
|〈yv, vC0 〉|/|〈v, vC0 〉| in (v, y) ∈ C−0 ×N∞ is continuous and does not attain 0. Hence, its values are in
an interval [d1,d2] contained in (0,∞). This establishes the ﬁrst estimation. The second one is proved
in a similar way by (2). 
As we recalled in 3.4.2, G = Gξ A+b∞K∞ . From this, since Gξ (R) intersects every connected com-
ponent of G(R), we obtain
G(R) = Gξ (R)A+b∞K∞. (6.1)
Thus, for any g ∈ G(R), we may write it in the form g = ha(t)∞b∞k with h = h(g) ∈ Gξ (R), t =
t(g) ∈R+ and k = k(g) ∈ K∞ .
Lemma 37. For g ∈ G(R),
cosh t(g) = ∣∣〈ξ−0 , gvC0 〉∣∣, ∥∥h(g)−1ε1∥∥∞ = √2∣∣〈ξ−0 , gvC0 〉∣∣∣∣∣∣Im( 〈1, gvC0 〉〈ξ−0 , gvC0 〉
)∣∣∣∣.
Proof. Let g = ha(t)∞b∞k be as above and let h = m(r;1)n(Z)k0 be the Iwasawa decomposition of h,
where r ∈R× , Z ∈ V ξ
R
and k0 ∈ Kξ∞ . Then,
J (k, z0)
−1〈ξ−0 , gvC0 〉= 〈h−1ξ−0 ,a(t)∞b∞vC0 〉
= 〈ξ−0 ,a(t)∞(ξ−0 + √−1η−1 )〉
= 〈ξ−0 , cosh tξ−0 + sinh tη−1 + √−1η−1 〉= − cosh t.
This shows the ﬁrst formula as well as the equality J (k, z0) = −〈ξ−0 , gvC0 〉/|〈ξ−0 , gvC0 〉|. To prove the
second one, we compute
J (k, z0)
−1〈ε1, gvC0 〉= 〈n(−Z)m(r−1;1)ε1,k0a(t)∞b∞vC0 〉
= r−1〈ε1,k0a(t)∞(ξ−0 + √−1η−1 )〉
= r−1〈ε1,k0(cosh tξ−0 + sinh tη+1 + √−1η−1 )〉
= r−1〈ε1, cosh tξ−0 + sinh tk0η+1 + √−1η−1 〉
= r−1√2−1{sinh t〈η+1 ,k0η+1 〉+ √−1}.
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2 Im( J (k, z0)−1〈ε1, gvC0 〉) = r−1 on the one hand. On the other hand, ‖h−1ε1‖∞ =
|r|−1‖ε1‖∞ = |r|−1. Thus, we are done. 
Lemma 38. For a relatively compact open neighborhood of unityN∞ in G(R),
t(gy)  t(g), ∥∥h(gy)−1ε1∥∥∞  ∥∥h(g)−1ε1∥∥∞, g ∈ G(R), y ∈N∞.
Proof. Since gξ−0 ⊂ C− − {0} and (g1, gξ−0 ) ∈ C˜− for any g ∈ G(R), this follows from Lemmas 36
and 37. 
6.0.3. For any prime number p and n ∈ N, let Gp(ξ ;n) be the set of g ∈ G(Qp) satisfying g−1ξ ∈
p−n(L∗p)prim, where (L∗p)prim denotes the set of primitive vectors in L∗p . For any n ∈N, set
ap,n = m
(
1;m0
(
p−n;1)).
Then, ap,n belongs to Gp(ξ ;n). We have the disjoint decomposition G(Qp) =⋃n∈N Gp(ξ ;n), and from
[8, Proposition 2.7],
Gp(ξ ;0) = Gξ (Qp)Kp,
Gp(ξ ;n) = Gξ (Qp)ap,nK∗p = Gξ (Qp)ap,nKp, n ∈N∗.
Set Ap = {ap,n|n ∈ N}. Thus, G(Qp) = Gξ (Qp)ApKp . Combining these decompositions for all prime
numbers p with (6.1), we have
G(A) = Gξ (A)A+b∞AKf, (6.2)
where
A+ = {a(t)∞ ∣∣ t ∈R+},
A=
{
af = (ap,np ) ∈
∏
p: primes
Ap
∣∣∣ np = 0 for almost all p}.
Lemma 39.
vol
(
Gξ (Qp)\Gp(ξ ;0)
)= [Gξ (Qp) ∩ Kp : Kξ∗p ]−1, (6.3)
vol
(
Gξ (Qp)\Gp(ξ ;n)
) pnm, n ∈N. (6.4)
Proof. Since Kp is of measure 1, vol(Gξ (Qp)\Gp(ξ ;0)) = volGξ (Qp)(Gξ (Qp) ∩ Kp)−1. By the normal-
ization of Haar measure on Gξ (Qp) (see 3.8.1), 1= volGξ (Qp)(Kξ∗p ) = volGξ (Qp)(Gξ (Qp)∩Kp)[Gξ (Qp)∩
Kp : Kξ∗p ]−1. Thus, we have (6.3).
Since vol(Gξ (Qp)\Gp(ξ ;n)) = volGξ (Qp)(Gξ (Qp) ∩ ap,nKpa−1p,n)−1, (6.4) follows from the argument
of [7, Lemma 1.12], where [8, Theorem 2.11] should be used instead of [7, Theorem 1.6]. 
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FSN(g) =
∥∥g−1∞ ξ∥∥−N∞ ∏
p∈S
∥∥g−1p ξ∥∥−Np ∏
p /∈S
δ
(
gp ∈ Gξ (Qp)Kp
)
, g ∈ G(A).
From this, FSN is left G
ξ (A)-invariant and right KfK∞-invariant. Note that
FSN
(
a(t)∞b∞af
)= {∣∣Q 1[ξ ]∣∣1/2(cosh2t)1/2}−N ∏
p∈S
p−Nnp
∏
p /∈S
δnp ,0 (6.5)
for any af = (ap,np ) ∈A and for any a(t)∞ ∈ A+ .
6.0.5. Let q1,q2 and N be real numbers and S a ﬁnite set of prime numbers. By the decomposi-
tion (6.2), there exists a unique function Ξ Sq1,q2,N : G(A) →R+ such that
Ξ Sq1,q2,N
(
ha(t)∞b∞afk∞kf
)= inf(∥∥h−1ε1∥∥q1 ,∥∥h−1ε1∥∥−q2)FSN(a(t)∞b∞af) (6.6)
for h ∈ Gξ (A), a(t)∞ ∈ A+ , af ∈A and k∞kf ∈ K∞Kf . From this formula, it is obvious that Ξ Sq1,q2,N is left
Pξ (Q)-invariant and right KfK∞-invariant.
Lemma 40. There exists a relatively compact open neighborhoodN of the identity in G(A) such that
Ξ Sq1,q2,N(gg1)  Ξ Sq1,q2,N(g), g1 ∈N , g ∈ G(A).
Proof. Let N∞ ⊂ G(R) be the neighborhood of unity in Lemma 38. Then, from (6.5) and (6.6), we are
done with N =N∞Kf . 
Lemma 41. Let N >m, q1 > 1−m and q2 >m− 1. Then,∫
Pξ (Q)\G(A)
Ξ Sq1,q2,N(y)dy < +∞.
Proof. From (6.6), the integral is a product of the two integrals:
I1 =
∫
Pξ (Q)\Gξ (A)
inf
(∥∥h−1ε1∥∥q1 ,∥∥h−1ε1∥∥−q2)dh,
I2 =
∫
Gξ (A)\G(A)
FSN(g)dg.
It suﬃces to show I1 and I2 are convergent. By the integration formula for the Iwasawa decomposition
of Gξ (A), the integral I1 is convergent if and only if
I3 =
+∞∫
inf
(
r−q1 , rq2
)
r−(m−1) d×r < +∞.0
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∫
0
rq2−m+1 d×r < +∞,
+∞∫
−1
r−q1−m+1 d×r < +∞,
from which we have I3 < +∞ as desired. The integral I2 is the product ∏v I2(v), where
I2(v) =
∫
Gξ (Qv )\G(Qv )
∥∥g−1v ξ∥∥−Nv dgv , v ∈ {∞} ∪ S,
I2(p) = vol
(
Gξ (Qp)\Gξ (Qp)Kp
)
, p /∈ S.
If v = ∞, then
I2(∞) =
∣∣Q 1[ξ ]∣∣−N/2 +∞∫
0
(cosh2t)−N/2(sinh t)m−1(cosh t)dt.
This is convergent if N >m. If p ∈ S , then, from the decomposition G(Qp) =⋃n∈N Gp(ξ ;n), we have
the equality
I2(p) =
∞∑
n=0
p−Nn vol
(
Gξ (Qp)\Gp(ξ ;n)
)
,
whose right-hand side is convergent when N > m by the domination (6.4). If p /∈ S , then I2(p) = 1
for almost all p from (6.3). Summing up the argument, we obtain I2 < +∞ if N >m as desired. 
6.0.6. We discuss the convergence of the series
XSq1,q2,N(g) =
∑
γ∈Pξ (Q)\G(Q)
Ξ Sq1,q2,N(γ g), g ∈ G(A). (6.7)
Lemma 42. Let N >m, q1 > 1−m and q2 >m− 1. Then, the series Xq1,q2,N (g) converges locally uniformly
on G(A).
Proof. From Lemma 40, there exists a relatively compact open set N in G(A) and a constant C1 > 0
such that C1Ξq1,q2,N (g)Ξq1,q2,N (gy) for any (g, y) ∈ G(A) ×N . Let χN be the characteristic func-
tion of N . Then,
C1 vol(N )
∑
γ∈Pξ (Q)\G(Q)
Ξ Sq1,q2,N(γ g)

∑
γ∈Pξ (Q)\G(Q)
∫
y∈N
Ξ Sq1,q2,N(γ gy)dy
=
∑
γ∈Pξ (Q)\G(Q)
∫
G(A)
Ξ Sq1,q2,N(γ gy)χN (y)dy
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∑
γ∈Pξ (Q)\G(Q)
∫
G(A)
Ξ Sq1,q2,N(y)χN
(
g−1γ−1 y
)
dy
=
∑
γ∈Pξ (Q)\G(Q)
∫
Pξ (Q)\G(A)
Ξ Sq1,q2,N(y)
{ ∑
δ∈Pξ (Q)
χN
(
g−1γ−1δ−1 y
)}
dy
=
∫
Pξ (Q)\G(A)
Ξ Sq1,q2,N(y)
{ ∑
γ∈Pξ (Q)\G(Q)
∑
δ∈Pξ (Q)
χN
(
g−1γ−1δ−1 y
)}
dy
=
∫
Pξ (Q)\G(A)
Ξ Sq1,q2,N(y)
{ ∑
γ∈G(Q)
χN
(
g−1γ y
)}
dy.
Combining this with the estimation
∑
γ∈G(Q)
χN
(
g−1γ y
) (G(Q) ∩ gNN−1g−1), g ∈ G(A), y ∈N ,
we obtain a constant C2 > 0 such that
∑
γ∈Pξ (Q)\G(Q)
Ξ Sq1,q2,N(γ g) C2
(
G(Q) ∩ gNN−1g−1) ∫
Pξ (Q)\G(A)
Ξ Sq1,q2,N(y)dy, g ∈ G(A).
Since the last integral is convergent from Lemma 41, we are done. 
7. A certain Poincaré series
Throughout this section, let ξ ∈ V1 ∩
√−1D be a primitive vector in L1 such that Lξ1 is maximal
integral with respect to the bilinear form 〈, 〉 restricted to V ξ1 × V ξ1 . We also ﬁx a positive integer l
and a simultaneous Hecke eigenform f ∈ V(ξ ;Kξ∗1,f). Recall that we set ρ = (m− 1)/2.
7.1. Let Φξl (s;−) ∈ Shs,l(ξ) be the function on G deﬁned by (4.2). We extend the domain of this
function to the whole G(R) in the following way. Fix κ1 ∈ Gξ1(R) − Gξ1. Then, Gξ1(R) = Gξ1 ∪ κ1Gξ1
is a disjoint union, and G(R)+ = G ∪ κ1G is a subgroup of G(R) with index two; moreover, we
have the decomposition G(R) = G(R)+ ∪ m(−1;1m)G(R)+ . We extend Φl(s;−) to G(R) by setting
Φ
ξ
l (s;κ1g∞) = Φξl (s; g∞) for any g∞ ∈ G and Φξl (s; g∞) = Φξl (s;m(−1;1m)g∞) for any g∞ ∈ G(R)−
G(R)+ . Then, Φξl (s;−), extended to G(R), is left Gξ1(R)-invariant.
7.2. Let us deﬁne a function Φ f ,ξf (s) on G(Af) by requiring that Φ
f ,ξ
f (s) is identically zero on the
complement of Pξ (Af)K∗f and by setting
Φ
f ,ξ
f
(
s;m(r;h0)n0k
)= |r|s+ρ
Af
f (h0)
for any (r,h0,n0,k) ∈ A×f × Gξ1(Af) × Nξ (Af) × K∗f . The deﬁnition makes sense by the relation K∗f ∩
Gξ1(Af) = Kξ∗1,f (see [8, (2.11)]). Then, a complex valued function Φ f ,ξl (s) on G(A) is deﬁned to be the
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ξ
l (s;−) extended to G(R) as above:
Φ
f ,ξ
l (s; gfg∞) = Φ f ,ξf (s; gf)Φξl (s; g∞), gfg∞ ∈ G(A).
By deﬁnition, the following equivariance relations are shown immediately:
Φ
f ,ξ
l (s; δg) =Φ f ,ξl (s; g), δ ∈ Pξ (Q), (7.1)
Φ
f ,ξ
l (s; gk∞kf) = J (k∞, z0)−lΦ f ,ξl (s; g), k∞ ∈ K∞, kf ∈ K∗f . (7.2)
From (6.2), an arbitrary element g ∈ G(A) is written as
g = ha(t)∞b∞afk∞kf (7.3)
with
h ∈ Gξ (A), t ∈R+, af ∈A, k∞kf ∈ K∗, (7.4)
where K∗ = K∞K∗f . The following gives us a description of Φ f ,ξl (s) in terms of (7.3).
Lemma 43. Φ f ,ξl (s; g) = δ(af = 1)
∑
d∈N f
(s)
ϕd (h)Φ
ξ
l,d(s; t) J (k∞, z0)−l , where f(s)ϕd and Φξl,d(s; t) are deﬁned
in 4.7 and by (4.25), respectively.
The following lemma provides us with a bound of Φξ, fl (s; g) on G(A) in terms of the decomposi-
tion (7.3).
Lemma 44.
∣∣Φξ, fl (s; g)∣∣ ∥∥h−1ε1∥∥−(Re(s)+ρ)(cosh t)Re(s)+ρ−l exp(π2 ∣∣Im(s)∣∣
)
δ(af = 1),
Re(s) > 0, g ∈ G(A).
Proof. By the Iwasawa decomposition on Gξ (A), we write h = m(r;h0)n(X)k0 with r ∈ A× , h0 ∈
Gξ1(A), X ∈ V ξ1,A and k ∈ Kξ . Since Gξ1(Q)\Gξ1(A) is compact, C f = suph∈Gξ1(Q)\Gξ1(A) | f (h)| is ﬁnite.
Thus, the absolute value of the ﬁnite component Φξ, ff (s; gf) is estimated as∣∣Φξ, ff (s; gf)∣∣ C f |r|Re(s)+ρAf δ(af = 1). (7.5)
Since ‖h−1ε1‖−1 = |r|A , the required estimation follows from Lemma 27 and (7.5). 
7.3. Let B be the space of all those entire functions β(s) on C satisfying β(−s) = β(s) such that
for any ﬁnite closed interval I ⊂R and for any N ∈N, the estimation
∣∣β(s)∣∣ (1+ ∣∣Im(s)∣∣)−N , s ∈ I + √−1R
holds. For β ∈ B and z ∈C such that Re(z) > 0, consider the integral
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f ,ξ
l (β, z; g) =
1
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)L
∗( f ,−s)Φ f ,ξl (s; g)ds, g ∈ G(A) (7.6)
with σ ∈R such that 0< σ < Re(z). Here, L∗( f ,−s) is the normalizing factor (3.10) and D∗(s) is the
polynomial (3.11).
Lemma 45. Let g ∈ G(A) and Re(z) > 0. Then, the integral (7.6) converges absolutely; the integral value is
independent of σ ∈ (0,Re(z)) and deﬁnes a holomorphic function on Re(z) > 0.
Proof. From Corollary 16 and Lemma 44, D∗(s)L∗( f ,−s)Φ f ,ξl (s; g) is bounded on Re(s) = σ by a
polynomial (1 + |Im(s)|)κ . Hence, by the presence of β(s), the integrand of (7.6) on Re(s) = σ is
bounded by (1+|Im(s)|)−N for any N > 0. This shows the absolute convergence. The relevant estima-
tion of the integrand is made uniformly in Re(s) ∈ [σ1, σ ] for any compact interval [σ1, σ ] ⊂ (0,∞).
Thus, by applying Cauchy’s theorem on the rectangle |Im(s)| R , Re(s) ∈ [σ1, σ ] and then by letting
R go inﬁnity, we can shift the contour in (7.6) from Re(s) = σ to Re(s) = σ1 without changing the
integral value. 
Recall the function Ξ Sq1,q2,N deﬁned in 6.0.5. We need this only when S = {∞}.
Lemma 46. Suppose l > ρ . For any interval I ⊂ (0, l − ρ) and for any  > 0 such that (0, ) ∩ I =∅,
∣∣Φˆ f ,ξl (β, z; g)∣∣ Ξ {∞}−(ρ+),Re(z)+ρ−,l−Re(z)−ρ(g), g ∈ G(A), Re(z) ∈ I.
Proof. From Lemma 44 and (7.6) with σ = Re(z) −  , for g ∈ G(A) written in the form (7.3), we have
∣∣Φˆ f ,ξl (β, z; g)∣∣ ∥∥h−1ε1∥∥−(Re(z)+ρ−)(cosh t)Re(z)+ρ−lδ(af = 1)
× 1
2π
∫
Re(s)=Re(z)−
|β(s)|
|z| − σ
∣∣D∗(s)L∗( f ,−s)∣∣ exp(π
2
∣∣Im(s)∣∣)|ds|.
In a similar way, using (7.6) with σ =  , we have
∣∣Φˆ f ,ξl (β, z; g)∣∣ ∥∥h−1ε1∥∥−(+ρ)(cosh t)+ρ−lδ(af = 1)
× 1
2π
∫
Re(s)=
|β(s)|
|z| − 
∣∣D∗(s)L∗( f ,−s)∣∣exp(π
2
∣∣Im(s)∣∣)|ds|.
From these, we conclude that there exists a constant C = C(I, ) > 0 such that
∣∣Φˆ f ,ξl (β, z; g)∣∣ C inf(∥∥h−1ε1∥∥−q2 ,∥∥h−1ε1∥∥q1)(cosh t)−(l−Re(z)−ρ)δ(af = 1)
for any g in the form (7.3), where q2 = Re(z) + ρ −  and q1 = −( + ρ). Noting that
F
{∞}
l−Re(z)−ρ
(
a(t)∞b∞
)= (Q 1[ξ ])−(l−Re(z)−ρ)/2(cosh2t)−(l−Re(z)−ρ)/2  (cosh t)−(l−Re(z)−ρ),(
Re(z) ∈ I, t ∈R+
)
,
we are done. 
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For β ∈ B and z ∈C, we consider the series
Fˆ
ξ, f
l (β, z; g) =
∑
γ∈Pξ (Q)\G(Q)
Φˆ
f ,ξ
l (β, z;γ g), g ∈ G(A). (7.7)
Lemma 47. Suppose l > 3ρ + 1. Let I be a compact interval contained in (ρ, l − 3ρ − 1) and N ⊂ G(A) a
compact set. Then, the series (7.7) converges absolutely and uniformly in Re(z) ∈ I and g ∈N .
Proof. From Lemma 46, for any suﬃciently small  > 0, the series (7.7) has a majorant X{∞}q1,q2,N(g)
with q1 = −(+ρ), q2 = Re(z)+ρ− and N = l−Re(z)−ρ . From Lemma 42, the last series converges
if q1 > 1−m, q2 >m− 1 and N >m, or equivalently
0<  < ρ, Re(z) ∈ (ρ + , l − 3ρ − 1). 
Lemma 48. Suppose l > 3ρ + 1 and let z ∈ C be such that Re(z) ∈ (ρ, l − 3ρ − 1). Then, the function g →
Fˆ
ξ, f
l (β, z; g) is left G(Q)-invariant and right K∗f -invariant; for any gf ∈ G(Af), the function Fˆξ, fl (β, z; gfg∞)
in g∞ ∈ G is holomorphic of weight l.
Proof. The ﬁrst statement is a direct consequence of Lemma 47 and equivariance (7.2). From deﬁni-
tion, the function Φˆ
f ,ξ
l (β, z; gfg∞) of g∞ is holomorphic of weight l. Since the convergence of the
series (7.7) is locally uniform in G(A), the second statement is proved by Lemma 1. 
7.5. Integrability
From now on, we assume l > 3ρ +1. The aim of this subsection is to prove the following theorem.
Theorem 49. There exists l0 ∈ N with the following property. If l  l0 , then for any β ∈ B and for any z ∈ C
such that Re(z) ∈ (ρ, l − 3ρ − 1), the function Fˆξ, fl (β, z; g) is integrable on G(Q)\G(A), i.e.,
Fˆ
ξ, f
l (β, z;−) ∈ L1
(
G(Q)\G(A)).
7.5.1. In order to prove this, let us introduce an auxiliary series by restricting the range of summa-
tion in (7.7) to Pξ (Q)\Gξ (Q):
Eˆ
ξ, f
l (β, z; g) =
∑
δ∈Pξ (Q)\Gξ (Q)
Φˆ
f ,ξ
l (β, z; δg), g ∈ G(A). (7.8)
From Lemma 47, this series is absolutely convergent if Re(z) ∈ (ρ, l− 3ρ − 1). To analyze this further,
we need yet another series:
E
ξ, f
l (s; g) =
∑
δ∈Pξ (Q)\Gξ (Q)
Φ
f ,ξ
l (s; δg), g ∈ G(A), (7.9)
where s ∈C is a complex parameter.
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and
E
ξ, f
l (s; g) = δ(af = 1)
∑
d∈N
E( f , s;ϕd;h)Φξl,d(s; t) J (k∞, z0)−l,
where E( f , s;ϕd;h) is the Eisenstein series on Gξ (A) deﬁned in 4.6; the series on the right-hand side con-
verges absolutely.
Proof. From Lemma 44, we have
∑
δ∈Pξ (Q)\Gξ (Q)
∣∣Φ f ,ξl (s; δg)∣∣ { ∑
δ∈Pξ (Q)\Gξ (Q)
∥∥(δh)−1ε1∥∥−(Re(s)+ρ)}
× (cosh t)Re(s)+ρ−l exp
(
π
2
∣∣Im(s)∣∣)δ(af = 1). (7.10)
The ﬁrst factor of the majorant is just the Eisenstein series E(1,Re(s);h) on Gξ (A), whose conver-
gence on Re(s) > ρ is well known. This completes the proof of the ﬁrst statement. To show the
second one, it suﬃces to establish the convergence of the sum
∑
d∈N
∑
δ∈Pξ (Q)\Gξ (Q)
∣∣f(s)ϕd (δh)∣∣∣∣Φξl,d(s; t)∣∣. (7.11)
Let k0,∞(h) denote the Kξ∞-component of h in the Iwasawa decomposition Gξ (A) = Pξ (A)Kξf Kξ∗∞ .
Then, by (4.6) and by the estimation Γ (x+ c)/Γ (x) ∼ xc(x→ ∞) for c > 0, we have
∣∣f(s)ϕd (δh)∣∣ ∥∥(δh)−1ε1∥∥−(Re(s)+ρ)∣∣ϕd(κ0,∞(δh))∣∣

∥∥(δh)−1ε1∥∥−(Re(s)+ρ){2d+m− 2
m− 2
Γ (d+m− 2)
Γ (d + 1)Γ (m− 2)
}1/2
 ∥∥(δh)−1ε1∥∥−(Re(s)+ρ)(1+ d)(m−2)/2.
By this and (4.6), the series (7.11) is majorized by
{ ∑
δ∈Pξ (Q)\Gξ (Q)
∥∥(δh)−1ε1∥∥−(Re(s)+ρ)}{∑
d∈N
(1+ d)−2N+(m−2)/2
}
× (1+ |s|)2N(cosh t)Re(s)+2N+ρ−l exp(π
2
∣∣Im(s)∣∣)δ(af = 1), (7.12)
which is ﬁnite if Re(s) > ρ and 2N >m/2. This completes the proof. 
Lemma 51. Let Re(z) ∈ (ρ, l − 3ρ − 1). Then, the function Eˆξ, fl (β, z; g) is left Gξ (Q)-invariant and right
K∗f -invariant. For any g ∈ G(A) of the form (7.3), we have
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ξ, f
l (β, z; g)
= 1
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)L
∗( f ,−s)E f ,ξl (s; g)ds (7.13)
= δ(af = 1) J (k∞, z0)−l
∑
d∈N
1
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)E
∗( f , s;ϕd;h)Φξl,d(s; t)ds, (7.14)
where ρ < σ < Re(z) and E∗( f , s;ϕd;h) = L∗( f ,−s)E( f , s;ϕd;h) is the normalized Eisenstein series.
Proof. The ﬁrst statement is obvious. The equality (7.13) is proved by exchanging the contour integral
and the summation over Pξ (Q)\Gξ (Q), which is allowed by the estimation (7.10) and Corollary 16.
As for the equality (7.14), we argue in the same way using (7.12) in place of (7.10). 
The following is the main lemma for the proof of Theorem 49.
Lemma 52. There exists l0 > 3ρ + 1 such that for any l l0 and for any Re(z) ∈ (ρ, l− 3ρ − 1), the function
g → Eˆξ, fl (β, z; g) is integrable on the space Gξ (Q)\G(A), i.e.,
Eˆ
ξ, f
l (β, z;−) ∈ L1
(
Gξ (Q)\G(A)).
Proof. From (5.1) and (7.14), J (k∞, z0)−lEˆξ, fl (β, z; g) is expressed as a sum of the following three
integrals:
E+(g) =
∑
d∈N
δ(af = 1)
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)L
∗( f ,−s)f(s)ϕd (h)Φξl,d(s; t)ds,
E−(g) =
∑
d∈N
δ(af = 1)
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)Bd(s)L
∗( f , s)f(−s)ϕd (h)Φ
ξ
l,d(s; t)ds,
E0(g) =
∑
d∈N
δ(af = 1)
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)E
∗
NC( f , s;ϕd;h)Φξl,d(s; t)ds.
We shall show the absolute convergence of these series-integrals and prove that E±(g) and E0(g)
are integrable on a fundamental domain F for Gξ (Q)\G(A) if l is suﬃciently large. By the Iwasawa
decomposition Gξ (A) = Pξ (A)Kξ∞Kξ∗f , we write
h = m(r;h0)n(X0)k0,∞k0,f.
Then, as we have shown in the proof of Lemma 50,∑
d∈N
∣∣ϕd(k0,∞η+1 )∣∣∣∣Φξl,d(s; t)∣∣

{∑
d∈N
(1+ d)−2N+(m−2)/2
}
(cosh t)Re(s)+2N+ρ−l exp
(
π
2
∣∣Im(s)∣∣) (7.15)
for any N >m/4. From this, the interchange of integral and summation in the following computation
can be justiﬁed. Here, we set B+d (s) = 1 and B−d (s) = Bd(s).
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∑
d∈N
δ(af = 1)
2π
√−1
∫
(σ )
β(s)
s − z D∗(s)B
±
d (s)L
∗( f ,−s)|r|±s+ρ
A
f (h0)ϕd
(
k0,∞η+1
)
Φ
ξ
l,d(s; t)ds
= δ(af = 1)
2π
√−1
∫
(σ )
β(s)
s− z D∗(s)L
∗( f ,−s)|r|±s+ρ
A
f (h0)
{∑
d∈N
B±d (s)ϕd
(
k0,∞η+1
)
Φ
ξ
l,d(s; t)
}
ds.
Since the integrand, as a function in s, is holomorphic on the strip σ1 = ρ −  < Re(s) < ρ for any
suﬃciently small  > 0, we can shift the contour from Re(s) = σ to Re(s) = σ1 keeping the inte-
gral value unchanged by applying Cauchy’s integral formula. The detailed argument is the same as
in the proof of Lemma 45. To ensure the vanishing of the integral along horizontal line segments
Im(s) = R,Re(s) ∈ [σ1, σ ] as R → ∞, we use an estimation of the integrand obtained by (7.15) and
Corollary 16. Applying the same estimation for the integral on Re(s) = σ1, we have∣∣E±(g)∣∣ |r|±σ1+ρA (cosh t)σ1+2N+ρ−lδ(af = 1)
valid for g of the form (7.3), where N > (m + 2)/4. The set Sξ A+b∞AK1 contains a fundamental
set F for Gξ (Q)\G(A). Hence,
∫
F
∣∣E±(g)∣∣dg  ∫
Sξ
dh
+∞∫
0
∣∣E±(ha(t)∞b∞)∣∣(sinh t)m−1(cosh t)dt

{ ∞∫
c0
r±σ1−ρ d×r
}{ ∞∫
0
(cosh t)σ1+2N+ρ−l+1(sinh t)m−1 dt
}
.
In the ﬁnal line, the ﬁrst integral is convergent for any σ1 < ρ . The second integral is also convergent
if σ1 + 2N + ρ + 1< l.
It remains to consider E0(g). Let q > 0 be a suﬃciently large integer. Then, from Lemma 35, there
exists an r ∈N such that |E0(g)| is bounded by
t1(h)
σ+ρ−2q δ(af = 1)
2π
∫
(σ )
∣∣∣∣ β(s)s− z
∣∣∣∣∣∣D∗(s)∣∣(1+ |s|)q∣∣L∗( f ,−s)∣∣{∑
d∈N
(1+ d)2r∣∣Φξl,d(s; t)∣∣}|ds|.
Applying Lemma 28 with N = r + 1, we bound this further by the product of
t1(h)
σ+ρ−2q(cosh t)σ+r+1+ρ−l
and {∑
d∈N
(1+ d)−2
}
δ(af = 1)
2π
∫
(σ )
∣∣∣∣ β(s)s − z
∣∣∣∣∣∣D∗(s)∣∣(1+ |s|)q∣∣L∗( f ,−s)∣∣exp(π2 ∣∣Im(s)∣∣
)
|ds|.
By Corollary 16 and by the presence of β(s), this integral is convergent for any q ∈N. Thus, we have
shown that for any suﬃciently large q ∈N, there exists an r ∈N such that∣∣E0(g)∣∣ t1(h)σ+ρ−2q(cosh t)σ+ρ+r+1−lδ(af = 1)
valid for g of the form (7.3). Using this, we estimate
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F
∣∣E0(g)∣∣dg  { ∫
Sξ
t1(h)
σ+ρ−2q dh
}{ +∞∫
0
(cosh t)σ+ρ+r−l+2(sinh t)m−1 dt
}
.
Now, we set σ = ρ + 1 and ﬁx q large enough so that the h-integral is convergent. Let r0 be the
corresponding r. Then, the t-integral is convergent for any l > 4ρ + r0 + 3. 
7.5.2. The proof of Theorem 49
Let l0 be as in Lemma 52 and l l0. Let Re(z) ∈ (ρ, l − 3ρ − 1). Then,
Fˆ
ξ, f
l (β, z; g) =
∑
γ∈Gξ (Q)\G(Q)
∑
δ∈Pξ (Q)\Gξ (Q)
Φ
ξ, f
l (β, z; δγ g) =
∑
γ∈Gξ (Q)\G(Q)
Eˆ
ξ, f
l (β, z;γ g).
From this expression, we have∫
G(Q)\G(A)
∣∣Fˆξ, fl (β, z; g)∣∣dg  ∫
G(Q)\G(A)
∑
γ∈Gξ (Q)\G(Q)
∣∣Eˆξ, fl (β, z;γ g)∣∣dg
=
∫
Gξ (Q)\G(A)
∣∣Eˆξ, fl (β, z; g)∣∣dg.
The last integral is ﬁnite from Lemma 52. This completes the proof of Theorem 49. 
Theorem 53. There exists an integer l0 > 2(m− 1) with the following property. Let f ∈ V(ξ ;Kξ∗1,f) be a simul-
taneous Hecke eigenform. If l l0 , then for any β ∈ B and Re(z) ∈ (ρ, l − 3ρ − 1),
Fˆ
ξ, f
l (β, z;−) ∈Sl
(
K∗f
)
.
Proof. This follows from Lemma 48, Theorem 49 and Theorem 2. We remark that 2(m − 1) 3ρ + 1
for m 3. 
8. Spectral expansions of the Poincaré series
Let ξ ∈ V1 ∩
√−1D be as in the previous section. We continue to ﬁx a suﬃciently large positive
integer l and a simultaneous Hecke eigenform f ∈ V(ξ ;Kξ∗1,f). For any β ∈ B and z ∈ C such that
Re(z) ∈ (ρ, l−3ρ −1), the function Fˆξ, fl (β, z; g) in g ∈ G(A) belongs to the ﬁnite dimensional Hilbert
space Sl(K∗f ) if l l0 (Theorem 53). By ﬁxing an orthonormal basis {F j} of Sl(K∗f ), we can expand it
in the form
Fˆ
ξ, f
l (β, z; g) =
∑
j
〈
Fˆ
ξ, f
l (β, z;−)
∣∣F j 〉GF j(g), g ∈ G(A). (8.1)
In this section, we obtain an expression of the inner product 〈Fˆξ, fl (β, z;−)|F j〉G in terms of the
zeta integral Z f ∗F (s), and, consequently, prove that the function Fˆ
ξ, f
l (β, z; g) in z has a meromorphic
continuation to a neighborhood of z = 0 for β ∈ B+ , where B+ denotes the space of β ∈ B such that
for any ﬁnite closed interval I ⊂R and for any N ∈N, the estimation
exp
(
π
∣∣Im(s)∣∣)∣∣β(s)∣∣ (1+ ∣∣Im(s)∣∣)−N , s ∈ I + iR,
holds. Actually, we have the following.
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→ Fˆξ, fl (β, z; g) deﬁned on the stripe
Re(z) ∈ (ρ, l − 3ρ − 1) has a holomorphic continuation to the whole complex plane satisfying the functional
equation
Fˆ
ξ, f
l (β, z; g) + Fˆξ, fl (β,−z; g) = −cGβ(z)D∗(z)C ξl Bξl (z)
∑
j
Z f ∗
F¯ j
(z)F j(g), (8.2)
where Bξl is the integral (4.29) and cG = 2πm/2Γ (m/2)−1 . The value at z = 0 equals
β(0) × −π
m/2
2
Γ (l −m/2)Γ (l − 2ρ)
Γ (l − ρ)2 D∗(0)C
ξ
l
∑
j
a f
F¯ j
(ξ)L( F¯ j,1/2)F j(g),
where Cξl and a
f
F¯ j
(ξ) are deﬁned in Proposition 17.
The mapping F → a fF (ξ) is a linear form on Sl(K∗f ); thus, by considering the image of
Fˆ
ξ, f
l (β,0;−) ∈Sl(K∗f ) we have the following corollary.
Corollary 55. For any l l0 , a f
Fˆ
ξ, f
l (β,0;−)
(ξ) equals
β(0) × −π
m/2
2
Γ (l −m/2)Γ (l − 2ρ)
Γ (l − ρ)2 D∗(0)C
ξ
l
∑
j
L( F¯ j,1/2)
∣∣a f
F¯ j
(ξ)
∣∣2.
Remark. Although the holomorphy of the L-function L(F j, s) at s = 1/2 is not established yet in full
generality, it follows from Proposition 17 combined with the properties of Eisenstein series on Gξ (A)
under the assumption a fF j (ξ) = 0.
8.1. Inner product formulas
Proposition 56. Let β ∈ B+ , Re(z) ∈ (ρ, l − 3ρ − 1) and 0< σ < Re(z). For any F ∈Sl(K∗f ),
〈
Fˆ
ξ, f
l (β, z;−)
∣∣F 〉G = cG2π√−1
∫
(σ )
β(s)
s − z D∗(s)Z
f ∗
F¯
(s)Bξl (s)ds, (8.3)
where Bξl (s) is the integral (4.29) and cG = 2πm/2Γ (m/2)−1 .
Proof. By a standard unfolding procedure of integrals and summations, we compute the inner product
as follows if we take σ ∈ (ρ,Re(z)).
〈
Fˆ
ξ, f
l (β, z;−)
∣∣F 〉G
=
∫
G(Q)\G(A)
∑
γ∈Pξ (Q)\G(Q)
Φˆ
ξ, f
l (β, z;γ g) F¯ (g)dg
=
∫
Pξ (Q)\G(A)
Φˆ
ξ, f
l (β, z; g) F¯ (g)dg
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∫
Gξ (Q)\G(A)
∑
γ∈Pξ (Q)\Gξ (Q)
Φˆ
ξ, f
l (β, z;γ g) F¯ (g)dg
=
∫
Gξ (Q)\G(A)
Eˆ
ξ, f
l (β, z; g) F¯ (g)dg
= 1
2π i
∫
(σ )
β(s)
s − z D∗(s)L
∗( f ,−s)
{ ∫
Gξ (Q)\G(A)
E
ξ, f
l (s; g) F¯ (g)dg
}
ds (8.4)
= cG
2π i
∫
(σ )
β(s)
s − z D∗(s)L
∗( f ,−s)
{ ∫
Gξ (Q)\Gξ (A)
dh
+∞∫
0
(sinh t)m−1(cosh t)dt
×Eξ, fl
(
s;ha(t)∞b∞
)
F¯
(
ha(t)∞b∞
)}
ds
= cG
2π i
∫
(σ )
β(s)
s − z D∗(s)
{ +∞∫
0
∑
d∈N
( ∫
Gξ (Q)\Gξ (A)
E∗( f , s;ϕd;h) F¯
(
ha(t)∞b∞
)
dh
)
Φ
ξ
l,d(s; t)
× (sinh t)m−1(cosh t)dt
}
ds (8.5)
= cG
2π i
∫
(σ )
β(s)
s − z D∗(s)Z
f ∗
F¯
(s)
{∑
d∈N
+∞∫
0
Φ
ξ
l,d(s; t)Φξl,d(−s¯; t)(sinh t)m−1(cosh t)dt
}
ds (8.6)
= cG
2π i
∫
(σ )
β(s)
s − z D∗(s)Z
f ∗
F¯
(s)Bξl (s)ds. (8.7)
Here, the equality (8.4) results from Lemma 51, the equality (8.5) follows from Lemma 50 and the
equality (8.6) is a consequence of Lemma 29; then, we use Lemma 30 to obtain the equality (8.7).
The constant cG occurs by the integration formula (4.9) and by (6.3). 
Corollary 57. Let F ∈ Sl(K∗f ) and Re(z) ∈ (ρ, l − 3ρ − 1). Let β ∈ B+ . Then, for any σ1 > 0, we have the
expression
〈
Fˆ
ξ, f
l (β, z;−)
∣∣F 〉G = cG2π i
∫
(−σ1)
β(s)
s − z D∗(s)Z
f ∗
F (s)B
ξ
l (s)ds. (8.8)
Proof. Let σ ∈ (ρ,Re(z)). From Proposition 14 (2), we have a polynomial bound |D∗(s)Z f ∗F¯ (s)| 
(1+ |Im(s)|)deg(D∗) on the stripe Re(s) ∈ [−σ1, σ ]. By the presence of β(s), the integrand of the con-
tour integral (8.3), which is entire on C, is bounded by (1+ |Im(s)|)−N on the stripe Re(s) ∈ [−σ1, σ ]
for any N > 0. Thus, applying Cauchy’s theorem, we can shift the contour from Re(s) = σ to
Re(s) = −σ1. 
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→ 〈Fˆξ, fl (β, z; •)|F 〉G on the stripe Re(z) ∈ (ρ, l − 3ρ − 1) is con-
tinued holomorphically to the whole complex plane satisfying the functional equation
〈
Fˆ
ξ, f
l (β, z; •)
∣∣F 〉G + 〈Fˆξ, fl (β,−z; •)∣∣F 〉G = −cGβ(z)D∗(z)C ξl Z f ∗F¯ (z)Bξl (z). (8.9)
We have
CTz=0
〈
Fˆ
ξ, f
l (β, z; •)
∣∣F 〉G = β(0) × −14 Γ (m/2)Γ (l −m/2)Γ (l − 2ρ)Γ (l − ρ)2 cGC ξl a fF¯ (ξ)D∗(0)L( F¯ ,1/2).
Proof. The formula (8.8) deﬁnes a holomorphic function in z on Re(z) > −σ1. By letting σ1 > 0 vary,
we obtain its holomorphic continuation to the whole complex plane.
Let |z| < σ1 and consider the contour integral of (β(s)/(s − z))D∗(s)Z f ∗F¯ (s)B
ξ
l (s) along the bound-
ary of the rectangle Q R = {s ∈ C | |Re(s)|  σ1, |Im(s)|  R} endowed with the counterclockwise
orientation. By the functional equation of the Eisenstein series, we have Z f ∗
F¯
(−s) = Z f ∗
F¯
(s), and also
D∗(s) = D∗(−s), β(s) = β(−s), Bξl (s) = Bξl (−s). Thus, by the residue theorem, we have
( σ1+iR∫
σ1−iR
+
−σ1+iR∫
−σ1−iR
)
β(s)
s− z D∗(s)Z
f ∗
F¯
(s)Bξl (s)ds + I(R) = 2π iβ(z)D∗(z)Z f ∗F¯ (z)B
ξ
l (z).
Here, I(R) denotes the sum of contour integrals along the horizontal edges of Q R , which vanishes
in the limit R → +∞ because the integrand is bounded by (1 + |Im(s)|)−N for any N > 0. Thus,
we obtain the functional equation (8.9). By applying the functional equation to z = 0 and using Propo-
sition 17, we have the remaining statement. 
By the spectral expansion (8.1), Theorem 54 follows from Corollary 58 immediately. 
Corollary 59. Suppose β ∈ B+ and let U be a compact subset of G(A).
(1) For any σ ∈R, the function (z, g) → Fˆξ, fl (β, z; g) on {z ∈C | Re(z) > σ } ×U is bounded.
(2) For any  > 0, ∣∣Fˆξ, fl (β, z; g)∣∣ exp(|z|1+), z ∈C, g ∈ U .
Proof. The statement (1) follows from the formula (8.8) together with the spectral expansion (8.1).
From [12, Theorem 6] and Lemma 30, it follows that the function β(z)D∗(z)Z f ∗F (z)B
ξ
l (z) is of or-
der 1. Then, the statement (2) is inferred from the functional equation (8.2) combined with the
statement (1). 
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