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Computation of highly oscillatory Bessel transforms with
algebraic singularities✩
Zhenhua Xu1, Shuhuang Xiang2
Abstract
In this paper, we consider the Clenshaw-Curtis-Filon method for the highly oscillatory Bessel trans-
form
∫ 1
0 x
α(1−x)βf(x)Jν(ωx)dx, where f is a smooth function on [0, 1], and ν ≥ 0. The method is
based on Fast Fourier Transform (FFT) and fast computation of the modified moments. We give
a recurrence relation for the modified moments and present an efficient method for the evaluation
of modified moments by using recurrence relation. Moreover, the corresponding error bound in
inverse powers of N for this method for the integral is presented. Numerical examples are provided
to support our analysis and show the efficiency and accuracy of the method.
Keywords: Oscillatory Bessel transform, Recurrence relation, Clenshaw-Curtis-Filon method,
Modified moments, Error bound.
2000 MSC: 65D32, 65D30
1. Introduction
The fast computation of highly oscillatory Bessel transforms
I[f ] =
∫ 1
0
xα(1 − x)βf(x)Jν(ωx)dx, ν ≥ 0 (1.1)
where α > −1, β > −1, and f is a sufficiently smooth function on [0, 1], Jν(x) is the Bessel function
of the first kind and order ν, plays an important role in many areas of science and engineering, such
as astronomy, optics, quantum mechanics, seismology image processing, electromagnetic scattering
(for example [2], [3], [10], [17]). In most of the cases, the oscillatory integrals with Bessel kernels can
not be evaluated analytically and one has to resort to numerical methods. Particularly, for large
ω, the integrands become highly oscillatory. Hence, it presents serious difficulties in approximating
the integral by classical numerical methods like Simpson rule, Gaussian quadrature, etc.
In recent years, there has been tremendous interest in developing numerical methods for the in-
tegral
∫ b
a
f(x)Jν(ωx)dx, such as Levin method [19, 20], Levin-type method [23], modified Clenshaw-
Curtis method [24], generalized quadrature rule [12, 13], Filon-type method [29], Gauss-Laguerre
quadrature[5, 6]. To avoid the Runge phenomenon, a Clenshaw-Curtis-Filon-type method was pre-
sented in [30]. Since, the integrand in (1.1) may have singularities at two end points, these methods
cannot be applied to evaluating the integral (1.1) directly. Recently, a Filon-type method based on
a special Hermite interpolation polynomial at Clenshaw-Curtis points was introduced in [7]. The
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key issue is the computation of modified moments. However, the algorithm [7] to evaluate the
modified moments by transferring the Chebyshev interpolation polynomial into power series of xk
is quite unstable for the number of nodes N ≥ 32.
In this paper, we are concerned with the Clenshaw-Curtis-Filon method for the computation
of the highly oscillatory Bessel transform (1.1) based on fast computation of modified moments.
Moreover, this method can be applied to the Filon-type method based on Clenshaw-Curtis points
given in [7].
This paper is organized as follows. In Section 2, we describe the Clenshaw-Curtis-Filon method
for the integral (1.1). Meanwhile, we deduce a recurrence relation for the modified moments, and
present an efficient algorithm for the moments. Error analysis about N for the presented method
for the integral (1.1) is derived in Section 3. We show that the method converges uniformly in N for
fixed ω. In Section 4, several numerical examples are given to illustrate the accuracy and efficiency
of the presented method.
2. Clenshaw-Curtis-Filon method for the integral (1.1)
Polynomial interpolation is used as one of the basic means of approximation in most areas of
numerical analysis. To avoid Runge phenomenon, we consider a special Lagrange interpolation
polynomial at the Clenshaw-Curtis points, instead of equally spaced points. Suppose that f is
absolutely continuous on [0, 1], and let PN (x) be the interpolant of f at the Clenshaw-Curtis points
ci =
1
2
+
1
2
cos
(
ipi
N
)
, i = 0, 1, . . . , N,
defined by PN (x) =
∑N
i=0 biT
∗
i (x), where T
∗
i (x) denotes the shifted Chebyshev polynomial of the
first kind on [0, 1], and the coefficients bi can be evaluated by FFT [8, 9, 26, 27]. The Clenshaw-
Curtis-Filon method (CCF) for (1.1) is defined by
QCCF [f ] =
∫ 1
0
PN (x)x
α(1− x)βJν(ωx)dx =
N∑
k=0
bkM(k, ν, ω), (2.1)
where
M(k, ν, ω) =
∫ 1
0
xα(1 − x)βT ∗k (x)Jν (ωx)dx, (2.2)
denote the modified moments.
2.1. A recurrence relation for M(k, ν, ω)
In the following, we present a recurrence relation for the modified moments M(k, ν, ω).
Theorem 2.1. The sequence M(k, ν, ω), k ≥ 4 satisfies the following recurrence relation:
ω2
16
M(k + 4, ν, ω) +
[
(k + 3)2 − ν2 − ω
2
4
+ (α+ β)2 + (6 + 2k)(α+ β)
]
M(k + 2, ν, ω)
+
[
(4ν2 + 2k + 4)− 4(α2 − β2)− 4k(α− β)− 8α+ 12β
]
M(k + 1, ν, ω)
+
[
6(α2 + β2) + (4α+ 12β − 4αβ)− 2k2 + 6− 6ν2 + 3ω
2
8
]
M(k, ν, ω)
+
[
(4ν2 − 2k + 4)− 4(α2 − β2)− 4k(α− β)− 8α+ 12β
]
M(k − 1, ν, ω)
+
[
(k − 3)2 − ν2 − ω
2
4
+ (α+ β)2 + (6− 2k)(α+ β)
]
M(k − 2, ν, ω)
+
ω2
16
M(k − 4, ν, ω) = 0.
(2.3)
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Proof: Firstly, we rewrite the modified moments as
M(k, ν, ω) =
1
2α+β+1
∫ 1
−1
(1 + x)α(1− x)βTk(x)Jν
(1 + x
2
ω
)
dx, (2.4)
where Tk(x) is the Chebyshev polynomial of degree k.
Let
K1 = 4
∫ 1
−1
(1 + x)α(1− x)β(1 − x)2(1 + x)2Tk(x)
[
Jν
(1 + x
2
ω
)]′′
dx, (2.5)
K2 = 4
∫ 1
−1
(1 + x)α(1− x)β(1− x)2(1 + x)Tk(x)
[
Jν
(1 + x
2
ω
)]′
dx, (2.6)
and
K3 = 4
∫ 1
−1
(1 + x)α(1− x)β(1 − x)2
(
ν2 − (1 + x)
2ω2
4
)
Tk(x)Jν
(1 + x
2
ω
)
dx. (2.7)
According to the fact that [1]
x2
d2Jν(x)
dx2
+ x
dJν(x)
dx
+ (x2 − ν2)Jν(x) = 0, (2.8)
we can easily obtain the equality
K1 +K2 −K3 = 0. (2.9)
Using the identity that [21]
xmTn(x) = 2
−m
m∑
j=0
(
m
j
)
Tn+m−2j(x)
and integration by parts, we have
K1 =
[
(α2 + β2 + k2) + 2(αβ + αk + βk) + 7(α+ β + k) + 12
]
M(k + 2, ν, ω)
+
[
4(β2 − α2) + (4k + 12)(β − α)
]
M(k + 1, ν, ω)
+
[
6(α2 + β2) + 10(α+ β)− 4αβ − 2k2 + 8
]
M(k, ν, ω)
+
[
4(β2 − α2) + (12− 4k)(β − α)
]
M(k − 1, ν, ω)
+
[
(α2 + β2 + k2) + 2(αβ − αk − βk) + 7(α+ β − k) + 12
]
M(k − 2, ν, ω),
(2.10)
K2 =−
{
(α+ β + k + 3)M(k + 2, ν, ω)− (4 + 4α+ 2k)M(k + 1, ν, ω) + (6α− 2β + 2)
M(k, ν, ω)− (4 + 4α− 2k)M(k − 1, ν, ω) + (α+ β − k + 3)M(k − 2, ν, ω)
}
,
(2.11)
and
K3 =− 1
16
{
ω2M(k + 4, ν, ω)− (4ω2 + 16ν2)M(k + 2, ν, ω) + 64ν2M(k + 1, ν, ω)+
(6ω2 − 96ν2)M(k, ν, ω) + 64ν2M(k − 1, ν, ω)− (4ω2 + 16ν2)M(k − 2, ν, ω)
+ ω2M(k − 4, ν, ω)
}
.
(2.12)
A combination of (2.9)-(2.12) gives the desired result.
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2.2. Fast computations of the modified moments
Now, we turn to the fast computations of the modified moments via recurrence relation (2.3).
Because of the symmetry of the recurrence relation of the Chebyshev polynomials Tj(x), it is
convenient to define T−j(x) = Tj(x), j = 1, 2, . . ., then it holds that M(−j, ν, ω) = M(j, ν, ω). It
can be shown that (2.3) is not only valid for k ≥ 4, but also for all integers of k. However, both
forward and backward recursion are asymptotically unstable [24]. Fortunately, the instability is less
pronounced if ω is large, and practical experiments show that the modified moments M(j, ν, ω) can
be computed accurately using forward recursion if k ≤ ω/2. For the case k ≥ ω2 , forward recursion
is no longer feasible, since the loss of significant figures increases. In this case, the moments can
be computed by Oliver’s algorithm [22] with six starting moments and two end moments. The end
moments can be approximated by converting M(k, ν, ω) into the form of Fourier integral and using
asymptotic expansion in [11].
Using the explicit expression of the shifted Chebyshev polynomials [21]
T ∗k (x) = T2k(
√
x) =
k∑
j=0
c
(2k)
j x
k−j ,
where
c
(2k)
j = (−1)j22k−2j−1
[
2
(
2k − j
j
)
−
(
2k − j − 1
j
)]
,
the first few modified moments can be evaluated efficiently as follows:
M(k, ν, ω) =
k∑
j=0
c
(2k)
j I(α+ k − j, β, ν, ω), (2.13)
and I(α+k− j, β, ν, ω) = ∫ 10 xα+k−j(1−x)βJν(ωx)dx can be computed by the formula [15, p. 681]∫ 1
0
xa(1− x)bJν(ωx)dx
=
Γ(b+ 1)Γ(a+ ν + 1)2F3(
a+ν+1
2 ,
a+ν+2
2 ; ν + 1,
a+b+ν+2
2 ,
a+b+ν+3
2 ;−ω
2
4 )
2νω−νΓ(ν + 1)Γ(a+ b+ ν + 2)
,
(2.14)
where ℜ(a+ ν) > −1,ℜ(b) > −1, and 2F3(µ1, µ2; ν1, ν2, ν3; z) denotes a class of generalized hyper-
geometric function.
Remark 1. Since Yν(x) and Jν(x) are the solutions of the same differential equation, the integrals∫ 1
0
xα(1−x)βT ∗k (x)Yν (ωx)dx, k = 0, 1, . . . , also satisfy the same recurrence relation (2.3). Moreover,
the function Yν(x) can be expressed by the equation [4, p. 219]
Yν(x) = G
2,0
1,3
(
− ν2 − 12
− ν2 , ν2 ,− ν2 − 12
∣∣∣∣∣x
2
4
)
.
According to the identity that [16]
∫ x
0
tα−1(x− t)β−1Gm,np,q
(
a1 . . . an, an+1 . . . ap
b1 . . . bm, bm+1 . . . bq
∣∣∣∣∣ωtl
)
dt
=
l−βΓ(β)
x1−α−β
Gm,n+lp+l,q+l
(
1−α
l , . . . ,
l−α
l , a1 . . . an, an+1 . . . ap
b1 . . . bm, bm+1 . . . bq,
1−α−β
l , . . . ,
l−α−β
l
∣∣∣∣∣ωxl
)
, (2.15)
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the first several starting values of the modified moments
∫ 1
0
xα(1 − x)βT ∗k (x)Yν(ωx)dx, k = 1, 2, . . .
can be evaluated by the following formula
∫ 1
0
xa(1 − x)bYν(ωx)dx = Γ(b + 1)
2b+1
G2,23,5
(
−a2 , 1−a2 ,− ν2 − 12
− ν2 , ν2 ,− ν2 − 12 ,−a+b+12 ,−a+b2
∣∣∣∣∣14ω2
)
(2.16)
by a similar way to the modified moments M(k, ν, ω). As this idea is tangential to the topic of this
paper, we will not study it further.
3. Error analysis and uniform convergence for the Clenshaw-Curtis-Filon method
In practical problems the frequency ω is always fixed. To guarantee the convergence of the
method for the fixed ω with respect to the number of quadrature nodes, we mainly focus on the
error bound about N for fixed ω in this section. We first introduce some lemmas.
Lemma 3.1. ([11]) If 0 < λ, µ ≤ 1, and φ(t) is N times differentiable for a ≤ t ≤ b, then
∫ b
a
(t− a)λ−1(b− t)µ−1eirtφ(t)dt = BN (r) −AN (r) +O(r−N ), (3.1)
where
AN (r) =
N−1∑
n=0
Γ(n+ λ)
n!
eipi(n+λ−2)/2ω−n−λeira
[
dn
dtn
{
(b− t)µ−1φ(t)}]
t=a
,
BN (r) =
N−1∑
n=0
Γ(n+ µ)
n!
eipi(n−µ)/2ω−n−µeirb
[
dn
dtn
{
(t− a)λ−1φ(t)}]
t=b
.
Lemma 3.2. Suppose that f ∈ Cκ+1[a, b], for each α > −1, β > −1, and r ≫ 1, it holds that
∫ b
a
(x− a)α(b− x)βf(x)eirxdx = O
(
r−1−min
{
α,β
})
, (3.2)
where κ =
⌈
min
{
α, β
}⌉
, and
⌈
z
⌉
denotes the smallest integer not less than z.
Proof: We only prove (3.2) for the case α ≤ β, and the similar proof can be applied to the case
α > β.
Assume that α = ⌈α⌉ + k1 = N1 + k1 and β = ⌈β⌉ + k2 = N2 + k2, we have N1 ≤ N2 and
−1 < k1, k2 ≤ 0. Then, it holds that∫ b
a
(x− a)α(b− x)βf(x)eirxdx
=
∫ b
a
eirx(x− a)k1(b− x)k2(x − a)N1(b− x)N2f(x)dx
=
∫ b
a
eirx(x− a)k1(b− x)k2F (x)dx,
(3.3)
where F (x) = (x− a)N1(b− x)N2f(x).
If N1 = 0, it yields the desired result by applying the Lemma 3.2 to the first identity of equation
(3.3) directly.
If N1 ≥ 1, it can be shown that[
dj
dxj
{
(b− x)k2F (x)}]
x=a
= 0, j = 0, . . . , N1 − 1, (3.4)
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and [
dj
dxj
{
(x− a)k1F (x)}]
x=b
= 0, j = 0, . . . , N2 − 1. (3.5)
According to Lemma 3.1, a combination of (3.3)-(3.5) yields that
∫ b
a
(x− a)α(b− x)βf(x)eirxdx = O
(
r−N1−k1−1
)
= O
(
r−1−min
{
α,β
})
.
This completes the proof.
Lemma 3.3. For each j ≥ 1, α > −1, β > −1 and fixed ω, it is true that
∫ 1
0
xα(1− x)βT ∗j (x)Jν(ωx)dx =


O(j−2), α = β = −1
2
,
O
(
j−min
{
2,2+2α
})
, β = −1
2
, α > −1
2
,
O
(
j−min
{
2,2+2β
})
, α = −1
2
, β > −1
2
,
O
(
j−2−2min
{
α,β
})
, otherwise.
(3.6)
Proof: By changing the variables x = 1+t2 and t = cos(θ), it yields that∫ 1
0
xα(1− x)βT ∗j Jν(ωx)dx =
1
2
∫ pi
0
sin(θ) cos2α(θ/2) sin2β(θ/2) cos(jθ)Jν(ω cos
2(θ/2))dθ
= 2(−1)j
∫ pi
2
0
sin2α+1(θ) cos2β+1(θ) cos(2jθ)Jν(ω sin
2(θ))dθ
=
(−1)j
j
∫ pi
2
0
sin2α+1(θ) cos2β+1(θ)Jν(ω sin
2(θ))d sin(2jθ).
(3.7)
For the case α = β = − 12 , we easily derive the first identity in (3.6) by integrating (3.7) by parts
two times.
For the case β = − 12 , α > − 12 or α = − 12 , β > − 12 , we rewrite the integral (3.7) as∫ 1
0
xα(1 − x)βT ∗j (x)Jν (ωx)dx
=2(−1)j
∫ pi
2
0
θ2α+1(pi/2 − θ)2β+1
( sin(θ)
θ
)2α+1( cos(θ)
pi/2− θ
)2β+1
Jν(ω sin
2(θ)) cos(2jθ)dθ.
(3.8)
By using integration by parts one time for the integral (3.8) and Lemma 3.2, we can easily get the
the second and third identities in (3.6).
For other cases, the fourth identity in (3.6) can be obtained by applying the Lemma 3.2 to
integral (3.8) directly.
Theorem 3.1. Suppose that f(x) has an absolutely continuous (k− 1)st derivative f (k−1) on [0, 1]
and a kth derivative f (k) of bounded variation Vk for some k ≥ 1. Then, for each α > −1, β >
−1, N ≥ k + 1 and fixed ω, the error bound about N for the Clenshaw-Curtis-Filon method for the
integral (1.1) satisfies
I[f ]−QCCF [f ] =


O
(
N−2min
{
α,β
}
−k−2
)
, −1 < min
{
α, β
}
< −1
2
,
O
(
N−k−1
)
, min
{
α, β
}
≥ −1
2
.
(3.9)
Numerical computation of highly oscillatory integrals 7
Proof: According to the ideas of [31, 32], the Chebyshev series for the function f(x) can be
expressed as [25, pp. 165]
f(x) =
∞∑
j=0
′ajT
∗
j (x), aj =
pi
2
∫ 1
−1
f(1+x2 )Tj(x)√
1− x2 dx, (3.10)
where the prime indicates that the term with j = 0 is multiplied by 1/2. Also, the coefficients aj
satisfy [26, 27]
|aj | ≤ 2Vk
pij(j − 1) · · · (j − k) . (3.11)
For each j = 0, 1, . . . , N , p = 1, 2, . . ., from the property of Chebyshev polynomials [14, p. 67],
we can easily get the aliasing errors for the integration on Chebyshev polynomials
PN (T
∗
pN+j) =
{
T ∗N−j, if p is odd,
T ∗j , if p is even,
(3.12)
and
QCCF [T ∗pN+j ] =
{
I[T ∗N−j ], if p is odd,
I[T ∗j ], if p is even.
(3.13)
For the case min
{
α, β
} ≥ −1/2, according to Lemma 3.3, there exists two constants C and
σ > −1/2 such that |I[T ∗j ]| ≤ Cj−2−2σ. Thus, we have the following estimate:
|I[f ]−QCCF [f ]|
≤
∞∑
m=N+1
|am||I[T ∗m]−QCCF [T ∗m]|
=
∞∑
p=1
N∑
j=1
(
|a2pN+j ||I[T ∗2pN+j ]− I[T ∗j ]|+ |a(2p−1)N+j ||I[T ∗(2p−1)N+j ]− I[T ∗N−j]|
)
≤
∞∑
p=1
N∑
j=1
(
2Vk
(
C
(2pN+j)2+2σ +
C
j2+2σ
)
pi(2pN + j)(2pN + j − 1) · · · (2pN + j − k)
+
2Vk
(
C
((2p−1)N+j)2+2σ +
C
(N−j)2+2σ
)
pi((2p− 1)N + j)((2p− 1)N + j − 1) · · · ((2p− 1)N + j − k)
)
<
2CVk
piN(N − 1) · · · (N − k)
∞∑
p=1
( Cˆ
pk+2+2σN1+2σ
+
C˜
pk+1
)
=
2CVk
piN(N − 1) · · · (N − k)
(ζ(k + 2 + 2σ)Cˆ
N1+2σ
+ C˜ζ(k + 1)
)
,
(3.14)
where ζ(k) is the zeta function defined by ζ(k) =
∑∞
p=1
1
pk
, and we use the following estimates
N∑
j=1
1
(2pN + j)2+2σ
<
∫ N
0
1
(2pN + x)2+2σ
dx =
1 + 2σ
(2pN)1+2σ
− 1 + 2σ
(2pN +N)1+2σ
<
1 + 2σ
(2pN)1+2σ
− 1 + 2σ
(4pN)1+2σ
=
(1 + 2σ
21+2σ
− 1 + 2σ
41+2σ
) 1
(pN)1+2σ
= Cˆ
1
(pN)1+2σ
,
and
N∑
j=1
1
((2p− 1)N + j)2 <
1
(2p− 1)2N ,
N∑
j=1
1
j2+2σ
<
∞∑
j=1
1
j2+2σ
= C˜.
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Then the second identity in (3.9) holds.
By a similar way, we can easily derive the first identity in (3.9) for the case −1 < min{α, β} <
− 12 .
Theorem 3.1 shows that Clenshaw-Curtis-Filon method (2.1) for the integral (1.1) converges
uniformly in N for fixed ω.
Remark 2. From the proof of the Theorem 3.1, we can see that if f ∈ Xk, equation (3.9) also holds,
where Xk denotes the spaces of the functions whose Chebyshev coefficients decay asymptotically as
aj = O(j
−k−1) for some positive k. Additionally, let QC−C−F denote the Clenshaw-Curtis-Filon
method for the integral I¯[f ] =
∫ b
a f(x)(x − a)α(b − x)βeiωxdx in [18], by a similar proof of the
Theorem 3.1, we can show that if f satisfies the condition of Theorem 3.1 or f ∈ Xk, for the fixed
ω, there also holds
I¯[f ]−QC−C−F [f ] =


O
(
N−2min
{
α,β
}
−k−2
)
, −1 < min
{
α, β
}
< −1
2
,
O
(
N−k−1
)
, min
{
α, β
}
≥ −1
2
.
(3.15)
This result will be illustrated by several examples in Section 4 (see Figures 2-3).
Remark 3. From Theorem 2.2 in [7], we can see that the error bound about ω for fixed N for the
Clenshaw-Curtis-Filon method for the integral (1.1) satisfies∣∣I[f ]−QCCF [f ]∣∣ = O(ω−τ ), ω ≫ 1,
where τ = min
{
α + 2, β + 52
}
. Moreover, based on efficient evaluation of the modified moments,
this method can be applied to the Filon-type method based on Clenshaw-Curtis points [7]. It should
be noted that the algorithm [7] to evaluate the modified moments by transferring the Chebyshev
interpolation polynomial into power series of xk is quite unstable for the number of nodes N ≥ 32.
4. Numerical example
In this section, we will test several numerical examples to illustrate the efficiency and accuracy
of the method (2.1). The values assumed to be accurate are computed in the Maple 14 using the
32 decimal digits precision arithmetic. The experiments are performed by using R2012a version of
the Matlab system.
Example 1. Consider the following integrals
I1[f ] =
∫ 1
0
|x− 0.5|kxα(1− x)βJ0(ωx)dx, (4.1)
and
I2[f ] =
∫ 1
0
|x− 0.5|kxα(1− x)βeiωxdx, (4.2)
by Clenshaw-Curtis-Filon method, where f(x) = |x − 0.5|k with k = 1 and 3, α = 0.2, β = 0.4.
According to Theorem 3.1 and Remark 2, it yields the overall estimate O(N−k−1) for the absolute
error. Figures 1-2 illustrate the convergence rates for (N +1)-point Clenshaw-Curtis-Filon method
for the integrals (4.1) and (4.2). As can be seen, the asymptotic order on N for fixed ω in Theorem
3.1 is attainable for the function f(x) = |x− 0.5|k of limited regularity.
Example 2. Consider the following integrals
I3[f ] =
∫ 1
0
(1 − x2)0.8xα(1 − x)βJ0(ωx)dx, (4.3)
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and
I4[f ] =
∫ 1
0
(1 − x2)0.8xα(1 − x)βeiωxdx, (4.4)
by Clenshaw-Curtis-Filon method, where f(x) = (1 − x2)0.8 with α = −0.8, β = −0.9. From [28],
we see that f ∈ X1.6. According to Theorem 3.1 and Remark 2, it yields the overall estimate
O(N−3.6−2min{α,β}) for the absolute error. Figure 3 illustrates the convergence rates for (N + 1)-
point Clenshaw-Curtis-Filon method for the integrals (4.3) and (4.4). As can be seen, the asymptotic
order on N for fixed ω in Theorem 3.1 is attainable for the function f(x) = (1− x2)0.8.
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f(x)=|x−0.5|, ω=200
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Figure 1: Absolute errors scaled by N2 (left) and N4 (right) for the integral (4.1) for the Clenshaw-Curtis-Filon
method with ω = 200, α = 0.2, β = 0.4, N from 1 to 2000.
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Figure 2: Absolute errors scaled by N2 (left) and N4 (right) for the integral (4.2) for the Clenshaw-Curtis-Filon
method with ω = 200, α = 0.2, β = 0.4, N from 1 to 2000.
From above two examples and Theorem 3.1, we can see that the Clenshaw-Curtis-Filon method
is very efficient for the integral (1.1), and the accuracy can be improved by adding the number of
the interpolation nodes. Also, the accuracy increases as ω increases.
5. Conclusion
In this paper, we present a Clenshaw-Curtis-Filon method for integral (1.1). The method
is based on a special Lagrange interpolation polynomial at N + 1 Clenshaw-Curtis points and
can be computed by using O(N logN) operations. We first give a recurrence relation for the
modified moments and present an efficient algorithm for the moments. Then, we show that the
proposed method is uniformly convergent in N for fixed ω. The numerical examples illustrate
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∫01(1−x2)0.8xα(1−x)βJ0(ω x)dx
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∫01(1−x2)0.8xα(1−x)β ei ω xdx
Figure 3: Absolute errors scaled by N1.8 for the integral (4.3) (left) and integral (4.4) (right) for the Clenshaw-
Curtis-Filon method with ω = 200, α = −0.8, β = −0.9, N from 1 to 2000.
the efficiency and accuracy for this method. Moreover, the error bound (3.9) is optimal on N for
fixed ω. Here, the word “optimal” means that the asymptotic order can be attainable by some
functions. Additionally, this result also holds for the Clenshaw-Curtis-Filon method for integral∫ b
a f(x)(x − a)α(b − x)βeiωxdx. It should be noted that the accuracy can be improved by adding
the number of the interpolation nodes.
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