We give a lower bound on the number of edges meeting some vertex of degree k in terms of the total number of edges in a minimally k-connected graph. This lower bound is tight if k is two or three. The extremal graphs in the case that k = 2 are characterized. We also give a lower bound on the number of elements meeting some 2-element cocircuit in terms of the total number of elements in a minimally 2-connected matroid. This lower bound is tight and the extremal matroids are characterized.
Introduction
The body of results concerning minimally k-connected graphs is rich and varied. A comprehensive survey of these results is given by Mader [5] . Previous results on minimally k-connected graphs focus on showing that there are many vertices of degree k in such a graph. Hence, there are many edges meeting a vertex of degree k in a minimally k-connected graph. This observation leads naturally to our investigation here of how many such edges are there in a minimally k-connected graph?
We use v(G) and e(G) to denote the number of vertices and edges, respectively, of a graph G. A graph G is minimally k-connected if and only if G is k-connected, and for each edge e of G, the deletion G\e is not k-connected. Dirac [1] proved that there are at least (v(G) + 4)=3 vertices of degree 2 in a minimally 2-connected graph. Halin [2] proved that there are at least (2v(G) + 6)=5 vertices of degree 3 in a minimally 3-connected graph. Mader [4] extended these results by showing that there are at least ((k − 1)v(G) + 2k)=(2k − 1) vertices of degree k in a minimally k-connected graph. The results of Dirac and Halin are best possible. The result of Mader for general k is very close to being best possible [4] . Theorems 1, 2, and 3 provide edge analogs of the results of Dirac, Halin, and Mader, respectively. They give lower bounds on the number of edges that meet a vertex of degree k in terms of the total number of edges in a minimally k-connected graph for k ¿ 2. The statements of the main results of this paper are given in the remainder of this section. The proofs of these results are found in Sections 2 and 3.
Theorem 1 is the edge analog of Dirac's Theorem. The cycle graph on n vertices is denoted by C n . The graphs G 1 and G 2 mentioned in Theorem 1 are given in Fig. 1 . The graph R given in Fig. 1 is obtained from G 1 by replacing its rightmost vertex by a K 2; 2 . In general, the operation of replacing a vertex v of degree n in a graph G by a K n; n is described as follows. Vertex v is deleted from G and is replaced by two sets of new vertices A and B each containing n vertices. The subgraph induced by the vertices of A and B forms a K n; n with partite classes A and B. A matching is added between the n neighbors of the vertex v and the set A. Theorem 1. Let G be a minimally 2-connected graph with at least six edges. Then the number of edges of G meeting some vertex of degree two is at least (e(G) + 7)=2 . Moreover; equality is attained in the previous bound if and only if either (i) G is isomorphic to G 1 , G 2 , C 6 , C 7 , or K 2; 3 , or (ii) G can be obtained from G 1 , G 2 , or K 2; 3 by repeated application of the operation of replacing a vertex of degree two whose two neighbors have degree exceeding two by a K 2; 2 .
The edge analog of Halin's result is given next. Theorem 2. Let G be a minimally 3-connected graph with at least 14 edges. The number of edges of G meeting some vertex of degree three is at least (2e(G)+12)=3 .
The 13-edge graph given in Fig. 2 (a) does not satisfy the conclusion of Theorem 2. An entire class of graphs attaining the lower bound in the above theorem is obtained starting from the graph K 3; 4 by successively replacing a vertex of degree three by a K 3; 3 at each stage [8, Theorem 4:5] . An example of such a graph is given in Fig. 2(b) .
The edge analog of Mader's Theorem is given next. Theorem 3. Let G be a minimally k-connected graph with at least 4k vertices; where k ¿ 3. Then the number of edges of G meeting some vertex of degree k is at least ((k − 1)e(G) + 3k + 1)=k.
Let G be a minimally k-connected graph. If k = 1, then the conclusion of Theorem 3 holds for the graph G except when G is a path or a tree with exactly three vertices of degree one. If k = 2 and e(G) ¿ 6, then, by Theorem 1, the conclusion of Theorem 3 holds for the graph G except when (i) G is isomorphic to C 6 or K 2; 3 , or (ii) G can be obtained from K 2; 3 by repeated application of the operation of replacing a vertex of degree two whose two neighbors have degree exceeding two by a K 2; 2 .
Mader's result implies that, for each minimally k-connected graph, v k (G)=v(G) ¿ (k − 1)=(2k − 1), where v k (G) represents the number of vertices of degree k in G. He also gave a class of minimally k-connected graphs such that for each n-vertex member G n of the class, lim n→∞ v k (G n )=v(G n ) = (k − 1)=(2k − 1). Likewise, Theorem 3 may be expressed as for each minimally k-connected graph G, e k (G)=e(G) ¿ (k − 1)=k, where e k (G) represents the number of edges meeting a vertex of degree k. There does exist a class of minimally k-connected graphs such that for each n-vertex member G n of the class, lim n→∞ e k (G n )=e(G n ) = (k − 1)=k. This class is obtained starting from K k; k+1 by successively replacing vertices of degree k by copies of a complete bipartite graph with two classes of size k. Hence, the lower bound given in Theorem 3 is asymptotically best possible.
The lower bound in Theorem 3 may not be tight. The term of 3k + 1 that appears there could possibly be increased or the condition that v(G) ¿ 4k could possibly be decreased. However, the result remains asymptotically correct. We next describe a minimally k-connected graph G on 2k − 1 vertices that has ((k − 1)e(G) + 3k − 1)=k edges meeting a vertex of degree k [5, Theorem 3] . Let H be the graph consisting of a set of k − 1 isolated vertices and P k be a disjoint path on k vertices. Let G = P k + H . The set of vertices of degree k in G consists of the vertices of H together with the two end-vertices of P k . All other vertices in the graph G have degree k + 1.
The results of Dirac and Halin on minimally 2-and 3-connected graphs have been generalized to matroids by several authors including Lemos, Murty, Oxley [6, 7, 9] , and Wong (see [11] for a comprehensive bibliography). In Theorem 4 we generalize our work on graphs to matroids in the case k = 2 by computing a lower bound on the ratio of the number of elements meeting a cocircuit of size two to the total number of elements in a minimally 2-connected matroid. For each integer t ¿ 2 we next describe a matroid N t with rank t. If t = 2, then N t has six elements and is formed by adding a point in parallel to each point of a three-point line. If t ¿ 2, the matroid N t+1 is deÿned recursively by taking the two-sum (see [10, Section 7:1]) of the matroids N 2 and N t . The matroid N 4 is pictured in Fig. 3 with all points but the join points pictured being in parallel classes of size two. Conjecture 5. Let M be a minimally 3-connected matroid with at least eight elements. Then the number of elements which meet a 3-element cocircuit is at least (5|E(M )| + 30)=9.
Minimally k-connected graphs
This section begins with some results and terminology used in the proofs of the graph results of the paper. The following fundamental result on minimal 3-connectivity in graphs of Halin [2, Satz 4] is used here. Lemma 6. Let e be an edge of a minimally 3-connected graph G and assume that e joins two vertices of degree exceeding three. Then G=e is minimally 3-connected.
Throughout the remainder of the paper G is a minimally k-connected graph. The set of vertices of G of degree k is denoted by T and U is the set of vertices of G of degree at least k Proof of Theorem 1. Suppose that U is empty. Then every vertex of G has degree two. Then G is a cycle with at least six edges. Thus, e 2 (G) = e(G) ¿ (e(G) + 7)=2 . Moreover, equality holds in this equation if and only if G is isomorphic to C 6 or C 7 . Suppose that U is non-empty in the remainder of the proof. By [12, Corollary 3a] , the forest G[U ] has at least two components. It follows from Proposition 9 that e 2 (G) ¿ (e(G)+e(T )+3!(U ))=2. Hence, !(U ) ¿ 2 implies that e 2 (G) ¿ (e(G)+6)=2. Hence the lower bound of (e(G) + 7)=2 holds for e 2 (G).
It is straightforward to show that if G is isomorphic to G 1 , G 2 , K 2; 3 or G can be obtained from one of these graphs by repeated application of replacing a vertex of degree two whose two neighbors have degree exceeding two by a K 2; 2 , then G has exactly (e(G) + 7)=2 edges that meet vertices of degree two.
Conversely, suppose that G has exactly (e(G) + 7)=2 edges that meet a vertex of degree two. We complete the proof by showing that the graph G is as given in the theorem statement. It follows from Proposition 9 and the fact that !(U ) ¿ 2 that !(U ) = 2. Assume that e(G) is even. Then e 2 (G) = (e(G) + 6)=2. By 2 (mod 3) . Hence, the number of vertices of degree two of G is (v(G)+4)=3 . It follows from [8, 2.15 ] that G is isomorphic to K 2; 3 or G can be obtained from this graph by repeated application of the operation of replacing a vertex v of degree two by a K 2; 2 . The two neighbors of v must have degree exceeding two at each stage in order for the resulting graph to have exactly (e(G) + 7)=2 edges that meet a vertex of degree two.
Assume that e(G) is odd. Then e 2 (G) = (e(G) + 7)=2. It follows from Proposition 9 that e(T ) is zero or one. 1 (mod 3) . Hence, the number of vertices of degree two of G is (v(G) + 4)=3 . It follows from [8, 2.17 ] that G is isomorphic to G 1 or G can be obtained from this graph by repeated application of the operation of replacing a vertex of degree two by a K 2; 2 . Again, the neighbors of the vertex of degree two must both have degree exceeding two.
Suppose that e(T ) = 1. Then from summing degrees of the vertices of T we obtain that 2t−2 = e[T; U ] = e 2 (G)−1 = u+4 = v(G)−t+4. Thus 3t = v(G)+6. It follows that v(G) ≡ 0 (mod 3). Hence the number of vertices of G of degree two is (v(G)+4)=3 . It follows from [8, 2.19 ] that G is isomorphic to one of six base graphs given there or G can be obtained from one of these graphs by repeated application of the operation of replacing a vertex of degree two by a K 2; 2 . However, the only one of these six classes of graphs having an odd number of edges is the class obtained from the base graph K 3 . Since G has at least six edges, G is not K 3 . Upon replacing a vertex of degree two in K 3 by a K 2; 2 we obtain the graph G 2 . It now follows that G is obtained from the graph G 2 by the operation of replacing a vertex of degree two whose two neighbors have degree exceeding two by a K 2; 2 .
Proof of Theorem 2. Suppose the result does not hold. It follows from the case k = 3 of Proposition 9 that e(T )+4!(U ) ¡ 12. Hence !(U ) ¡ 3. If !(U ) = 0, then e k (G) = e(G) ¿ (2e(G) + 12)=3 since e(G) ¿ 14; a contradiction. Thus, !(U ) is one or two. Three useful observations about both of these cases are given in the next result. (2). Let u 1 and u 2 be the two vertices of U . As before, these two vertices of u have at least six distinct neighbors in T . Thus t is six or seven. It follows from the Handshaking Lemma that 28 = 2e(G) = deg(u 1 ) + deg(u 2 ) + 3t. If t = 7, then deg(u 1 ) + deg(u 2 ) = 7. This implies that u 1 or u 2 has degree at most three; a contradiction. Hence t = 6. Thus deg(u 1 ) + deg(u 2 ) = 10. Hence, u 1 and u 2 have at least eight distinct neighbors in T . This contradicts that t 6 7. Hence, !(U ) is two.
The fact that e(T ) + 4!(U ) ¡ 12 implies that e(T ) 6 3. By Lemma 7(d), each vertex of T has at least one neighbor in T . It follows from applying the Handshaking Lemma to G[T ] that t=2 6 e(T ) 6 3. Hence t 6 6. It follows from Claim 10(1) that u = 2. Suppose that u = 3. Then Claim 10(2) implies that e(G) = 14. The two components of G[U ] are an isolated vertex v 1 and an isolated edge (u 1 ; u 2 ). The vertices u 1 and u 2 have at least six distinct neighbors in T . Thus t = 6. It follows from the Handshaking Lemma that 28 = 2e(G) = deg(v 1 ) + deg(u 1 ) + deg(u 2 ) + 3t. Hence deg(v 1 ) + deg(u 1 ) + deg(u 2 ) = 10. Thus, some vertex of U has degree at most three; a contradiction.
We have established that u ¿ 4. It follows from Claim 10(3) and the fact that t 6 6 that u = 4 and G[U ] consists of two isolated edges, say (u 1 ; u 2 ) and (v 1 ; v 2 ). As before, . Hence e(T ) ¿ 3. It follows that e(T ) = 3. Since each vertex of T is adjacent to at most one of u 1 and u 2 and is adjacent to at most one of v 1 and v 2 , G[T ] consists of three isolated edges, (a 1 ; a 2 ), (b 1 ; b 2 ), and (c 1 ; c 2 ). Let H be the graph obtained by contracting edges (u 1 ; u 2 ) and (v 1 ; v 2 ). Then H is minimally 3-connected by Lemma 6. The graph H has 15 edges with exactly three edges contained in the subgraph of H induced by T . Hence, the graph H is as given in Fig. 4 with the six middle vertices being the vertices of T . However, this graph is not 3-connected; a contradiction. This completes the proof of Theorem 2.
Proof of Theorem 3. The result follows from Proposition 9 if e(T ) + !(U )(k + 1) ¿ 3k + 1. For k being three, the result follows from Theorem 2. Hence, we may assume that k ¿ 4 and e(T ) + !(U )(k + 1) ¡ 3k + 1.
If each edge of G is incident to a vertex of degree k, then as G is k-connected with at least 4k vertices, 2e(G) ¿ kv(G) ¿ k · 4k. Thus e(G) ¿ 2k 2 . We conclude that e k (G) = e(G) ¿ ((k − 1)e(G) + 3k + 1)=k, noting that e(G) ¿ 2k 2 ¿ 3k + 1. Therefore, we assume that not every edge of G is incident with a vertex of degree k.
If !(U ) ¿ k, then e(T ) + !(U )(k + 1) ¿ k 2 + k ¿ 3k + 1; a contradiction. Thus !(U ) ¡ k. Then it follows from Lemma 7(c) that 3k ¿ e(T ) + !(U )(k + 1) = e(T ) + !(U )+k!(U ) ¿ k +1+k!(U ). Thus !(U ) 6 1. Since not every edge of G is incident with a vertex of degree k, !(U ) ¿ 1. Thus !(U ) = 1. Hence, 3k ¿ e(T )+!(U )(k +1) implies that e(T ) ≤ 2k − 1. It follows from Lemma 7(d), each vertex of T has at least two neighbors in T . Again, by the Handshaking Lemma and Lemma 7(b), 2k = (4k 2 − 2k)=(2k − 1) = ((k − 1)4k + 2k)=(2k − 1) 6 ((k − 1)v(G) + 2k)=(2k − 1) 6 t 6 e(T ) 6 2k − 1; a contradiction. This completes the proof of Theorem 3.
to check that the parallel connection of such matroids is isomorphic to N t for some t. Thus t = r * (M ). This completes the proof of Theorem 4.
