This paper deals with the solution bounds for time-delay systems via delay-dependent LyapunovKrasovskii methods. Solution bounds are widely used for systems with input saturation caused by actuator saturation or by the quantizers with saturation. We show that an additional bound for solutions is needed for the first time-interval, where t < τ (t), both in the continuous and in the discrete time. This first time-interval does not influence on the stability and the exponential decay rate analysis. The analysis of the first time-interval is important for nonlinear systems, e.g., for finding the domain of attraction. Regional stabilization of a linear (probably, uncertain) system with unknown and bounded input delay under actuator saturation is revisited, where the saturation avoidance approach is used.
Introduction
Consider the following continuous-time system with input delaẏ x(t) = Ax(t) + Bu(t − τ (t)),
where x(t) ∈ R n is the state vector, u(t) ∈ R n u is the control input, u(t) = 0, t < 0 and τ (t) is the time-varying delay τ (t) ∈ [0, h]. A ∈ R n×n and B ∈ R n×n u are system matrices. These matrices can be uncertain with polytopic type uncertainty. We seek a stabilizing state-feedback u(t) = Kx(t) that leads to the exponentially stable closed-loop systeṁ x(t) = Ax(t) + A 1 x(t − τ (t)), A 1 = BK (2) with (the discontinuous for x(0) ̸ = 0) initial condition
There may be a problem with the bounds on the solutions when the delay-dependent analysis is performed via a Lyapunov-Krasovskii Functional (LKF) V . This is because for t < τ (t) (2) coincides witḣ x(t) = Ax(t) and it may happen thatV < 0, x ̸ = 0 does not hold (e.g., if A is not Hurwitz). Therefore, an additional bound for solutions is needed for the first time-interval with t < τ (t). The length of this interval may be smaller than h. Clearly, this first timeinterval (where the solution x(t) is bounded) is not important for the stability and for the exponential decay rate analysis.
In the present paper, we show that the first time-interval of the delay length needs a special analysis when we deal with the solution bounds of time-delay systems via the Lyapunov-Krasovskii method, both in the continuous and in the discrete time. Local stabilization of a linear continuous-time plant with delayed saturated input is revisited. The conditions are given in terms of Linear Matrix Inequalities (LMIs). Finally, the results are applied to the stabilization of discrete-time time-delay systems with actuator saturation. Polytopic uncertainties in the system model can be easily included in our analysis. Some preliminary results have been presented in [1] .
Notation: Throughout the paper the superscript 'T ' stands for matrix transposition, R n denotes the n dimensional Euclidean space with vector norm | · |, R n×m is the set of all n × m real matrices, and the notation P > 0, for P ∈ R n×n means that P is symmetric and positive definite. The symmetric elements of the symmetric matrix will be denoted by * . For any matrix A ∈ R n×n and vector x ∈ R n , the notations A j and x j denote, respectively, the jth line of matrix A and the jth component of vector x. Z denotes the set of non-negative integers.
Consider the initial value problem (2), (3). We assume the following:
A1. There exists a unique t * such that t − τ (t) < 0, t < t * and (t − τ (t)) > 0. A1 also holds for piecewise-continuous delays witḣ τ ≤ 1, if the delays do not grow in the jumps (e.g. in Networked Control Systems (NCSs)). Under A1, (2), (3) for t ≥ 0 is equivalent tȯ
and (2), where t ≥ t * .
Consider e.g., the standard LKF for the exponential stability of
Assume that along (2)
Then
Remark 1. In many cases, e.g. in NCSs, t * may be smaller than h. In order to derive less conservative exponential bounds, it is important to guaranteeV + 2αV ≤ 0 for t ≥ t * and not only for t ≥ h.
Note that for t − τ (t) < 0 the system (2), (3) has the form (4) and, for the unstable A, (6) is clearly not feasible on t ∈ [0, t * ) since otherwise it would yield that
, which is not true. Formally for t ∈ [0, t * ) we have the same system (2) on [0, t * ). Why it may happen that (6) does not hold for t ∈ [0, t * )? This is for two reasons.
(1) The stabilizing A 1 -term does not appear in the dynamics for
from the one along (2) for t ≥ h (as compared in (7) and (8) below).
For t ∈ [0, h) and the zero initial condition (3) for t < 0 we havē
to be compared witḣ
The feasibility ofV (t) + 2αV (t) ≤ 0 along (2) for t ≥ h cannot guaranteeV (t) + 2αV (t) ≤ 0 for t * ≤ t < h, where e.g., the term with S is useless. Our objectives now are as follows:
(a) to guarantee that (8) holds for t ≥ t * and not only for t ≥ h, (b) to derive simple bound on V (x t * ,ẋ t * ) in terms of x 0 .
Since the solution to (2) , (4) does not depend on the values of x(t) for t < 0, we redefine the initial condition to be constant:
Then V (x t ,ẋ t ) will have the form
leading to (8) for all t ≥ t * .
Our next objective is to derive a simple bound on V (x t * ,ẋ t * ) in terms of x 0 . If A is constant and known, one could substitute into (10), where t = t * , the following expressions:
and then use upper-bounding. However, this may be complicated and conservative, especially if A is uncertain. Instead we develop below the direct Lyapunov approach for finding the bound on V (x t * ,ẋ t * ).
As mentioned above,V (t) + 2αV (t) ≤ 0 along (4) is not guaranteed for t ∈ [0, t * ) if A is not Hurwitz. Therefore, we consider V 0 (t) = x T (t)Px(t), P > 0, and add the following conditions to (6): let there exist δ > 0 such that along (4)
Under the constant initial function, whereẋ(t) = 0, t < 0 and (5), we havē
Then (11b) implies
The latter yields
Therefore, (6) and (11) guarantee
We have proved the following: Lemma 1. Under A1 and (9), let LKF given by (5) satisfy (6) along (2) and (11) along (4) . Then the solution of the initial value problem (2), (4) satisfies (12).
State-feedback control with input saturation: continuoustime
In this section, the result of Lemma 1 is applied to the stabilization of continuous-time time-delay systems with actuator saturation. Consider the systeṁ
with the control law which is subject to the following amplitude constraints
The time-varying delay τ (t) belongs to [0, h] and satisfies the assumption A1. We will consider two cases:
(1) t * is known, (2) t * is unknown but upper-bounded by the known h 1 ≤ h.
The state-feedback can be presented as u(t) = sat(Kx(t)) leading to the following closed-loop system:
Suppose for simplicity that u(t − τ (t)) = 0 for t − τ (t) < 0. The initial condition is then given by (4).
Denote by x(t, x 0 ) the state trajectory of (4), (15) with the initial condition x 0 ∈ R n . Then the domain of attraction of the closed-loop nonlinear system (4), (15) is the set A = {x 0 ∈ R n : lim t→∞ x(t, x 0 ) = 0}. We seek conditions for the existence of a gain matrix K which lead to the exponentially stable closedloop system. Having met these conditions, a simple procedure for finding the gain K should be presented. Moreover, we obtain an estimate X β ⊂ A (as large as we can get) on the domain of attraction, where
and where β > 0 is a scalar, P > 0 is an n × n-matrix.
We define the polyhedron
If the control is such that x(t) ∈ L(K ,ū), then the system (15) admits the linear representatioṅ
The objective is to compute a controller gain K and an associated set of initial conditions that make the system (17) exponentially stable. Theorem 1. Assume t * is known. Given ϵ ∈ R and positive scalars α, β, δ, σ , h, let there exist n×n matricesP > 0,P 2 ,S 12 ,R > 0,S > 0, n u × n-matrix Y such thatS ≤ σP and the following LMIs hold: Proof. Suppose that x(t) ∈ L(K ,ū). Consider the LKF of (5). We analyze first the case when t ≥ t * . DifferentiatingV (t) along (17),
we havė
Then, by Jensen's inequality and Theorem 1 of [2] we arrive at −h
where
and
We use the descriptor method [3] , where the right-hand side of the expression
with some n × n-matrices P 2 , P 3 is added toV (t). Hence, setting ξ (t) = col{x(t),ẋ(t),
S 12 e −2αh
are feasible, where
Following [4] , choose P 3 = εP 2 and denote P
Multiplying (24) by diag{P 2 ,P 2 } and its transpose, (25) by diag{P 2 ,P 2 ,P 2 ,P 2 } and its transpose, from the right and the left, we conclude that (18) and (20) 
Consider further the case where 0 ≤ t < t * and, thus the system is given by (4). For 0 ≤ t < t * , LKF (5) under the constant initial condition (9) has the form
Along (4), this leads to (23) since
Similar to the case when t ≥ t * , we can prove that the LMIs (18) and (22) guarantee (11b) along (4) for 0 ≤ t < t * .
Then differentiating V 0 (t) along (4) and applying the descriptor method, we havė
Choose P 3 = εP 2 and denote P −1 2 =P 2 . Multiplying (26) by diag{P 2 ,P 2 } and its transpose, from the right and the left, we conclude that the LMI (19) yieldsV 0 (t) − 2δV 0 (t) ≤ 0, 0 ≤ t < t * .
Noting thatS ≤ σP implies S ≤ σ P, from (12) and x 0 ∈ X β , we have for all x(t):
So for all 
Hence LMI conditions in Theorem 1 ensure that the trajectories of the system (17) converge to the origin exponentially, provided that x 0 ∈ X β . Remark 2. Consider the following continuous-time system controlled through a network:
where x(t) ∈ R n is the state vector, u(t) ∈ R n u is the control input. We suppose that the control input is subject to amplitude constraints (14). We assume that the state vector is sampled at s k , satisfying
The sampled state vector experiences an uncertain, time varying delay η k as it is transmitted through the network. The delay η k is bounded, i.e., 0 ≤ η k ≤ η M . The actuator is updated with new control signals at the instants t k = s k + η k , k ∈ Z. An event driven zero-order hold keeps the control signal constant through the interval [t k , t k+1 ), i.e., until the arrival of new data at t k+1 . As in [5] , we assume that t k+1
Note that the first updating time t 0 corresponds to the first data received by the actuator. Then for t ∈ [0, t 0 ), (27) is given bẏ
The effective control signal to be applied to the system (27) is
, we obtain the following closedloop system:
Theorem 1 holds for (28) with t *
Solution bounds via delay-dependent Lyapunov-Krasovskii methods: discrete-time
In this section, we present the discrete-time counterpart of the results obtained in the previous one. Consider the discrete-time system with input delay
where x(k) ∈ R n is the state vector, u(k) ∈ R n u is the control input,
where h is a known positive integer. A and B are system matrices with appropriate dimensions. These matrices can be uncertain with polytopic type uncertainty. Similar to Section 1, we seek a stabilizing state-feedback u(k) = Kx(k) that leads to the exponentially stable closed-loop system
with the initial condition
The problem of the first time-interval may arise when the delaydependent analysis is performed via a LKF V to deal with the bounds on the solutions. This is because for k < τ (k) (30) coincides with x(k + 1) = Ax(k) and it may happen that V (k) = V (k + 1) − V (k) < 0 does not hold (e.g., if A is not Schur stable).
Therefore, an additional bound for solutions is also needed for the first time sequence with k < τ (k).
Consider the initial value problem (30), (31). Similar to A1, we assume the following:
A2. There exists a unique k *
It is clear that k * ≤ h. We suppose that k * is either known or unknown but upper-bounded by the known h 1 ≤ h. Under A2, the initial value problem (30), (31) for k ≥ 0 is equivalent to 
Assume that along (30)
. . . Note that for k − τ (k) < 0 the system (30), (31) has the form (32) and, for the non-Schur A, (34) is clearly not feasible on k = 0, 1, . . . , k * − 1 since otherwise it would follow that
which is not true.
For k = 0, 1, . . . , h − 1 and the zero initial condition (31) (substituted for x(k)) we have
Taking into account that
we have
to be compared with
for k ≥ h. The feasibility of V (k
where e.g., the term with S is useless. Our objectives now are as follows: (a) to guarantee (34) for
Since the solution to (30), (32) does not depend on the values of x(k) for k < 0, we redefine the initial condition to be constant for k ≤ 0:
Then V (k) will have the form
leading to (36) for all k ≥ k * , where V iR (k), i = 1, 2, are given by
If A is constant and known, one could substitute into V (k) of (38), where k = k * , the following expressions:
and then use upper-bounding. However, this may be complicated and conservative, especially if A is uncertain. Instead we develop below the direct Lyapunov approach for finding the bound on
, P > 0, and add the following conditions to (34): let there exist µ > 1 such that along (32)
Under the constant initial condition, where η(k) = 0, k < 0 and V (k) of (33), we have for k = 0
Therefore, (34) and (39) guarantee
We have proved the following: 
where h > 0 is a constant delay and A is not Hurwitz. Choose the initial condition to be zero for t ∈ [−h, −ε] with ε → 0
, the system has a formẋ(t) = Ax(t), i.e.V + 2αV ≤ 0 forV given by (5) cannot be feasible for t ∈ [0, h − ε].
State-feedback control with input saturation: discrete-time
Consider the system
The time-varying delay τ (k) belongs to [0, h] and satisfies the assumption A2, where h is a positive integer. We will consider two cases: (1) k * is known, (2) k * is unknown but bounded by a known positive integer h 1 ≤ h. Then the state-feedback has the following form u(k) = sat(Kx(k)). Applying the latter control law, the closedloop system obtained is
Suppose for simplicity that u(k − τ (k)) = 0 for k − τ (k) < 0. The initial condition is then given by (32).
If the control is such that x(k) ∈ L(K ,ū) then the system (43) admits the linear representation
Our objective is to compute a controller gain K and an associated set of initial conditions that make the solutions of system (44) exponentially stable. We apply LKF (33) to system (44) with time- Table 1 ). 
Conclusions
In this paper, we show that the first time interval of the delay length needs a special analysis when we deal with the solution bounds of time-delay system via the Lyapunov-Krasovskii method, both in the continuous and in the discrete time. Regional stabilization of linear continuous/discrete-time plant with input saturation is revisited. The conditions are given in terms of LMIs. Numerical examples illustrate the efficiency of the method.
