Abstract. Preconditioners for porous media flow problems in mixed form are frequently based on H(div) preconditioners rather than the pressure Schur complement. We show that when the permeability, K, is small the pressure Schur complement must also be addressed for H(div)-based preconditioners. The proposed approach is based on the operator preconditioning framework; thus, we construct the preconditioner by considering the mapping properties of the continuous operator, where the main challenge is a K-uniform inf-sup condition.
Introduction
In this paper we will consider the mixed formulation of the Darcy problem of the form 1 K u − ∇p = f , in Ω, (1)
in Ω. (2) equipped with suitable boundary conditions. The variables u and p represent the fluid flux and pressure, respectively, and K denotes the permeability. Our purpose is to address efficient preconditioners exhibiting robustness for K ∈ (0, 1). We employ the operator preconditioning framework [15] ; the general framework approach is predicated on establishing a well-posedness result for the continuous problem in K−weighted Sobolev spaces. For linear systems of the form
there are, generally speaking, two common approaches for constructing block-diagonal preconditioners; one may utilize a Schur complement for the first unknown or, alternatively, the second unknown. That is, the structural options for the preconditioner are:
The first approach results in three distinct unit sized eigenvalues [16] for any 0 < K < ∞. On the other hand, to the authors knowledge, only partial explanations have been offered for the second approach for the mixed Darcy problem. In [1] , H(div) preconditioners were constructed and applied to (1)-(2) in the case K = 1 for which X coincides with the inverse of a potentially diagonalized mass matrix. The same authors have also developed multilevel methods for weighted H(div) spaces in [2] ; however, to our knowledge, the pressure Schur complement for the case 0 < K ≪ 1 has not be rigorously treated. The case with X = −γI, and the first block equal to (A+ 1 γ B T B) −1 , was investigated in [3, 11] and used successfully for the Oseen and Maxwell type problems, respectively. We here offer an alternative lower-right block where X = I −1 + (B T A −1 B) −1 and show that, for a mixed Darcy problem, this approach is robust with respect to K.
As a single-physics problem (1)-(2) the case K → 0 is not particularly interesting; a simple scaling resolves the problem of a vanishing K. However, in a multi-physics setting, solution algorithms are often constructed via decomposition into single-physics subproblems. Requiring a certain scaling of one of the problems may have a negative effect on the scaling of the other subproblems.
In the current work we construct block preconditioners based on the operator preconditioning framework introduced, briefly, in [1] and reviewed in [15] . Our preconditioners will, in the continuous case, take the following form:
It will be shown that preconditioners based on B are robust with respect to both the mesh size and the permeability K. We mention that this preconditioner and the analysis is closely related to [14] where the time-dependent Stokes problem was considered.
Preliminaries
Let Ω be a bounded Lipschitz domain in R n , n = 2, 3. Then L 2 = L 2 (Ω) denotes the Sobolev space of square integrable functions, whereas H k = H k (Ω) denotes the space of functions with all derivatives up to order k in L 2 . The space L 2 0 contains functions g ∈ L 2 with zero mean value. Vector valued functions, and Sobolev spaces of vector valued functions, are denoted by boldface. The space H(div) contains functions in L 2 with divergence in L 2 and the subspace of functions u ∈ H 0 (div) are those with zero normal trace. The notation (·, ·) is used for the L 2 inner product of both scalar and vector fields as well as the duality paring between a space X and its dual space X ′ . The norm corresponding to the L 2 inner product is expressed with the canonical double-bar · L 2 . For α > 0, a fixed real value, the notation f 2 αL 2 = α 2 (f, f ) and αL 2 = αL 2 (Ω) signifies the usual L 2 space equipped with the corresponding weighted inner product denoted by (f, g) α = α 2 (f, g).
For two Hilbert spaces, X and Y , we denote by L(X, Y ) the space of bounded linear maps from X to Y , with the standard operator norm
In the subsequent analysis we employ both the intersection and sum of two Hilbert spaces X and Y . These composite spaces are formally defined as follows: Let X and Y be two Hilbert spaces both contained in some larger Hilbert space; the intersection space X ∩ Y and sum space X + Y are also Hilbert spaces and their respective norms are
In addition, if X ∩ Y is dense in both X and Y , then
Lastly, suppose that {X 1 , X 2 } and {Y 1 , Y 2 } are pairs of Hilbert spaces such that both elements of each pairing are contained in a larger Hilbert space. If T is a bounded linear operator from
and in particular
Cf. [4, Ch. 2] for a further discussion of summation and intersection spaces.
Continuous stability and preconditioning
The weak formulation of (1)- (2) reads:
where,
The corresponding coefficient matrix reads,
Below we show that the Brezzi conditions are satisfied uniformly in K in the following spaces for u and p, respectively:
. We remark that the below analysis is similar to [14] , although the Sobolev spaces and bilinear forms involved are different. Let
V , ∀z ∈ Z and hence coercivity of a(·, ·) is established. Furthermore, the boundedness of a(·, ·) follows from
The boundedness of b follows from a decomposition argument.
Taking the infimum over all decompositions of q yields the desired bound. The uniform inf-sup condition is established by a similar construction as in [14] ; however, since the spaces involved are different a full argument is included for completeness. The argument proceeds by utilizing the Bogovskiȋ operator (cf. [7, 8, 10] ) which, on a star shaped domain with respect to an open ball B, has the following explicit form:
Here θ ∈ C ∞ 0 (R n ), with supp θ ⊂ B, and
The Bogovskiȋ operator S is a right inverse of the divergence operator and has the mapping properties
, and div Sg = g.
for any K > 0. From (4) and (3), we then have that
and
With K-uniform stability established, the framework put forth in [15] suggests that an efficient preconditioner for A can be constructed from preconditioners for the operators realizing the V and Q-norm. Preconditioners for the V inner product are well-known, c.f. e.g. [2, 12, 13] . For the Q-norm, we begin by recalling that
where the infimum on the right hand side is attained with φ satisfying
. That is, φ = (I − K∆) −1 q and q − φ = −K∆φ. The Q-norm can then be characterized by
Thus, the canonical preconditioner B Q : Q ′ → Q is given by
Hence, the operator B :
provides a robust preconditioner for (5)- (6) in the sense that the condition number of BA is bounded uniformly in K.
Discrete Stability and preconditioning
In this section we describe the construction of a preconditioner for discretizations based on Brezzi-Douglas-Marini (BDM) and Raviart-Thomas (RT) elements [5, 17] . The discrete approach reflects many aspects of the continuous setting of section 3. However, due to the the discontinuous polynomial nature of the pressure elements, we first define a discrete H 1 -norm to establish the Q-norm in the discrete case.
Let T h be a shape regular simplicial mesh defined on the bounded, Lipschitz domain Ω and let r ≥ 0. Let V h be the H(div)-conforming discrete space given by either the RT elements of order r or the BDM elements of order r + 1. Define Q h to be the usual corresponding space of discontinuous, piecewise polynomials of order r. Consider the discrete mixed Darcy problem given by: find u h ∈ V h and p h ∈ Q h such that
The discrete Q h -norm will be defined in terms of a discrete gradient which is the negative L 2 -adjoint of the div operator on V h . First, ∇ h : Q h → V h is defined by (12) (
It is well-known, [6, 9] , that with these particular choices of Q h and V h , there is an h-independent constant β > 0 such that
for every q ∈ Q h . It follows that ∇ h is injective and we can define the discrete H 1 -norm on Q h via
We denote the space H 1 h as the set Q h equipped with the norm · 1,h and the space L 2 h as the set Q h equipped with the usual L 2 -norm. With these notations in hand, the discrete analogue of the Q-norm, given by (8) , is defined as (14) q
Defining H 0,h (div) and L 2 h analogously to L 2 h , we may then say that
, and it is under these norms that we will show K-robust stability of (10)- (11) .
Boundedness and coercivity of a(·, ·) and boundedness of b(·, ·) follows from the same arguments put forth in section 3. Verifying a K-independent inf-sup condition will therefore conclude the argument. To accomplish this a left-inverse of ∇ h will be constructed, satisfying appropriate bounds, allowing for a similar argument to that of section 3 for the operator S.
Let Z h denote the discrete kernel of the div operator; i.e. the set of v h ∈ V h with (15) (
From (13) it follows [9] that ∇ h : Q h → Z ⊥ h is a linear bijection. Furthermore every v ∈ V h can be uniquely decomposed as
where r ∈ Q h , with ∇ h r ∈ Z ⊥ h , andṽ ∈ Z h . Since the spaces considered for V h satisfy the relation div V h ⊂ Q h it follows that divṽ = 0, for everỹ v ∈ Z h , and the decomposition (16) is orthogonal with respect to both the H(div) and L 2 inner products.
We now define the lifting operator Θ h : V h → Q h by Θ h v = r, according to (16) . It is evident that Θ h ∇ h is the identity operator on Q h and that Θ hṽ = 0 for allṽ ∈ Z h . Moreover, the inf-sup condition (13) and the H(div)-orthogonality of (16) implies that
. From these bounds on Θ h , together with (4), we deduce that
. Since Θ h ∇ h is the identity on Q h , we get from (17) that for every q ∈ Q h ,
where C = max(1, β −1 ) and is thus independent of h. We now consider the construction of suitable preconditioners for (10)-(11) that are robust in both K and h. If we define A h as the coefficient matrix characterizing the left-hand side of (10)- (11), the above analysis implies that A h is a homeomorphism from V h × Q h to its dual. Moreover, the norms on A h and its inverse are bounded independently of K and h. Using an argument analogous to the one we made to define B in section 3, we define the canonical preconditioner B h :
For simplicitly, a small liberty has been taken for the notation of I h in (18) . Specifically, I h in the top left block of (18) V h while the use of the same symbol in the bottom right block signifies the identity on Q h ; recall that the discrete gradient, ∇ h , is defined by (12).
Numerical Experiments
Let Ω be a triangulation of the unit square such that the unit square is first divided in N × N squares of length h = 1/N . Each square is then divided into two triangles. Below we will consider the case of homogeneous Dirichlet conditions for the flux and compute the eigenvalues of the preconditioned system. As order optimal multilevel methods for both H(div) and H 1 problems are well-known we consider preconditioners based simply on exact inversion. It was shown in [18] that the following local −∆ h operator is spectrally equivalent with − div ∇ h for RT and BDM elements of arbitrary order:
Here, T h is a triangulation of the domain Ω; internal faces are signified by the set E I whereas E D denotes faces at the boundary associated with a Dirichlet condition. In Table 1 we compare the two different preconditioners: We would argue that B 2 represents a natural choice with the exception of employing operator conditioning combined with intersection and sum spaces. Table 1 shows that B 1 yields robust results for any K ∈ (0, 1).
Numerical experiments confirm that the robust behavior applies also to Neumann conditions and BDM elements.
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