Recent advances in instrumentation have enabled the accurate measurement of radiance distribution profiles. These measurements with the electro-optic radiance distribution camera system (RADS) can be used to explore theoretical treatments relating the radiance distribution to inherent properties such as absorption. I use a radiance distribution cast to obtain a profile of the optical absorption coefficient. Because this measurement of absorption is not direct, but rather is derived from the radiance distribution data, analysis of the possible sources of error is detailed, along with the advantages and disadvantages of the method.
Measurement of the spectral optical absorption coefficient is of fundamental importance in ocean optics. As an inherent optical property (one that does not depend on the illumination characteristics of the ambient light field, Preisendorfer 1976), along with the scattering function and beam attenuation coefficient, it describes the fundamental interaction of light with seawater. Although an important optical property, it has not lent itself to easy and routine field measurement. There are several techniques that hold promise for measuring small volumes of seawater, including photoacoustics (Voss and Trees 1987) , the "shiny tube transmissometer" (Zaneveld et al. 1988) , and integrating sphere (Fry and Kattawar 1988) . Few methods lend themselves to measurement of the average spectral optical ---
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Use of Gershun's law (Gershun 1939) to measure absorption in seawater allows measurement of the average spectral optical absorption coefficient (a) for large sample volumes; however, its use requires care and can be subject to several artifacts, both instrumental and environmental. Gershun's law uses conservation of energy in the ambient light field to derive a. I will discuss this in greater detail later, but for now it suffices to mention that the downwelling and upwelling scalar irradiance coeffkients, EOd and E OUT must be measured along with the downwelling and upwelling vector irradiance coefficients, Ed and E,, as functions of depth. In most instruments these measurements are performed by separate sensors that must maintain their intercalibration (Hojerslev 1973) . Recent advances in measuring the radiance distribution (Voss 1989) allow its measurement to occur with sufficient resolution and accuracy to permit calculation of EoLl, Eo,, Eli, and E, (see list of symbols). The primary advantage of measuring these quantities with the radiance distribution is reduction of the number of 1614 sensors required and elimination of possible Gershun's ergy to show law uses conservation of enaE, = -div E
(1) where E. is the total scalar irradiance, EO = Eod + Eo,, div the divergence operator, div = & + d+d dy dz ' and E the net or vector irradiance, E = Ed -E,.
The first approximation to be applied to enable use of this equation in the ocean to measure a is to assume that lensing and shadowing effects are absent; in other words, the irradiances are functions of depth only. This allows the divergence to be simplified by making the derivatives with y and x equal to zero. Gershun's law then simplifies to (Preisendorfer 1976 
The average cosine, p, relates E and E. for a given radiance distribution. It is dcfined by
With this relationship, Eq. 2 can be expanded to
The asymptotic region is defined as that region where the shape of the radiance distribution does not change, ,u(z) = p, and therefore dp(z)/dz is zero (Preisendorfer 1959) . Also in the asymptotic region the difFuse attenuation coefficients for vector and scalar irradiance arc equal (Preisendorfer 1959) . In this region
and Eq. 4 and 2 are equivalent. These equations, specifically Eq. 2 and 4, lead to the measurement techniques by which Gershun's law can be used to measure the spectral absorption coefficient. The first requirement is measurement ofE, and E at various depths. Two methods may be involved; the first is through use of Eq. 2 and requires closely spaced measurements of E. Depths must be closely spaced since dEldz must be determined for depth intervals for which the shape of the radiance distribution does not change significantly; p (and therefore E,) need only be measured at depths for which the absorption coefficient is required. In the second method, Eq. 4 is used and closely spaced measurements of E. and E must be obtained since both the change in E. and the change of b with depth are required.
Voss
The above equations can also be used to determine E,(z). Equation 4 can be integrated to obtain (Stavn 1987): &l(z) = &Ku --gjj '(') exp[ -I=$$ dz j. (5) Equation 5 is of limited use, since to obtain E,(z) at any depth requires knowledge of E,(z') and E(z') at all depths, z', less than z in order to determine I.
Measurement with radiance distribution
Recent developments in measuring the spectral radiance distribution (Voss 19 8 8) through use of the elcctro-optic radiance distribution camera system (RADS) have led to its feasibility in measuring the absorption coefficient. RADS uses two electro-optic cameras with fisheye lenses to measure the complete radiance distribution at a given depth and a given wavelength and another camera system to measure the downwelling sky radiance distribution at the surface for that wavelength. The upwelling or downwelling spectral radiance distribution at each depth is measured quickly (< 1 s); however, at present, transmitting the image to the surface requires 2 min per image. Thus, a cast with six depths sampled requires 0.5 h. The validity of assuming a constant light source for the cast is determined by using the surface radiance camera to investigate-changes in the sky or solar radiance during the data cast. Although the limited sampling rate reduces the effectiveness of the use of RADS in routine measuremcnt of the absorption coefficient in the ocean, the angular resolution of the data obtained allows investigation -into possible consequences of instrumental errors and environmental conditions on the absorption measurement. RADS is therefore most useful as a tool to investigate various aspects of radiative transfer, such as the use of apparent optical properties to obtain inherent optical properties and to investigate radiative transfer models with the high angular resolution of RADS.
During a cruise off San Diego, RADS was used to collect radiance distribution data during a hydrocast. The data presented here are the results of this cast and a cast with the Vislab spectral transmissometer (VLST, Petzold and Austin 1968) . The VLST is a beam transmissometer which allows the beam attenuation coefficient, c, at five differcnt visible wavelengths to be measured. This transmissometer is a cylindrically limited design, with a forward angle acceptance of <1.5". All b earn transmissometer data presented are at 490 nm, obtained with a IO-nm bandwidth. For the RADS data presented, the downwelling radiance data were taken at 502.6 nm with a 25.5-nm bandwidth, and the upwelling radiance data were taken at 504.8 nm with a 26.0-nm bandwidth. No effort was made to correct for this slight wavelength mismatch in the data analysis.
A single cast was chosen, for which measurements of the radiance distribution at depths of 20.0, 24.8, 29.9, 44.8, 49.6 , and 54.7 m were available. These measurements were obtained between 1248 PST (for the start of the 54.7-m sample) and 1328 PST (for the end of the 20-m sample). Measurements were also obtained at 35 and 40 m but were discarded because of pixel saturation in the images. Figure 1 shows the reduced radiance distribution for these casts. In the panels of this figure the image on the left is the downwelling radiance distribution; the image on the right is the upwelling radiance distribution These images are best thought of as radiance distribution maps. The projection of these maps is as follows: the zenith angles for the images are directly proportional to the radial distance from the center of the image. The relative azimuthal directions are obtained directly by the azimuthal position in the image. The relative phase of the azimuthal direction for the downwelling and upwelling images is as follows: if one sets the azimuthal angle (+) in the downwelling radiance distribution image equal to zero for the top of the image, $ increases in a clockwise direction. For the upwelling radiance distribution image + increases in a counterclockwise direction. For example, the top of the images correspond to the same rc/ direction in both the upwelling and downwelling images (0'). The left-hand side of the downwelling image corresponds to the right-hand side of the upwelling image and vice versa. The bottoms of both images cor-sr-L nm-l. If F' lg. la is used as an illustration, the center of the image ofthe upwelling radiance distribution has radiance values between 10-l and 1 O-1.25 PW cm-2 sr-'I nm-l (the center of the upwelling image has the minimum radiance values in each of the images). The values in the upwelling radiance distribution increase toward their outside edge and match the 90" zenith angle values in the downwelling radiance distribution. The bright portion of the downwelling image is the direct solar component, and the radiance values here reach the range of 103-103.25 PW cmP2 sr-l nm-l (the very small green spot in the center of the solar component); the other images follow similarly.
These images were also processed with an additional step beyond the radiometric calibration. Because the data did not extend to 90" zenith in both the upwelling and downwelling images, a routine to interpolate the images between the data edge of the downwelling image and the upwelling image was devised. A logarithmic least-squares fit was performed on 5" sections of $J and this line used to fill in data along the edges, which then satisfied the condition that the radiance distribution be continuous between the upwelling and downwelling images. An edge effect appears in the raw data downwelling image due to a neutral density coating installed on the instrument window (needed to reduce the intrascene dynamic range of the camera system, Voss 1989). A logarithmic least-squares fit was also used in this region to smooth across this edge effect in the image (which occurs at -45" zenith). These two steps are necessary to allow accurate calculation of Ed, E,, EOd, and E,, from these images.
Several qualitative features are evident in these images. As the depth increases, the portion of the downwelling image relating to the solar component decreases in value and becomes less peaked (fewer contours per angular region). Another feature of the downwelling images is that they get much more symmetric and have much less variation in radiance values with depth [in the image at 20.0 m (Fig. 1 a) the radiance values range over 32.5 dB, while in the image at 54.7 m (Fig. If) the values range over 22.5 dB]. The upwelling images show no largescale change, but tend to decrease evenly overall.
Another qualitative feature of these images is the evidence of a ship and cable shadow in the images. The instrument is supported by a triangular arrangement of three cables, with the instrument electrical cable tied off on one of these cables. These show in the images as three radial stripes [e.g. in the image at 54.7 m (Fig. lf) these stripes occur at $ of ~35', 260", and 330'1. The ship shadow also causes an obvious effect in the downwelling image [most clearly evident in the images at 49.6 m (Fig. le) and 54.7 m (Fig. If) as the intrusions of low radiance values into high radiance areas at 1c/ of 45'1. This instrument shows the firstorder effects of ship shadow quite plainly, and some of these images will be used elsewhere to calculate the effect of ship shadow on the irradiance and radiances measured.
Values for the E,(z) and E(z) were obtained from these images through use of the equations with E,,(z) and E,(z) calculated from similar integrals, but over the lower hemisphere (90 5 0 I 180). Because the data existed as discrete values, these integrals were performed as numerical sums, with each pixel weighted by the solid angle it represented. Table 1 compiles these data, along with the upwelling and downwelling average cosines (calculated using I.C, = Ed/EOd and pU = E,/ E,,). From these values, the absorption can be calculated with two methods outlined previously. The first (using Eq. 2) is shown in Table 2 as a( 1) and the second (using Eq. 4) as a(2). The differentials in the equations were obtained by fitting the linear variation of the natural logarithm of the values concerned (E,, Ed, and p for the depth above, depth below, and central depth) with depth. The functional form was assumed to be logarithmic due to the exponential relationship of p(z) and E,(z) with z detailed in Eq. 5. The absorptions obtained with these two methods are close to equal (the maximum difference is 2.3%). Also shown in this table are both p(z) and dp(z)/dz. The magnitude of dp(z)/dz was quite small at all of these depths, reaching a maximum of 2.6% of the absorption at 29.9 m. One would expect that dh(z)/dz would bc larger at depths < 10 m, where the radiance distribution is changing rapidly; however, due to the large dynamic range in the radiance distribution at these depths, this cannot be measured with RADS at this time. During this cruise no alternate method of measuring the spectral absorption coefficient was available, so this measurement cannot be compared directly. However, one can USC a combination of the absorption coefficient and the beam attenuation coefficient to interrelate to historical data. Table  3 illustrates the scattering coefficient, obtained through the closure relation, the single scattering albedo, and the scattering to absorption ratio. Kirk (198 1) reported re- Error analysis There are several possible sources for error in these or any measurement of the irradiance values which can affect the calculation of a.
The first source of error to be investigated is the effect of a limited dynamic range (m 30 dB for the downwelling radiance distribution) on the calculation of the scalar and vector irradiance coefficients. The upwelling light field is characteristically flat, with much lower intrascene dynamic range; thus, it is much less likely to be affected by this problem. The downwelling radiance distribution has much more intrascene dynamic range and hence is the measurement for which great care must bc taken. Although steps can be taken to ensure that no pixels in the field are saturated, the great dynamic range means that some of the pixels will be in the dark noise of the imager. Figure 2 illustrates the relative importance of the levels of radiance in calculating the scalar and vector irradiance. In this figure, the irradiance is integrated, starting at the pixels with the highest values of radiance and progressing to the lowest. As can be seen, at worst (scalar irradiance at 54.7 m) 50% of the irradiance is calculated from the 12% of solid angle with the higher radiance values, while 90% of the irradiance is calculated from 47% of the solid angle. For this cast, on average, 50% of the irradiance is calculated from 8% of solid angle, and 90% of the irradiance is calculated from 37% of solid angle. Thus if 1 O-20% of the lowest solid angle in the image is neglected, the irradiance values will only be changed by a negligible amount.
The same cannot be said for the upwelling field, as shown in Fig. 3 . Here the higher radiance regions of solid angle do not dominate the irradiances. Although the limited intrascene dynamic range of this field allows careful measurement of the whole area, all of the lower hemisphere must be measured if accurate values for scalar and vector irradiance are to be obtained.
The next source of possible error is im the determination of p with limited field-of-view sensors. Figures 4 and 5 illustrate the downwelling and upwelling average cosine as a function of integration angle. In the case of the downwelling (upwelling) average cosine, the irradiances used to find p are integrated from zenith (nadir) to the given angle. In average cosine as a function the downwelling case, p changes rapidly at the beginning but tends toward an asymptotic value at greater integration angles because the angles near 90" have radiance values low relative to the zenith, and thus affect E,, E, and p to a lesser degree. The curve shown in Fig. 4 has been fitted with a polynomial and the slope calculated. In this manner, the rate of change of ,u at each angle can be determined. The rate of change in this case (at 80') is 0.08% per degree. Thus, measurement of the irradiance values with collectors limited to an 85" field of view leads to a 0.4% error in p.
In the case of the upwelling light field the effect is much stronger. As can be seen in Fig. 5 , the calculated upwelling average cosine changes rapidly with angle because the large values of radiance in the upwelling distribution occur near 90", where they affect E, strongly but do not add significantly to E due to the cosine weighting factor. If this equation is fitted with a polynomial and the rate of change determined, an error of 1.2% per degree (at 80') is found. This leads to an error of 6% in p for an 85" field of view. Thus, in the upwelling field more cart must be taken to correctly measure the scalar and vector irradiance near 90" to avoid large errors in measurement that can propagate into the calculation of a.
To determine the total error in the measurement of a, I chose Eq. 2 with the assumption that p was not changing rapidly. Calculating the error in this case shows the relative error in the measurement of the radiance distribution, and thus p is 6% (Voss and Zibordi 1989) . The error in determining the slopes (three points used in the regression) can be determined by the standard error of the slope; the average was found to be 15% for the four points calculated, which implies a total error of 2 1% in the measurement of a. These measurements can also be used to estimate the probable errors in other instrumental configurations and can be made most accurately by combining the radiance distribution data presented with the exact parameters of the specific instruments. Two examples are presented here. In the first example, an instrument is used that measures only the downwelling parameters (but does so perfectly); it is assumed that these will dominate the resulting p, E, and EO. In this case the a which one would calculate can be found simply from the tables of data presented. The differences between this case and the complete calculation range from 10 to 16%. This result shows the relative dominance of the downwelling component in the calculation of a with this method.
In the second case, an instrument is used that measures both upwelling and downwelling irradiance, but only to 85" zenith angle in the downwelling case and 85" nadir angle in the upwelling case. In such an cxample, hd would be off by 0.4% and b, by 6%. It is difhcult to estimate how dE,ldz would be affected, but KEd and KEo at 24.8 m are quite similar (Ktid = 0.0988 m-l, KEo = 0.0976 m-l, implying K will probably be affected to only a small degree (2%). In this case the total error for the measured a would be -4%, taking into account the domination of Ed and p-id in E and p. In both examples, the instruments were assumed to detcrminc the measured parameters exactly; additional instrumental errors would be additive.
Another possible source of error which must be taken into account is that due to extra sources of radiance in the measured spectral band. Examples of possible sources arc Raman scattering (Stavn 1988) , f'luorescence (Gordon 1979) etc. In the spectral region measured in this example (500 nm), Raman scattering is probably negligible; however, it would be an important factor at longer wavelengths and would probably limit this method's usefulness. Although the common phytoplankton fluorescence occurs at wavelengths around 68 5 nm and certain types of dinoflagellates can fluoresce in the green (Shapiro et al. 1989) , the effect at this wavelength (500 nm) would probably be negligible. This green fluorescence could become important at wavelengths around 550 nm where the total irradiance of the ambient light is reduced due to increased attenuation; at wavelengths > 600 nm other phytoplankton could contribute significantly to the background irradiance.
Conclusions
These measurements illustrate the use of the radiance distribution to measure the optical absorption coefficient profile. Instrumental error was analyzed and found to be -2 1%. Although this is a good method of measuring the bulk absorption coefficient, measurement of absorption is not the major purpose of an instrument such as RADS. RADS, with its fine angular resolution, can be used to determine the experimental limitations of other instruments with known measurement characteristics. Data from RADS can also be used to provide cxperimental tests of radiative transfer models and verifications of these models and their corresponding assumptions.
