Wing Suet Li and Vladimír Müller 0. INTRODUCTION It is well-known that an operator in a finite-dimensional vector space is uniquely determined up to a similarity by its Jordan model.
By a vector space we mean a finite-dimensional complex vector space;
however, all results with the exception of some examples in the last section will remain valid for finite-dimensional vector spaces over any field.
Denote by L(H) the set of all linear operators in a vector space H. We are going to study only nilpotent operators so that in the following by an operator we always mean a nilpotent operator in a finite-dimensional vector space.
The order of a nilpotent operator T is the smallest interger n such that 
We say that two operators T ∈ L(H) and S ∈ L(H ) are similar (notation: T ∼ S) if there exists an invertible operator V : H → H such that V T = SV .
Let λ be a partition and H λ be the vector space with a basis {e ij : 1 ≤ j ≤ λ i }. Define operator S λ : H λ → H λ by S λ e ij = e i(j−1) if j ≥ 2 and S λ e i1 = 0. The operator S λ will be called the standard operator of type λ.
It is well-known that every nilpotent operator T on a finite-dimensional vector space is similar to a standard operator S λ (so called the Jordan model of T ).
We say that T is of type λ if it is similar to S λ . The following is a simple but useful fact.
Lemma 1.1. Let T ∈ L(H) be of type λ. Then
The construction of the Jordan model of an operator T ∈ L(H) is wellknown. However, we will indicate it here for later use.
Let T be a nilpotent operator on H and M ∈ Lat(T ). We define the "height" of x ∈ H with respect to M to be
Suppose T is a nilpotent operator on H. Obviously the number λ 1 = max{h(x, {0}) : x ∈ H} can be attained for some v 1 
We construct a sequence of vectors {v 1 
M = {x ∈ H : h(x, M) < m} is a proper subspace of H. Thus {x ∈ H :
h(x, M) < m} is a subset of H of the first category (in the unique topology making of H a topological vector space.) 
Corollary 1.2. Let T ∈ L(H) be a nilpotent operator and {M 1 , . . . , M k } ⊂ Lat(T ).

Then there exists x ∈ H such that h(x,
M
ADDING ONE BLOCK
The notion of similarity between two invariant subspaces of T was introduced in [3] . We recall the definition below. . . , k)), see [2] . We shall prove that this is also the case when either T |M or T M is cyclic. These cases are dual to each other, we prove it for the restriction case. 
Definition 2.1. Let T ∈ L(H), T ∈ L(H )
Proof. As indicated in the Preliminaries, we can find w ∈ H such that
Therefore it is possible to find z ∈ ∨{T w, T 2 w, . . . , T
We construct vectors v i inductively. Let i ≤ k and suppose we have
. . , m s t }, and the vectors
, we can write
It follows from the properties of the vectors v t that if
or µ i ≤ j. Thus, we can express T µ i w as
It is easy to see that
and This finishes the induction and completes the proof. Q.E.D.
, and the operator T |M is cyclic. Then
Proof. Suppose T is of the type ν and T M is of the type µ. Let
. . , v k be the vectors constructed in the previous lemma, i.e., {m t : 
induces a similarity between (T, M) and (T , M ). Q.E.D.
Definition 2.5. An LR-pair is a pair of partitions (µ, ν) satisfying
In terms of diagrams, (µ, ν) is an LR-pair if and only if µ ⊂ ν and every horizontal row of ν contains at most one point from ν \ µ, i.e., 0 ≤ν j −μ j ≤ 1.
Let (µ, ν) be an LR-pair. Denote r = |ν| − |µ| and let {j :
and δ j (µ, ν) = δ j . Thus δ(µ, ν) marks all the row numbers where µ and ν are different.
We shall illustrate LR-pairs via diagrams. The empty squares represent µ, the empty squares along with the squares with 1 is the diagram of ν. 
T |M is of type µ, and, for each j = 1, . . . , r,
Proof.
Let N be a large integer (N > |ν|) and let K be the vector space with a basis {e ij :
and
We shall construct the vector v ∈ K by induction on r. For the trivial case r = 0, we set v = 0.
). Also, since (c, δ 1 ) ∈ µ, we have w ∈ M and, for j = 1, . . . , r − 1,
There are two cases we need to consider. If
w + e c,δ 1 . In both cases v ∈ N (T δ 1 ) and T e c,δ 1 ∈ M. This and the induction assumption implies (5) and statements (1)- (4) for j = 2, . . . , r.
For j = 1, (1) and (3) follow from v ∈ N (T δ 1 ), and (4) implies (2) .
M. This finishes the proof. Q.E.D. 
is an LR-pair and
Thus, (µ, ν) is an LR-pair and (
Theorem 2.8. Let µ and ν be partitions. The following are equivalent.
(1) (µ, ν) is an LR-pair.
(2) There exist T ∈ L(H) and M ∈ Lat(T ), such that T |M is of type µ, T is of type ν, and T M is cyclic of order |ν| − |µ|.
Proof. The implication (2) ⇒ (1) was proved in the previous lemma. 
Let (µ, ν) be an LR-pair and let T ∈ L(K), M ∈ Lat(T ) and
The next result is a modification of Proposition 2.6.
w}. Then, for each j = 1, . . . , r,
),
(as usually we set δ r+1 = 0). For j = 1, . . . , r, properties (3) and (4) imply
so that (6) holds in this case too).
ADDING TWO BLOCKS AND MORE
Definition 3.
1. An LR-triple is a triple of partitions (µ, ν, ρ) such that
We shall illustrate an LR-triple via a diagram. As before, the empty squares represent µ, the empty squares along with the squares with 1 (resp. 1 and 2)
is the diagram of ν (resp. ρ). Condition (ii) in Definition 3.1 means that "there are at least as many 1's as 2's above each horizontal line". In particular, if (µ, ν, ρ) is an
The following is an example of an LR-triple. 
Proof.
Let (µ, ν, ρ) be an LR-triple and k ≥ 1. Denote δ(µ, ν) = (δ 1 , . . . , δ r ) and δ(ν, ρ) = ( 1 , . . . , p ) with r = |ν| − |µ| and p = |ρ| − |ν|. Then
for all k ≥ 1. The inequality for k = 0 follows from the fact that ρ 1 = ν 1 .
Conversely, suppose
Here we have two cases to consider. If
Suppose T |M, T |L, and T are of types µ, ν, and ρ respectively, and that the operators
z} andν is the type of T |L, then
Proof. 
Clearly also
(Here we use the convention that p+1 = 0).
We prove the Claim by induction on c. For c = 0, the Claim reduces to
). Suppose the Claim holds for 0 ≤ c − 1 ≤ j ≤ p. We prove it for c.
Fix j satisfying c ≤ j ≤ p. By the induction assumption we can express Since c − 1 ≤ j − 1 ≤ p, by the induction assumption we have also
). Together with (3.1) and the
). This proves the Claim.
In particular, for j = c = p, we have T
z} and letν be the type of T |L. We observe We generalize this result to n-tuples of partitions.
Definition 3.5. An LR-sequence is a sequence µ
, µ
, . . . of partitions with the property that (µ
) is an LR-triple for every i ≥ 0.
We identify a finite sequence µ
, µ (1) , . . . , µ
of partitions with an in-
, . . . . , µ
, . . . , µ |, |µ (2) | − |µ
Proof. We proceed the proof by induction on n. The case n = 2 is shown in the previous remark.
Suppose the statement is true for
and T ∈ L(M n−1 ) satisfy the conditions of the theorem. Using Theorem 2.8, we can find a space H = M n ⊃ M n−1 , a vector v ∈ H, and an extension of T to H such
v} where r = |µ
and finally, T ∈ L(H) is of type µ (n)
. The only problem is that T r v is an element of M n−1 and not necessarily of M 0 as desired.
We prove the following statement, which will allow us to put T r v into M 0 , by the downward induction:
), whereμ ,μ
) is an LR-triple. Indeed, (µ
) is an LR-pair by Lemma 2.7 and, by the induction assumption,
).
By Theorem 3.3 for spaces M s−1 ⊂ M s ⊂M s+1 , we can find a vector
Further, by Theorem 3.3, δ(µ
is the type of 
, M ∈ Lat(T ) and let {v i } be a maximal sequence for
be the type
where s = min{k :
(1) For i = 1 the statement is clear. Suppose the statement is
so that we can use the induction assumption. Let
If we consider the operator T : (M +
so that (3) holds.
(4) We have
where K is a positive integer big enough (T
(5) Since, by Proposition 2.9 (5),
it is sufficient to show that
Theorem 3.9. The sequence (µ
) of partitions defined in the previous proposition is an LR-sequence which does not depend on the choice of a maximal sequence {v j }.
Proof. Clearly (µ (i)
) is an LR-pair by Lemma 2.7. Further, by Proposition 3.8 (5) and inequality
) so that (µ
) is an LR-triple.
Clearly µ
is the type of T |M so that it does not depend on {v j }. be the type of
Then the sequence (µ
) is called the LR-sequence of (T, M).
is constant for i big enough.
Remark 3.11. There is another standard way to assign an LR-sequence to a pair (T, M) which was intensively studied, see [6] . For each k ≥ 0 denote by λ
Then the conjugated partitions
where n is the order of T |M form an LR-sequence (in the sense of Definition 3.5). This sequence is different from the sequence (µ
) defined above (even the numbers of partitions do not agree). However, sequences (λ
) and (µ
) determine each other via Proposition 3.8 (4) and (5).
Theorem 3.12. Let T ∈ L(H), T ∈ L(H ), M ∈ Lat(T ), M ∈ Lat(T ).
The following statements are equivalent: Proof. Clearly (1) and (2) ) of (T, M) is given.
Fix k ≥ 0. Let {v i } be a maximal sequence for (T, M) and let
We prove by induction on j that the LR-sequence (µ
) determines the following quantities:
Clearly (a) is determined for j = 0. By Propositions 3.8 (3) and 2.9 (6), 
ADMISSIBLE TRIPLES For each T ∈ L(H)
and M ∈ Lat(T ), one can associate a triple (α, β, γ)
such that the type of T |M is α, of T M is β, and of T is γ. In this section will study the structure of all the triples (α, β, γ) that arise in this way. , µ (1) , . . . , µ
, β = (|µ
|, |µ (2) | − |µ , and these operations coincide with the usual definitions of addition and multiplication by integers for partitions.
For the rest of this section, we will freely exchange the notations c = (c
and c = (c
, c (1) , · · · , c
, where c
n ). Let C be the set of all points c = (c
such that, for all i, j,
Condition (1) When C is restricted to points of integer coordinates, we have the following useful fact about LR-sequences. , λ (1) , . . . , λ (n) ) and (µ (0) , µ (1) , . . . , µ (n) ) are LR-sequences then
, λ (1) + µ (1) , . . . , λ
) is an LR-sequence.
) is a sequence of partitions then (λ
is an LR-sequence if and only if (kλ
, . . . , kλ (n) ) is an LR-sequence.
Clearly C = r≥0 r(P ∩ C) and P ∩ C is a compact polyhedral set (i.e., P ∩ C is determined by a finite number of linear inequalities). Denote by E the set of all vertices (i.e., extremal points) of P ∩ C. It is well-known that P ∩ C coincide with conv (E), the convex hull of E and the set E is finite. Clearly all points of E have rational coordinates since they are intersections of hyperplanes with rational coefficients.
An admissible triple (α, β, γ) can be regarded as the point
Define the linear mapping Ψ :
We summarize some of the properties of C and Ψ in the following statement. ( .
Together with Corollary 4.3, it is easy to see that the set of all the admissible triples is a "cone". 
Proof. Clearly admissible triples lie in Ψ(C). Conversely
. Then (α, β, γ) = e∈E t e · (Ψe) for some rational coefficients t e . For each e ∈ E there exists a positive integer r e such that r e · e ∈ Z n(n+1)
, so that Ψ(r e · e) is admissible. Thus (α, β, γ) = e∈E t e r e Ψ(r e ·e). Let q be the common denominator of
that is for all e ∈ E, t e r e = p e q for some integers p e . Then q · (α, β, γ) = e∈E p e · Ψ(r e · e) so that q · (α, β, γ) is admissible and so is (α, β, γ).
Q.E.D.
Corollary 4.7. There exists a finite set of admissible triples {(α
)} s such that a triple of partitions (α, β, γ) is admissible if and only if (α,
) for some rational coefficients a s .
Proof. It is sufficient to take the set {Ψ(r e ·e), e ∈ E} from the previous proof.
Q.E.D. Proof. The set Ψ(P ∩ C) is a polytop so it is defined by a finite number of hyperplanes (see [9] ). The hyperplanes have rational coefficients since the vertices of
Ψ(C) is bounded by those hyperplanes which pass through the origin. Since an equation of a hyperplane passing through the origin can be multiplied by a suitable integer to obtain integer coefficients, the proof is finished. Q.E.D.
Remark 4.9. (i) Explicit form of inequalities determining admissible triples for n ≤ 4 was obtained in [12] .
(ii) In [4] , Gohberg and Kaashoek raised the question whether it is possible to characterize addmissible triples by hyperplanes. Corollary 4.8 gives an affirmative answer. The considerations of this section show in principle, how these hyperplanes can be obtained, however, it would be interesting to know these hyperplanes explicitly.
EQUIVALENCES OF INVARIANT SUPSPACES
In this section we study equivalence relations between invariant subspaces.
Definition 5.1. Let T and T be operators on H and H , Γ and Γ be sublattices of
We say Γ and Γ are (T, T )-(lattice) isomorphic if there exists a surjective mapping φ :
Clearly a (T, T ) isomorphism is one-to-one and
Γ. If T and T are similar, then it is easy to see that the similarity induces a (T, T )-isomorphism between Lat(T ) and Lat(T ).
Let M be an invariant subspace of T ∈ L(H). Denote by L T,M the smallest lattice of invariant subspaces of T such that
Recall that if M ∈ Lat(T ) and M ∈ Lat(T ), we say that (T, M) ∼ (T , M ) if and only if there exists an invertible operator V : H → H such that
V T = T V and V M = M . We will define a weaker equivalence relation on the collection of (T, M) via lattice isomorphisms.
It is usually rather difficult to describe the lattice L T,M (we give an example that it can be infinite). Therefore we introduce the following weaker equivalences which were already implicitly used in the previous sections.
and M ∈ Lat(T ). We write
have the same LR-sequences (see Theorem
3.12). We write (T, M)
and M ∈ Lat(T ). The following are equivalent:
Proof. It is easy to see that (2) and (3) are equivalent. By Theorem
3.12, (T, M)
Our next theorem follows immediately from the definitions of each equivalence relation. (1) T is uniform,
Proof. (i) was proved in [3] , (ii) and (iii) in Theorem 2.3 and Corollary 2.4.
However, as we will see in the next example, it is not possible to combine conditions (a) and (b) (or (a) and (c)) of the previous theorem. 
Construction: Let T be the standard operator of type (5,4,2,1). Set M = ∨{e 11 We prove (T, M)
Construction: Let T be the standard operator of type (7, 6, 5, 4, 3 
we must have V (e 11 + e 21 ) = αe 11 + βe 21 ∈ ∨{e 11 + e 21 }. Thus β = α. Finally from
M 2 we deduce that V (q 1 e 11 + e 21 ), must be a multiple of q 2 e 21 + e 21 .
But V (q 1 e 11 + e 21 ) = αq 1 e 11 + αe 21 , which implies that q 1 = q 2 , a contradiction.
Denote by Q the field of rational numbers and by Q i = Q[q i ] the field generated by the rational numbers and q i (i = 1, 2). Obviously Q 1 and Q 2 are isomorphic and the isomorphism ψ :
for all r j ∈ Q (r j = 0 for all but a finitely many j's).
Consider vector spaces Q Then ∨{a − kb} ∈ Γ (k = 0, 1, . . .), so that Γ is infinite. Construction: Let T ∈ L(H) be the standard operator of type (11, 10, 9, 7, 6, 5 We conclude with a conjecture.
Conjecture 5.13. The number of dim-equivalence classes is countable.
