Motivation: Metabolic flux analysis of biochemical reaction networks using isotope tracers requires software tools that can analyze the dynamics of isotopic isomer (isotopomer) accumulation in metabolites, and reveal the underlying kinetic mechanisms of metabolism regulation. While existing tools are restricted by the isotopic steady state and remain disconnected from the underlying kinetic mechanisms, we have recently developed a novel approach for the analysis of tracer-based metabolomic data that meets these requirements. The present contribution describes the last step of this development:: implementation of i) the algorithms for determination of the kinetic parameters and respective metabolic fluxes consistent with experimental data and ii) statistical analysis of both fluxes and parameters, thereby lending it a practical application. Results: The C++ applications package for dynamic isotopomer distribution data analysis was supplemented by i) five distinct methods for resolving a large system of differential equations, ii) the "simulated annealing" algorithm adopted to estimate the set of parameters and metabolic fluxes, which corresponds to the global minimum of the difference between the computed and measured isotopomer distributions, and iii) the algorithms for statistical analysis of the estimated parameters and fluxes, which use the covariance matrix evaluation, as well as Monte Carlo simulations. An example of using this tool for analysis of 13 C distribution in the metabolites of glucose degradation pathways has demonstrated the evaluation of optimal set of parameters and fluxes consistent with the experimental pattern, their range and statistical significance, and also the advantages of using dynamic rather than the usual steadystate method of analysis.
INTRODUCTION
The introduction of substrates labelled with 13 C into a metabolic network produces a vast number of isotopic isomers (isotopomers) in intermediates, which can be measured e.g. by gas chromatography/mass spectrometry (GC-MS) or nuclear magnetic resonance (NMR) . An analysis of a metabolic flux profile from steady-state isotopomer distribution data was described in (Wiechert and de Graaf, 1996) and further developed in (Wiechert and de Graaf, 1997; Wiechert et al, 1997 and Mollney et al, 1999) . While * To whom correspondence should be addressed. these tools have been well documented, the requirement of using only isotopic steady-state data remains a serious barrier for investigation: even if global metabolism occurs in a steady state, the isotopic steady state can require more time than experimental conditions allow. Moreover, dynamic experimental data are generally more informative. Other restriction of the available tools is that the evaluated metabolic fluxes remain disconnected from the enzyme kinetic basis. To tackle these restrictions we developed a new method for the automatic construction of differential equations simulating the time course for all the isotopomers of selected metabolites (Selivanov et al, 2004) . The link of this isotopomer simulation with respective kinetic model (Selivanov et al, 2005) allowed analyzing dynamic isotopomer data for determination not only fluxes but also the kinetic parameters of the analysed pathways. The practical application of our method for dynamic flux analysis linked to a kinetic model requires a statistical analysis of the estimated metabolic fluxes and kinetic parameters. The statistical analysis developed earlier specifically for flux estimation from isotopomer distribution data ) cannot be used in our case, where the fluxes are complex functions of metabolite concentrations and kinetic parameters. Here we describe our implementation of the simulated annealing algorithm, used to identify the set of kinetic parameters and fluxes corresponding to the global minimum of the sum of square deviations from the experimental data, weighted by the respective standard deviations (χ 2 ). Our software evaluates covariance matrix for the statistical analysis of kinetic parameters. We also implemented Monte Carlo multiple optimizations for the statistical analysis of kinetic parameters and fluxes in the cases where the second derivative matrix of the merit function χ 2 with respect to the parameters is ill-conditioned and the covariance matrix is undefined. Although this indicates the presence of ambiguous parameter combinations, the range of the parameters, which contains the "true" values, can be defined. The statistical methods implementation in our software completes the development of a readily available tool. The binary executable files and brief user guide are offered as a free download from http://www.bq.ub.es/bioqint/selivanov.htm. They can be used without modification for the analysis of any experiment where the mass isotopomers in any of the following metabolites are measured: glucose, g6p, lactate, glutamate, and glycogen. It is hoped that interaction with potential users will help further refine its functionality and interface.
SYSTEM, METHODS AND ALGORITHMS
The present software implementation, customized for the analysis of rat central metabolism, simulates the reaction network shown in Fig. 1 . This network includes the following metabolic pathways: glycolysis, gluconeogenesis, glycogen metabolism, pentose phosphate pathway (PPP), Krebs cycle, and anaplerotic reactions. The effluxes (e19-e28) and influxes (i29-i31) connect the relevant parts of glucose metabolism to the rest of the cell's metabolic network. The software first estimates global fluxes and concentrations corresponding to a given set of kinetic parameters, and then, using this global solution, simulates isotopomer production in the corresponding reactions (Selivanov et al, 2004; 2005) .
Kinetic model
Global fluxes and concentrations (not divided into isotopomer fractions) corresponding to a given set of kinetic parameters are computed by solving a system of ordinary differential equations (ODEs), using the Bulirsch-Stoer method (Stoer and Bulirsch, 1980) . Time derivatives of global concentrations are described in this system as the sum of in-and out-fluxes for a given metabolite. Connection of a particular kinetic model with subsequent isotopomer analysis does not demand any specific description of enzyme reaction rates. The rates can be described e.g. via the Micha- Figure 1 . Schematic representation of the metabolic pathways simulated in the model. Variables (xn) were metabolite concentrations: (g6p+f6p), x1; (r5p+xu5p), x2; (g3p+dhap), x3; s7p, x4; e4p, x5; pep, x6; pyr, x7; oaa, x8; cit, x9; accoa, x10. Metabolic reactions shown as arrows are en (external fluxes), gn (glycolytic/gluconeogenic fluxes), pn (pentose phosphate pathway fluxes), cn (TCA fluxes), en (internal effluxes), and in (internal influxes), where n is an integer referred to the respective value in the array of fluxes in the model (also the same in the text and Table 2 ). Dashed arrows are fast reversible reactions, which are in equilibrium. The grey dashed and dotted arrows are the "invisible" isotope exchange reactions as described by the Equations (2). Grey ellipses indicate reactions, which were modeled according to the schemes shown in insets. Inset I1 shows the TK reactions accounting for competition between the substrates. The reactions involve reversible binding of the free enzyme (E) to ketose and formation of the covalent enzyme-substrate complex, its splitting with formation of the covalently bound intermediate G ('active glycolaldehyde') and aldose, both localized in the active site of the enzyme, and the aldose dissociation leaving the complex of the enzyme with active glycolaldehyde (EG). Inset I2 shows the reaction mechanism used in the model for the description of combined PFK and aldolase (g3), combined aldolase and fructose bisphosphatase (g5), and citrate sintase (c14). Reaction mechanism represented with dashed arrows corresponds to the splitting of f6p to dhap and g3p (g3), whereas the mechanism involving solid arrows corresponds to the formation of f6p from dhap and g3p (g5), and formation of cit from oaa and accoa (c14). Abbreviations used throughout the text: accoa, acetyl-coA; cit, citrate; dhap, dihydroxyacetone phosphate; e4p, erythrose-4-phosphate; glc, glucose; g6p, glucose-6-phosphate; g3p, glyceraldehyde-3-phosphate; FBPase, fructose-1,6-bisphosphatase; f6p, fructose-6-phosphate; glu, glutamate; lac, lactate; oaa, oxaloacetate; PC, pyruvate carboxylase; pep, phosphoenolpyruvate; PEPCK, pep carboxykinase; PFK, phosphofructokinase; PPP, pentose phosphate pathway; pyr, pyruvate; r5p, ribose-5-phosphate; s7p, sedoheptulose-7-phosphate; TA, transaldolase; TK, transketolase; xu5p, xylulose-5-phosphate. elis formula or through the elementary rate constants of the respective kinetic mechanism. The only addition to a classical kinetic model, which connects it with subsequent isotopomer distribution analysis, is mathematical description of multiple isotope exchange (Selivanov et al, 2005 ). An example of such multiple isotopeexchanges in the case of transketolase is shown in inset I1 of Fig.I 1 : E ↔Exu5p ↔EGg3p ↔EG I 2 : E ↔Ef6p ↔EGe4p ↔EG (2) I 3 : E ↔Es7p ↔EGr5p ↔EG While each of the reaction cycles (1) changes the metabolite concentrations and therefore has to be accounted for any respective kinetic model, the reversible pass from E to EG in (2) does not change global concentrations, thereby usually it is ignored. However it changes isotopomer content and therefore is taken into account in our model. The scheme for the transaldolase (TA) reaction is similar to that for TK except that it consists of only one reaction cycle comprising forward and reverse fluxes as well as two "invisible" halfreactions. The expressions for all isotope-exchange fluxes are reproduced on our website ("Mathematica" notebook "TKcompetition.nb"). The fluxes g3 and g5, representing a combination of enzymatic reactions, as well as the citrate synthase reaction (c14), are expressed in the model according to the mechanism shown in inset I2 of Fig. 1 . Those reactions shown in Fig. 1 that do not produce specific isotope exchange are described by the Michaelis formula.
Simulation of isotopomer production
The overall concentrations and fluxes of the metabolites, obtained from the kinetic model described above, were employed in constructing and resolving the much more complex ODE system for all isotopomers. It was assumed that all isotopomers of the same metabolite have the same biochemical properties. In this case contribution of each isotopomer into the total reaction rate is proportional to its concentration. This assumption was used to express the fluxes for each isotopomer through the respective global fluxes, thus connecting the kinetic model with isotopomer analysis as was described in details elsewhere (Selivanov et al, 2004 ). Here we made some modifications of the described previously algorithms that accelerated computing. The most time-consuming calculations of TK and TA bisubstrate-biproduct reactions, previously calculated as the simulated n×m interactions of n ketose isotopomers with m aldose isotopomers, were optimized to (n+4×m) simulations, as is described in the user guide featured on our website.
To solve the huge system describing dynamics of isotopomer distribution, five different methods were implemented using the algorithms of Press et al. (2002) and Milde (1998) : two for non-stiff systems (4 th order Runge-Kutta and Bulirsch-Stoer); and three for stiff systems (Rosenbrock, semi-implicit Bulirsch-Stoer and backward differentiation formula (BDF)).
Finding the optimal set of parameters and fluxes
Fitting the simulation to an experimental distribution of isotopomers reveals the set of parameters used in rate equations and flux profile corresponding to analyzed conditions. This iterative multi-step optimization procedure exploits the simulated annealing method of global optimization (Kirkpatrick et al, 1983) and Powell's method for downhill descent in a local area (Brent, 1973) . One optimization step consists of i) the kinetic model execution to evaluate the global fluxes corresponding to the given set of parameters, ii) computing the respective isotopomer distribution dynamics in the linked isotopomer module, which uses the obtained global fluxes and concentrations, and iii) comparison of the calculated and experimental pattern, χ 2 calculation, and parameter change for the next step of optimization. The change of parameters could be either random perturbations as simulated annealing optimization suggests, or subsequent change of the chosen parameter in the direction, which decreases χ 2 . The step with random perturbation is followed by a number of steps, which perform coordinate descent according to the Powell's method, changing all the parameters one by one until the local minimum in all coordinates is reached. Then the algorithm performs random perturbation and descent to the new local minimum again. Finally it finds the set of parameters and fluxes corresponding to the global minimum of the χ 2 merit function. The choice of optimization algorithm was defined by the necessity of underdetermined systems analysis, which restricts the number of applicable algorithms (Dennis and Schnabel, 1983; Gill et al, 1981) . In particular, methods that use the second derivative matrix of χ 2 with respect to parameters (Hessian matrix), such as the Levenberg-Marquardt method (Marquardt, 1963 ) cannot be applied.
Symmetrical reorganization of labels
Fumarate molecules are symmetrical; their reversible hydration to malate does not distinguish between symmetrical positions; i.e., hydroxyl could be bound to the second or third atoms with equal probabilities. If the malate carbons are numbered in such a way that the hydroxyl is in position 2, then this numbering (and hence, the labeling pattern) is reversed in 50% of the sample, compared to that of the non-symmetrical precursors (e.g., 2-oxoglutarate). In this way, the transformation of symmetrical substances reorganizes isotopomers such that the concentrations of mutually symmetrical pairs become equal. These symmetrical pairs are as follows: 0001 (1) 1 -1000(8), 0010(2)-0100(4), 0011(3)-1100(12), 0101(5)-1010(10), 0111(7)-1110(14), 1011(11)-1101(13). The algorithm summarizes the concentrations pairwise and redistributes the sum 1
Here 0 states for non-labeled carbon atom ( 12 C), 1 states for labeled carbon atom, so an isotopomer is present as a binary number (its decimal equivalent is given in parentheses), which in the same time is its reference number in the array of concentrations. If the Q-value is acceptable, the true values of fluxes are expected to be included within the boundaries of optimal sets found by the multiple repetition of optimization procedure, the usual assumption for modelling of experimental data. Inside the interval found, the probability of values to be included in an optimal set by the optimization procedure is distributed close to normal, as is explored in the next section. This probability is expected to coincide with the probability of finding the true values of fluxes, and since it is close to normal, it can be presented as the mean and standard error, thus summarizing all the values obtained from independent MonteCarlo simulations.
equally between the components. The remaining four of the total sixteen isotopomers are symmetrical -(0000(0), 1001(9), 0110(6), 1111(15)) -i.e. equal to their symmetrical matches. Their further transformation will lead to the same labeling of oxaloacetate, whatever position the hydroxyl may take. Thus, they do not need any special treatment in simulations. In this way, the concentration of any labeling pattern in the products derived from fumarate equals that of its symmetrical pattern. While the transformation from fumarate equals the concentrations in mutually symmetrical pairs, other pathways of oxaloacetate production (e.g., by pyruvate carboxylase) do not. However, if reversible transformation from oxaloacetate to fumarate is much faster than non-symmetrical pathways of oxaloacetate production, one can regard the entire pool of oxaloacetate to be symmetrically reorganized, an option implemented in the current version of our software. In principle, both symmetrical and non-symmetrical pathways of oxaloacetate production can be specifically taken into account, although detailed study of their relative contribution is outside the scope of the present contribution.
∞ ∞

Statistical analysis
The fact that the Hessian matrix is ill-conditioned indicates that the experimental data could not distinguish between the different values of some kinetic parameters (Press et al, 2002) , since different parameter sets match the former equally well. While the Levenberg-Marquardt method fails because the Hessian matrix is illconditioned, Powell's method of coordinate descent identifies a set of parameters corresponding to the χ 2 minimum, although other sets could potentially fit the data equally well. In order to define the set of parameters unambiguously certain parameters should either be i) eliminated or ii) re-set as constants. Although the singular value decomposition, also exploited in our software, can define the maximum detectable number of parameters the model should contain, both of these simplifications are not appropriate. First, since all the used parameters have definitive physical meaning (Vmax, Km, rate constants of elementary steps) and simplification would involve substituting these known characteristics by their combinations, which cannot be clearly interpreted. Second, to assign fixed values to some of the parameters, it is necessary to know the respective values. However, despite the formal multiplicity of the solutions, the interval in the space of parameters, in which different points yield the same χ 2 value, might remain small. In this particular case, there is no practical difference between identifying a reliable set of parameters and finding a reliable interval within the space of parameters, within which various points are consistent with the experimental pattern. The simulated annealing algorithm identifies the global minimum for the merit function χ 2 and the respective set of parameters and fluxes. If the system is underdetermined, a repetition of the optimization procedure could reveal a different set of fluxes corresponding to the same minimum of merit function. By multiple repetitions of the optimization procedure, it then defines the intervals of parameters and fluxes in which different sets correspond to the same χ 2 value. Thereby, the software checks the goodness of fit based on the χ 2 criterion as it is described in Press et al, (2002) . The probability that a model with φ degrees of freedom is correct, and χ 2 could exceed the value given above by chance, is given as an incomplete gamma function, which is normally used for estimating goodness of fit (Press et al, 2002) : Q = Γ(0.5φ, 0.5χ 2 ) / Γ(0.5φ), , where the integer digit is the number of 13C in the carbon skeleton of respective molecule) of the metabolites were measured at the end of incubation as described by Marin et al (2004) . Left part of the 
IMPLEMENTATION AND DISCUSSION
Analyzed experimental data
In the present example, we used the gas chromatography/mass spectrometry (GC/MS) data pattern obtained from the liver cells of fasting rats. The cells were incubated for 2 hours in media containing 50 % [1,2-13 C 2 ]D-glucose (the experimental conditions are described in the legend to Table 1 ). The isotopomer pattern was obtained separately from 8 animals, shown in Table 1 . Goodness of fit. Table 1 also summarizes 200 different optimizations started from initial values of the parameters chosen randomly. Each optimization ended with the χ 2 value at its minimum (around 250), which summarized the square deviations from the 31 mass isotopomer fractions measured for 8 animals. The total number of parameters, which was subjected to optimization, was 43. Thus, the total number of degrees of freedom was (31×8)-43=205. For our case, the Q-value was 0.264. Although there is no strict threshold for model acceptance, it is not uncommon to deem Q>0.001 as acceptable (Press et al, 2002) . Thus, the above Q-value indicates a good fit, which is visually confirmed by Table 1 , which shows that the computed fractions are close to the ones obtained experimentally. In all cases, the computed values were within the interval obtained experimentally for different animals.
Intervals for optimal values of the parameters
After finding the optimum χ 2 merit function and estimation of the goodness of fit, the expected next step is estimating the standard deviations of the parameters by calculating the second derivative matrix of the χ 2 merit function with respect to the parameters, its inversion and finding the covariance matrix. Although in principle this method is implemented by our software, in the example considered here the singular value decomposition, when applied to the Hessian matrix, had shown that it was ill-conditioned, close to singular. This indicated that ambiguous combinations of parameters, which could give approximately the same fit, could exist. Therefore the Monte-Carlo global optimizations, resulted in the same χ 2 value, were repeated numerous times, each time recording that set of parameters which corresponds to the minimum value of merit function. Table 2 shows the mean fluxes and the standard errors of mean, summarizing ~200 optimizations.
The type of distribution for the parameters and fluxes
The optimizations yielded a spectrum of values for each flux; this spectrum can be presented as a probability distribution of values falling within fixed intervals. This probability distribution could be fit by a Gaussian curve, thus indicating that the distribution of the probability of parameter being included in an optimal set was close to normal. Fig. 2 shows such probability distributions for some fluxes. While the formal Kolmogorov-Smirnov test shows that not all of the computed fluxes have normal distributions, the examples shown in Fig. 2 nevertheless present the most common situation: all the distributions have one maximum, such that the mean value corresponds to the maximum density of probability and the formal standard error characterizes its uncertainty. Thus, instead of finding the exact point corresponding to the minimum of χ 2 , we can find, in the case of the ill-conditioned Hessian matrix, the most probable value and its standard error. The following example shows that the standard error of mean in the sets corresponding to a particular experimental pattern could be small enough to distinguish even between metabolic fluxes in cells from individual animals under the same experimental conditions. This indicates that although formal criteria demonstrate the possibility of ambiguous combinations of parameters, for the method implemented the difference from the case of unambiguous fit is practically insignificant. . The whole range of the selected parameter (difference between its maximal and minimal values among ~200 independent optimizations) was divided into 25 intervals of the same length and the number of fluxes, which dropped into the boundaries of each interval (designated as "Frequency" in the ordinate) was plotted against the median interval value (scattered symbols). The intervals for three different fluxes were united in the same absciss: g6 (pyruvate kinase, solid squares), g16 (pyruvate carboxylase, open stars), and ex10 (lactate production, open circles) (for the designations see Figure 1 ). The distribution densities of the selected fluxes obtained in the performed random optimizations were fit by Gaussian curves with the following parameters (compare with Table 2): g6, mean=0. 36, sd=0.09; g16, mean=0.29, sd=0.08; ex10, mean=0.127, sd=0.045. 
Analysis of the data for individual animals
In principle, the data collected for each animal allow us to define peculiarities in individual flux distributions, if the defined flux and parameter areas are different. The fit of the mass isotopomer data obtained individually from two animals chosen at random is shown in Table 1 . The respective fluxes are shown in Table 2 . It should be noted that despite the apparent similarity in the data from different animals, the χ 2 test clearly distinguishes them: simulation of the data for the second animal using the best-fit parameters for the first one increases the χ 2 value 6-fold. Therefore, the resulting flux intervals are different; formal application of Student's t-test showed that the means for the selected animals differed significantly not only from each other, but also from the best-fit for the entire group, defined as the minimum sum of deviations from all experimental patterns. Evidently, the values obtained in such a way for a group of animals do not necessary include all individual variations within the group. Determining the parameter and flux profiles for each individual, and then statistically analyzing the resulting individual values, would be more representative of the metabolism variation in a group of experimental animals. Thus, even when the experimental data are insufficient to define the model parameters and fluxes unambiguously, the model could be sensitive even to individual variations within the group of experimental animals. ), which are shown as the mean value and standard error of mean, are marked in the first column using the same designations as in Fig. 1 and named in the second column, where arrows specify the direction of fluxes. The present fluxes correspond respectively to the mean mass isotopomer fractions for among the group of 8 animals, and two arbitrarily chosen individual animals. The values summarize results of ~200 Monte-Carlo optimizations for the group, same for the first and ~80 optimizations for the second animal.
Dynamic characteristics of isotopomer accumulation
It is commonly assumed that isotopic and metabolic steady-state conditions are met when cells undergo incubation with isotopelabeled precursor for 2 hours, as in the present experiment. This raises a question regarding the necessity of using dynamic analysis when steady-state analysis has already been fully elaborated, including its statistical aspects . In fact, the time course to the isotopic steady-state could differ for various analysis could often be made only for extracellular metabolites, where due to dilution the relative rate of isotopomer accumulation could be extremely slow. When an extracellular metabolite exchanges with the intracellular one, this exchange complicates the dilution. Since it may not be possible to verify whether the steady state has been reached, dynamic simulation of isotopomer accumulation may provide an answer to this question. Figure 3 reproduces a time course for the intracellular overall hexose concentration, and the extracellular glutamate containing four labeled atoms, each calculated for the set of parameters, which fits the measured isotopomer pattern. While the total intracellular concentrations reach a steady state within the first two minutes of incubation, isotopomer fractions in glutamate do not approach steady state in 2h of incubation. Therefore, the steady-state approach was not appropriate for analyzing the results from this type of experiment.
isotopomers of the same substance. Moreover, the isotopomer 
Time (min)
Concentration (mM)
m4 Glutamate Hexose-6 phosphate F glutamate containing 4 13 C atoms and global hexose concentration starting from initial value 0 (inset). Incubation conditions were simulated according to the description in the caption for Table 1 . The set of parameters was arbitrarily chosen from the series which is consistent with measured isotopomer pattern in shown in the Table 1 . While the global concentration comes to steady state within two minutes, some isotopomers do not reach steady state even after 6 hours, indicating that steady state tracer data analysis is not applicable in this case. T sufficient to reach the isotopic steady state for the measured metabolite. On the other hand, it is difficult to maintain the same global metabolic fluxes during longer incubation periods. Therefore, the tool presented in this study would be the only means of analyzing such experiments.
We present the development tracer data analysis. The software algorithms implemented included: i) various methods to automatically construct and numerically resolve the vast system of differential equations for isotopomers; ii) a fitting algorithm based on "simulated annealing" global minimization of the deviations from experimental data; and iii) statistical analysis of estimated parameters and fluxes, which makes this new tool applicable in practice. Several classical rou-tines for statistical analysis are incorporated in our software. Singular value decomposition for the Hessian matrix tests its singularity (or ill-conditioning). If possible, it defines the covariance matrix and standard deviations of the parameters. In the case of singularity or ill-conditioning, we implemented Monte-Carlo multiple optimizations, thereby specifying the interval wherein various combinations of parameters yielded the same experimental data fit. The present example shows that despite singularity, parameter and flux intervals can remain sufficiently small to reveal individual variability between experimental animals. One of the main advantages of this new software tool is the possir
