Marroquin and Ramirez (1990) have r e c e n tly discovered a class of discrete stochastic cellular automata with Gibbsian invariant measure that have a n o n -r e v ersible dynamic behavior. Practical applications include more powerful algorithms than the Metropolis algorithm to compute MRF models. In this paper we describe a large class of stochastic dynamical systems that has a Gibbs asymptotic distribution but does not satisfy reversibility. W e c haracterize su cient properties of a sub-class of stochastic di erential equations in terms of the associated Fokker-Planck equation for the existence of an asymptotic probability distribution in the system of coordinates which i s g i v en. Practical implications include VLSI analog circuits to compute coupled MRF models.
It is well known (see Stratonovitch, 1963 , for instance) that one can associate, under some conditions, to a stochastic continuous automata (i.e., a stochastic di erential equation) a so-called Fokker-Planck (F-P) equation in the probability distribution of the state variables. In this note, we w i s h t o characterize conditions under which the F-P equation admits a stationary solution of the Gibbs type.
Let x a n-dimensional vector of state variables, and W(x t ) the probability distribution of the state variables described by x at time t. The F-P equation is:
where d (x) is the drift vector and K (x) is the di usion matrix (see Stratonovitch,
1963, p. 76).
The stationary solution w(x) of the F-P satis es the equation:
where we h a ve de ned the probability current G (x): (2) In order to nd the stationary solution, we d o not assume, as Stratonovitch and everybody else does, that G (x) = 0 and set w(x) = e ;U(x) in equation
Assuming that the di usion matrix is constant, that is K (x) = K , w e obtain:
Provided that the di usion matrix K is invertible we can e ectuate the co- 3) has therefore a \larger" space of solutions than the one represented by the potential conditions. Of course in both cases the solution U must be such that w(x) = e ;U(x) is a probability distribution, and therefore the following additional condition must hold: Z dx e ;U(x) < 1
A simple and interesting example that proves the existence of non-trivial solutions U such t h a t w(x) = e ;U(x) is the following. 
where x (t) and y (t) are Gaussian noise terms, that is < x (t) x (t 0 ) > = < y (t) y (t 0 ) > = 2 (t ; t 0 ) :
The F-P equation associated to (6) and therefore equation (5) is satis ed, since (r ; r U) f = r f ; r U f = 2 ( x y) (y ;x) = 0 :
Notice that in absence of noise the di erential equation (6) . It appears that our results may be derivable from the formulation of Graham (1980) and the more general case considered by Jauslin (1984) and Zeeman (1988) . An in-depth analysis of many properties of the Fokker-Planck equation relevant for this note can be found in Tan and Wyatt (1985) .
