As automated vehicles currently do not provide sufficient feedback relating to the primary driving task, drivers have no assurance that an automated vehicle has understood and can cope with upcoming traffic situations [16] . To address this we conducted two user evaluations to investigate auditory displays in automated vehicles using different types of sound cues related to the primary driving sounds: acceleration, deceleration/braking, gear changing and indicating. Our first study compared earcons, speech and auditory icons with existing vehicle sounds. Our findings suggested that earcons were an effective alternative to existing vehicle sounds for presenting information related to the primary driving task. Based on these findings a second study was conducted to further investigate earcons modulated by different sonic parameters to present primary driving sounds. We discovered that earcons containing naturally mapped sonic parameters such as pitch and timbre were as effective as existing sounds in a simulated automated vehicle.
INTRODUCTION
The benefits of vehicular automation include improvements in road safety, traffic efficiency and enriched journey experience. They also contribute to societal gains such as improved energy efficiency via more precise vehicular control [11] . In order to obtain these benefits, a number of important challenges must be addressed [24] . These challenges exist not only to automated vehicles on a collective level, where issues such as traffic management, road safety and legal concerns arise.
There are also challenges concerning the control and operation of automated vehicles on an individual level and what impact this has on driver/vehicle interactions.
Traditional manually controlled vehicles require a driver to continuously operate primary driving tasks, resulting in real-time feedback that connects driver and vehicle. This connection ensures drivers are aware of any necessary actions that must be performed during challenging driving situations [39] . In contrast, automated vehicles provide no connection to primary driving tasks. Drivers are placed in a supervisory role where they are required to monitor the system performing the task of driving [38] . While this reduces the mental workload for drivers [5] , their situational awareness is also greatly reduced [39] . This is because no feedback is presented to reassure drivers that an automated vehicle has understood and can cope with upcoming traffic situations [16] . Coupled with an unnatural driving style, this lack of feedback is a direct result of the control shift introduced by automated vehicles [16] . Conversely, drivers are not burdened with the high visual demands of driving when travelling in an automated vehicle, enabling them to freely carry out non-driving tasks [21] . This freedom combined with the need to present feedback relating to the primary driving task will result in new interaction methods not currently present in manually controlled vehicles [24] .
Combined with the move towards fully automated vehicles, modern vehicle manufacturers strive to create quieter cars, both internally and externally. With the emergence of hybrid and electric vehicles, familiar mechanical sounds to which drivers are accustomed are abandoned [34] . Research has already been conducted regarding the sound of vehicles using alternative propulsion technologies [27, 28, 33, 34] . However, diminishing auditory feedback has been shown to cause unexpected behaviours such as faster driving and reduced situational awareness [39] . In order to re-establish the connection between driver and vehicle, we believe that automated vehicles should provide a level of feedback equivalent to that of their manual counterparts. This feedback should convey the intended actions of an automated vehicle whilst it undertakes the task of driving. Auditory feedback may be useful for this as previous work has shown that novice drivers tend to utilise visual aids sub optimally during stressful situations [22] . Implicit auditory feedback may create a more satisfactory driving experience and re-establish a sense of control in automated vehicles.
For these reasons we chose to investigate how to design an auditory display that may be used to diminish the control shift introduced by automated vehicles. This paper presents findings from 2 driving simulator studies. The first study compared earcons, auditory icons and speech with existing vehicle sounds during manual and automated driving conditions. Each sound cue type was comprised of the following low-level driving sounds: acceleration, braking/deceleration, gear-changing and indication [4] . A second study based on the findings from our initial study was then conducted, investigating the sonic parameters: timbre, pitch, repetition and volume. The primary aim of these studies was to determine whether alternative sound cue types are more beneficial than existing vehicle sounds when presenting primary driving information in automated vehicles. We explore the potential benefits brought about through the use of alternative sound cue types for information presentation. We also highlight which sonic parameters are most appropriate when designing artificial driving sounds.
RELATED WORK Automated Vehicles
The automation of primary driving tasks is fast becoming a reality due to an ever-increasing trend in in-vehicle computing [38] . With backing from multiple car manufacturers and events such as the DARPA Urban Challenge [32] , in certain parts of the world automated vehicles are already on our roads. The development in the computerised control and operation of automated vehicles leads to a number of issues that must be addressed to ensure automated vehicles are accepted by drivers. 5 levels of vehicle automation have been defined by the National Highway Traffic Safety Administration (NHTSA) of the USA [24] . Level 0 is defined as the human driver having total control of the vehicle's primary controls at all times. In contrast, level 4 sees the vehicle perform all safety critical driving functions, requiring only destination input by the driver. The driver would not be expected to be available for control at any point during their journey. Levels 1, 2 and 3 pertain to increasing levels of automation from single function automation (1) to limited self-driving automation (3). It is important to point out that currently, automated vehicles adhere to level 3 automation and require the driver for occasional control provided sufficient transition time is given. This work focuses on levels 0 (No Automation) and 4 (Full Self-Driving Automation). These extremes were selected as we hoped they would give us clean and clear results. Modern luxury cars now have a mixture of automation levels 2 and 3 and many prototype level 3 vehicles now exist. By comparing levels 0 and 4, we believe our findings can inform the design of auditory displays that feature in automation levels 2 and 3 as they are on the continuum from level 0 to 4.
In-Vehicle Auditory Feedback
Advanced Driver Assistance Systems (ADAS) are a step in the journey towards fully automated vehicles. ADAS can enhance driver perception, measure driver attention, act as an automated safety control and provide alerts to potentially hazardous driving situations [13] . In the case of providing alerts to drivers, ADAS often utilise auditory feedback as a mode of information presentation. Presenting information via the auditory modality is beneficial for ADAS as it is omnidirectional and not subject to specific head or body movement [31] . In the context of safety critical updates, the auditory modality can be an effective alternative to the visual modality particularly as it has been shown drivers do not always pay attention to visual aids whilst undertaking the primary driving task [22] .
In ADAS, warning signals to safety critical information is most often presented in the form of auditory feedback [10, 29, 30] . Campbell et al. state that warning signals in ADAS can be produced using: simple tones, earcons, auditory icons and speech [9] . In particular, there is a wealth of research related to simple auditory alerts using tones at varying frequencies. A study by Lin et al. [18] found that higher tones of 1750Hz and 3000Hz produced faster driver response times in comparison to 500Hz. Earcons, for example Windows Explorer program events, are short audio messages consisting of structured musical tones [6] , and have been shown to be particularly effective when information must be communicated via the auditory modality [7] . In comparison, auditory icons, such as the Apple 'trash' sound, are natural pre-recorded sounds that relate to a specific event, object or action which are then mapped to system messages and objects [23] . It has been shown that auditory icons are an effective solution when designing sounds in order to convey perceived meaning and control a driver's actions [20] . In the context of making a phone call, Janssen et al. [15] used auditory icons such as real driving sounds and heart beats as direct and indirect cues to convey a drivers busyness to a caller. Their study showed the provision of auditory cues to be more effective than when no audio cues were presented. Another benefit of auditory icons is that they require little to no training period as they provide an easy to comprehend connection between sound and system event [17] . In contrast, abstract sounds such as earcons often require a learning period as their perceived meaning may not be understood by all listeners [35] . However, earcons are advantageous when abstract events must be conveyed by auditory feedback, as they are not required to relate directly to a specific event, object or action unlike auditory icons. While speech based auditory displays in vehicles cause a reduction in visual attention to the "road ahead", there has been considerable research on their use within ADAS [2, 36, 37] . It is necessary to point out that a fully automated vehicle requires no human operation, negating the requirement for visual attention to the "road ahead" [14] . Because of this, there is a need to determine whether speech based auditory feedback is still perceived as a distraction. For this reason we have chosen to include speech in our study.
Sound Design for Electric Vehicles
Vehicles propelled by traditional internal combustion engines (ICEs) produce familiar and instantly recognisable sounds [34] . As such, drivers and pedestrians are almost automatically aware of the vehicles location, direction and its current state, for example accelerating or braking [40] . However, with advances in alternative propulsion technologies such as hybrid and electric, the once familiar sound of an ICE is no longer present. The introduction of electric vehicles (EVs) impacts both pedestrian and driver. Pedestrian safety concerns arise as they may not hear an EV approaching. Drivers may also no longer be aware that an EV is running due to the lack of familiar auditory feedback [28] . Research by Wogalter et al. [40] showed that nearly 80% of 318 participants preferred an EV to produce a traditional ICE sound or an artificial "hum" sound. This suggests that while drivers requested familiar driving sounds, they may also be open to hearing artificial driving sounds if they mimic an ICE. As EV's become more prevalent, it is important to consider that future automated vehicles will use these alternative propulsion technologies. It is also necessary to determine whether automated vehicle should present auditory feedback related to the driving task and how this feedback should be presented.
STUDY 1
The purpose of the first study was to determine what effect the presentation of alternative primary driving sounds has on drivers of automated vehicles. We wanted to investigate how to enhance awareness to the intended actions of an automated vehicle. We achieved this by conducting a user study that aimed to answer three research questions: S1.Q1: Do alternative sound cue types provide benefits over existing vehicle sounds for information presentation? S1.Q2: Must drivers continue hearing existing vehicle sounds to ensure a sense of control is maintained in automated vehicles? S1.Q3: Which sound cue type is most preferred by participants?
Driving Task and Sound Cue Types
Study 1 featured 2 driving conditions (manual and automated) and 4 different sound cue types (existing vehicle sounds, earcons, auditory icons, speech). Thus, participants undertook 8 driving scenarios lasting 2 minutes each, following the procedure of Beattie et al. [5] , to ensure the associated task load per scenario was experienced without causing fatigue. During the manual condition (NHTSA Level 0 [24] ), participants controlled an Open Driving Simulator (OpenDS) via the steering wheel and pedals. Participants were presented with an identical scenario, 'Paris', which comes bundled with OpenDS. This scenario features a day-time virtual environment consisting of inter-connected single-lane streets containing various traffic obstacles during typical good weather conditions. OpenDS was selected as it provided a good level of immersion whilst also being easily configurable for our different sound cue types. A number of automated vehicles also navigated the environment on pre-defined routes. Due to the inclusion of these vehicles, participants would often be required to react to sudden events such as crashes and other vehicles making turns. Depending on the chosen route through the environment, their interaction with such events would vary. Whilst driving, participants were presented with a first-person view in order to provide a real-world driving position and were required to drive on the right hand side of the road, as this was the default setup.
In order to produce a simulated automated vehicle journey (NHTSA Level 4 [24] ), we were guided by the work of Nyeste and Wogalter [40] where videos were shown of a Toyota Prius driving whilst different sound types were played back to users. Our video clips lasted 2 minutes and featured a series of driving manoeuvres again within the 'Paris' scenario. During the automated stage of our experiment participants were asked to sit and observe the journey, paying attention to the sounds, until the scenario completed. The 4 sound cue types each contained the 4 major primary driving sounds: acceleration, braking, indication and gear changing. All created sounds are available from: http://www.ittgroup.org/file-repository.
Existing Vehicle Sounds
The first sound cue type Existing Vehicle Sounds featured a group of sounds captured from a previous study by Beattie et al. [5] . These sounds were pre-recorded mechanical vehicle sounds from a Volkswagen Polo and elicited the typical sonic characteristics participants would commonly hear whilst controlling their own vehicle. Acceleration and deceleration/braking sounds altered in frequency as the participant depressed/released the accelerator pedal mimicking a real vehicle under similar conditions. The gear change sound would trigger as participants clicked the paddles on the Logitech steering wheel. The indicator sound was triggered via another button on the steering wheel and would repeat until the button was pressed again.
Earcons
The earcons for the study followed the design guidelines laid out by Brewster et al. [7] . Each were created to replicate the qualities of existing vehicle sounds. For instance, the acceleration/deceleration sound was a continuous synthesised sine-wave tone akin to that of the Existing Vehicle Sounds acceleration/deceleration. The sound contained multiple harmonics with a fundamental frequency of 700Hz that was linked to the vehicle's idling RPM. As the RPM of the vehicle increased so too did the frequency of the sound. This was also the case for the rhythm of the tone as the frequency of oscillation increased or decreased with RPM. The inclusion of these effects produced a sound that modulated in a familiar fashion to what participants would already be used to and sounded somewhat similar to an ICE vehicle. The indicator sound mimicked the repetition of the Existing Vehicle Sounds. The synthesised sine-wave tone contained multiple harmonics with a fundamental frequency of 1500Hz. The sound did not change in pitch and repeated until turned off by the driver. 2 earcons for gear changing featured a synthesised saxophone sound. The "gear up" sound featured two ascending notes in C Major scale beginning on note C5 (554Hz). The "gear down" sound featured two descending notes in C Minor scale again beginning on note C5. Each sound played once per gear change.
Auditory Icons
In contrast to our earcons, each auditory icon was a short non-continuous pre-recorded sound that conveyed a particular action as suggested by Mynatt [23] . The acceleration sound featured revving of an engine that lasted 3 seconds. A tyre screech was used for the braking sound again lasting 3 seconds. The accelerator and brake sounds were triggered by the vehicle's speed state changes and looped every 2 seconds to provide repeated updates of the vehicles current state. 2 seconds was chosen to ensure that when looped, our sounds would not cause any annoyance that has been shown with shorter looping times [1] . The indicator sound was a sped up version of the indicator sound used for the Existing Vehicle Sounds cue type. The sound was triggered once on the indicator being activated but did not repeat. Finally, a 3 second clip of a vehicle changing gears comprised the gear changing auditory icon.
Speech
The phrases for the speech cue type were captured from an online text-to-speech software 1 with a female voice stating each particular action. For example, whilst the vehicle was accelerating, the word "accelerating" was heard. Both the acceleration and braking sounds repeated every 2 seconds similar to the Auditory Icons. Gear changing featured the voice stating the current action. For instance if the participant/vehicle changed up a gear, the voice would state "gear up". This was repeated for the indicator sound where the voice would state, "turning <direction>". All speech messages were kept as short as possible, as advised by Vollrath [37] .
Equipment
The study took place in a quiet University room, where participants sat on a padded chair in front of a desk with a 32-inch TV screen (Toshiba 32KVB). A laptop computer running the OpenDS software was connected via HDMI cable. OpenDS is primarily designed with the intention to be used for research purposes and is built on the JMonkeyEngine3 2 [19] . OpenDS facilitates a desktop driving environment when combined with steering wheel and pedal controls to provide an immersive environment from which to conduct analysis. It does however lack inertial feedback that is present during real-world driving as no haptic feedback is provided by OpenDS by default.
Sound was delivered monaurally through a set of headphones (Grado SR80i). Participants controlled the vehicle during the manual scenarios via a Logitech DrivingForce GT 3 gaming steering wheel. Steering wheel buttons were mapped to the indicator, gear up/gear down and ignition on/off functions.
Participants
14 participants (10 male, 4 female) aged 18 to 56 (mean=32) took part in the study, all with valid driving licenses. 9 of 14 participants were from outside the UK and stated they had previous experience driving on both sides of the road. Their mean driving frequency range was 1 to 3 hours per week. 11 participants owned or had regular use of a vehicle. 2 participants were experienced with automatic transmissions and the rest with manual transmissions. Participants were recruited via email and word of mouth.
Procedure
Participants were first given an introduction to the study then asked if they wished to continue before completing a short pre-evaluation questionnaire. Participants were then presented with the driving simulator software and briefed on the controls. They were given some time to become accustomed to driving within the simulator before the main phase of the study commenced. Driving conditions were counterbalanced with a randomised order of sound cue types presented to each participant. This ensured any possible order effects were minimised. Each participant undertook 8 scenarios in total lasting 2 minutes each. During the scenarios, participants were told to pay specific attention to the sounds within each scenario. To ensure this was upheld, direct observations were taken by the lead researcher during the timing of each scenario. Between each scenario participants were given approximately 5 minutes to complete each of the subjective questionnaires and Baillie's emotion wheel [3] . Upon completion of the scenarios participants were then provided with a short postevaluation questionnaire. The total length of each session was approximately 1 hour and 15 minutes.
Data Gathering Methods
We employed 4 separate data gathering methods, which were completed after each of the 8 scenarios. First, a Driving Activity Load Index (DALI) questionnaire [25] was presented. The DALI is a subjective workload measurement tool that is based on the NASA-TLX but tailored towards the driving context. Its use enabled us to ensure participant workload was measured during each driving condition and sound cue type. Next, a system usability scale (SUS) was presented to participants that had been adapted so participants could evaluate the usability of the sounds only as opposed to the driving simulator itself.
The SUS is a 10-item questionnaire with 5 possible responses ranging from; Strongly Disagree to Strongly Agree. Six 5-point Likert scale questions were given to obtain numerical qualitative data relating specifically to both studies objectives. The questions were as follows: 1. Did the sound cue type presented in this scenario enhance your awareness of the vehicle's actions? 2. Did the sound cue type presented in this scenario enhance your awareness of your own actions? 3. Did you feel in total control of the vehicle throughout this scenario? 4. Did you feel the vehicle provided you with the necessary sound cues to ensure that you were aware of its intended actions? 5. Did you find the sound cue type presented in this scenario to be a distraction to the primary driving task? 6. How satisfied are you with the sounds of the vehicle in this scenario? Finally, to obtain an insight into participant emotional responses Baillie et al.'s emotion wheel was presented [3] .
Study 1 Results
DALI and SUS results were analysed using 2-way repeated measure ANOVAs, with driving scenario (2 levels) and sound cue type (4 levels) as factors. Likert scale-rated questions were analysed using Friedman's analysis of variance and Wilcoxon signed-rank tests, as the data was not normally distributed. Pair-wise comparisons for sound cue types were conducted with a Bonferroni correction applied, resulting in a significance level set at p=0.0083.
DALI Workload Analysis
A significant effect on workload was found (F 3 
Likert-Scale Analysis
Participants were presented with six 5-point Likert-scale rated questions between each scenario (see Procedure). Likert scales for questions 1 to 5 ranged from Strongly Disagree (1) to Strongly Agree (5). Question 6 ranged from Very Dissatisfied (1) to Very Satisfied (5). Manual and automated driving conditions were not found to differ significantly for any questions.
Q1. Enhancing Awareness to Vehicle's Actions
There was a significant difference between the 4 sound cue types (χ2 (5) 
Q5. Distraction to Primary Driving Task
When asked whether the sound cue types in each scenario were a distraction to the primary driving task, a significant difference was found (χ2 (5)=47.183, p<0.001). Pairwise comparisons showed that Auditory Icons were more distracting than Existing Vehicle Sounds ( =-4.374, p<0.001) (M=2) and Earcons ( =-2.943, p=0.003) (M=3). Speech (M=2) was also more distracting than Existing Vehicle Sounds ( =-3.829, p<0.001). Earcons were also more distracting than Existing Vehicle Sounds ( =-3.261, p=0.001).
Q6. Sound Cue Type Satisfaction
A significant difference between the 4 sound cue types was found in relation to participant satisfaction (χ2 (5)=60.551, p<0.001). Participants were more satisfied with Existing Vehicle Sounds (M=4) than Auditory Icons (Z=-4.425, p<0.001) (M=2) and Speech (Z=-4.127, p<0.001) (M=2). This suggests participants were most satisfied with sounds they were already most accustomed to from previous driving experience. Earcons (M=4) were also more satisfying than both Auditory Icons (Z=-3.710, p<0.001) and Speech (Z=-3.070, p=0.002). Earcons were not significantly less satisfying than Existing Vehicle Sounds.
Emotional Classification of Primary Driving Sounds
We recorded primary emotions felt by participants towards the primary driving sounds presented after each scenario. Earcons and Existing Vehicle Sounds during both driving conditions elicited emotional responses such as "Satisfied", "Happy" and "Amused" corresponding to both passive and active positive quadrants in the emotion wheel. In contrast, the Auditory Icons and Speech most often elicited the opposite emotional responses, such as "Annoyed" and "Frustrated" situated in the active, negative quadrant. Only during the manual Speech scenario were modal emotional responses positive. A similar pattern was maintained for the other sounds braking, gear changing and indication although some outliers were also present. The modal outlier emotion for the gear changing sound during the manual Auditory Icons scenario was "Satisfied". The indicator sound also obtained an outlying modal emotional response in comparison to the other sounds. During the automated Speech scenario participants report feeling "Satisfied" which contrasts their reports for the other sounds: acceleration, braking/deceleration and gear-changing where the majority reported feeling "Annoyed".
Subjective Responses
Upon completion of Study 1 participants were asked to provide some questions in order to gauge their opinions of the different sound cue types. For example, participants were asked whether any sounds were absent during the study but had been expected. 10 out of the 14 participants highlighted they did not expect any other sounds to be heard. Out of the 4 that did, 2 highlighted they expected external vehicle sounds, with the remaining 2 stating they expected "smoother sounds" and "more differentiation between gear up & gear down sounds". These responses highlight that participants were satisfied with the level of immersion provided by OpenDS and that the sound cue types presented the appropriate auditory cues similar to real-world driving situations.
Summary Study 1
In relation to our first objective for this study, we did not find any benefits over Existing Vehicle Sounds when using alternative sounds cue types. DALI workload and SUS usability scores were comparatively similar for Earcons. Our Likert scale analysis shows Earcons were also comparatively useful for enhancing awareness to the vehicle's actions as well as providing a sense of control. These results go some way to addressing our second and third objectives and suggest that while Existing Vehicle Sounds were most effective, it may also be possible to utilise Earcons in order to maintain a sense of control in automated vehicles. Furthermore, Earcons and Existing Vehicle Sounds did not differ in participant preference. As Earcons are synthesised tones, it is necessary to investigate further whether an improved approach to their design may in fact provide greater benefit than Existing Vehicle Sounds when conveying a sense of control in automated vehicles.
STUDY 2
To explore the use of Earcons further, a second study was undertaken to address whether Earcons must be naturally mapped to their existing counterparts. Focusing this second study on Earcons was appropriate due to the complexity of dynamic sonic parameters implicated in the creation of Existing Vehicle Sounds. Since Earcons can be produced using singular sonic parameters, it would be possible to determine which of the parameters were most useful when designing Earcons and Existing Vehicle Sounds for automated vehicles. This study compared pitch, timbre, repetition and volume [4, 5] . To achieve this, the methodology of study 1 was replicated with different Earcon types. [7] . These Earcons were mapped to imitate existing vehicle sounds. For example, as the acceleration of the simulated vehicle varied, the pitch of the accelerator earcon fluctuated dynamically, in parallel to the RPM of the vehicle's engine. This natural mapping can be compared to alternative mapping methods that utilise findings from previous studies by Beattie et al. [4, 5] on drivers preference towards sonic parameters that catch their attention. New sets of Earcons were created based on these findings that altered by pitch, timbre, repetition, and volume and are discussed briefly in the following section.
Sound Cue Types
This study contained 2 primary sound cue types; Existing Vehicle Sounds and Earcons. However, different combinations of Earcons were created, these were manipulated by pitch, timbre, repetition and volume exclusively. Both the Existing Vehicle Sounds and Earcons from study 1 were re-used in study 2. 3 additional earcon sets were then created.
Timbre Earcons
This sound cue type featured sounds that varied in timbre. For instance, the acceleration and deceleration sounds varied as the accelerator pedal intensity varied. This was achieved by varying the intensity of two oscillating waveforms; one a simple sine wave oscillating at a frequency of 700Hz and another saw-tooth wave oscillating at the same frequency. As the accelerator pedal was depressed the frequency of the waveforms increased in accordance with the engine RPM. Whilst at idle only the sine wave was heard whereas at full RPM only the saw tooth wave was heard. This gave the effect of the sound morphing from a mild, rounded sound to something considerably harsher sounding as the vehicle's RPM modulated. The gear changing sound featured two short synthesised saxophone tones. If the driver changed into a higher gear then the timbre of the second tone was processed to sound harsher. When changing to a lower gear the timbre of the first tone was processed to sound harsher. This was done to differentiate between the original pitch earcon and to provide information to the driver relating to the change in gear state. Finally the indicator sound varied over time as a synthesised sine-wave tone containing multiple harmonics with a fundamental frequency of 1500Hz. The longer the indicator was active then the more morphed the sound would become.
Repetition Earcons
Multiple audio files were used for the acceleration and deceleration repetition Earcons. Firstly, the earcon featured the sine wave tone with a frequency of 700Hz. At idle (700RPM) the tone repeated every quarter note at 120bpm. In 1000 RPM intervals the frequency of the repetition was doubled. For instance at 1500RPM the tone repeated every eighth note at 120bpm and so on until max (7000RPM). The indicator sound was not altered during this sound cue type and operated in the same manner as during the Earcon sound cue type in study 1. The two short synthesised saxophone tones used for gear changing sounds altered again depending on whether a higher or lower gear had been selected. If a higher gear had been selected the second tone from the sound was modulated to sound stuttered and repeated. When a lower gear had been selected the first tone featured a similar modulation.
Volume Earcons
The volume Earcons followed a similar method of execution to the pitch and timbre Earcons. At engine idle the volume of the acceleration and deceleration sounds were -15dB lower than the initial volume of the other Earcons in the study. As the engine RPM increased so too did the volume of the acceleration sound. At max RPM (7000RPM) the volume of the sound was +3B louder than the other Earcons at peak loudness. The indicator earcon increased in loudness the longer the duration it stayed activated for. The gear changing sounds followed a similar trend as used during the other earcon types. The synthesised saxophone tones altered in volume depending on whether a higher or lower gear was selected.
Participants
A new set of 14 participants (9 male, 5 female) aged 23 to 43 (mean=29) took part in the study, all with valid driving licenses. Their mean driving frequency range was 1 to 3 hours per week. 10 participants owned or had regular use of a vehicle. 3 participants were experienced with automatic transmissions and the rest with manual transmissions. Participants were recruited via email and word of mouth.
Procedure
The same procedure as study 1 was followed. 4x1 minute training scenarios were undertaken prior to the main study so that participants could become accustomed to the sound cue types they would experience during the study. The study featured a 2x10 within subjects design meaning participants were required to undertake a total of 10 scenarios. Driving conditions were counterbalanced and a randomised order of sound cue types was presented to each participant to minimise any possible risk of order effects.
Study 2 Results
All data was analysed using the same as study 1. The exception being pair-wise comparisons for sound cue types were conducted with a Bonferroni correction applied, resulting in a significance level set at p=0.0071.
DALI Workload Analysis
Sound parameter type produced a significant effect on workload (F 
SUS Analysis
Usability was found to differ significantly between sound parameter types (F 4, 52 = 9.931, p<0.001). Post hoc pair-wise comparisons showed Existing Vehicle Sounds produced higher usability scores compared to Repetition Earcons (p=0.004) and Volume Earcons (p=0.005). Pitch Earcons and Timbre Earcons did not produce significantly lower scores than Existing Vehicle Sounds. This indicates that implementing natural mapping when designing earcons is beneficial in terms of usability. This also highlights that the use of these sonic parameters is effective without reducing usability as can be seen in the case of Volume and Repetition Earcons. This finding reinforces our DALI findings and suggests that Repetition used to manipulate earcons used for primary driving sounds is not effective. Pitch Earcons and Timbre Earcons proved to be as effective as Existing Vehicle Sounds in terms of usability. This shows that exploiting these particular parameters when designing earcons for primary driving sounds does not increase workload or effect usability. Manual driving scenarios did not produce significantly different usability scores than automated scenarios. Furthermore no significant interaction on usability between sound parameter type and driving method was found. 
Likert-Scale Analysis
Participants were presented with the same six Likert scale questions as were used during Study 1.
Q1. Enhancing Awareness to Vehicle's Actions
There was a significant difference between the 5 sound scenarios (χ2 (6) 
Q2. Enhancing Awareness to Own Actions
Participants were significantly more aware of their actions during manual scenarios (M=4) than automated scenarios (M=3) ( =-2.875, p=0.004). Participants "Somewhat Agreed" that Existing Vehicle Sounds (M=4), "Neither Agreed nor Disagreed" that Pitch Earcons (M=3), and "Somewhat Disagreed" that Timbre, Repetition and Volume Earcons (M=2) enhanced awareness to their actions.
Q3. Feeling of Control
No sound scenarios were significantly different in improving participant's sense of control during both manual and automated scenarios.
Q4. Necessary Sound Cues
A significant difference between sound scenarios was found (χ2 (6) 
Emotional Classification of Primary Driving Sounds
Existing Vehicle Sounds during both driving conditions elicited emotional responses such as "Satisfied", and "Relaxed" corresponding to the passive positive quadrant. Volume Earcons also follow a similar pattern eliciting a "Calm" response during both driving conditions. During manual scenarios Timbre Earcons and Pitch Earcons were both marked making participants feel "Satisfied". In contrast Repetition Earcons were marked as either "Frustrating" or "Annoying" in the active, negative quadrant. During both automated scenarios containing Timbre Earcons and Pitch Earcons participants also marked "Annoyed". A similar pattern was maintained for the other sounds braking, gear changing and indication. Gear changing was most often marked making participants feel "Annoyed" excluding Existing Vehicle Sounds where participants marked "Relaxed" during both manual and automated. During the automated Timbre Earcons scenario modal responses were "Amused". Finally, modal responses for indicator were "Annoyed" except in the case of Existing Vehicle Sounds and Repetition Earcons where participant responses were "Calm" and "Satisfied". This is interesting as it highlights that when repetition is used by earcons to convey a driving sound that is already repeating, participants responded positively.
Summary Study 2
Our results point towards both timbre and pitch being the most appropriate sonic parameters to use when present acceleration and deceleration Earcons. In the context of indication repetition was also found to be appropriate. To answer our second objective, naturally mapped Earcons are more effective than using unfamiliar abstract mappings such as repetition for acceleration sounds. In reference to objective 3, as our Earcons contained individual parameters only, none were significantly more beneficial than Existing Vehicle Sounds. It is feasible to suggest that currently, Existing Vehicle Sounds are still necessary to ensure drivers are aware of the intended actions of an automated vehicle. Conversely, by combining our results regarding individual sonic parameters for Earcons to produce a more complex set may produce benefits over Existing Vehicle Sounds. However, further analysis must first be conducted in order to ascertain whether this may be the case.
DISCUSSION
Benefits to Artificial Driving Sounds (S1.Q1 & S1.Q2)
Our findings show that Earcons do not significantly increase driver workload in comparison to Existing Vehicle Sounds (see Table 1 ). Participants also reported Earcons as providing a similar level of usability to that of Existing Vehicle Sounds (see Table 2 ). Findings from the emotion wheel show that participants were most often, "Satisfied" and "Happy" and in one case "Amused" by the Earcons used to represent the primary driving sounds. This shows participants accepted Earcons as a useful sound cue type for presentation of primary driving task information during both manual and automated scenarios. In contrast, our findings highlight a number of drawbacks to the use of Auditory Icons and Speech in comparison to Existing Vehicle Sounds. Auditory Icons were reported as being a significant distraction to the primary driving task, which had a negative impact on workload (see Likert-Scale Q5 in Study 1 Procedure). Participants reported their emotional response to Auditory Icons as "Frustrated" and "Annoyed". Furthermore, Auditory Icons made participants feel significantly less in control during both driving conditions than any other sound cue type. Furthermore, due to the noncontinuous nature of Auditory Icons, their ability to convey primary driving task information may be limited hence the rise in workload and reduction in usability as seen in our results. Speech scored low for usability and was found to be significantly less usable than Existing Vehicle Sounds. However, workload was not increased when using Speech as a sound cue type (see Table 1 ). These findings contrast with those of McKeown [20] where the use of auditory icons and speech was favoured to convey information in vehicles. (Table  4) . This finding highlights their usefulness as parameters to modulate when designing artificial driving sounds for automated vehicles. Moreover, as both Pitch Earcons and Timbre Earcons follow a natural mapping to Existing Vehicle Sounds, it is recommended that a natural mapping strategy be adhered to so sounds are usable and do not increase driver workload significantly.
Driving

LIMITATIONS
The development and creation of new human-machine interfaces for automated vehicles is a new and emerging field. Because of this, there are currently no best practices from which to conduct effective analysis. The use of an automated vehicle for real-world studies presents safety issues that are ameliorated through the use of a driving simulator such as OpenDS used in our studies. Our results show promise towards the use of Earcons as an alternative method of presenting primary driving auditory feedback in automated vehicles. The work presented serves as a framework and acts as a step in the direction towards effective situational awareness in automated vehicles.
CONCLUSION
This work investigated the use of artificial driving sounds for the presentation of primary driving task information in a driving simulator. Initial findings showed Existing Vehicle Sounds to be most satisfying and most effective at providing awareness to participants own actions during both driving conditions. Earcons scored comparatively well in terms of workload effect and usability than Existing Vehicle Sounds. This result indicates the utility of Earcons to present primary driving information in automated vehicles without any adverse effect on workload. In contrast, Auditory Icons were found to increase workload and cause significant distraction during both driving conditions. While Auditory Icons have been favoured to convey information in vehicles [20] , our findings suggest they are not an effective solution when presentation of primary driving information is required. While Speech is used often in vehicles for presentation of secondary driving information, for instance GPS [8] , our findings also suggest that using Speech for the presentation of primary driving information may not be a viable option due to the low usability scores found during study 1.
Regarding the application of Earcons used as an alternative to Existing Vehicle Sounds, we recommend a natural mapping approach be applied so that driver workload is not increased and that sounds are usable. We also suggest that artificial acceleration, braking and gear changing sounds should be modulated primarily by Pitch and Timbre to ensure familiarity with Existing Vehicle Sounds is maintained. By following this recommendation, earcons used to present primary driving information in automated vehicles will ensure drivers are aware of the vehicles actions and will not be distracted by unfamiliar sounds.
Previous research has investigated simple tones, auditory icons and earcons as warning sounds in simulated manual vehicles [17, 26] . To the best of our knowledge this is the first time a study comparing different sound cue types in simulated automated vehicles has been conducted. Our results indicate that when designing auditory displays in automated vehicles to enhance driver awareness to their actions, Existing Vehicle Sounds are currently the most appropriate. Earcons that are naturally mapped by incorporating the sonic parameter Pitch will provide similar benefits as Existing Vehicle Sounds for this purpose. These findings lend themselves to the development of current level 3 automated vehicles where the driver is required to be available for occasional control of the vehicle.
Regarding the current lack of feedback for driver reassurance as highlighted by Kraus et al. [16] , we have shown that an auditory display containing Earcons modulated by Pitch and Timbre is also an effective solution for maintaining awareness to the actions of an automated vehicle. This opens up new possibilities for auditory displays and highlights the use of Earcons as an effective alternative for information presentation in automated vehicles.
