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A QUANTIFIED TAUBERIAN THEOREM AND LOCAL DECAY
OF C0-SEMIGROUPS
REINHARD STAHN
Abstract. We prove a quantified Tauberian theorem for functions under a
new kind of Tauberian condition. In this condition we assume in particular
that the Laplace transform of the considered function extends to a domain to
the left of the imaginary axis, given in terms of an increasing function M and
is bounded at infinity within this domain in terms of a different increasing
function K. Our result generalizes [4, Theorem 4.1]. We also prove that the
obtained decay rates are optimal for a very large class of functions M and K.
Finally we explain in detail how our main result improves known decay rates
for the local energy of waves in odd-dimensional exterior domains.
1. Introduction
In the last decade there has been much activity in the field of quantified Taube-
rian theorems for functions of a real variable [20, 2, 10, 3, 6, 21, 5, 9, 4]. See also
[23, 24] and references therein for quantified Tauberian theorems on sequences and
[14] for Dirichlet series. We refer to [18] and [1, Chapter 4] for a general overview
on Tauberian theory.
Let X be a Banach space and f : R+ → X be a locally integrable function. For
some continuous and increasing function M : R+ → [2,∞) let us define
ΩM =
{
z ∈ C; 0 > ℜz > − 1
M(|ℑz|)
}
.
The above mentioned articles impose essentially the Tauberian condition that the
function f has a bounded derivative (in the weak sense), the Laplace transform fˆ
extends across the imaginary axis to ΩM and it satisfies a growth condition, also
expressed in terms of M in ΩM at infinity. The decay rate (the rate of convergence
to zero) is then determined in terms ofM . For example, a polynomially growingM
gives a polynomial decay rate and an exponentially growing M gives a logarithmic
decay rate. In general fˆ could also have a finite number of singularities on the
imaginary axis [21], but we are not interested in this situation in the present article.
The pioneering works [20, 2] focus on polynomial decay for orbits of C0-semigroups.
A generalization for functions (as formulated above) and to arbitrary decay rates
was given in [3] for the first time. There the authors also improved the decay rates
from [20, 2]. In [6] it was shown that the results of [3] are optimal in the case
of polynomial decay. We want to emphasize at this point that the main result of
[3] for the special case of a truncated orbit of a unitary group U of operators (i.e.
f(t) = P2U(t)P1 for some bounded operators P1, P2) were already obtained in the
MSC2010: Primary 40E05. Secondary 47D06, 35B40.
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earlier article [22] with the same rate of decay. Actually the authors only formu-
lated a theorem on polynomial decay but in the retrospective it is not difficult to
generalize their proof to arbitrary decay rates.
A major contribution to the field of Tauberian theorems is the recent article [4].
The authors extended the known Tauberian theorems to Lp-rates of decay. On the
basis of a technique already applied in [6] the authors showed the optimality of
their results in the case of polynomial decay. Another important observation, made
in [4], concerns the above mentioned growth condition. In [3] it was assumed that
the norm of fˆ(z) is bounded by M(|ℑz|) in ΩM . This condition was weakened in
[6] in case of polynomial decay, and later in [4] assuming merely that fˆ(z) can be
bounded by a polynomial in (1 + |ℑz|)M(|ℑz|).
The aim of the present article is to further generalize the growth condition on
fˆ in ΩM . That is, we introduce a second continuous and increasing function K :
R+ → [2,∞) and assume that the norm of fˆ(z) is bounded by K(|ℑz|) in ΩM . The
decay rate is then given in terms of M and K.
Let M−1 denote the right-continuous right-inverse of M given by M−1(t) =
sup{s ≥ 0;M(s) = t} for all t ≥ 0. Let
wM (t) =
{
M−1(t) if t ≥M(1)
1 else.
We are now ready to state our first main result, a generalization of [4, Theorem
4.1].
Theorem 1.1. Let (X, ‖·‖) be a Banach space, m ∈ N, and f : R+ → X be a
locally integrable function such that its m-th weak derivative f (m) is in Lp(R+;X)
for some 1 < p ≤ ∞. Assume that there exist continuous and increasing functions
M,K : R+ → [2,∞) satisfying
(i) ∀s > 1 : K(s) ≥ max{s,M(s)},
(ii) ∃ε ∈ (0, 1) : K(s) = O
(
ee
(sM(s))1−ε
)
as s→∞.
such that the Laplace transform fˆ of f extends analytically to ΩM ∪C+ and
(1)
∥∥∥fˆ(z)∥∥∥ ≤ K(|ℑz|) for all z ∈ ΩM .
Then there exists a constant c1 > 0 such that
(2) (t 7→ ‖wMK (c1t)mf(t)‖) ∈ Lp(R+),
where MK(s) :=M(s) log(K(s)).
Remark 1.2. Note that a function f ∈ L1loc(R+;X) with f (m) ∈ Lp(R+;X) is
polynomially bounded. In fact, ‖f(t)‖ ≤ C(1 + t)m−1/p holds for all t ≥ 0. In
particular the Laplace transform of f is well-defined in the interior of C+ as an
absolutely convergent integral.
Remark 1.3. One can drop condition (i) on K but then one has to replace MK by
the function given by M(s) log((2 + s)M(s)K(s)).
Remark 1.4. We are not able to prove the theorem for ε = 0 in condition (ii). In
Section 2.3 the reader can find a short discussion on a slightly weaker constraint
on K.
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If we replace K(|ℑz|) in (1) by ((1 + |ℑz|)M(|ℑz|))α for some α > 0 and set
m = 1 we recover [4, Theorem 4.1]. Our theorem applies perfectly to local energy
decay of waves in odd-dimensional exterior domains. Here f is typically a spatially
truncated orbit of a solution to the wave equation and one is often confronted
with the situation that M is constant and K is asymptotically larger than any
polynomial. In this situation no known Tauberian result applies directly. One
might guess that one can apply the Phragme´n-Lindelo¨f principle to get a better
estimate on fˆ on a smaller domain to the left of the imaginary axis. Indeed this
works, and as shown in [12] one can apply known Tauberian theorems after this
procedure. However in Section 5 we discuss the application to local decay of waves
in exterior domains in detail and show that this procedure yields a weaker estimate
than a direct application of Theorem 1.1.
We prove Theorem 1.1 as a corollary to the following variant which is a general-
ization of [9, Theorem 2.1(b)]:
Theorem 1.5. Let (X, ‖·‖) be a Banach space, m ∈ N, and f : R+ → X be a
locally integrable function such that f (m) ∈ Lp(R+;X) for some 1 < p ≤ ∞. Let
M and K be as in Theorem 1.1. Assume that the Fourier transform F of f is of
class C∞ and its derivatives satisfy for all j ∈ N0
(3)
∥∥∥F (j)(s)∥∥∥ ≤ j!K(|s|)M(|s|)j for all s ∈ R.
Then there exists a constant c1 > 0 such that
(4) (t 7→ ‖wMK (c1t)mf(t)‖) ∈ Lp(R+),
where MK(s) :=M(s) log(K(s)).
Remark 1.6. Note that the Fourier transform of f is well-defined in the sense of
tempered distributions since f is polynomially bounded (compare with Remark
1.2).
A theorem of this type (for p = ∞, m = 1 and K = M) was formulated for
the first time in [9]. A main contribution of the authors was also to provide a new
and easier to understand technique - on the basis of Ingham’s original proof of the
unquantified version [17] - for proving Tauberian theorems. For example in [3] and
[4] one main difficulty is to choose contours for integration in the complex plane in a
clever way. In [9] the authors avoid this technicality by considering the derivatives
of the Fourier transform of f instead of the Laplace transform.
To prove Theorem 1.5 we adapt the proof of [9, Theorem 2.1(b)]. That is - for
m = 1 - we decompose f = [f − φR ∗ f ] +φR ∗ f = J1+ J2 into two terms with the
help of some suitably chosen and scaled convolution kernel φR(t) = Rφ(Rt) with∫
R
φ(t)dt = 1. Then we estimate the X-norm of J1(t, R) and J2(t, R) in terms of
R and t, solely assuming f ′ ∈ Lp respectively the bounds on all derivatives F (j).
Finally we optimize the sum of these two estimates by choosing R = wMK (c1t) for
a sufficiently small c1.
We improve the techniques of [9] in the following way: We estimate J1(t, R) from
above by a Poisson integral R−1PR−1 ∗ ‖f ′‖ (t) which makes it possible to apply a
fundamental result on Carleson measures. We note that this technique was already
applied in [4]. Compared to the proof in [9] we get a better estimate on J2(t, R)
by choosing a better convolution kernel φ. Also the Fourier transform ψ of our
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convolution kernel is a C∞c -function which simplifies the prove slightly. Our choice
of ψ is based on the Denjoy-Carleman theorem on quasi-analytic functions.
The paper is organized as follows. In Section 2 and 3 we prove Theorem 1.5 and
1.1, respectively. In Section 4 we prove the optimality of Theorem 1.1 for a very
large class of possible choices of M and K. This is even new in the case where
K = M . To prove the optimality we make a similar construction as in [6]. As
a side product this construction also shows that there actually exist functions f
satisfying the hypotheses of Theorem 1.1 for K increasing faster than any polyno-
mial in sM(s), but do not satisfy (1) if one replaces K by a polynomial in sM(s)
(see Remark 4.7). This proves that Theorem 1.1 is a proper generalization of [4,
Theorem 4.1]. A short discussion on the optimal choice of c1 in (2) is included
in Subsection 4.1. In Subsection 5.1 we explain how to get local decay rates for
C0-semigroups from our results. Finally in Subsection 5.2 we apply this to local
energy decay of waves in odd-dimensional exterior domains.
1.1. Notation. We denote R+ = [0,∞) and C+ = {z ∈ C;ℜz ≥ 0}. By N0 we
denote the natural numbers including 0. For m ∈ N0 we define Nm to be the
natural numbers greater or equal to m. By C we denote a strictly positive constant
which may change implicitly their value from line to line. Every statement in
this article which includes C remains true if one replaces C by a larger constant.
Other strictly positive constants, having the names C1, C2, . . . are not allowed to
change their values - except it is explicitly stated. Analogously c, c1, c2, . . . are
strictly positive constants which might be replaced by smaller constants without
invalidating any statement in our article. We say that a function φ : R→ R decays
rapidly if for any n ∈ N0 there exists a constant C such that |φ(t)| ≤ C(1 + t)−n.
2. Proof of Theorem 1.5
Without loss of generality we may assume that f(0) = f ′(0) = . . . = f (m−1)(0) =
0. If this was not satisfied we could replace f by f − g for some function g ∈
Cmc ([0, t1);X) with g(0) = f(0), . . . , g
(m−1)(0) = f (m−1)(0) and t1 > 0 arbitrary.
This neither changes the asymptotics of f at infinity nor does it change the growth
of F and its derivatives at infinity considerably. To see this note that the Fourier
transform G of g satisfies
∥∥∥G(j)(s)∥∥∥ ≤ tj+11 ‖g‖∞ for j ∈ N0 and s ∈ R.
Now let us extend f by zero on the negative numbers. By our additional assump-
tions we see that the extended function is (m− 1)-times continuously differentiable
on the whole real line and f (m) ∈ Lp(R;X).
Let ψ ∈ C∞c (R) with suppψ ⊆ [−1, 1] and ψ(0) = 1 be a function to be fixed
later in the proof. Let
φ(t) = F−1ψ(t) = 1
2pi
∫ ∞
−∞
eistψ(s)ds
A QUANTIFIED TAUBERIAN THEOREM AND LOCAL DECAY OF C0-SEMIGROUPS 5
be its inverse Fourier transform. Note that φ is a Schwartz function with
∫∞
−∞
φdt =
ψ(0) = 1. For R > 0 let φR(t) = Rφ(Rt) and ψR(s) = ψ(s/R). Let us decompose
f(t) = (δ − φR)∗m ∗ f(t)− [(δ − φR)∗m − δ] ∗ f(t)
=

 m∑
j=0
(
m
j
)
(−1)jφ∗jR ∗ f

 (t)−

 m∑
j=1
(
m
j
)
(−1)jφ∗jR ∗ f

 (t)
=: J1(t, R) + J2(t, R).
Here by φ∗j we denote the j-times convolution of φ with itself. We also define
φ∗0 = δ (delta-function). Note that (φR)
∗j = (φ∗j)R.
2.1. Estimation of J1. Let us define the Poisson kernel by
Py(t) =
1
pi
· y
t2 + y2
.
Recall that by Young’s inequality the Poisson kernel acts as a continuous operator
on Lp(R) via convolution.
Lemma 2.1. Let 1 ≤ p ≤ ∞ and m ∈ N1. Let f : R → X be a locally integrable
function such that f (m) ∈ Lp(R;X). Let φ be as above. Then there exists a constant
C > 0 (only depending on φ and m) such that
(5) ‖(δ − φR)∗m ∗ f(t)‖ ≤ C
Rm
P 1
R
∗
∥∥∥f (m)∥∥∥ (t)
holds for all t ≥ 0 and R > 0.
Remark 2.2. It is clear from the proof that in the statement of the lemma one
can replace P = P1 by any positive and integrable kernel bounded from below by
c(1+ t)−α for some α > 1. We then define Py(t) = y
−1P (y−1t). Unfortunately this
is not consistent with the definition of φR, but for the Carleson measure argument
below it is more convenient to define Py as above.
Proof. Let us define two antiderivatives of φ
Φ−(t) =
∫ t
−∞
φ(τ)dτ, Φ+(t) = −
∫ ∞
t
φ(τ)dτ.
Furthermore we define the following auxiliary function
(6) Φ(t) =
{
Φ−(t) if t < 0
Φ+(t) if t ≥ 0
.
We observe that the derivative of Φ is φ plus a factor times the delta function at
zero. This observation is the reason why we split the integral from the following
calculation at 0.
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First we consider the case m = 1.
[f − φR ∗ f ](t) =
∫ ∞
−∞
(f(t)− f(t− τ))φR(τ)dτ
=
[∫ 0
−∞
+
∫ ∞
0
]
(f(t)− f(t− τ
R
))φ(τ)dτ
= − 1
R
∫ ∞
−∞
f ′(t− τ
R
)Φ(τ)dτ
= − 1
R
ΦR ∗ f ′(t).(7)
We need to explain why the partial integration executed from line two to three
produces no boundary terms at −∞, 0 and ∞. At zero there are no boundary
terms since (f(t) − f(t − τR )) vanishes at τ = 0 and the two limits limt→0± Φ(t)
exist. Recall that f is polynomially bounded. Moreover the function Φ decays
rapidly at infinity. Thus there are no boundary terms at plus or minus infinity.
Finally the last equality together with the fact that Φ decays rapidly implies
‖[f − φR ∗ f ](t)‖ ≤ C
R
∫ ∞
−∞
∥∥∥f ′(t− τ
R
)
∥∥∥ 1
τ2 + 1
dτ
≤ C
piR
∫ ∞
−∞
‖f ′(t− τ)‖ R
−1
τ2 +R−2
dτ
=
C
R
P 1
R
∗ ‖f ′‖ (t).
Now we consider the case m ∈ N2. Let us define recursively fj+1 = fj − φR ∗
fj, f0 = f for j ∈ {0, 1, . . . ,m − 1}. Clearly fm = (δ − φR)∗m ∗ f . We prove now
fj = (−1/R)jΦ∗jR ∗f (j) via induction on j. Observe that for any j ∈ N1 the function
Φ∗j decays rapidly. For j = 1 the inductive hypothesis is precisely (7). Assume
that the hypothesis is valid for some j < m. Then by (7) for f replaced by fj
fj+1 = fj − φR ∗ fj = − 1
R
ΦR ∗ f ′j =
(
− 1
R
)j+1
Φ
∗(j+1)
R ∗ f (j+1).
From here we can finish the proof as in the case m = 1. 
Since the L1-norm of the Poisson kernel is 1 (for any y > 0) we see from Young’s
inequality that for any g ∈ Lp(R) and y > 0 it holds that ‖Py ∗ g‖Lp ≤ ‖g‖Lp . If
p =∞ and if we set R = R(t) = wMK (c1t) we deduce from Lemma 2.1 that
(8) R(t)m
∥∥(δ − φR(t))∗m ∗ f(t)∥∥ ≤ Cc1 <∞
holds for all t ≥ 0. If we compare this with (4) we see that this already yields
the desired estimate on J1 in the case p = ∞. If p < ∞ we need a slightly more
involved argument based on a property of Carleson-measures.
Therefore let P ∗ g(t, y) := Py ∗ g(t) and let µ be a Borel measure on the upper
half-planeH = {(t, y) ∈ R2; y > 0}. Now we ask for which measures µ an inequality
(9) ‖P ∗ g‖Lp(H,dµ) ≤ Cp ‖g‖Lp(R)
holds for all g ∈ Lp(R) with a constant Cp not depending on g? Note that the
inequality ‖Py ∗ g‖Lp ≤ ‖g‖Lp is a special case of (9) for Cp = 1 with µ being the
one-dimensional Hausdorff measure of the line {(t, y) ∈ H ; t ∈ R} ⊂ H . Actually
for 1 < p <∞ one can characterize the class of all measures µ for which (9) holds
A QUANTIFIED TAUBERIAN THEOREM AND LOCAL DECAY OF C0-SEMIGROUPS 7
for all g. These measures are called Carleson measures (see [13, Theorem I.5.6.]).
Let γ : R → (0,∞) be a bounded continuous function with bounded variation.
Then the one-dimensional Hausdorff measure of
Γ = {t+ γ(t); t ∈ R} ⊂ H
is a Carleson measure. Now let γ(t) = 1/R(t) = 1/wMK (c1t) for t > 0 and γ(t) =
wMK (0) = 1 for t < 0. If we set µMK to be the Carleson measure corresponding to
this particular choice of γ then we deduce that for 1 < p <∞
(10)
∥∥∥P ∗ ∥∥∥f (m)∥∥∥∥∥∥
Lp(H,dµMK )
≤ Cp
∥∥∥f (m)∥∥∥
Lp(R+;X)
<∞.
From this together with Lemma 2.1 we deduce
Lemma 2.3. Let c1 > and define R(t) = wMK (c1t). (i) Then for p =∞ we have
sup
0<t<∞
R(t)m
∥∥(δ − φR(t))∗m ∗ f(t)∥∥ ≤ C ∥∥∥f (m)∥∥∥
L∞(R+;X)
.
(ii) For 1 < p <∞ we have∫ ∞
0
∥∥R(t)m(δ − φR(t))∗m ∗ f(t)∥∥p dt ≤ C ∥∥∥f (m)∥∥∥p
Lp(R+;X)
.
In both cases C does not depend on f .
2.2. Estimation of J2. The following Lemma is only necessary if p 6=∞.
Lemma 2.4. There exists a δ > 0 such that K(wMK (t)) ≥ tδ for all t ≥MK(1).
Proof. Let R = wMK (t). Since wMK is essentially the right-inverse of MK we have
t =MK(R) =M(R) log(K(R)) ≥M(R) log(M(R)).
The inverse of the function x 7→ x log(x) is asymptotically equal to y 7→ y/ log(y)
for large y > 0. Hence there exists a δ > 0 such that M(R) ≤ δ−1t/ log(t). Thus
K(R) = exp(log(K(R))) = exp
(
t
M(R)
)
≥ exp(δ log(t)) = tδ.

At this point in the proof we fix a ψ having one additional property. We assume
that the derivatives of ψ satisfy for some C1 > 0
(11) ∀j ∈ N0 : sup
s∈[−1,1]
∣∣∣ψ(j)(s)∣∣∣ ≤ Cj+11 Aj with Aj = (j log(2 + j)1+ε)j .
Note that (11) can not be satisfied by any ψ if we would replace Aj by j! since then
ψ would be analytic and hence can not have compact support and ψ(0) = 1 at the
same time. The Denjoy-Carleman1 theorem (see e.g. [15, Theorem 1.3.8] or [11])
gives a description of those sequences (Aj) which allow for compactly supported
non-zero functions ψ satisfying the inequality in (11). In particular, the Denjoy-
Carleman theorem implies that our choice of Aj is admissible for the existence of
such a ψ. Conversely it implies that there is no ψ ∈ C∞c (R)\{0} which satisfies
(11) with ε = 0.
1A special version of the Denjoy-Carleman theorem (sufficient for our considerations) reads as
follows: Let S be the set of C∞-functions on R supported on [−1, 1] such that (11) holds for a
sequence (Aj) such that ( j
√
Aj) is increasing. Then S contains a non-zero function if and only if∑
j 1/
j
√
Aj <∞.
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Now we proceed with the estimation of J2(t, R). Therefore we have to estimate
J2,j(t, R) = φ
∗j
R ∗ f(t) for j ∈ {1, . . . ,m}. First let us consider J2,1. Let N ∈ N0.
Integration by parts N -times yields
J2,1(t, R) =
1
2pi
∫ ∞
−∞
eistF (s)ψR(s)ds(12)
=
1
2pi
(
i
t
)N ∫ R
−R
eist

 N∑
j=0
(
N
j
)
F (N−j)R−j(ψ(j))R

 (s)ds.
To verify the following calculations recall (3) and (11). We estimate the integral
very roughly from above: length of interval of integration times supremum of the
integrand within this interval. We also use Stirling’s formula implying for example
that (cj)j ≤ j! ≤ (Cj)j for appropriate constants c, C > 0.
‖RmJ2,1(t, R)‖ ≤ Ct−NRm+1
N∑
j=0
(
N
j
)
(N − j)!K(R)M(R)N−j

∥∥ψ(j)∥∥ 1j∞
R

j
≤ C · Rm+1K(R)
(
C2M(R)N
et
)N
·
N∑
j=0
(
C3 log(2 +N)
1+ε
RM(R)
)j
(13)
=: C · A · B.
The second inequality is valid for sufficiently large C2, C3 > 0. Now let us set
N = ⌊t/(C2M(R))⌋ and R = wMK (c1t). The constant c1 > 0 will be chosen later.
Then the condition (ii) on K implies
B ≤
N∑
j=0
(
C3 log((c1C2)
−1 log(K(R)))1+ε
RM(R)
)j
≤
N∑
j=0
(
C4(RM(R))
1−ε2
RM(R)
)j
≤ C.
The constant in the last inequality does not depend on t. Moreover
A ≤ CRm+1K(R)e−N ≤ CRm+1K(R)e− log(K(R))c1C2 = CRm+1K(R)1− 1c1C2 .
If we choose c1 sufficiently small Lemma 2.4 implies that
‖wMK (c1t)mJ2,1(t, wMK (c1t))‖ ≤
{
C if p =∞,
C
(1+t)2/p
if 1 ≤ p <∞.(14)
Clearly (12) remains valid if one replaces J2,1 by J2,k and ψ by its k-th power ψ
k. It
is not difficult to check that ψk also satisfies (11) if one replaces Cj+11 by C
k
1 (kC1)
j .
Therefore (14) remains true after replacing J2,1 by J2. This together with Lemma
2.3 proves Theorem 1.5.
2.3. A remark on condition (ii) for K. Our proof breaks down if we allow ε
to be zero in condition (ii) in Theorem 1.1 (and 1.5). This is essentially due to the
fact that by the Denjoy-Carleman theorem a function ψ satisfying (11) for ε = 0
is necessarily quasi-analytic. This means that ψ(j)(s0) = 0 for a single s0 ∈ R but
all j ∈ N automatically implies ψ = 0. However, one can weaken (ii) slightly by
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choosing for some given ε ∈ (0, 1) and n ∈ N1
Aj = j · L1(j) · L2(j) · . . . · Ln(j) · Ln+1(j)1+ε with
Lk(j) = [log ◦ . . . ◦ log]︸ ︷︷ ︸
k times
(1 + k + j).
This allows to replace (ii) by the condition
K(s) = O
(
exp
(
exp
(
sM(s)
L1(sM(s)) · . . . · Ln−1(sM(s)) · Ln(sM(s))1+ε
)))
.
Again choosing ε = 0 is forbidden for any n.
3. Proof of Theorem 1.1
Lemma 3.1 below implies that Theorem 1.1 and Theorem 1.5 are equivalent. To
prepare the formulation of this lemma we introduce some notation. Let M1, M2,
K1, K2 : R+ → [2,∞) be continuous and increasing functions. For f : R+ → X
measurable and polynomially bounded and extended by zero on the negative real
numbers we consider two distinct conditions. The first one is
∀z ∈ ΩM1 :
∥∥∥fˆ(z)∥∥∥ ≤ K1(|ℑz|).(15)
This condition implicitly states that the Laplace transform of f can be extended
to ΩM1 . Let F be the Fourier-transform of f . The second condition is
∀j ∈ N0, s ∈ R :
∥∥∥F (j)(s)∥∥∥ ≤ j!K2(|s|)M2(|s|)j .(16)
This condition implicitly states that the Fourier transform is a C∞-function.
The following lemma relates these conditions to each other under a mild condition
on f .
Lemma 3.1. Let f : R+ → X be a measurable and polynomially bounded function
with f (m) ∈ Lp(R+;X) for some 1 ≤ p ≤ ∞ and m ∈ N1. We extend f by zero on
the negative real numbers and denote by F its Fourier transform. (a) If F satisfies
(16) then f satisfies (15) with
M1(s) = (1− ε)−1M2(s) and K1(s) = ε−1K2(s)
for any ε ∈ (0, 1). (b) If f satisfies (15) then F satisfies (16) with
M2(s) =M1
(
s+
1
M1(s)
)
and
K2(s) = K1
(
s+
1
M1(s)
)
+ Cf
M1
(
s+ 1M1(s)
)2− 1p
(1 + s)m
+ C′f .
The constant Cf depends only on
∥∥f (m)∥∥
Lp
, the constant C′f depends only on
‖f(0)‖ , . . . ,
∥∥f (m−1)(0)∥∥.
Before proving this lemma we finish the proof of Theorem 1.1. Since f satisfies
(15) for M1 =M and K1 = K, Lemma 3.1 implies that (16) is true for M2 and K2
given as in part (b) of the lemma. In the following we assume s > 0 large enough to
satisfy 1/M1(s) ≤ s. Note that condition (i) in Theorem 1.1 implies the existence
of a (small) constant c > 0 such that (for large s)
cM2(s) log(K2(s)) ≤M(2s) log(K(2s)).
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This immediately yields for large t
wMK (ct) ≤ 2w(M2)K2 (t).
Therefore w(M2)K2 (c1·)mf ∈ Lp for some c1 > 0 implies that wMK (cc1·)mf ∈ Lp.
The proof of Theorem 1.1 is complete.
Proof of Lemma 3.1. Let us begin with the easier part (a). Hadamard’s formula
shows that (16) implies that fˆ is analytic in ΩM2 ⊃ ΩM1 . Let z ∈ ΩM1 and let
s = ℑz. Then∥∥∥fˆ(z)∥∥∥ =
∥∥∥∥∥∥
∞∑
j=0
1
j!
fˆ (j)(is)(z − is)j
∥∥∥∥∥∥ ≤
∞∑
j=0
K2(s)M2(s)
j
(
1− ε
M2(s)
)j
= ε−1K2(s).
Let us now prove part (b). Let us fix s ∈ R, let r = 1/M1(|s|+1/M(|s|)) and let
γ be the positively oriented circle of radius r around is in the complex plane. Note
that γ is indeed included in the closure of the union of ΩM1 and C+. Let γ+ and
γ− be the intersection of γ with C+ and C−, respectively. By Cauchy’s formula we
have
fˆ (j)(is) =
j!
2pii
[∫
γ−
+
∫
γ+
]
fˆ(z)
(z − is)k+1
(
1 +
(z − is)2
r2
)
dz
=: j! [I− + I+] .
Let us first estimate I−:
‖I−‖ ≤ 1
2pi
· r−j−1 sup
z∈γ−
∥∥∥fˆ(z)∥∥∥ · pir · 2
≤ K1
(
|s|+ 1
M1(|s|)
)
M1
(
|s|+ 1
M1(|s|)
)j
.(17)
Let us now estimate I+:
I+ =
1
2pii
∫
γ+
(
1 + (z−is)
2
r2
)
(z − is)j+1
(
m−1∑
k=0
z−j−1f (k)(0) + z−m
∫ ∞
0
e−ztf (m)(t)dt
)
dz
=:
m−1∑
k=0
I+,k + I+,m
It is an easy exercise to show that the integral of e−rt cos(θ) cos(θ) over θ ∈ (pi/2, pi/2)
can be estimated from above by a constant times ((rt)2 + 1)−1. Therefore by
Ho¨lder’s inequality we get for large |s|
‖I+,m‖ ≤ C|s|m rj+1
∫ ∞
0
∫ pi
2
−pi2
e−rt cos(θ) cos(θ)dθ
∥∥∥f (m)(t)∥∥∥ dt
≤ C|s|m rj+2−1/p
∥∥∥f (m)∥∥∥
Lp
≤ C
∥∥f (m)∥∥
Lp
|s|m M1(|s|+ 1/M1(|s|))
j+2−1/p.
A similar (and easier) estimate is true for the other summands I+,k. This together
with (17) yields the claim. 
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4. Optimality of Theorem 1.1
In this section we show that under the assumptions of Theorem 1.1 and for
p = ∞,m = 1 one can - up to improvement of the constant c1 - not get a faster
decay rate than the one already given by the theorem. To show this we use almost
the same method as in [6]. There the authors showed the optimality in the very
particular case that M(s) = C(1 + sα) and K(s) = C(1 + sβ) for β > α/2 > 0.
Theorem 4.1. Let c1 > 0 and letM,K : R+ → [2,∞) be continuous and increasing
functions satisfying for some increasing function N : R+ → [1,∞)
(i) lims→∞
MK(s)
log(2+s) =∞ and ∃ε > 0, s0 > 0∀s ≥ s0 : K(s) ≥ sε,
(ii) ∃s0 > 0∀s ≥ s0, s′ ≥ 0 :M(s+ s′) ≤ N(s′)M(s).
Then there exists a real number γ ≥ 0, not depending on c1 and a locally integrable
function f : R+ → C with f ′ ∈ L∞(R+) such that
(18)
∣∣∣fˆ(z)∣∣∣ ≤ C
R
M(|ℑz|) 12K(|ℑz|) γc1 for all z ∈ ΩM
and
(19) lim sup
t→∞
M−1K (c1t) |f(t)| ≥ c > 0.
If instead of (ii) we have the stronger assumption that there exists a γ0 ≥ 1 such
that
(ii’) ∀s1 > 0∃s0 > 0∀s ≥ s0, s′ ≤ s1 :M(s+ s′) ≤ γ0M(s)
and if γ > γ0 then it is possible to choose f in such a way that (18) holds for this
choice of γ. If in addition M is unbounded then it is possible to choose f in such
a way that (18) holds for all γ > γ0.
Remark 4.2. Note that condition (i) is only a very mild restriction. In fact, a
typical situation where (i) is violated is that M is a constant and K grows at most
polynomially. But then Theorem 1.1 implies exponential decay for f . This in turn
implies, that the integral which defines fˆ is absolutely convergent in a small strip
to the left of the imaginary axis. In particular fˆ extends analytically to this strip
and is bounded there. So our results are trivially optimal in that case.
Before we prove the Theorem we need a similar lemma as in [6]. Given a
compactly supported measure µ on C\ΩM ∪ C+ we use the following notation for
z ∈ ΩM ∪ C+ and t ≥ 0
Cµ(z) =
∫
1
z − ζ dµ(ζ), Lµ(t) =
∫
etζdµ(ζ), L′µ(t) =
∫
ζetζdµ(ζ).
To simplify the notation we extend M and K symmetrically to the negative real
axis.
Lemma 4.3. Let c1,M and K be as in Theorem 4.1. There exists a δ > 0 and
γ > 0, only depending on M and δ, such that for all ε > 0 and k0 ∈ N0 there exists
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k ∈ Nk0 and a compactly supported Borel measure µ on C\ΩM ∪ C+ such that
|Cµ(z)| ≤ C
R
M
1
2Kγ1[R−2δ,R+2δ](ℑz) + ε,(20)
|L′µ(t)| ≤ C1[ k2δ , 2kδ ](t) + ε,(21)
|Lµ(t)| ≤ C
R
1[ k2δ ,
2k
δ ]
(t) +
ε
max{R,M−1K (c1t)}
,(22) ∣∣∣∣Lµ(kδ )
∣∣∣∣ ≥ cR(23)
holds for all z ∈ ΩM and t ≥ 0. Here R is the largest real number such that
c1k = δMK(R). If instead of (ii) we have the stronger assumption that there exists
a γ0 ≥ 1 such that
(ii’) ∀s1 > 0∃s0 > 0∀s ≥ s0, s′ ≤ s1 :M(s+ s′) ≤ γ0M(s)
and if γ > γ0 then it is possible to choose f in such a way that (20) holds for this
choice of γ. If in addition M is unbounded then it is possible to choose f in such
a way that (20) holds for all γ > γ0.
Remark 4.4. For ℑz = R the inequality (20) holds also in the reverse direction (for
a different value of C). This will be indicated in the proof.
Proof. Let δ > 1/M(0) be a real number to be fixed later. Let k ∈ Nk0 to be fixed
later. Let us define
w = iR− δ, q = e2pii/(k+1), δA = kl(k)
where l : R+ → (0,∞) is a strictly increasing function such that l(t) ≥ β log(e+ t)
for some β ≥ 1 to be fixed later. By δz0 we denote the Dirac-measure at z0 ∈ C.
Let us define
µ =
τ
R
k∑
j=0
qjδw+A−1qj .
The constant τ > 0 will be chosen later. Before we go on we state a simple lemma
which will be frequently applied in the following.
Lemma 4.5. Let n > 0 be a real number. The function s 7→ sne−s has a unique
maximum on R+. Before this maximum the function is strictly increasing and after
that maximum it is strictly decreasing.
One can prove the lemma by simply taking the derivative of the function.
Part 1: Estimation of Lµ. We distinguish the two cases t ≤ A and t > A.
Case 1: t ≤ A. We calculate
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Lµ(t) = τ
R
k∑
j=0
qjet(w+A
−1qj)
=
τ
R
etw
∞∑
m=0
1
m!
(
t
A
)m k∑
j=0
q(m+1)j
=
τ
R
· etw (k + 1)t
k
Akk!
·
∞∑
n=1
k!
(n(k + 1)− 1)!
(
t
A
)(n−1)(k+1)
=:
τ
R
· I · II.
Clearly II is bounded from below by 1 and bounded from above by a constant
which does not depend on k or A. Thus by Stirling’s formula we get
Lµ(t) ≥ c τ
R
√
ke−δt
(
eδt
δAk
)k
.
As a function in t we can maximize the right-hand side by setting δt = k. If we
furthermore define
τ =
1√
k
(δA)k(24)
we see that (23) is proved. Since II is bounded from above we have
Lµ(t) ≤ C τ
R
√
ke−δt
(
eδt
δAk
)k
.(25)
Again we maximize the right-hand side by setting δt = k and plugging in (24).
This leads to
Lµ(t) ≤ C τ
R
√
ke−k
( e
δA
)k
≤ C
R
For t ∈ [k/2δ, 2k/δ] this is already what we want to have in (22).
Case 1.1: δt ≤ k/2. In this case the maximum in (25) with respect to t is
attained for δt = k/2. This yields
|Lµ(t)| ≤ C τ
R
√
ke−
k
2
( e
2δA
)k
=
C
R
(e
4
)k
2 ≤ ε
R
The last inequality holds for sufficiently large k. We proved (22) for δt ≤ k/2.
Case 1.2: 2k ≤ δt ≤ δA. Condition (i) from Theorem 4.1 yields M−1K (c1t) ≤
eδt/α for any α > 0 as long as t is large enough. Thus, if we multiply (25) by
M−1K (c1t) we get
M−1K (c1t) |Lµ(t)| ≤ C
τ
R
√
ke−(1−
1
α )δt
(
eδt
δAk
)k
≤ C
√
k
R
(
2
e1−
2
α
)k
≤ ε
for sufficiently large k. From the first to the second line we used that the maximum
of the right-hand side of the first line is attained at δt = 2k if α ≥ 2. In the last
estimate we used e1−
2
α > 2 which is true if α is large enough. We proved (22) for
2k ≤ δt ≤ δA.
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Case 2: t > A. Then we have
|Lµ(t)| ≤ τ
R
(k + 1)e−(δ−A
−1)t
≤ C
R
√
k(δA)ke−δAe−(δ−A
−1)(t−A)
In the following we assume that δ −A−1 > 0 which is true for large k.
Case 2.1: A < t < 2A. In this case (using again M−1K (c1t) ≤ eδt/α for large t)
we get
M−1K (2c1A) |Lµ(t)| ≤
C
R
√
k
(
kl(k)e−l(k)
)k
e
2kl(k)
α
=
C
R
√
k
(
kl(k)e−(1−
2
α )l(k)
)k
≤ ε
if we choose β > 1 and let α satisfy (1 − 2α )−1 < β and if k is large enough. We
proved (22) for A < t < 2A.
Case 2.2: t ≥ 2A. If we use √k(δA)ke−δA ≤ 1 for large k we can calculate for
an α > 4
M−1K (c1t) |Lµ(t)| ≤
C
R
e−(1−
1
kl(k)
)(δt−δA)e
δt
α
≤ C
R
e(
1
α−
1
4 )δt ≤ ε.
This finishes the proof of (22).
Part 2: Estimation of Cµ. First observe that as long as z is no (k + 1)-th root of
unity we have
k∑
j=0
qj
z − qj =
k + 1
zk+1 − 1 .
Clearly this equation must hold for some k-th order polynomial p if one replace the
term k + 1 on the right-hand side by p(z). Moreover the left-hand side is invariant
under the substitution which replaces z by qz. Thus p(z) = p(qz). But this implies
that p is a constant. By plugging in z = 0 we see that p = k + 1.
The observation yields for z ∈ ΩM
Cµ(z) = τ
R
(k + 1)A
(A(z − w))k+1 − 1 .(26)
Now it is not difficult to prove (20) for |ℑz − R| > 2δ. The latter condition implies
|z − w| > 2δ. Thus, using (26) we get for |ℑz −R| > 2δ and k large:
|Cµ(z)| ≤ C τ
R
kA(2δA)−k−1 ≤ C
√
k
δR
2−k ≤ ε.
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If we don’t have |ℑz −R| > 2δ we can merely estimate |z − w| ≥ δ − 1/M(ℑz).
This yields for z ∈ ΩM with |ℑz −R| > 2δ and for all γ1 > 1
|Cµ(z)| ≤ C τ
R
kA(δA(1 − 1
δM(ℑz) ))
−k−1
≤ C
√
k
δR
eγ1
k
δM(ℑz)
≤ C
√
k
δR
eγ1N(2δ)
k
δM(R)
≤ C
δR
√
MK(R)K(R)
γ1N(2δ)
c1 .
From the first to the second line we use the inequality 1 − x ≥ e−γ1x which is
valid for small x ≥ 0. If M is bounded we choose δ large enough to make use
of this inequality. From the second to the third line we used condition (ii) from
Theorem 4.1. Choosing γ = γ1N(2δ) we get (20). Concerning Remark 4.4 a reverse
inequality for ℑz = R can be proved analogously but in an even simpler way by
using the inequality 1− x ≤ e−x which is valid for all x ≥ 0.
Part 3: Estimation of L′µ. Finally we want to estimate the derivative of Lµ.
Case 1: t ≥ A. In this case we directly get for large k
|L′µ(t)| ≤ τ
R
(k + 1)(R+A−1)e−(δ−A
−1)t
≤ C
√
k
R
(δA)kRe−δA ≤ ε.
Case 2: t < A. Let us first get a different representation of Lµ:
L′µ(t) = τ
R
k∑
j=0
qj(w +A−1qj)e(w+A
−1qj)t
=
τ
R
etw
∞∑
m=0
1
m!
(
t
A
)m k∑
j=0
(wq(m+1)j +A−1q(m+2)j)
=
w
R
τetw
(k + 1)tk
Akk!
∞∑
n=1
k!
(n(k + 1)− 1)!
(
t
A
)(n−1)(k+1) [
1 +
n(k + 1)− 1
wt
]
.
Note that if t > t0 > 0 the sum at the end of the calculation is bounded by a
constant which only depends on t0.
|L′µ(t)| ≤ Cτ
√
ke−δt
(
eδt
δAk
)k [
1 +
k
Rt
]
≤ Ce−δt
(
eδt
k
)k [
1 +
k
Rt
]
(27)
Note that (27) as a function in t is increasing for δt < k − 1 and decreasing for
δt > k. Therefore we see that |L′µ(t)| bounded by a constant not depending on t.
This shows (21) for k/2δ ≤ t ≤ 2k/δ.
Case 2.1: δt ≤ k/2. The maximum in (27) is then attained for δt = k/2. This
yields
|L′µ(t)| ≤ Ce− k2
(e
2
)k
≤ C
(e
4
) k
2 ≤ ε
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if k is large enough.
Case 2.2: 2k ≤ δt ≤ A. The maximum in (27) is then attained for δt = 2k. This
yields
|L′µ(t)| ≤ Ce−2k (2e)k ≤ C
(
2
e
) k
2
≤ ε
if k is large enough. This finishes the proof of Lemma 4.3. 
Proof of Theorem 4.1. For an ε0 > 0 to be chosen later we define a sequence (εn)
by εn = 2
−nε0. There exists a δ > 0, an increasing sequence of natural numbers
(kn) and a sequence of measures (µn) according to Lemma 4.3. We may assume
that ([Rn − 2δ, Rn + 2δ]) and ([kn/2δ, 2kn/δ]) are sequences of pairwise disjoint
intervals. Let us define
f(t) =
∞∑
n=1
Lµn(t) for t ≥ 0.
The sum is uniformly convergent because of (22). The function f is therefore
continuous and since the sequence of derivatives converges uniformly (by (21)) we
see that f has a bounded weak derivative given by
f ′(t) =
∞∑
n=1
L′µn(t) for t ≥ 0.
By a similar argument the Laplace transform has the form
fˆ(z) =
∞∑
n=1
Cµn(z) for z ∈ ΩM .
Here the sum converges uniformly on compact subsets of ΩM ∪ C+ (by (20)). We
already know that the derivative of f is bounded. The estimate (18) follows imme-
diately from (20). It remains to prove (19). Let us set tn = kn/δ then we deduce
from (22) and (23) that
|f(tn)| ≥ c
Rn
− ε0
∑
j 6=n
2−j
max{Rj,M−1K (c1tn)}
≥ c
Rn
− ε0
∑
j 6=n
2−j
Rn
≥ c
Rn
=
c
M−1K (c1tn)
.
In the last line we chose ε0 small enough. 
Remark 4.6. By the same technique one can also prove the optimality of Theorem
1.1 for m > 1. To achieve this one just has to define the measure µ in Lemma 4.3
by µ = τR−m
∑k
j=0 q
jδw+A−1qj .
Remark 4.7. With the help of remark 4.4 one easily sees that for ℑz = Rn the
inequality (18) holds also in the reverse direction (for a different constant C).
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4.1. On the optimality of the constant c1 in Theorem 1.1. The literature
seems not to pay much attention to the constant c1 appearing in Theorem 1.1. If
we are interested in polynomial decay the constant does not influence the decay
rate much. However, if for example M−1K (t) = exp(t
α) for some α ∈ (0, 1] we
immediately see that c1 influences the decay rate in a crucial way. The aim of this
subsection is to give a partial answer concerning the question of the optimality of
c1. Under not too restrictive conditions on M and K we show that Theorem 1.1
is valid for any c1 < 1 and false for c1 > 1. Unfortunately we have to exclude the
important special case of exponential decay from our discussion.
Theorem 4.8. Let p = ∞. (a) In addition to the assumptions in Theorem 1.1
assume that K increases faster than any polynomial and assume that K(s) ≥ c(1+
s)−mM(2s)2. Then (2) holds for all c1 < 1. (b) Let M,K satisfy the assumptions
of Theorem 1.1. Assume in addition that for some γ0 ≥ 1
∀s1 > 0∃s0 > 0∀s ≥ s0, s′ ≤ s1 :M(s+ s′) ≤ γ0M(s).(28)
Assume furthermore that K increases faster than any polynomial in sM(s). Let
c1 > γ0. Then there exists a locally integrable function f : R+ → C, satisfying the
assumptions of Theorem 1.1 such that (2) does not hold for this choice of c1.
Remark 4.9. It is not difficult to find functionsM which satisfy (28) for any γ0 > 1.
Take for example M to be a constant, a logarithm or a polynomial. It is also
possible to take M(s) = exp(sα) for α ∈ (0, 1). On the other hand the example
M(s) = exp(s) does not satisfy this condition for any γ > 1.
Remark 4.10. We think that the condition thatK increases faster than a polynomial
in s is natural in both parts of the theorem. On the other hand we don’t know
whether the growth condition on K in terms of M(s) or M(2s) is a necessary
assumption for the conclusion of Theorem 4.8 to hold. Concerning (a) this condition
is only necessary in the proof since we do not know whether Lemma 3.1 is valid for
Cf = 0. Concerning (b) we need it because of the factor M(|ℑz|)1/2 appearing in
(18).
Proof. (a) The claim is proved by having a look into the proof of Theorem 1.1. It is
not difficult to see that in (13) is true for any C2 > 1. To get (14) one has to choose
c1 in such a way that K(R)
1
c1C2
−1 ≥ cRm+1. Since K grows super-polynomially
in s this means c1 < 1/C2. Now observe that in in the final step of the proof in
Section 3, before the proof of Lemma 3.1, one can choose any c < 1. Here we use
that K(s) ≥ c(1 + s)−mM(2s)2. Since C2 can be chosen arbitrary close to 1 the
first assertion is proved.
(b) Let γ0 < γ < c1. First observe that the assumptions of Theorem 4.1 (includ-
ing (ii’)) are satisfied (concerning m > 1 see also Remark 4.6). Thus there exists
a locally integrable function f : R+ → C such that the conclusion of Theorem 4.1
is satisfied. Since K grows faster than any polynomial of M(s) we can withdraw
the factor M(|ℑz|)1/2 from (18) if we replace γ/c1 by 1 in this inequality. Now the
function satisfies the assumptions of Theorem 1.1 but it fails to satisfy (2) for our
choice of c1 by Theorem 4.1. 
5. Application: Local decay rates
Our results can be applied to calculate local decay rates for C0-semigroups. To
fix some of our notation let T = (T (t))t≥0 be a C0-semigroup on a Banach space
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X with generator A : D(A)→ X . We denote
ω0(T ) = inf
{
ω ∈ R; (t 7→ ∥∥e−ωtT (t)∥∥) is bounded on R+} .
In Subsection 5.2 we apply the abstract setting from Subsection 5.1 to local energy
decay for the wave equation in an odd-dimensional exterior domain. In Subsection
5.2 we naturally restrict our considerations to the case p = ∞. A discussion of
Lp-rates for semigroups and an application to the wave equation can be found in
[4, Section 6].
5.1. Local decay of C0-semigroups. The following is an immediate consequence
of our main result Theorem 1.1.
Corollary 5.1 (to Theorem 1.1). Let T be a C0-semigroup on a Banach space
(X, ‖·‖) with generator A and ω0(T ) ≥ 0. Let P1 and P2 be two bounded operators
on X, let x ∈ X and let 1 < p ≤ ∞. Let M,K : R+ → [2,∞) be continuous and
increasing functions satisfying
(i) ∀s > 1 : K(s) ≥ max{s,M(s)},
(ii) ∃ε ∈ (0, 1) : K(s) = O
(
ee
(sM(s))1−ε
)
as s→∞.
Let G(z) = P2(z−A)−1P1x for ℜz > 0. Assume that G extends analytically to the
domain ΩM ∪ C+ and satisfies the estimate
(29) ‖G(z)‖ ≤ K(|ℑz|) for z ∈ ΩM .
Assume furthermore that (t 7→ ‖P2T (t)P1x‖) ∈ Lp(R+). Then for all m ∈ N1 and
ω > ω0(T ) we have
(t 7→ wMK (t)m
∥∥P2T (t)(ω −A)−mP1x∥∥) ∈ Lp(R+)
where MK(s) =M(s) log(K(s)).
Remark 5.2. Observe that the condition (t 7→ ‖P2T (t)P1x‖) ∈ Lp(R+) is trivially
satisfied if T is a bounded C0-semigroup and p = ∞. If in this case we also have
that A is invertible then - as is clear from the proof - one can also take ω = 0. In
in the case P1 = P2 = 1 we note that if p 6=∞ and (t 7→ ‖T (t)x‖) ∈ Lp(R+) is true
for all x ∈ X then by Datko’s theorem (see e.g. [1, Theorem 5.1.2] the semigroup
is automatically exponentially stable.
Remark 5.3. In the particular case P1 = P2 = 1 one typically assumes that the
resolvent extends continuously to the imaginary axis and satisfies an estimate∥∥(is−A)−1∥∥ ≤ M(|s|) for s ∈ R. This then implies that the resolvent extends
analytically to ΩM and it satisfies (29) with K being a multiple of M in a slightly
smaller domain. So in this situation our corollary does not improve known results.
However, our main interest in applying this theorem is to consider the case where
P1 and P2 are not the identity. We think that a typical situation is that M is a
slowly increasing function (possibly constant) and K is a (possibly much) faster
increasing function. That is, we assume that the perturbed resolvent extends to a
relatively large domain to the left of the imaginary axis, but only has to satisfy a
mild growth condition. We illustrate this philosophy in Subsection 5.2.
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Proof. Let us define f(t) = P2T (t)(ω −A)−mP1x. Then we have for t > 0 and for
z ∈ ΩM
f (m)(t) = P2T (t)[ω(ω −A)−1 − 1]mP1x and
fˆ(z) =
m−1∑
j=0
(ω − z)−(j+1)P2(ω −A)−(m−j)P1x+ (ω − z)−mG(z).
The second line immediately implies (1) up to a constant factor. The first line
implies
∥∥f (m)∥∥ ∈ Lp(R+) since∥∥P2T (t)(ω −A)−1P1x∥∥ = ∥∥∥∥
∫ ∞
0
P2e
−ωτT (t+ τ)P1xdτ
∥∥∥∥ ≤ ‖P2T (t)P1x‖ .
Thus the conclusion of the corollary follows from Theorem 1.1. 
5.2. Local energy decay for waves in exterior domains. We want to show
that Corollary 5.1 applies naturally to local energy decay for waves in exterior
domains. It improves known decay rates and even simplifies the proofs.
Let Ω $ Rd be a connected open set with bounded complement and non-empty
C∞-boundary. The dimension d is assumed to be at least 2. We consider the wave
equation on this domain:
(30)


utt(t, x)−∆u(t, x) = 0 (t ∈ (0,∞), x ∈ Ω),
u(t, x) = 0 (t ∈ (0,∞), x ∈ ∂Ω),
u(0, x) = u0(x), ut(0, x) = u1(x) (x ∈ Ω).
Let us fix a radius r > 0 such that the obstacle K = Rd\Ω is included in the open
ball Br of radius r and center 0. We define a state (at time t) of the system by
x(t) := (u, v)(t) := (u(t), ut(t)). We define the local energy of a state by
(31) Eloc(x) =
∫
Ω∩Br
|∇u|2 + |v|2 dx.
Clearly equation (31) is well defined for all u ∈ C∞c (Ω) and v ∈ L2(Ω). Therefore
it is also well defined on the energy space
H = H1D(Ω)× L2(Ω),
where H1D(Ω) is the completion of C
∞
c (Ω) under the norm given by the quadratic
form u 7→ ∫
Ω
|∇u|2.
The wave equation (30) on the energy space H can be reformulated in the lan-
guage of C0-semigroups. Therefore we write x(t) = (u(t), ut(t)) set x0 = (u0, u1)
and write
(32)
{
x˙(t) = Ax(t),
x(0) = x0 ∈ H where A =
(
0 1
∆D 0
)
with D(A) = D(∆D)×H1D(Ω).
The Dirichlet-Laplace operator ∆D has the domain D(∆D) = {u ∈ H1D(Ω);∆u ∈
L2(Ω)}, where ∆ denotes the Laplace operator in the sense of distributions. It can
be proved that the wave operator A is skew-adjoint (see e.g. [19, Theorem V.1.2]).
Therefore the following theorem follows by Stone’s theorem (see e.g. [19, Appendix
1, Theorem 2]).
Theorem 5.4. The wave operator A generates a unitary C0-group on H.
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Let m ∈ N0. We are interested in the uniform decay rate of the local energy
with respect to sufficiently smooth initial data, compactly supported in the ball of
radius r:
(33) pm(t) := sup


(
Eloc(x(t))
‖x0‖2Hm+1×Hm
) 1
2
;x0 ∈ Hm+1comp ×Hmcomp(Ω ∩Br)

 .
Here by Hmcomp(Ω ∩ Br) we denote all square-integrable functions, supported on
Ω∩Br for which all weak derivatives up to order m are square-integrable too. It is
well known that p0 either does not decay to zero, or decays exponentially for d odd
and as t−d for d even. Moreover the decay can be characterized by boundedness
of the local resolvent of A on the imaginary axis. We refer to [25] and references
therein for these facts.
In the following we assume m ∈ N1. Following the philosophy of the present
article we see that we have to investigate the resolvent of A. In the literature
on local energy decay it is common to investigate the outgoing resolvent of the
stationary wave equation. For ℜz > 0 and f ∈ L2(Ω) the outgoing resolvent is
defined as a Laplace transform:
R(z)f =
∫ ∞
0
e−ztu(t)dt
where u is the first component of the solution to (32) for x0 = (0, f). It is not
difficult to show that w = R(z)f then satisfies the stationary wave equation
(34)
{
z2w(x) −∆w(x) = f(x) (x ∈ Ω),
w(x) = 0 (x ∈ ∂Ω).
There is an important relation between this operator and the resolvent of A: For
ℜz > 0 we have
(35) (z −A)−1 =
(
zR(z) R(z)
z2R(z)− 1 zR(z)
)
.
Let us fix a cut-off function χ ∈ C∞c (Rd) with 0 ≤ χ ≤ 1 such that χ = 1 on a
neighbourhood of K. We define the truncated resolvent by Rχ(z) = χR(z)χ where
we consider χ as a multiplication operator on L2(Ω). From the definition we see
that the outgoing truncated resolvent is an analytic function in the interior of C+.
The next proposition illuminates its behaviour on the other half of the complex
plane.
Proposition 5.5. (i)[7, Appendix B] The truncated outgoing resolvent Rχ extends
analytically across iR\{0}. Moreover, for any ε > 0 Rχ : L2(Ω) → L2(Ω) is
bounded in a small neighbourhood of 0 intersected with a sector {z ∈ C\{0}; |arg z − pi| ≥
ε}. (ii)[19, Corollary V.3.3 together with Remark V.4.3] If the dimension d is odd
Rχ extends meromorphically to C.
In the following we want to restrict our considerations to the odd-dimensional
(i.e. d is odd) case only. By Proposition 5.5 together with (35) we immediately
see that (z 7→ χ(z −A)−1χ) for ℜz > 0 extends to a meromorphic function Gχ on
C which has no poles on iR. Here we consider χ as an operator on H acting as
χ(u0, u1) = (χu0, χu1). Since the spectrum of A is the entire imaginary axis the
equality Gχ(z) = χ(z −A)−1χ does not hold for ℜz < 0 in general.
A QUANTIFIED TAUBERIAN THEOREM AND LOCAL DECAY OF C0-SEMIGROUPS 21
The following proposition is well-known in the literature on exterior wave equa-
tions. The proof is not difficult but rather lengthy. Unfortunately we could not
find a proof in the literature but we refer to [8, Section] for a similar statement and
the idea of the proof.
Proposition 5.6. Let δ > 0 and let χ˜ be defined as χ but with χ˜ = 1 on the support
of χ. Let z with −δ < ℜz < 0 be no pole of Rχ, then
‖Gχ(z)‖ ≤ C(1 + |ℑz|) ‖Rχ˜(z)‖L2→L2
holds with a constant C > 0 independent of z. The reverse inequality - with a
different constant and χ˜ replaced by χ - is also true.
It can happen that a whole strip {z ∈ C;−δ < ℜz < 0} is free of poles - see
for instance [16]. In [12] the impact of the presence of such a strip on local energy
decay was studied. There it was shown in a first step that such a strip implies that
the norm of Gχ can be estimated by C exp(C |ℑ(z)|α) on this strip for some α ≥ 1.
Indeed α = d − 1 in this article but it was not shown that this is optimal. In a
second step the authors showed that this implies a bound of the form (1 + |ℑz|)α
on Gχ in a region of the form {z ∈ C;−C(1 + |ℑz|)−α < ℜz < 0}. Finally in a
third step they applied a Tauberain theorem (more precisely [22, Proposition 1.4])
to get a (log(t)/t)1/α decay rate.
However, given a polynomial bound on the resolvent it would be desirable to
have a polynomial decay of the local energy - without the logarithmic loss ! If we
were not in a local situation then the results of [6] would help us to deduce our
desired result without the logarithmic loss. Unfortunately it is not known whether
[6, Theorem 2.4] generalizes to local decay of semigroups on Hilbert spaces. In the
following we show that with the help of Corollary 5.1 we get rid of the logarithmic
loss. It even simplifies the proof in the sense that the second step is not necessary
anymore since our preconditions in Corollary 5.1 are fulfilled by the local resolvent
on the strip.
By the preceding discussion it is reasonable to assume from now on the following
conditions to be satisfied:
(i) There is a δ > 0 such that Rχ has no poles in Sδ = {z ∈ C;−δ < ℜz < 0}.
(ii) There is a continuous and increasing function M˜ : R+ → [2,∞) satisfy-
ing M˜(s) ≥ c log(2 + s) for any s ≥ 0 such that |ℑz| ‖Rχ(z)‖L2→L2 ≤
C exp(CM˜(|ℑz|)) holds for all z ∈ Sδ.
Under these assumptions we can prove:
Theorem 5.7. Let d be odd and let (i) and (ii) above be satisfied. Let m ∈ N1.
Then
pm(t) ≤ C
M˜−1(c1t)m
holds for a sufficiently small constant c1 and a sufficiently large constant C. Here
M˜−1 denotes the right-continuous right-inverse of M˜ .
Proof. For ℜz > 0 let Gχ(z) = χ(z − A)−1χ. Assumptions (i) and (ii) together
with Proposition 5.6 imply that Gχ extends analytically to Sδ ∪ C+ and satisfies
‖Gχ(z)‖ ≤ C exp(CM˜(|ℑz|)) for z ∈ Sδ.
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Thus by Corollary 5.1 (put M = δ and K = C exp ◦(CM˜)) we get (uniformly in
x0 ∈ H)
(36)
∥∥χetA(1−A)−mχx0∥∥ ≤ C
M˜−1r (c1t)m
‖x0‖ .
The uniformity in H follows from the closed graph theorem. For simplicity we
assume m = 1 in the following. The general case can be treated almost the same
way.
Let χ1 ∈ C∞c (Rd) be a function such that 0 ≤ χ1 ≤ 1 and χ1 = 1 on suppχ. Of
course Propositions 5.5 and 5.6 remain valid if one replaces χ by χ1. Note that the
commutator [χ, 1−A] is a bounded operator on H. Let x1 = (1−A)−1x0 ∈ D(A).
Observe∥∥χetAχx1∥∥ ≤ ∥∥χetA(1−A)−1χx0∥∥+ ∥∥χ(χ1etA(1 −A)−1χ1)[χ, (1−A)]x1∥∥
≤ C
M˜−1r (c1t)
(‖x0‖+ ‖x1‖)
≤ C
M˜−1r (c1t)
‖x1‖D(A) .
Without loss of generality we may assume that χ = 1 on Br. Observe that the norm
of elements of D(A), supported in Ω ∩ Br, is equivalent to the norm in the space
H2×H1(Ω). This follows from maximal regularity of the Dirichlet-Laplace operator
on the bounded and smooth domain Ω∩Br. Thus the last inequality (restricted to
those x1 with support in Br) implies the conclusion of the theorem. 
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