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MATRICES, DETERMINANTES Y SISTEMAS DE ECUACIONES
1. Para las matrices C =
 5 7 −2−2 −3 0
3 4 1
 , B = ( 1 2 4
2 −1 −2
)
dadas, calcule el resultado de
I3 − C−1 + 3BtB.
Solución:
Se procede primero a calcular la matriz C−1, para ello:
(C|I3) =
 5 7 −2 1 0 0−2 −3 0 0 1 0
3 4 1 0 0 1
 2F2+F1−→
 1 1 −2 1 2 0−2 −3 0 0 1 0




 1 1 −2 1 2 00 −1 −4 2 5 0
0 1 7 −3 −6 1
 −F2−→
 1 1 −2 1 2 00 1 4 −2 −5 0




 1 0 −6 3 7 00 1 4 −2 −5 0
0 0 3 −1 −1 1
 13F3−→

1 0 −6 3 7 0
0 1 4 −2 −5 0










1 0 0 1 5 2































• I3 − C−1 =



































 3 66 −3
12 −6




 3 + 12 6− 6 12− 126− 6 12 + 3 24 + 6
12− 12 24 + 6 48 + 12
 =








































2. Sean H y G matrices de n × n tal que H es invertible y se cumple que HG = On. Pruebe
entonces que G = On.
Solución:
Hipótesis: HG = On, donde H es una matriz invertible de n× n.
HQM: G = On, donde G es una matriz de n× n.
Partiendo de la hipótesis:







⇒ InG = On
⇒ G = On
Por lo tanto, si H y G son matrices de n × n tal que H es invertible y se cumple que HG = On,
entonces G = On. 
3. Considere las matrices C =
 −1 2 01 −1 2
1 2 −1
, B =
 2 −3 01 0 −1
−2 1 2
. Calcule Bt ·(C + 2I3)−1.
Solución:
Primero se calcula la matriz C + 2I3 para luego calcular su inversa, para ello:
C + 2I3 =
 −1 2 01 −1 2
1 2 −1
+ 2 ·




 −1 2 01 −1 2
1 2 −1
+








(C + 2I3|I3) =
 1 2 0 1 0 01 1 2 0 1 0
1 2 1 0 0 1
 −F1+F2−→
−F1+F3
 1 2 0 1 0 00 −1 2 −1 1 0
0 0 1 −1 0 1

−F2−→
 1 2 0 1 0 00 1 −2 1 −1 0
0 0 1 −1 0 1
 −2F2+F1−→
 1 0 4 −1 2 00 1 −2 1 −1 0





 1 0 0 3 2 −40 1 0 −1 −1 2
0 0 1 −1 0 1

Es decir, (C + 2I3)
−1 =




Bt · (C + 2I3)−1 =
 2 1 −2−3 0 1
0 −1 2
 ·




 6− 1 + 2 4− 1 + 0 −8 + 2− 2−9 + 0− 1 −6 + 0 + 0 12 + 0 + 1
0 + 1− 2 0 + 1 + 0 0− 2 + 2

=




4. Determine el conjunto de solución del sistema:

x+ 3y − 2z = −3
3x+ 5y − 2z − w = −2
x− y + 2z − w = 4
Solución:
Una representación matricial del sistema está dada por:
 1 3 −2 03 5 −2 −1












Resolviendo este sistema de ecuaciones:
 1 3 −2 0 −33 5 −2 −1 −2
1 −1 2 −1 4
 −3F1+F2−→
−F1+F3
 1 3 −2 0 30 −4 4 −1 7






1 3 −2 0 3




0 −4 4 −1 7
 −3F2+F1−→4F2+F3









0 0 0 0 0

De la última matriz escalonada, tenemos que:


















Por lo tanto, el conjunto solución es S =
{(











z, w ∈ R
}
. 
5. Sean A una matriz de tamaño r × p, B matriz de q × r, C matriz de r × q. Pruebe, entrada por
entrada, que (2Bt − C)tA = 2BA− CtA.
Solución:
HQM: (2Bt − C)tA = 2BA− CtA.
Note que las matrices de cada miembro de la igualdad son de tamaño de q× p, es decir, son de igual
tamaño.




= 〈2BA− CtA〉ij ∀i ∈ {1, 2, ..., q}, ∀j ∈ {1, 2, ..., p}.
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〈Ct〉ik〈A〉kj (Multiplic. por un escalar en una matriz)
= 〈2BA〉ij − 〈C
tA〉ij (Multiplic. de matrices)






= 〈2BA− CtA〉ij ∀i ∈ {1, 2, ..., q}, ∀j ∈ {1, 2, ...p}
Por lo tanto, (2Bt − C)tA = 2BA− CtA. 
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6. Se dice que una matriz de n× n es ortogonal si cumple que A−1 = At.
(a) Pruebe que si B y C son ortogonales, entonces BC es ortogonal.
Solución:
Hipótesis:
1. B es ortogonal (B−1 = Bt).
2. C es ortogonal (C−1 = Ct).
HQM: BC es ortogonal, es decir, hay que probar que (BC)−1 = (BC)t.
Usando propiedades de matrices, tenemos que:
(BC)−1 = C−1 ·B−1
= Ct ·Bt (Hipótesis 1 y 2)
= (BC)t
Por lo tanto, si B y C es ortogonal, entonces BC es ortogonal.
(b) Pruebe que si B es ortogonal, entonces det(B) = −1 o det(B) = 1.
Solución:
Hipótesis: B es ortogonal (B−1 = Bt).
HQM: |B| = −1 o |B| = 1. (Recuerde que la notación |B| es igual a det(B))
Partiendo de la hipótesis:
B−1 = Bt ⇒ |B−1| = |Bt|
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⇒ |B|2 = 1
⇒ |B|2 − 1 = 0
⇒ (|B|+ 1) (|B| − 1) = 0
⇒ |B|+ 1 = 0 ∨ |B| − 1 = 0
⇒ |B| = −1 ∨ |B| = 1
Por lo tanto, si B es ortogonal, entonces det(B) = −1 o det(B) = 1. 
7. Demuestre la igualdad
∣∣∣∣∣∣
a+ b a a
a a+ b a
a a a+ b
∣∣∣∣∣∣ = b2(3a+ b).
Solución:
Procedemos a calcular el determinante de la siguiente manera:
∣∣∣∣∣∣
a+ b a a
a a+ b a
a a a+ b
∣∣∣∣∣∣ = (a+ b) ·
∣∣∣∣ a+ b aa a+ b
∣∣∣∣− a · ∣∣∣∣ a aa a+ b


















− a · ab+ a · −ab
= 2a2b+ ab2 + 2ab2 + b3 − a2b− a2b
= ab2 + 2ab2 + b3
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= b2 (3a+ b)

8. Utilizando el método de Gauss-Jordan, resuelva el siguiente sistema de ecuaciones:

−8a+ 3b+ c = −25
5a− 2b = 16
a− c = 1
−5a+ 2b+ c = −16
Solución:
















Resolviendo este sistema de ecuaciones:

−8 3 1 −25
5 −2 0 16
1 0 −1 1
−5 2 1 −16
 F1↔F3−→

1 0 −1 1
5 −2 0 16
−8 3 1 −25






1 0 −1 1
0 −2 5 11
0 3 −7 −17
0 2 −4 −11
 F3+F2−→

1 0 −1 1
0 1 −2 −6
0 3 −7 −17






1 0 −1 1
0 1 −2 −6
0 0 −1 1
0 0 0 1

Dado que en la última matriz escalonada hay una inconsistencia, entonces se detiene el proceso de
reducción matricial.
Aśı, el sistema equivalente es igual a: 
a = c+ 1
b = 2c− 6
c = −1
0 = 1
El sistema de ecuaciones no tiene solución, pues 0 = 1 es falso.
Por lo tanto, el conjunto solución del sistema de ecuaciones es vaćıo, es decir, S = ∅. 
9. Si se sabe que (a, b, c, d) es la solución del sistema:

2x− z = 1
3y − 2w = 0
x− y + w = −2
5y + 4z + w = 0
Utilice la regla de Cramer para encontrar el valor de la constante b.
Solución:
Una representación matricial del sistema está dada por:

2 0 −1 0
0 3 0 −2
1 −1 0 1

















2 0 −1 0
0 3 0 −2
1 −1 0 1
0 5 4 1
 y calcularemos el determinante A.
|A| =
∣∣∣∣∣∣∣∣
2 0 −1 0
0 3 0 −2
1 −1 0 1




2 0 −1 0
0 3 0 −2
1 −1 0 1
0 5 4 1
 − 12F1+F3−→

2 0 −1 0













2 0 −1 0












2 0 −1 0














= 5 (Matriz Triangular Superior)
Ahora se calcula el determinante para la constante b .
Por lo que consideremos B =

2 1 −1 0
0 0 0 −2
1 −2 0 1
0 0 4 1
 y calcularemos el determinante de B.










2 0 −1 0
0 3 0 −2
1 −1 0 1
0 5 4 1
, pues el elemento b se encuentra en la segunda columna del
sistema de ecuaciones.
Ahora, procedemos a calcular su determinante:
|B| =
∣∣∣∣∣∣∣∣
2 1 −1 0
0 0 0 −2
1 −2 0 1
0 0 4 1
∣∣∣∣∣∣∣∣

2 1 −1 0
0 0 0 −2
1 −2 0 1
0 0 4 1
 F2↔F4−→

2 1 −1 0
0 0 4 1
1 −2 0 1






2 1 −1 0
















0 0 4 1






· 4 · −2
)
= 40 (Matriz Triangular Superior)
Observe que el efecto de los dos intercambios de filas aplicados no afecta en el resultado anterior.










10. Si A es una matriz de tamaño n× n y |A| 6= 0, entonces:
(a) Demuestre que |Adj(A)| = |A|n−1.
Solución:




· Adj(A) ⇔ |A−1| =

























⇔ |Adj(A)| = |A|n−1
Por lo tanto, si A es una matriz de tamaño n× n y |A| 6= 0, entonces |Adj(A)| = |A|n−1.
















































∀λ ∈ R. 
11. Si A y B son matrices de 4×4, tales que det(A) = −5 y det(B−1) = 4
3
, calcule det(2B · Adj(At)).
Solución:
Por hipótesis, se tiene que |A| = −5 y |B−1| = 4
3
.
Ahora, sabemos que |B−1| = 1
|B|
⇒ |B| = 1
|B−1|







Tenemos que |Adj(At)| =
∣∣∣(Adj(A))t∣∣∣ = |Adj(A)|. Además |Adj(A)| = |A|n−1 (Ejercicio 10.),
entonces |Adj(At)| = |A|n−1 = (−5)3 = −125.




| = 16 · 3
4
· −125 = −1500.
1Por lo tanto, el valor numérico del det(2B · Adj(At)) = −1500. 
1Se utiliza el siguiente resultado: Si A es una matriz de tamaño n× n entonces Adj (At) = [Adj(A)]t.
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12. Considere el sistema de ecuaciones con variables x, y, donde m, n ∈ R:
{
mx− 3y = 1
2mx+my = n
Determine los valores de m y n para que el sistema:
(a) Tenga solución única.
(b) No tenga solución.
(c) Tenga infinita cantidad de soluciones.
Solución:













Aśı, se tiene que
∣∣∣∣ m −32m m
∣∣∣∣ = m2 + 6m, por lo que:
• Si m2 + 6m 6= 0, es decir m 6= 0 y m 6= −6 entonces el sistema tiene solución única.
• Si m2 + 6m = 0, es decir si m = 0 o m = −6, el sistema es inconsistente o posee infinita cantidad
de soluciones. Procedamos analizando los siguientes casos:
Caso m = 0.




Si n = 0 el sistema posee infinita cantidad de soluciones. Si n 6= 0 el sistema es inconsistente.
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Caso m = −6.
Se sustituye m = −6 en el sistema de ecuaciones:
{
−6x− 3y = 1
−12x− 6y = n
−2F1−→
{
12x+ 6y = −2
−12x− 6y = n
F1+F2−→
{
12x+ 6y = −2
0 = n− 2
Aśı, si n = 2 el sistema posee infinita cantidad de soluciones y si n 6= 2 el sistema es inconsistente.
Por lo tanto, en resumen:
a) Si m 6= 0 y m 6= −6 con n ∈ R entonces el sistema de ecuaciones tiene solución única.
b) Si m = 0 y n 6= 0 o m = −6 y n 6= 2 entonces el sistema de ecuaciones no tiene solución.
c) Si m = 0 y n = 0 o m = −6 y n = 2 entonces el sistema de ecuaciones tiene infinita cantidad
de soluciones. 
13. Si A es una matriz de n× n tal que A3 = On, pruebe que (In − A)−1 = In + A+ A2.
Solución:
Hipótesis: A3 = On.
HQM: (In − A)−1 = In + A+ A2.
Sabemos que al multiplicar la matriz In −A por la matriz (In − A)−1 se obtiene la matriz identidad.
⇔ (In − A)−1 · (In − A) =
(
In + A+ A
2
)
· (In − A)
⇔ In = In2 + A · In + A2 · In − In · A− A2 − A3
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⇔ In = In + A+ A2 − A− A2 − A3
⇔ In = In − A3
⇔ In = In −On (Por hipótesis)
⇔ In = In X
Como se llegó a una igualdad verdadera, entonces (In − A)−1 = In + A+ A2 también es verdadera.
Por lo tanto, si A es una matriz de n × n tal que A3 = On, entonces se cumple que
(In − A)−1 = In + A+ A2. 
14. Considere el sistema de ecuaciones en las variables x, y, donde a, b ∈ R:
{
3ax− 4y = 2b
−x+ 3ay = 3b+ 1
Determine los valores de las constantes a y b para que el sistema:
(a) No tenga solución.
(b) Tenga solución única.
(c) Tenga infinita cantidad de soluciones.
(d) Determine el conjunto solución en el caso de que la solución es única.
Solución:















∣∣∣∣ 3a −4−1 3a
∣∣∣∣ = 9a2 − 4, por lo que:
• Si 9a2 − 4 6= 0, es decir a 6= ±2
3
entonces el sistema tiene solución es única.
• Si 9a2 − 4 = 0, es decir, si a = ±2
3
el sistema es inconsistente o posee infinito número de





Se sustituye a =
2
3
en el sistema de ecuaciones.
{
2x− 4y = 2b
−x+ 2y = 3b+ 1
2F2−→
{
2x− 4y = 2b
−2x+ 4y = 6b+ 2
F1+F2−→
{
2x− 4y = 2b
0 = 8b+ 2
Ahora, el sistema depende la igualdad 0 = 8b+ 2.
Por lo que, si b = −1
4




Caso a = −2
3
.
Se sustituye a = −2
3
en el sistema de ecuaciones.
{
−2x− 4y = 2b
−x− 2y = 3b+ 1
−2F2−→
{
−2x− 4y = 2b
2x+ 4y = −6b− 2
F1+F2−→
{
−2x− 4y = 2b
0 = −4b− 2
Al igual que en el caso anterior, el sistema depende de la igualdad 0 = −4b− 2.
Aśı, si b = −1
2
el sistema posee infinito número de soluciones y si b 6= −1
2
el sistema es inconsistente.
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Por lo tanto, en resumen:
a) Si a =
2
3
y b 6= −1
4
o a = −2
3
y b 6= −1
2
entonces el sistema de ecuaciones no tiene solución.
b) Si a 6= 2
3
y a 6= −2
3
con b ∈ R entonces el sistema de ecuaciones tiene solución única.
c) Si a =
2
3
y b = −1
4
o a = −2
3
y b = −1
2
entonces el sistema de ecuaciones tiene infinita cantidad
de soluciones.
d) Procedamos ahora a calcular el conjunto solución en el caso de que el conjunto solución sea única.












Primero calculamos la matriz A−1, para ello:
(
3a −4 1 0




−1 3a 0 1




1 −3a 0 −1




1 −3a 0 −1





















































































, b ∈ R
}
. 
15. Sean A, B y C matrices de tamaño n× n. Pruebe que:
(a) Si A es involutiva, entonces 1
2
(A+ In) es idempotente.
Solución:
Hipótesis: A es involutiva, es decir, A2 = In.
HQM: 1
2









































Por lo tanto, si A es involutiva, entonces 1
2
(A+ In) es idempotente.
(b) Si B es idempotente, entonces |B| = 1 o |B| = 0.
Solución:
Hipótesis: B es idempotente, es decir, B2 = B.
HQM: |B| = 1 o |B| = 0.
Partiremos de la hipótesis, tenemos que:
B2 = B ⇔
∣∣∣B2∣∣∣ = |B|
⇔ |B| · |B| = |B|
⇔ |B| · |B| − |B| = 0
⇔ |B| (|B| − 1) = 0
⇔ |B| = 0 ∨ |B| = 1
Por lo tanto, si B es idempotente, entonces |B| = 1 o |B| = 0.
(c) Si C es involutiva y 1
2
(C + In) es invertible, entonces
∣∣∣12 (C + In)∣∣∣ = 1.
Solución:
Hipótesis: C es involutiva, es decir, C2 = In. Además
1
2
(C + In) es invertible.
HQM:
∣∣∣12 (C + In)∣∣∣ = 1.
Como C es involutiva entonces se cumple que 1
2




(C + In) es idempotente entonces se cumple que
∣∣∣12 (C + In)∣∣∣ = 1 ∨ ∣∣∣12 (C + In)∣∣∣ = 0
(Por parte (b)). Pero como 1
2
(C + In) es invertible, se descarta que su determinante sea igual a cero.
Por lo que se concluye que el determinante de 1
2
(C + In) es igual 1.
Por lo tanto, si C es involutiva y 1
2
(C + In) es invertible, entonces
∣∣∣12 (C + In)∣∣∣ = 1. 
16. Si A y B son matrices de 4×4, tales que det(A) = −4 y det(B−1) = 5
4
, calcule det(3B ·Adj(2A)).
Solución:
Por hipótesis, tenemos que |A| = −4 y |B−1| = 5
4
.
Sabemos que |B−1| = 1
|B|
⇒ |B| = 1
|B−1|










= (24 · −4)3 = −262144. (Por ejercicio 10.)
Aśı, |3B · Adj(2A)| = 34 · |B| · |Adj(2A)| = 81 · 4
5
· −262144 = −84934656
5
.
Por lo tanto, el valor numérico del det(3B · Adj(2A)) = −84934656
5
. 
17. Sean X ∈Mn×1, B una matriz simétrica de tamaño n× n y considere la matriz
A = B − 2
X tX
XX t
Pruebe, entrada por entrada, que At = A.
Solución:
Hipótesis: B es una matriz simétrica, es decir, Bt = B.





es una constante, pues X t es de tamaño 1× n y X es de tamaño n× 1; por lo tanto
X tX es de tamaño 1× 1. (Considerado como un número en este curso)
Además, las matrices At y A son de igual tamaño n × n, ya que ambas matrices son una resta de
dos matrices de n× n.
Basta demostrar entrada por entrada son iguales, es decir:
〈At〉ij = 〈A〉ij ∀i, j ∈ {1, 2, ..., n}.








































































Aśı, 〈At〉ij = 〈A〉ij ∀i, j ∈ {1, 2, ..., n} .
Por lo tanto, si A = B − 2
X tX
XX t con B una matriz simétrica, entonces At = A. 
18. Calcule el determinante de orden n:
∣∣∣∣∣∣∣∣∣∣∣
1 2 3 · · · n
1 x+ 1 3 · · · n






1 2 3 · · · x+ 1
∣∣∣∣∣∣∣∣∣∣∣
Solución:
Se aplican operaciones elementales buscando transformarlo en una matriz triangular superior para
calcular su determinante; multiplicando los elementos de su diagonal.
∣∣∣∣∣∣∣∣∣∣∣
1 2 3 · · · n
1 x+ 1 3 · · · n










1 2 3 · · · n
0 x− 1 0 · · · 0










1 2 3 · · · n
0 x− 1 0 · · · 0













1 2 3 · · · n
0 x− 1 0 · · · 0










1 2 3 · · · n
0 x− 1 0 · · · 0






0 0 0 · · · x− (n− 1)
∣∣∣∣∣∣∣∣∣∣∣
Por lo tanto, su determinante es igual a (x− 1)(x− 2) · ... · (x− (n− 1)). 
Kendall Rodŕıguez Bustos..................................................................................................................27










Hipótesis: A · Adj(A)
det(A)
= In, donde además se tiene que A es una matriz de n× n.
HQM: (Adj (Bt))
t
= det(B) ·B−1, con B una matriz de n× n.
En esta prueba, partiremos de la conclusión (lo que se quiere probar) y lo trabajaremos hasta llegar














⇔ Adj(B) = det(B) ·B−1








⇔ B · Adj(B) = det(B) · In
⇔ B · Adj(B)
det(B)
= In (Hipótesis)
Como la última igualdad es verdadera entonces (Adj (Bt))
t
= det(B) ·B−1 es verdadera.
2Si A es una matriz de n× n entonces Adj (At) = [Adj(A)]t.
3Si A es una matriz de n× n entonces (At)t = A.
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= det(B) ·B−1. 
20. Suponga que A es una matriz de n × n que satisface la condición A2 = A. Pruebe que que
∀k ∈ N, con k ≥ 1, se cumple que:
(A+ In)






Se demuestra por inducción sobre k.
• Para k = 1⇔ (A+ In)1 = In + (21 − 1)A⇔ A+ In = In + A X.




A es nuestra hipótesis
inductiva (HI).
• Con base en lo anterior hay que probar la validez para k + 1, es decir, hay que probar
(A+ In)






































Hipótesis: A2 = A
)


























Por lo tanto, se cumple que (A+ In)




A, ∀k ∈ N con k ≥ 1. 
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ESTRUCTURAS ALGEBRAICAS Y ESPACIOS VECTORIALES
1. Considere el grupo abeliano (Z8,+).
(a) Determine el elemento neutro, los inversos de cada elemento del grupo, los elementos involutivos
y los elementos idempotentes.
Solución:


































































































































































Por lo tanto, podemos determinar que:
 El elemento neutro es
•
0.









































0 es un elemento idempotente.
(b) Calcule todos los subgrupos de (Z8,+).
Solución:
Por teorema de Lagrange los posibles subgrupos de (Z8,+) son de orden 1,2,4,8.
Por lo tanto, tenemos que:




































2. En R × R∗ se define la operación ⊗ como (a, b) ⊗ (c, d) = (a + c + 2, 3bd). Si se sabe que
(R× R,⊗) es un grupo abeliano:
(a) Determine la fórmula expĺıcita de (a, b)−1.
Solución:
Primero se hallará el elemento neutro, procedamos de la siguiente manera:
Sea (m,n) el neutro de (a, b) con (a, b) ∈ R× R∗ :
(a, b)⊗ (m,n) = (a, b)
⇒ (a+m+ 2, 3bn) = (a, b)
⇒ a+m+ 2 = a ∧ 3bn = b
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⇒ m = −2 ∧ n = 1
3






Ahora, sea (c, d) el elemento inverso de (a, b) con (a, b) ∈ R× R∗ :










⇒ a+ c+ 2 = −2 ∧ 3bd = 1
3
⇒ c = −4− a ∧ d = 1
9b
(note que b 6= 0)


































































































3. Sea (G, ∗) un grupo con elemento neutro e. Demuestre que si x2 = e, ∀x ∈ G, entonces G es
abeliano.
Solución:
Hipótesis: x2 = e⇒ x · x = e⇒ x = x−1.
Como (G, ∗) es grupo, entonces solo hay que probar que ∀a, b ∈ G se cumple que a ∗ b = b ∗ a.
HQM: a ∗ b = b ∗ a (Conmutatividad).
a ∗ b = (a ∗ b)−1 (Hipótesis)
= b−1 ∗ a−1 (Rećıproco de la operación interna
de dos elementos en un grupo)
= b ∗ a (Hipótesis)
Por lo tanto, ∀x ∈ G si x2 = e, entonces G es un grupo abeliano. 
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4. Sea p(x) = x3 + x2 − 5 un vector de P3. Exprese a p(x) como combinación lineal de los vectores
x3 − x2 + 3, 3x3 − 2x2 + 3, −x2 + 1.
Solución:
Sean C1, C2, C3 ∈ R tales que:
C1 (x
3 − x2 + 3) + C2 (3x3 − 2x2 + 3) + C3 (−x2 + 1) = x3 + x2 − 5
⇒ (C1 + 3C3)x3 + (−C1 − 2C2 − C3)x2 + (3C1 + 3C2 + C3) = x3 + x2 − 5
Necesariamente se forma el siguiente sistema de ecuaciones:

C1 + 3C2 = 1
−C1 − 2C2 − C3 = 1
3C1 + 3C2 + C3 = −5





























5. Si se sabe que A = {u, v, w, z} es una base del espacio vectorial V . Determine si el conjunto
B = {v − 3u+ z, 2w − v + z, 2v + u− w, −z − 2v + w} es o no, base de V .
Solución:
Como A es una base de V dichos vectores son 4l.i., es decir:
α1u+ α2v + α3w + α4z = 0⇒ α1 = α2 = α3 = α4 = 0.
Además, como en B hay cuatros vectores, B es una base de V si se cumple que es l.i.
4La abreviación l.i. significa linealmente independiente. En algunos textos es muy común el uso de dicha abrevia-
ción, pero en este material no se abusará de su uso.
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Entonces, sean C1, C2, C3, C4 ∈ R tales que:
C1(v − 3u+ z) + C2(2w − v + z) + C3(2v + u− w) + C4(−z − 2v + w) = 0
(C1 − C2 + 2C3 − 2C4) v + (−3C1 + C3)u+ (C1 + C2 − C4) z + (2C2 − C3 + C4)w = 0
Como u, v, w, z son l.i., entonces se cumple que:

C1 − C2 + 2C3 − 2C4 = 0
−3C1 + C3 = 0
C1 + C2 − C4 = 0
2C2 − C3 + C4 = 0
Despejando en la segunda ecuación C3 = 3C1 y sustituyendo en las otras ecuaciones:

7C1 − C2 − 2C4 = 0
C1 + C2 − C4 = 0
−3C1 + 2C2 + C4 = 0
Donde obtenemos que C1 = 0, C2 = 0, C3 = 0, C4 = 0.
Por lo tanto, B es un conjunto linealmente independiente. Por lo tanto B = {v − 3u+ z, 2w − v +
z, 2v + u− w, −z − 2v + w} es una base de V . 
6. En el grupo abeliano (Z17∗, ·):
(a) Calcule, si es posible, un subgrupo de orden cuatro y otro de orden seis.
Solución:
Por teorema de Lagrange, los posibles subgrupos de (Z17∗, ·) son de orden 1, 2, 4, 8, 16.


































































Observe que no se calcularon los elementos inversos por medio de la tabla de la operación (Z17∗, ·),
pues está claro que no es muy eficiente para la solución de este ejercicio.










y un subgrupo de orden 6, no
es posible.














































































7. Determine si el conjunto {(−1, 2, 1), (1, 0, 2), (3,−4, 0), (2,−2, 1)} genera o no al espacio vectorial
R3.
Solución:
Sean C1, C2, C3, C4 ∈ R y sea (a, b, c) un elemento arbitrario de R3 tales que:
C1 · (−1, 2, 1) + C2 · (1, 0, 2) + C3 · (3,−4, 0) + C4 · (2,−2, 1) = (a, b, c)
⇒ (−C1 + C2 + 3C3 + 2C4) + (2C1 − 4C3 − 2C4) + (C1 + 2C2 + C4) = (a, b, c)
⇒ (−C1 + C2 + 3C3 + 2C4, 2C1 − 4C3 − 2C4, C1 + 2C2 + C4) = (a, b, c)
Aśı, necesariamente se debe cumplir que:

−C1 + C2 + 3C3 + 2C4 = a
2C1 − 4C3 − 2C4 = b
C1 + 2C2 + C4 = c
Resolviendo este sistema de ecuaciones:
 −1 1 3 2 a2 0 −4 −2 b
1 2 0 1 c
 −F1−→
 1 −1 −3 −2 −a2 0 −4 −2 b




 1 −1 −3 −2 −a0 2 2 2 2a+ b
0 3 3 3 a+ c
 12F2−→

1 −1 −3 −2 −a
0 1 1 1
2a+ b
2






1 0 −2 −1 b
2
0 1 1 1
2a+ b
2




El sistema de ecuaciones tiene soluciones si y solo si −2a− 3b
2
+ c = 0.
Por lo tanto, el conjunto {(−1, 2, 1), (1, 0, 2), (3,−4, 0), (2,−2, 1)} no genera al espacio R3, pues
existe una condición para que el sistema de ecuaciones tenga solución infinita y solo genera a los
vectores que la satisfacen, es decir no genera a todos los vectores de R3. 





∈M2×2 (R) : a+ d = 0 ∧ b+ c = 0
}
.
(a) Pruebe que W es subespacio de M2×2 (R).
Solución:





∈M2×2 (R) : a+ d = 0 ∧ b+ c = 0
}
.
HQM: W es subespacio de M2×2 (R) o bien W ≺M2×2 (R).





∈M2×2 (R) /a, b ∈ R
}
.






Luego, con base en lo anterior, para que W sea subespacio de M2×2 (R), debe cumplirse que:
 ∀A,B ∈ W A+B ∈ W .
 ∀α ∈ W αA ∈ W .
Procedemos a probar las dos condiciones dadas:
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a+ e b+ f








Donde a′ = a+ e y b′ = b+ f .





















Donde a′′ = αa y b′′ = αb.
Por lo tanto, como se cumplen con ambas condiciones entonces W ≺M2×2 (R).
























































, note que A,B ∈ W y es claro que todo elemento
de W es combinación lineal de A y B. Aśı, W = Gen{A,B}. 
9. En el conjunto R× R∗ se define la operación ⊗ como:
(a, b)⊗ (c, d) = (a+ c− 1, 2bd)
Si se sabe que (R× R∗) es un grupo abeliano.
(a) Determine la fórmula expĺıcita de (a, b)−1.
Solución:
Primero se hallará el elemento neutro, por lo que:
Sea (m,n) el elemento neutro de (a, b) con (a, b) ∈ R× R∗ :
(a, b)⊗ (m,n) = (a, b)
⇒ (a+m− 1, 2bn) = (a, b)
⇒ a+m− 1 = a ∧ 2bn = b
⇒ m = 1 ∧ n = 1
2







Ahora, sea (c, d) el elemento inverso de (a, b) con (a, b) ∈ R× R∗ :













⇒ a+ c− 1 = 1 ∧ 2bd = 1
2
⇒ c = 2− a ∧ d = 1
4b
(note que b 6= 0)











(b) Calcule el valor exacto de (3,−1)−2 ⊗ (1, 2)3.
Solución:






podemos calcular lo solicitado.
(3,−1)−2 ⊗ (1, 2)3 =
[
(3,−1)−1





























(c) Si H = {(1, t) / t ∈ R∗}, pruebe que (H,⊗) es un subgrupo de (R× R∗,⊗).
Solución:
HIpótesis: H = {(1, t) / t ∈ R∗}.
HQM: (H,⊗) es subgrupo de (R× R∗,⊗), es lo mismo decir (H,⊗) < (R× R∗,⊗).
Es claro que H 6= ∅ y además H ⊆ R× R∗.
Con la base en lo anterior, basta demostrar que ∀(a, b), (c, d) ∈ H se cumple que:
 (a, b)⊗ (c, d) ∈ H.
 (a, b)−1 ∈ H.
Ahora, procedamos a probar ambas condiciones dadas:
1. Sean (a, b), (c, d) ∈ H / a = 1, c = 1 ∧ b 6= 0, d 6= 0:
(a, b)⊗ (c, d) = (1, b)⊗ (1, d)
= (1 + 1− 1, 2bd)
= (1, 2bd) ∈ H, pues 2bd 6= 0
2. Sea (a, b) ∈ H / a = 1 ∧ b 6= 0:












∈ H, pues 1
4b
6= 0
Por lo tanto, se cumple que (H,⊗) < (R× R∗,⊗). 
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10. Sea (G, ∗) un grupo con elemento neutro e, con H y K subgrupos de G. Pruebe que H ∩K es
un subgrupo de G.
Solución:
Hipótesis: G es un grupo con elemento neutro e y además H y K subgrupos de G.
HQM: H ∩K es un subgrupo de G.
Es claro que H ∩K ⊆ G. Además H ∩K 6= ∅, ya que H < G ⇒ e ∈ H y K < G ⇒ e ∈ K. Aśı,
e ∈ H ∩K.
Con base en lo anterior para probar que H ∩K es un subgrupo de G, basta probar que ∀a, b ∈ H ∩K
se debe cumplir que:
 a+ b ∈ H ∩K.
 a−1 ∈ H ∩K.
Probando ambas condiciones dadas, para verficar si H ∩K < G:
1. Como a, b ∈ H ∩K ⇒ a ∈ H ∩K ∧ b ∈ H ∩K
⇒ a ∈ H ∧ a ∈ K ∧ b ∈ H ∧ b ∈ K
⇒ (a ∈ H ∧ b ∈ H) ∧ (a ∈ K ∧ b ∈ K)
⇒ a ∗ b ∈ H ∧ a ∗ b ∈ K, pues H y K son subgrupos.
⇒ a ∗ b ∈ H ∩K
2. Como a ∈ H ∩K ⇒ a ∈ H ∧ a ∈ K
⇒ a−1 ∈ H ∧ a−1 ∈ K, pues H y K son subgrupos.
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⇒ a−1 ∈ H ∩K
Por lo tanto, se puede afirmar que H ∩K es un subgrupo de G. 
11. Sea B una matriz invertible en M3×3 (R). Suponga que {A1, A2, ..., A9} es un conjunto
linealmente independiente en M3×3 (R). Pruebe que {A1B,A2B, ..., A9B} es también un conjunto
linealmente independiente.
Solución:
Hipótesis: El conjunto {A1, A2, ..., A9} es linealmente indepediente y B es una matriz invertible
de M3×3 (R).
HQM: {A1B,A2B, ..., A9B} es un conjunto linealmente independiente.
Sean C1, C2, ..., C9 ∈ R tales que:
C1 · A1B + C2 · A2B + ...+ C9 · A9B = O3
⇒ (C1 · A1B + C2 · A2B + ...+ C9 · A9B) ·B−1 = O3 ·B−1 (Pues B es invertible)













⇒ C1 · A1 · I3 + C2 · A2 · I3 + ...+ C9 · A9 · I3 = O3
⇒ C1 · A9 + C2 · A2 + ...+ C9 · A9 = O3
⇒ C1 = 0, C2 = 0, ..., C9 = 0 (Pues {A1, A2, ..., A9} es li.)
Por lo tanto, el conjunto {A1B,A2B, ..., A9B} es linealmente independiente. 
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12. Considere el subespacio de P4 dado por H = {p(x) ∈ P4 / p′(1) = 0 ∧ p(1) = 0}. Determine
una base de H y calcule su dimensión.
Solución:
Sabemos que p(x) = ax4 + bx3 + cx2 + dx + e ∈ P4 y como p′(x) = 4ax3 + 3bx3 + 2cx + d, entonces
se tiene que p(1) = a+ b+ c+ d+ e = 0 y p′(1) = 4a+ 3b+ 2c+ d = 0.
Luego, se buscan valores reales a, b, c, d, e que cumplan:
{
a+ b+ c+ d+ e = 0
4a+ 3b+ 2c+ d = 0
Resolviendo el sistema de ecuaciones:
(
1 1 1 1 1 0




1 1 1 1 1 0




1 1 1 1 1 0




1 0 −1 −2 −3 0
0 1 2 3 4 0
)
Donde se obtiene que a = c+ 2d+ 3e y b = −2c− 3d− 4e.




c, d, e ∈ R
}
=⇒ c (x4 − 2x3 + x2) + d (2x4 − 3x3 + x) + e (3x4 − 4x3 + 1)
=⇒ Gen
{




Ahora, falta verificar que este conjunto es linealmente independiente:
Sean C1, C2, C3 ∈ R tal que:
C1 (x
4 + 2x3 + x3) + C2 (2x
4 − 3x3 + x) + C (x4 − 4x3 + 1) = 0
⇒ (C1 + 2C2 + C3)x4 + (−2C1 − 3C2 − 4C3)x3 + C1x2 + C2x+ C3 = 0
Note que los polinomios de la igualdad anterior no son de igual grado, el primero de ellos es de
grado 4 y el polinomio nulo es de grado −1. Como dicha igualdad debe cumplirse ∀x ∈ R, entonces
para x = 0 se obtiene que C3 = 0.
Por otra parte, ∀x ∈ R, como (C1 + 2C2 + C3)x4 + (−2C1 − 3C2 − 4C3)x3 +C1x2 +C2x+C3 = 0 es
válido, entonces debe cumplirse la igualdad entre sus respectivas derivadas con respecto a x, es decir:
4 (C1 + 2C2 + C3)x
3 + 3 (−2C1 − 3C2 − 4C3)x2 + 2C1x+ C2 = 0
Evaluando x = 0, se obtiene que C2 = 0.
Análogamente, ∀x ∈ R, como 4 (C1 + 2C2 + C3)x3 + 3 (−2C1 − 3C2 − 4C3)x2 + 2C1x + C2 = 0 es
válido, entonces debe cumplirse la igualdad entre sus respectivas derivadas con respecto a x, es decir:
12 (C1 + 2C2 + C3)x
2 + 6 (−2C1 − 3C2 − 4C3)x+ 2C1 = 0
Evaluando x = 0, se obtiene que C1 = 0.




x4 + 2x3 + x3, 2x4 − 3x3 + x, x4 − 4x3 + 1
}
es una base de H y dim(H) = 3. 
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13. Demuestre que el conjunto de las matrices simétricas es un subespacio de (Mn,+, ·).
Solución:
Hipótesis: El conjunto de las matrices simétricas, es decir, si A es una matriz simétrica se cumple
que A = At.
HQM: El conjunto de las matrices simétricas es un subespacio de (Mn,+, ·).






conjunto. Además se cumple que S ⊆ (Mn,+, ·).
Con la base en lo anterior, basta probar que ∀A,B ∈ S y ∀α ∈ S:
 A+B ∈ S
 αA ∈ S
1. Sean las matrices simétricas A y B ∈ S tal que:
A+B = At +Bt, pues A = At y B = Bt
= (A+B)t ∈ S
2. Sean α ∈ R y A ∈ S tal que:
α · A = α · At, pues A = At
= (α · A)t ∈ S
Por lo tanto, se cumple que el conjunto de las matrices simétricas es un subespacio de (Mn,+, ·). 
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14. Sea W ⊂ R5 el espacio solución del siguiente sistema lineal homogéneo:

2x1 + 2x2 − x3 + x5 = 0
−x1 − x2 + 2x3 − 3x4 + x5 = 0
x1 + x2 − 2x3 − x5 = 0
x3 + x4 + x5 = 0
Encuentre una base para W y verifique que dim(W ) = 2.
Solución:
Para hallar una base para W , primero se resolverá el sistema de ecuaciones, para buscar sus
soluciones.
Representando matricialmente el sistema y resolviendo:

2 2 −1 0 1 0
−1 −1 2 −3 1 0
1 1 −2 0 −1 0
0 0 1 1 1 0
 F1↔F3−→

1 1 −2 0 −1 0
−1 −1 2 −3 1 0
2 2 −1 0 1 0





1 1 −2 0 −1 0
0 0 0 −3 0 0
0 0 3 0 3 0
0 0 1 1 1 0
 13F3−→

1 1 −2 0 −1 0
0 0 0 −3 0 0
0 0 1 0 1 0





1 1 0 0 1 0
0 0 0 −3 0 0
0 0 1 0 1 0
0 0 0 1 0 0
 − 13F2−→

1 1 0 0 1 0
0 0 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 0

Obtenemos que x1 = −x2 − x5, x3 = −x5 y x4 = 0.














































 = W .

















 es una base de W y dim(W ) = 2. 
15. Pruebe que (5Z,+) es un subgrupo de (Z,+).
Solución:
Hipótesis: Tenemos el conjunto (5Z,+).
HQM: (5Z,+) es un subgrupo de (Z,+).
En el conjunto 5Z se definen todos los múltiplos enteros de 5.
Es claro que (5Z,+) ⊆ (Z,+), donde (Z,+) es un grupo. Además 5Z 6= ∅, pues 0 es un múltiplo de 5.
Con base en lo anterior, basta probar que ∀a, b ∈ 5Z:
 a+ b ∈ 5Z
 a−1 ∈ 5Z
Procedamos con la prueba:
1. Como a, b ∈ 5Z ⇒ ∃k, k′ ∈ Z / a = 5k ∧ b = 5k′
a+ b = 5k + 5k′
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= 5 (k + k′)
= 5k′′, con k′′ ∈ Z
=⇒ a+ b ∈ 5Z.
2. Sea a ∈ 5Z ⇒ ∃k ∈ Z a = 5k
a−1 = −5k, pues se debe cumplir que a+ a−1 = 0
= 5 (−k)
= 5k′, con k′ ∈ Z
=⇒ a−1 ∈ 5Z.
Por lo tanto, se tiene que (5Z,+) es un subgrupo (Z,+). 





∈M2 / a2 + b2 ≤ 1, a, b ∈ R
}
. Determine si (D2,+) es o no un grupo.
Solución:














































Por lo tanto, (D2,+) no es grupo. 
17. Sean V algún espacio vectorial y S = {u1, u2, ..., un} un subconjunto de V , tal que S es lineal-
mente independiente. Si x ∈ V , tal que x 6∈ Gen(S), demuestre que el conjunto H = {x, u1, u2, ..., un}
es, también, linealmente independiente.
Solución:
Hipótesis: Tenemos S = {u1, u2, ..., un} ⊆ V , donde S es linealmente independiente. Además se
tiene x ∈ V , tal que x 6∈ Gen(S).
HQM: El conjunto H = {x, u1, u2, ..., un} es linealmente independiente.
Sean C1, C2,..., Cn, Cn+1 ∈ R tales que:
C1u1 + C2u2 + ...+ Cnun + Cn+1x = 0
⇒ Cn+1x = −C1u1 − C2u2 − ...− Cnun
Se analizarán dos posbilidades asociadas al valor de Cn+1.
Caso Cn+1 6= 0.
Como Cn+1x = −C1u1 − C2u2 − ...− Cnun.









⇒ x ∈ Gen{u1, u2, ..., un}
⇒ x ∈ Gen(S) (⇒⇐)
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Por lo que este caso no puede ocurrir.
Caso Cn+1 = 0.
Como Cn+1x = −C1u1 − C2u2 − ...− Cnun.
⇒ −C1u1 − C2u2 − ...− Cnun = 0
⇒ C1u1 + C2u2 + ...+ Cnun = 0
⇒ C1 = 0, C2 = 0, ..., Cn = 0 (Pues {u1, u2, ..., un} es li).
⇒ C1 = 0, C2 = 0, ..., Cn = 0, Cn+1 = 0
⇒ {x, u1, u2, ..., un} es li.
Por lo tanto, el conjunto H = {x, u1, u2, ..., un} es linealmente independiente siempre que x 6∈ Gen(S)
y S sea un conjunto linealmente independiente. 
18. Sea (W,+, ·) un anillo. Pruebe que (−a)b = a(−b) = −(ab) ∀a, b ∈ W .
Solución:
Note que son tres igualdades las que se deben probar:
1. (−a)b = a(−b).
2. (−a)b = −(ab).
3. a(−b) = −(ab).
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Pero probando dos de ellas es suficiente, ya que la tercera se garantizaŕıa por transitividad.
Primero probaremos que (−a)b = −(ab).
a+−a = 0 ⇒ b (a+−a) = b · 0 (Adicción en Igualdad)
⇒ ba+ b(−a) = a · 0 (Distrib. de · con respecto a +)
⇒ ab+ a(−b) = 0 (Absorb. del cero)
⇒ ab+ (−a)b = 0 (Conmutativa)
⇒
(
− (ab) + ab
)
+ (−a)b = −(ab) (Adicción en Igualdad y asociativa)
⇒ 0 + (−a)b = −(ab) (Opuesto aditivo)
⇒ (−a)b = −(ab) (Neutro aditivo) (1)
Ahora se prueba que a(−b) = −(ab), que se demuestra similar al caso anterior.
b+−b = 0 ⇒ a (b+−b) = a · 0 (Adicción en Igualdad)
⇒ ab+ a(−b) = a · 0 (Distrib. de · con respecto a +)
⇒ ab+ a(−b) = 0 (Absorb. del cero)
⇒
(
− (ab) + ab
)
+ a(−b) = −(ab) (Adicción en Igualdad y asociativa)
⇒ 0 + a(−b) = −(ab) (Opuesto aditivo)
⇒ a(−b) = −(ab) (Neutro aditivo) (2)
Por (1) y (2) se cumplen que (−a)b = a(−b) = −(ab) ∀a, b ∈ W . 
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TRANSFORMACIONES LINEALES
1. Considere la función T : P2 → R3 dada por T (ax2 + bx+ c) =
 a+ 3b− ca− 2b+ 3c
2a+ b+ 2c

(a) Pruebe que T es una transformación lineal.
Solución:
Tenemos que T es una transformación lineal si se cumple que:
 ∀x, y ∈ P2 T (x+ y) = T (x) + T (y).
 ∀α ∈ R T (αx) = αT (x).








(a+ e)x2 + (b+ f)x+ c+ g
)
=
 a+ e+ 3(b+ f)− (c+ g)a+ e− 2(b+ f) + 3(c+ g)
2(a+ e) + (b+ f) + 2(c+ g)

=
 a+ 3b− ca− 2b+ 3c
2a+ b+ 2c
+
 e+ 3f − ge− 2f + 3g
2e+ f + 2g

= T (ax2 + bx+ c) + T (ex2 + fx+ g)
2. T
(




(αa)x2 + (αb)x+ αc
)
=
 αa+ 3(αb)− αcαa− 2(αb) + 3(αc)




 a+ 3b− ca− 2b+ 3c
2a+ b+ 2c

= α · T (ax2 + bx+ c)
Por lo tanto, se tiene que T es una transformación lineal.
(b) Calcule el núcleo de T y obtenga una base para esta.
Solución:
Sea ax2 + bx+ c ∈ Nucl(T )⇔ T (ax2 + bx+ c) = 0
⇔








a+ 3b− c = 0
a− 2b+ 3c = 0
2a+ b+ 2c = 0
Resolviendo este sistema de ecuaciones:
 1 3 −1 01 −2 3 0
2 1 2 0
 −F1+F2−→
−2F1+F3
 1 3 −1 00 −5 4 0
























0 0 0 0

Donde obtenemos que a = −7
5
c y b =
4
5
c. Sustituyendo estos valores en el polinomio ax2 + bx+ c.
Kendall Rodŕıguez Bustos..................................................................................................................57
















































. Por lo que Gen(A) = Nucl(T ) y además A es linealmente indepen-
diente.









es una base de Nucl(T ).





 ∈ Im(T )⇔ T (ax2 + bx+ c) =
 ef
g
 para algún ax2 + bx+ c ∈ P2
⇔
 a+ 3b− ca− 2b+ 3c
2a+ b+ 2c





a+ 3b− c = e
a− 2b+ 3c = f
2a+ b+ 2c = g
Resolviendo este sistema de ecuaciones:
 1 3 −1 e1 −2 3 f
2 1 2 g
 −F1+F2−→
−2F1+F3
 1 3 −1 e0 −5 4 −e+ f




 1 3 −1 e0 −5 4 −e+ f
0 0 0 −e− f + g

El sistema tiene soluciones si y solo si −e− f + g = 0⇔ e = −f + g.
Aśı, tenemos que Im(T ) =

 −f + gf
g
 / f, g ∈ R
.
Y como
 −f + gf
g














. Entonces se tiene que Gen(B) = Im(T ) y además B es linealmente
independiente, pues los vectores no son múltiplos.







 es una base de Im(T ). 
2. Sea T ∈ L (R3, P2). Si T
 10
1
 = x + 1, T
 11
0
 = x2 + 1, T
 00
2
 = −2x2 + 2. Calcule el








Buscamos C1, C2, C3 tales que: ab
c



















C1 + C2 = a
C2 = b
C1 + 2C3 = c
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Resolviendo este sistema de ecuaciones:
 1 1 0 a0 1 0 b
1 0 2 c
 −F1+F3−→
 1 1 0 a0 1 0 b




 1 0 0 a− b0 1 0 b
0 0 2 −a+ b+ c
 12F3−→

1 0 0 a− b



























 = (a− b) · T
 10
1
+ b · T
 11
0




























 = (a− c)x2 + (a− b)x+ b+ c
Por lo tanto, el criterio es T
 ab
c
 = (a− c)x2 + (a− b)x+ b+ c. 
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3. Considere la transformación lineal T : P3 → R3 dada por
T (ax3 + bx2 + cx+ d) =
 b− 2d−2b+ c+ d
−b+ c− d

(a) Calcule el núcleo de T , una base del núcleo y su dimensión.
Solución:
Sea ax3 + bx2 + cx+ d ∈ Nucl(T )⇔ T (ax3 + bx2 + cx+ d) = 0
⇔








b− 2d = 0
−2b+ c+ d = 0
−b+ c− d = 0
Resolviendo este sistema de ecuaciones:
 1 0 −2 0−2 1 1 0
−1 1 −1 0
 2F1+F2−→
F1+F3
 1 0 −2 00 1 −3 0
0 1 −3 0

−F2+F3−→
 1 0 −2 00 1 −3 0
0 0 0 0

Donde obtenemos que b = 2d y c = 3d. Sustituyendo los valores en el polinomio ax3 + bx2 + cx+ d.
Tenemos que Nucl(T ) =
{
ax3 + (2d)x2 + (3d)x+ d
/
a, b, d ∈ R
}
.
Y como ax3 + (2d)x2 + (3d)x+ d = ax3 + d (2x2 + 3x+ 1).
Sea A = {x3, 2x2 + 3x + 1}. Entonces se tiene que Gen(A) = Nucl(T ) y además A es linealmente
independiente, pues los vectores no son múltiplos.
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Por lo tanto, A = {x3, 2x2 + 3x+ 1} es una base de Nucl(T ) y 5nul(T ) = 2.





 ∈ Im(T )⇔ T (ax3 + bx2 + cx+ d) =
 ef
g
 para algún ax3 + bx2 + cx+ d ∈ P3
⇔








b− 2d = e
−2b+ c+ d = f
−b+ c− d = g
Resolviendo este sistema de ecuaciones:
 1 0 −2 e−2 1 1 f
−1 1 −1 g
 2F1+F2−→
F1+F3
 1 0 −2 e0 1 −3 2e+ f
0 1 −3 e+ g

−F2+F3−→
 1 0 −2 e0 1 −3 2e+ f
0 0 0 −e− f + g

El sistema tiene soluciones si y solo si −e− f + g = 0⇔ e = −f + g.
Por lo que, Im(T ) =

 −f + gf
g
 / f, g ∈ R
.
Y como
 −f + gf
g
















. Entonces se tiene que Gen(B) = Im(T ) y además B es linealmente
independiente, pues los vectores no son múltiplos.







 es una base de Im(T ) y 6rang(T ) = 2.





Buscamos ax3 + bx2 + cx+ d tal que:
T
(















b− 2d = −4
−2b+ c+ d = 3
−b+ c− d = −1
Resolviendo este sistema de ecuaciones:
 1 0 −2 −4−2 1 1 3
−1 1 −1 −1
 2F1+F2−→
F1+F3
 1 0 −2 −40 1 −3 −5
0 1 −3 −5

−F2+F3−→
 1 0 −2 −40 1 −3 −5
0 0 0 0

6rang(T ) conocida como el rango de T , es la dimensión de la imagen de T
Kendall Rodŕıguez Bustos..................................................................................................................63
Donde obtenemos que b = 2d − 4 y c = 3d − 5 y sustituyendo en ax3 + bx2 + cx + d, tenemos el
polinomio: ax3 + (2d− 4)x2 + (3d− 5)x+ d.
Por lo tanto, las preimágenes de
 −43
−1
 son los polinomios de la forma ax3 + (2d− 4)x2 +
(3d− 5)x+ d, con a, d ∈ R. 
4. Sea T ∈ L(W,H). Pruebe que si dim(W ) < dim(H), entonces T no es sobreyectiva.
Solución:
Hipótesis: Tenemos que T ∈ L(W,H), con dim(W ) < dim(H).
HQM: T no es sobreyectiva.
Supongamos por contradicción que T es sobreyectiva, entonces se cumple que:
Im(T ) = H
=⇒ dim (Im(T )) = dim(H)
Además por hipótesis, se tiene que dim(W ) < dim(H). Pero, como dim(Im(T )) = dim(H) ∧
dim(W ) < dim(H).
=⇒ dim(W ) < dim (Im(T ))
=⇒ dim(W ) < dim(Nucl(T )) + dim(Im(T )), pues dim(Nucl(T )) ≥ 0
Pero esto último es una contradicción, pues se debe cumplir que dim(W ) = dim(Nucl(T )) +
dim(Im(T )).
Por lo tanto, si dim(W ) < dim(H), entonces T no es sobreyectiva. 
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5. Sea T ∈ L (R3, P2). Si T
 ab
c
 = (a+ 2b+ c)x2 + (4a+ b+ 2c)x− a+ b.
(a) Pruebe que T es un isomorfismo.
Solución:
Para probar que T es un isomorfismo, se debe cumplir que T sea inyectiva y sobreyectiva.








⇔ (a+ 2b+ c)x2 + (4a+ b+ 2c)x− a+ b = 0
⇔

a+ 2b+ c = 0
4a+ b+ 2c = 0
−a+ b = 0
Resolviendo este sistema de ecuaciones, se obtiene que a = 0, b = 0 y c = 0.




, es decir T es inyectiva.
Por otro lado se tiene que rang(T ) = 3, pues nul(T ) = 0. (Debe cumplirse que
nul(T ) + rang(T ) = dimP2)
Como dim(Im(T )) = 3 ∧ Im(T ) ≺ P2 =⇒ Im(T ) = P2 =⇒ T es sobreyectiva.
Por lo tanto, T es biyectiva, o mejor dicho, T es un isomorfismo.
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(b) Calcule el criterio de T−1.
Solución:
Se desea encontrar el criterio de T−1, es decir:
T−1
(










⇔ ex2 + fx+ g = (a+ 2b+ c)x2 + (4a+ b+ 2c)x− a+ b
Necesariamente se cumple que:
a+ 2b+ c = e
4a+ b+ 2c = f
−a+ b = g
Resolviendo este sistema de ecuaciones:
 1 2 1 e4 1 2 f
−1 1 0 g
 −4F1+F2−→
F1+F3
 1 2 1 e0 −7 −2 −4e+ f






















































14e− 7f − 21g
7
0 1 0
14e− 7f − 14g
7
0 0 1 −5e+ 3f + 7g

Por lo tanto, el criterio T−1
(




2e− f − 3g
2e− f − 2g
−5e+ 3f + 7g
. 
6. Sea T : P2 → R3 una transformación lineal, tal que T (ax2 + bx+ c) =
 a+ b+ c2a+ b
b− 2c
 y sean










 bases ordenadas de P2 y de R3,
respectivamente. Calcule 7[T ]B2B1 .
Solución:
Calculamos las imágenes de los elementos de B1 y luego las escribimos como combinación lineal de
los elementos de B2.
Tenemos que:
• T (2x2) =
 24
0












−C2 + C3 = 2
C1 + C2 = 4
C1 = 0




7La notación [T ]B2B1 se lee como la matriz representación de T de la base B1 a B2.
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• T (−x+ 1) =
 0−1
−3












−C2 + C3 = 0
C1 + C2 = −1
C1 = −3




• T (3x+ 1) =
 43
1












−C2 + C3 = 4
C1 + C2 = 3
C1 = 1




Por lo tanto, se tiene que [T ]B2B1 =




7. Considere la función T : P2 → R3 tal que T (ax2 + bx+ c) =
 a+ ca+ b− c
−a+ b+ c
.
(a) Pruebe que T es un isomorfismo.
Solución:
Se debe probar que T cumple la inyectividad y sobreyectividad, para que T sea un isormorfismo.
Para ello, empezamos probando la inyectividad.
Primero calculemos el Nucl(T ):
ax2 + bx+ c ∈ Nu(T ) ⇔ T
(












a+ c = 0
a+ b− c = 0
−a+ b+ c = 0
Resolviendo este sistema de ecuaciones, obtenemos que a = 0, b = 0 y c = 0.
Entonces, se tiene que Nu(T ) = {0}, es decir T es inyectiva.
Por otro lado se tiene que rang(T ) = 3, pues nul(T ) = 0. (Recuerde que debe cumplirse que
nul(T ) + rang(T ) = dimP2)
Como dim(Im(T )) = 3 ∧ Im(T ) ≺ P2 ⇒ Im(T ) = P2 ⇒ T es sobreyectiva.
Por lo tanto, concluimos que T es un isomorfismo.
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(b) Calcule el criterio de T−1.
Solución:


















a+ c = e
a+ b− c = f
−a+ b+ c = g
Resolviendo este sistema de ecuaciones:
 1 0 1 e1 1 −1 f
−1 1 1 g
 −F1+F2−→
F1+F3
 1 0 1 e0 1 −2 −e+ f
0 1 2 e+ g

−F2+F3−→
 1 0 1 e0 1 −2 −e+ f
0 0 4 2e− f + g
 14F3−→

1 0 1 e
0 1 −2 −e+ f
0 0 1














2e− g + f
4

Por lo tanto, el criterio T−1
 ef
g









2e− g + f
4
. 
8. Sea T ∈ L(V,W ). Demuestre que Im(T ) ≺ W , es decir, pruebe que Im(T ) es subespacio de W .
Solución:
Hipótesis: Tenemos que T ∈ L(V,W ), donde Im(T ) es la imagen de T .
HQM: Im(T ) es subespacio de W .
Es claro que Im(T ) ⊆ W . Además Im(T ) 6= ∅, pues 0w ∈ Im(T ) ya que T (0v) = 0w.
Luego, Im(T ) es subespacio de W , si se cumple que:
 ∀v, w ∈ Im(T ) v + w ∈ Im(T ).
 ∀α ∈ Im(t) αv ∈ Im(T ).
Procedamos con la prueba:
1. Sean v, w ∈ Im(T ).
∃x, y ∈ V / T (x) = v ∧ T (y) = w
⇒ T (x) + T (y) = v + w
⇒ T (x+ y) = v + w, es decir, x+ y ∈ W es preimagen de v + w.
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⇒ v + w ∈ Im(T )
2. Sea α ∈ R ∧ v ∈ Im(T ).
∃x ∈ V / T (x) = v
⇒ α · T (x) = αv
⇒ T (αv) = αv
⇒ αv ∈ Im(T )
Por lo tanto, se puede afirmar que Im(T ) ≺ W . 
















. Calcule el criterio de T .
Solución:
Buscamos C1, C2 y C3 tales que:




+ C2 · (x+ 1) + C3 · (3x+ 2)
⇔ ax2 + bx+ c = C1x2 + (−C1 + C2 + 3C3)x+ C2 + 2C3
Necesariamente se cumple que:
C1 = a
−C1 + C2 + 3C3 = b
C2 + 2C3 = c
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Resolviendo este sistema de ecuaciones:
 1 0 0 a−1 1 3 b
0 1 2 c
 F1+F2−→
 1 0 0 a0 1 3 a+ b
0 −1 2 c

−F2+F1−→
 1 0 0 a0 1 3 a+ b
0 0 −1 −a− b+ c
 −F3−→
 1 0 0 a0 1 3 a+ b
0 0 1 a+ b− c

−3F3+F2−→
 1 0 0 a0 1 0 −2a− 2b+ 3c
0 0 1 a+ b− c

Donde obtenemos que C1 = a, C2 = −2a− 2b+ 3c y C3 = a+ b− c.
Aśı,




+ (−2a− 2b+ 3c) · (x+ 1) + (a+ b− c) · (3x+ 2)
⇔ T
(
ax2 + bx+ c
)




+ (−2a− 2b+ 3c) · T (x+ 1) + (a+ b− c) · T (3x+ 2)
⇔ T
(























−2a− 2b+ 3c a+ a+ b− c 2a+ 2b− 3c+ 2a+ 2b− 2c








−2a− 2b+ 3c 2a+ b− c 4a+ 4b− 5c
−a− 3b+ 5c 0 2a+ b− c
)
Por lo tanto, el criterio es T (ax2 + bx+ c) =
(
−2a− 2b+ 3c 2a+ b− c 4a+ 4b− 5c




10. Sea T ∈ L(V,W ). Demuestre que si T es inyectiva y {v1, v2, ..., vn} es un conjunto de vectores
linealmente independiente de V , entonces {T (v1), T (v2), ..., T (vn)} es también un conjunto de
vectores linealmente independiente.
Solución:
Hipótesis: Tenemos que T ∈ L(V,W ), donde T es inyectiva. Además {v1, v2, ..., vn} es un conjunto
linealmente independiente de V .
HQM: {T (v1), T (v2), ..., T (vn)} es un conjunto linealmente independiente.
Sean C1, C2, ..., Cn ∈ R tales que:
C1T (v1) + C2T (v2) + ...+ CnT (vn) = 0
⇒ T (C1 · v1) + T (C2 · v2) + ...+ T (Cn · vn) = 0
⇒ T (C1v1 + C2v2 + ...+ Cnvn) = 0
⇒ C1v1 + C2v2 + ...+ Cnvn ∈ Nu(T )
Y como Nu(T ) = {0}, pues T es inyectiva.
⇒ C1v1 + C2v2 + ...+ Cnvn = 0
⇒ C1 = 0, C2 = 0, ..., Cn = 0, pues {v1, v2, ..., vn} es li
Por lo tanto, {T (v1), T (v2), ..., T (vn)} es un conjunto de vectores linealmente independiente. 
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11. Sea T ∈ L (R3,R2), cuyo criterio es T
 ab
c
 = ( a+ b+ c
2a− c
)
. Sean B1 y B2 las bases






















(a) Calcule [T ]B2B1 .
Solución:
Calculamos las imágenes de los elementos de B1 y luego las escribimos como combinación lineal de



















2C1 + C2 = 6
C1 − 2C2 = −1































2C1 + C2 = 1
C1 − 2C2 = 1
































2C1 + C2 = 2
C1 − 2C2 = 2




























(b) Si [w]B1 =
 −13
1
, utilice la matriz de transición de T para calcular T (w).
Solución:
Sabemos por teorema que [T ]B2B1 · [w]B1 = [T (w)]B2.






















 = [T (w)]B2
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12. Considere la matriz
 3 2 42 0 2
4 2 3
.
(a) Calcule el polinomio caracteŕıstico y compruebe que sus valores propios son
−1 y 8.
Solución:
Para hallar el polinomio caracteŕıstico, se debe calcular det(A− λI3), donde A es la matriz dada.
P (λ) =
∣∣∣∣∣∣
 3 2 42 0 2
4 2 3
−





3− λ 2 4
2 −λ 2
4 2 3− λ
∣∣∣∣∣∣
= (3− λ) ·
∣∣∣∣ −λ 22 3− λ
∣∣∣∣− 2 · ∣∣∣∣ 2 24 3− λ




−3λ+ λ2 − 4
)
− 2 (6− 2λ− 8) + 4 (4 + 4λ)
= −9λ+ 3λ2 − 12 + 3λ2 − λ3 + 4λ+ 4λ+ 4 + 16 + 16λ
= −λ3 + 6λ2 + 15λ+ 8
Entonces el polinomio caracteŕıstico es P (λ) = −λ3 + 6λ2 + 15λ+ 8.
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Aśı, los valores propios son:
−λ3 + 6λ2 + 15λ+ 8 = 0
λ = 8 ∧ λ = −1
(b) Calcule una base para el espacio propio asociado a λ = −1.
Solución:
Sustituyendo λ = −1 en
 3− λ 2 42 −λ 2
4 2 3− λ
. Se obtiene que:
 4 2 4 02 1 2 0







2 1 2 0









0 0 0 0
0 0 0 0













































. Entonces, se tiene que Gen(B) = E−1 y además B es un conjunto
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linealmente independiente, pues los vectores no son múltiplos.
Por lo tanto, B es una base de E−1. 
13. Sea T ∈ L (M2×2,R3) y sean B1 y B2 bases ordenadas de M2×2 y R3, respectivamente, dadas











Si [T ]B2B1 =
 3 1 0 −2−1 0 1 4
2 1 −1 3
 y se sabe que v = 2u1 − u3 + 3u2, calcule T (v).
Solución:
Sabemos por teorema que [T ]B2B1 · [v]B1 = [T (v)]B2.







Tenemos, aśı que:  3 1 0 −2−1 0 1 4
2 1 −1 3
 · [v]B1 = [T (v)]B2
⇒
 3 1 0 −2−1 0 1 4











 = [T (v)]B2



















14. Demuestre que λ1, λ2, ..., λn son valores propios de una matriz A de orden n, entonces también
son valores propios de At.
Solución:
Hipótesis: λ1, λ2, ..., λn son valores propios de una matriz A.
HQM: λ1, λ2, ..., λn son valores propios de la matriz A
t.
Tenemos que:
λ1, λ2, ..., λn son valores propios de una matriz A.
⇒ λ1, λ2, ..., λn son las soluciones de la ecuación |A− λIn| = 0
Haciendo uso del resultado de determinantes: Si A es una matriz de n× n entonces |A| = |At|.
Entonces, |A− λIn| =
∣∣∣(A− λIn)t∣∣∣ =⇒ |A− λIn| =∣∣∣At − λInt∣∣∣ =⇒ |A− λIn| =∣∣∣At − λIn∣∣∣.
Como |A− λIn| =
∣∣∣At − λIn∣∣∣, podemos decir que:
λ1, λ2, ..., λn son las soluciones de la ecuación
∣∣∣At − λIn∣∣∣ = 0
⇒ λ1, λ2, ..., λn son valores propios de At.
Por lo tanto, λ1, λ2, ..., λn son valores propios de la matriz A
t. 
Kendall Rodŕıguez Bustos..................................................................................................................80
15. Considere la matriz
 5 −6 −6−1 4 2
3 −6 −4
. Calcule su polinomio caracteŕıstico, sus valores propios
y una base para cada espacio.
Solución:
Para hallar el polinomio caracteŕıstico, se debe calcular det(A− λI3), donde A es la matriz dada.
P (λ) =
∣∣∣∣∣∣
 5 −6 −6−1 4 2
3 −6 −4
−





5− λ −6 −6
−1 4− λ 2
3 −6 −4− λ
∣∣∣∣∣∣
= (5− λ) ·
∣∣∣∣ 4− λ 2−6 −4− λ
∣∣∣∣+ 6 · ∣∣∣∣ −1 23 −4− λ




(4− λ)(−4− λ) + 12
)
+ 6 · (4 + λ− 6)− 6 · (6− 12 + 3λ)
= (5− λ)
(
−16− 4λ+ 4λ+ λ2 + 12
)





− 12 + 6λ+ 36− 18λ
= −20 + 5λ2 + 4λ− λ3 − 12 + 6λ+ 36− 18λ
= −λ3 + 5λ2 − 8λ+ 4
Entonces el polinomio caracteŕıstico es P (λ) = −λ3 + 5λ2 − 8λ+ 4.
Aśı, los valores propios son:
−λ3 + 5λ2 − 8λ+ 4 = 0
λ = 1 ∧ λ = 2
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Ahora calculemos los espacios E1 y E2:
• λ = 1.
Sustituyendo λ = 1 en
 5− λ −6 −6−1 4− λ 2
3 −6 −4− λ
. Se obtiene que:
 4 −6 −6 0−1 3 2 0








−1 3 2 0





















































0 0 0 0








































. Entonces, se tiene que Gen(B) = E−1 y además B es un conjunto
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linealmente independiente.
Por lo tanto, B es una base de E−1.
• λ = 2.
Sustituyendo λ = 2 en
 5− λ −6 −6−1 4− λ 2
3 −6 −4− λ
. Se obtiene que:
 3 −6 −6 0−1 2 2 0
3 −6 −6 0
 13F1−→
 1 −2 −2 0−1 2 2 0




 1 −2 −2 00 0 0 0
0 0 0 0

Donde obtenemos que x = 2y + 2z
Entonces E2 =

 2y + 2zy
z
/y, z ∈ R
. Y como
 2y + 2zy
z














. Entonces, se tiene que Gen(C) = E2 y además C es un conjunto
linealmente independiente, pues los vectores no son múltiplos.
Por lo tanto, C es una base de E2. 
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16. Sea A una matriz invertible de tamaño n y λ un valor propio de A. Demuestre que λ−1 es un
valor propio de A−1.
Solución:
Hipótesis: Tenemos una matriz invertible A, donde λ es un propio de A.
HQM: λ−1 es un valor propio de A−1.
Sea v el vector propio asociado a λ, con v 6= 0, por lo que:
Av = λv (Hipótesis)





v = A−1 · λv
⇒ In · v = A−1 · λv









⇒ λ−1v = A−1v
⇒ λ−1 es un valor propio de A−1.
Por lo tanto, se tiene que λ−1 es un valor propio de A−1. 
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