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Abstract
The bending of elastic strips and rods is a field of research that continues to
offer new possibilities for exploration. This dissertation focuses on two distinct
problems within this context. These are the search for the equilibrium shape
of thin inextensible elastic strips, such as a Mo¨bius strip made out of paper,
and the optimal shape of tapered columns that are stable against buckling. A
theoretical approach based on the principle of virtual work is used to investigate
both problems. This produces novel governing non-linear differential equations
that describe both equilibrium and form.
In order to discover the equilibrium shapes, numerical algorithms are developed
that are based on Dynamic Relaxation. There are two ways in which they are
used, one as an explicit form-finding tool, and the other as a way of solving
differential equations.
Results are provided that extend current theoretical models. The numerical
schemes produce three-dimensional shapes for strips, going beyond the canon-
ical Mo¨bius strip, and solution shapes for tapered columns made from non-linear
elastic materials.
With the aid of analytical and numerical tools, finding the form of the Mo¨bius
strip and the tallest possible column are interesting challenges in the search for
new shapes that are driven by physical and material rules. These have applic-





Firstly, I would like to thank my supervisors for their support and guidance
throughout this project. In particular, I am grateful to Chris Williams for being
a mentor and providing inspiration, for his invaluable knowledge and generosity.
It has really been a pleasure working alongside you over the years. I also thank
Richard Harris for being a very thoughtful and guiding supervisor, always help-
ing me question everything and improve my work. I am also thankful to Paul
Shepherd for his support in the last part of this project. The work I have done
here and the many things I have improved in myself would not have been possible
without them.
During the course of my PhD I have been very lucky to meet a wonderful group
of people. The whole spectrum ranging from legendary practical jokes to insight-
ful and never-ending conversations has made my time in Bath a very complete
and enjoyable experience. A very special thanks to Neal Holcroft, Alistair Brad-
ley, Enrique Soriano and Fionn McGregor and to the supercool housemates and
friends, Manuel Nun˜o, Danie¨l Brandon and Lizette Reitsma. I am also grateful
to Mihail La˘za˘reanu and Emanuel Stanciu, long-time friends and advisers.
Finally, my deepest thank you is reserved for my parents. Your love, sacrifice and
continued support throughout my life is the reason that I am where I am today.
My curiosity and love of learning, my ambition to be good and to do good I owe








1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Dissertation scope and aims . . . . . . . . . . . . . . . . . . . . . 17
1.3 Dissertation structure . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Differential geometry 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Notation and operations . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Space curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Analytic representation . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Curvature and torsion . . . . . . . . . . . . . . . . . . . . 24
2.3.3 Frames on curves . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Analytic representation . . . . . . . . . . . . . . . . . . . . 27
2.4.2 Covariant and contravariant base vectors . . . . . . . . . . 28
2.4.3 First fundamental form . . . . . . . . . . . . . . . . . . . . 31
2.4.4 Second fundamental form . . . . . . . . . . . . . . . . . . 32
2.4.5 Curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.6 Gauss’s Theorema Egregium . . . . . . . . . . . . . . . . . 36
2.4.7 Developable surfaces . . . . . . . . . . . . . . . . . . . . . 39
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3 Mechanics of rods and ribbons 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Calculus of variations . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Variational approach in elasticity . . . . . . . . . . . . . . . . . . 49
5
3.4 Rods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1 Rod kinematics . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.2 Variational treatment of directed rods . . . . . . . . . . . . 54
3.4.3 Elastic stability and buckling . . . . . . . . . . . . . . . . 57
3.5 Ribbons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5.1 Theory of elastic plates . . . . . . . . . . . . . . . . . . . . 66
3.5.2 Variational treatment of elastic plates . . . . . . . . . . . . 70
3.5.3 Large deflection/Inextensional theory . . . . . . . . . . . . 72
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4 Inextensional strips - theoretical development 77
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Review: Straight, constant width strips . . . . . . . . . . . . . . . 79
4.2.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . 79
4.2.2 Mo¨bius, Sadowsky and Wunderlich . . . . . . . . . . . . . 79
4.2.3 Starostin and van der Heijden . . . . . . . . . . . . . . . . 81
4.3 Review: Generalised strips . . . . . . . . . . . . . . . . . . . . . . 83
4.3.1 Dias and Audoly . . . . . . . . . . . . . . . . . . . . . . . 83
4.4 Derivation: Geometry and strain energy . . . . . . . . . . . . . . 83
4.4.1 Special case. Centreline perpendicular to generators, curved,
variable width strips . . . . . . . . . . . . . . . . . . . . . 91
4.4.2 Special case. Circular, constant width strips . . . . . . . . 91
4.4.3 Special case. Straight, constant width strips . . . . . . . . 92
4.5 Derivation: Equilibrium equations . . . . . . . . . . . . . . . . . . 93
4.6 Derivation: Strain energy variation . . . . . . . . . . . . . . . . . 105
4.6.1 Special case. Centreline perpendicular to generators, curved,
variable width strips . . . . . . . . . . . . . . . . . . . . . 114
4.6.2 Special case. Circular, undercurved, variable width strips . 116
4.6.3 Special case. Straight, constant width strips . . . . . . . . 119
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5 Inextensional strips - solution 123
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2 Dynamic relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.3 New developable strip DR model . . . . . . . . . . . . . . . . . . 128
6
5.3.1 Special case. Straight, constant width strips . . . . . . . . 137
5.3.2 Results. Straight, constant width strips . . . . . . . . . . . 149
5.3.3 Special case. Centreline perpendicular to generators, con-
stant width curved strips . . . . . . . . . . . . . . . . . . . 162
5.3.4 Results. Centreline perpendicular to generators, constant
width curved strips . . . . . . . . . . . . . . . . . . . . . . 173
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6 Optimum columns - theoretical development 191
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.2 Review:
Lagrange’s column - The strongest column . . . . . . . . . . . . . 192
6.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6.2.2 Euler and Lagrange . . . . . . . . . . . . . . . . . . . . . . 192
6.2.3 Keller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.2.4 Cox and Overton . . . . . . . . . . . . . . . . . . . . . . . 195
6.3 Review:
Euler’s column - The tallest column . . . . . . . . . . . . . . . . . 197
6.3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . 197
6.3.2 Keller and Niordson . . . . . . . . . . . . . . . . . . . . . 198
6.3.3 Cox and McCarthy . . . . . . . . . . . . . . . . . . . . . . 198
6.4 Non-linear elasticity and optimal columns . . . . . . . . . . . . . 199
6.5 Derivation:
Euler’s column - The tallest column . . . . . . . . . . . . . . . . . 202
6.5.1 Case 1 - The strongest column . . . . . . . . . . . . . . . . 210
6.5.2 Case 2 - The tallest column . . . . . . . . . . . . . . . . . 211
6.5.3 Material behaviour . . . . . . . . . . . . . . . . . . . . . . 212
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
7 Optimum columns - solution 217
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7.2 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
7.3 Behaviour near the bottom . . . . . . . . . . . . . . . . . . . . . . 229
7.3.1 Special case - Linearly elastic material . . . . . . . . . . . 230
7.4 Behaviour near the top . . . . . . . . . . . . . . . . . . . . . . . . 231
7
7.5 Numerical approach . . . . . . . . . . . . . . . . . . . . . . . . . . 233
7.5.1 Trapezium integration rule . . . . . . . . . . . . . . . . . . 233
7.5.2 Finite difference method . . . . . . . . . . . . . . . . . . . 235
7.6 Use of Dynamic Relaxation . . . . . . . . . . . . . . . . . . . . . 237
7.7 Iterative scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
7.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
7.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
8 Conclusions 253
8.1 Research contribution . . . . . . . . . . . . . . . . . . . . . . . . . 254
8.2 Inextensional strips . . . . . . . . . . . . . . . . . . . . . . . . . . 255
8.3 Optimal columns . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
8.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
8
List of Figures
1-1 String Figure by Dame Barbara Hepworth (1956). . . . . . . . . . 16
1-2 Mo¨bius strips paper models. . . . . . . . . . . . . . . . . . . . . . 19
1-3 Tallest column profiles. . . . . . . . . . . . . . . . . . . . . . . . . 20
2-1 Space curve and frame of reference. . . . . . . . . . . . . . . . . . 23
2-2 Moving trihedron and moving planes. . . . . . . . . . . . . . . . . 26
2-3 Covariant and contravariant base vectors on surface. . . . . . . . . 28
2-4 Covariant base vectors and orthonormal frame. . . . . . . . . . . . 31
2-5 Principal curvatures and principal directions. . . . . . . . . . . . . 34
2-6 Mohr’s circle for curvature and twist. . . . . . . . . . . . . . . . . 35
2-7 Surface patch and moving trihedron at point P . . . . . . . . . . . 37
2-8 Normals along a generator on a developable surface. . . . . . . . . 39
2-9 A general ruled surface swept by a generator along a space curve. 40
3-1 Rods with the Frenet-Serret frame (left) and a general frame (right). 54
3-2 General directed rod in natural and deformed configurations. . . . 55
3-3 Large deflection buckling analysis of a fixed-free column. . . . . . 58
3-4 The elastica shapes . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3-5 Linear and non-linear buckling analysis. . . . . . . . . . . . . . . 61
3-6 Equilibrium paths showing different types of critical paths and
imperfection sensitivity. . . . . . . . . . . . . . . . . . . . . . . . 63
3-7 Stress and slenderness ratio . . . . . . . . . . . . . . . . . . . . . 64
3-8 Small element of plate and coordinate system. . . . . . . . . . . . 67
4-1 Mo¨bius strip (rendered image). . . . . . . . . . . . . . . . . . . . 80
4-2 Variable width developable strip. . . . . . . . . . . . . . . . . . . 84
4-3 Strip and edge of regression. . . . . . . . . . . . . . . . . . . . . . 90
9
4-4 Generalised one-dimensional continuous body. . . . . . . . . . . . 94
4-5 Flat edge conditions. . . . . . . . . . . . . . . . . . . . . . . . . . 106
4-6 Circular cone and constant width undercurved annular strip. . . . 116
5-1 Damping methods in Dynamic Relaxation. . . . . . . . . . . . . . 127
5-2 Developable strip DR element. . . . . . . . . . . . . . . . . . . . . 128
5-3 Mo¨bius strip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5-4 Straight finite element. . . . . . . . . . . . . . . . . . . . . . . . . 141
5-5 Equilibrium 3D shape for strip (a) and (b). . . . . . . . . . . . . . 151
5-6 Equilibrium 3D shape for strip (c) and (d). . . . . . . . . . . . . . 152
5-7 Projections and 3D shape of the centreline for strip (a), (b), (c)
and (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5-8 Unrolled shape on the plane for strip (a), (b), (c) and (d). . . . . 154
5-9 Curvature along non-dimensional arclength. . . . . . . . . . . . . 156
5-10 Torsion along non-dimensional arclength. . . . . . . . . . . . . . . 157
5-11 Generator angle tangent along non-dimensional arclength. . . . . 158
5-12 Torsion against curvature of the strip centreline. . . . . . . . . . . 158
5-13 Development of strip (d) with generators and edge of regression . 161
5-14 Curved finite element. . . . . . . . . . . . . . . . . . . . . . . . . 165
5-15 Equilibrium 3D shape for curved strip Type I and II. . . . . . . . 175
5-16 Projections and 3D shape of the centreline for strip Type I and II. 176
5-17 Unrolled shape on the plane for strip Type I and II. . . . . . . . . 177
5-18 κn, κg and ψ along non-dimensional arclength for strip Type I. . . 178
5-19 κn, κg and ψ along non-dimensional arclength for strip Type II. . 179
5-20 Development of strip Type I with generators and edge of regression.180
5-21 Development of strip Type II with generators and edge of regression.181
5-22 Strip Type I - 3D model and physical model. . . . . . . . . . . . . 184
5-23 Strip Type II - 3D model and physical model. . . . . . . . . . . . 185
6-1 The columns of Keller and Tadjbakhsh. . . . . . . . . . . . . . . . 194
6-2 Tangent Modulus and Perry-Robertson approaches. . . . . . . . . 201
6-3 Fixed-free column coordinate system and variables. . . . . . . . . 203
6-4 Deflected shape and geometric approximation. . . . . . . . . . . . 205
6-5 Stress/strain relationship and tangent modulus. . . . . . . . . . . 213
10
7-1 Two options for the boundary condition at the top. . . . . . . . . 232
7-2 Continuous and discretised column. . . . . . . . . . . . . . . . . . 234
7-3 Tallest column profiles. . . . . . . . . . . . . . . . . . . . . . . . . 243
7-4 Cross-sectional area plotted against the non-dimensional height,
measured downwards. . . . . . . . . . . . . . . . . . . . . . . . . . 245
7-5 Axial stress plotted against the non-dimensional height, measured
downwards. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
7-6 Tallest column made from linearly elastic steel. . . . . . . . . . . 247
7-7 Tallest column made from linearly elastic rubber. . . . . . . . . . 247
7-8 Buckling check: linear elastic. . . . . . . . . . . . . . . . . . . . . 249




5.1 Straight, constant width strip dimensions. . . . . . . . . . . . . . 150
5.2 Equivalent strips. . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.3 Curved, constant width strip dimensions. . . . . . . . . . . . . . . 174
7.1 Non-dimensional parameters and stress values. . . . . . . . . . . . 242
7.2 Tallest column dimensions. . . . . . . . . . . . . . . . . . . . . . . 244






The study and generation of form is a perennial part of the work of artists,
architects, engineers and designers in general. The etymology of the word itself
points to a duality, both as a noun, describing a particular shape, and as a verb,
reflecting the process leading to that shape. D’Arcy Thompson (1961, [121]), in
his classic book On Growth and Form, refers to “the waves of the sea, the little
ripples on the shore, the sweeping curve of the sandy bay” as “riddles of form”
that can be solved “by reference to their antecedent phenomena, in the material
system of mechanical forces to which they belong”.
There are many ways to generate form. D’Arcy Thompson, of course, refers
throughout his book, to those in which physical drivers guide the forming process.
In the case of static systems, it is the achievement of equilibrium that defines the
form above all else. Such avenues of searching for shapes are ones that can lead to
efficiency for purpose, since an object in equilibrium is optimised for the current
state it finds itself in. Other avenues are driven by the fact that the question
posed is interesting. What is the shape of the tallest possible column? What
shape does a Mo¨bius strip made out of paper have? They all, however, have
potential to generate beautiful and efficient forms.
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Figure 1-1: String Figure (Curlew), Version II; Brass and string on wooden base.
By Dame Barbara Hepworth (1956, [56], in the Tate Collection).
There is a wide variety of applications where structural forms in equilibrium are
desirable. A significant part of the modern architectural world is driven by the
application of form-finding techniques, parametrisation approaches and optim-
isation routines that aim to create the optimum shape for particular scenarios.
Beginning with the work of Frei Otto [92], a new wave of design investigations
have attempted to find efficiency in form by mimicking and using natural pro-
cesses. This has been further augmented in recent times by technological leaps in
computational capacity that allow designers to tackle and solve more and more
complex problems with better accuracy. The many worlds of bending-active
structures [71], material informed simulation [69], origami applications [95], to-
pology optimisation [110] and evolutionary design space interrogation [85] are
all active areas of research where appropriate structural forms are the desired
output.
Furthermore, the scales at which this search is occurring range from supertall
buildings [16] all the way down to the micro-scale of molecular and biological
chemistry [21] and modern blends using novel materials and established concepts
16
such as graphene Mo¨bius strips [131] and graphene kirigami [20].
It is often the case that these forms serve a definite purpose, but it is also the
case that forms in equilibrium posses beauty and are seen with an artistic eye, as
in the sculpture String Figure (Curlew), Version II, by modernist artist Barbara
Hepworth (see Figure 1-1 [56]).
Out of the many ways in which form can be found, including fully creative free-
form, or geometrical rule based, the one that lends itself most to a connection
to the material is the one that is based on the emergence of form out natural
physical rules, through the achievement of equilibrium.
Within the context of this search for form and its optimisation for purpose,
this dissertation is a study focusing on two distinct problems that share a very
similar methodology in the way in which they are approached. The purpose is
to find equilibrium shapes of curved strips and tapered rods, both seen as one-
dimensional bodies.
1.2 Dissertation scope and aims
Inextensional strips
The first problem that is proposed is that of finding equilibrium equations and
computing shapes of generalised thin inextensible elastic strips, of which a special
case is the canonical Mo¨bius strip, thus generalising recent work by Starostin
and van der Heijden [112, 113, 114, 115] and by Dias and Audoly [31]. Analyt-
ical expressions are sought for the equilibrium of such bodies, under reasonable
assumptions, by employing the principle of virtual work and concepts from the
differential geometry of surfaces.
The resulting equations are highly non-linear and non-trivial to solve. As a result,
a secondary aim is to define a novel finite element that is used to compute 3D
shapes using Dynamic Relaxation. A desirable feature is that such a generally
applicable model is capable of generating interesting geometry that goes bey-




The second problem that is approached is that of finding the optimal shape of
the tallest possible column that can be constructed without buckling under its own
weight out of a non-linearly elastic material. The aim is to simplify the work
done in the past and extend the classic result of Keller and Niordson [65]. By
using the principle of virtual work, this generalisation is intended to provide a
framework out of which two special cases arise, the case of the strongest column
(loaded at top) and the case of the tallest column (loaded by self-weight).
These optimal designs are governed by both stability and strength criteria, al-
lowing a family of shapes to be described by highly non-linear equilibrium and
minimisation equations. As with the Mo¨bius strip, analytical solutions to these
governing equations are also non-trivial to obtain. Consequently, the secondary
aim is to compute the shape of the tallest column made from both linear and
non-linear elastic materials by using Dynamic Relaxation. A method of solution
is therefore sought that is applicable to finding these optimal shapes, thus proving
the suitability of the numerical scheme employed.
1.3 Dissertation structure
The dissertation consists of three parts with concluding remarks following.
Relevant mathematical and mechanical concepts
Chapter 2 and Chapter 3 provide a review of relevant theoretical background to
the methods employed in this work. The differential geometry of space curves
and surfaces is introduced, with necessary concepts such as Gauss’ Theorema
Egregium and developable surfaces presented in detail. The principles of virtual
work and total potential energy are introduced, with specific application to the
mechanics of rods and ribbons. Particular emphasis is placed on the kinematics
of oriented bodies, small-displacement buckling theory for columns and the inex-
tensional theory of elastic plates. These methods and concepts are employed in
the other chapters.
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Inextensional strips - theoretical development and solution
Chapter 4 and Chapter 5 deal, respectively, with the theory and solution to
the problem of thin inextensible elastic strips. The literature surrounding the
Mo¨bius strip is reviewed in detail, in historical context. This is followed by a
self-contained derivation that produces the equilibrium equations for strips, the
bending strain energy expression and explicit scalar relationships between the
strain energy and internal moments and forces. Special cases are considered,
with reference to previous examples in the literature, confirming the generalised
model derived here.
Furthermore, two special cases are considered for solution: straight, constant
width strips and curved, constant width strips (see Figure 1-2). Specific discrete
finite elements are developed in each case that allow their equilibrium shape to
be form-found. In the case of straight strips, the Mo¨bius, results are directly
compared with the only other results available [115], showing close agreement.
The case of curved strips does not have precedent in the literature.
Figure 1-2: Mo¨bius strips paper models:
the straight strip (left) and two new curved forms (middle and right).
Optimum columns - theoretical development and solution
Chapter 6 and Chapter 7 deal, respectively, with the theory and solution to
the problem of optimal column shapes. The specific literature surrounding the
19
problem of finding the tallest possible column is detailed, following a historical
development. A simplified and extended derivation is then presented that allows
the use of non-linear materials. Optimisation and equilibrium are integrated into
the same process of minimisation, producing two governing equations that ensure
the stability and optimality of the column.
(a) (b) (c) (d)
Figure 1-3: Tallest column profiles:
(a) Linear elastic material
(b),(c),(d) Non-linear elastic material.
In addition, a method of solution is
presented that leads to a simple nu-
merical scheme that allows the shape
of the tallest possible column to be
form-found. Shapes and results for
two cases are presented: columns made
from linearly elastic materials and
non-linearly elastic materials (see Fig-
ure 1-3). The first case is compared
with the results of Cox and McCarthy
[28], showing excellent agreement. The
case of non-linear materials has not
been previously approached in the lit-
erature.
Conclusion
Chapter 8 summarises the theoretical
and numerical work presented in the
previous chapters. The specific ad-
vances made in this work are high-
lighted with respect to both problems
considered. The applicability of the
methods employed is also discussed,
with a brief outline of possible direc-






Differential geometry is the field dedicated to studying curved objects in space.
Examples include space curves and surfaces in three-dimensional Euclidean space
but there are, of course, more complicated objects in higher dimensional spaces
which are outside the scope of this discussion.
This chapter provides a brief treatment of certain mathematical concepts which
will be used later on. In particular, the differential geometry of space curves is
presented in Section 2.3 and is used in Chapters 4 and 6. The differential geometry
of surfaces is outlined in some detail in Section 2.4 and is used in Chapters 4 and
5. What follows is by no means meant to be a comprehensive description, but a
selective presentation of the most important and relevant concepts.
There are numerous books on the subject and various ways in which it is ap-
proached. This chapter follows the elementary Lectures on Classical Differential
Geometry by Struik (1988, [117]) as well as the tensor notation used in Theoretical
Elasticity by Green and Zerna (1968, [53]). Also closely followed is Appendix B
of Shell Structures for Architecture by Adriaenssens et al. (2014, [1]) which is an
excellent summary of differential geometry concepts related to shell structures.
Finally, for a very intuitive approach to geometry, a classical book is Geometry
and the Imagination by Hilbert and Cohn-Vossen (1999, [57]).
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2.2 Notation and operations
The analysis of most mechanical problems requires the use of a coordinate system,
and this choice can be made depending of the type of problem considered. It is,
however, useful to be able to tackle such problems in an invariant form, i.e. using
properties that do not change under a change of coordinate systems. A very
powerful way of doing this is by using curvilinear coordinates and tensors.
Tensors provide ways of expressing relationships between scalars, vectors and
other tensors independent of a particular coordinate system. Quantities such as
force and velocity are vectors, while stress, strain and curvature are tensors. In
particular, a scalar is a tensor of order zero, a vector is a tensor of order one and
a quantity such as curvature is a tensor of order two.
The tensor notation in this dissertation follows that used by Green and Zerna
[53] with the main difference being that this text uses the letter ‘g’ on the surface
while Green and Zerna use ‘a’. Additionally, they [53] use Greek letters for the
indices 1,2 whereas this text uses Latin. Unless specified, the Einstein summation
convention is used throughout which implies summation if an index is repeated



















Ordinary differentiation is represented with a dash, as in x′ = dx/dy. Partial
differentiation is denoted with a comma followed by an index as in x,1 = ∂x/∂θ
1
and x,2 = ∂x/∂θ
2 where x is a two-parameter function x = x (θ1, θ2). Note that
θ1 and θ2 are parameters with superscripts and not θ to the power 1 or θ squared.
Finally, scalar quantities are represented using italics, as in a, while vector quant-




Space curves can be thought of as “paths of a point in motion” [117] and in
particular, motion in a three dimensional space. In this case the point has three
rectangular coordinates (x, y, z) that are expressed as functions of a parameter u
bounded within a closed interval. This dissertation only deals with real curves,
and the parametrisation is always in R. As such, in a Cartesian coordinate system
with the axes OX → OY → OZ in the sense of a right-handed screw,
x = x(u) y = y(u) z = z(u); u1 ≤ u ≤ u2. (2.1)
One can use vectors to uniquely describe the position of a point. Let i, j,k be
unit vectors in the positive directions of the X, Y and Z axes. Then a general
point A, defined by vector r, on a curve C as shown in Figure 2-1 is given as
function of u as










Figure 2-1: Space curve and frame of reference.
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Differentiation with respect to the corresponding parameter, in this case u, of the
real vectors, such as r, and coordinates, such as r, x, y or z, is represented with a
dash. Therefore r′ = dr/du and r′ = dr/du. The arc length of a segment of the









r′ · r′du. (2.3)
Such real curves are invariant under parameter transformations [117]. Let s be













Note that the vector dr/du is not a unit vector, unless u = s(u). The arclength
parametrisation of space curves will be used henceforth.
2.3.2 Curvature and torsion
Let us consider C to be a real differentiable curve parametrised by its arc length,
s, with unit tangent t. Then the curvature vector of the curve is obtained by
differentiating again with respect to s. The result is a vector in the direction of
the unit principal normal, n [117]. The curvature vector is
κ = dt/ds = κn (2.5)
where the scalar proportionality factor κ is called the curvature. Furthermore,
the inverse of the curvature R = 1/κ is called radius of curvature. Note that the
sign of the principal normal is arbitrary, but it is most often taken to coincide
with dt/ds and in that instance κ is positive [117].
Given curve C and its unit tangent and normal vectors, t(s) and n(s) respectively,
one can introduce a third unit vector, perpendicular to the plane defined by the
tangent and normal. This vector is called the unit binormal vector, denoted
b(s), and it is defined in such a way that the sense t → n → b is the same as
OX → OY → OZ [117]. Therefore, the unit binormal
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b = t× n. (2.6)
Note that n and b are not defined when the curvature is zero. In the same way
as the curvature is a measure of the rate of change of the tangent along the curve,
there is a scalar quantity, τ , called the torsion, which is a measure of the rate of
change of the binormal. It is obtained from
db/ds = −τn (2.7)
and it can be either positive or negative [117].
The space curve equations of the form r = r(s) depend on the choice of coordinate
systems. However it is possible to uniquely specify a curve independent of the
coordinate choice by using the natural equations κ = κ(s) and τ = τ(s). Struik
[117] formulates the fundamental theorem for space curves as follows:
“If two single-valued continuous functions κ(s) and τ(s), s > 0, are given, then
there exists one and only one space curve, determined but for its position in
space, for which s is the arc length (measured from an appropriate point on the
curve), κ the curvature, and τ the torsion. The equations κ = κ(s), τ = τ(s) are
the natural or intrinsic equations of the space curve.”
This is important, as will be seen in Chapter 4, in the sense that, given a prob-
lem of mechanical nature which involves finding the solutions for curvature and
torsion, the results obtained uniquely define the desired space curve.
2.3.3 Frames on curves
The three unit vectors introduced above constitute a set of mutually perpendicu-
lar vectors, defined uniquely for all s values along the curve, except where κ = 0.
Together they constitute a frame of reference, sometimes referred to as a moving
trihedron [117]. As a consequence of their definition, they satisfy the following
relationships:
t · t = 1, n · n = 1, b · b = 1












Figure 2-2: Moving trihedron and moving planes.
As the trihedron moves along a space curve (Figure 2-2), its three vectors define
three moving planes which are called:
 the osculating plane, defined by the tangent and principal normal
 the normal plane, defined by the principal normal and the binormal
 the rectifying plane, defined by the binormal and the tangent
The motion of the trihedron along the curve is described by the Frenet-Serret
























Additionally, the rate of rotation of the Frenet frame, or angular velocity, is given
by the Darboux vector, ω(s), which is defined such that
t′ = ω × t
n′ = ω × n
b′ = ω × b
(2.11)
and can be expressed as
ω = τt + κb. (2.12)
There are, of course, other ways in which an orthonormal frame of unit vectors
can be attached to a space curve, such as the Bishop frame [19], or material
frames such as the one defined by Dias and Audoly [32]. They all provide very
powerful ways to understand and analyse space curves as they deform, and are
central to both the geometric theory of space curves and to the mechanics of rods
and ribbons, as shall be seen in Chapters 4 and 6.
2.4 Surfaces
2.4.1 Analytic representation
In a similar manner to the way real curves are defined in a Cartesian coordinate
system, a general point on a surface can also be written in parametric form as
r (u, v) = x (u, v) i + y (u, v) j + z (u, v) k (2.13)
where u and v are the surface coordinates and i, j and k are again unit vectors
in the direction of OX, OY and OZ respectively.
A change of notation is introduced here. The parameters, or surface coordin-
ates, u and v are replaced by θ1 and θ2. Note that this is a notation involving



















When θ1 is kept constant, r specifies a parametric curve on the surface and, by
varying the constant, a family of curves is formed. Similarly, θ2 = constant forms
a second family. These two families cover the surface with a net of parametric
curves, two of which must pass through any point P [117, 1]. This curvilinear net
of coordinates is a very simple and useful way to calculate lengths and directions
on a surface, as well as how these lengths change as a surface is deformed.
2.4.2 Covariant and contravariant base vectors
Figure 2-3 shows a point P on a general surface, a general curve C on the surface
passing through P as well as a number of other vectors which will be discussed in
more detail. Let C itself be parametrised with respect to u such that θ1 = θ1(u)
and θ2 = θ2(u). This means that a variation in u leads to a change in θ1 and θ2

















Figure 2-3: Covariant and contravariant base vectors on surface, with tangent
plane and unit normal at point P (adapted from [1], p. 282).
One can choose any number of base vectors on a coordinate grid but an obvious
choice is the set of two vectors tangent to the parametric curves. They are called
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for i = 1 and i = 2. In general, g1 and g2 are neither unit vectors, nor are they
perpendicular to each other. Note that this is a slight departure from Green and
Zerna [53], since they use a1 and a2 instead g1 and g2. Also, Struik [117] uses xu
and xv.
The plane of the covariant base vectors, g1 and g2, is the tangent plane to the
surface at point P and the unit normal to the surface at P is perpendicular to
this plane [117] and is found from
n =
g1 × g2
|g1 × g2| . (2.16)
Additionally, it is useful to define a second set of base vectors on the surface,
called the contravariant base vectors, g1 and g2, denoted by superscripts and
given by
gi · gj = δij (2.17)
and
gi · n = 0, (2.18)
where the Kroenecker delta, δij, is
δij =
1 if i = j0 if i 6= j . (2.19)
It follows from the definition that g1 and g2 are situated in the plane of g1 and
g2, i.e. the tangent plane, and that g
1 ⊥ g2 while g2 ⊥ g1. This is clearly seen
in Figure 2-3.
The scalar products of the covariant base vectors produce a set of scalar quantities
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known as the covariant components of the metric tensor,
gij = gji = gi · gj, (2.20)
while the contravariant components of the metric tensor are
gij = gji = gi · gj. (2.21)
Furthermore, a change between the covariant and contravariant vectors is done
by using these scalar quantities. Note that we use here the Einstein summation


















Additionally, since the square of the magnitude of the expression g1 × g2 is
(g1 × g2) · (g1 × g2) = (g1 · g1) (g2 · g2)− (g1 · g2)2 = g11g22 − (g12)2
and by introducing the quantity g = g11g22 − (g12)2, the unit normal can be





Finally, by using gijgjk = δ
i




























Figure 2-4: Covariant base vectors and orthonormal frame composed of a, n and
v on the surface at point P (adapted from [1], p. 282).
2.4.3 First fundamental form
Figure 2-4, adapted from [1], shows only the covariant base vectors together with
vectors a, n and v at point P , with a and v yet to be defined. There exists a


























Thus, if one wishes to measure the length PQ = δs, then











or, by using the Einstein summation convention,




This very important result is known as the first fundamental form and the scalar
product coefficients gij = gji are the components of the metric tensor [1], also
known as the coefficients of the first fundamental form.


























A third unit vector, a, defined as a = n × v, together with n and v comprise
a set of three mutually perpendicular unit vectors, or an orthonormal frame, on
the curve, but defined by making use of surface coordinates.
2.4.4 Second fundamental form
The second fundamental form can be obtained by looking again at curve C on
the surface in Figure 2-4 and by considering the curvature vector of C at point





is the curvature vector. This is resolved into a normal component κnormal and a
geodesic component κgeodesic so that κ = κnormal + κgeodesic [117]. The normal
curvature vector is κnormal and it is in the direction of the surface normal at P
so that
κnormal = κnormaln (2.29)
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where the quantity κnormal is called the normal curvature. Struik [117] shows how
this quantity can be found from






where we have introduced the coefficients
bij = bji = n · gi,j = −n,j · gi. (2.31)
The numerator in Equation 2.30 is known as the second fundamental form and
the quantities bij are called the coefficients of the second fundamental form. We
have thus obtained the two quadratic differential forms on which the geometry
of a surface depends [117] and they both appear in the expression for κnormal:
I = δr · δr = gijδθiδθj
II = δr · δn = −bijδθiδθj.
(2.32)
2.4.5 Curvature
The decomposition of the curvature vector κ leads to the normal curvature being
defined in the direction of the surface normal, n, while the geodesic curvature
lies in the local tangent plane to the surface at P . It is worth further studying
the behaviour of the normal curvature, and in particular asking the following
question. Given the normal at point P , which directions on the surface give the
maximum and minimum normal curvature values? These directions are called
the directions of principal curvature and the two extremal normal curvatures,
denoted by κ1 and κ2, corresponding to the aforementioned directions, are called
principal curvatures.
The two values are the roots of a quadratic which is written in determinant form
as ∣∣∣∣∣ (b11 − κg11) (b12 − κg12)(b21 − κg21) (b22 − κg22)




















Figure 2-5: Principal curvatures, κ1 and κ2, and principal directions, v1 and v2.
In addition to the types of curvature discussed so far, there are two particularly
important ones which are useful in analysis and are derived as follows [117]. The










and the Gaussian curvature is




Conversely, the two principal curvatures can be found as
κ1 = H +
√
H2 −K




Having found κ1 and κ2, the normal curvature in any direction at point P can
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be found using Euler’s theorem [117] which states that
κ = κ1 cos
2 α + κ2 sin
2 α (2.38)
where α is the angle between the direction dθ2/dθ1 and the curvature direction
δθ2 = 0. This way of looking at curvature is akin to the way stress is represen-
ted using Mohr’s circle. The normal curvature in all possible directions can be
visualised using a circle diagram such as the one in Figure 2-6 [63]. This is called
Mohr’s circle for curvature and twist and it is useful in calculating the curvature


























(a) Positive Gaussian curvature  (b) Negative Gaussian curvature
(c) Developable surface (d) Minimal surface
Figure 2-6: Surface classification and Mohr’s circle for curvature and twist.
The two measures of curvature introduced in Equations 2.35 and 2.36 are also
useful in categorising surfaces. Minimal surfaces such as those produced by soap
films in equilibrium have H = 0. Dome-like, or synclastic, surfaces have K > 0
whilst saddle-like, or anticlastic, surfaces have K < 0. Finally, when the Gaussian
curvature K = 0 a surface is known as a developable surface. These will be
discussed in more detail in Section 2.4.7.
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2.4.6 Gauss’s Theorema Egregium
One of the most interesting and elegant results in the field of differential geometry
is Gauss’s Theorema Egregium, “a most excellent theorem”, as Gauss himself
wrote [117]. We shall now derive this result, as it is of central importance in the
discussion on developable surfaces and the mechanics of strips, in particular for
Chapter 4.
Let us first introduce the Christoffel symbols of the first and second kind, which
depend only on the coefficients of the first fundamental form and their first de-
rivatives
Γijm = gm · gi,j = 1
2




k · gi,j = −gk,j · gi = gkmΓijm.
(2.39)
We begin by noticing that the coefficients gij depend only on gi and gj while
the coefficients bij also depend on the second derivatives gi,j (see Equation 2.31).
The relationships between gij and bij must therefore be differential [117]. Figure
2-7 shows a surface patch with point P and the two coordinate curves. The three
vectors g1 and g2 together with n constitute a moving trihedron analogous to the
Frenet frame, but in this case they are not mutually perpendicular (except for
particular surfaces), nor are they all unit vectors.
Gauss’s equations provide the expressions for gi,j, the change in the covariant


















Additionally, using the Weingarten equations, n,i, the change in the normal with
respect to the parameters θ1 and θ2, can be found from [53]
n,1 = −b11g1 − b21g2
n,2 = −b12g1 − b22g2 , with bij = gikbjk.
(2.41)










Figure 2-7: Surface patch and moving trihedron at point P.




= Γkijgk + bijn
n,i = −bki gk.
(2.42)
The compatibility conditions that ensure a surface fits together are obtained by




(gnk,ij + gin,kj − gki,nj) gn + Γkingn,j + bki,jn + bkin,j (2.43)
and by setting gk,ij − gk,ji = 0. This gives two expressions in terms of the three
base vectors, g1, g2 and n, which can always be satisfied only if the coefficients
in front of the three base vectors are identically zero ([117, 1]). Mathematically
this is written as















(gim,kj + gkj,mi − gki,mj − gjm,ki) + gnp (ΓkjnΓmip − ΓkinΓmjp) (2.45)
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are the components of the Riemann-Christoffel tensor. The compatibility con-




ki = bkj,i + bipΓ
p
kj, (2.46)
and to Gauss’s Theorem,
Rijkm = bkibjm − bkjbim. (2.47)
Equations 2.46 can be rewritten, using the del operator, ∇, as
∇jbki = ∇ibkj. (2.48)
The Riemann-Christoffel tensor has a number of symmetries which means that,
in two dimensions, every non-zero component of the tensor is equal to R1212 or




(2g12,12 − g11,22 − g22,11) + gnp (Γ12nΓ12p − Γ11nΓ22p) (2.49)
and, upon further manipulation,
R1212 = b11b22 − (b12)2 . (2.50)
Finally, looking at the form of the Gaussian curvature from Equation 2.36,





From Equations 2.48 and 2.50, as well as 2.24, it becomes clear that the Gaussian
curvature, K, only depends on the coefficients of the first fundamental form, gij,
and their derivatives. This implies that the Gaussian curvature of a surface is a
bending invariant [117], which is Gauss’s Theorema Egregium.
In other words, deformation of a surface without tearing, stretching or shrinking
does not change the Gaussian curvature. It follows that such deformations leave
lengths on curves and angles between tangent directions at a point on the surface
unchanged. The Gaussian curvature is an intrinsic property of the surface, as
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any property expressible in terms of bending invariants is called intrinsic.
2.4.7 Developable surfaces
A special family of surfaces consists of ruled surfaces. These are surfaces gener-
ated by the continuous motion of a straight line, called a generator, along a space
curve, called a directrix [117]. Within this set, there exists a family of surfaces,
called developable surfaces, which are defined by the property that they have a
constant tangent plane along a generator. In other words, the surface normals







Figure 2-8: Normals along a generator on a developable surface.
More formally, developable surfaces are defined as “the envelope of a one-parameter
family of planes” and this envelope is ”generated by the characteristic lines of the
planes”. The characteristic lines are “tangent to the locus of the characteristic
points”, which is a curve called the edge of regression [117]. When this edge of
regression reduces to a point, the surface is either a cone or a cylinder, depending
on whether the point is located at a finite or infinite distance.
Another more intuitive way of looking at developable surfaces is through the
prism of Gauss’s Theorem. It follows, from the fact that K is bending invariant,
that any surface whose Gaussian curvature is zero at all points can be constructed
by simply bending a region of a plane [57]. Struik proves that any such surface is
developable, and that K = 0, or b11b22 − (b12)2 = 0, is a necessary and sufficient












Figure 2-9: A general ruled surface swept by a generator along a space curve.














where a = a (θ1) is the equation of an arbitrary curve on the surface and b (θ1)
is the unit vector in the direction of the generator at point P on the curve.
Using the expressions derived thus far for the coefficients of the first and second








where a′ = da/dθ1 and b′ = db/dθ1. Thus, in order for the surface to be
developable,
(a′bb′) = (a′ × b) · b′ = 0 (2.54)
which means that the three vectors, a′, b and b′, must lie in the same plane.
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2.5 Summary
This chapter has provided the necessary relations describing the differential geo-
metry of space curves and surfaces in Euclidean space.
The analytic representation of curves and surfaces using curvilinear coordinates
has been used. Frames on curves have been introduced with on focus on how the
change in a frame can be expressed (Section 2.3.3).
The notions of curvature and torsion have been discussed for space curves, while
different types of curvature measures have been introduced for surfaces. A useful
classification of surfaces based on their curvature has also been provided (Section
2.4.5). Finally, by employing Gauss’s Theorem, developable surfaces have been
defined as those having zero Gaussian curvature and a condition for developability
has been derived.
Some of the more important results, such as Gauss’s Theorem, were derived in
full while others were stated as a matter of fact and their detailed derivation can




Mechanics of rods and ribbons
3.1 Introduction
The mechanical description of rods and ribbons has been an object of study for
a long time now, with varying applications in diverse fields. In order to tackle
such problems we make use of existing complementary areas.
Firstly, we introduce some mathematical details of the calculus of variations
in Section 3.2 and using these we proceed to develop variational principles in
elasticity. Particular importance is given to the principle of virtual work and the
principle of total potential energy for elastic bodies in Section 3.3. Using these
general methods, we discuss the historical evolution and state of the art of the
mechanics of rods and ribbons.
We introduce the oriented body description for rods and discuss how we can
arrive at the equations of equilibrium with the variational treatment given in
some detail (Section 3.4). The nature and stability of equilibrium for columns
is also presented as well as various methods for analysing it (Section 3.4.3). For
ribbons we begin by detailing the elastic theory of plates, again with a focus
on the variational treatment in Section 3.5. Finally, Section 3.5.3 presents the
details of the inextensional theory for plates, with a note on its validity. With all
these techniques at hand, it is possible to proceed to the following chapters and
tackle optimisation problems for thin strips and columns.
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3.2 Calculus of variations
Mechanical and geometric problems are often formulated in a way that requires
finding an extremum of an analytical expression. Typical such problems include
finding the shortest path between two points, the greatest area to be enclosed by
a curve of given length or, in the field of elasticity, extremising the total potential
energy of an elastic body so that the equilibrium of the body is satisfied. These
types of problems lead to the minimisation of a definite integral, and solutions
are given by a branch of mathematics called the calculus of variations.
This treatment of mechanics is of great importance, both currently and historic-
ally, having been developed since the seventeenth century by eminent mathem-
aticians such as Euler, Lagrange, Jacobi and Hamilton. There are many books
which deal with the subject in its various formulations. Gelfand and Fomin’s
Calculus of Variations (1963, [47]) provides a comprehensive introduction into
the calculus of variations. Lanczos details the variational principles of mechanics
“in a humble spirit and is written for humble people” in The Variational Prin-
ciples of Mechanics (1962, [70]). A classical textbook is Courant and Hilbert’s
Methods of Mathematical Physics (1953, [26]). Finally, Dym gives a modern and
self-contained study of variational methods in Solid Mechanics: A Variational
Approach (2013, [36]).
What follows is a brief introduction into the variational approach used in elasti-
city, as it pertains to the problems that will be put forth in Chapters 4 and 6. The
simplest optimisation problem is that of finding the local maximum or minimum
of a function of a single variable, y = f(x). This leads to the requirement that
the function has a stationary value at a certain point. In other words, ”the rate
of change of the function in every possible direction from that point vanishes”
[70]. This is a necessary and sufficient condition.
We can extend this to functionals, which are, simply put, functions of a function.




F (x, y, y′) dx. (3.1)
Here, F is a known function, at least twice differentiable, of the variables x, y
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and y′, and y is a function of x, y = y(x) and y′ = dy/dx. This function is called
a path and it is clear that the value of I between x1 and x2 depends on the choice
of the path y(x). In this case y(x) is the path that extremises I with respect to
all the other neighbouring paths, denoted y˜(x). One can introduce an infinity of
varied paths by defining them as
y˜(x) = y(x) + η(x) (3.2)
where  is small parameter and η(x) is a differentiable function that vanishes at




F (x, y˜, y˜′) dx =
∫ x2
x1
F (x, y + η, y′ + η′) dx. (3.3)




















+ · · · . (3.4)
Thus, using the fact that I˜ = I when  = 0,














+ · · · . (3.5)
Following the same reasoning as for the simple function, for I˜ to be stationary






















F (x, y˜, y˜′)
)
dx.


















and using dy˜/d = η, dy˜′/d = η′ and the fact that y˜ and y˜′ become y and y′










dx = 0. (3.8)





















Upon substitution back into Equation 3.8 and using the fact that η(x) vanishes











ηdx = 0. (3.10)
This must be valid for any arbitrary variation introduced by η(x) between the
endpoints and, as a result of the basic lemma of the calculus of variations [47], the











This is a very important result. It means that if one wishes to extremise a definite
integral of a functional, that functional must satisfy the Euler-Lagrange equation.
For example, a problem defined as a line integral, or a surface integral is thus
transformed into finding the solutions y(x) that satisfy the ordinary differential
Euler-Lagrange equation. The procedure outlined above is sometimes called ap-
plying the first variation of I and the requirement for I to be extremised is that
its first variation is zero, symbolically written as δ(1)I = 0 [36].
As a standard line of reasoning, the same procedure can be applied to more
complicated functionals. The following are general results that are applicable to
the current body of research but that shall not be derived. Derivation details can
be found in [47], [26] and [36].





F (x, y, y′) dx. (3.12)
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Instead of forcing η(x1) = η(x2) = 0, i.e. prescribing y(x1) and y(x2), we only
specify that the limits are between x1 and x2. The requirement for the first
variation to be zero remains valid and leads to



















Thus, in addition to the familiar Euler-Lagrange equation, we also obtain the











Therefore, we can have two kinematic or imposed boundary conditions by pre-
scribing y(x1) and y(x2), or two natural boundary conditions arising from the
variational process itself, or a combination of one kinematic and one natural. It
is often the case that the natural boundary conditions have a physical significance
related to forces and moments at the ends of the considered interval.





F (x, y1, · · · , yn, y′, · · · , y′n) dx. (3.16)
With appropriate boundary conditions, the first variation δ(1)I = 0 leads to the









= 0 for i = 1, · · · , n. (3.17)







x, y, y′, y′′, · · · , y(n)) dx. (3.18)
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F (x, y, y′) dx. (3.20)




G (x, y, y′) dx = C (3.21)
is another functional which gives a constant value. Then if y(x) extremises I but
not J , there must exist a constant λ, called a Lagrange multiplier, such that y(x)
extremises the functional ∫ x2
x1
(F + λG) dx (3.22)




















Similarly to the natural boundary conditions that arise in the variational process,
Lagrange multipliers often also have a physical significance. Using this method
provides ”the forces of reaction which are exerted on account of given kinematical
constraints” [70]. For example, formulating the problem of a hanging chain under
its own weight for a given length of chain in a variational format ultimately
provides not only the shape of the chain but also the tension in the chain as a
Lagrange multiplier.
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3.3 Variational approach in elasticity
Calculus of variations is a very useful tool in mechanics and it is usually associated
with analysis techniques called energy methods or variational approaches. Among
them, one of the most important one is the virtual work method. This was
originally developed for the study of systems of rigid bodies, or particles. In this
incarnation, it states that, given a system of particles, a set of external forces
acting on the particles that a produce a set of virtual displacements, then the
“given mechanical system will be in equilibrium if, and only if, the total virtual
work of all the impressed forces vanishes” [70].
However, it is also possible to extend this principle to deformable bodies by
instead applying a continuous infinitesimal displacement field to the body [36].
The following section follows closely the treatment given by Dym [36] but omits
some of the details as they are not crucial to the discussion in Chapters 4 and
6. It is however essential to provide a brief discussion on the generality of these
methods and their use in elasticity.
Let δui denote an infinitesimal displacement field with reference to a given con-
figuration ui, where the index i denotes the coordinate. On the body in question
there are in general two force distributions. One is the body-force distribution
which acts throughout the body and is denoted by Bi(x, y, z, t) as a function of
position and time. The second one is the surface traction distribution denoted as
Ti(x, y, z, t). These are forces that act on the boundary of the body in question
and are often given as traction vectors by including in the notation the normal
direction, j, of the area element so that T
(j)
i (x, y, z, t).
The virtual work of such a system, often described as external virtual work, would










Such an action on a deformable body would produce a kinematically compatible
strain field change, δεij, and stress field, τij, such that the whole of the body is
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where the right hand side of the equation is often seen as the internal virtual work.
Particularly important is that this condition is both necessary and sufficient for
equilibrium [36]. It is also remarkable that one can proceed in the opposite
manner, and derive the principle of virtual work by starting from the equations
of equilibrium and compatibility[1].
Additionally, the above relationship is valid irrespective of what kind of material
is under consideration. Its validity does not depend on the constitutive law of
the material. However, we shall now only consider elastic mediums, including
non-linearly elastic materials. For such a material, there exists a strain energy
per unit volume function, U0, that links the displacement field with the stress
























where we have used the interchange property of the delta operator and integration
[47]. This equates the internal virtual work of the body with the first variation
of the total strain energy, U , which is the integral of the strain energy density
function U0 over the entire body. Furthermore, let us define the potential energy





















By combining Equations 3.27 and 3.29 and the principle of virtual work stated in
Equation 3.25, we have thus derived the principle of stationary potential energy.
This states that for an elastic body with a total potential energy given as pi =
U + W , “a kinematically admissible displacement field, being related through
some constitutive law to a stress field satisfying equilibrium requirements in a
body acted on by statically compatible external loads, must extremise the total
potential energy with respect to all other kinematically admissible displacement
fields” [36].
As detailed in Section 3.2 of this Chapter, this extremum, i.e. the equations
of equilibrium for the body in question, follow from the variational process by
setting the first variation of the total potential energy to be equal to zero. Math-
ematically, this is written
δ(1)pi = δ(1)(U +W ) = 0 (3.30)
This result is very important in this body of research as both the Principle of
Virtual Work and the Principle of Stationary Potential Energy will be used in
the following chapters. These fundamental energy principles, applied within the
context of elasticity, together with the powerful tools of calculus of variations,
form the framework in which optimisation problems will be discussed.
3.4 Rods
Rods are physical objects that have a cross-section that is “much smaller than
their length” [15] and their behaviour has given rise to a whole body of research.
In particular the mechanics of slender rods has had a long history of development
[72], [34], [5]. Both the buckling of slender columns, as well as the equilibrium of
bent and twisted strips, can be formulated within the framework of rods.
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3.4.1 Rod kinematics
Bodies undergoing deformation are analysed using a combination of equilibrium,
compatibility and material constitutive laws which can come in different formu-
lations. We have already established the relationship between these and energy
principles in Section 3.3. Let us now examine the particulars of rod kinematics.
Following developments made in the seventeenth and eighteenth centuries, a ma-
jor advancement in the study of rods in space came in the form of Kirchhoff’s
kinetic analogue with progress made by Kirchhoff (1859), Clebsch (1862) and
Love (1892) [4]. One of the key features of slender rods is that their behaviour
may allow for large displacements, “yet the strains which occur in any part of the
rod may be small enough to satisfy the mathematical theory” [72]. Dill (1992,
[34]) and Antman (1981, 2005, [4, 5]) give detailed descriptions of this. The main
Kirchhoff-Love assumptions are as follows:
 Cross-sections remain plane, undistorted, and normal to the axis [34].
 The transverse stress is zero [34].
 The bending moments and the twisting moment are proportional to the
components of curvature and twist of the axis [34].
A second major development occurred through the introduction of oriented bod-
ies. This allowed the description of a larger class of deformations of the rod as well
as its cross-section and led to exact descriptions of strain. Particularly significant
is the work of the Cosserat brothers (1907, 1909) [5] and that of Ericksen and
Truesdell (1958, [42]) who have revived and extended Cosserat’s work. They give
a complete and precise description of strain and stress for rods. Timoshenko’s
classical extension [124] for shear deformation in beams, is a constrained version
of the special Cosserat rod theory.
For a detailed presentation of Cosserat theories for rods, shells and three-dimensional
bodies see Rubin (2000,[100]) and Antman (2005, [5]). Modern extensions and
generalisations in the theory of directed rods are featured in Alexander and Ant-
man (1982, [3]), Green & Laws (1966, [50]), Green et al (1974, [51] & [52]), Cohen
(1966, [23]) and Cohen & Wang (1988, [24]). These are not all applicable to the
current body of research.
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Oriented bodies are those which, in addition to a spatial configuration, also fea-
ture a set of vectors associated with each material point. These vectors are called
directors. In the case of one-dimensional continua such as rods and ribbons, the
spatial configuration is given by an arc-length parametrised space curve r(s).
This curve can have a specific relation to the cross-section of the rod, or as we
shall see in Chapter 4, it can itself be treated as an unknown. For example, we
can define the reference curve as
 the centre of a circular cross-section in the case of a slender column,
 the edge of a ribbon, as in Dias & Audoly (2014, [32]),
 the centreline of a ribbon,
 or as an unknown.
In addition to the position vector, r(s), the rod is also specified by a set of
directors, di, where i varies between formulations. Ericksen and Truesdell (1958,
[42]) state the possibility of using n linearly independent directors in a space of n
dimensions, and thus rely on three for descriptions in Euclidean space. Directors
are best seen as vector valued functions of at least one variable, most commonly
the arc-length, i.e. di(s). One of the advantages of using directors, in addition
to providing exact descriptions of strain, is that it offers results in an invariant
form, up to rigid body motions [42].
A typical such set involves two directors, d1(s) and d2(s) in the plane of the
cross-section, not necessarily mutually perpendicular, and a third director, d3(s),
usually chosen to be the tangent to the space curve, t = r′(s) (see Figure 3-1).
The Frenet-Serret frame introduced in Chapter 2 is one such set but it is not
always convenient to use it.
Steigmann & Faulkner (1993, [116]) describe rods using a variational approach
and assign an orthonormal frame of directors to the material points, which is not
always the same as the Frenet-Serret frame. However, in an analogous manner to
the Darboux vector (see Chapter 2, Section 2.3.3), the rate of change of the dir-
ector frame with respect to arc-length is given by a skew-symmetric tensor which
contains information about the curvature and twist. Thus, use of the position
of the natural (stress-free) configuration of the rod, together with its associated
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Figure 3-1: Rods with the Frenet-Serret frame (left) and a general frame (right).
Within the modern general formulation of the theory of rods, any number of par-
ticular constraints can be used, such as the conditions that the rod is unshear-
able and inextensible. Such constraints are used in the optimisation problem for
columns and developable strips. However, shear deformation is something that
could easily be included in the derivation of Chapter 6.
For the sake of illustration we will now present in brief a procedure of analysis for
directed rods, under simplified kinematic and constitutive assumptions, using an
energy approach as described in Section 3.3. This procedure, based on Steigmann
& Faulkner [116], and not exhaustive in the details of its derivation here, forms
the template for what will be used in Chapters 4 and 6.
3.4.2 Variational treatment of directed rods
Let us consider a spatial rod defined as a one-dimensional continuum with a
total arc length L. The natural reference configuration of the rod is given by
the arc length parametrised centreline, R(s), where s is the arc length parameter
and s ∈ [0, L]. Let Di(s) for i = 1, 2, 3 be the fields of directors in the natural
configuration such that Di(s) is right-handed orthonormal and D3(s) = R
′(s).
This means that D1(s) and D2(s) span the normal plane to the curve R(s). The
deformation of the rod maps isometrically to the curve r(s) and the directors
















Figure 3-2: General directed rod in natural configuration (right, with Di(s)
triad) and deformed configuration (left, with di(s) triad).
Since di(s) is orthonormal, there exists a skew-symmetric tensor, Ω, and its
corresponding axial vector, ω, that describe the spatial rate of change of di(s)
such that
d′i(s) = ω(s)× di(s) = Ω · di. (3.31)













where ijk is the permutation symbol for (i, j, k), with ijk = 1 for even permuta-
tions, ijk = −1 for odd permutations and ijk = 0 otherwise. The components
of ω(s) provide a measure of strain in the local basis of directors from
ωi(s) = ω(s) · di(s). (3.33)
Thus, the strains ω1, ω2 and ω3 represent the normal curvature, geodesic curvature
and torsion respectively. This is a classical treatment of rotations for space curves
and can be also followed in [116] or [31]. For a rigorous treatment of the isometric
mapping from R and Di to r and di, including conditions required and rigid body
motion invariance, see [116].
Let us assume that the rod is subject to applied forces per unit length, p, and
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applied moments per unit length, c, as well as end forces, F, and end moments,
M. Within the general framework of virtual work, a virtual motion of the rod is
specified on the centreline by the virtual displacement δr(s) and virtual rotation
δw(s) giving an potential work function, W . This produces a strain field change,
captured by δωi(s). Note that in the language of calculus these are equivalent to
variations. It is also possible to apply a variation on the directors themselves, or
on other quantities involved in the description of the rod, but for simplicity this
is omitted for now.
Let us also assume the existence of an elastic strain energy density function,
U0 = U0(ωi), at least twice differentiable, such that the total elastic strain energy
due to the bending and twisting the rod is U =
∫ L
0
U0ds. The elastic version
of the principle of virtual work, the total potential energy method, is therefore
written as












(p · δr + c · δw) ds+
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without consideration to the constraints that arise in this formulation, including
relationships between δr, δw and δωi. By specifically developing such relation-
ships and following a process of integration by parts we can find the well known
Kirchhoff equilibrium equations for forces and moments for any section cut of the
rod [116],
F′(s) + p(s) = 0,
M′(s) + r′(s)× F(s) + c(s) = 0,
(3.35)
as well as additional required equilibrium equations with respect to other degrees
of freedom [31].
Thus, by constructing a functional from the potential and elastic energies, and by
including any specific constraints required, the Euler-Lagrange equations that en-
sure that functional is minimised are actually the equilibrium equations required.
A variant of this procedure, used in [23], [50], [24], [116] and most recently and
notably with respect to strips in [31], [15] and [112], will be used for the optimisi-
ation problem of inextensional strips and columns.
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3.4.3 Elastic stability and buckling
As we have seen in the preceding sections, equilibrium is ensured by the satisfac-
tion of the Euler-Lagrange equations. Thompson & Hunt (1984, [122]) write this
as an axiom for elastic bodies: “A stationary value of the total potential energy
with respect to the generalised coordinates is necessary and sufficient for the equi-
librium of the system.” However, the issue of equilibrium needs to be augmented
by a discussion on the stability of equilibrium.
Stationary values, by definition, do not provide information on whether the ad-
jacent values are rising or falling away from the stationary value itself. As a
consequence, to ensure the stability of the equilibrium state, we need to invest-
igate whether the stationary value is itself a local minimum, maximum or an
inflection point. Such an enquiry leads to a second axiom [122]: “A complete
relative minimum of the total potential energy with respect to the generalised co-
ordinates is necessary and sufficient for the stability of an equilibrium state of the
system”.
The issue of elastic stability was first studied in its modern form by Koiter in
1945 in his PhD thesis and remained largely unnoticed due to it being translated
into English only in 1967 [68]. Thompson & Hunt provide a detailed and general
discussion on stability issues in A General Theory of Elastic Stability (1973, [122])
and in Elastic Instability Phenomena (1984, [123]).
There are two ways in which this issue can be studied and they both rely on an
assumed deformed configuration of the system under consideration. The equi-
librium approach involves simply writing down the equilibrium equations for the
deformed state and investigating the nature of that solution. Alternatively, the
energy approach, which, through its first variation furnishes the equilibrium equa-
tions will, by inspection of the second variation, reveal whether the equilibrium
solution is a local minimum, i.e. a stable one [36, 122, 123].
Furthermore, both approaches mentioned can be employed by using either a
fully non-linear large displacement theory, or a small deflection and rotation
theory. The latter is the classical linear buckling theory and, by virtue of being an
approximation, might lead to misleading results. For the benefit of the discussion
on optimal columns in Chapter 6, we shall investigate this distinction using the
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classical Euler column problem [129, 125].
In considering this we follow the treatment of Timoshenko & Gere in Theory of
Elastic Stability (1961, [127]). Let us consider a slender rod fixed at the base
and free at the top, with coordinate axes and quantities as labelled in Figure 3-3,
subjected to a constant compressive axial point load, P , at the top.
Axial shortening is neglected for most common structural materials. The exact
expression for the curvature of the deformed rod, without assuming it small, is
dϕ/ds and therefore the bending moment for a rod with constant bending stiffness
EI is given by
M = −Py = EI dϕ
ds
. (3.36)
Using the geometric relationship
dy
ds











Figure 3-3: Large deflection buckling analysis of a fixed-free column.
It is interesting to note that this differential equation has the same form as the
one describing the oscillations of a rigid pendulum and it is this that led Kirchhoff
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to develop what is now known as Kirchhoff’s kinetic analogue [127]. Note also,
that the exact same equilibrium equation would have been obtained using an

















































The constant C is determined from the boundary conditions at the top, where



























This integral, with a change of notation to put it into proper form ([127], p.78),
is a complete elliptic integral of the first kind. These types of integrals can not be
solved exactly in terms of elementary functions but tabulated numerical values
can be found.
Thus, for increasing values of ϕ0, i.e. the angle of the tangent at the top, we find
increasing values of P for which the rod is in a stable state of equilibrium whilst
undergoing large deflections. Furthermore, the lateral displacement is obtained
from











Upon similar notation change and substitution, the exact deflection for a certain
load P can be calculated, and thus the elastica shapes of Euler can be found.
Figure 3-4 shows an extract from Euler’s original work, used as a classification
of the elasticas [125].
Figure 3-4: The elastica shapes (reproduced from Timoshenko (1953, [125],
p.33)).
However, we can introduce the small deflection approximation here, in which






We know that this is the first (lowest) eigenvalue corresponding to the problem
in question if examined with an approximate expression for the curvature.
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What is vital to understand here is that linear analysis gives indeterminate de-
flections at a series of critical loads, provided they are small [127, 36]. Conversely,
this analysis gives exact values at and above the critical buckling load, Pcr, show-
ing an increase in P beyond the critical Pcr and a corresponding increase in the
lateral deflection. This is an indicator of post-buckled stability, since the system
can withstand higher loads in the vicinity of the bifurcation point [36]. Figure
3-5 schematically shows the indeterminate deflections at the Euler critical loads,











Figure 3-5: Linear and non-linear buckling analysis.
Post-buckling behaviour can be very complex and involves computation of higher
order derivatives of the total potential energy, but, in qualitative terms, four main
types of critical points occur [122]:
 limit (snap-through) points,
 asymmetric bifurcation points,
 stable-symmetric bifurcation points and
 unstable-symmetric bifurcation points.
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These critical points and types of behaviour are also linked with another aspect
that needs to be addressed when dealing with buckling, namely imperfection
sensitivity. In the preceding discussion we have dealt with a perfect column.
However, all practical structures feature small imperfections that are built into
their manufacturing. These can be geometric due to initial curvature, material
in nature due to non-homogeneity or caused by load application eccentricities
[127]. Most often, all these types of imperfections are built into the analysis in
the form of an initial curved deviation from the ideal. The study of the effect of
imperfections on the behaviour of structures is of crucial importance.
The literature on the subject is vast and its applicability ranges from simple
columns to complex aerospace structures. Thompson & Hunt [122, 123] deal
with it in a generalised approach, with particular attention to discrete systems.
Their detailed treatment consists of a perturbation approach, whereby small per-
turbations are imposed onto perfect systems.
For illustration purposes, Figure 3-6, adapted from [122], shows the different
types of critical points and perfect as well as imperfect equilibrium paths. Given
a general system, discrete or continuous, its displacements are represented by
u(P ), where P represents the magnitude of the applied forces and Pcr represents
its critical value. Given a signed imperfection, , Figures 3-6: (a.2), (b.2), (c.2)
and (d.2) also show the relationship between Pcr and the imperfection size, in
other words, the system’s imperfection sensitivity.
Thick black lines in Figures 3-6 are the equilibrium paths of the perfect system
while red and blue lines are the equilibrium paths of the imperfect system. Con-
tinuous lines denote stable equilibrium paths while dotted lines denote unstable
equilibrium paths.
Particularly important are Figures 3-6: (c.1) and (c.2), which show a stable-
symmetric point of bifurcation. This shows stable rising paths regardless of the
sign of the imperfection. As we have shown previously in this section, the perfect
column loaded at its tip has a stable symmetric bifurcation point, since a uniform
column is free to buckle sideways in any direction and large deflections are coupled























(a.1) (a.2) (b.1) (b.2)
(c.1) (c.2) (d.1) (d.2)
Figure 3-6: Equilibrium paths showing different types of critical paths and im-
perfection sensitivity (adapted from [123], p. 48-50).
63
A further argument in favour of this assumption is given by experimental results.
Timoshenko presents a large sample of column buckling tests in Chapter 4 of his
Theory of Elastic Stability [127]. A perfect column will not exhibit any deflection
up to the critical value of the load. However, a real column will begin to deflect
from the beginning of loading, as seen in Figure 3-6: (a.1), (b.1), (c.1) and (d.1)
and usually fails before Euler’s critical load.
From various sets of experimental results presented in [127], as accuracy and
technique improved over time, the load-displacement curves approached the the-
oretical perfect column behaviour. Additionally, it is clear that for high slender-
ness ratios, i.e. slender columns, buckling occurs with a failure stress below the
capacity of the material. Given a plot of the critical stress as a function of the
slenderness ratio, high values of slenderness ratio will always lie on the classic
Euler curve.
Figure 3-7, reproduced from Timoshenko (1961, [127], p.187), shows the critical
stress for a perfectly loaded column (upper curve) and the ultimate stress for an
eccentrically loaded column (bottom curve) as a function of slenderness. It is
clear that for slenderness l/r > 90 the experimental results follow Euler’s curve
closely.
Figure 3-7: Stress and slenderness ratio (from Timoshenko (1961, [127], p.187)).
This discussion has briefly approached specific issues related to the buckling of
columns. The difference between small displacement and large displacement the-
ory has been explained. The issue of stability and imperfection sensitivity has
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also been addressed. In view of this, the theoretical development in Chapters 6
and 7 on optimum columns will use the following assumptions:
 Columns will be analysed under a small-deflection theory approach since
this furnishes enough information regarding the critical load at which buck-
ling begins.
 Slender columns loaded at the top or by their own weight will be assumed to
have a stable-symmetric bifurcation point and therefore to be imperfection
insensitive.
3.5 Ribbons
We have so far approached the continuum theories relevant to one-dimensional
continua in the preceding section on rods. We now wish to examine in a similar
manner objects which are defined by two-dimensions and for which the third
dimension is smaller compared to the other two. Such objects, if defined in the
unstressed state over a flat surface, are generally called plates. If they are defined
over curved surfaces they are called shells and the theory of elastic shells is not
covered in this work.
Excellent resources on the theory of elastic plates are found in Timoshenko &
Krieger’s Theory of plates and shells (1959, [126]), Jaeger’s Elementary theory of
elastic plates (1964, [63]), Mansfield’s The bending and stretching of plates (1964,
[78]). Of course, details can also be found in general elasticity textbooks such
as in Love’s A treatise on the mathematical theory of elasticity (1906, [72]) and
Green & Zerna’s Theoretical Elasticity (1968, [53]).
The scope of this body of work is, however, limited to a certain type of two-
dimensional body which is much longer than it is wide, while still retaining a
surface parametrisation. These objects can be loosely called ribbons. As a con-
sequence of this, there are two principal ways to view ribbons:
 as elastic anisotropic rods with one cross-section dimension larger than the
other one;
 as thin elastic plates with a surface description.
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Section 3.4 has shown a great amount of historical development in the field of
rods. There has equally been a large body of research into the behaviour of plates.
However, ribbons, sometimes referred to as strips, have followed their own path
of development (see later in 4 and 5). This research will show that it is possible
to look at ribbons as two-dimensional elastic bodies that can be reduced to a
formulation which furnishes rod-like one-dimensional equations of equilibrium.
This has been done concurrently with the work presented recently in an excellent
article by Dias & Audoly (2015, [31]).
3.5.1 Theory of elastic plates
Let us first develop the classical small-deflection theory for elastic plates. This
theory was first developed by Lagrange in 1811 [78] and is based on similar
assumptions as the Kirchhoff-Love assumptions for rods (see Section 3.4.1). The
following are taken from Mansfield (1964, [78]):
 “points which lie on a normal to the mid-plane of the undeflected plate lie
on a normal to the mid-plane of the deflected plate”;
 “the stress normal to the mid-plane of the plate, arising from the applied
loading, are negligible in comparison with the stresses in the plane of the
plate”;
 “the slope of the deflected curve in any direction is small so that its square
may be neglected in comparison to unity”;
 “the mid-plane of the plate is a ’neutral plane’, i.e. any mid-plane stresses
arising from the deflection of the plate into a non-developable surface may
be ignored”.
For simplicity let us consider a plate of constant thickness, t, with its undeflected
mid-plane in the xy plane and z is taken as positive downwards (see Figure 3-8).
When the plate deforms purely due to bending, w(x, y) denotes the deflections
of the neutral plane perpendicular to the xy plane. The slopes in the x and y
directions are respectively ∂w/∂x and ∂w/∂y. Therefore, in the small deflection
approximation the slope of the mid-plane in any direction “can be taken equal
to the angle that the tangent to the surface in that direction makes with the xy
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plane, and the square of the slope may be neglected compared to unity” [126].









and the twisting curvature as



















Figure 3-8: Small element of plate and coordinate system.
When the applied uniform moments per unit length along the edges are Mx and
My the unit elongations in the x and y directions of a plane at a distance z away
























where E is Young’s modulus of elasticity, G is the shear modulus and ν is Poisson’s
ratio, which are properties of the material and taken as constants.
By combining Equations 3.46 and 3.47 we find the expressions for the stresses:
























Assuming a linear distribution of stress through the thickness of the plate, we find


































where we have introduced the flexural rigidity, D, of the plate as
D =
Et3
12(1− ν2) . (3.50)
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We have thus found relationships between the bending/twisting moments and
curvatures/twist in the directions of the x and y axes. However, as is often the
case, these are not always the directions where the largest moments occur. It is
therefore useful to find a description of moments and curvatures in all directions
around a point.
This is done by imagining that the directions x and y are subject to pure bending
moments Mx and My and no twisting. As a consequence, the twisting curvature
vanishes, ∂2w/∂x∂y = 0. We now follow the procedure detailed in [126], [78]
or [63] and rotate the coordinate system around the z axis by an angle α. The
curvatures in the direction of the rotated axes X and Y are then
κX = κx cos
2 α + 2κxy sinα cosα + κy sin
2 α
κY = κx sin
2 α− 2κxy sinα cosα + κy cos2 α
κXY = (κx − κy) sinα cosα + κxy(cos2 α− sin2 α).
(3.51)
Since κxy = ∂
2w/∂x∂y = 0,
κX = κx cos
2 α + κy sin
2 α
κY = κx sin
2 α + κy cos
2 α
κXY = (κx − κy) sinα cosα.
(3.52)
Accordingly, we find the moments in the X and Y directions as
MX = −D (κX + νκY )
MY = −D (κY + νκX)
MXY = −D(1− ν)κXY .
(3.53)
These equations, in particular Equations 3.52, are akin to Euler’s geometric the-
orem in Section 2.4.5 where we found expressions for curvature on a surface at a
point in any direction as a function of the principal curvatures. As such, we can
replace κx and κy with the notation κ1 and κ2, we call the x and y directions
principal axes and the moments in these directions, M1 and M2, principal bending
moments.
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If we were to consider plate behaviour further in the classical way, we would
develop equilibrium equations starting from a small plate element and include
vertical shear forces and in-plane shear forces and therefore establish the correct
relationships. This is not of interest at the moment and there are many resources
that deal with plates in detail. We will however consider the energy formulation
for thin elastic plates.
For completeness, we state here the differential equation for the deflection of a



















































3.5.2 Variational treatment of elastic plates
In using the variational approach with regard to elastic plates, we use some of the
kinematic and constitutive realtionships derived so far. Thus, the strain energy




∫ ∫ ∫ t/2
−t/2
(σxεx + σyεy + 2τxyεxy)dzdxdy. (3.56)
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∫ ∫ ∫ t/2
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xy(1− ν))× z2)dzdxdy (3.58)










This is the classical expression for the strain energy of a thin elastic plate purely
due to the bending of the mid-plane expressed in terms two cartesian coordinate
directions [72, 126, 63, 36]. This assumes inextensional behaviour of the middle
surface and therefore no in-plane stretching.
Finally, upon changing the orthogonal directions to match with the principal















2 − 2(1− ν)κ1κ2)dxdy. (3.61)
The variational approach to finding equilibrium and boundary conditions can
now be used by applying the Principal of Total Potential Energy (see Section
3.3). Given an external uniformly distributed load applied on the middle surface
downwards, q, the potential energy for the load is given by
W = −
∫ ∫
q(x, y)w(x, y)dxdy. (3.62)
Without insisting on the details, in order to find the equilibrium equations we
would have to minimise the total potential energy, pi = U +W , and thus obtain
the same equation as Equation 3.55 in the form of the Euler-Lagrange equation for
the energy functional. Additionally, we would also obtain the kinematic boundary
conditions, if not previously specified. Note that the equilibrium method presen-
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ted in Section 3.5.1 would require specifying the boundary conditions, they would
not arise naturally.
3.5.3 Large deflection/Inextensional theory
The previously discussed theory of small deflections can generally be applied in
pure bending cases and also when deflections are small enough such that the
middle surface strains are negligibly small. However, when this assumption no
longer holds, for example when deflections become comparable to the plate thick-
ness [126], it becomes necessary to include middle surface strains in the analysis.
This analysis is called large-deflection analysis and its details can be seen in [126],
[63], [78] and in a variational formulation in [36].
The non-linear equations for large-deflection behaviour of plates were first derived
by von Ka´rma´n in 1910 [78] and consist of one equilibrium equation and one
compatibility equation. In the case of circular plates or infinitely long strips
some exact solutions do exist. Regarding the latter, in two extensive articles,
Green (1936, [48] and [49]) discusses in detail the large deflection equilibrium
and elastic stability of thin twisted strips.
Mansfield (1964, [78]) notes that this type of analysis “generally presents consid-
erable difficulties” but there are however two classes of problems which can be
tackled using simplified theories. For problems that involve high loads or greatly
reduced thickness, respectively the membrane theory and the inextensional the-
ory are suitable for application and, for a “perfectly elastic material the error
involved in using these theories tends to zero” [78].
A similar approximation can be given in the case of elastic shells and the idea of
inextensional deformations originates with Lord Rayleigh in a paper from 1881
called “On the Infinitesimal Bending of Surfaces of Revolution” [99]. However,
in the case of plates, this approach was first considered by Mansfield in 1955 in
the paper “The inextensional theory for thin flat plates” [75] and in two other
papers in the same year (Mansfield & Kleeman, [80, 81]).
This theory stems from the observation that, due to the boundary conditions, a
thin plate “which is free to deflect along its entire periphery, or which is clamped
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along one straight boundary and free elsewhere, tends to resist an applied normal
loading by its flexural rigidity alone” [78]. It is therefore reasonable to assume zero
middle surface strains even though large deformations occur. The consequence
of deforming an initially flat surface inextensionally is that, as we have seen in
Section 2.4.7 of Chapter 2, due to the invariant nature of Gaussian curvature,
the deformed surface must be developable. This leads to the conclusion that such
a thin plate would feature straight line generators across the surface and finding
their position and orientation lies at the centre of the inextensional theory.
It is interesting to note that this observation led to a short flurry of academic
interest in this approach, mostly for applications in the aeronautics field. Firstly,
Mansfield & Kleeman (1955, [75, 80, 81]) introduced this approach in their pa-
pers. This consists in assuming the developable nature of the deformation for
the given plate, assuming an arbitrary distribution of the generators on the sur-
face and then setting up a strain energy formulation on elemental sections of the
plate bounded by adjacent generators. As discussed above, extremising the total
strain energy (over the entire plate, since a developable surface must be swept in
its entirety by the generators) leads to Euler-Lagrange equations which satisfy
equilibrium and specify the distribution of the generators. Additionally, in [81],
the stress conditions for inextensional triangular cantilever plates are discussed
and theoretically developed.
Since energy methods are usually approximate, given the necessity to presup-
pose a strain field which might not be accurate, Ashwell (1957, [6]) supplements
the previous work by considering the inextensional theory from equilibrium and
compatibility conditions alone, producing equivalent results. Ashwell further in-
vestigates the inextensional twisting of rectangular plates (1962, [7]) and the
deformation of flat plates into cones in a large-deflection analysis, with an in-
extensional approach in the appendix (1962, [8]). Conical deformations of non-
uniform plates are also studied by Conway & Pao (1965, [25]) and found to be in
agreement with [8].
The same authors also discussed other issues regarding large deflection of plates,
including strips of lenticular cross-section (Mansfield, 1959, [76]), plates of vari-
able thickness (Mansfield, 1962, [77]) and behaviour of initially curved strips
(Mansfield, 1973, [79]). These types of plates are not necessarily all within the
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scope of this work, but it is conceivable that such extensions are possible for the
work to be discussed in Chapters 4 and 5.
A slight deviation from the notion of straight line generators covering the entire
surface of the plate can occur in some cases. But this only happens when a
clearly defined region of the plate is rigidly moved due to the loading conditions,
undergoing no deformation. This leads to what Mansfield terms dead regions [78],
and could lead to middle surface stresses. However, this is will not be considered
here since the strips we analyse are not loaded by external actions and the entire
surface is therefore assumed to be swept by generators.
Finally, the literature presents some aspects regarding boundary layer effects near
unrestrained edges. It is well known that, given a thin elastic strip of width 2b
and thickness t that is bent in the longitudinal direction into a circular arc of
radius R, the deformation of the strip gives rise to an “anticlastic curvature equal
to −ν/R in the direction of the width of the strip” [45], where ν is Poisson’s
ratio. Fung & Wittrick (1955, [45]) discuss the fact that experimental work
does not confirm this and such a strip remains largely developable, except for a
boundary layer along the free edges, first theorised by Basset in 1890 [18]. It is in
this narrow region, of order
√
Rt in width, as calculated by Mansfield [78], that
some membrane stresses do occur leading to a deviation from pure developable
deformations. Additionally, if the ratio b2/Rt is much greater than unity, cross-
sections remain “almost undistorted” due to cancelling bending moments arising
along the free edge [45]. Ashwell (1963, [9]) also considers this boundary layer
effect and examines its properties and conditions for satisfying equilibrium at the
free edges. This work does not consider in detail the boundary layer effect since
the inextensible strips we consider are very thin.
A note on experimental validation
It is, of course, important to verify the results of the inextensional theory of
plates. Mansfield presents, in his 1955 paper, some experimental results which
confirm that, for cantilever plate problems, this theory is more accurate than
small-deflection theory and, even for small loads it has a maximum deviation
from this of 10%. Furthermore, as the loading increases, the results “approach
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asymptotically those of exact theory” [75, 80, 81].
Ashwell notes that Mansfield’s experiments show larger deviations with respect to
stresses at the unrestrained edges, where the boundary layer phenomenon has an
influence. Tensile errors of up to 20% and compressive errors of 4% are observed,
but these are highly localised [6]. Applying corrections to this analysis based on
the work of Ashwell [9] and Fung & Wittrick [45] would however produce correct
estimates of stress.
A second aspect of the inextensional theory is that it theorises the existence of
straight line generators in the deformed middle surface of plates. Mansfield also
presents experimental results on the distribution of the generators in cantilever
triangular plates [75]. The plates were coated with a strain lacquer on the com-
pression surface and loaded at the tip. When unloaded, cracks appeared on the
surface in the direction of principal strains. The theory predicts one set of lines
that would be straight and coincide with the generators. The experiment was
shown to be in good agreement with the theory except around the corner where
deflections remained small [75]. It is also worth noting that the distribution
is a function of the loading conditions and flat geometry, and not of the load
magnitude, if the displacements are large enough.
Finally, a great addition to this body of research came decades later from See-
reeram & Seffen (2014, [103]) in their paper, ”Confirming Inextensional Theory”.
With modern imaging techniques, using an accurate laser-scanning camera, See-
reeram & Seffen capture the entire deformed shape of triangular and swept can-
tilever plates and compute principal curvatures and hence generator curvature
and orientation. This had not been previously achieved. In addition, they also
use the commercial package ABAQUS to perform a finite element analysis on
the same examples. They confirm that the “correlation between all methods was
excellent” [103].
It is surprising that the flurry of research started in the 1950s and 1960s has died
down in the following decades. However, due to recent interests in large deforma-
tion studies in fields as diverse as macro-molecular ribbons in chemistry [131] and
active-bending in architectural design [71], there has been a renewed interest in
simulating and studying such structures. It is therefore very important that all
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experimental work done thus far confirms the applicability of the inextensional
theory of elastic plates, within the confines of its assumptions.
3.6 Summary
This chapter provides necessary information from a number of complementary
fields. Firstly, some mathematical details of the calculus of variations are intro-
duced. Building on this, variational principles in elasticity are stated, including
the principle of virtual work and the principle of total potential energy for elastic
bodies. With these techniques at hand, the state of the art with respect to
particular types of elastic bodies is presented and reviewed.
Firstly, a general approach to studying oriented rods is introduced and particular
importance is given to a variational treatment. Secondly, the general elastic
stability of structures is briefly discussed. With a focus on elastica shapes, we
prove that the small-deflection theory is sufficient for furnishing the critical load in
the case of uni-modal buckling of columns. Additionally, we prove that buckling
for slender columns made of linearly elastic materials is not stress dependant and,
since slender columns are assumed to have a stable-symmetric bifurcation point,
they can be assumed to be imperfection insensitive. This will be used in Chapters
6 and 7.
Secondly, we identify ribbons as being two-dimensional bodies that can be seen
as either anisotropic rods or thin elastic plates. We proceed by establishing
the small-deflection elastic analysis of plates and show how an equilibrium or
a variational approach can be applied to obtain the same governing equations.
We then specify the extension to large-deflection theory and we focus on the
inextensional theory of elastic plates as a simplifying procedure in the case of
large deformations. The assumptions of the inextensional theory are presented
via the body of literature surrounding it. Finally, experimental work validating
the applicability of the inextensional theory is discussed, giving confidence in its
use in Chapters 4 and 5.
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Chapter 4
Inextensional strips - theoretical
development
4.1 Introduction
This Chapter is devoted to developing a generalised continuum model for inex-
tensible and developable thin elastic strips. The model is built under the assump-
tions of the inextensional theory of elastic plates. We make use of methods and
concepts introduced in Chapter 2 and Chapter 3 for geometrical and mechanical
aspects.
Firstly, Section 4.2 introduces the problem we intend to solve and provides a
detailed review of the literature surrounding the Mo¨bius strip. This is augmented
in Section 4.3 with a brief discussion on recent progress made in the case of
generalised strip models. The rest of the chapter consists of the derivation.
Section 4.4 sets up the problem from a geometrical point of view and, using a
variational treatment of elastic plates, contains the derivation of the total elastic
strain energy due to inextensional bending of a generalised thin developable strip.
Special cases, including the Mo¨bius strip, are discussed. The result is validated
against special cases available in the literature.
Section 4.5 uses the principle of virtual work on a generalised one-dimensional
continuous body to derive the well known Kirchhoff equilibrium equations. By
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then introducing a general constitutive law and constraints specific to developable
inextensible elastic strips, explicit relationships are derived that relate internal
moment and force components to variations in the total elastic strain energy.
Section 4.6 then combines the previous two derivations in order to provide in full
the equilibrium equations, together with constitutive scalar relationships for the
internal moments. Special cases, including the Mo¨bius strip, are discussed. This
result is also confirmed by referring to the literature. The generalised model is
thus derived in full with only fundamental mechanical and geometrical concepts
required.
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4.2 Review: Straight, constant width strips
4.2.1 Problem statement
The problem that we propose to solve is to find equilibrium equations and compute
shapes of generalised thin inextensible elastic strips, of which a subset is the
canonical Mo¨bius strip. We use the term strip henceforth to describe a thin elastic
body with a surface parametrisation that is much longer than it is wide. In other
words, its dimensions, length L, width w and thickness t, are in the following
hierarchy t  w  L. The term strip is also appropriate when considering the
physical realisation of these objects made from paper, for example. Additionally,
we attempt this by employing a variational approach and show that it is enough
to furnish the equilibrium shapes. We begin by detailing the seminal articles
which build up to our work.
4.2.2 Mo¨bius, Sadowsky and Wunderlich
Starostin and van der Heijden (2015, [115]) report that the first description of an
object, constructed by taking a flat rectangular strip of paper and joining its ends
with a half-twist, was given by August Ferdinand Mo¨bius and, independently, by
Johann Benedict Listing in 1858. This was, however, only a topological descrip-
tion which proved to have some interesting properties. The Mo¨bius strip (see
Figure 4-1) is a non-orientable surface, also known as one-sided, that is bound by
a single closed space curve. Additionally, the Euler characteristic of the Mo¨bius
strip is zero. It is interesting to note that while its topology is central to how we
view Mo¨bius strips, it was Listing himself who first introduced the term topology
in mathematics.
Several decades later, in 1930 Michael Sadowsky [59] tackled the question of
whether or not the Mo¨bius strip is developable. Is there any stretching during
the formation of the strip, or only pure bending? Using a geometrical argu-
ment, Sadowsky proves that it is in fact developable, and that the equilibrium
configuration corresponds to a “minimum internal energy associated with elastic
deformation” [59]. Sadowsky sets this problem in a variational formulation, with
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Figure 4-1: Mo¨bius strip (rendered image).
an integral expression given for an infinitely narrow strip. He leaves this unsolved
“since the calculation becomes exceedingly complicated” [59].
Furthermore, in his second paper published in 1930, Sadowsky [58] treats the same
problem from an equilibrium point of view. He defines the Frenet-Serret frame
as a material frame on the centreline of the strip. He then introduces internal
forces and moments and using the principle of virtual work he derives what are
effectively the Euler-Lagrange equations for the infinitely narrow Mo¨bius strip.
Sadowsky’s work has recently been brought back into light following Starostin and
van der Heijden’s publication on the matter (2007, [112]). Partly as a result, a
Special Invited Collection on the Mechanics of Ribbons and Mo¨bius Bands of the
Journal of Elasticity was published in April 2015 containing the first translations
into English of Sadowsky’s papers:
 “An elemetary proof for the existence of a developable Mo¨bius band and
the attribution of the geometric problem to a variational problem” (1930,
[59]);
 “Theory of elastically bendable inextensible bands with applications to the
Mo¨bius band” (1930, [58]);
 “The differential equations of the Mo¨bius band” (1930, [60]).
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It was Walter Wunderlich who next improved on Sadowsky’s work in 1962. An
English translation [128] of his article [134], “On a developable Mo¨bius band”,
appeared in the same journal edition in 2015. Wunderlich summarised Sadowsky’s
work and extended it in two ways. Firstly, he carried out an integration along
the straight generators of the developable Mo¨bius strip. This gives a line integral
along the centreline as a function of the principal curvature, the torsion and the
width. Under the infinitely narrow strip assumption, this integral recovers the
Sadowsky energy functional. He also leaves this approach unfinished and does not
obtain Euler-Lagrange equations. Secondly, he provides the “first example ever of
a closed, analytic, developable Mo¨bius band” [134] by using a rational-algebraic
developable surface to find an approximation to the exact solution. This involves
viewing the centreline as a sixth-order rational space curve and the strip itself as
the rectifying developable of the centreline. He was also the first to introduce the
angle between the tangent and the generator as an internal variable, but leaves
its dependency on arclength uncomputed.
4.2.3 Starostin and van der Heijden
It is worth mentioning a number of other authors that have attempted this prob-
lem since Wunderlich. In 1990, Schwarz [102] presents a history of the Mo¨bius
strip and investigations into it. In another paper [101] in the same year he also
presents an algebraic model for the strip, based on trigonometric functions, un-
aware of Wunderlich’s work.
Mahadevan and Keller (1993, [74]) attempt a description of the Mo¨bius strip
using an anisotropic rod with one of the bending stiffnesses tending to infinity.
They derive Kirchhoff-Love type equations for the rod, and give approximate
solutions which approach the real Mo¨bius strip. It is interesting to note here that
Keller (Joseph B. Keller) will be a prominent figure in the discussion on optimum
columns in Chapter 6.
Hangan (2005, [55]) proposes a system of differential equations of order six
that are the Euler-Lagrange equations for Sadowsky’s functional. Finally, Kirby
(2015,[66]) proves that the Sadowsky functional is the Γ-limit of Wunderlich’s
functional for centrelines of non-vanishing curvature.
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The most significant breakthrough in the search for the canonical description of
the Mo¨bius strip came in 2007 from Starostin and van der Heijden [112]. In a
very short article they finally provide the equilibrium equations by employing a
variational method, but their derivation is not explicitly shown. This is based
on a somewhat complicated argument, called the variational bicomplex formal-
ism. Their work is valid for flat rectangular strips. They further extend their
work to helical strips (2008, [113]) and generalise their variational method for
obtaining force and moment balance equations on space curves (2009, [114]). It
is possible to argue that this solution, involving concepts from abstract algebra,
is unsatisfactory from an engineering point of view. Hornung (2010, [61]) tries to
address this by employing a more conventional calculus of variations approach in
obtaining the same equations. Nevertheless, the result obtained is remarkable.
Chubelaschwili and Pinkall (2010, [22]) also study this solution for narrow strips.
Finally, in an excellent and beautifully detailed article published in the same
issue of the Journal of Elasticity (2015, [115]), Starostin and van der Heijden
extend their work by considering stress localisation, the edge of regression of the
developable and various aspect ratios of the Mo¨bius strip. Additionally they
construct solutions to higher linking numbers and multiple singular stress points.
The research presented in this dissertation was spurred by the initial article pub-
lished by Starostin and van der Heijden in 2007 [112] and followed a workshop
at the University of Innsbruck, in 2014 during the FORM–RULE|RULE–FORM
Symposium (http://koge.at). The question being asked was how one can sim-
ulate thin elastic circular strips being bent and twisted.
All previous work in the literature had always focused on straight and constant
width strips. In other words, strips for which the centreline is always a geodesic on
the surface. This means that there is only normal curvature present (see Sections
2.4.4 and 2.4.5 for a discussion on curvature). As a consequence, the workshop
discussions led to an attempt at describing the theory and computation of the
bending of thin, inextensible elastic strips. Sections 4.4, 4.5 and 4.6 detail that
investigation and the development of a generalised thin inextensible strip that can
feature varying width, geodesic curvature and varying centreline configurations.
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4.3 Review: Generalised strips
4.3.1 Dias and Audoly
The same issue of the Journal of Elasticity also featured another excellent article
by Dias and Audoly (2015, [31]). In this article, the authors develop an exten-
sion to the previously established models to “handle geodesic curvature, natural
out-of-plane curvature, and a variable width”. Developablity and inextensibility
constraints are used as well as the angle between the centreline and the gener-
ators. Equilibrium equations are found that are rod-like, leading to what the
authors describe a “general and unified descriptions of elastic ribbons and thin
rods”. However, no numerical solutions are given.
Audoly and Seffen (2015, [15]) use this derived model to investigate stability
issues regarding naturally curved inextensible elastic ribbons. The casting of
strip equations into rod-like equations allows the use of established techniques
for rods in stability analysis. The issue of stability is outside of the scope of this
study.
This dissertation presents the work done concurrently with the work by Dias and
Audoly [31] in deriving a generalised strip model. We recover the same result and
extended it by providing explicit relationships derived in full here and a number
of special cases. We also provide numerical solutions computed using Dynamic
Relaxation in Chapter 5.
4.4 Derivation: Geometry and strain energy
Figure 4-2 shows a general variable width developable strip [117]. Generators
are drawn on the surface of the strip. The surface is defined by the reference
space curve r = r (s) in which s is the arclength along the curve. t (s) is the
unit tangent to the curve. n (s) is the unit normal to the developable surface and
q (s) is a unit vector in the tangent plane perpendicular to t. The triad t, n, q
constitutes a moving trihedron of directors on the surface, defined on the curve








Figure 4-2: Variable width developable strip.
The triad t, n, q is a material frame associated with the centreline.
The triad vectors satisfy the following relationships
t · t = 1, n · n = 1, b · b = 1
t · n = 0, q · n = 0, t · q = 0.
(4.1)
We introduce the following arclength dependant quantities (see Chapter 2)
 κg(s) - the geodesic curvature on the centreline;
 κn(s) - the normal curvature on the centreline;
 τ(s) - the torsion of the centreline.
Corresponding to the Frenet-Serret formulas we can write
dt
ds






= −κgt + τn.
(4.2)
Alternatively, to better understand the nature of change of the moving trihedron,
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A unit vector in the direction of a straight line generator is
q cosψ − t sinψ (4.4)
in which ψ = ψ(s) is the angle between the generator and the vector q. The edges
of the strip are at distances a(s) and b(s) from the reference curve measured along
a straight line generator (see Figure 4-2).
We henceforth use the assumptions of the inextensional theory of plates set out
in Section 3.5.3. We assume that the deformation of a thin elastic strip is in-
extensional, i.e. occurs purely through bending, and we consider the boundary
layer effects due to Poissoin’s ratio to be negligible, since the ratio of width to
thickness is very high.
In order to use the tensor notation introduced in Section 2.4, we define the para-
meters on the surface as θ1 and θ2 and we set θ1 = s. In other words, the
arclength along the reference curve is one coordinate and the distance along a
generator from the reference curve is the other coordinate. Since the surface is
developable, the generators sweep the entire surface, creating a continuous curvi-
linear coordinate net. Following the discussion on developable surfaces (Section
2.4.7), a general point on the strip is











)]− t (θ1) sin [ψ (θ1)])
or, removing the dependencies,
R = r + θ2 (q cosψ − t sinψ) . (4.5)
Recalling the fact that a developable surface has one vanishing principal curvature,
we now proceed to find the covariant and contravariant components of the metric
tensor, in an effort to determine the non-zero principal curvature on the surface.
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Substituting the Frenet formulas from Equation 4.2,
g1 = t + θ
2
(
(−κgt + τn) cosψ − q sinψdψ
ds





However, g1 lies in the tangent plane and therefore g1 · n = 0. Therefore
g1 · n = θ2 (τ cosψ − κn sinψ) = 0
and therefore
τ = κn tanψ . (4.8)
Substituting this back we find g1 simplifies to
g1 = t + θ
2
(
−κgt cosψ − q sinψdψ
ds















g2 = − sinψt + cosψq.
(4.10)
Hence,






cos2 ψn + sin2 ψn
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g = g11g22 − (g12)2 .
(4.13)
Let us remind ourselves of the definitions of the mean curvature and Gaussian
curvature in the context of developable surfaces (Section 2.4.5). For a developable












K = κ1κ2 = 0. (4.15)
We therefore need the coefficients of the first fundamental form, gij, and of the
second fundamental form, bij. However,
bij = bji = n · gi,j = −n,j · gi (4.16)
and since the normals along a straight line generator are parallel, n only depends
on the arclength θ1 = s and therefore n,2 = 0. Thus
b11 = −n,1 · g1
b12 = b21 = −n,2 · g1 = 0
b22 = −n,2 · g2 = 0.
(4.17)








and that the non-zero principal curvature is





Using Equation 4.10 we find
g22 = g2 · g2 = cos2 ψ + sin2 ψ = 1. (4.20)
Using Equations 4.9, 4.17 and 4.2 we find
b11 = −n,1 · g1 = −g1 · n,1 = −g1 · ∂n
∂θ1












































































Therefore, using Equation 4.19 for κ1 and substituting in g from Equation 4.13,
g22 from Equation 4.20 and b11 from Equation 4.22, we find the non-zero principal
curvature to be




























As shown in Section 3.5.2, the strain energy due to inextensional bending for an













((2H)2 − 2(1− ν)K)dxdy. (4.26)
We now express the strain energy functional for a strip of length L such that
s = [0, L] and variable width such that θ2 = [−b, a] with a = a(s) and b = b(s).
Upon changing the coordinates to curvilinear coordinates so that an element of
area is
√










Let us define U as the strain energy per unit arclength along the reference curve












































Note here that κn = κn(s), κg = κg(s) and ψ = ψ(s) and do not depend on










































Figure 4-3: Strip and edge of regression.












We assume that the edge of regression never touches the strip itself and therefore
it is always true that |b/ρ| < 1, |a/ρ| < 1 and (ρ + b)/(ρ− a) > 0. If it did, the
deformation would break the developability conditions through stretching and
tearing and the edge curves themselves would change.
This result is identical to the one obtained by Dias and Audoly (Equation (20*)
in [31]) except for the term involving out-of-plane natural curvature, since we
only consider naturally flat strips.
















We now proceed to examine a number of special cases, with reference to existing
literature.
4.4.1 Special case
Centreline perpendicular to generators, curved, variable width
strips
Let us consider the case when the centreline of the strip is arranged such that,
regardless of its shape, it is always perpendicular to the generators. This means



















This has not been approached in the literature but it is useful in exploring the
potential for interesting shapes to emerge. Furthermore, it could include other
constant or parametric relationships for the angle between the generators and
the reference curve. We shall present some examples of this in Sections 5.3.3 and
5.3.4 of Chapter 5. The model can be further simplified by having a constant
width 2w and setting a = b = w.
4.4.2 Special case
Circular, constant width strips
A particular case of interest is that of a circular strip of constant radius R with
constant width 2w that does not feature a twist. This is called an annular strip.














where R is the constant radius of the circular centreline. For a constant width,
















This special case provides two interesting solutions. Firstly, when compared to
a circular flat strip with centreline length 2piR, the strip could be undercurved.
In other words, its length L < 2piR and its equilibrium shape would in fact be
conical. This is discussed in more detail in Section 4.6.2.
Secondly, when the strip is overcurved, L > 2piR and the strip buckles out of
plane. This has been mentioned by Dias and Audoly [31] but no calculated
solutions are provided. This was in fact the problem we first attempted to solve
and which led to the development of the generalised inextensible strip model.
4.4.3 Special case
Straight, constant width strips
By considering a straight strip of constant width 2w, we obtain Wunderlich’s

















































Upon a slight change of notation, this is Wunderlich’s functional, and identical
to the expression set out by Starostin and van der Heijden [112]. We provide a
method for solving this and computed solutions in Section 5.3.1 of Chapter 5.












In this case, both a → 0 and b → 0 such that the width is reduced to a point
on the centreline. This is the narrow case first investigated by Sadowsky for
rectangular narrow flat strips.
4.5 Derivation: Equilibrium equations
Starostin and van der Heijden use a complicated argument borrowed from ab-
stract algebra to obtain the Euler-Lagrange equations for the functional of a
Mo¨bius strip [112, 114, 115]. These come in the form of balance equations for
internal forces and moments in the strip and additional Euler-Lagrange equations
for the internal variables. Although their method produces results in invariant
form for complicated functionals, it can be argued that the way in which the
balance equations appear is somewhat unsatisfactory.
In order to address this, Hornung uses calculus of variations to derive the same
equations in a concise manner [61]. He defines a generalised energy functional for
a space curve that depends on κn, κg, τ and their first derivatives with respect
to arclength. By then imposing constrained variations on the three quantities
above and following the usual procedure for minimisation, it is possible to obtain
the correct equilibrium equations with moments and forces arising as Lagrange
multipliers.
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Finally, Dias and Audoly derive the equations of equilibrium by using Virtual
Work [31]. Their approach gives rise to the required balance equations and ad-
ditional Euler-Lagrange equations. However, it does rely on identifying certain
quantities in the energy formulation as rod-like internal moments. This then
leads to the conclusion that rod-like force and moment balance equations must
be satisfied. These are, of course, Kirchoff’s equations discussed in Section 3.4.2,
Equation 3.35.
The approach presented here is based on the Principle of Virtual Work (see
Section 3.3), by introducing arbitrary kinematic variations on certain quantities.
We shall thus derive all the equations required in a physically appropriate manner.
Let us consider a generalised one-dimensional continuous body on a space curve
r(u), where u is not necessarily the arclength (Figure 4-4). The body is subject
to applied forces per unit length, p, and applied couple per unit length, c, as well
as end forces, F, and end moments, M. Without presupposing any constitutive
law we introduce a virtual variation with time, t, such that r = r(u, t) and the

















Figure 4-4: Generalised one-dimensional continuous body with applied loads and
material frame.





which is not necessarily a unit vector, hence
vuu = vu · vu (4.42)
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and it can be seen in association with two other directors on the curve, X and
Y, such that
T = X×Y
X = Y ×T
Y = T×X.
(4.45)
As discussed in Section 3.4.2, there exists then a skew-symmetric tensor, Ωu, and




= ωu ×T. (4.46)















since order of differentiation does not matter.
The virtual rotation with time is captured by the axial vector ωt, and the cor-
responding skew-symmetric tensor, Ωt, which describe the rate of change of the
trihedron with t. Thus, we also have
∂T
∂t
= ωt ×T. (4.49)
Note that the subscripts in vu, ωu, Ωu, vt, ωt and Ωt do not mark differentiation.
They merely indicate the respective rates of change with u and t.
These expressions (Equations 4.46 and 4.49) can also be proven by considering
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how the trihedron changes when subject to the virtual rotation imposed. The
total change in the unit tangent is the change with t, together with the change





























Thus we obtain Equations 4.46 and 4.49. Furthermore, we can obtain an expres-
sion for ωt by using the cross product with T on Equation 4.49
T× ∂T
∂t
= T× (ωt ×T) = ωt (T ·T)−T (T · ωt)
= ωt − (ωt ·T) T.
Therefore
ωt = T× ∂T
∂t







































+ (ωt ·T) T. (4.54)
Let us also derive a compatibility equation that relates the changes in ωu and
ωt. Given any vector a(u, t) which is free to rotate with both arclength and time,
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the following are true, as before,
∂a
∂u
= ωu × a
∂a
∂t























× a + ωt × (ωu × a)
.
Using Jacobi’s identity,
ωu × (ωt × a) = (ωu × ωt)× a + ωt × (ωu × a)
and equating the second order differentials, since the order of differentiation does
not matter, we obtain (
∂ωu
∂t
+ ωu × ωt
)
× a = ∂ωt
∂u
× a.
This must hold true for any vector a, and therefore we obtain the following












− ωt × ωu
. (4.55)
Note that we could have arrived at the same result by using standard rotation
tensor operations and relations to initial positions, and it would have involved
second order differentiation in much the same way. Since we are not considering
initial conditions, it is more appropriate to arrive at it using the relational changes
as we have done. This will be used later.
We can now write that the rate of external virtual work between u0 and u1 on
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the curve due to the virtual displacement, vt, and virtual rotation, ωt, is
δWext =
[






(p · vt + c · ωt)√vuudu. (4.56)
We have not yet imposed the condition of inextensibility since it is easier to
approach the generalised system, rather than impose constraints. It also allows
the proof to be made in generalised terms.
Let us introduce the quantities m and f which have the physical meaning of
internal moment and internal axial force, respectively.






































We then consider the rate of internal virtual work per unit length done due to f







and the rate of internal virtual work per unit length done due to m and the rate







such that the rate of internal virtual work between u0 and u1 on the curve due
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The Virtual Work theorem states that, in order for the body to be in equilibrium,
the internal work must equal the external work (see Section 3.3), or
δWint − δWext = 0. (4.60)




























































The second term in the integral above, using the expression for ωt from Equation


















+ (ωt ·T) T
)
du

























































· ((ωt ·T) T)
)
du.




















· ((ωt ·T) T)
)
du.
Thus, substituting back into the main expression,
0 =
[


































· ((ωt ·T) T)
)
du
and, grouping corresponding terms,
0 =
[

























Recall that vt and ωt are arbitrary virtual displacements and rotations allowed on
the space curve. However, the above expression must be true for equilibrium for
any arbitrary vt, ωt and therefore (ωt ·T). This is a consequence of the applic-
ation of the principle of Virtual Work (see discussion in Section 3.3). Therefore,
we obtain the equilibrium equations at the boundaries u = u0 and u = u1















This expresses the equilibrium of applied and boundary forces and moments.
Finally, we can use this result and switch the notation so that F = f , F : [u0, u1],
100
F : [u0, u1] and M : [u0, u1], i.e. they are defined continuously on the whole
domain, including the boundaries. Across any cut along the curve (i.e. for any




























These are Kirchhoff’s equilibrium equations, first introduced in the discussion
on rods (Equations 3.35 in Section 3.4.2), derived in a generalised way using
virtual work and compatibility. Once again, this proves the equivalence of vir-
tual work and equilibrium for a deformable body, with specific applications to
a one-dimensional body. The only assumption used was that there is no shear
deformation (i.e. the director frame only undergoes rotations and cross sections,
whatever their shape, remain the same and perpendicular to the tangent). This
assumption is true for bodies where the length is much greater than the cross-
section dimensions. The result is also provided in invariant form since we have
used curvilinear coordinates along the rod.
Note that the term FT in the expression for F is the axial force at any cut along
the rod and the second term represents the shear force across the cut. As we
shall see, it is now possible to decompose F and M into three components along
the material frame directors, T, X and Y.
We have thus far not assumed any constitutive law in this derivation. Since we
are considering isotropic elastic materials, let us now introduce the energy density
function U per unit arclength. For the same one-dimensional body, the strain
energy is a function of three scalars and the arclength. Since we are ultimately
considering the mechanics of strips, we denote the scalar quantities as κn(u),
κg(u) and τ(u) and the arclength element is, as before,
√
vuu(u). Changes in
these quantities represent the normal curvature, geodesic curvature, torsion and
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Recall that the material frame defined on the space curve is the moving trihedron
composed of T, X and Y, such that
T = X×Y
X = Y ×T
Y = T×X.
(4.65)












Thus, the strains are found from the components of the axial rotation vector
along each of the frame vectors,
τ = ωu ·T
κg = ωu ·X
κn = ωu ·Y
. (4.67)
In using virtual work, we have imposed the virtual displacements, vt, and rota-
tions, ωt, on the space curve. These produce variations on the strain field of the
elastic body captured by changes in κn, κg, τ and
√
vuu such that they are also
































Recall also that the virtual rotation ωt produces changes on the moving frame
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(ωu ·Y) = ∂ωu
∂t
















− ωt × ωu = ∂ωt
∂u
, derived in Equation 4.55, we can








































































We have thus expressed the internal virtual work as a result of a variation on the
strain energy of the elastic body, and by equating it with the general expression
for internal work we can find the corresponding relationships between moments
and forces and the strain energy.




















This is one of the most important results thus far. It has been derived in a
physically appropriate manner, by first using virtual work in a generalised way.
By then using a generalised strain energy density function we have found the
relation between energy and moments and forces in a one-dimensional body.
This is, of course, not a new approach. It is however a full and self-contained
description based on fundamental principles of elasticity and mechanics that is
applicable, among others, to inextensible thin elastic strips.
We can now finally impose the condition that the body is inextensible and that
the geodesic curvature is constant, thus ensuring inextensional behaviour for a











































We can further identify the two components of the moment as Mb and Mt so that
M = MbY +MtT. (4.75)
These are the internal bending and twisting moments and therefore the variation











4.6 Derivation: Strain energy variation
Let us first recall the energy functional in question. This result was derived in





























































In order for the strip to be in equilibrium, it is necessary and sufficient for Utot,
together with any potential energy terms arising from applied loads, to be a
minimum (Section 3.3 on variational elasticity). In order to minimise the energy,
the functional U has to satisfy Euler-Lagrange equations. These are found when
the first variation of the total potential energy pi = δ1(U+W ) = 0 (Section 3.2 on
calculus of variations). We have also derived, using the principle of virtual work
for a deformable elastic body (Section 4.5), the relationships between internal
equilibrium forces and moments and the strain energy and proven the equilibrium
equations. By expressing the strain energy variation with time, we can explicitly
develop these relationships in the case of inextensible strips.
Thus, let us now assume the strip is undergoing a virtual deformation by adding
the time variable, t. The quantities κn, τ , ψ, a and b are now functions of both
arclength s and time t. The geodesic curvature, κg, is not allowed to vary with
time since this would imply in-plane stretching. We thus have five arbitrary
variations to deal with. Three of them are related through τ = κn tanψ.
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We will now work towards expressing the virtual rate of change of strain energy,
U , for the strip as a function of two out of the three scalar quantities κn, τ and
ψ. This is because we have already established, at the end of Section 4.5, that
we can identify the internal components of the moment, Mb and Mt, across any
cut from this virtual rate of change of strain energy.
Another condition to ensure that there is no in-plane deformation comes from
the edge curves a(s, t) and b(s, t). Figure 4-5 shows the flat strip in its natural
state. We introduce two variables which are related to the angles the generators





Figure 4-5: Flat edge conditions.
In order for the strip’s edges to maintain their shape the relationship between a
and ψ and between b and ψ needs to stay the same. The following relationships























































We can now calculate the virtual rate of change of strain energy under the as-








































































































































































































































































































Note that the last term depends on the second derivative of ψ with respect to
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arclength s and time t. In order to simplify this, let us introduce the factor



























Recall that this is ultimately part of a line integral along the arclength. Therefore,
between the limits s = 0 and s = L, we can write this as an integral and use














































is zero for any closed strip, with or without twist, since the
condition is the same at both limits s = 0 and s = L. For all other cases, when




= 0 at the ends.
This is justified since the strip is assumed to be a developable surface. This means
that it is in its entirety swept by straight line generators. It also means that the
straight boundary edges at the ends must therefore also be generators, and not
changing.
We can therefore reason that the last term in the expression for the virtual strain









































































In order to find
∂ψ
∂t
we begin from Equation 4.8, τ = κn tanψ, and differentiate

























































It is useful now to pause and restate the process up to now. We have derived
an equation for the virtual rate of change of the bending strain energy in the
inextensible strip in Equation 4.91. This has been achieved given an assumed
virtual arbitrary deformation induced on the quantities κn, τ , ψ, a and b through
the variable t.
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We have manipulated this expression so that out of κn, τ , ψ, a and b that depend
both on s and t, we can express
∂U
∂t
as a function of only two arbitrary variations.









, since they are all linked via
the relation τ = κn tanψ. Using the language of calculus of variations, these are
all arbitrary variations introduced on the functional U . In Virtual Work speak,
they are virtual strain field changes on the deformable body.










. These are the real changes in the respective quantities
as we move along the arclength of the strip.
They are also very important since a solution for κn, κg and τ from a set of
differential equations fully describes the space curve, up to rigid body motion,
as a consequence of the fundamental theory of space curves, given in Section
2.3.2. Furthermore, a solution to ψ, attainable from τ = κn tanψ, provides the
orientation of the generators on the strip which, as discussed in Section 3.5.3, is
the central question in the inextensional theory of elastic plates.
Recalling Equation 4.76, the final result derived in Section 4.5 which relates the




























and we can therefore write that
dU
dt























































Since these must be identical, we can now identify the explicit moment com-
ponents across any cut and along the strip and we restate the complete set of
equations derived in this Chapter. Thus, by comparison, we can write:






































































= not yet explicitly derived.
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For completion we restate here the equilibrium equations (Equations 4.63) derived





































This set of equations provides the full description of the mechanics of an inex-
tensible strip that is joined onto itself, with or without twist. It is seen as a
developable and inextensional thin elastic plate with variable geodesic curvature
and variable width with no external forces applied. Force and moment balance
equations have been derived in a generalised fashion using Virtual Work. Ad-
ditional scalar equilibrium equations that relate the moment components to the
strain energy have been derived.
These equations have been derived in full here, using fundamental principles in
variational elasticity. These are confirmed by comparison to the appropriate cases
provided by Dias and Audoly [31] for generalised strips, Hornung [61] for space
curves and Starostin and van der Heijden [112, 114, 115] for Mo¨bius strips. We
now proceed to look at some special cases.
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4.6.1 Special case
Centreline perpendicular to generators, curved, variable width
strips
Let us consider the case when the centreline of the strip is arranged such that,
regardless of its shape, it is always perpendicular to the generators. This means
that ψ = 0, cosψ = 1 and dψ/ds = 0. Additionally, the strip is a one-sided











































































































































































































































































Circular, undercurved, variable width strips
We now consider the special case when the strip centreline is circular, of radius
R, therefore having a constant geodesic curvature. It does, however, not feature
a twist and is undercurved, by which we mean it has a length L < 2piR. Since
the equilibrium form belongs to a circular cone, as can be readily seen by using
a paper model, we will prove that the generators of the developable surface are
perpendicular to the centreline and are, in fact, aligned to the generatrices of
















Figure 4-6: Circular cone and constant width undercurved annular strip.
We can then write the following for the reference curve and associated trihedron
of unit vectors
















































in which i, j and k are the unit vectors in the cartesian directions OX, OY and


































Recalling, from the Frenet-Serret formulas (Equation 4.2), that
dt
ds
= κgq + κnn,
we can dot this expression with n and then with q, to find
dt
ds
· n = κn
dt
ds
· q = κg.
Substituting in the explicit relationships derived in this section, we find simply
that































A second of the Frenet-Serret relationships tells us that
dn
ds




· q = −τ.
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Substituting in the correct explicit relationships, we therefore find that
τ = −dn
ds
· q = 0 (4.107)
Since τ = κn tanψ and κn = constant as we have seen, we find that the angle
ψ = 0 and thus, the generators are all perpendicular to the centreline.
Finally, we can substitute these expressions and find the strain energy per arclength








R + b sin θ








R + b sin θ
R− a sin θ
]
(4.109)


















Furthermore, when the strip has a constant width 2w, we can replace a and b
with w in the above expressions.
Lastly, we mention that when the centreline length is L > 2piR we find that the
strip has to buckle out of plane and it is overcurved. In this case, the internal
angle ψ varies with arclength and the generators are no longer perpendicular to
the centreline.








where R is the constant radius of the circular centreline in its natural flat state.
We can again use a constant width 2w and substitute into the full set of equations
derived at the end of the previous Section, Equations 4.99. Since no computed
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solutions are provided for this, we leave this substitution for future work. The
equations provided will however describe in full the mechanics and shape of over-
curved annular strips of constant or varying width.
4.6.3 Special case
Straight, constant width strips
We now consider a straight strip of constant width 2w, the canonical Mo¨bius









The lengths along the generators are a = b =
w
cosψ
and the angles at the end of










1 + w sec2 ψψ′












1 + w sec2 ψψ′
1− w sec2 ψψ′
]
ds. (4.114)
The moment components are





1 + w sec2 ψψ′












1 + w sec2 ψψ′




1− w sec2 ψψ′ +
w sec2 ψ
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1− w sec2 ψψ′ −
w sec2 ψ






left underived explicitly. This would be straight forward using standard
differentiation rules. It would however be tedious and lengthy.
These scalar relationships for Mb and Mt, with a change of sign, are identical to
the ones provided by Starostin and van der Heijden (Equation (5) in [112]), had
they been stated explicitly. Instead, Starostin and van der Heijden only provide
their general Euler-Lagrange partial derivative form.
4.7 Summary
This chapter provides, following a brief review of literature specific to the study of
Mo¨bius strips, a full and self-contained derivation of all the necessary equations to
describe the equilibrium of generalised inextensible and developable thin elastic
strips.
Firstly, a strain energy formulation for the inextensional bending of generalised
thin developable strips is derived and expressed in Equation 4.32. This takes
into account variable width geometry and geodesic curvature along the reference
curve of the strip. The derivation is based on a one-dimensional body description
along the arclength, uses a material triad of vectors along the reference curve
and makes use of the internal variable, angle ψ, as the angle between straight
line generators and the binormal direction. Special cases are presented at the end
of Section 4.4, showing this result to be the same as for the cases discussed in
the literature. For straight, constant width strips, this model describes the strain
energy of the Mo¨bius strip.
Secondly, the principle of virtual work is used to derive in full Kirchhoff’s equi-
librium equations for rods, expressed in differential form in Equation 4.63, by in-
troducing arbitrary kinematic variations on a generalised one-dimensional body.
By assuming the material considered is elastic, the principle of total potential
energy is used to find an expression for the variation of a generalised strain en-
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ergy function. Since the internal virtual work must equal the variation of the
strain energy, the relationship between the strain energy and moments and forces
is derived (Equation 4.71). These are applied to the case of developable strips by
imposing the condition that the body is inextensible and the geodesic curvature
is constant, thus identifying the moment components and their relationship to
the strain energy variation (Equation 4.75 and 4.76). This is not a new approach,
but the derivation in Section 4.5 is self-contained and these results are further
developed later.
Thirdly, Section 4.6 puts the two previous results together. Using virtual work
explicitly on the strain energy expression derived for generalised strips, by apply-
ing a virtual deformation on the strip, the explicit relationships between internal
equilibrium forces and moments and the strain energy are obtained. In the case
of straight, constant width strips, these expressions are identical to the ones de-
rived by Starostin and van der Heijden [115] and first only stated in [112]. Two
other special cases are presented, both featuring geodesic curvature and variable
width.
Key findings
 Derivation of bending strain energy for developable inextensible thin elastic
strips that can feature both normal and geodesic curvature along the centreline
and a variable width in Equation 4.32.
– Special case of centreline perpendicular to generators, curved, variable
width strips in Equation 4.34;
– Special case of circular, constant width strips in Equation 4.36;
– The canonical Mo¨bius strip as the special case of straight, constant
width strips in Equation 4.39 with a reduction to Sadowski’s functional
in Equation 4.40.
 Full and self-contained derivation of equilibrium equations for one-dimensional
bodies that, under the assumptions of elasticity, inextensibility and develop-
ability, provides the scalar relationship between moment components across
any cut on the strip and the strain energy (Equation 4.75 and 4.76).
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 Derivation of explicit relationship for the moment components across any
cut along the strip in Equation 4.99.
– Special case of centreline perpendicular to generators, curved, variable
width strips in Equations 4.103 and 4.105;
– Special case of circular, constant width strips in Equations 4.109 and
4.110;
– The canonical Mo¨bius strip as the special case of straight, constant
width strips in Equations 4.115 and 4.116.
 All special cases for which there are previous studies are confirmed against




Inextensional strips - solution
5.1 Introduction
Chapter 4 provides a detailed and self-contained derivation of all the equations
required to find the equilibrium shape of generalised inextensible developable
strips. However, solving the equations themselves is a difficult task. Starostin and
van der Heijden [115] provide results for the canonical Mo¨bius strip by numerically
solving these equations.
Nonetheless, it is useful to be able to find such shapes without having to rely
on PDE solvers. This Chapter provides an alternative formulation of the strain
energy for thin elastic strips such that its form is suitable for implementation
in any programming language. Furthermore, this also allows it to be integrated
in existing form-finding environments, suitable for architectural or structural
applications.
Section 5.2 introduces Dynamic Relaxation as a numerical method used in order
to find the equilibrium shape of a physical system in an explicit way. The rest of
the Chapter is devoted to a derivation of a finite element specifically for applica-
tions on finding the equilibrium form of thin inextensible and developable elastic
strips.
Section 5.3 begins with a re-statement of the problem. A vector based formulation
of the strain energy for generalised developable strips is then derived, with a proof
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that this is equivalent to the scalar one in the case of the Mo¨bius strip. As opposed
to the result derived in Section 4.4 of Chapter 4, this model is restricted to one
for which the centreline lies midway between the edges of the strips. In other
words, the strip width is constant along the length at 2w.
Using the vector form of the strain energy, two special cases are approached within
the framework of a minimisation problem subject to isoperimetric constraints.
Equilibrium shapes and generator distributions are found using Dynamic Relax-
ation and the specific finite elements derived here.
Section 5.3.1 considers the discretisation and solution in the case of straight,
constant width strips (the canonical Mo¨bius strip). Results are presented in
Section 5.3.2, with direct comparison to the results of Starostin and van der
Heijden [115]. These are in good agreement.
Section 5.3.3 considers the special case of curved, constant width strips that feature
generators perpendicular to the centreline. Two solution shapes are found that
are distinct from each other and from the Mo¨bius strip. There are no other
examples of this in the literature. Results are presented in Section 5.3.4.
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5.2 Dynamic relaxation
Dynamic Relaxation, abbreviated henceforth as DR, is a numerical method first
developed by Alistair Day in 1965 [30] and Joseph Otter in 1966 [91]. It is
an explicit method used to compute static equilibrium solutions for structures
based on an analogy with tidal flow computations. In the case of structures,
the equations of structural oscillation and the constitutive equations of elasticity
replace, respectively, the equations of fluid motion and continuity [17].
The way DR works is by explicitly moving the nodes of a structure under the
influence of out-of-balance or residual forces until, due to some form of artificial
damping, the structure, or all of its nodes, achieves equilibrium. This is the
explicit, or vector form, of it, where there is no need to assemble a global stiffness
matrix. The method, used to integrate Newton’s laws of motion through time, is
effectively identical to the leapfrog, or Verlet integration method [1].
Since its development, DR has been refined and extended for various applica-
tions. Adriaenssens and Barnes (2001, [2]) give the formulation of a B-spline
element that takes into account bending. Barnes et al. (2013, [17]) provide a
brief overview of the state of the art with references to various extensions, while
also providing a formulation that considers torsion and transverse moments.
Within the field of lightweight structures, DR can and has been applied in two
different ways. Firstly, as a form-finding tool, DR takes an arbitrary, but topo-
logically relevant geometry, and finds its equilibrium form under the application
of specific loads and constraints. This has been used for form-finding of various
types of structures (e.g. for timber strained gridshells, see Naicu [86]). It has
also begun to be implemented as real-time physics based simulation in educa-
tional contexts (see Piker [94], [104]).
Secondly, DR can be used as a structural analysis tool. In this version, the actual
geometry of the structure is given as an input, and equilibrium is sought under the
action of imposed loads. For example, the form-finding and analysis of the British
Museum Great Court roof gridshell involved the use of DR for both form-finding
and analysis (see Williams [132], [133]).
DR can be implemented on a wide variety of element types, including 1D spring-
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like elements and 2D membrane elements and more complex versions, suited for
specific purposes. To illustrate its implementation, we consider a general system
of n nodes in a structure, with three degrees of freedom (x, y and z-directions).
The residual force, R, is an out-of-balance force caused by all the actions on the
node due to applied loads and connected elements. Using Newton’s second law,




where Mi is a fictitious, lumped mass at the node and v˙
t
ix is the acceleration in
the x-direction at time t. The dot signifies time derivative.









which is a recurrence relationship that allows for updating velocity components.
The updated positions can then be computed from
xt+∆ti = x
t
i + ∆t · vt+∆t/2ix . (5.3)
Each node is subject to this iteration, without being influenced by updates at
other nodes in the same time-step. Having obtained an updated geometry for
all the nodes, new residual forces, Rt+∆tix , can be computed and the iterations
continue.
In order to achieve a static solution, it is vital to extract energy out of the
system so that the structure eventually settles into its equilibrium position. This
is achieved by introducing damping. Two main techniques are used for this and
their effects are schematically illustrated in Figure 5-1.
Firstly, viscous damping is introduced in the velocity recurrence relationship
(Equation 5.2) by multiplying the previous velocity with a factor less than 1.
This is physically analogous to energy dissipation in oscillatory systems. As a
consequence, the behaviour of the system can be overdamped, critically damped
or underdamped, depending on the fictitious masses and damping factor. Ideally,
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a critically damped fine-tuning produces the quickest convergence.
Secondly, one can use kinetic damping. In this case, all nodal velocities are set to
zero whenever a global kinetic peak is reached. Physically, since there is always a
trade-off between potential and kinetic energies during oscillations, this is equi-
valent to removing all the kinetic energy when it is highest, i.e. when the system
passes through its equilibrium state. Although it often leads to better conver-
gence rates, kinetic damping produces a computation cost by having to monitor
the energy in order to find the peak. Furthermore, when complex structures are
simulated, it may be the case that some parts of it are at peak kinetic, while
others are not, and yet globally a peak is detected.
The choice of damping method is simulation dependant, and both methods can
also be used in combination. Other versions also exist, such as friction damping





















Figure 5-1: Damping methods for DR. Top: Viscous damping with (a) under-
damped and (b) critically damped oscillations. Bottom: Kinetic damping.
As for any numerical method, issues of stability, convergence and accuracy are im-
portant. However, their intricacies and the optimisation of simulation algorithms
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are outside the scope of this work. We will refer to some of these issues when
necessary in the course of the following sections and chapters.
5.3 New developable strip DR model
We will now derive a vector based formulation of the same problem of the gen-
eralised developable strip posed in Section 4.4 of Chapter 4. This will then be














Figure 5-2: Developable strip DR element.
Consider a general developable strip whose surface is defined by its edges p(θ1)
and q(θ1) at θ2 = ±1 as shown in Figure 5-2. This normalises the width of the
strip and defines the centreline as the mid-line in between the edges. A general



















= a + θ2b.
(5.4)




(p + q) (5.5)
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which defines the midpoint on any generator between the edges at any parameter





which defines the direction of the generator.










We proceed to find the coefficients of the first and second fundamental forms in














= a′′ + θ2b′′



















Recall that the coefficients of the second fundamental form, bij (Equation 2.31),
are
bij = bji = n · gi,j = −n,j · gi. (5.12)
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Since g2,2 = 0, we have
b22 = n · g2,2 = −n,2 · g2 = 0. (5.13)
Recalling Equation 4.17 in Section 4.4, for the developable strip model we must
also have b12 = b21 = 0, since the normals along a straight line generator are
parallel, n only depends on θ1 and therefore n,2 = 0. Then




· g1,2 = 0
=
(a′ + θ2b′)× b√
g
· b′ = 0
=








Therefore (a′ × b) ·b′ = 0 is the condition expressing developability. This means
that the vectors a′, b and b′ must all lie in the same plane. We can therefore
write that the unit normal is
n =
a′ × b
|a′ × b| (5.15)
and we therefore find
√
g = (g1 × g2) · n = [(a
′ + θ2b′)× b] · (a′ × b)
|a′ × b|
=
(a′ × b) · (a′ × b)
|a′ × b| + θ
2 (b
′ × b) · (a′ × b)
|a′ × b|
= |a′ × b|+ θ2 (b
′ × b) · (a′ × b)
|a′ × b|
= |a′ × b| (1 + χθ2) .
(5.16)
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We have thus introduced χ(θ1), which is defined as
χ =
(b′ × b) · (a′ × b)
|a′ × b|2
=
(a′ · b′) (b · b)− (a′ · b) (b · b′)
(a′ · a′) (b · b)− (a′ · b)2
(5.17)
in which we have used the following identity
(a× b) · (c× d) = (a · c) (b · d)− (a · d) (b · c) . (5.18)
As in the previous chapter, we have obtained b12 = b21 = b22 = 0. We must still
obtain b11 = −n,1 · g1 = n · g1,1. We choose the first expression, since the second









a′′ × b + a′ × b′
|a′ × b| −
a′ × b
|a′ × b|2
d (|a′ × b|)
dθ1
(5.19)
and for any vector x, using,










a′′ × b + a′ × b′
|a′ × b| −
(a′′ × b + a′ × b′) · (a′ × b)
|a′ × b|3 (a
′ × b) . (5.21)
Therefore
b11 = −n,1 · g1
b11 = −
(
a′′ × b + a′ × b′
|a′ × b| −
(a′′ × b + a′ × b′) · (a′ × b)
|a′ × b|3 (a
′ × b)
)
· (a′ + θ2b′) .
(5.22)
In analysing this expression we find that the second term vanishes entirely since
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(a′ × b) · a′ = 0 (repeated vector in triple product) and also (a′ × b) · b′ = 0
(developability condition in Equation 5.14). The only term left is
b11 = −(a
′′ × b) · (a′ + θ2b′)
|a′ × b| . (5.23)
We further manipulate this expression so that
b11 =
a′′ · [(a′ + θ2b′)× b]
|a′ × b|
=
a′′ · [(a′ × b) + θ2 (b′ × b)]
|a′ × b|
=
a′′ · (a′ × b) [(a′ × b) + θ2 (b′ × b)] · (a′ × b)
|a′ × b|3
=





where we have used Equation 5.16 to substitute in
√
g.
Finally, we also have
g22 = g2 · g2 = b · b = |b|2. (5.25)
Exactly as in the previous chapter (Equation 4.19 in Section 4.4) we find that





















|b|2 [a′′ · (a′ × b)]
|a′ × b|2 (5.28)
Note that we performed this manipulation such that we have obtained an expres-
sion for κ1
√
g that is independent of θ2. This means that it can be taken as a
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constant in the integration along a straight line generator.
The total bending strain energy functional for a strip of length L such that










We again define U as the strain energy per unit arclength along the centreline







































































Thus, by substituting in κ1
√




|b|4 [a′′ · (a′ × b)]2






(a′ · b′) (b · b)− (a′ · b) (b · b′)
|a′ × b|2 .
(5.31)
This is equivalent to the result for the strain energy derived in Equation 4.31 of
the previous chapter. The main difference is that we have not used a material
frame defined on a centreline and an angle related to the generator. Instead, we
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have derived a vector form based on the two edges of the strip, with the centreline
implicitly defined along the midpoints of the generators. Vector a′ is effectively
the tangent along the centreline, while vector b is a vector along the straight line
generators, away from the centreline.
We shall now demonstrate that this is equivalent to the strain energy of a Mo¨bius
strip. We therefore consider the special case of a straight, parallel sided strip of








Figure 5-3: Mo¨bius strip.
We use the arclength of the centreline as our parameter so that θ1 = s. We also
have the three Frenet-Serret unit vectors in this case, denoted as T, N and B, in











, where κ is the curvature of the centreline and τ is the torsion. Recall that we
also have the following
τ = κ tanψ (5.33)
for the relationship between the curvature, torsion and angle to the generators.





a′′ = T′ = κN = κn
b = −w (tanψT + B)
b′ = −w (κ tanψ − τ) N− w sec2 ψψ′T
b′ = −w sec2 ψψ′T
(5.34)
We further find
b′ × b = (−w sec2 ψψ′T)× (−w (tanψT + B))
= w2 sec2 ψψ′T×B
= −w2 sec2 ψψ′N
a′ × b = T× (−w tanψT− wB)
= T× (−wB)
= wN
a′′ · (a′ × b) = κN · wN
= wκ.
(5.35)
We can also find the required magnitudes of the vectors as
|b| = w
√
tan2 ψ + 1 = w secψ
|b′ × b| = w2 sec2 ψψ′




(b′ × b) · (a′ × b)
|a′ × b|2
=
−w2 sec2 ψψ′N · wN
w2






|b|2 [a′′ · (a′ × b)]
|a′ × b|2 =
w2 sec2 ψ [κN · wN]
w2
= wκ sec2 ψ. (5.38)
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−w2 sec2 ψψ′ ln
[
1− w sec2 ψψ′









1 + w sec2 ψψ′




Note that this is identical to the expression derived for the Wunderlich functional
on a Mo¨bius strip, expression derived in Section 4.4 of the previous Chapter (See
Equation 4.114 for the total bending energy in this case, U3).
In the following Sections we shall proceed to derive a finite element formula-
tion based on the vector form of the strain energy. We will impose adequate
constraints for two special cases
 Special case of straight, constant width strips (Mo¨bius strips)
 Special case of curved, constant width strips with straight line generators
perpendicular to the centreline
We will achieve this by introducing a number of non-dimensional constraints that
have to be met in addition to the strain energy minimisation problem. We will
then use the Lagrange multiplier method introduced in Section 3.2 of Chapter
3 to derive a finite element version of the minimisation problem. This is then
solved using Dynamic Relaxation.
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5.3.1 Special case
Straight, constant width strips
Firstly, recall the general version of the strain energy per unit arclength derived




|b|4 [a′′ · (a′ × b)]2






(a′ · b′) (b · b)− (a′ · b) (b · b′)
|a′ × b|2 .
(5.40)
Recalling also the general discussion on variational principles in elasticity (see
Section 3.3), in order for the strip to be in equilibrium, we must minimise the
total potential energy pi = Utot+W . In the case of the Mo¨bius strip, there are no





subject to the appropriate constraints, or δUtot = 0.
We formulate the following non-dimensional constraints in vector form which
ensure developability and no in-plane deformation.




(a′ · a′ − 1) = 0. (5.42)










3) The strip is straight, and therefore has zero geodesic curvature for the centreline
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on the surface of the strip:
γ = a′′ ·
(
b− (a




Furthermore, if we differentiate constraint 1), we obtain ε′ = a′′ · a′ = 0 and
therefore
γ = a′′ · b = 0. (5.45)
4) The strip is developable and therefore it must have zero Gaussian curvature.





(a′ × b) · b′ = 0. (5.46)
In the case of the Mo¨bius strip we have
a′′ = κn
a′′ · a′′ = κ2
(5.47)
and
a′′ · (a′ × b) = κN · wN
[a′′ · (a′ × b)]2 = κ2w2.
(5.48)
We can therefore use (a′′ · a′′) for the square of the normal curvature since a′′ is
in the normal direction and thus
[a′′ · (a′ × b)]2 = (a′′ · a′′)w2. (5.49)


























[(a′ · b′) (b · b)− (a′ · b) (b · b′)] .
(5.50)
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Furthermore, let us introduce a new variable, µ = tanψ. Thus
µ = tanψ = −a
′ · b
w
µ′ = sec2 ψψ′ = −a
′′ · b + a′ · b′
w
|b| = w secψ = w
√
1 + tan2 ψ = w
√
1 + µ2
|b|4 = w4 (1 + µ2)2
χ = −w sec2 ψψ′ = −wµ′ = a′ · b′.
(5.51)






























χ = −w sec2 ψψ′ = −wµ′ = a′ · b′.
(5.52)
Note that contents of the {} term is also non-dimensional. Note also that, a
change of sign for χ does not change the sign of U .
We have thus expressed the strain energy per unit arc length, U , and the as-
sociated constraints as functions of the vectors a, the centreline, and b, the
generators, and their derivatives with respect to arclength s. In the case of the
Mo¨bius strip, the b vector is not a unit vector, but instead defines the edges since
a + b = p and a− b = q (see Figure 5-3).






which has to be minimised for equilibrium in the absence of external forces, but
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If we allow again a virtual variation with time, t, so that a and b are functions
of both arclength and time, then we can use the Lagrange multiplier method for
a variational problem with multiple subsidiary conditions [47].






make U , ε, ζ, γ and φ functions of time, t, also.




























ds = 0 (5.55)
in which T , Z, G and F are Lagrange multipliers which are functions of s and
have to be found to satisfy the constraint equations.
This general equation applies for any arbitrary variation, including one that
breaks the constraints. This result is equivalent to a result derived from the
principle of virtual work for a deformable body. We now proceed to cast this
into a finite element formulation, suitable for numerical form-finding within a
DR scheme.
The discretisation we use is based on a quadratic B-spline with 1-point Gaussian
quadrature along the centreline, a. We divide the Mo¨bius strip centreline into
discrete intervals, with points numbered from i = 0 to n with point n joining back
onto point 0. Each increment or arclength is equal to δs. A typical finite element




































Figure 5-4: Straight finite element.
We define the finite element in a hybrid way, by using both integer steps and
half-integer steps for a′ and integer steps only for a′′ and b′.
We call these elements bays, centred around ai between i−1 and i+1, or half-bays,
centred around ai+ 1
2
, between i and i+ 1.


























w2 (1 + µ2i )
2











χi = −wµ′i = a′i · b′i.
(5.57)



















































= 2, or we







(a′′i · a′′i )
}
. (5.60)
This will be used in the numerical simulation, with an appropriately small value
for the threshold.
Let us now write the constraints in differential form.





































3) The strip has zero geodesic curvature, on bay.
γi = a
′′
i · bi = 0. (5.63)










× (bi+1 + bi)
]













In order to write the finite element version of the governing Equation 5.55, we


































(1 + µ2i )
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In addition, the finite difference time derivatives of the constraint equations are
as follows.






























3) The strip has zero geodesic curvature, on bay.
dγi
dt












































, a′′i and b
′
i can readily







Finally, all these equations can be put into a finite difference form for the general
expression with constraints and Lagrange multipliers obtained in integral form


































for a Mo¨bius strip with points numbered from i = 0 to i = n, where point n is
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joined onto point 0. Note that when going across the “joint”, the direction of bi
has to be reversed in order to create the full strip.






. Therefore, this long expres-







. All of these components, coming from the terms related
to U , ε, ζ, γ and φ, are then the out-of-balance forces required for the Dynamic
Relaxation algorithm. We therefore have residual components that affect vectors
ai and bi until the errors in the main equation disappear.
Let Rai and Rbi be the resultant out-of-balance forces that correspond to each
of the two vectors, ai and bi. The DR update scheme, with arbitrary numerical
factors found by trial and error, is therefore
(a˜i)t+ δt
2
= 0.996× (a˜i)t− δt
2
− 0.04× (Rai)t ×
δs3
w2














− 0.0025× (Rbi)t ×
δs2
w







The unknowns are the vectors ai and bi, together with the Lagrange multipliers
Ti+ 1
2
, Zi, Gi and Fi+ 1
2
. In order to find the Lagrange multipliers that satisfy the

















(Zi)t+δt = (Zi)t + Zstiffness × (ζi)t



















These expressions also feature numerical constants in the update scheme, with
the ratio between them for the different constraints being highly influential on
the convergence of the algorithm. This is primarily due to the fact that, within
each iteration, multiple forces contribute to the out-of-balance forces, but there
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is really no preference as to which constraint should be satisfied first. As a result,
they may conflict with each other, and the balance of the numerical constants
has been found through trial and error.
Furthermore, the stiffness factors, Tstiffness, Zstiffness, Gstiffness and Fstiffness, start out
very small and are gradually increased. This is essentially a second DR update
scheme, acting within the primary one. The Lagrange multipliers are therefore
found iteratively by their own DR scheme, within the primary DR scheme for
which the vectors ai and bi are the unknowns.
We now present, in brief, the iterative scheme developed to find the form of
an elastic developable and inextensible strip with zero geodesic curvature, the
canonical Mo¨bius strip. The program is written using C++ and OpenGL.
Based on an empirical study, we use n = 200 or 400 and we ensure that node i = n
joins back onto node i = 0. Across the “joint” we ensure that the normal is flipped
and, consequently, that bi is also flipped so that the half twist is represented. The
nodes are placed along the centreline and are equally spaced along the arclength
by δs. It is possible to choose any starting shape as long as the topology is correct
since the out-of-balance forces push the strip towards the correct equilibrium
shape. The initial setup and iterative process are as follows.
• SETUP
1. From i = 0 to i = n
(a) ai and bi in a cyclical shape ensuring connectivity and twist
(b) Rai = 0 and Rbi = 0
(c) a˜i = 0 and b˜i = 0
(d) Ti+ 1
2
= Zi = Gi = Fi+ 1
2
= 0
(e) Tstiffness = Zstiffness = Gstiffness = Fstiffness = 0
• LOOP
1. For i = 0 and i = n
(a) Balance Rai across the “joint”
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(b) Balance Rbi across the “joint”
2. From i = 1 to i = n− 1
(a) CalculateFunction(i) and retrieve Rai and Rbi
(b) update a˜i and ai from Eq. 5.102
(c) update b˜i and bi from Eq. 5.103
3. For i = 0 and i = n
(a) Correct for ai across the “joint”
(b) Correct for bi across the “joint”
4. go back to LOOP 1.
• CalculateFunction(i)




from Eq. 5.56 and a′
i+ 1
2




(b) Compute εi+ 1
2
from Eq. 5.61 and φi+ 1
2
from Eq. 5.64




according to the DR scheme as in 5.75






of ai and ai+1 according to Eq. 5.56 and 5.68






of ai, ai+1, bi and bi+1 according to Eq. 5.56 and 5.71
2. For each i on bay




i from Eq. 5.56
(b) Compute a′i ·bi and a′i · a′i and a′i ·b′i and a′′i · a′′i and bi ·bi and bi ·b′i
(c) Compute ζi from Eq. 5.62 and γi from Eq. 5.63
(d) Compute Zi and Gi according to the DR scheme as in 5.75
(e) Compute components of
dUi
dt
from Eq. 5.65, 5.66 and 5.67
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of ai−1, ai+1 and bi according to Eq. 5.56 and 5.69




of ai−1, ai, ai+1 and bi according to Eq. 5.56 and 5.70




of ai−1, ai, ai+1, bi−1 and bi+1
3. Return Rai
4. Return Rbi
In summary, this algorithm computes the vectorial components of the governing
equation, Equation 5.72, for every node i. These components, in the directions
of ai and bi that break the satisfaction of the governing equation, are then the
out-of-balance forces used in the DR scheme. Using the DR algorithm, the out-
of-balance forces are used to modify the shape, i.e. ai and bi, and find the
equilibrium form for the inextensible strip without geodesic curvature. Results
are presented in the next Section.
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5.3.2 Results
Straight, constant width strips
The canonical Mo¨bius strip equilibrium shape is a solution to one particular case
of the inextensional developable strip. The case corresponds to a constant width
strip for which the centreline is a geodesic on the surface. This means that the
geodesic curvature of the centreline is zero.
Starostin and van der Heijden [112, 115] provided solutions computed using the
numerical continuation code AUTO. Their solutions are computed by actually
solving the differential equilibrium equations that we have also obtained in Section
4.2 of the previous chapter. They have made use of symmetry around the “joint”,
or switching point, where curvature and torsion go to zero by computing solutions
for the half interval s = [0, L/2] and then reflecting the solution.
We have instead used an explicit numerical scheme that covers the entire strip,
including the joint. A specific finite element has been described in the previous
section and was used to take into account the mechanical strain energy as well as
the following constraints: inextensional behaviour, constant width, developability
and geodesic centreline.
The following results have been obtained using n = 400 nodes along the centreline,
a desired length L = 200 units and various L/w ratios. These are the only para-
meters that determine the equilibrium shape, considering unity stiffness. Further-
more, numerical coefficients were found empirically for the DR update scheme
and the Lagrange multipliers (see iterative scheme at the end of the previous
section). These should have no impact on the solution shapes, and only ensure
convergence.
Starostin and van der Heijden [115] used L = 2pi and w values ranging from 0.1
to 1.5. We have attempted to match our results to the ones presented in their
paper. Table 5.1 shows dimensional relationships for the four strips we present
here. Strip (a) and (c), presented in red and green respectively, are identical to
strip (a) and (b) from [115]. Strip (d) approaches the length to width ratio of (c)
from [115]. Table 5.2 presents the equivalent strip data between the work shown
here and the results of Starostin and van der Heijden [115]. We shall return to
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this when discussing the curvature, torsion and generator angle results.
Table 5.1: Straight, constant width strip dimensions.
(a) red (b) orange (c) green (d) black
L/w
2pi
10.0 7.5 5.0 2.5
L (mm) 199.985 199.961 199.930 199.911
w (mm) 3.1831 4.24413 6.3662 11.5904
2w (mm) 6.3662 8.48826 12.7324 23.1808
L/w 62.8272 47.1147 31.405 17.2481
L/2w 31.4136 23.5574 15.7025 8.6240
Table 5.2: Equivalent strips from Starostin and van der Heijden (2015, [115]).
(a) red (b) orange (c) green (d) black
L/w
2pi
10.0 7.5 5.0 2.5
equivalent strip from [115] (a) N/A (b) N/A
equivalent w (mm) in [115] 0.1 N/A 0.2 N/A
results color in [115] red N/A green N/A
The following results are obtained using our algorithm. Three-dimensional iso-
metric plots are shown in Figure 5-5 for strips (a) and (b) and in Figure 5-6 for
strips (c) and (d). The plots contain the generators as well as the centrelines for
all four strips. Figure 5-7 shows the projections onto planes XY , XZ and Y Z as
well as the 3D isometric plot of the strip centrelines for all four strips. Figure 5-8
show all four strips unrolled on the plane with the cut being made at s = L/2,














Figure 5-5: Equilibrium 3D shapes: Strip (a) at top in red with L/w = 10.0×2pi.
Strip (b) at bottom in orange with L/w = 7.5× 2pi. Strip (a) may be compared














Figure 5-6: Equilibrium 3D shapes: Strip (c) at top in green with L/w = 5.0×2pi.
Strip (d) at bottom in black with L/w = 2.5 × 2pi. Strip (c) may be compared














































































Figure 5-7: Projections and 3D shape of the centreline for strip (a) red, (b)
orange, (c) green and (d) black. L = 200 units and L/w ratio: (a) 10.0 × 2pi,
(b) 7.5× 2pi, (c) 5.0× 2pi and (d) 2.5× 2pi. This image can be compared to Fig.
4 from Starostin and van der Heijden (2015, [115]), noting the slight change of







Figure 5-8: Unrolled shape on the plane. From left to right : (a) red, (b) orange,
(c) green and (d) black. L = 200 units and L/w ratio: (a) 10.0×2pi, (b) 7.5×2pi,
(c) 5.0 × 2pi and (d) 2.5 × 2pi. The strips are cut across the joint at s = L/2.
Straight line generators are shown for all four strips.
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Figures 5-5 and 5-6, showing the computed 3D equilibrium shapes, display a
number of important characteristics. Firstly, we notice areas where the generators
accumulate in a triangular or trapezoidal pattern. The most pronounced is an
almost flat area located at the switching point, s = L/2, where the generators
rapidly sweep across the strip, almost joining towards one edge and spreading
out towards the other. This occurs for all cases presented. At this point, the
normal flips between the two sides, or switches, in order to ensure the half twist
characteristic of the Mo¨bius strip. What’s more, there are two other milder
regions of accumulation for the generators. In between these three regions, there
are three transition areas where the generators pass through cylindrical regions
of pure bending and no torsion.
This overall distribution is perhaps better observed in Figure 5-8 where the strips
have been unrolled onto the plane. The strips are cut at s = L/2, splitting the
nearly flat triangular area in two halves.
We have mentioned in Section 3.5.3 of Chapter 3 that finding the position and
orientation of the straight line generators on a developable surface lies at the
centre of the inextensional theory of elastic plates. We have therefore found,
under the assumptions of linear elasticity and using the Virtual Work method,
solutions for the equilibrium shape and the distribution of straight line generators
on the developable surface.
In addition, Figure 5-7, shows the plane projections of the centrelines as well
as a 3D isometric plot. In comparing this with the equivalent figure provided
by Starostin and van der Heijden (2015, Fig. 4 from [115]), some differences
are observable. Firstly, the XZ projections clearly show small loops at around
(X,Z) = (0,−7). This indicates that the centreline rises up towards the centre
and drops down again. One can observe this, in particular for strip (a) in red and
(b) in green, on the Y Z projections at around (Y, Z) = (0,−7). By comparison,
Fig. 4 from [115] does not show this behaviour.
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The following figures have been computed for strips (a), (b), (c) and (d) of length
L = 200 units, but the values of curvature, κ, and torsion, τ , have been scaled
accordingly to match the results of Starostin and van der Heijden (2015, [115]).
Figure 5-9 (a) shows a plot of the curvature along the non-dimensional arclength
of the strip for the four cases presented here. Figure 5-9 (b) shows the two
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(b) Comparison with Starostin & van der Heijden








0 0.25 0.5 0.75 1
Figure 5-9: Curvature, κ, along non-dimensional arc-length. Switching point
occurs at s = L/2. Top: Results for strip (a) red, (b) orange, (c) green and (d)
black. Bottom: Comparison of strip (a) red and (c) green (solid lines) to strip
(a) red and (b) green (dotted lines) from Fig. 7 in Starostin and van der Heijden
(2015, [115]).
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Figure 5-10 (a) shows a plot of the torsion along the non-dimensional arclength
of the strip for the four cases presented here. Figure 5-10 (b) shows the two
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(b) Comparison with Starostin & van der Heijden
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Figure 5-10: Torsion, τ , along non-dimensional arc-length. Switching point
occurs at s = L/2. Top: Results for strip (a) red, (b) orange, (c) green and (d)
black. Bottom: Comparison of strip (a) red and (c) green (solid lines) to strip
(a) red and (b) green (dotted lines) from Fig. 7 in Starostin and van der Heijden
(2015, [115]).
Furthermore, Figure 5-11 shows a plot of µ = tanψ along the non-dimensional
arclength. Recall that ψ is the angle the generators make with the binormal to
the centreline. When ψ = 0 it means the generators are perpendicular to the
centreline. This happens where switching occurs, at s = L/2 and at two other








0 0.25 0.5 0.75 1
Figure 5-11: Generator angle tangent, µ = tanψ, along non-dimensional
arclength. Switching point occurs at s = L/2. Results for strip (a) red, (b)
orange, (c) green and (d) black.
Finally, we present a diagram of torsion against curvature in Figure 5-12 with
comparison to the equivalent result from [115] (see Table 5.2).
−1







(b) Comparison with 
     Starostin & van der Heijden
(a) Results from this work
1
−1






Figure 5-12: Torsion, τ , against curvature, κ of the strip centreline. Left : Results
for strip (a) red, (b) orange, (c) green and (d) black. Right : Comparison of strip
(a) red and (c) green (solid lines) to strip (a) red and (b) green (dotted lines)
from Fig. 8 in Starostin and van der Heijden (2015, [115]).
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Figure 5-9 (a), showing the adjusted curvature, κ, against the non-dimensional
arclength, confirms the behaviour detailed in [115]. The curvature vanishes at the
switching point and rapidly increases away from it, peaking twice before dropping
down to a minimum at s = 0 = L.
Note that, had the cut of the strip been made at any other point except at
the switching point, κ would have switched signs when going across the joint.
Since the normal itself flips, this is to be expected. However, in the interest of
comparing our results directly with the results of Starostin and van der Heijden,
we have also made cut at s = L/2.
Furthermore, Figure 5-9 (b) directly compares the two equivalent strips. Our
results (in solid lines) show a slightly higher and shifted along peak. The increase
near the switching point is identical, and the overall behaviour is however very
close to results from [115].
In inspecting the plot of torsion, τ , in Figure 5-10 (a), we notice 3 zero torsion
points. The first one occurs at the joint (s = L/2, concomitantly with κ) with
τ rapidly increasing away from the joint. The two other locations correspond to
the locations of peak κ, while τ passes through zero here.
Additionally, Figure 5-10 (b) shows a direct comparison to the two equivalent
strips from [115]. The torsion increase away from the switching point is similar.
However, the peaks are lower in the case of our results compared to Starostin
and van der Heijden’s results. This is also seen in the plot of curvature against
torsion in Figure 5-12. The plot on the right, Figure 5-12 (b) shows this disparity
with higher curvature values and lower torsion values in our case.
This all suggests a small difference between our results, approached through a
form-finding finite element numerical scheme, and the ones of Starostin and van
der Heijden, approached through a PDE numerical scheme that solves the equi-
librium equations. The differences however are minimal and suggest that our
algorithm is adequate for solving this type of problem. It is a suitable approach,
although the algorithm itself is not optimised and can be further improved for
faster convergence time. It would also be useful to investigate the precision of
the algorithm and possible reasons for these small differences on simpler, more
predictable case studies (e.g. a helical strip).
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Lastly, Figure 5-11 shows a plot of µ = tanψ along the non-dimensional arclength.
This is the tangent of the angle that the generators make with the binormal dir-
ection, with µ = 0 meaning generators perpendicular to the centreline and µ = 1
meaning the generators aligned with the centreline (this does not actually occur).
The main feature of this is the almost linear increase away from the switching
point, in the region where the generators rapidly sweep across an approximately
flat area. It also shows three µ = 0 points, one at the switching point, and two
other locations corresponding to where τ passes through zero as well.
This behaviour is consistent with the literature [112, 115]. It also confirms the
property put forward by Randrop and Rogen [97] which suggests that the number
of points where κ = 0 and µ = tanψ = τ/κ = 0 is odd. We have obtained one zero
curvature point and three zero tanψ points. These three are the only locations
along the strip where the generators are perpendicular to the centreline. The
switching point at s = L/2 is a singularity where both τ and κ are zero.
The final picture in this Section shows the lowest L/w ratio strip (strip (d) black
with L/w = 2.5×2pi) unrolled onto the plane, with the generators extended until
they intersect and the edges of regression are clearly visible in dark blue (Figure
5-13). The number of generators has been culled to a third for more clarity.
This image clearly shows the three components of the edge of regression, each
featuring a cusp.
Firstly, one component approaches the switching point at s = L/2 and the cusp
should theoretically lie exactly on the edge of the strip, where the singularity of
τ = κ = tanψ = 0 occurs. This is seen in two parts in Figure 5-13, one at the
top, and one at the bottom, with the parts joined together when the strip is in
its 3D equilibrium shape. Furthermore, the other two components are seen on
opposite sides of the strip, with the cusps lying further away from the edge.
Numerical aspects
The algorithm used n = 400 nodes spaced equally along the centreline of the
strip. Convergence time was between 1 and 10 minutes on a Intel(R) Core(TM)
i3-540 CPU @ 3.07GHz using multi-threading on 2 cores and 4 threads. The
error per node for any of the constraints used was between 10−3 and 10−5.
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Figure 5-13: Development of strip (d) black. L = 200 units and L/w ratio is
2.5 × 2pi. The strip is cut across the joint at s = L/2. Generators are extended
outside the strip surface (light grey). Intersections constitute de edge of regression
(blue). Edge of regression joins up at s = L/2.
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5.3.3 Special case
Centreline perpendicular to generators, constant width curved strips
The procedure for this special case is identical to the one used in Section 5.3.1.
Firstly, we recall again the general version of the strain energy per unit arclength




|b|4 [a′′ · (a′ × b)]2






(a′ · b′) (b · b)− (a′ · b) (b · b′)
|a′ × b|2 .
(5.76)
Similarly, to ensure equilibrium we must minimise the total potential energy
pi = Utot + W . In this case, there are also no external applied loads, W = 0. It





subject to the appropriate constraints, or δUtot = 0.
We formulate the following non-dimensional constraints in vector form which
ensure developability, inextensional behvariour and constant width. We allow
the geodesic curvature to be non-zero, but we prescribe the angle between the
tangent and the generators to be 90 degrees, and hence tanψ = µ = 0.




(a′ · a′ − 1) = 0. (5.78)










3) The strip is curved and has non-zero geodesic curvature for the centreline on
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We therefore have the following relationships
tanψ = µ = 0
a′ · b = 0
a′′ · b + a′ · b′ = 0
a′′ · b + χ = 0
χ = −a′′ · b = a′ · b′.
(5.81)
4) The strip is developable and therefore it must have zero Gaussian curvature.





(a′ × b) · b′ = 0. (5.82)
Also, for this case, we have
|a′ × b| = w
|b| = w
√
tan2 ψ + 1 = w.
(5.83)




|b|4 [a′′ · (a′ × b)]2

















































































































































χ = −a′′ · b = a′ · b′.
(5.86)
Note again, that the contents of the {} term is, in addition to the constraints,
cast in a non-dimensional form.
We consider a variation with time, t, so that a and b are functions of both
arclength and time so that we can use the Lagrange multiplier method in exactly







, and they make U , ε, ζ, µ and φ also functions of time, t. The




























ds = 0 (5.87)
in which T , Z, H and F are Lagrange multipliers which are functions of s and
have to be found to satisfy the constraint equations.
We again divide the strip in equal arclength increments of δs, with points numbered
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from i = 0 to i = n and with point n joining back onto point 0 and we write the
corresponding finite element versions of the equations.



















































Figure 5-14: Curved finite element.















χi = −a′′i · bi = a′i · b′i.
(5.89)
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When χi is very small, with an appropriate threshold set in the numerical scheme,





w2 (a′′i · a′′i )
}
. (5.90)
In addition, the constraint equations become:


























3) The strip is curved and has non-zero geodesic curvature for the centreline on












(bi × bi+1) · a′i+ 1
2
= 0. (5.94)
In order to write the finite element version of the governing Equation 5.87, we
































































We can again use the approximation derived in Equation 5.59 for the χ function,





















The finite difference version of the constraints is as follows.
























3) The strip is curved and has non-zero geodesic curvature for the centreline on























































, a′′i and b
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Finally, all these equations can be put into a finite difference form for the general
expression with constraints and Lagrange multipliers obtained in integral form


































for a curved strip with generators perpendicular to the centreline. The discret-
isation features points numbered from i = 0 to i = n, where point n is joined
onto point 0. Note that when going across the “joint”, the direction of bi has to
be reversed in order to create the full strip.






. Therefore, this long expres-







. All of these components, coming from the terms related
to U , ε, ζ, µ and φ, are then the out-of-balance forces required for the Dynamic
Relaxation algorithm.
Similarly to the algorithm presented in Section 5.3.1, let Rai and Rbi be the
resultant out-of-balance forces that correspond to each of the two vectors, ai and




= 0.999× (a˜i)t− δt
2
− 0.01× (Rai)t ×
δs3
w2















− 0.001× (Rbi)t ×
δs2
w







The unknowns are the vectors ai and bi, together with the Lagrange multipliers
Ti+ 1
2
, Zi, Hi and Fi+ 1
2
. In order to find the Lagrange multipliers that satisfy the

















(Zi)t+δt = (Zi)t + Zstiffness × (ζi)t



















These expressions also feature numerical constants in the update scheme, with
the ratio between them for the different constraints being very influential on the
convergence of the algorithm. This is primarily due to the fact that, within
each iteration, multiple forces contribute to the out-of-balance forces, but there
is really no preference as to which constraint should be satisfied first. As a result,
they may conflict with each other, and the balance of the numerical constants
has been found through an empirical study.
Furthermore, the stiffness factors, Tstiffness, Zstiffness, Hstiffness and Fstiffness, start out
very small and are gradually increased. This is essentially a second DR update
scheme, acting within the primary one. The Lagrange multipliers are therefore
found iteratively by their own DR scheme, within the primary DR scheme for
which the vectors ai and bi are the unknowns.
We now present, in brief, the iterative scheme developed to find the form of
an elastic developable and inextensible curved strip with geodesic curvature and
generators perpendicular to the centreline. The program is written using C++
and OpenGL.
We use n = 100 or 200 and we ensure that node i = n joins back onto node i = 0.
Across the “joint” we ensure that the normal is flipped and, consequently, that
bi is also flipped so that the twist is represented. The nodes are placed along
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the centreline and are equally spaced along the arclength by δs. It is possible
to choose any starting shape as long as the topology is correct since the out-of-
balance forces push the strip towards the correct equilibrium shape. The initial
setup and iterative process are as follows.
• SETUP
1. From i = 0 to i = n
(a) ai and bi in a cyclical shape ensuring connectivity and twist
(b) Rai = 0 and Rbi = 0
(c) a˜i = 0 and b˜i = 0
(d) Ti+ 1
2
= Zi = Hi = Fi+ 1
2
= 0
(e) Tstiffness = Zstiffness = Hstiffness = Fstiffness = 0
• LOOP
1. For i = 0 and i = n
(a) Balance Rai across the “joint”
(b) Balance Rbi across the “joint”
2. From i = 1 to i = n− 1
(a) CalculateFunction(i) and retrieve Rai and Rbi
(b) update a˜i and ai from Eq. 5.102
(c) update b˜i and bi from Eq. 5.103
3. For i = 0 and i = n
(a) Correct for ai across the “joint”
(b) Correct for bi across the “joint”
4. go back to LOOP 1.
• CalculateFunction(i)





from Eq. 5.88 and a′
i+ 1
2




(b) Compute εi+ 1
2
from Eq. 5.91 and φi+ 1
2
from Eq. 5.94




according to the DR scheme as in 5.104






of ai and ai+1 according to Eq. 5.88 and 5.97






of ai, ai+1, bi and bi+1 according to Eq. 5.88 and 5.100
2. For each i on bay




i from Eq. 5.88
(b) Compute a′i ·bi and a′i · a′i and a′i ·b′i and a′′i · a′′i and bi ·bi and bi ·b′i
(c) Compute ζi from Eq. 5.92 and γi from Eq. 5.93
(d) Compute Zi and Hi according to the DR scheme as in 5.104








of bi according to Eq. 5.88 and 5.98




of ai−1, ai+1 and bi according to Eq. 5.88 and 5.99




of ai−1, ai, ai+1, bi−1 and bi+1
3. Return Rai
4. Return Rbi
In summary, this algorithm computes the vectorial components of the governing
equation, Equation 5.101, for every node i. These components, in the directions
of ai and bi that break the satisfaction of the governing equation, are then the
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out-of-balance forces used in the DR scheme. Using the DR algorithm, the out-
of-balance forces are used to modify the shape, i.e. ai and bi, and find the
equilibrium form for the inextensible strip with geodesic curvature. Results are
presented in the next Section.
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5.3.4 Results
Centreline perpendicular to generators, constant width curved strips
We now present results for another particular case of the inextensional develop-
able strip. In contrast with the canonical Mo¨bius, where the constraint is for a
geodesic centreline, we have relaxed this constraint and allow geodesic curvature
along the centreline. However, we enforce a weaker constraint, specifying that
the generators must be perpendicular to the centreline. We still require the strip
to join back onto itself with a half twist, topologically creating a Mo¨bius strip.
Such solutions do not exist in the literature. Although Dias and Audoly [31] have
developed a similar continuum model for generalised inextensible developable
strips, they do not provide solutions or a way to obtain them.
We have used an explicit numerical scheme that covers the entire strip, including
the joint. A specific finite element was described in the previous section and
was used to take into account the mechanical strain energy as well as the fol-
lowing constraints: inextensional behaviour, constant width, developability and
the modified constraint that requires the generators to be perpendicular to the
centreline.
The following results have been obtained using n = 200 nodes along the centreline
and a desired length L = 200 units, as in Section 5.3.2.
However, instead of attempting various L/w ratios, we have found two types of
solutions, giving two distinct equilibrium shapes for the lowest L/w ratio achiev-
able within the simulation. We call these Type I, with results in red, and Type II,
with results in blue. Table 5.3 shows dimensional relationships for the solutions
provided. Note that the L/w ratios are lower than what was achieved for the
straight strips in Section 5.3.2. In other words they are wider than the straight
strips but have the same total length.
It is also important to note that the two types of solutions do not emerge out
of a different initial geometry or modifications of the governing equations. They
emerge out of an extremely small modification of the constraint growth numerical
parameters. A change in the multiplication factor for Tstiffness, Zstiffness, Hstiffness
and Fstiffness, which governs the rate at which they increase during the simulation,
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from 0.1 (for Type I) to 0.09 (for Type II) produces the two different solutions.
This suggests that the numerical form-finding process is itself bi-stable for this
kind of strip which does feature geodesic curvature on the centreline.
Table 5.3: Curved, constant width strip dimensions.




L (mm) 199.595 199.630
w (mm) 16.667 16.667
2w (mm) 33.334 33.334
L/w 11.9757 11.9778
L/2w 5.9878 5.9889
The following results are obtained using our algorithm. Three-dimensional iso-
metric plots are shown in Figure 5-15 for strip Type I and Type II. The plots
contain the generators as well as the centrelines for both solutions. Figure 5-16
shows the projections onto planes XY , XZ and Y Z as well as the 3D isometric
plot of the strip centrelines for both strip types. Figure 5-17 shows both strips
unrolled on the plane with the cut being made at s = L/2, across the joint.
Furthermore, under these constraints, the centreline now features both normal
curvature, κn, and geodesic curvature, κg, along the centreline. However, due to
the constraint of perpendicular generators, these strips should feature an angle
ψ = 0. Then, by virtue of the relationship τ = κn tanψ, the torsion, τ along the
centreline should be constant at 0.
For comparison, the values of κn and κg that have been computed for the curved
strips Type I and II have been scaled to correspond with the results for Mo¨bius
strips in Section 5.3.2 and Starostin and van der Heijden (2015, [115]).
Figures 5-18 and 5-19 show the plots of κn (a), κg (b) and the angle ψ (c) along














Figure 5-15: Equilibrium 3D shapes: Strip Type I at top in red and Type II at
bottom in blue with L = 200 units and L/w = 1.90× 2pi.
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Figure 5-16: Projections and 3D shape of the centreline for strip Type I in red
and Type II in blue. L = 200 units and L/w = 1.90 × 2pi. These plots can be
compared with Figure 5-7 which shows the same plots for the straight, constant














Figure 5-17: Unrolled shape on the plane for strip Type I in red and II in blue.
L = 200 units and L/w = 1.90 × 2pi. These plots can be compared with Figure
5-8 which shows the same plots for the straight, constant width strips in Section
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Figure 5-18: Strip Type I: (a) Normal curvature, κn, along non-dimensional
arclength. (b) Geodesic curvature, κg, along non-dimensional arclength. (c)
Generator angle, ψ, in degrees, along non-dimensional arclength. Switching point
occurs at s = L/2.
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Figure 5-19: Strip Type II: (a) Normal curvature, κn, along non-dimensional
arclength. (b) Geodesic curvature, κg, along non-dimensional arclength. (c)
Generator angle, ψ, in degrees, along non-dimensional arclength. Switching point
occurs at s = L/2.
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Figure 5-20: Development of strip Type I. L = 200 units and L/w ratio is
1.9 × 2pi. The strip is cut across the joint at s = L/2. Generators are extended
outside the strip surface (light red). Intersections constitute de edge of regression
(black). Edge of regression joins up at s = L/2.
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Figure 5-21: Development of strip Type II. L = 200 units and L/w ratio is
1.9 × 2pi. The strip is cut across the joint at s = L/2. Generators are extended
outside the strip surface (light blue). Intersections constitute de edge of regression
(black). Edge of regression joins up at s = L/2.
Finally, Figures 5-20 and 5-21 show the development of the two strips, Type I and
Type II respectively, together with extended generators and their intersections
(in black) constituting the components of the edge of regression.
The first thing to notice in the case of these results is that the strips are still
topologically Mo¨bius strips, but, their equilibrium shapes differ considerably.
This can be seen by comparing Figures 5-5 and 5-6 with Figure 5-18. What’s
more, the two solution types obtained when allowing geodesic curvature differ
quite a lot in and of themselves.
The projections of the centrelines, shown in Figure 5-16, are symmetric in the
XZ and Y Z planes. As for the case of the straight strips, the projection on
the XY plane is however, anti-symmetric. The unrolled shapes on the plane are
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shown in Figure 5-17, with the cut being made at s = L/2.
We notice different accumulations of the generators in both cases. Strip Type II
(in blue) is slightly similar to the straight strips by featuring a less pronounced
trapezoidal region at the switching point, with generators getting nearer towards
one edge and wider towards the other. The edge of regression however, does not
directly touch the edge of the strip at s/L = 2. Strip Type I (in red), on the
other hand, does feature an edge of regression component that touches the strip,
but on the opposite side of the strip, such that the generator accumulate towards
the “interior” of the strip. It is also clear from the unrolled curved strips, that
the centreline does feature geodesic curvature, and in both cases this vanishes
three times, corresponding to inflection points in the centreline.
Furthermore, this is also shown in plots (b) of Figure 5-18 and Figure 5-19. The
geodesic curvature is plotted against the non-dimensional arclength and we notice
κg = 0 once at s = 0 = L and two more times, at different symmetric locations
along the strips for the two types. The mirrored discontinuity at s = L/2 occurs
due to the normal flipping at the switching point, as a consequence of the half
twist.
The same Figures show the normal curvature against the non-dimensional arclength
in plots (a). For strip Type I we notice three κn = 0 points, including one at
the switching point, and the other two where κg = 0. We clearly see two small
positive peaks and one larger negative minimum. In contrast, strip Type II only
features vanishing normal curvature at the switching point. It also features two
larger negative minimum points and a negative maximum.
As discussed before, the torsion τ should be constant at τ = 0, implying also a
constant ψ = 0 indicating perpendicular generators. Figures 5-18 (c) and 5-19 (c)
show plots of the angle ψ along the non-dimensional arclength. This is a measure
of the errors in the algorithm and shows maximum deviations of 1.5° at peaks,
and much smaller along the entire length. In inspecting the plots, we also notice
that ψ = 0 exactly at five locations, giving again an odd number of vanishing κn,
κg, ψ and thus of tanψ.
The final two pictures in this Section show the two strip types unrolled onto the
plane, with the generators extended until they intersect and the edges of regres-
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sion are clearly visible in black (Figure 5-20 and 5-21). The images clearly show
the three components of the edge of regression for both cases, each component
featuring a cusp.
For strip Type I, one component of the edge of regression touches the edge of the
strip at the switching point, s = L/2, and is shown in two parts, at the top and
bottom of the figure, being joined up in the 3D equilibrium shape. The other
two components appear on either side of the strip, further away from the edge.
In contrast, strip Type II features a non-touching component at s = L/2 which,
when joined together is further away from the edge of the strip. The other two
components, seen on either side of the strip forming a clear cusp, approach the
edge much more, but still do not actually touch the strip.
Physical models
As a method of validating the two strip types obtained in this case, simple paper
models have been produced for strip Type I (seen alongside the 3D computed
shape in Figure 5-22) and strip Type II (seen alongside the 3D computed shape
in Figure 5-23). These were obtained simply by cutting out the outline of the
strips in the unrolled state and joining the ends with a half twist.
Upon visual inspection, both models match the predicted computational shapes.
Furthermore, the straight line generators remain straight in the bent and twisted
state, thus confirming the use of the inextensional theory of elastic plates for
this problem. Note that the gluing over at the joint modifies the elastic stiffness
locally, thereby potentially inducing minor shape modifications. A better and
more precise model can be assembled by doubling the amount of layers so that
there is an overlap, and therefore uniform stiffness, over the entire length of the
strip.
A more detailed study can be carried out, using techniques similar to the ones
used by Seereeram and Seffen (2014, [103]), in order to numerically quantify any
difference between the computational and physical model, and to ascertain the
limits for scaling in size when using real materials (self weight is not included in
the simulation, but within a DR framework, it can easily be).
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Figure 5-22: Strip Type I - Comparison between 3D and physical model. Top:
Computational 3D shape. Bottom: Physical model made from paper showing
straight line generators.
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Figure 5-23: Strip Type II - Comparison between 3D and physical model. Top:




The algorithm used n = 200 nodes spaced equally along the centreline of the
strip. Convergence time was between 1 and 10 minutes on a Intel(R) Core(TM)
i3-540 CPU @ 3.07GHz using multi-threading on 2 cores and 4 threads. The
error per node for any of the constraints used was between 10−5 and 10−7. These
are lower than the ones obtained in the case of straight strips and the algorithm
itself is less sensitive to variations in the numerical constants used.
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5.4 Summary
This chapter aimed at providing a method of solution for finding the equilib-
rium shape of inextensible thin strips that can be applied on its own, but also
offers the possibility of being extended and implemented in various form-finding
environments.
Firstly, Dynamic Relaxation (DR) is introduced as an explicit numerical method
used in finding the static equilibrium shape of structures in Section 5.2.
The work presented here features one added restriction compared to the previous
chapter, in that the width is no longer variable but is instead constant at 2w. In
order to use DR, a vector form of the bending strain energy of thin elastic strips
is derived in Section 5.3. This is provided in Equation 5.31. For the Mo¨bius strip,
it is shown that this is equivalent to the scalar version derived in Equation 4.39
of Chapter 4.
Section 5.3.1 presents a derivation of a specific discrete finite element for the case
of straight, constant width strips. Four non-dimensional constraints are intro-
duced (Eq. 5.42, 5.43, 5.45 and 5.46) that ensure developability, inextensibility
and a straight, constant width shape. By then using the centred finite differ-
ence method based on a quadratic B-spline with 1-point Gaussian quadrature
along the centreline, discrete versions of the strain energy and the constraints
are derived, together with their time derivatives (Eq. 5.65, 5.66 and 5.67 for the
strain energy; Eq. 5.68, 5.69, 5.70 and 5.71 for the constraints). For equilibrium,
the general governing Equation 5.72 must apply. The section ends with the DR
algorithm used to find the equilibrium shape of straight, constant width strips.
Section 5.3.2 details the results obtained using the specific algorithm presented
here. Four different length to width ratios are obtained, with two of them being
equivalent to results from Starostin and van der Heijden [115]. Both 3D equilib-
rium shapes are shown and 2D shapes unrolled onto the plane, with straight line
generator distributions clearly marked. Plots of the normal curvature, κ, torsion,
τ and generator tangent angle, µ, are presented.
Furthermore, a direct comparison is made in the two matching cases with results
from [115]. Results from this work are slightly less accurate, due to the numerical
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form-finding program written being less stable than established PDE solvers.
However, the behaviour is consistent with previous work in all respects, including
vanishing curvature and torsion points, generator distribution along the strip and
the occurrence of the edge of regression. Improvements to the algorithm to aid
accuracy and convergence are possible, but are outside the scope of this work.
However, the method presented here is applicable in any programming language,
and the discrete DR element formulated here can easily be integrated in other
form-finding tools (e.g. Kangaroo for Grasshopper and Rhino3D [94, 93]).
Section 5.3.3 presents the development of a similar discrete finite element for
the special case of curved, constant width strips that feature geodesic curvature
and straight line generators perpendicular to the centreline. Once again, four
non-dimensional constraints are introduced (Eq. 5.78, 5.79, 5.80 and 5.82) and
they ensure developability, inextensibility a constant width shape and constant
perpendicular generators. As for the Mo¨bius strip case, discrete versions of the
strain energy and the constraints are derived, together with their time derivatives
(Eq. 5.95 for the strain energy; Eq. 5.97, 5.98, 5.99 and 5.100 for the constraints).
For equilibrium, Equation 5.101 must be satisfied and the DR algorithm is then
presented.
Finally, Section 5.3.4 shows results obtained using the derived algorithm and
finite element. Two types of strips are obtained that are in equilibrium and
have different shapes in both 3D and when unrolled onto the plane. These are
shown, together with the straight line generators. The two shapes obtained are
different also when compared to the Mo¨bius strip. Computed examples of such
curved developable inextensible thin elastic strips do not exist elsewhere in the
literature. Physical models made from paper are also presented matching all the
features of the computed examples.
Plots of the normal curvature, κn, and the geodesic curvature, κg, are presented.
In this case, torsion τ , should be zero as a consequence of the constraint specifying
perpendicular straight line generators on the centreline. As confirmation, a plot
of the internal angle variable ψ shows peak values of 1.5° for both strip types
obtained. Unrolled shapes onto the plane are pictured, together with the three
components of the edge of regression.
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Therefore, a new method of form-finding generalised inextensible developable
thin elastic strips, of which the Mo¨bius strip is a special case, is introduced.
Specific DR algorithms are derived and solutions to special cases are presented.
One special case is confirmed against results from literature. The other one is
presented for the first time.
Furthermore, the applicability of this model extends past the typical half-twist
one-sided Mo¨bius strip. It can be used to find the equilibrium shape of any
inextensible developable strip that can be analysed within the framework of the
inextensional theory of elastic plates. Form studies for sculptural, architectural
or structural applications can be undertaken, as well as mechanical models of
macro-molecular structures.
Key findings
 Derivation of a vector based formulation of the bending strain energy for
developable inextensible elastic strips that can feature both normal and
geodesic curvature along the centreline, with a constant width, in Equation
5.31.
 Straight, constant width strips
– Derivation of a discrete finite element to be used within a Dynamic
Relaxation algorithm.
– Derivation of discrete strain energy and discrete non-dimensional con-
straints (Eq. 5.65, 5.66 and 5.67 for the strain energy; Eq. 5.68, 5.69,
5.70 and 5.71 for the constraints).
– Implementation in a Dynamic Relaxation algorithm, shown at the end
of Section 5.3.1.
– 3D equilibrium shapes in Figure 5-5 and Figure 5-6.
– κ, τ and µ plots in Figures 5-9, 5-10, 5-11 and 5-12.
– 2D unrolled shapes in Figures 5-8 and 5-13.
 Curved, constant width strips with generators perpendicular to the centreline
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– Derivation of a discrete finite element to be used within a Dynamic
Relaxation algorithm
– Derivation of discrete strain energy and discrete non-dimensional con-
straints (Eq. 5.95 for the strain energy; Eq. 5.97, 5.98, 5.99 and 5.100
for the constraints).
– Implementation in a Dynamic Relaxation algorithm, shown at the end
of Section 5.3.3.
– 3D equilibrium shapes for two different solution types in Figure 5-15.
– κn, κg and ψ plots in Figures 5-18 and 5-19.
– 2D unrolled shapes in Figures 5-17, 5-20 and 5-21.
 Numerical scheme developed proven suitable for this type of problem, with
potential for extension and applicability in other contexts.
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Chapter 6
Optimum columns - theoretical
development
6.1 Introduction
This chapter moves on from inextensible strips and formulates the second problem
posed in Chapter 1, relating to the optimal shape of columns stable against buck-
ling. Columns are also seen as one-dimensional bodies and methods introduced
in Chapters 2 and 3 are used to find the optimal shape of tapered rods.
Section 6.2 focuses on the literature surrounding the problem of finding the shape
of Lagrange’s strongest column. Section 6.3 describes the progress made on a
related problem, that of Euler’s tallest column. Previous work reviewed only
focuses on the linear elastic case. Section 6.4 reviews approaches used when
introducing material non-linearity in the study of buckling for columns.
A derivation using the principle of virtual work is then presented in Section 6.5
which produces two Euler-Lagrange equations, satisfaction of which ensures the
stability and the volume minimisation for columns. This is a generalisation that
recovers, as special cases, both the strongest and the tallest column problems.
What’s more, non-linear elasticity is introduced as a means to have both stability
and strength control in the form-finding. Solutions to the equations provide the
optimal shape of tapered rods stable against buckling (see Chapter 7).
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6.2 Review:
Lagrange’s column - The strongest column
6.2.1 Background
The study of elastic columns, first developed into a mathematical formulation by
Bernoulli, Euler and Lagrange during the XVII-th and XVIII-th centuries, has
spurred a huge amount of work, much of it still accurate and in engineering use
today.
Among the problems that arose, there is Lagrange’s classic problem of the strongest
column [125]. Timoshenko (1953 [125], pp. 39) reports that Lagrange was the
first to attempt “to find that curve which, by revolution about an axis, generates
the column of greatest efficiency”, thus adding to classical aesthetic ideals, the
notion of a scientifically derived ideal for columns.
In this section we review the work done on this problem and examine the methods
and results employed by other authors in the past. This section is not compre-
hensive with respect to the entire field of optimal design of structures.
6.2.2 Euler and Lagrange
Euler’s extensive work on the subject of buckling for columns of uniform cross-
section was referred to in Section 3.4.3, in the discussion on stability. The differ-
ences between linear and non-linear analysis have already been discussed.
Following Euler, Lagrange undertook a study of columns with variable cross-
section along the length, in particular columns that are solids of revolution about
an axis. As before, the columns are seen as one-dimensional bodies, or rods, with
specific material and geometric properties along the axis. He incorrectly arrives
at the conclusion that the strongest hinged column is cylindrical [125].
Steven Cox (1992, [27]) reports, in an article rich in historical detail, that Lag-
range’s solution was wrong due to “missteps in applying the calculus”. He also
reports that Clausen appeared to have solved the problem correctly in 1851.
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6.2.3 Keller
Almost a century later, there were still unresolved issues, particularly for different
boundary conditions. Joseph B. Keller (1960, [64]) approached the problem again
and recovers, in greater generality, the result of Clausen for the pinned-pinned
case under applied axial load. Keller defines two sub-problems. Firstly, given
a uniform column of convex section, he finds that a triangular cross-section is
optimal. Secondly, for tapered columns with self-similar sections along the axis,
he attempts to find how the sectional area varies with the height.
It is useful here to evaluate the problem under consideration. There are two
fundamental ways to look at it. Firstly, given a fixed volume of material, length
of column and axial load, find the material distribution along the length that
maximises the lowest eigenvalue, or Euler buckling load. Secondly, one could see
the problem as an attempt to minimise the total volume by distributing material
along the axis for a given lowest eigenvalue, length of column and axial load.
Keller and subsequent authors see the problem in the light of the first description
above. In his paper [64] Keller begins from the equilibrium equations of the
buckled shape under the assumptions of linear buckling theory. By applying a
variation on the area and displacement functions he obtains an analytic solution
for this case. He then complements the analysis with a discussion beginning
with Love’s full equilibrium equations for rods and additional equations relating
moments to curvature and torsion, reaching the same conclusions. Finally, he
extends the analysis to the non-linear buckling case, and proves that for the
tapered column, elastica type solutions exist just above the lowest eigenvalue.
This proves that the eigenvalue is at a stable-symmetric bifurcation point on the
equilibrium path (see Section 3.4.3).
He then extends his work, together with I. Tadjbakhsh (1962, [118]), and they
attempt to determine shapes for the largest critical buckling load of “all columns
of given length and volume”. In this paper, the authors approach the problem
for columns fixed at one end and fixed, pinned, or free at the other end, under
the assumption of self-similar cross-sections all along the length of the column.
The authors’ analysis [118] starts from a fourth order homogeneous differential
equation. Under a change of variables, this turns into a second order equation
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with associated mixed boundary conditions. Applying a similar technique as
before, by variational means, they arrive at analytic solutions for all the cases
discussed. They also claim to prove that the solutions found are actually the
strongest.
Figure 6-1: The strongest columns of Keller and Tadjbakhsh (reproduced from
their paper (1962, [118])).
One of the main anomalies with this work is that it produces solutions which
feature vanishing area at certain points. Figure 6-1 shows this is the case for all
solutions. When the column is fixed at least at one end, vanishing area points
occur within the length of the column itself.
In a slightly different approach, Taylor (1967, [119]) uses an energy approach
to derive the same fourth order equation that Keller and Tadjbakhsh use as the
starting point. More importantly, he is the first to recognise the issue of vanishing
area. Although this is consistent with vanishing bending moments, it is only
consistent with stiffness requirements and not with strength requirements. In a
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second paper, Taylor and Liu (1968, [120]) attempt to rectify this by including a
minimum area constraint in the process. They make no claim of optimality and
state that “the design obtained in this way is at best a possible actual design and
at worst provides an improved lower bound to the volume of an actual design”.
Nevertheless, the work of Keller and Tadjbakhsh has become classic and has
reignited the search for the scientific ideal of columns and subsequent authors
have confirmed, disputed and extended their results. Among them, Olhoff and
Rasmussen (1977, [90]) focused their attention on the fixed-fixed case, which is
the one that seems the most problematic. In analysing the solution provided
by Keller and Tadjbakhsh, they show that the lateral displacement does not
correspond to the fundamental mode and identify the error in the fact that the
original work assumed differential continuity for the rotation function all along
the length. This, they claim, is a too restrictive limit on the admissible class of
functions.
Olhoff and Rasmussen then tackle the problem under a bimodal formulation that
assumes the critical load is a double eigenvalue for two different modes. Ad-
ditionally, they recognise the issue surrounding vanishing areas and impose an
added constraint, essentially a minimum area. Using a variational approach and
the Rayleigh quotient, they derive a new coupled non-linear integro-differential
eigenvalue problem. This can be reduced to Keller’s formulation and the authors
provide some computed numerical solutions.
Their work is augmented by that of Popelar (1977, [96]), Masur (1984, [82]),
Olhoff (1989, [89]) and Seyranian (1994, [105]). Their perspective comes from the
idea of optimal design under various constraints, including stability constraints.
A comprehensive review of this type of approach, for all kinds of structures can
be found in Gajewski and Zyczkowski (1988, [46]).
6.2.4 Cox and Overton
The issue seems to be put to rest by Cox and Overton (1992, [29]). In their
paper, they provide a generalisation for Lagrange’s problem and derive neces-
sary conditions for existence when maximising Euler’s buckling load for various
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boundary conditions. The authors claim their work subsumes previous attempts,
including multiple least eignevalue situations. Their approach, however, is based
on generalisations of Pontryagin’s maximum principle and is quite abstract in
nature.
It is also not without its critics. In response, Kirmser and Hu (1993, [67]) provide
a very interesting comment on previous papers. They argue that confusion arises
when previous authors use slightly different meanings for the same words, such as
“eigenvalue”. Furthermore, they contest the interpretation of some of the results
of Cox and Overton, in particular the proportionality relationship between the
area and the lateral displacement. Kirmser and Hu also criticise the search for,
what they call, a “too sophisticated generality” through the use of fourth order
differential equations, when equilibrium could be described using equations of
second order only. They provide some analysis as well and find the same solutions
as Keller and Tadjbakhsh for the pinned-pinned and fixed-pinned cases. Finally,
Kirmser and Hu make the sensible comment that, although Lagrange’s problem
is of great interest from a mathematical point of view, some of its subtleties fade
away once translated into a real engineering problem for a column.
We mention, for completeness, some more recent work. Seyranian and Privalova
(2003, [106]) provide a short review of past work and then extend their previous
results to cases with elastic foundations at both ends. Egorov (2002, [38] and
2005, [37]) provides an alternative proof of existence and method of solving for the
strongest column. A notable advance is by Spasic and Glavardanov (2009, [111])
who provide an extension from the general theory of rods by allowing shortening
and shear flexibility in the column. This leads to solutions with non-zero area
and reduce to the previous Euler-Bernoulli formulations also.
Finally, Atanackovic together with Seyranian and others have also approached
the problem, confirming some of the earlier results for columns with elastic found-
ations (2006, [11]), columns with self-weight (2006, [10]), application of Pontry-
agin principle to optimisation problems (2008, [13]), columns with restriction on
cross-sectional area (2011, [88]), bi-modal optimisation with constraints (2011,
[14]) and optimisation of nano rods (2012, [12]).
In summary, Lagrange’s problem has sparked a huge amount of work following the
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papers of Keller and Tadjbakhsh in the 1960s. The intricacies of their solutions
have been thoroughly disseminated, debated and expanded in the last decades.
However, the discussion has proven to be complicated and has moved towards
more abstract areas of mathematics.
6.3 Review:
Euler’s column - The tallest column
6.3.1 Background
A second problem to arise with the study of elastic columns was formulated by
Euler himself and is now known as Euler’s classic problem of the tallest column.
Diaz and Sauvageot (2010, [33]) report that Euler posed this problem in 1757 by
attempting to find “the shape of a stable column with the symmetry of revolution,
such that it attains the maximum height once the total mass is prescribed”.
Once again, there are two fundamental ways to consider this. Firstly, given a
fixed volume of material, attempt to find the distribution of material along the
height of a column fixed at the base and free at the top such that the column is
stable against buckling under its own weight, while also maximising the height.
However, it is conceivable that, as long as there is enough material and gravity
is constant, the height is not itself limited and one could keep adding material so
that the column remains stable.
Alternatively, one could consider the problem as an attempt to minimise the total
volume by varying the material distribution along the axis, such that the column
remains stable under its own weight for a given height. This perspective is more
relevant in the context of engineering or even the design of tall buildings. Previous
work, detailed in the following subsections, focused on the first description of
Euler’s problem. We adopt the second formulation in our derivation in Section
6.5.
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6.3.2 Keller and Niordson
In a paper titled “On height consistent with stability”, Greenhill (1881, [54])
solved the problem for an unloaded heavy column of uniform cross-section by
using Bessel functions. He also discussed the potential of varying the cross-section
by using particular surfaces of revolution. He explicitly refers this problem to the
height of trees and, rather enticingly, to “the greatest height a jelly in the form
of a paraboloid”.
Keller and Niordson (1966, [65]) first solved the problem of finding the tallest
column made out of a linearly elastic material by allowing the cross-sectional
area to vary. Using linear buckling analysis, they formulate the problem math-
ematically as that of maximising “the lowest eigenvalue of a linear second order
ordinary differential equation with homogeneous boundary conditions”. This falls
in the category of Sturm-Liouville type problems, which are often solved using
variational methods and the Rayleigh quotient.
In a relatively short paper, Keller and Niordson formulate the problem, derive
the necessary equations in a non-dimensional way and, following a discussion on
the behaviour at the top and bottom, provide some results obtained by numerical
iterations. They find that, if the column is unloaded at the top, the area vanishes
like the cube of the distance from the top, creating a cusp. If there is a point
load at the top, the area vanishes like the two-thirds power of the distance from
the top, creating a round top.
6.3.3 Cox and McCarthy
Unlike Lagrange’s strongest column, work on Euler’s tallest column seems to have
begun and ended with Keller and Niordson. A notable exception was presented in
an article by Hu and Kirmser (1980, [62]). They present a more intuitive approach
that involves the second version of the problem statement, i.e. minimising the
volume for a given height. It is the only version of the problem that has been
tackled like this in the literature. They compute numerical solutions for the shape
by iterating between analysis and optimisation, with the principal variable being
the cross-sectional area.
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Further investigations of this problem were undertaken later by Cox and Mc-
Carthy (1998, [28]) and again by McCarthy (1999, [73]). Using the same methods
as those used by Cox and Overton [29] for the strongest column, they claim to
formally prove the existence conditions and use numerical schemes to find the
optimal design. Their main criticism of Keller and Niordson is the assumption
of a smoothly varying eigenvalue across the admissible class of designs and argue
for the use of elements from the spectral theory of functions.
Finally, several other authors have approached this problem in recent times, in-
cluding Atanackovic (2006, [10]), Egorov (2010, [39] and 2013, [40]), Diaz and
Sauvageot (2010, [33]) and Vazquez Espi et al. (2015, [130]). They all propose
new mathematical approaches and proofs of existence and solutions. Notably,
Elishakoff (2000, [41]) presents closed form solutions for heavy columns by using
a polynomial buckling mode expression to derive a polynomial stiffness variation
along the height.
In summary, Euler’s problem is essentially a generalisation of Lagrange’s prob-
lem and proved to be equally, if not more, difficult to solve, with fewer authors
approaching it. Similarly, the mathematical questions of existence, proof of op-
timality and methods of solution are very interesting. However important these
details are, the practical nature of optimal column design, whether it be applied
to micro-scale structures or super tall buildings, has been somewhat ignored.
Among such issues is the question of material strength. There has not yet been
any attempt to go outside the bounds of linearly elastic materials, or to limit the
compressive stress in the tallest column. This would become particularly useful
when considering designs for super tall buildings, or relatively weak materials.
6.4 Non-linear elasticity and optimal columns
The entire discussion in previous sections has only referred to the use of lin-
early elastic isotropic materials and none of the work mentioned in the preceding
sections has attempted to introduce strength criteria for optimality by limiting
stress. Tangentially, several authors have provided improvements by adding con-
straints on how small the area can be, Taylor and Liu [120], in particular, being
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the first to do so.
Frauenthal (1972, [43]) approaches this problem by directly applying a constraint
on the maximum allowable pre-buckling stress. The method used replicates previ-
ous work and he provides analytical solutions to a number of cases of the strongest
column problem.
Rasmussen (1976, [98]) does not impose a hard constraint on the stress. Instead,
he uses a stress/strain law based on the Ramberg-Osgood relationship which
provides a smooth transition between elastic and plastic behaviour. This con-
stitutive law is a polynomial function of the stress, with the choice of exponent
depending on the material and it also allows the prescription of a yield stress. He
also only approaches Lagrange’s strongest column problem.
If one considers the design of tall buildings, or vertical self-supporting structures
made of relatively weak materials, it becomes useful to include non-linear elasti-
city in the optimisation process, effectively limiting the stress.
Francis Reynolds Shanley [107, 108, 109], working in the 1940s, showed that the
buckling load of a column with non-linear material behaviour is determined by
the tangent modulus, that is the slope of the tangent to the stress/strain curve
during first loading. The increased stiffness during unloading of an elastic/plastic
material does not influence the buckling load. This means that the buckling load
of an elastic/plastic material can be obtained by treating the material as non-
linear elastic, ignoring the different behaviour during unloading [87].
The subject of inelastic buckling of columns is, however, a sensitive one and
has been thoroughly researched, leading to the codes of practice in use today.
Timoshenko (1961, [127]) provides some experimental results and a detailed de-
scription of several approaches used, including the tangent modulus theory. One
of the critical assumptions in using this theory is that “there is no release of stress
on the convex side of the buckled column” at the very beginning of buckling, i.e.
just beyond the Euler load, calculated using the tangent modulus. If deflections
become large, one needs to take this into account.
However, in the analysis to follow, we are interested in the optimal imperfection
free tallest column under the assumptions of linear buckling theory and therefore





Tangent modulus approach for










Figure 6-2: Schematic comparison of the two approaches.
Figures (a.1) and (b.1) show the stress/strain relations used.
Figures (b.1) and (b.2) show the way these approaches compare to the Euler
curve of critical stress/slenderness.
We note also, the use of the Perry-Robertson formula for the case of linear buck-
ling of imperfect columns. This formula, devised by Perry in 1886 and refor-
mulated by Robertson in the 1920s, forms the basis of column buckling design
in codes of practice including British Standards, as described by Dwight (1972,
[35]). Under the small deflection assumption, imperfections are viewed in the
form of an initial sinusoidal bow of the column. The formula assumes linear
elasticity up to the yield point. Both approaches allow the use of non-linear ma-
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terials within the confines of the linear theory of buckling. See Figure 6-2 for a
schematic comparison between the two approaches.
In summary, the tangent modulus theory is in agreement with experiments and
correctly describes the buckling of perfect columns made from non-linearly elastic
materials under small displacement assumptions. The Perry-Robertson approach
allows the correct description of initially imperfect columns buckling, while also
limiting stress to a yield point, under small displacement assumptions.
It is worth restating the fact that columns loaded at the top, by their own weight,
or by both, feature a stable-symmetric bifurcation point at Euler’s critical load
and are relatively imperfection insensitive. This was explained in Section 3.4.3
of Chapter 3. Using these assumptions, we proceed to detail the derivation and
solution for Euler’s tallest column using non-linearly elastic materials and linear
buckling analysis.
6.5 Derivation:
Euler’s column - The tallest column
Problem Statement
The problem that we propose to solve is to find the optimal shape of the tallest
possible column that can be constructed without buckling under its own weight
out of a non-linearly elastic material. As mentioned before, we attempt this by
minimising the total volume of the column for a given height. We use the principle
of Virtual Work and do not rely on abstract mathematical generalisations of the
calculus of variations. This is done in the spirit of an engineering approach to the
problem, that leads to potentially practical designs that can be post-rationalised
for use as super tall building shapes. We use linear buckling analysis and assume
an isotropic material in our formulation.
Note that we ignore any lateral loading, such as wind loading in the case of a tall
building. This is because, assuming a supertall building, we know that resistance
to bending scales with the second moment of area, while resistance to self-weight
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and axial loading scales with the area. This means that, as the column gets higher
and higher, bending resistance increases faster than axial resistance, justifying
the focus on axial resistance. The problem of optimisation for lateral loading can,
however, be tackled in a similar approach to the one that follows in this section.
Derivation
Let us consider a vertical structure of height H that is fixed at the base and free
at the top. We use s as the arc-length along the structure, measured from the
top downwards such that s = H at the base. The vertical coordinate, z, is also
measured downwards from the top so that z = H at the base in the undeformed
configuration. Figure 6-3 shows this arrangement.
The cross-sectional area of the vertical structure at every level defined by s is
A(s) and the second moment of area is assumed to be I(A) = αA2 in which
α is a non-dimensional constant. This proportionality relationship is valid for
solid circular sections as well as circular hollow sections, if the ratio of radius and









Figure 6-3: Fixed-free column coordinate system and variables. The area func-
tion is unknown and the load is P (s), where s is the arclength.
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We assume the column is inextensible and there is no shortening during buckling.
We also assume that the structure is sufficiently braced so that there is no shear
deformation either. The only deformation is therefore due to bending and the
Euler-Bernoulli bending stiffness of the column is EI in which E is the tangent
modulus.
The weight per unit height of the structure is assumed to be ρgA(s) in which ρg
is a constant which can be adjusted to include the weight of floors, cladding, live
load, etc. in the case of a building, or a different gravity field intensity.




A (s) ds (6.1)
The total volume of vertical structure is V (H). At the top V (0) = 0. The area





Let us assume that, in addition to the self-weight, a constant point load P0 is
applied at the top. The axial load at any level is thus
P (s) = P0 + ρgV (s) (6.3)
and therefore the axial compressive stress is
σ(s) = P (s)/A(s). (6.4)






which is assumed small. As a consequence, bending stresses are also small.
The drop in height due to buckling at level s is w(s) (see Figure 6-4). The fixed









Figure 6-4: Deflected shape and geometry used for approximation.
series expansion and the fact that u, and therefore ϕ, is small,
dw
ds













We assume that E is a known function of the axial stress, σ, and therefore EI is
a known function of V and A. Throughout the following derivation we will not
explicitly differentiate EI so that there is no loss of generality and also so that
expressions remain reasonable in length. This will then be performed at the end.










































in which we have used the boundary conditions V (0) = 0 and w(H) = 0. The












where the negative sign is due to the fact w decreases with s and we have again






























Q(A, V, κ, ϕ) = EIκ2 − (P0 + ρgV )ϕ2. (6.13)
In order for the column to be in equilibrium, it is necessary and sufficient for the
bending strain energy together with any potential energy terms, U + W in this
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case, to be a minimum (see Section 3.3 of Chapter 3 on variational elasticity).
This happens when the Euler-Lagrange equations for the associated functional
are satisfied, i.e. when the first variation of the total potential energy pi =
δ1(U +W ) = 0 (see Section 3.2 on calculus of variations). Recall also, that under
the assumptions of linear buckling analysis, the column is stable up to Euler’s
critical buckling load, and also slightly above this, when buckling is initiated for
a perfect column.
Thus, let us now assume the column is undergoing a virtual deformation by
adding the time variable, t, in a similar procedure as used in the case of strips in
Chapters 4 and 5. We allow ϕ to vary so that ϕ = ϕ(s, t) representing a virtual
displacement field.
However, our problem statement requires the minimisation of the total volume
V (H) in order to find the optimal column shape. We therefore allow V to vary
along the length and with time so that V = V (s, t). As a consequence, the area











This step in our approach is one of the main results of this work. In usual
optimisation procedures, one would normally start from a design, perform some
analysis on that design, modify the geometry of the design based on the analysis
and performance criteria (move or eliminate material), perform analysis again,
and so on. After a number of iterations, one would would approach the optimal
design.
Instead, what is proposed here is performing both the analysis (equilibrium part)
and the optimisation (volume minimisation part) in a single iteration so that the
derived equations satisfy both at the same time. This is done within the Virtual
Work framework.








































































































We now proceed to discuss the boundary conditions and the term
1
2
[· · · ]Hs=0.
1. At the base, s = H
(a) The column is assumed fixed and there is no rotation. Thus




(b) The total volume is being minimised and therefore the variation on
the volume has to vanish. Thus




2. At the top, s = 0
(a) The column is free and both displacement, u0, and rotation, ϕ0, occur.






(b) The volume is zero as there is no material above and remains constant
at zero. The variation on the volume has to vanish. Thus




Thus, in all situations, the term
1
2
[· · · ]Hs=0 is zero. The variation with time is then














are arbitrary, subject to end
constraints and Equation 6.5 must be true for any variations. Hence we obtain

























+ (P0 + ρgV )ϕ = 0 (6.15)
with the associated boundary conditions that were discussed above.
Note that the partial derivatives of V and ϕ have been replaced by ordinary



































are known functions of V and A. This is due to the
use of E as the tangent modulus and the proportionality relationship I = αA2.
Alternatively, we could start from Equation 6.13 and use a standard result from
the calculus of variations [47] to minimise U + W and V (H). According to the
result discussed in Section 3.2, this is the case of a functional, U + W =
∫
Qds,
with two unknown functions, ϕ and V , and their first derivatives, κ and A,
respectively. Thus, in order for the functional to be a minimum, the following
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These equations are identical to Equations 6.14 and 6.15 obtained above. The
discussion on boundary conditions would have been identical to the one outlined
above.
We now look at a number of particular cases and recover results relevant to both
Euler’s tallest column and Lagrange’s strongest column.
6.5.1 Case 1 - The strongest column



























+ P0ϕ = 0 (6.18)


























+ P0u = C.
(6.19)





= 0 = C − P0u0 (6.20)
and thus the constant of integration is C = P0u0.
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If we also set E = constant for the linear elastic case, then the second order dif-
ferential Equation 6.19 is the starting point for the discussion on optimal columns
by Keller (Eq. (3), Section 3, [64]). Furthermore, if differetiated twice, this is the
fourth order equation used as the starting point by Keller and Tadjbakhsh (Eq.
(1) and (2), [118]).
Note that this approach could also include an applied moment at the top. This
would allow, through the same process of variation, to obtain three different
support condition cases, fixed-free, fixed-pinned and fixed-fixed. These correspond
to the situations first investigated by Keller and Tadjbakhsh [118]. It is therefore
obvious that Lagrange’s strongest column is a special case of the more general
problem concerning Euler’ tallest column, when self-weight is ignored.
Additionally, our approach also yields a second equation (Equation 6.17) which
describes the variation of the area and accounts for non-linear elasticity through
the use of the tangent modulus. With this second equation, it is possible to
find optimal shapes for the columns of Keller and Tadjbakhsh that feature non-
vanishing area. Both stability and strength criteria are included in the two sim-
ultaneous equations we have obtained. Since the strongest column problem has
received more attention in the past, we leave the equations derived and do not
seek solutions to them. We proceed to investigate the tallest column problem
further.
6.5.2 Case 2 - The tallest column


























+ ρgV ϕ = 0. (6.22)
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If we set E = constant in 6.21 and 6.22 for the linear elastic case we obtain the
same equations as those derived by Keller and Niordson [65] using a somewhat
more complicated argument.
We have therefore approached the problem in a generalised manner which yields
the correct equations used in the literature thus far. The method used is applic-
able to both the strongest column (Case 1), thus adding to the work done on
this problem in the past decades, as well as to the tallest column problem (Case
2). Case 1 has been discussed in detail with reference to literature in Section
6.2. The result derived here can be used to further investigate optimal shapes of
columns with non-linearly elastic material characteristics. We now focus only on
Case 2, Euler’s tallest column.
6.5.3 Material behaviour
The method and results obtained thus far are independent of the type of material
used, provided that we have a unique relationship between the average axial stress
and the tangent modulus.
In the example which we will consider we assume a stress/strain relationship







where σ is the axial stress, ε is the axial strain and the material strength and
stiffness are defined by the constants σmax and E0. σmax is the maximum value
of stress at large strain and E0 is the linear elastic Young’s modulus. Figure 6-5
shows this type of stress/strain relationship.
The reason for using the hyperbolic tangent as the constitutive law is that it is a
sigmoid function. Such mathematical functions have an “S” shape when plotted
on a graph and therefore feature a limiting maximum value and an inflection
point when going through the origin. This allows an accurate description of a
non-linear elastic material that is strength limited. Furthermore, the hyperbolic
tangent allows for repeated differentiation.
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Figure 6-5: Sigmoid stress/strain relationship. Tangent modulus is defined as
the slope of the curve at any level of stress.
By definition, the tangent modulus, E, is the slope of the stress/strain graph and





























We define the new non-dimensional stress function n = n(σ) so that




and therefore the tangent modulus is given by
E(σ) = E0n. (6.25)
In order to obtain a linear elastic material we simply let σmax tend to infinity,
σmax →∞. This means n→ 1 and therefore E → E0. Note also, that when the
stress is zero, σ = 0 and E = E0, i.e. the initial Young’s modulus.
In all other cases, the non-linear material stiffness is defined using Equations
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6.24 and 6.25. As the stress approaches the maximum allowed stress, σ → σmax,
n→ 0 and therefore E → 0 while also E > 0.
For future use, we state the first three derivatives of the stress function n, with
respect to σ:


















Finally, we recognise the possibility of using other stress/strain constitutive laws
that provide similar features. The solution procedure, detailed in the next
chapter, requires the first three differentials of the stress function n. As long
as the chosen stress/strain relationship allows for explicit differentiation, substi-
tution of the tanh(ε) and n(σ) functions with suitable alternatives will be valid.
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6.6 Summary
This chapter focuses on the problem of finding the optimal shape for columns that
are stable against buckling under their own weight and subject to applied point
loads at the top. The literature surrounding the problem of finding the shape
of Lagrange’s strongest column and Euler’s tallest column is presented in detail
and reviewed in Sections 6.2 and 6.3, with an additional discussion on non-linear
elasticity in Section 6.4.
Section 6.5 provides a derivation that addresses the classic problem of the tallest
possible column. This analysis simplifies past work and extends it to the case
of non-linear material behaviour in which the column is automatically widened
towards the base so that the maximum axial stress in the column is limited. The
derivation only relies on the principle of virtual work to furnish two differential
equations that ensure both stability and volume minimisation. Both the strongest
column and the tallest column problems are recovered as special cases.
Furthermore, the method introduced here, minimising the volume at the same
time as the total strain and potential energy, is an innovative way to achieve
both analysis and optimisation coincidently, rather than doing it iteratively. It
is therefore applicable to other problems of a similar nature, such as minimising
deflections of cantilever beams.
Key findings
 Derivation of the total potential energy along a column, under the assump-
tions of small displacement buckling theory and the tangent modulus theory
for non-linear materials in Equation 6.12.
 Analysis (equilibrium) and optimisation (volume minimisation) achieved in
a single iteration by using virtual work. Derivation of two Euler-Lagrange
equations for the energy function in question in Eq. 6.14 and 6.15.
 The strongest column (Section 6.5.1) & The tallest column (Section 6.5.2)
 Introduction of a stress/strain law in Equation 6.23 that allows control over




Optimum columns - solution
7.1 Introduction
Two governing equations have been derived in the previous Chapter that ensure
the equilibrium and volume minimisation in order to find the optimal shape of
the tallest column. This Chapter provides a means of solution that does not rely
on complicated mathematical concepts. The tallest possible column made out of
a non-linearly elastic material is the only case approached. Firstly, Section 7.2
presents a reduction of the system of two equations, to a single non-linear third
order differential equation for the volume along the height.
Sections 7.3 and 7.4 present a discussion on the boundary conditions at the top
and bottom of the column, with reference and comparison to literature.
The novel numerical approach used to solve the governing equations, using Dy-
namic Relaxation, is then introduced and detailed in Sections 7.5 and 7.6, with
the iterative algorithm presented in Section 7.7.
Finally, Section 7.8 is dedicated to presenting results for the shape of the tallest
column. Both linear and non-linear material cases are shown. Comparison to
the most recent results available in the literature are made and shown to be in
agreement for the linear case. Non-linear results do not exist elsewhere in the
literature. Validation of the obtained shapes is presented by use of a separate
non-linear buckling analysis algorithm.
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7.2 Solution
We begin by restating the two governing equations for Euler’s tallest column,

























+ ρgV ϕ = 0. (7.2)
Recall also that s is the arc-length along the column, V (s) is the volume above
















EI(A, V ) = αE0nA
2.
(7.3)
in which the constants are ρg, describing the self-weight, α, related to the shape of
the cross-section, E0, the linear elastic Young’s modulus and σmax, the maximum
value of stress at large strain.
These are now two highly non-linear simultaneous ordinary differential equations
in two unknowns, V (s) and ϕ(s). One method of solution would be to use a
numerical package to find solutions to this system. We will however use Dynamic
Relaxation (see Section 5.2 of Chapter 5) in a novel way. We will do this by redu-
cing the two equation system to a single third order highly non-linear differential
equation in V (s) and then numerically simulating that equation.
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We proceed to eliminate ϕ(s) from the system. In order to achieve this we
introduce a new variable f(s), subject to appropriate boundary conditions (to be





































































































+ ρgV f = 0.
Furthermore, we divide both equations by the constant ρg and move it within

























































from Equation 7.6 and substitute it into 7.5 to obtain










































We proceed to find f from this equation, knowing that f must be negative (see
discussion on boundaries in Sections 7.3 and 7.4). We then differentiate Equation




We can then substitute these back in the starting Equations 7.5 or 7.6, or a
combination of the two. Doing this produces one third order non-linear ordinary
differential equation in V which is solved using Dynamic Relaxation. The fol-
lowing derivation is somewhat lengthy and tedious, but not in itself complicated,
with common differentiation rules being applied.






























































Before we proceed, we introduce the following notation for the derivatives of V
with respect to s:
A = V ′ =
dV
ds
and V ′′ =
d2V
ds2




Recall that the tangent modulus is defined as E(σ) = E0n(σ) with














































































































































































Let us now consider the term EI/ρg. By substituting in E(σ) = E0n(σ) and



















= Ln(V ′)2 = LnA2. (7.19)
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Thus, finally, we proceed to differentiate this term in order to find a, b and c in

















= 2LnV ′ − L(V ′)2ns ρgV
(V ′)2




































































































V ′ + 2LnV ′′ − ρgLdns
ds




V ′ + 2LnV ′′ − ρgLnssdσ
ds
V − ρgLnsV ′
(7.24)
Using these 5 results, we can therefore write that














V ′ + 2LnV ′′ − ρgLnssdσ
ds
V − ρgLnsV ′ − ρgLnsV ′













V ′ + 2LnV ′′ − ρgLnssdσ
ds
V − 2ρgLnsV ′















We introduce the following temporary notation for b and c so that
b = −2V [S]
and
c = {[P ]− [Q][S]V ′′ − [R][S]} .
(7.28)
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Thus, using Equations 7.25 for a, 7.26 for b and 7.27 for c, we can substitute back
into Equation 7.9 and find f .
Furthermore, we take Equation 7.7 in the form af 2 + bf + c = 0 and differentiate
it with respect to s so that


























Then, in order to find
df
ds







Using Equation 7.28 we can therefore write that
db
ds










[S]V ′′ − [Q]d[S]
ds







We now differentiate the separate terms composing b and c with respect to s.
1.
[P ] = 2Lns
dσ
ds
V ′ + 2LnV ′′ − ρgLnssdσ
ds














V ′ + 4Lns
dσ
ds


















[Q] = 4LnV ′ − 2ρgLnsV (7.33)
d[Q]
ds
= 4LnV ′′ + 4Lns
dσ
ds









































Let us pause and summarise the process thus far. We begin from the two Euler-
Lagrange equations derived in Section 6.5.2 of Chapter 6, Equations 7.1 and 7.2.
These are second order simultaneous differential equations in V (s) and ϕ(s). We
then introduce f(s) and use it to derive Equations 7.5 and 7.6 which are now
first order in f(s) and second order in V (s).
Using simple algebraic substitution we obtain a single quadratic equation in f(s),
Equation 7.7, with the coefficients a, b and c. A solution to this is given for f












Upon introducing the constant L = αE0/ρg and making use of the stress function
n(σ), we can finally explicitly derive all the necessary dependencies. Thus the
coefficients a, b and c are found from Equations 7.25, 7.26 and 7.27 respectively.
In order to keep expressions to a manageable length, we introduce the temporary
coefficients [P ], [Q], [R] and [S] which are constituents of b and c (Equation 7.28).























 a = 1 from Equation 7.25















This procedure leads to a result in which f and df/ds are very lengthy expressions
that depend on V and its first three derivatives, V ′, V ′′ and V ′′′. We have therefore
eliminated ϕ from our original system of equations. We can now substitute f and
df/ds into any of the two initial Euler-Lagrange equations (Eq. 7.1 or 7.2) to
produce a third order non-linear differential equation for V , which is suitable for
a solution using Dynamic Relaxation.
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Firstly, using Equations 7.20, 7.21, 7.22, 7.23 and 7.24, we can rewrite the original































+ f 2 = 0




























+ f 3 = 0.
If we substitute the derived expressions we then obtain
























+ V f = 0
















+ V f 2 = 0.
If we substitute the derived expressions we then obtain
f
(







+ V f 2 = 0.
(7.40)
Any of these two equations, or an algebraic combination of the two, can be solved
for V , which, through it’s first derivative, provides the solution for the variation
of A along the height of the column. However, we need to discuss the boundary
behaviour of the area at the base and at the top of the column. In particular, we
have to find the change in area near the ends, i.e. A′ = V ′′. We now proceed to
discuss the boundary conditions at the bottom and the top.
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7.3 Behaviour near the bottom
Firstly, let us discuss the behaviour of f . Recall that f has been defined in







As mentioned above, f must be negative due to the choice of coordinate system.
As s increases downwards from the top, if ϕ > 0 and reducing, this gives a
negative change. Conversely, if ϕ < 0 and increasing towards 0, it undergoes a
positive change. Thus, regardless, f < 0.
The column is fixed at the base, where s = H. This means there is no rotation
allowed and therefore ϕ(H) = 0, and, since, f = ϕ/ϕ′ therefore f(H) = 0. If we















































which, upon substitution of all the required derived quantities is
c = {[P ]− [Q][S]V ′′ − [R][S]} = 0.
Thus, the boundary condition for V at the bottom is provided from
{[P ]− [Q][S]V ′′ − [R][S]} = 0 (7.43)
with [P ], [Q], [R] and [S] derived in the previous Section. Upon inspection of
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these expressions we find that only [P ] contains V ′′ through the expression for
dσ
ds
. Upon substitution and the appropriate algebraic manipulation, we find
V ′′ = A′ =
[R][S] + 2ρgLnsV
′ − ρg (2LnsV ′ − ρgLnssV )
2Ln− [Q][S]− ρgV
(V ′)2
(2LnsV ′ − ρgLnssV )
(7.44)
This condition is used in the numerical simulation algorithm and it expresses the
way the base of the column touches the ground. In other words, this expression
describes the way in which the cross-sectional area behaves in the immediate
vicinity of the base.
7.3.1 Special case - Linearly elastic material
Let us now examine the condition at the base when the column is made out of
a linearly elastic material and therefore, not strength limited. This is the case of
Keller’s tallest column [65].
If this is the case, we set σmax → ∞ and thus n(σ) = 1 = constant. Therefore
ns = 0, nss = 0 and nsss = 0. We then obtain
[P ] = 2LV ′′





and thus, the condition for c = 0 in Equation 7.43 becomes
2LV ′′ − 8LV ′′ = −6LV ′′ = 0.
The boundary condition for V , at the base of the column, in the case of a linearly
elastic material is then simply
V ′′ = A′ = 0. (7.45)
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This has the physical meaning that the shape of the linearly elastic tallest column
begins with a constant area in the immediate vicinity of the base. This is also
the result obtained by Keller and Niordson [65] and by later authors, including
Cox and McCarthy [28].
7.4 Behaviour near the top
The behaviour of the area, volume and rotation functions towards to the top
of the free column is somewhat more problematic. This is due primarily to a
number of different quantities vanishing towards the top.
Firstly, the classic tallest column problem that is fixed at the base and free at
the top features a zero moment and zero volume at the top. This means that
at s = 0 we have V (0) = 0 and EI
dψ
ds
= 0. This is reasonable since there is no
material above that level and the column is free to deflect and rotate.
The literature on the matter [65, 28, 73, 33, 39, 40] further considers a vanishing
area at the top, meaning V ′(0) = A(0) = 0. However, this will prove unpractical.
The way Keller and Niordson approach the problem is by assuming a polynomial
solution to V and ϕ. Thus, let V = psλ and ϕ = qsµ. If these are substituted back
into the Euler-Lagrange equations it can be shown, by analysis of the exponents,
that λ = 4 and µ = −2 and therefore p = 1
96




This means that there is a cubic taper for the area near the top, forming a cusp
at the very tip. Furthermore, as s → 0, approaching the top, then A(0) → 0
and ϕ(0) → ∞. This is also a valid result since the bending stiffness tends to
zero faster than the bending moment. Furthermore, even though ϕ→∞ at the
top, the value of f is zero, f(0) = 0. This is the result obtained by Keller and
Niordson [65].
Practical considerations tell us that, in reality, it is not possible to have a cubic
taper since the tip would simply break off, and also we have made the assumption
the ϕ is small, according to the linear theory of buckling. So a more realistic
boundary condition would be A(0) = Atip in which Atip is finite but whose value
does not influence the overall shape of the column provided that Atip is small.
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This will also result in a finite ϕ(0) = ϕtip, which, since the amplitude of the
deformation is arbitrary at the critical load, will also not influence the shape of
the column. Figure 7-1 shows the two options for the boundary condition at the
top.
cubic taper 
area decreases with 
the cube of arclength 
finite tip area 
area below tip
not prescribed 
Figure 7-1: Two options for the boundary condition at the top. The cubic taper
is used in this derivation.
The numerical simulation we present uses the established version with a cubic
taper near the top. These conditions are also true regardless of whether or not
the material is linear or non-linear. The column is so slender near the top, that
stability governs its behaviour, rather than strength. This means that near the
top, when s→ 0, the following conditions are true
V (0) = 0
V ′(s) = A(s) =
s3
24





This choice was made in order to be able to compute solutions which are directly
comparable to the results of Cox and McCarthy [28, 83]. The physical grounds
for having a finite area at the top remain valid.
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7.5 Numerical approach
In order to solve the problem of Euler’s tallest column for linear and non-linear
materials, we employ one final change of notation. As we have seen so far, the
derivation produces two 3rd order differential equations for the volume, V , and
they contain the following terms: V , V ′, V ′′ and V ′′′, where (′) signifies derivative
with respect to arclength, s. In order to proceed, it is useful to reduce the order
of the differential equations by using the area A = V ′.
The entire derivation in Chapter 6 and Chapter 7 so far remains unchanged, but
the equations now contain V , A, A′ and A′′ instead. This step allows the use of
the trapezium integration rule over A to find V , while the finite difference method
is employed to find the derivatives of A.
7.5.1 Trapezium integration rule
Let the entire length of the column, from the top at s = 0 to the bottom at
s = H, be divided into N intervals, equally spaced by δs, with nodes at all levels
from i = 0 to i = N . An additional fictional node is required at the bottom,
i = N + 1, in order to help control the boundary behaviour. Figure 7-2 shows
this arrangement.
Thus, at every level defined by i we have an area value, Ai, and a volume above
that level value, Vi. We also have, as a result of the dependencies defined for the
problem,
1. Ii from I(A) = αA
2
2. σi from σ(A, V ) =
ρgV
A
3. ni from n(σ) = 1− σ
2
σ2max
4. Ei from E(σ) = E0n.
Additionally, all the temporary terms that feature as components in the Euler-
Lagrange equations, a, da/ds, b, db/ds, c, dc/ds, [P ], d[P ]/ds, [Q], d[Q]/ds, [R],














Figure 7-2: Continuous column and deflected shape (left) and discretised column
with area values (right).
by i so that f and df/ds are also defined for every i. The way these are computed
is using the equations derived for them in Section 7.2 of this Chapter.
Using the boundary conditions and the trapezium rule,
A0 = 0
V0 = 0
Vi = Vi−1 +
δs
2
(Ai + Ai−1) .
(7.47)
The behaviour near the top is discussed in Section 7.4. We use the cubic taper





and do not change it during the simulation. As discussed in Section 7.4, we could
alternatively set V0 = 0, A0 = Atip and then allow all the other Ai values to
change. The procedure would be equivalent, provided Atip is small.
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7.5.2 Finite difference method
Recall that the purpose of trying to solve these differential equations is actually
to find the way the area A varies along the height so that the total volume V (H)
is minimised. We therefore consider A the unknown, and we describe the volume
by integration of A. The equations also feature A′ and A′′ so that we can use the
centred finite difference method for the first and second derivatives of the area in
the discrete version.










Using these initial boundary conditions, we can therefore introduce the finite
difference approximation, together with the trapezium rule.
At every level from i = 1 to i = N
























Finally, in order to control the boundary behaviour at the base, we consider what
happens when i = N . The finite difference equation still applies. However, from
Equation 7.44, we also exactly know the behaviour of A′ at the base.
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and, according to the boundary condition derived in Equation 7.44,
V ′′N = A
′
N =





with the appropriate values for all the terms at level N.
(7.52)
By rearranging these two expressions, we can then compute the change at level
i = N + 1 for the fictional node added to help define the boundary behaviour at
the base.
At i = N + 1 we then have
AN+1 = AN−1 + 2δsA′Nboundary . (7.53)
Equations 7.49 - 7.53 allow us to describe the entire behaviour of the area along
the column in a discretised way, with boundary conditions at the top and bottom
handled accordingly.
It is useful now to restate here two Euler-Lagrange equations derived previously
in Section 7.2. For equilibrium as well as for total volume minimisation, either of
these two equations has to be satisfied at every level i of the discretised domain.
Additionally, we substitute the notation using the area A as the principal variable.
Thus
















+ V f 2 = 0. (7.55)
Substituting Equations 7.49 - 7.53 into any of the differential equations given by
7.54 or 7.55 gives an expression for Ai in terms of Ai−1, Ai+1 and Vi at all levels.
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7.6 Use of Dynamic Relaxation
Dynamic Relaxation (DR) has been introduced in Section 5.2 of Chapter 5. It
was then used in the conventional manner, as a numerical approach to find the
equilibrium form of non-linear structures, in particular for inextensible strips.
This approach involves explicitly moving the nodes of a structure under the action
of out-of-balance residual forces until equilibrium, and consequently, the form, are
found.
However, for this problem, we are not concerned with the real nodes of a struc-
ture that is free to move under the action of external forces. The condition of
equilibrium for the tallest column under self-weight is ensured by satisfaction of
the two Euler-Lagrange equations. Recall also that we have used substitution
in the system of two Euler-Lagrange equations and obtained Equations 7.54 and
7.55, satisfaction of either being thus sufficient.
Instead, the requirement is to find the area function A that satisfies either dif-
ferential equation (7.54 or 7.55). In other words, the unknowns are not the
displacements of the nodes at every level i, but the shape itself as defined by Ai,
subject to satisfying Equations 7.54 or 7.55.
Satisfaction of any of the two equations means that the expression computed
must be equal to zero. Thus, it is still possible to define an ‘out of balance force’,
Fi, which is the error in the solution of the differential equation at node i. This
means setting Fi to be the result of the computation of either expression at every






















in which δt is the time step, A˜i is the rate of change of Ai with time, η is a small
constant to produce damping and mi is the ‘mass’ associated with the i
th nodal
area.
This is just the classic DR time-stepping procedure presented in Section 5.2 of
Chapter 5. The difference in this case is that the residual force, Fi, is the error
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term coming from a differential equation, and not a resultant force computed on
mechanical grounds.
Finally, the lumped ‘mass’ term, mi, is a fictitious term that is used for conver-
gence and optimisation of the algorithm, together with the constant η. Because
we are only interested in the final static solution we are free to choose mi to get
the best convergence. Therefore we choose mi to be proportional to the coeffi-
cient of Ai in the finite difference version of the differential equation. For small
values of δs this will be dominated by the second derivative term, A′′, since δs is
squared in the denominator of this expression (7.51). We now derive mi for each
of the two Euler-Lagrange equations.
Firstly, we find mEL1i for the first Euler-Lagrange equation (7.54),





[Q] + f3 = 0.
Upon inspection we find that only
df
ds
contains the term A′′ and we seek the
coefficient in front of A′′ from that expression. The finite difference equation
(7.51) also gives a
2
δs2
factor in front of Ai. Thus






Secondly, we find mEL2i for the second Euler-Lagrange equation (7.55),
EL2 : f
(







+ Vf2 = 0.
Similarly, by inspection, we find
mEL2i = factor from
df
ds
× Ln(A)2 × 2
δs2
. (7.59)
We now inspect the expression for
df
ds
given from Equation 7.29, and all its
components, in order to find the coefficient in that expression that multiplies
with A′′. This is essentially the same as taking A′′ as a common factor. This
factor will be identical, regardless of which Euler-Lagrange equation we chose to
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in which the factor from
d[P ]
ds

















We can therefore find the appropriate ‘mass’ terms for each of the two equations
we might want to solve. These two expressions, for mEL1i (7.58) and mEL2i (7.59),
using the correct factor (7.60), are applicable at all levels i ∈ [0, N ] of the column
in the numerical simulation.
The DR update scheme, based on Equations 7.56 and 7.57, using arbitrary factors





















for all levels of i up to and including i = N , and






for i = N + 1.
7.7 Iterative scheme
We now present in full the iterative scheme developed to solve the problem of
Euler’s tallest column for linear and non-linear elastic materials. The program
was written using Processing [44], a Java based programming language, freely
available to download.
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We use N = 1000 nodes and we fix the first 10 nodes down from the tip (from
i = 1 to i = 10) to the original cubic taper so that ismall = 10 (empirically found
to ensure convergence in all cases). Note that, to begin with, we assume the entire
area function is a cubic taper with δs. It is possible to choose any other shape
since the algorithm will correctly determine the error during the simulation. This
does however ensure behaviour near the top is correct from the start. The initial
setup and iterative parts are as follows.
• SETUP
1. From i = 0 to i = N + 1
(a) si = i× δs
(b) Ai from Eq. 7.50; this includes A0 = 0 and AN+1
(c) Vi from Eq. 7.51; this includes V0 = 0
(d) A˜i = 0
• LOOP
1. From i = ismall + 1 to i = N
(a) A′i and A
′′
i from Eq. 7.51
if i = N , also compute A′Nboundary from Eq. 7.52
(b) ai, bi and ci (Eq. 7.25, 7.26, 7.27) and their derivatives (Eq. 7.30)
(c) fi from Eq. 7.9 and f
′
i from Eq. 7.29
(d) Fi from Eq. 7.54 or 7.55 for use of either Euler-Lagrange equation
(e) mi from Eq. 7.58 or 7.59 for use of either Euler-Lagrange equation
(f) update A˜i from Eq. 7.61
(g) update Ai from Eq. 7.62
2. For i = N + 1
(a) update AN+1 from Eq. 7.63
3. go back to LOOP 1.
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Using this algorithm, and all the expressions derived in this chapter, we have
found a family of shapes for Euler’s tallest column problem. This family covers
the entire range of optimal designs for fixed-free columns loaded only by their
self-weight. It includes the case when the material used is linearly elastic and
the case when it is non-linearly elastic, with the axial stress being limited to
a percentage of the maximum allowable stress via the use of tangent modulus
theory. These results are presented in the next section.
Note that the results have been confirmed by solving both versions of the gov-
erning differential equation (Equation 7.54 or 7.55) with the same result.
7.8 Results
Euler’s tallest column made from a non-linearly elastic material can be presented
using a 2 parameter family of solutions. These 2 parameters are non-dimensional
constants that were used throughout the derivation in the previous chapters. The
non-linear material behaviour is described by 2 constants, E0 and σmax, while the
constants H, ρg and α refer to the height of the column, the self-weight and the












and H = the height. (7.65)
We only present results for columns with a solid circular section, and therefore
α = 1/4pi, relating the area A to the second moment of area, I(A) = αA2. Note
that McCarthy (1999, [73]), in one of the more recent papers and the only one
that presents numerical results for the shape, wrongly uses α = 1/2pi for the
circular columns. The results in McCarthy’s paper feature a range of linearly
elastic materials, used to find the shape and height of the tallest column such
that the volume of material used in V = 1m3. We will compare our results with
some of these results.
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Firstly, in order to explore the two-parameter family of solutions, we use the
same properties and only vary β and γ. The images in Figure 7-3 were produced
assuming material properties for steel E0 = 205 GPa and ρg = 7850×9.81 N/m3,
and α = 1/4pi for a solid circular section. The four images all share the same value
of β, corresponding to a height, H = 10, 000 m. This height was chosen so that
the area variation along the height is visible without scaling. Note however that
the same value of β would correspond to a shorter structure if ρg were increased
to account for floors etc. which do not contribute to the bending stiffness, if this
were a building optimisation scenario.
Table 7.1 shows the numerical values obtained for the non-dimensional parameters
and stress values, while Table 7.2 presents some relevant dimensions for the tallest
column shapes obtained.
Table 7.1: Non-dimensional parameters and stress values.






β 0.0472 0.0472 0.0472 0.0472
γ ∞ 1.346× 10−3 0.866× 10−3 0.695× 10−3
σmax (MPa) ∞ 275.9 177.5 142.4
σH (MPa) 288.8 207.2 159.9 135.4
σH/σmax 0 0.75 0.90 0.95
The values of γ for the profiles shown in Figure 7-3 are given in Table 7.1. Setting
σmax to infinity corresponds to a linear elastic material for case (a). Cases (b), (c)
and (d) correspond to a non-linear material with different values of σmax but same
initial Young’s modulus, E0. The area of the vertical structure automatically
increases to limit the stress at the base σH to 75%, 90% and 95% of σmax. Values
below ≈ 75% produce very little change in the shape since stress levels at the
base of the column are too far from the maximum for the given stress/strain
relationship.
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(a) (b) (c) (d)
Figure 7-3: Tallest column profiles
(a) Linear elastic
(b), (c) & (d) Non-linear elastic, stress limited.
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Table 7.2: Tallest column dimensions.






H (m) 10,000 10,000 10,000 10,000
VH (m
3) 352× 106 459× 106 667× 106 947× 106
AH (m
2) 93.8× 103 170× 103 321× 103 539× 103
rH (m) 172.8 233.2 319.8 414.3
By observing the column profiles in Figure 7-3 we can see that the linear case
touches the ground in the way described the boundary condition discussed in
Section 7.3. The change in area is null at the very base, when s = H, as described
by the relationship A′ = 0. This is also the result found in literature, beginning
with Keller and Niordson [65] and subsequent authors.
Furthermore, when non-linearity is allowed for the material, it is seen that the
area function behaviour changes, switching towards an exponential increase, as
the stress gets closer and closer to σmax. This is also to be expected, since the
profile of a column of constant stress must grow exponentially towards the base.
Finally, a significant result of the form-finding is the confirmation of a conceptual
notion about the tallest column. As a column gets taller and taller, it tapers
towards the top, but it also increases in width at the base in order to provide
compressive resistance. As a consequence, the upper part of the column tends to
be stability governed, while the lower part tends to be strength governed. This
behaviour is reflected in the results obtained since the upper ≈ 40% of the height
is very similar for all cases shown, including case (a) for linearly elastic materials.
Conversely, the bottom ≈ 60% of the column by height diverges, with more and
more material being added at the base to resist the compressive axial stress.
This behaviour is best seen in Figure 7-4, showing a plot of the cross-sectional
area against the scaled height on the vertical axis, and in Figure 7-5, showing










Cross-sectional area (m 2)
0 100,000 200,000 300,000 400,000 500,000 600,000
(a) Linear
(b) Non-linear 75% max stress
(c) Non-linear 90% max stress
(d) Non-linear 95% max stress











0 50 100 150 200 250 300
(a) Linear
(b) Non-linear 75% max stress
(c) Non-linear 90% max stress
(d) Non-linear 95% max stress
σ90%σ95% σ75%
Figure 7-5: Axial stress plotted against the non-dimensional height, measured
downwards; short vertical lines show values of σmax.
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We now compare our results with the results of McCarthy (1999, [73]), who, along
with Cox (1998, [28]), has approached the problem of Euler’s tallest column of
late. As noted before, McCarthy erroneously uses α = 1/2pi for a solid circular
section. The correct value is α = 1/4pi since
Acircle = pir








Furthermore, as explained in the preceding Chapter, our view of the problem is
that of minimising the total volume for a given height. McCarthy and Cox, on
the other hand, adopt the view of maximising the height for a given volume, in
particular for a total volume, VH = 1 m
3. McCarthy’s paper presents the heights
obtained for different columns made of 1 m3 of different materials, under the
assumptions of linear elasticity.
By setting the height, or β value, of the column in our algorithm to match the
results in McCarthy [73], and using McCarthy’s version of α = 1/2pi , we see
that the volume values obtained for various linear materials (E0 and ρg) are all
very close to VH = 1 m
3. Table 7.3 shows this comparison, with the first three
columns showing the data used by McCarthy, and the right-most two columns
showing results from our work, total volume (VH) and radius at the base (rH).
Table 7.3: Comparison with McCarthy’s results [73] for linearly elastic materials.
Material ρg (N/m3) E0 (GPa) H (m) VH (m
3) rH (m)
Steel 7850× 9.81 205 86.8280 0.999814 0.0989
Aluminium 2700× 9.81 70 86.6707 0.999816 0.0990
Titanium 4500× 9.81 110 85.4051 0.999816 0.0999
Granite 2700× 9.81 55 81.5997 0.999814 0.1020
Pine 550× 9.81 10.5 80.2870 0.999804 0.1028
Oak 800× 9.81 12.5 76.3649 0.999813 0.1054
Copper 8930× 9.81 120 73.5396 0.999817 0.1074
Brass 8350× 9.81 100 71.4524 0.999814 0.1090
Bronze 8800× 9.81 100 70.5209 0.999812 0.1097
Concrete 2300× 9.81 25 69.7416 0.999816 0.1103
Lead 11350× 9.81 17 42.4915 0.999813 0.1413
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Figure 7-7: Tallest column made from linearly elastic rubber.
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The values in Table 7.3 were obtained using the linear elastic version of the
algorithm. The largest volume percentage difference occurs for a rubber column
at 0.1% deviation from the target volume of VH = 1 m
3. This is easily accounted
for within numerical errors of the simulation.
For illustration, Figures 7-6 and 7-7 show the tallest columns that can be made
from 1 m3 of linearly elastic steel and rubber, respectively, using the material
properties of McCarthy [73], but the correct value for α = 1/4pi. The tallest steel
column is 73.0183 m tall, with a radius at the base of 0.108 m and a total volume
of 1.00008 m3. The tallest rubber column is 14.5935 m tall, with a radius at the
base of 0.241 m and a total volume of 1.00008 m3.
Finally, in order to independently check the results obtained, for both linear and
non-linear material behaviour, we use a separate analysis to check the stability
of the optimal columns we have obtained.
A completely separate DR scheme was written that is based on the axial and
bending models for one-dimensional bodies developed in the past for form-finding
(see Barnes 2013, [17]). This algorithm takes as input the form of the tallest
column obtained, computes the relevant downward forces per node due to self-
weight and assigns axial and bending stiffness values (EA and EI respectively)
for each node according to the tangent modulus found in the initial routine. In
other words, E varies along the height according to the result of the algorithm
described in this chapter.
This DR scheme is an analysis program that starts with an imposed deflected shape
for the column. It then finds the equilibrium shape of the column according to
all the forces involved (self-weight, axial resistance and bending resistance). It
was found, in all cases, that the equilibrium shapes of the columns are perfectly
straight. This means that the columns found (Figure 7-3) are stable against
buckling. Furthermore, assuming that these are optimal, any slight increase in
self-weight, or reduction in area or strength, would tip the column into buckling.
It was found that even a small increase of ≈ 2% in the density of the material
leads to the column failing through buckling.
This process is effectively a large-displacement, or non-linear, buckling analysis
that is implemented in an explicit way using DR. Figure 7-8 shows results for the
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linear elastic tallest column (case (a) in Figure 7-3). Figure 7-9 shows the results







Figure 7-8: Buckling check: linear elastic case. (a) Initial deflected shape; (b)






Figure 7-9: Buckling check: non-linear elastic case. (a) Initial deflected shape;
(b) Equilibrium shape; (c) Buckled shapes with higher density.
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These two images show the initial deflected shape of the column used as a starting
point, the equilibrium shape obtained through the DR process (i.e. the perfectly
straight stable column) and four deflected shapes obtained by increasing the
material density by 2%, 5%, 10% and 20 %, respectively.
It is noticeable that for all the cases when the density is increased, the top of
the column is the first to fail since it is the most slender. It then deflects further
so that a larger and larger percentage of the column length is just hanging in
tension.
Finally, these results have been obtained using an algorithm that was not op-
timised for speed or convergence. The difficulty lies in the very large differences
in axial and bending stiffness between the top and bottom of the column. As
a consequence computation time was measured in minutes for equilibrium to be
reached with the number of nodes in each case being 100 along the length. This
is 10 times fewer than in the form-finding algorithm. Nevertheless, with a coarser
discretisation, we observe buckling at 2% increased material density.
By comparison with previous results in the literature and through additional
analysis checks, it can therefore be concluded that the optimal shapes obtained
numerically (columns in Figures 7-3 and 7-7) are very close to the theoretical
optimum.
Note that this method of solution could also be applied to equations of stability




This chapter has provided a powerful method of solution for the problem of
finding the shape of the tallest possible column. By using simple substitution and
ordinary differentiation rules, the system of two Euler-Lagrange equations derived
in Chapter 6 is reduced to a single highly non-linear second order differential
equation, satisfaction of which suffices for the optimisation and analysis problem
posed. This comes in the form of Equation 7.39 or 7.40.
A discussion on the boundary conditions at the bottom (Section 7.3) and top
(Section 7.4) of the column is presented, followed by the details of the discretisa-
tion and implementation of a Dynamic Relaxation routine used for the solution.
Results are then presented for the tallest possible column that is made out of
linear materials as well as non-linear materials and stress limited. Profiles can be
seen in Figure 7-3. The results show that the base is automatically widened when
stress control is introduced with the upper ≈ 40% of the height being stability
governed, while the lower ≈ 60% tends to be strength governed.
Comparisons are made with the only available results in the literature for linear
materials, showing excellent agreement. Finally, the results are validated for both
linear and non-linear elastic cases with a separate analysis routine, showing the
column buckling with a ≈ 2% increase in the self-weight, thus proving that the
numerically obtained shapes are indeed very close to the optimum.
Key findings
 Derivation of a single non-linear differential equation ensuring equilibrium
and optimisation in the form of Eq. 7.39 or 7.40.
 Derivation of a method of solution that finds the cross-sectional area along
the height using a Dynamic Relaxation algorithm (Section 7.7).ia
 Optimum tallest column shapes for both linear and non-linear materials.
 Validation of the results obtained against results in literature and inde-





The introduction to this dissertation provided statements of two distinct problems
to be attempted. These refer to
 finding equilibrium equations and computing shapes of generalised thin in-
extensible elastic strips, including the Mo¨bius strip;
 finding the optimal shape of the tallest possible column that can be construc-
ted out without buckling under its own weight out of a non-linearly elastic
material.
Both of them provide the opportunity of extending existing knowledge by means
of generalisation, and by providing results for which there is no precedent in the
literature. This leads to novel and interesting geometry that arises out of specific
mechanical equilibrium questions. These two problems share many aspects in the
methodology used to tackle them.
Firstly, a review of concepts from geometry and mechanics that are applicable to
these two problems has been presented in Chapters 2 and 3. The study of each
problem then consists of two sequential parts, the theoretical derivation and the
numerical method of solution.
In both cases, a derivation that is based on the fundamental concepts of virtual
work and total potential energy has been achieved. These have the ultimate goal
of producing governing equations, or Euler-Lagrange equations in calculus of vari-
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ations terminology, that describe the equilibrium shape of bent and twisted inex-
tensible thin elastic strips, and the equilibrium shape of optimal tapered columns.
In both cases extensions to previously available work have been achieved.
The secondary aim, being that of developing an efficient way to solve the respect-
ive governing equations, was also achieved in both cases. Dynamic Relaxation
has proven to be a powerful tool for numerical form-finding of complex three-
dimensional shapes (for the strips) and for numerically solving highly non-linear
equations (for the columns).
8.1 Research contribution
The scientific contributions of this research are presented below.
A) Inextensional strips
a.1 Generalised and self-contained model based on strain energy and vir-
tual work for elastic bodies that allows the description of the strain
energy, equilibrium equations, moment components for developable
inextensible thin elastic strips.
a.2 Vector based formulation of bending strain energy for generalised con-
stant width strips that can feature normal curvature, geodesic curvature
and torsion along the centreline.
a.3 Discrete ruled surface finite element that can be used within a Dy-
namic Relaxation algorithm to compute 3D equilibrium shapes.
a.4 Validation of all results when reduced to special cases existing in the
literature.
a.5 Form-finding of equilibrium shape of constant width strips that are
straight (the canonical Mo¨bius strip).
a.6 Form-finding of equilibrium shape of curved, constant width strips
with generators perpendicular to the centreline.
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B) Optimal columns
b.1 Derivation of total potential energy along the a column made from
non-linearly elastic materials that recovers both the strongest column
and the tallest column as special cases.
b.2 Analysis (equilibrium) and optimisation (volume minimisation) achieved
in a single iteration, leading to two governing Euler-Lagrange equa-
tions that ensure both equilibrium and optimality at the same time.
b.3 Numerical method of solution for the resulting equations that is based
on Dynamic Relaxation.
b.4 Form-finding of the tallest column shape for both linear and non-
linear materials producing a family of shapes that is both stability and
strength governed.
8.2 Inextensional strips
Chapter 4 detailed a derivation leading to a generalised continuum model that
describes the equilibrium shape of inextensible and developable thin elastic strips.
This model was built under the assumptions of the inextensional theory of elastic
plates. Its features include variable width and geodesic curvature along the
centreline in the natural state. Its outcomes are as follows:
 bending strain energy expression along the centreline;
 differential form of one-dimensional equilibrium equations, which are in the
form of Kirchhoff’s equations;
 explicit relationship between the strain energy and the internal moment
components;
 special cases:
– centreline perpendicular to generators, curved, variable width strips;
– circular, constant width strips;
– straight, constant width strips (the Mo¨bius strip);
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This derivation is a generalisation that matches the result of Dias and Audoly
[31] in generality, and reduces to the expression of Starostin and van der Heijden
[115]. It is self-contained, makes use of only fundamental aspects of mechanics
and differential geometry, without relying on higher level concepts, as in existing
works already published.
In Chapter 5, a method of form-finding was sought that would allow solutions to
be found in some of the special cases. It was also aimed at being transferable to
any programming language and having the capability of being integrated within
any other explicit numerical form-finding paradigm.
This method was based upon a new vector formulation of the strain energy along
the centreline of a constant width strip, with specific discrete finite elements
developed for two special cases, the straight strip and the curved strip with
perpendicular generators. Using a constrained minimisation algorithm 3D shapes
have been form-found.
The straight strip case is in very good agreement with the results of Starostin
and van der Heijden [115]. Results for a range of length to width ratios have been
produced.
The curved strip case has not been approached in the literature. The same
type of algorithm, under slightly different constraints, has produced two distinct
solution types, providing novel geometric shapes that arise out of this equilibrium
problem.
8.3 Optimal columns
Chapter 6 attempted to provide a simplification to the classic work of Keller and
Niordson [65] in the case of finding the shape of the tallest possible column. It
also aimed at providing an extension by allowing material non-linearity in the
optimisation problem.
Both these objectives have been achieved. The derivation, under the assumptions
of linear buckling theory and the tangent modulus theory, provided a simplified
and extended re-working of the problem. Two special cases have been recovered,
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that of Lagrange’s strongest column and that of Euler’s tallest column. By in-
tegrating both the equilibrium part (analysis) and volume minimisation part
(optimisation) in the same step of the virtual work framework, governing Euler-
Lagrange equations have been obtained that ensure both stability and strength
control, thus allowing for limits on the stress in the vertical structure to be in-
troduced.
In Chapter 7, a method of solution was developed that relied on Dynamic Relax-
ation and focused only on the tallest column problem. This involved using DR
as a numerical way of actually solving a highly non-linear differential equation
for the area function along the height of the column.
Both linear and non-linear materials were used. In the case of linear materi-
als, the results were in excellent agreement with the most recent work on the
problem, that of Cox and McCarthy [28]. The non-linear tallest column has not
been approached in the literature. A two-parameter family of shapes has been
produced that include column profiles that automatically get wider towards the
base in order to limit stress, while still optimising for minimum volume.
8.4 Future work
The work described in this dissertation has provided solutions to some problems,
but it also provides opportunities for future work. Such areas are listed below:
A) Inextensional strips
a.1 A limited number of special cases have been discussed in the theoretical
part of the derivation. The general model does however allow a larger
palette of options to be explored. The work has mainly focused on the
shape of the centreline. As a consequence, there are opportunities to
investigate cases where the two edges vary, but in a predefined way
(e.g. trigonometric or polynomial functions). Explicit relationships
can be developed for these.
a.2 Additionally, specific relationships for the angle between the generat-
ors and the centreline can be investigated (the work here has covered
257
the perpendicular case), leading to novel equilibrium shapes.
a.3 Although the equations are very difficult, it is still possible to seek
analytical solutions to some of the cases that the model describes.
This has not been attempted here.
a.4 The algorithm developed here was not optimised for convergence speed
and/or accuracy. It was instead proven to be a way that the form-
finding of the strips can be achieved. Further refinement and optim-
isation of the algorithm can be achieved.
a.5 The algorithm, and in particular the discrete ruled surface finite ele-
ments developed here, open the possibility of integrating them into
other form-finding tools (Kangaroo for Grasshopper & Rhino3D, [93]).
This makes it easy to simulate behaviour in a hybrid framework, where
interaction with other element types is possible (edge beams, tensile
fabric, cables, etc.). This would certainly lead to novel shape configur-
ations where bent and twisted inextensional strips are part of a larger
system.
a.6 The special case of curved, constant width strips with perpendicular
generators has resulted in two distinct solutions shapes. It would be
worth further investigating these two solutions. This could be done
in an analytical way, or further numerically, to confirm that there are
two, or possibly even more, solutions to this case.
B) Optimal columns
b.1 The derivation has focused only on the case where the base of the
column is fixed and the top is free. It would be possible to apply the
same framework and methodology to columns with any combination
of support types at the top and bottom (pinned, fixed, free).
b.2 The two Euler-Lagrange equations derived can cater for both the
strongest column and tallest column problem. Only the latter has
been approached for solution. The former can be tackled, and op-
timal columns under applied axial load made from non-linear mater-
ials can be found. These would automatically feature non-vanishing
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area through the strength control, something that previous literature
on the matter has not approached.
b.3 The novelty of minimising the volume and the strain energy at the
same time within the virtual work framework is portable to other
optimisation problems of this type. It is a great improvement analyt-
ically, since both analysis and optimisation are handled at the same
time. It does produce complex and non-linear equations but, depend-
ing on the problem, it might produce easily solvable equations.
b.4 The algorithm devised for this particular solution can be further im-
proved for convergence and accuracy.
8.5 Summary
The results of this work have produced novel geometric shapes as outcomes of
minimisation problems. Two seemingly different problems have been approached
within the same framework. Virtual work and total potential energy, as funda-
mental aspects of the mechanics of elastic bodies, have proven their usefulness for
very complicated one-dimensional bodies. They have been applied in a consist-
ent way and have produced models of behaviour for these specific problems. The
same framework is however, portable to other similar problems. Furthermore,
the equations describing this complex behaviour have led to two distinct meth-
ods of solution, form-finding and direct solution, applied in the guise of Dynamic
Relaxation algorithms, a very popular and powerful tool in today’s numerical
form-finding world. This work sits within the context of analytical search for
form, as well as in a computational domain where form is being investigated in
many ways. In an attempt to find novel and interesting geometry that arises
out of natural rules, aided by mathematics and computation, the Mo¨bius strip
and the tallest possible column are both challenging and interesting, opening new
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