Time reversal, that is prefiltering of transmitted signals with time reversed channel impulse responses, may be used in single user communications in order to move complexity from the receiver to the transmitter, and in multiuser communications to also modify statistical properties of multiuser interference.
infinity of equivalent virtual sources placed on ∂V .
Suppose the source S O is pointwise, impulsive, and located in a point O ∈ V . The electromagnetic problem of finding radiated field in V can be solved based on the Green function.
From a communication perspective, knowing the channel at all points of ∂V would allow, in principle, to understand the nature of a source S O , that is, the location of a pointwise source within volume V , that radiated the field observed on ∂V . Sensing the channel on ∂V would require a multiantenna system and a perfect knowledge of impulse responses of channels between O and all points on ∂V .
Time reversal is a technique that takes advantage of the above physical phenomenon and that was also proposed in acoustics [5] , [13] , [14] . By prefiltering transmissions with a scaled version of the channel impulse response, reversed in time, allows simplification of receiver design, since the channel is compensated by precoding. Time reversal also focuses signals in space, given that there is only one "correct" location of the receiver that experiences the specific "time reversed" channel impulse response.
Pioneering work on single-antenna time reversal spread-spectrum communications dates back to the nineties, where the time reversal pre-filter was named pre-Rake [7] , [8] . The basic idea was to pre-filter the transmitted pulse with the channel impulse response reversed in time, therefore matching the transmitted signal with the subsequent channel.
Precoding techniques for multiuser spread-spectrum systems were developed along similar lines of receive filters: transmit Zero-Forcing (ZF) [32] , that attempts to pre-equalize the channel by flattening the effective channel formed by the cascade of the pre-filter and the actual channel, is optimum in the high-SNR regime; transmit matched-filter (MF), that has been recognized to be equivalent to the pre-Rake filter in [17] , that conversely is optimum in the low-SNR regime; and finally, transmit MMSE (Wiener) filter minimizing the SINR was derived in [18] following previous attempts [24] , [41] .
In recent years, along with the fast developing of narrowband MIMO systems, pre-coding techniques using multiple antennas at the transmitter were thoroughly studied (for a complete overview on MIMO precoding see [33] ). Since the mathematical formulation of multiuser spreadspectrum is very close to that of MIMO communications (see [25] for an overview of this May 20, 2014 DRAFT analogy), MIMO linear precoders can be derived along similar techniques.
Time reversal was proposed in connection to UWB communications in [39] , that also addressed equalization through an MMSE receiver. In [27] , early experimental data, showing the feasibility of time reversal, were collected. Following, experimental investigations on multiple-antenna systems with time reversal [23] , [34] , [38] , and performance analyses [35] , were also pursued.
In [36] , [37] , compensation for pulse distortion in connection to time reversal was investigated.
In [10] , the trade-off between the complexity of transmitter vs. receiver in terms of number of paths was analyzed. In [11] , the insensitivity of time reversal to the lack of correlation between channels in a MISO system was investigated. Finally, in [4] , the effect of time reversal on statistical properties of multiuser interference in communication vs. positioning was explored.
The above investigations were all carried out based on the hypothesis of perfect channel estimation. This hypothesis, however, is strong, since it is unrealistic, irrespectively of whether channel estimation is performed at the transmitter or at the receiver. While previous papers addressed the comparison of pre-and post-channel filtering, the problem remains of realistic imperfect channel estimation and of how this affects performance for time reversed vs. receiverbased channel estimation schemes.
This paper addresses the above problem, by comparing single-antenna systems using time reversal, against receiver-based equalization schemes such as the exemplary case of an AR receiver.
The adopted network model considers multiple access by K user terminals (UTs) communicating to one basestation (BS), where both UTs and the BS have one antenna only, and communication between each UT and BS adopts ultra-wideband, impulse-radio signaling.
Comparison of performance of time reversal vs. AR transceivers will be carried out in terms of effect of imperfect channel state information (CSI) on symbol error probability of a generic information-bearing symbol for a given UT (see [42] for a work on a close topic regarding CDMA systems). The analysis will further explore robustness of time reversal vs. AR, by finding the maximum achievable rate for the uplink channel. Finally, the maximum information rate, that takes into account channel estimation overhead, will be explored.
The paper is organized as follows: Section II contains the system model; Section III is devoted to the performance analysis in terms of symbol error probability; Section IV contains results of 
A. Network Model
A multiple access channel where K independent sources transmit information-bearing symbols to a common sink is considered (uplink communication channel). Borrowing the terminology from the cellular network field, sources of information are called user terminals (UTs) and the sink is called basestation (BS). However, UTs and BS are intendend to designate more than what the name implies. For example, in a typical WLAN, a BS is a fixed (e.g. desktop) or mobile receiver (e.g. tablet, laptop, mobile phone) and UTs are peripherals or other fixed vs. mobile devices. Figure 1 shows the adopted network model.
A generic UT k transmits data, that is encoded into a sequence of information-bearing symbols {b k [m] : m 2 Z}. This set of symbols is partitioned into blocks of n symbols each,
The length n of the block in terms of symbols will be linked below with the coherence time T coh of the channel. Each block is transmitted by the following signal: Figure 1 shows the adopted network model.
A generic UT k transmits data, that is encoded into a sequence of information-bearing symbols
This set of symbols is partitioned into blocks of n symbols each,
The length n of the block in terms of symbols will be linked below with the coherence time T coh of the channel. Each block is transmitted by the following signal:
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FIG . where T s (sec) is the symbol period and g k,m (t) is the unit energy waveform associated with the m-th symbol of user k. In general, g k,m (t) is a spread-spectrum signal at user k prefilter output, and has band [−W/2, W/2], that is, its spectrum is nonzero for |f | ≤ W/2. Assuming that
. . , (i + 1)n − 1} are orthonormal, or very mildly crosscorrelated, the
Since the block has duration nT s , the average
In the adopted model, demodulation at BS is performed on a block-by-block basis. Index i, that specifies the block number, is thus dropped. Consider for the sake of simplicity i = 0 in eq. (1): Figure 2 shows the system model, including K modulators producing K transmitted signals,
. . , K, affected by propagation within K different channels and corrupted at the receiver by white gaussian noise n(t). The receiver consists in one demodulator.
Transmitted signal s k (t; b k ) of each user propagates over a multipath channel with impulse response c k (t) and is distorted into x k (t):
where {c k, : ≥ 0} and {τ k, : ≥ 0} are amplitudes and delays of the paths of c k (t), respectively.
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The received signal is:
where n(t) is a white Gaussian noise with flat power spectral density N 0 /2 (W/Hz). Throughout the paper, the receiver estimates transmitted symbols of user k, {b k [m] : k = 1, . . . , K; m = 0, . . . , n − 1}, on a symbol-by-symbol basis, by considering users j = k as unknown interference over user k; for example, Fig. 2 shows the demodulation of user 1. As detailed below, transmissions are symbol-synchronous but not necessarily chip-synchronous, therefore the symbol-by-symbol demodulation does not imply any performance loss. In the adopted model, the receiver is a single user detector, and as such suboptimal, since it does not take into account the possibility of joint multiuser detection. How channel is estimated and how error affected estimated channels play a role in the model will be explained further down in this section in association with the different modulation and demodulation structures. Expliciting signals for the symbol at time epoch m = 0, and denoting by (3) and (4) become:
B. Single User Channel
Since the system symbol-synchronous, analysis may refer to transmission of one generic symbol, that is chosen as symbol m = 0, b[0], denoted by b. If transmission does not foresee prefiltering, that is, a zero-excess bandwidth pulse ψ(t) with bandwidth W and unit energy is transmitted to modulate b, the received signal is: 
where e˚i
T is the first vector of the canonical basis of R˚i ffl , x is Niffl × 1, and C is
it is assumed that c[ ] = 0 for < 0, and since c(t) has finite delay spread T d , it is assumed that
In general, for a system with prefiltering, with prefiltering impulse response p(t), eq. (9) generalizes to (see e.g. [25] ):
where P is a Toeplitz matrix with dimensions (N + 2L)iffl × (N + L + 1)iffl − 1 and elements
In this paper, prefiltering is introduced in order to compensate channel effects; in particular, prefiltering is based on an estimated version of the channel impulse response. In other words, imperfect prefiltering may be matched to channel estimation error patterns. If prefiltering is imperfect, as will be justified in Subsection II-D, the error due to the estimation process can be modeled as a white Gaussian process ξ(t), that is added to P as follows:
where
, where σ 2 ξ accounts for estimation accuracy, and α > 0 is such that
No prefiltering, All-Rake receiver.
The traditional (or conventional) receiver is a matched-filter, i.e., an AR receiver in the case of a multipath channel. Knowing the time-hopping spreading sequence x and the resolved channel c, a sufficient statistic for b is obtained by projecting the received signal y onto h = Cx, or, equivalently, onto h/ h :
where ν ∼ N(0,N 0 /2).
As occurs in the prefiltering, also the AR receiver is affected by possible channel estimation errors. If the AR is provided with imperfect channel state information (CSI), that is, operates using an estimationĉ of channel c that is impaired by an error ξ ∼ N(0, σ 2 ξ I (Liffl+1) ), then the AR combines paths throughĥ Ĉ x instead of h = Cx, and inference of b is based on:
Time Reversal prefiltering, 1Rake receiver. , and x = s ⊗ e˚i
. A 1Rake receiver is given by e Liffl+jx . Denoting by T the time-reversal prefilter matrix, one has:
If the transmitter is provided with imperfect CSI, then model of eq. (11) holds, and eq. (13) becomes:ẑ
AR vs. TR.
As well-known [4] , TR is equivalent to a system without prefiltering and AR in terms of the signal-to-noise ratio. From a single user perspective, there is no performance difference in both uncoded (symbol error probability) and coded (channel capacity) regimes between the two May 20, 2014 DRAFT transceiver structures. Moreover, previous work [10] suggested that sets of equivalent systems can be obtained with partial Rakes compensating for partial time reversal transmitter structures.
In the case of imperfect CSI, the comparison of the different structures is the object of this paper.
C. Multiuser Channel
A straightforward extension of eq. (9) to K users is as follows:
to a uniform distribution. This extension holds based on the hypothesis that all UTs are symbolsynchronous. This hypothesis is reasonable since, as further discussed in Subsection II-D, the BS broadcasts in a link setup phase a known sequence to the UTs. Denoting by h k = C k x k the spreading sequence x k after transition in the multipath channel, and by:
the spreading matrix, eq. (9) can also be rewritten as follows:
For systems with prefiltering, eq. (15) generalizes to:
where matrices P k and C k have same dimensions as P and C of eq. (10), respectively, and eq. (16) holds with h k = C k P k x k . In the presence of imperfect CSI, P k in eq. (17) is substituted byP k , as defined in eq. (11), where estimation errors are independent with respect to k.
The decision variable following the matched filter of user k is:
where h i = C i x i , I k represents the MUI, and
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If the AR is provided with imperfect CSI, then signal y is projected ontoĥ k instead of h k ,
Time Reversal prefiltering, 1Rake receiver.
With time reversal, the decision variable for user k becomes:
where q k = Liffl + j x k is the delay (in samples) to which the 1Rake is synchronized. In the presence of imperfect CSI, the decision variable is:
As well-known [4] , [12] , time reversal usually increases the kurtosis of the interference at the output of Rake receivers. This follows from the fact that the effective channel impulse response formed by the combination of prefilter and multipath channel has a peaked behavior, whereas without time reversal the behavior is non-peaked. While in the single user case the two schemes are equivalent, this equivalence does not hold in the multiuser case. The impact of estimation errors will be investigated below.
D. Channel Estimation and Data Transmission
For both AR and TR, the channel impulse response estimation takes place, at least partially, both in the transmitter and in the receiver.
Actual transmission of the set of information-bearing symbols requires, therefore, additional symbols to be sent either in a preamble or in a postamble of the block [20] , as shown in Fig. 3 .
Training is the simplest estimation process to evaluate the necessary channel state information.
Time-Division Duplexing (TDD) is assumed as commonly witnessed in impulse-radio as well as
Data transmission structured into blocks for UT k .
common WLAN transmissions. Since precoding of UT k does not depend on channels experienced by users j = k, feedback is not a necessary feature, given that channel is reciprocal. Note that there is no dedicated training since precoding is supposed to be disjoint, that is, the precoding vector of each UT does uniquely depend on the channel between its transmitter and the BS and is in particular independent of channels and precoding vectors of other UTs (see [2] for a thorough discussion).
Transmission follows a scheme that is shown at a glance in Fig. 4 (a) and in more detail in 2) Uplink Channel Training: each UT transmits a training sequence of length N UL t˚i ffl samples, known by the BS, followed by a zero-padding sequence of length Liffl samples; these training sequences are assumed pseudo-noise (PN) sequences rather than orthogonal given that each UT chooses its sequence independently from the others. The BS estimates channels through the observation of the superposition of training sequences, that have been distorted by respective channels.
3) Data Transmission: each UT sends n information-bearing symbols of a block, corresponding to N d˚i ffl = nNiffl samples; 4) Idle: each UT sends a zero-padded postamble of duration Liffl samples.
During the downlink training, the BS broadcasts its training sequence to the UTs. With reference May 20, 2014 DRAFT to model of Section II, and in particular to eq. (9) and impulsiveness indexiffl, the received signal at UT k is:
where y 
where now Υ DL is a (N DL t˚i ffl + Liffl) × Liffl Toeplitz matrix and c k is the Liffl × 1 channel vector. In order to minimize the signal-plus-interference-to-noise ratio, UT k may use an MMSE estimation of c k , where the cause of interference is due to multipath. However, the use of PN sequences as training sequences is very common, due to their good autocorrelation properties. In fact, PN sequences have periodic ACF of the following form [22] , [28] :
that is asymptotically impulse-like, as N DL t
1.
Asymptotically then, and dropping the superscript DL to unclutter notation, Υ T Υ ≈ φ 2 I = υ 2 I, and MMSE reduces to a matched-filter, and estimation is as follows:
Dividing by υ 2 the previous expression yields:
where In the uplink training, the BS receives the superposition of the sequences of users each filtered by the corresponding channel, that is:
having defined:
As previously, the superscript UL is dropped to unclutter notation.
The goal of the BS is to linearly estimate c by observing y, knowing Υ :
where z is the KLiffl × 1 vector of channel estimations, being z k the Liffl × 1 vector representing c k estimate, and W T is the KLiffl × N UL t˚i ffl matrix representing the estimator. All common linear estimators, that is ZF (Zero-Forcing), RZF (Regularized Zero-Forcing), MMSE (minimum mean square error) and MF (matched-filter), can be described by the following expression, parametrized by ξ and ζ:
Indeed, MMSE is obtained with (ξ, ζ) = (1, σ 2 n ); ZF with (ξ, ζ) = (1, 0); MF with (ξ, ζ) = (0, 1); RZF with (ξ, ζ) = (1, z).
In the simple case of ZF, the form assumed by eq. (28) is as follows:
and, therefore, the -th tap of the channel of generic user k is:
Here, ν k [ ] is a correlated Gaussian random variable with variance coinciding with the ((k −
Assuming all UTs are transmitting the same power, i.e., υ k 2 is the same for each 1 ≤ k ≤ K,
Iδ ji allows to assume uncorrelated estimation errors, since Υ T Υ = υ 2 I, and thus:
E. Performance measures
In both system structures, the statistic for inferring the transmitted symbol b k of user k can be written in the following form:
where ν k is a r.v. representing noise, and {a kj : j = 1, . . . , K} are r.vs. depending on multipath channels, random time-hopping codes, random delays, and estimation errors.
Two performance measures are considered.
In the uncoded regime, the probability of error as defined by:
In the coded regime, mutual information with Gaussian inputs and a bank of matched-filters followed by independent decoders is considered; for the generic user k, this is given by:
where I(b k ; z k ) is the mutual information between the transmitted symbol b k and the decision variable z k . Since a channel use corresponds to N T c = Niffl/W seconds, the sum-rate achieved by the set of K users is:
having indicated with I(b; z) the mutual information (32) for a generic user. Finally, a spectral efficiency equal to
is obtained.
III. PROBABILITY OF ERROR

A. Single User
The main contribution of this subsection is to show that imperfect TR and AR achieves the same probability of error, and, therefore, that the same accuracy is needed for channel estimation at transmitter and receiver in order to achieve a given error probability. (12), the probability of error, in both cases, is:
where the first equality follows from b belonging to {−A, A} with equal probability, and the second equality follows from the distribution of z being an even function. For the power constraint, it results A = √ E. Equivalence of P e for the two cases is derived by showing thatẑ and for the sake of simplicity, consider x = e 1 . Then:
Similarly, the decision variableẑ TR conditioned on b = A is: This is, indeed, the case; by choosing an orthogonal matrix Q such that Q(c + ξ) = c + ξ e 1 , one has:
where n 1 ∼ N(0, σ 2 N ), hence the equivalence in terms of distributions, and, therefore, probability of error is verified.
B. Multiuser
In the multiuser setting, although the expression for the probability of error remains as in eq. (35) , there are three sources of errors: thermal noise, imperfect CSI, and multiuser interference (MUI). In particular, as E/σ 2 N increases, the last two factors both lead to a probability error floor, i.e., P e → P floor e (β, σ ).
In particular, in both figures, the left-hand side plot (Fig. 5(a) and 6(a) error: compare, for example, the two cases (β 3 , σ 1 ) and (β 1 , σ 2 ). A similar behavior can be observed with impulsive systems (Fig. 6 ) with even more emphasis. Figure 6 (β 1 , σ 2 ) ).
IV. MUTUAL INFORMATION, SUM-RATE, AND SPECTRAL EFFICIENCY
In this section, mutual information (32) is derived for AR and TR. The other merit figures (33) and (34) follows directly, although all the elements for a comparison are already included May 20, 2014 DRAFT in (32) .
A. Derivation of Mutual Information
The decision variable for both the imperfect TR (c.f. eq. (21)) and AR (c.f. eq. (19)) can be cast in the following form:
Let specify and give an interpretation of the termsâ ki , i = 1, . . . , K, for both TR and AR.
TR coupling coefficients.
For TR, the termâ kk is given by:
where v ← ∈ R n denotes a vector with same components of vector v in reversed order, i.e.,
Liffl =0 , and, similarly,
T with ζ i a Gaussian random vector with non-identity correlation.
In order to provide an interpretation of the above expressions, it is useful to start with the case of no estimation error. In general, the decision variable at the output of the matched filter of user k is given by the q k -th sample of the sum of both intended and interference signals, plus noise.
In the special case of no estimation errors, a kk = c k is the square root energy of channel k,
i.e., the maximum tap of the effective channel, while a kj is either equal to zero if the effective channel of user j, that occupies 2(L + 1)iffl − 1 out of Niffl degrees of freedom in a symbol period,
is not present at delay q k , or to a random resolved path of the effective channel of user j, the randomness owing to random hopping and asynchronism. In presence of estimation errors,â kk is smaller than, although in general in the neighbourhood of, the square root energy of channel k due to the mismatch betweenĥ k and h k , andâ kj is either equal to zero if the perturbed effective is not present at delay q k , or equal to a random path of the perturbed effective channel of user j, the perturbation owing to the imperfect channel estimation of user j.
AR coupling coefficients.
For AR, the set of coupling coefficients {â ki } K i=1 are:
We can think ofĥ k / ĥ k as the perturbed direction along which the received signal is projected in order to decode user k;â AR kk represents, therefore, the "mismatch" between the perturbed and unperturbed channels of user k;â AR kj represents the coupling between user k, that is perturbed, and another user j. As in the TR case, a channel impulse response occupies a fraction, that is approximately equal to (L + 1)/N , of the available degrees of freedom in a symbol period; Opposite of the TR case, where the perturbation affects user j inâ TR kj , user k is perturbed in the AR case (throughĥ k ), user j appearing with the true channel impulse response h j .
Derivation.
Being each term in the r.h.s. of eq. (36) independent from the other terms, mutual information I(z k ; b k ) can be derived once the distributions ofâ kk andŜ k are known. The former depends on both the random channel impulse response and estimation errors of user k, and the latter on the random channel impulse responses and estimation errors, and the random delays with respect to user k. Hence, the final form assumed by I(z k ; b k ) strongly depends on the channel model; however, in the following, the effect of the time-hopping and random asynchronism will be enucleated, without enter in the computation of a mutual information when a particular channel model is adopted; this last task is addressed by simulations, where the IEEE 802.15.3a model [15] , that is valid for bandwidths up to several gigahertz, is selected.
As for TR, since the effective channel of user j occupies a fraction f = (2(L + 1)iffl − 1)/(Niffl), and user k, due to the assumptions on independence and uniformity of hopping codes and asynchronism, selects uniformly at random one of the Niffl samples available per symbol period, then a kj , j = k, is equal to zero with probability 1 − f , and is distributed as the generic path of the effective channel h j with probability f , that is:
where P TR indicates the distribution of the generic path of the effective channel of user j (that is independent of j). In presence of estimation errors, the above argument holds, that is,â kj , j = k, is equal to zero with probability 1 − f , and is distributed as the generic path of the perturbed effective channelĥ j with probability f :
whereP TR indicates the distribution of the generic path of the perturbed effective channel of user j (that is independent of j). between users and time-hopping codes, there exists a probability f such that the inner product h T k h j is nonzero, and the remaining probability 1 − f that the inner product is zero. We may think of the "nonzero event" as the partial overlapping between two channels. As N L, it
where the assumption N L allows to neglect border effects.
Indicating with P AR the distribution of a AR kj conditioned on the nonzero event, one has:
In presence of estimation errors, the above discussion remains valid, since an error χ k changes, in general, the direction of vectorĥ k with respect to h k , i.e.,ĥ k and h k are, in general, not collinear, but it does not change the subspace spanned by the two channels, i.e., the subspace spanned by the true channel is equal to the subspace spanned by the perturbed channel. Indicating withP AR the distribution ofâ AR kj conditioned on the nonzero event, one has: In terms of c.fs., eqs. (43) and (41) becomes:
beingP equal to eitherP AR orP TR in eqs. (43) and (41), respectively. In general, given two independent r.vs. X and Y and their product
; therefore, the r.v.â kj b j has c.f.:
where the expectation is with respect b j ∼ N(0, E), and ϕ(u) is independent of j. Since {â kj b j } with j ∈ {1, . . . , K} \ k are independent, thenŜ k has c.f.:
that, in the large system limit, where K → ∞, N → ∞, K/N → β, converges to:
where β eff = β(2(L + 1)iffl − 1)/iffl is the effective load; Without multipath (L = 1) and one pulse per chip (iffl = 1), β eff reduces to the usual load β as given by K/N . The interference-plus-noise variable has thus c.f. given by: interference-limited scenario, where SNR = 20 dB: in this case P S is far from Gaussian, and so is the interference-plus-noise PDF P S+ν ; the effect of the estimation error is to decrease the kurtosis of P S , and so that of P S+ν .
Knowing the distribution of z k conditioned on b k , or equivalently its c.f., mutual information
Hence, the c.f. of z k given b k is:
hence, the c.f. ofẑ k is:
where the expectation is over b k ∼ N(0, E). Explicitly, one has:
and:
where Φ 0,E denotes a Gaussian distribution with zero mean and variance E, and:
The above derivation allows to find
as a function of the distribution P ofâ kj , j = k, and the distribution Pâ kk accounting for the loss of correlation incurred by the user to be decoded because of the estimation error. BothP and Pâ kk accounts for the channel model and the estimation error, in particular its variance.
As baseline comparison, we also provide the following lower bound I(ẑ k ; b k ) for I(ẑ k ; b k ), that is achieved when the interference is Gaussian: ξ . The receiver structure shows a mutual information floor at high SNR. By comparing Figs. 9 (a) and (b) , one observes that R increases sublinearly as β increases, while by comparing Figs. 9 (a) and (c), or Figs. 9 (b) and (d) , a reduction in spectral efficiency due to the presence of an estimation error is observed. R scales withiffl as shown on Figs. 9 (e) and (f).
In each of these simulations, AR outperforms TR. However, note that the gap R − R may be viewed as a measure of the nonGaussianity ofẑ k andẑ k |b k , and is indeed higher in the TR case with respect to the AR case, because of the different distribution of the interference term, that is more leptokurtic in the TR case. There could be, therefore, a room for TR to outperform AR.
V. CONCLUSIONS AND FUTURE INVESTIGATIONS
In this paper, the problem of characterizing system performance for single antenna systems using time reversal in the case of imperfect channel estimation was addressed. The analyzed setting included one BS and several UTs, and the uplink communication channel was considered in the investigation. Each UT adopted impulse-radio ultra-wideband communication with prefiltering, and the receiving BS adopted a 1Rake; degrees of impulsiveness were reflected by an impulsiveness index that ranges fromiffl = 1 toiffl → ∞ for ideal impulsiveness. In order to evaluate time reversal behavior, this communication scheme was compared against a reference configuration with no prefiltering and AR at the receiver. The effect of imperfect channel estimation on both transceiver configurations was analyzed. Channel estimation error was modeled as an additive Gaussian noise based on the output of a training phase that was used to tune transmitter and receiver structures.
The comparison was performed for both the single user channel and the multiuser channel with power control. Modeling of the channels was obtained based on the 802.15.3a CM1 model. The two communication schemes, TR and AR, were compared based on two different performance parameters: probability of error and mutual information as a function of signal-to-noise ratio.
Results highlighted that, for the single user channel, probability of error for TR and AR coincided, while for the multiuser channel, AR outperformed TR when imperfect CSI was the main cause of error, and the two schemes had similar performance when the load, as measured May 20, 2014 DRAFT by the ratio between the number of terminals K and the number of chips N in a symbol period, β = K/N , was the main cause of error, irrespectively of the degree of impulsiveness.
In terms of spectral efficiency, we provided lower and upper bound expressions, and analyzed the two structures with different impulsiveness indexiffl and load β. Results expressed by spectral efficiency R (nats/s/Hz) as a function of signal-to-noise ratio indicated that, for low-SNR, R was similar for the two systems, while for higher SNR values, AR outperforms TR. However, remind that, in practical scenarios, it would be simpler for a TR system to acquire a better estimation of the channel with respect to an AR system, since the estimation error variance depends on the energy of the training sequence only, and in the TR case the training sequence is transmitted by a basestation rather than a device, and may require weaker energy consumption constraints.
Furthermore, in the presence of estimation errors, a reduction in R was observed, due to both a mismatch with the user to decode, and a reduced kurtosis of the interference term.
Future investigations should explore extensions of the present model by removing the hypothesis of a single user detector, i.e., increasing the complexity in the receiver to multiuser detection, and by considering different path losses characterizing the different channels of the different links, i.e., removing the unit gain assumption that makes all transmitted power equal.
