Abstract: Since antiquity, humans have used body fluids like saliva, urine and sweat for the diagnosis of diseases. The amount, color and smell of body fluids are still used in many traditional medical practices to evaluate an illness and make a diagnosis. The development and application of analytical methods for the detailed analysis of body fluids has led to the discovery of numerous disease biomarkers. Recently, mass spectrometry (MS), nuclear magnetic resonance spectroscopy (NMR), and multivariate statistical techniques have been incorporated into a multidisciplinary approach to profile changes in small molecules associated with the onset and progression of human diseases. The goal of these efforts is to identify metabolites that are uniquely correlated with a specific human disease in order to accurately diagnose and treat the malady. In this review we will discuss recent developments in sample preparation, experimental techniques, the identification and quantification of metabolites, and the chemometric tools used to search for biomarkers of human diseases using NMR.
INTRODUCTION
Anthropological and folk medical practices have revealed that humans have used body fluids for the diagnosis of disease since antiquity [1] . Hippocrates's theory of disease postulates an imbalance between the four humors of the body: phlegm, blood, black bile and yellow bile [2] . Thus, early medical treatments and diagnosis were based on attempts to understand these humors. Before the 18 th century, chemistry was not involved in supporting a physician's decision or providing a rationalization in a disease diagnosis. Instead, medics of the era used their senses to analyze urine and other biofluids [3] . Examining body fluids by color, taste, amount, and smell were accepted practices for diagnosing diseases and treating patients in folk, ancient and medieval medicine [1, 4] . But in the 16 th and 17 th century, there were reported successes with precipitating proteins from urine using vinegar and heat treatments. Similarly, in the late 18 th century, the chemical analysis of urine was able to disentangle the mystery between the sweetness of urine and a diabetic patient [5] . By the 19 th century, chemistry was a vital element in both understanding human physiology and diagnosing diseases [6] . The concept of searching for chemicals to understand human diseases has been enhanced by technology advancements for the analysis of hundreds of metabolites from small quantities of body fluids [7] .
Metabolites are end products of gene expression, and are a direct result of enzymatic and protein activity. Thus, metabolites are more proximal to a phenotype or disease than either genetic or proteomics information [8, 9] . Genetics provides a fingerprint of hereditary information, where many diseases are associated with genetic defects. But not all human diseases are a result of an inherited genetic disorder *Address correspondence to this author at the Department of Chemistry, University of Nebraska-Lincoln, 722 Hamilton Hall, Lincoln, NE 68588-0304, USA; Tel: (402) 472-3039; Fax: (402) 472-9402; E-mail: rpowers3@unl.edu or mutations at the gene level [10] . Importantly, the presence of a genetic mutation does not necessitate the development of the associated disease or predict all possible occurrences of the disease. For example, only five percent of breast cancer patients carry the BRCA mutation, where carrying a harmful BRCA1 or BRCA2 mutation results in a five-fold increase in the likelihood of developing breast cancer [11] . Other genetic modifiers and environmental factors also contribute to the progression of the disease [12] . Clearly, the disconnect between carrying a harmful BRCA mutation and definitively developing breast cancer significantly complicates decisions regarding preventative treatment [13, 14] . Essentially, the presence of a genetic mutation does not necessarily lead to a change in the biological activity of the gene product. As an alternative and complementary approach, proteomics studies the functional and structural elements of gene products, mainly the expression of proteins and enzymes [15, 16] . The up-or down-regulation of proteins has been correlated with the development or progression of a disease [17] . Similarly, posttranslational modifications of proteins have also been shown to be associated with different diseases [18] [19] [20] . Unlike genomics, only a small-fraction of the proteome is observed. But similar to genomics, a modulation in a protein's expression or modification does not necessarily correlate with a perturbation in its biological activity. Furthermore, it is challenging to identify the specific protein(s) that are responsible for the disease state. It is difficult to distinguish between biologically relevant proteins and proteins indirectly affected through a complex biological network. For example, hundreds of proteins have been identified in proteomic studies of pancreatic cell lines [21] [22] [23] [24] [25] . Clearly, all those proteins are not relevant to cancer. Also, there are serious concerns with mistaken protein identification and inconsistencies between proteomics studies [26, 27] .
Metabolomics is the measurement and analysis of metabolites such as amino acids, carbohydrates and lipids, from biofluids, plants and cellular extracts [28, 29] . The underlying premise for the field of metabolomics was first described by Pauling in his 1971 publication using gas chromatography to analyze urine and breath metabolites [30] . Metabolic samples have been obtained from a diversity of organisms under various environmental conditions that include drug treatments and diseases. Correspondingly, studying metabolic profiles of living cells has wide applications in many scientific disciplines and systems biology [31] [32] [33] [34] . Metabolomics has been used to understand the pathology of disease [35] , to diagnose disease [36] , to monitor diet [37] , and to investigate host vector relationship [38] . The unique value of metabolomics to drug discovery and disease diagnoses is based on the fact that changes in the metabolome are a direct outcome from perturbations in cellular activity.
Mass spectrometry (MS) [39] and nuclear magnetic resonance spectroscopy (NMR) [28] are the primary analytical techniques used in metabolomics. The two techniques have inherently distinct capabilities and limitations, making them ideally complementary [40, 41] . MS is significantly more sensitive than NMR and covers a wider diversity of the metabolome. But, because of the limited molecular-weight dispersion of metabolites, MS requires chromatographic separations that may bias any analysis. Also, there is a significant uncertainty in a specific metabolite's ability to generate a detectable molecular ion peak by MS. This also makes quantitation by MS challenging. Conversely, NMR requires minimal sample handling, allows for easy quantitative analysis of metabolite concentrations, and provides redundant means of metabolite identification. Most metabolites have multiple characteristic NMR resonances and coupling patterns, where peak intensity is directly proportional to concentration. Fundamentally, MS and NMR provide a distinct spectral analysis of the same sample. The complementary nature of MS and NMR has been demonstrated by a number of metabolomic studies using both techniques [42] [43] [44] [45] [46] .
The growing interest in NMR based metabolomics was initiated by Nicolson's extensive drug activity and toxicity research using NMR analysis of body fluids [47, 48] . NMR metabolomics is currently being used to search for disease biomarkers for infectious diseases like tuberculosis [49] , malaria [50] , and pneumonia [51] ; and for cancer [52] , Parkinson disease [53] , neurological disorders [54] ; and numerous other human diseases. NMR metabolomics is being used to understand the underlying causes of these diseases, and to identify chemical markers to quickly and readily diagnose the disease. This review will discuss recent developments in sample preparation, experimental techniques, the identification and quantification of metabolites, and the chemometric tools used to search for biomarkers of human disease using NMR.
NMR METABOLOMICS SAMPLE PREPARATION
NMR metabolomics has been used to study a variety of different types of biofluids that include plasma [55] , serum [56] , cerebrospinal fluid [57] , pus [58] , saliva [59] , feces [60] , cervicovaginal secretions [61] , and urine [62] . NMR has also been used to analyze intact tissue samples [63] [64] [65] [66] . One of the major advantages of NMR as a tool for metabolomics is its simplicity in sample preparation. Typically, a minimum of 0.1 to 0.5 mL of the biofluid is required to prepare an NMR sample. The most common protocol for preparing an NMR sample from biofluids is to simply add an aliquot of a deuterated buffer to adjust the sample to a common pH value (Table 1) [67] . NMR chemical shifts are sensitive to both pH and temperature changes, which would result in a systematic bias in the data analysis if different samples had different pH values. The deuterated buffer also provides a necessary lock signal.
Storage and handling of biofluid samples affect metabolite stability. Correspondingly, storing urine samples at -80 o C has been shown to maximize metabolite stability [68, 69] . A diurnal variation has been observed for both urine and plasma metabolites [70] [71] [72] . Preferably, urine samples are collected in the morning (8-hour samples) [73] . The urine is typically more concentrated and contains more metabolites due to the length of time in the bladder. Urine samples are also collected midstream to avoid cellular and microbe contaminants. Preservatives such as NaN 3 and NaF are commonly added to urine samples to prevent bacterial growth [74] [75] [76] . The filtration or centrifugation of urine samples is also recommended to prevent bacterial growth [68] . Similarly, plasma samples are preserved by the addition of EDTA or heparin as anti-coagulants [77] . The addition of preservatives can also be applied to metabolomic samples collected from infected tissues. The stability of the biofluid sample and, correspondingly, the quality and value of the NMR spectrum would be detrimentally affected by bacterial growth, especially during long data acquisition times. The bacteria would generate extracellular secretions and utilize available metabolites, changing the state of the sample as a function of time. Blood, serum, and plasma samples contain proteins, in addition to the small molecular-weight metabolites. The proteins need to be removed prior to analysis, which is typically done by the addition of a precipitant or an extractant, such as methanol or acetonitrile, followed by exchange back into an aqueous buffer. Additionally, chemical reactions such as redox reactions and enzymatic degradations are source of metabolite instability in biological samples. Also, some metabolites are simply not stable [78, 79] . Short sample preparation times and long term storage at -80 o C are recommended to maximize the stability of samples for metabolomics study [80] . Another concern is the external influence on the metabolome due to differences in diet. Correspondingly, diet-standardization, fasting or time of sample collection may minimize variability between subjects due to diet differences [81, 82] . Internal NMR standards, such as 11.1 μM of 3-(trimethylsilyl)propionic acid-2,2,3,3-d4 (TMSP-d4), are routinely added to metabolomic samples to provide for both a chemical shift and concentration reference [83] . The TMSP methyl NMR resonance is referenced to 0.00 ppm and its relative peak integration is set to 9-times the TMSP concentration, since the NMR peak corresponds to 3 methyl groups or a total of 9 hydrogen nuclei.
The goal of applying NMR metabolomics to the analysis of biofluids is to identify potential biomarkers -metabolites correlated with a specific disease. Importantly, a reliable comparative analysis between biofluid samples requires consistency in sample preparation. The observed differences should be biologically relevant as opposed to an artifact or bias from handling the samples. In the case of biofluids, a significant challenge is maintaining a consistency in the source of the biological samples. For patient and animal studies, it is critical to have a similar diet, to be exposed to a common environment, to maintain similar physical activities, and to select participants with comparable medical histories. Numerous factors, such as age, sex, ethnicity, preexisting health conditions, and lifestyle may perturb the metabolome and complicate the identification of biomarkers. For example, a biomarker observed to be correlated with a neurological disease may result from an associated inflammatory response [84] .
NMR METABOLOMICS EXPERIMENTS

One dimensional
1 H NMR methods. One-dimensional (1D) 1 H NMR experiments are routinely used for metabolite biomarker research ( Fig. 1) [85] . These experiments are generally fast, robust, easy to implement, and ideally suited for high-throughput screening [86] . The information obtained from 1D 1 H NMR experiments is used for metabolite identification and for the evaluation of global alterations in metabolites between different groups or classes [87, 88] . 1D 1 H NMR experiments provide a global snapshot of the state of the metabolome, but only the most abundant metabolites are observed (> 1 to 10 μM). Also, metabolite identification is challenging because of the low chemical shift dispersion and high peak overlap. Biofluids are complex heterogeneous mixtures that contain hundreds of metabolites resulting in an NMR spectrum that is very crowded and suffers from extensive peak overlap, making it difficult to differentiate between multiple peaks. But importantly, the NMR spectrum is also used for quantitative analysis of metabolites by comparing the integral of metabolite peaks with the integral from the internal standard (TMSP) [89] .
The Madison Metabolomics Consortium Database [90] , the BioMagResBank [91] , and the Human Metabolome Database (HMDB) [92] are routinely used to assign metabolites to NMR spectra. The databases contain experimental NMR spectra for hundreds of known metabolites and provide simple user interfaces to match experimental chemical shifts from biofluids data against the spectral database [93] . Typically, 1 H and 13 C chemical shift tolerances of 0.05 ppm and 0.50 ppm, respectively, are used to identify a match between the experimental and database chemical shifts. Simply, a list of NMR chemical shifts is uploaded to HMDB (http://www.hmdb.ca/), which provides a list of potential metabolites with the number of matching NMR resonances. Generally, each metabolite chemical structure contains multiple hydrogen atoms resulting in multiple NMR resonances. Ideally, each NMR resonance for a metabolite should be present in the experimental spectrum. In practice, only a subset of the NMR resonances are observed because of severe peak overlap and low resolution. Thus, the confidence level in a correct metabolite assignment is dependent on the number of matching NMR resonances.
The resolution and sensitivity of the 1D 1 H NMR spectrum improves as a function of magnetic field strength. Thus, the quality of NMR metabolomics experiments has benefitted from the availability of 800 to 950 MHz NMR spectrometers ( Fig. 1) [94] . In addition to the use of highfield NMR instruments, the application of spectral simplification techniques has resulted in improved NMR spectra with better peak separation [95] . Metabolites have relatively long T 2 relaxation times and correspondingly narrow line-widths. Conversely, proteins and other biomolecules have relatively broad peaks and short T 2 s. This significant difference in relaxation times provides an opportunity to manipulate the NMR spectrum to select for small molecular-weight metabolites against a background of protein NMR signals. NMR pulse sequences have been implemented that filter the spectrum based on T 2 relaxation times [96] . Diaz et al. (2011) used NMR to search for metabolic biomarkers from urine and plasma that are associated with prenatal disorders (Fig. 2) [97] . An improved separation in metabolite signals from the protein background was achieved by using a T 2 edited experiment. This is accomplished by simply incorporating a Carr-Purcell or Carr-Purcell-Meiboom-Gill (CPMG) sequence into a standard 1D pulse sequence. During this additional [ -180°-] n cycle, NMR peak intensities are decaying proportional to their T 2 relaxation times. The pulse sequence is simply tuned to the minimal number of cycles (n) required to allow the protein NMR resonances to decay to zero with a minimal impact on the intensity of the metabolite signals. Fig. (2) illustrates the metabolites obscured by the protein background using a standard 1D 1 H pulse sequence. These metabolites are clearly visible in the T 2 edited NMR spectra. The accompanying diffusion edited spectrum has the reverse effect compared to the T 2 edited spectrum; it filters out molecules with rapid diffusion rates. Correspondingly, the diffusion edited spectra attenuated the NMR resonances from the small molecular weight metabolites and emphasizes the protein background peaks.
Two dimensionol NMR methods. 1D
1 H NMR spectra obtained from biofluids are very crowded with extensive spectral overlap. As a result, it is often difficult to unambiguously assign NMR resonances to a specific metabolite. Instead, it is common to identify multiple metabolites that are consistent with a given NMR peak. Two dimensional (2D) NMR experiments overcome this problem by significantly increasing the resolution and dispersing the peaks into two-dimensions (Fig. 3) valine will be correlated with the 1 H chemical shifts for C H, and the two C H 3 methyls. The dramatic improvement in peak separation along with the direct correlation of pairs of 1 H or 1 H-13 C chemical shifts significantly increases the confidence in a correct metabolite assignment. However, 2D NMR experiments require significantly longer acquisitions times, upwards of hours per experiment, compared to < 10 minutes per 1D 1 H NMR experiment [100] [101] [102] . Also, the 2D 1 H - 13 C HSQC spectrum cannot be used for absolute quantitation of metabolite concentrations, but only for relative changes. This limitation arises because peak intensities are not only proportional to concentration, but are also modulated by J-coupling, T 1 and T 2 relaxation, imperfect pulse lengths, and recovery delays. It is impractical to correct for these parameters, since they vary between molecules and also atom type. Recently, a number of methods have been proposed to modify standard 2D HSQC pulse sequences to enable quantitative analysis of metabolite concentrations [103] [104] [105] [106] [107] [108] . Hu et al. (2011) proposed the use of a time zero 2D 1 H -13 C HSQC experiment (Fig. 4) to measure metabolite concentrations [109] . The time zero HSQC spectrum is back extrapolated from a series of HSQC spectra collected with incremental repetition times, the time between the first 1 H excitation pulse and the beginning of data acquisition. Essentially, the HSQC spectrum is collected with either one, two or three copies of the standard core HSQC pulse sequence. Peak intensity decreases proportional to the repetition time (Fig.  4b) . At time zero, metabolite concentrations are proportional to peak intensities since peak attenuation due to J-coupling, relaxation, etc. are time-dependent and have been effectively removed.
CHEMOMETRICS FOR BIOMARKER IDENTIFICA-TION
Multivariate statistical methods are integral to the analysis of NMR metabolomics data [110] . Multivariate statistics provide a clear interpretation of the global alteration in the metabolome resulting from disease, environmental stress, nutrition, or toxins. The analysis is not limited to a few metabolites or specific metabolic pathways, but captures the overall impact on the system from the external factors. A 1D 1 H NMR spectrum is a complex multivariable data set consisting of upwards of 32K of chemical shifts and intensities. Multivariate statistical techniques reduce the complexity of the NMR data set and present the information in a simple and easily interpreted format. Typically, the NMR spectrum is reduced to a single data point in a scores plot. Both 1D and 2D NMR spectra have been analyzed using multivariate statistical techniques [111] . Multivariate statistical methods are categorized as either supervised or unsupervised. Supervised methods introduce sample classes, while unsupervised methods are based strictly on inherent variations in the data. Principal component analysis (PCA) is a widely-used unsupervised method for the analysis of NMR metabolomics data [112] . More recently, Orthogonal Partial Least Square Discriminant Analysis (OPLS-DA), a supervised method, has been growing in popularity as an approach to interpret NMR spectra for biomarker identification [113] .
Data pre-processing is a vital step in the NMR metabolomics protocol. Pre-processing of the NMR spectrum includes data reduction (binning) [114, 115] , scaling [116] , and the exclusion of noise [117] and solvent regions known to bias the analysis. After phase correction to produce pure absorption line shapes and baseline correction of the 1D 1 H NMR spectrum, the NMR spectrum is divided into uniform bins with a chemical shift range of 0.01 to 0.04 ppm [114] or by using intelligent bucketing (ACD Labs, Toronto, Canada) that uses variable bin sizes to avoid the splitting of peaks between bins [115] . The numerical value within each bin is the integral of the corresponding spectral region. NMR spectra are binned in order to minimize effects from minor and random differences in chemical shifts, phasing, peak shape, baseline, etc. that are inevitable when dealing with replicate biological samples. Similarly, there is a significant and inherent variability in the quality and signal-to-noise of NMR spectra obtained from a collection of biological samples, such as biofluids. It is simply impossible and unreasonable to expect uniformity in biofluid samples obtained from multiple patients, animals or tissues. As a consequence, the NMR spectra needs to be normalized to eliminate or minimize variability in signal-to-noise due to overall volume or concentration differences between each sample.
Triba et al. (2010) used the total sum of the bins for each spectrum as a scaling factor [118] . Simply, the value of each individual bin was divided by the sum of all the bins. This takes into account that variations in the spectral intensity due to different number of cells per sample. Pareto and autoscaling methods are alternative approaches to normalizing NMR spectra to variations in signal intensity [119] . For autoscaling, the NMR bins are mean centered and normalized by the standard deviation of the bins (eqn. 1)
where X is the mean of the NMR integrals, is the standard deviation of the NMR integrals, and X i is the integral associated with bin i. In Pareto scaling, each bin is still mean centered, but normalization is accomplished through the square-root of the standard deviation.
It is important to note, that each approach to data pretreatment can significantly impact the analysis by emphasizing different aspects of the NMR metabolomics data.
After pre-treatment, the table of NMR integrals (bins) is then subjected to multivariate statistical analysis. PCA is the most common multivariate statistical approach currently applied to NMR metabolomics data. PCA is an unbiased approach and, correspondingly, the information obtained from PCA is a direct result of any correlated structure to the data. PCA projects the multivariable NMR data into simple visual format. The table of NMR integrals is transformed into scores and loadings plots [112] . The PCA scores plot summarizes global similarities and differences between the NMR spectra, where each NMR spectrum is reduced to a single point. The coordinate axis in a PCA scores plot corresponds to the principal components (PC1, PC2, etc.), which represents the best-fit of each NMR spectrum to a series of orthogonal vectors ( P 1 , P 2 , etc.) . The first vector corresponds to the largest variation in the NMR data set, where each successive vector is in the direction of the next largest variation in the data set. Thus, the PCA scores plot captures the major differences between the NMR spectra resulting from changes in the metabolome. Correspondingly, NMR spectra will cluster in the PCA scores plot based on their relative differences or similarities, which is based on metabolite compositions and concentrations. The PCA loadings plot determines the relative contribution of each NMR bin (chemical shift, metabolite) to the principal components. In essence, the PCA loadings plot identifies the metabolites that primarily contribute to the class separation in the PCA scores plot (Fig. 5b) .
The identification of metabolite biomarkers is dependent on determining the latent variables responsible for class separation (e.g., healthy vs disease). PCA identifies the largest variations in the NMR data, but the latent variables (fundamental relationship) responsible for the class separation many not be in the direction of the largest variation [113] . Instead, OPLS-DA is preferred for identifying metabolite biomarkers (Fig. 5a) [120] . OPLS-DA is a regression model that reflects the correlation between multivariate data and dependent variables with class information. In OPLS-DA, a single component is used as a predictor for the class, where the other components are variations orthogonal to the predictive component [121] . In other words, the predictive component describes the between class separation and the orthogonal components describe the within class separation. OPLS-DA emphasizes between class separations and reduces within class separation. As a result, an OPLS-DA scores plot will have tighter clusters with a larger separation relative to PCA. PCA data can be simply changed to OPLS-DA by including a value that discriminates between the classes as a Y direction vector [122] . Typically, a two-class system is used where one data set is designated the control (Y = 0) and the remaining data sets are designated as treated (Y = 1). For PCA and OPLS-DA, the quality of the model is assessed by the measure of goodness of fit (R 2 ) and quality assessment score (Q 2 ) [123] . A good model has R 2 values 0.5 (range of 0 to 1) and is conceptually similar to simple linear regressions. An ideal value for Q 2 is one, where a typical value for a biological model is 0.4. OPLS-DA is a supervised method and the model needs to be validated since over-fitting the data is a common concern. The leave-one-out technique is commonly used to validate OPLS-DA models, where a sub-set of the NMR spectra are left out to calculate a model that is then used to predict the left out data [124] . The predicted data is compared to the original data, where Q 2 determines the consistency between the two data sets and the reliability of the model. Similar to a loadings plot, an S-plot can also be generated from the OPLS-DA model (Fig. 5c) . The S-plot identifies the NMR bins (chemical shifts, metabolites) that are correlated (X 0.10 and Y 0.8) or anti-correlated (X -0.10 and Y -0.80) with the class separation in the OPLS-DA scores plot (Fig. 5a) . The S-plot X and Y coordinates represents the correlation and reliability, respectively, of the NMR bins with the OPLS-DA model. NMR bins with the highest correlation and reliability fall in both extremes of the S-plot. These metabolites correspond to potential biomarkers.
Interpretation of PCA and OPLS-DA score plots are generally based on a visual inspection of the relative separation of class clusters. Assigning a statistical significance to this clustering pattern is fundamental to inferring an accurate biological relevance. Werth et al. (2010) introduced a new method to analyze PCA and OPLS-DA scores plots based on metabolic tree diagrams with associated bootstrap [125] numbers to quantify the statistical significance of the observed class clustering [126] . The technique is particularly valuable for the accurate analysis of complex datasets that contain multiple classes, where it may be very difficult to see distinct clustering patterns. Simply, the coordinates for the center of each cluster are used to measure a Euclidean distance between each pair of clusters to generate a standard distance matrix. The distance matrix is then used to create a tree diagram using a phylogenetic program such as PHYLIP (http://www.phylip.com) [127] . The cluster centers are re-determined by randomly leaving out class members, resulting in a new distance matrix and tree diagram. The process is typically repeated 100 times, where a consensus tree is determined from the 100 individual trees. The bootstrap value is simply the number of times a node in the consensus tree was observed in the set of 100 tree diagrams, where bootstrap numbers less than 50 indicate a statistically insignificant node. Additionally, T 2 hoteling is used to identify the 95% confidence interval for each cluster, which adds an additional quantitative approach to distinguish between class clusters. An OPLS-DA scores plot shown in Fig. (6) contains ellipses that represent the 95% confidence interval that helps identify the major drug classes [128, 129] . The associated metabolomic tree diagram provides a detailed analysis of the antibiotic activity of fifteen drugs against TB. Specifically, the OPLS-DA scores plot and tree diagram indicate the drugs cluster based on their in vivo mechanism of action [129] .
RECENT APPLICATIONS OF NMR FOR BIOMARKER IDENTIFICATION
Lung cancer has a low 5-year survival rate of only 15% in the US and 10% in Europe. Early diagnosis is a key factor to increase patient survival, but, unfortunately, current diagnostic methods are inadequate. Carrola et al. (2010) utilized NMR metabolomics to analyze urine samples collected from lung cancer patients and healthy individuals. A 600 L NMR sample was prepared by adding 60 L of 1.5 M phosphate buffer (KH 2 PO 4 ) that contains 0.1% TMSP-d 4 to a 540 L urine sample to obtain a uniform pH of 7.00 ± 0.02. The resulting 1D 1 H NMR spectra indicated a distinct metabolic difference between lung cancer patients and healthy individuals (Fig. 7) . The application of PCA, PLS, and OPLS-DA multivariate statistical analysis resulted in an increasing separation between the two classes (Fig. 8) . A clear separation was only obtained using OPLS-DA. The impact of age, gender and smoking on the 2D scores clustering pattern was also examined. Interestingly, none of these factors were shown to have a significant impact on the analysis. The corresponding OPLS-DA loading plot was used to identify metabolites responsible for class separation. As a result, hippurate, trigonelline, -hydroxyisovalerate, -hydroxyisobutyrate, N-acetylglutamine, and creatinine were shown to have a statistically significant (P-value < 0.01) difference between healthy individuals and lung cancer patients [130] . NMR metabolomics has also been extensively used to study the pathology of cancer cell lines to investigate system-wide process such as transformation, progression, proliferation and metastasis [131] . This effort may lead to the identification of new biomarkers and therapies. For example, MacKinnon et al. (2012) describes the metabolomic analysis of an androgen-dependent prostate cancer cell line (LnCAP) using NMR and mass spectrometry [132] . Upon treating LnCAP cells with methyltrienolone (an androgen receptor agonist), a metabolic signature characteristic of aggressive prostate cancer was observed. Specifically, a decrease in myo-inositol, altered glutathione levels, perturbation in amino-acid levels, a decreased level of methionine, a high level of phosphocholine, and an increase in the phosphocholine/glycerophosphocholine ratio were all observed. These potential biomarkers could be used to guide clinical treatments and avoid premature termination of androgen ablation therapy that may lead to the unfortunate induction of an aggressive and incurable form of prostate cancer. Cardio vascular diseases (CVD) are one of the leading causes of death in the US and the rest of the developed world. Predicting the risk of cardio vascular diseases is an important element of a preventive medical strategy. conducted an NMR based metabolomics study to identify biomarkers associated with CVD risk in healthy individuals. After a rigorous analysis of 864 plasma samples, a similar CVD risk assessment was obtained relative to traditional clinical methods. In effect, changes in the metabolome, as determined by NMR, correlated with standard CVD risk factors such as high cholesterol, triglycerides, LDL and HDL. In fact, new metabolite markers, such as 3-hydroxybutyrate, -ketoglutarate, threonine, and dimethylglycine, were identified in addition to these commonly known risk markers for CVD. The NMR samples were prepared by simply mixing 300 L of sodium phosphate buffer with 300 L of a plasma sample. Standard 1D 1 H NMR spectra, CPMG diffusion edited spectra and 1D-NOESY spectra were collected for each plasma sample. The primary goal of this diverse set of NMR experiments was to obtain an accurate analysis of known CVD risk factor metabolites to establish a reliable correlation between standard clinical analysis and the NMR results. Furthermore, the statistical analysis was focused on identifying a small set of metabolites that are highly reliable (P-value 0.0001) predictors of CVD risk. This extensive statistical approach enabled the authors to present a CVD risk model based on differently activated metabolic pathways (Fig. 9) [133] . The high risk and low risk pathways are interconnected, where the metabolome of a low risk individual is shifted toward HDL, -ketoglutarate, dimethylglycine, and 3-hydroxybutyrate. Conversely, the metabolic pathways for the high-risk individual are shifted toward LDL, threonine and acetoacetate.
Another unique application of NMR metabolomics is demonstrated by Heinzmann et al. (2010) [134] . Urine samples collected from eight individuals were analyzed using 1D
1 H NMR to identify metabolites associated with nutrition. Analysis of the resulting NMR spectra identified proline betaine as a urine biomarker for citrus fruit consumption (Fig. 10) . Numerous fruits and fruit juices were similarly analyzed by NMR to quantify the amount of proline betaine in order to establish citrus juice as the potential source of proline betaine in the urine samples. Only citrus juices were shown to contain a significant quantity of proline betaine, with orange juice showing the highest concentration of the metabolite. To further validate proline betaine as a biomarker of citrus fruit consumption, 1D 1 H NMR was used to study the kinetics of the urinary excretion of proline betaine after consuming orange juice (Fig. 10) . Urine was collected from six individuals before (-26 to 0 hrs) and after (+2 to +24 hrs) drinking 250 mL of orange juice. The isolated proline betaine methylene singlet at 3.11 was used to monitor the metabolite's urine concentration as a function of time. The NMR spectrum clearly shows the presence of the metabolite in urine 2 hrs after consuming orange juice. Additionally, integration of the 3.106 -3.116 spectral region revealed that proline betaine remains in the urine more than 24 hrs after consuming orange juice. After validating the utility of using NMR to monitor proline betaine as a biomarker for citrus fruit consumption, 1D 1 H NMR spectra were collected from the INTERMAP UK urine collection (n > 1000) to classify participants as citrus or noncitrus consumers. INTERMAP is a large-scale epidemiologic study to determine dietary factors associated with high blood pressure. Citric consumers were shown to have healthier diets, and correspondingly to be in better health (lower BMI and blood pressure), and to also be better educated.
CONCLUSION
NMR metabolomics continues to make significant contributions to the identification of biomarkers to aid in the diagnosis and treatment of various human diseases. NMR has assisted in identifying biomarkers for various types of cancers, neurological diseases, genetic disorders, and infectious diseases, among others. The appeal of NMR metabolomics is the simplicity in sample preparation and its robust, versatile, and easy application. Global metabolomic changes can be quickly obtained with relatively routine onedimensional 1 H NMR experiments. Specific metabolites correlated with a disease and potential biomarkers can be identified by two dimensional NMR experiments in combination with chemometrics techniques that include S-plots and loading plots. Furthermore, including statistical analysis, such as tree diagrams, bootstrap numbers and T 2 hoteling provides an important level of confidence to the biological interpretation of NMR metabolomics data. Fig. (9) . Metabolic fingerprint in low and high risk subjects (metabolites whose amount differs significantly between the low-and high-risk subjects are marked with an asterisk). Reprinted with permission from reference [133] , Copyright 2011 by American Chemical Society. 
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