Abstract-This paper presents a cluster based, adaptive routing protocol that dynamically adapts to node's failure and mobility. Cluster head election, Mobility management, Failure management and Load balancing are the main parts of the protocol which are controlled by a Fuzzy decision making function. A new load balancing method by using Load tree is presented in this approach. The simulations results show the efficiency of this algorithm to manage the mobility and failure of the nodes and also to balance the load in the network.
INTRODUCTION
Nowadays, ad-hoc wireless sensor networks have many applications in the entire world and have recently emerged as a premier research topic. Intelligent homes, smart rooms, interactive virtual worlds are only a few examples. A famous example of these networks is healthcare network. These systems present important research and technical challenges. In a healthcare network, because of mobility of the patients, all the sensors attached to them, are mobile, therefore the mobility management and localization are important points in these networks. Figure 1 , shows a typical architecture of a healthcare system. In this example, the Communication backbone consists of the mobile or fixed sensors and also the sensors attached to the other persons, like doctors and nurses. This system needs an adaptive routing and localization protocol that can support mobility of the sensors and changes of network topology when patients moving Dynamic cluster-based routing is one of existing techniques for routing in ad hoc networks. As the membership in each cluster changes over time in response to node mobility and so it can be used to mobility management in mobile networks, and also cluster based routing in ad hoc networks can also make a large network appear smaller, but most importantly it can make a highly dynamic topology appear much less dynamic.
Several dynamic clustering strategies have been proposed in the literature. In [2] , the zone routing protocol (ZRP) a hybrid strategy, is proposed by Haas and Pearlman which attempts to balance the trade-off between proactive and reactive routing. The objective of ZRP is to maintain proactive routing within a zone and to use a query-response mechanism to achieve inter-zone routing. In ZRP, each node maintains its own hop-count constrained routing zone; consequently, zones do not reflect a quantitative measure of stability, and the zone topology overlaps arbitrarily.
LEACH [3] is an application-specific data dissemination protocol that uses clustering to prolong the network lifetime. LEACH clustering terminates in a constant number of iterations (like HEED [4] ), but it does not guarantee good cluster head distribution and assumes uniform energy consumption for cluster heads. In contrast, HEED makes no assumptions on energy consumption and selects well distributed cluster heads but HEED assumes quasi-stationary nodes.
In [5] , a fuzzy logic approach to cluster-head election is proposed based on three descriptors -energy, concentration and centrality. In this approach the cluster-heads are elected by the base station in each round by calculating the chance each node has to become the cluster-head by considering three fuzzy descriptors -node concentration, energy level in each node and its centrality with respect to the entire cluster. This technique is proposed to use in LEACH [3] , but it cannot support the mobility of the node and in addition it is centralized algorithm and therefore it cannot be scalable.
Another problem in these networks is failure of the nodes. Generally, the communication in sensor networks, with battery powered nodes, suffers from failure, low transmission power even more so than in regular wireless networks. Despite of many research projects, failure management in sensor networks is an open research challenge. Nodes' mobility, communication problem and link failure may be detected as a failure, on the other hand, in some networks, like healthcare networks, failure of a sensor can be detected as a health anomaly. These 2 cases can cause false alarms. Any failure in a healthcare system can lead patient situation to a critical level. This failure may be occurs in a sensor, computer, router or in the communication link.
Fault tolerance in measurements by a group of sensors, was first studied by Marzullo [6] . Marzullo proposed a flexible control process program that tolerates individual sensor failures. Issues addressed include modifying specifications in order to accommodate uncertainty in sensor values and averaging sensor values in a fault-tolerant way. The authors in [7] developed an algorithm that guarantees reliable and fairly accurate output from a number of different types of sensors when at most k out of n sensors are faulty. The results of the scheme are applicable only to certain individual sensor faults and traditional networks. They are not extendable to the reliability needs in complex network levels and most importantly; they do not address the reliability issues that are induced by the ad-hoc nature of the wireless sensor networks. Multi-sensor data fusion is a problem that recently has attracted a great deal of attention in a number of scientific and engineering communities [8] [9] [10] . Majority of these works are restricted to sensor fusion of the same modality.
One of limits of wireless sensor nodes is their inherent limited energy resource. To maximize the lifetime of the sensor node, it is necessary to distribute the load throughout the wireless sensor network in order to minimize maintenance and message number and maximize system performance. The load balancing averages the energy consumption and this extends the lifetime of the whole sensor network by extending the time until the first node is out of energy. Load balancing is also useful for reducing maintenance time and also message exchange traffic.
In the mobile sensor networks, managing the distribution of the network and also the load balancing is a complex problem, because of large number of the sensors and particularly because of the mobility of the modes. We can reduce this complexity by separating the network in different small parts. Clustering may be one of existing techniques to reduce this complexity, but none of the published clustering protocols consider any load balancing method in their clustering process.
To balance the load in the network, most of the clustering protocols use different parameters to choose cluster-heads. Cluster ID [11] , connectivity degree [12, 13] and periodical cluster heads election [3] are used in order to share the load among all the nodes of the network. By applying cluster ID or highest connectivity methods, the same node may be chose as cluster-head every time, and that will result resulting in this sensor to drain its energy very fast. Changing the cluster head in the cluster, connectivity degree or periodical choosing, changes the topology of clusters frequently and this will impose huge overhead since all other cluster-heads have to be notified about the change.
The remainder of this paper is structured as follows: section II discusses some challenges in detail. Our proposal, its load balancing, failure management, clustering and decision making methods are described in section III, while section IV describes its functionality with some examples. Our simulations are resented in section V and section VI provides concluding remarks.
II. CHALLENGES As we described, in an ad-hoc wireless network with mobile nodes and therefore dynamic topology, mobility, failure and load balancing are important challenges.
One of the suitable solutions to manage the mobility of the nodes is dynamic clustering, but the existing clustering protocols use many assumptions which make them not able to address the needs of real application. Some algorithms are based on centralized control that makes them not to be scalable. Some algorithms use periodic rounds to change cluster head and elect a new one. The new cluster head will be fixed for one round, but in an ad-hoc network with dynamic topology, cluster topology may change during this period, and in this case a new cluster head must be elected. Therefore this type of algorithms will be good for networks with fixed or very low mobility nodes.
In addition, network dynamics resulted by node mobility and node state transitions due to the use of power management or energy efficient schemes may be detected as node failures or wireless link failures. Such a highly dynamic network greatly increases the complexity of failure management. Also, with bandwidth limitation in a sensor network the failure detector must generate a minimum number of control messages. However, the traditional failure detectors and management systems assume that all of the nodes of the network are synonymous, that means there is no difference between a node that was crashed n times in t hours, with a node that was crashed m times (m>n) in the same period of time. That will cause an unclear decision making and electing between different nodes. In the traditional failure detectors, when a node fails, it will be assumed as a dead node and we don't have a return of the node. That will be a restriction, for example, when a node is in maintenance.
Finally, as we said, none of the published clustering protocols consider any load balancing method in their clustering process. This can cause some clusters with high node density and other clusters with low node density. It is clear that in a cluster with a high node density, energy consumption will be very high and the cluster head will dead rapidly, this can cause network partitioning.
In order to solve these problems we proposed a new cluster based routing which can manage the mobility and failure of the nodes. To make it scalable the protocol is totally distributed, it has also a load balancing part. All event-processing and decision-making processes of this proposal use fuzzy logic. In the next sections we explain how our solution addresses these challenges.
III. OUR PROPOSAL
As a result of our discussions in the last sections, Mobility and Failure management and Load balancing are main important problems to be addressed in ad-hoc sensor networks.
To address these problems, our approach has 5 main parts: Fuzzy logic decision making, Clustering (Cluster-head election), Mobility management, Load balancing and Failure management. Figure 2 shows the main parts of the protocol. As we see in this figure, fuzzy decision making is the basic part of our proposal. That means, the 4 other parts of the protocol, use fuzzy logic to make decision or to process an event.
A. Some descriptions:
Before explain our proposal, in this section we present some definition that we use in our protocol:
: Set of all sensors of the network. Invite: it is a message, between the nodes to exchange the information. This message is used by a ZH or CH to invite the other nodes to join them. (See III.F) Hello: is used by a node to announce a change or event to its neighbors. Find: it will be used by nodes to find a new parent. Join: this message is used by a node to answer an Invite message. If the node has just one possible candidate to choose as its parent, it will indicate that, in this message. Quit: a node sends this message to its parent node to advertize leaving it. Join_Other: It is a message that a ZH or a CH sends to one of its child to ask him to find another parent. This will be when the ZH or CH:
o received a new request of join from a node with no other possible parent, and the admission condition is not satisfied. Therefore it must reduce its load by reducing number of its child. o is in a low level energy state,
B. Fuzzy decision making
In our proposal, we use fuzzy logic because it is capable of making real time decisions, even with incomplete information. Conventional control systems rely on an accurate representation of the environment, which generally does not exist in reality. Fuzzy logic systems, which can manipulate the linguistic rules in a natural way, are hence suitable in this respect. Moreover fuzzy logic can be used for context by blending different parameters -rules combined together to produce the suitable result. In the next sections we will explain role of fuzzy decision making in different parts of our protocols.
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In [5] , a fuzzy logic approach to cluster-head election is proposed based on three descriptors -energy, concentration and centrality. They improved LEACH routing algorithm [3] by using Fuzzy Logic and the cluster-heads are elected by the base station in each round by calculating the chance each node has to become the cluster-head by considering three fuzzy descriptors -node concentration (Number of neighbors), energy level in each node and its centrality with respect to the entire cluster. As we said, the proposed algorithm in [5] is centralized and therefore is not scalable and also cannot support the mobility of the nodes.
But, which descriptors we can choose in a mobile network? In a dynamic network with mobile nodes, can we use concentration and centrality as factors to decision making in a distributed approach? The answer is that in a distributed approach each node chooses its parent by processing its local information therefore centrality of a node cannot be suitable to its decision, this parameter will be good for a centralized algorithm to reduce the routing hops between CH and nodes in the same cluster, but a node cannot have a general view of network and thus cannot evaluate this parameter for a CH. In addition, in a dynamic network with mobile nodes the number of neighbors is not a good descriptor, because location of the node is not fixed and we cannot be sure about number of neighbors at each moment. In the next sections we explain the main parts of our proposal with more details.
C. Mobility management
In an ad-hoc sensor network with mobile nodes, we must be able to detect the movement of the nodes in order to have a correct image of network in each time. We know that the nodes, in these networks, are not integrated with systems like GPS, but without GPS how can we detect the movement of a node? Assume that distance between two nodes A and B in time t is X, and in time t+1 the distance is Y where Y>X. By using this information we cannot say which one moved? A, B or both of them? Without a lot of calculations or a GPS system, we cannot answer this question. To solve this problem we proposed a new parameter named Mobility. This parameter shows frequency of parent, level or zone change of a node. (Number of CH or level change of a node in his life time). Therefore each time that the node changes its CH or his level, it must increment value of a variable named Change and divide it to his lifetime to find the Mobility. It is clear that the mobility of a fix node can be greater than zero, because of the mobility of his parent. 
D. Load Balancing
Our load balancing strategy considers the cumulative load of data traffic from child nodes in a load tree on their parent nodes. We use Load tree and admission condition for load balancing. Figure 4 shows a sample load tree. The load tree is rooted in the base station. The load of child sensor nodes adds to the load of each upstream parent in the tree. Hence, the sensor nodes nearest the base station will be the most heavily loaded. The goal of this load balancing technique is to evenly distribute packet traffic generated by sensor nodes across the different branches of the Load tree. But here Load has a special definition. Load is the sum of the QoL (see next section) between a node and his children. It is a new definition that can be used as a new parameter in QoS. In a load tree, the weight of each link, in load tree is QoL between each node and his parent, and load of each node is the sum of the QoLs between the node and his child.
1) Load tree

2) admission condition
In order to balance the load between nodes of the network, we use admission condition, which is the condition of accepting a new child node in node n:
(n.Load + NewChild.QoL)/ n.numberLowLevelNodes + 1 ≤ n.QoL
In this formula the number of low level nodes means the number of all the nodes that are connected to this node directly or indirectly.
E. Failure management
In this approach we have a parameter named failure shows the failure history of a sensor. This parameter will be computed by using the number of sensor's failures during its lifetime. Like the other used parameters, it is also a Fuzzy variable that has 3 levels: High, Medium and Low. That is not a static parameter, that means, for each node it can change from Low to High and also High to Low. To manage the failure of nodes or links, each time that the node detects a failure in a neighbor, it updates failure parameter for this node:
where fuzzy is a function to convert decimal value to fuzzy value, n is number of neighbor's failures and L is our life time, therefore the failure parameter has different value for each node in the other nodes. In each network, due to the mobility or failure frequency of the nodes, BS will defines a update period, in which each node will update the failure table, therefore failure and Reliability parameters are really dynamic parameters that can change not only from Low to High but also from High to Low.
F. Cluster head election
We use four parameters: Energy level of the node (Battery charge), Mobility, Quality of Link -QoL (Reliability between a node and his parent) and the failure, to evaluate a node that is candidate to be a ZH or CH. These parameters will be the Fuzzy Logic Descriptors and each of them has three possible values: low, medium, high.
Therefore we have 81 rules to evaluate a node. The result of the rules will be Reliability with five possible levels: Very Low, Low, Medium, High and Very High (See figure 5) . In each Invite message the node will send necessary information to be evaluated by the other nodes, as like as: Energy level and QoL, and the node will compute the QoL of the connection between candidate and itself. The QoL of a node is Reliability parameter that he was calculated for his parent. This parameter helps us to choose the best parent node, a node with maximum energy, maximum stability, and higher reliability of connection. By finding the Reliability of a candidate we must evaluate the chance of the candidate to be a parent. To restrict depth of network's tree when a node receives more than one Advertisement, it will choose the node with smaller level, therefore we use:
G. Different processes in the nodes
This section presents the process in the nodes to answer different messages on them. In Table I , we find action of a ZH or a CH to answer Join message from a node. First, the ZH (or CH) will check if n is in the {Unknown} or not, if n is in this set, it will remove n from the set, also if n is not his neighbour, n will be added into {myNeighbours}. Then the ZH will verify admission condition: If OK, it will accept n as a new member; If KO, and n hasn't any other choice, ZH sends a OK message to n and chooses one of his actual members with smallest QoL than n and will send a request the join another one and will wait to a response, if the answer is KO it will choose another child node to send Join_Other. Table II shows that when a node revives Invite from a CH or a ZH, c, it will add the node in its {myNeighbours} set and then if it has not a parent, it will send a Join message to c. If the node has already a parent, it will run the Fuzzy decision making function to know if c is better than its current parent or not: If c is better it will choose it by sending a Join message to it and by receiving OK from c, it sends also a Quit message to its current parent. Table III shows that in a node, by receiving Join-Other message, the Node will send Join message to its neighbours and if it receives OK, from one of them, it will send OK to its parent node, if no, it will send KO.
Receive (Join from n) accepted = False;
If n {Unknown} then {Unknown}={Unknown} -n;
If n {myNeighbours} then {myNeighbours}={myNeighbours}+ n; If (admission condition is OK) then accepted = true; Else // admission condition is KO If (Join.NumberOfCandidates is1) then accepted = true; IV. SOME EXAMPLES In this section we will present our protocol with some examples. Let's start with a simple example. Let's take a parent selection scenario in the network presented in figure 3 . Figure 5 shows the different state of the scenario. In this network node n searches a parent's node. Here are the different steps of the procedure: As second example figure 7 shows a scenario with a node that has one possible choice: a. n diffuses Find message.
b. Its neighbor, Z1 (a zone head) receives the Find message send an invite message as answer.
c. n received just one invite message, that means it has no other choice. It runs the fuzzy function to compute QoL. Therefore it sends a join message to Z1. In this section evaluated performance of our proposition will be presented and will be compared with ZRP routing protocol. We integrated OPNET simulators to implement the physical and MAC layers, with an application developed in C# to implement Fuzzy rules.
In our simulation we focus in load of the zone heads and average QoL in each zone and network's data delivery ratio as performance metrics. Table IV, shows our simulation parameters.
A. Some assumptions
To evaluate our protocol, and to reduce simulation complexity, we have these assumptions:
We used random waypoint model [14] in our simulations. The Network consists of several low mobility wireless nodes, just 20% of the nodes are mobile and their speed is 0.5 m/s.
Each node is initially placed at a random position within in the simulation area.
Round: the period of time in which all the mobile nodes change their zone.
To focus on the assessment of the performance of the proposed algorithm, we do not generate any user data traffic during a simulation.
All the nodes are able to detect correctly the failure of the other nodes.
When a node failed or crashed, it is not dead, it will be return to the network after a variable time, t≠∞. Figure 8 shows load in ZHs of the simulated network. We find in this figure that after 10 rounds, network has 6 zones and load of 4 ZHs are medium, one between medium and high, and one between medium and low.
B. Simulation results
1) ZHs' load
After 100 rounds network has 7 zones and 6 ZHs have a load between medium and low and load of one of them is medium. The average of load in ZHs after 10 rounds is medium and after 100 rounds is between medium and low. These results show that our protocol can balance correctly the load between ZHs and CHs.
2) Average QoL in the zones
As we explained before, QoL in a zone shows the connectivity of the nodes. A QoL with value of high shows a good connectivity between the nodes and a low QoL shows unstable connection between the nodes. Figure 9 shows average QoL in the zones of the simulated network. We find in this figure that after 10 rounds, network has 6 zones and average QoL in the zones in between medium and high, and after 100 rounds network has 7 zones with average QoL near to high. These results show the efficiency of our protocol to establish reliable and stable connections between the nodes. 
3) Data delivery ratio
In this step of simulation, we focus on the network delivery ratio. Network delivery ratio defines as the total received packets to the total sent packets in the sensor network. We compared this metrics in ZRP routing protocol and our protocol.
As we said 20% of the nodes of the network are mobile and for the simulation, in each step, we change the number of faulty nodes from 5 to 50 percent. We can find the simulation results in figure 10 . The simulation shows that our protocol increases the data delivery in the network and greatly adapts mobility and failure of the nodes.
VI. CONCLUSION
A fuzzy logic based routing protocol is proposed in this paper. Stable route recovery, high data delivery ratio and good load balancing are the main characteristics that the proposed protocol adds to the ad-hoc sensor networks.
The performance of the protocol can be optimized through finding the best values for the used factors in neighbors table for different network topologies and sizes and it adapts also with mobility and failure of the nodes.
This protocol is especially effective in networks that use sensor nodes to data aggregation and in which the data delivery ratio is important and the nodes are mobile, like health monitoring sensor networks. In such networks health events and information is sensed by several nodes and therefore, this protocol can help the network to deliver sensed events and avoid of data loss in the network.
In all of the data acquisition networks, like health monitoring systems, either the data is collected from the network periodically or on an occurrence of an event, in such systems, the data are highly vital to have a stable monitoring and have a minimum number of faulty alerts.
Hence, none of them adapts completely themselves to the failure of the nodes and the temporal variations in data delivered by the sensor network. This necessitates the use of a routing protocol that readily adapts to the failures of the nodes and changes in the data delivery rate. The simulation results show that the proposed protocol is well suited for such applications. 
