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Abstract
In this note we give a bijective proof for the explicit formula giving
the total number of principal series of the direct product Zpα1 ×Zpα2 ,
where p is a prime number. This new proof is easier to generalize
to arbitrary finite abelian groups than the original direct calculation
method.
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1 Introduction
The starting point for our discussion is given by the paper [9], where the
number of maximal chains of subgroups in a finite nilpotent group has been
studied. We have proved that this combinatorial problem on subgroup lat-
tices can be reduced to finite p-groups. The above number is explicitly com-
puted in [9] for finite elementary abelian p-groups, finite abelian p-groups of
type Zpα1 × Zpα2 and finite p-groups possessing a maximal subgroup which
is cyclic. The main goal of the present note is to give an alternative proof of
Proposition 3.2.1 of [9], which can be more easily generalized to the case of ar-
bitrary finite abelian groups than the original direct calculation method. The
technique that will be used is related to weighted words encoding weighted
lattice paths in the plane.
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First of all, we recall some basic notions and results of group theory,
according to [8]. Let G be a finite group. A chain of subgroups in G of type
(∗) {1} = H0 ⊂ H1 ⊂ H2 ⊂ · · · ⊂ Hq = G
is called a maximal chain if it is not properly included in another chain.
Moreover, if G is nilpotent, then Hi−1 is a normal subgroup of Hi for any
i = 1, q, therefore the maximal chain (∗) is in fact a composition series of G
(see Definition 5.8 (Chapter 1) of [8], I). We also infer that all maximal chains
of subgroups of a nilpotent group are of the same length. In the particular
case when G is abelian, all subgroups Hi of the maximal chain (∗) are normal
in G and so (∗) is a principal series of G (see Definition 1.11 (Chapter 2) of
[8], I).
In the following, let G be a finite nilpotent group of order pn11 p
n2
2 ...p
nm
m
(p1, p2, ..., pm distinct primes) and L(G) be the subgroup lattice of G. We
shall denote by n(G) the number of all maximal chains of subgroups in G and
by
(
n1 + n2 + ... + nm
n1, n2, ..., nm
)
the multinomial coefficient
(n1 + n2 + ... + nm)!
n1!n2!...nm!
.
Under our hypothesis, it is well-known that G can be written as the direct
product of its Sylow subgroups
G =
m
×
i=1
Gi,
where |Gi| = p
ni
i , for all i = 1, m. Since the subgroups of a direct product
of groups having coprime orders are also direct products (see Corollary of
(4.19), [8], I), one obtains that
L(G) =
m
×
i=1
L(Gi).
The above lattice direct decomposition is frequently used to reduce many
problems on L(G) to the subgroup lattices of finite p-groups (for example,
see [6] and [10]). By using this technique, in [9] we have shown the following
theorem.
Theorem A. The numbers n(G) and n(Gi), i = 1, 2, ..., m, are connected by
the equality
n(G) =
(
n1 + n2 + ... + nm
n1, n2, ..., nm
) m∏
i=1
n(Gi).
2
So, in order to compute the number of maximal chains of subgroups of a
finite nilpotent group (and, in particular, of a finite abelian group), we must
focus only on finite p-groups. The structure of these groups is exhaustively
determined in the abelian case. More precisely, by the fundamental theorem
of finitely generated abelian groups, a finite abelian p-group has a direct
decomposition of type
k
×
i=1
Zpαi , where p is a prime and 1 ≤ α1 ≤ α2 ≤ ... ≤
αk. The subgroups of such a group have been studied in [2]. Clearly, the
number of its maximal chains of subgroups (that is, of its principal series)
is an integer valued function that depends on p and on α1, α2, ..., αk, say
fp(α1, α2, ...αk). Remark that, for a fixed p, this function is symmetric in
α1, α2, ..., αk. In the following our aim is to determine it in an explicit manner.
Obviously, if k = 1 we have fp(α1) = 1. For k = 2, the next auxiliary
result has been used in [9] to compute fp(α1, α2).
Lemma B. The number fp(α1, α2) of all principal series of the direct product
Zpα1× Zpα2 satisfies the following recurrence relation:
fp(α1, α2) = pfp(α1 − 1, α2) + fp(α1, α2 − 1), for all 1 ≤ α1 ≤ α2.
In view of Lemma B, the quantity fp(α1, α2) was obtained (by a direct
calculation) in Proposition 3.2.1 of [9].
Theorem C. The following equality holds:
fp(α1, α2) = 1 +
α1∑
i=1
[(
α1+α2
i
)
−
(
α1+α2
i−1
)]
pi, for all 1 ≤ α1 ≤ α2.
2 A bijective proof of Theorem C
Our new proof of Theorem C uses a bijective argument, that can be easily
extended to arbitrary finite abelian groups. The explicit formula that we
find is also expressed using ballot numbers (see [1]). We use combinatorics
on words encoding weighted lattice paths in the plane with standard North
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and East steps. Our proof is similar to the one given for Proposition 2 in
[7] related to a simple card guessing game, also investigated in [5] (example
5) using generating functions and the kernel method. The difference is that
we use no geometrical arguments, which we believe makes the proof easier
to generalize to higher dimensions. The kernel method also seems difficult
to generalize, starting from the three dimensional case k = 3.
Let Σ := {N,E} denote the alphabet used to encode North and East
steps in the lattice N × N. A path in this lattice, starting from the origin,
is therefore encoded as a word α ∈ Σ∗, where Σ∗ denotes the Kleene closure
of the alphabet Σ. Given a fixed and arbitrary word α ∈ Σ∗, denote by
α[k, l] := αk αk+1 . . . αl ∈ Σ
∗ the part of the word α starting at position k
and ending at position l, where 1 ≤ k ≤ l ≤ |α|. We use the notations |α|
for the length of the word α and αi for the i-th symbol of the word α. Also
denote by α[k] := α[1, k] the prefix of α consisting of its first k symbols, with
1 ≤ k ≤ |α|. By the reflection of a word α ∈ Σ∗ we understand the word
denoted by α′ ∈ Σ∗ obtained from α by interchanging its N symbols with E
symbols and vice-versa. Consider the functions #N,#E : Σ∗ → N defined
through
#N(α) := #{ i ; 1 ≤ i ≤ |α|, αi = N }
and
#E(α) := #{ i ; 1 ≤ i ≤ |α|, αi = E },
for all words α ∈ Σ∗, where #A denotes the number of elements of the set A.
It follows that the pair (#E(α),#N(α)) ∈ N × N specifies the coordinates
of the point where the lattice path encoded by α ends. We say that the i-th
symbol of α is a diagonal symbol provided that #N(α[i]) = #E(α[i]), which
is the same with saying that the lattice path encoded by the prefix α[i] ends
on the diagonal y = x. Given a diagonal symbol αi, we call αi+1 a jump
symbol if αi+1 = αi, which means that the symbol αi+1 causes the lattice
path encoded by the prefix α[i+1] to go from one side of the diagonal y = x
to the other. By convention, we always take the first symbol of a word α ∈ Σ∗
to be a jump step. We say that a word β ∈ Σ∗ is subdiagonal if it satisfies
#E(β[i]) ≥ #N(β[i]) for all i ∈ {1, 2, . . . , |β|}. This means that the lattice
path encoded by β always stays below the diagonal y = x, possibly touching
it. If the last symbol of β is diagonal, then β is called a lower Catalan word.
Similarly, we say that γ ∈ Σ∗ is superdiagonal if #N(γ[i]) ≥ #E(γ[i]) for all
i ∈ {1, 2, . . . , |γ|}. This is the same with saying that the lattice path encoded
by γ always stays above the diagonal y = x, possibly touching it. If the last
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symbol of γ is diagonal, then γ is called an upper Catalan word. Consider
the function J : Σ∗ → 2N that maps each word α ∈ Σ∗ to the set of indices
J(α) of all its jump symbols and is defined through:
J(α) := { i ; 1 ≤ i ≤ |α|, αi is a jump symbol }.
Then the following word decomposition result holds.
Lemma 2.1. Let α ∈ Σ∗ be a fixed and arbitrary word and denote by
{j1, j2, . . . , jr} := J(α) the set of indices of its jump symbols, where r ≥ 1.
Consider the words α1, α2, . . . , αr defined through αk := α[jk, jk+1 − 1] for
1 ≤ k < r, and αr := α[jr, |α|]. Then α can be written as the concatenation
α = α1 α2 . . . αr, (1)
where the words α1, α2, . . . , αr−1 form an alternating sequence of lower and
upper Catalan words, by definition of the jump function J , and αr is either
subdiagonal or superdiagonal.
A symbol weight function is a function ω : Σ∗×N \ {0} → R that assigns
a real value to each symbol of a word α ∈ Σ∗, also called its weight. Thus,
if (α, j) ∈ Σ∗ × N is a fixed and arbitrary pair, then ω maps this pair to the
weight ω(α, j) ∈ R of the j-th symbol in the word α. By convention, we put
ω(α, k) = 0 provided that k > |α|, for all words α ∈ Σ∗. Given a symbol
weight function ω, we define the weight of a word to be the product of the
weights of all its symbols. In other words, the weight ω(α) ∈ R of a fixed
and arbitrary word α ∈ Σ∗ is defined through ω(α) :=
∏|α|
i=1 ω(α, i). We also
define the weight of a finite set of words A ⊂ Σ∗ to be the sum of the weights
of all its elements, ω(A) :=
∑
α∈A ω(α). These definitions and Lemma 2.1
allow us to calculate the weight of a word α ∈ Σ∗ by calculating the weight
of each word in its decomposition (1), independently. To be more precise, we
have the following result.
Lemma 2.2. Let α ∈ Σ∗ be a fixed, arbitrary word and denote by C ⊆
{1, 2, . . . , r − 1} the set of indices of the upper Catalan words in the decom-
position (9) of α. Then the weight of α can be calculated through:
ω(α) =
[∏
i∈C
ω(αi)
]
 ∏
j∈{1,2,...,r−1}\C
ω(αj)

ω (αr) . (2)
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Let λ ∈ R\{0} be a fixed and arbitrary non-zero real number and consider
the symbol weight function ω : Σ∗ × N \ {0} → R defined through:
ω(α, j) :=


λ, αj = E, #N(α[j]) > #E(α[j])
or
αj = N, #N(α[j]) ≤ #E(α[j]),
1, otherwise.
(3)
Denote by P(x, y) := {α ∈ Σ∗ ; #E(α) = x, #N(α) = y } the set of words
in Σ∗ encoding all plane lattice paths that start from the origin and end at
(x, y) ∈ N × N. Consider the double indexed sequence (f(x, y))x,y≥0 whose
elements are defined through f(x, y) := ω (P(x, y)), for each x, y ≥ 0, where
ω is the weight function determined by the symbol weight function in (3).
Then the elements f(x, y) ∈ R satisfy the recurrence relations
f(x, y) = λf(x− 1, y) + f(x, y − 1), ∀y > x (4)
and
f(x, y) = f(x− 1, y) + λf(x, y − 1), ∀x ≥ y, (5)
where x, y ≥ 1. They also obey the initial conditions:
f(0, y) = f(x, 0) = 1, ∀x, y ≥ 0. (6)
The problem is to solve the partial difference equation given by (4), (5) and
(6). In other words, we ask for an explicit formula for f(x, y), given fixed
and arbitrary indices x, y ≥ 0. Setting λ = p, we notice that the function
f(x, y) satisfies the same recurrence relation as the function fp(α1, α2) in
Lemma B, counting the number of all principal series of the direct product
Zpα1 × Zpα2 . Thus, finding an explicit formula for f(x, y) is the same with
proving Theorem C, which we do in what follows. Denote by Pn(x, y) :=
{α ∈ P(x, y) ; ω(α) = λn } the set of all words of weight λn, whose associated
lattice paths start from the origin and end at (x, y) ∈ N × N. Clearly, the
set {Pn(x, y) ; n ≥ 0 } forms a partition of P(x, y), which allows us to write
f(x, y) = ω (P(x, y)) =
∑
n≥0 ω (Pn(x, y)). The weight of Pn(x, y) is also
given by ω (Pn(x, y)) =
∑
α∈Pn(x,y)
ω(α), for fixed and arbitrary n ≥ 0. Since
the weight of all words in Pn(x, y) is equal to λ
n, we have ω (Pn(x, y)) =
6
#Pn(x, y) λ
n, which gives a more explicit formula for f(x, y):
f(x, y) =
∑
n≥0
#Pn(x, y) λ
n. (7)
We now aim at finding an explicit formula for the number of elements of
Pn(x, y). To achieve this, we first need to obtain a general formula for the
weight of an arbitrary word in P(x, y). Let x, y ≥ 0 be such that x < y and
let α ∈ P(x, y) be a fixed and arbitrary word. Consider the decomposition
(1) of α and let k ∈ {1, 2, . . . , r − 1} be fixed. By definition (3) of our
particular symbol weight function ω, if αk is a lower Catalan word, then
its weight is given by ω
(
αk
)
= λ#N(α
k) = λ#E(α
k). On the other hand,
if αk is an upper Catalan word, then its weight can be calculated using
ω
(
αk
)
= λ#E(α
k)−1. Since x < y, the word αr is superdiagonal and its
weight is given by ω (αr) = λ#E(α
r). Denote by C ⊆ {1, 2, . . . , r − 1} the
set of indices of the upper Catalan words in the decomposition (1) of α. On
account of Lemma 2.2 and our previous calculations, the following relation
is obtained
logλ ω(α) = −#C +#E (α
r) +
∑
i∈C
#E
(
αi
)
+
∑
j∈{1,2,...,r−1}\C
#E
(
αj
)
, (8)
which can also be written as logλ ω(α) = #E(α)−#C. From this relation,
the following result is obtained.
Lemma 2.3. Let n ≥ 0 and x, y ≥ 0 be fixed, with x < y. Then the weight
of a word α ∈ P(x, y) is λn if and only if the number of upper Catalan words
in its decomposition is equal to x− n.
Following a similar argument, it can also be shown that the next result
holds for the case when x ≥ y.
Lemma 2.4. Let n ≥ 0 and x, y ≥ 0 be fixed, with x ≥ y. Then the weight
of a word α ∈ P(x, y) is λn if and only if the number of upper Catalan words
in its decomposition is equal to y − n.
Denote by Ck(x, y) := {α ∈ P(x, y) ; α contains k upper Catalan words }
the set of all words containing k ≥ 0 upper Catalan words in their decompo-
sition. For fixed and arbitrary n ≥ 0, Lemmas 2.3 and 2.4 can be restated
as
Pn(x, y) = Cx−n(x, y), 0 ≤ x < y (9)
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and
Pn(x, y) = Cy−n(x, y), 0 ≤ y ≤ x, (10)
correspondingly. Our aim is now to count the number of elements in the set
Ck(x, y), for fixed and arbitrary k ≥ 0. In order to achieve this, we need
another definition. A word α ∈ Σ∗ is said to be a ballot word provided that
#E(α[i]) ≤ #N(α[i]) for all i ∈ {1, 2, . . . , |α|}. Thus, the plane lattice path
encoded by a ballot word always stays above the diagonal y = x, possibly
touching it. Denote by B(x, y) the set of all ballot words whose associated
lattice paths end at (x, y), for x, y ≥ 0 with x ≤ y. Then we have the
following result.
Lemma 2.5. Let k ≥ 0 and x, y ≥ 0 be fixed such that x < y. Then the sets
Ck(x, y) and B(x− k, y + k) have the same number of elements.
Proof. For fixed, arbitrary k ≥ 0 and x, y ≥ 0 such that x < y, consider the
function ϕ : Ck → B(x − k, y + k) defined as follows. If α ∈ Ck is a fixed
and arbitrary word, denote by C ⊆ {1, 2, . . . , r − 1} the set of indices of the
upper Catalan words in the decomposition (1) of α. For all i ∈ C, ϕ reflects
the last symbol of the upper Catalan word αi, thus replacing it with a N
symbol. For each j ∈ {1, 2, . . . , r − 1} \ C, the function ϕ maps the lower
Catalan word αj into its reflection (αj)
′
. Also, the function ϕ leaves the last
word αr unchanged. To conclude, the resulting lattice path associated with
the word ϕ(α) always stays strictly above the diagonal y = x. Its end point
is also offset by (−k,+k) from the original position, due to the reflection of
the last symbol of each upper Catalan word into a N symbol. Thus ϕ(α) is
a ballot word and we also have ϕ(α) ∈ B(x − k, x + k). To show that ϕ is
bijective, we explicitly define its inverse. Let β ∈ B(x − k, y + k) be fixed,
arbitrary and denote by δs(β) ⊂ {1, 2, . . . , |β|} the set defined through
δs(β) := min { i ; 1 ≤ i ≤ |β|,
#N(β[j]) > #E(β[j]) + s, ∀j ∈ {i, i+ 1, . . . , |β|} },
for s ≥ 0. In terms of lattice paths, δs specifies the index of the first step
from which the path associated with β remains strictly above the diagonal
y = x + s. Consider the function θ : B(x − k, y + k) → Ck(x, y) that maps
the ballot word β into the word θ(β) ∈ Ck(x, y) containing k upper Catalan
words in its decomposition, defined as follows. Let m ≥ 0 be the largest
integer such that the minimum δm(β) exists. For all t ≥ 0 such that 2t < m,
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θ reflects the last symbol of each part of the word β starting at index δ2t(β)
and ending at index δ2t+1(β). Also, θ reflects all the remaining symbols of
β, apart from those whose index is at least δm(β). Thus, for all t ≥ 0 with
2t < m, the function θ maps each part of the word β, starting at index
δ2t(β) and ending at index δ2t+1(β), into an upper Catalan word. The part
of β starting at index δm(β) is left unchanged, thus being mapped into a
superdiagonal word. The rest of the word β is mapped into a series of lower
Catalan words, via reflection. Since we have β ∈ B(x−k, y+k), it follows that
the lattice path associated with β successively leaves the diagonals y = x,
y = x+1, . . . , y = x+2k, proving that m = 2k. Thus θ(β) contains exactly
k upper Catalan words in its decomposition, showing that θ is well defined.
The function θ is also the inverse of ϕ, making ϕ bijective. It follows that the
sets Ck(x, y) and B(x−k, y+k) indeed have the same number of elements.
On account of relation (9) and Lemma 2.5 it follows that
#Pn(x, y) = #Cx−n(x, y) = #B(n, x+ y − n),
for 0 ≤ x < y. Fortunately, an explicit formula exists ([1]) for the ballot
number b(x, y) := #B(x, y) and it is given by
b(x, y) =
(
x+ y
x
)
−
(
x+ y
x− 1
)
=
y − x+ 1
y + 1
(
x+ y
x
)
,
for all 0 ≤ x ≤ y. Thus, the number of words in P(x, y) whose weight is
equal to λn is given by #Pn(x, y) = b(n, x + y − n) =
(
x+y
n
)
−
(
x+y
n−1
)
, which
leads to an explicit formula for f(x, y) via relation (7)
f(x, y) =
∑
n≥0
b(n, x+ y − n)λn =
∑
n≥0
[(
x+ y
n
)
−
(
x+ y
n− 1
)]
λn, (11)
provided that x, y ≥ 0 satisfy x < y. For the case when x ≥ y, the function
ϕ in the proof of Lemma 2.5 is defined to also reflect the last word αr in the
decomposition of α ∈ Ck(x, y), rather than leaving it unchanged. Following a
similar argument we conclude that the sets Ck(x, y) and B(y− k, x+ k) have
the same number of elements. Thus, using relation (10) we obtain
#Pn(x, y) = #Cy−n(x, y) = #B(n, x+ y − n).
provided that 0 ≤ y ≤ x. The explicit formula (11) for f(x, y) is therefore
valid for all x, y ≥ 0.
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3 The general case k ≥ 3
The following result extends Lemma B for the general case when k ≥ 3.
Lemma D. The number fp(α1, α2, ..., αk) of all principal series of the direct
product
k
×
i=1
Zpαi satisfies the following recurrence relation:
fp(α1,α2, ...,αk)=
k∑
i=1
pk−ifp(α1, ..., αi−1, ..., αk), for all 1≤α1≤α2≤ ...≤αk.
By the above lemma we easily infer that fp(α1, α2, ..., αk) is a polynomial
in p of degree (k − 1)α1 + (k − 2)α2 + ... + αk−1. Moreover, we remark that
the sum f(α1, α2, ..., αk) of all coefficients of fp(α1, α2, ..., αk) satisfies the
recurrence relation
f(α1, α2, ..., αk) =
k∑
i=1
f(α1, ..., αi−1, ..., αk)
and therefore we have:
f(α1, α2, ..., αk) =
(
α1 + α2 + ... + αk
α1, α2, ..., αk
)
.
Proof of Lemma D. It is well-known that the group
k
×
i=1
Zpαi possesses
r =
k∑
i=1
pi−1 maximal subgroups, sayM1,M2, ...,Mr. In order to establish the
desired recurrence relation we shall use the following simple remark: every
principal series of
k
×
i=1
Zpαi contains a unique maximal subgroup. So, the
numbers n(
k
×
i=1
Zpαi ) and n(Ms), s = 1, 2, ..., r, are connected by the equality
n(
k
×
i=1
Zpαi ) =
r∑
s=1
n(Ms). (12)
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This shows that we need to know the structure of maximal subgroups
of
k
×
i=1
Zpαi . According to (4.19) of [8], I, such a subgroup M is uniquely
determined by two subgroups H1 ⊆ H
′
1 of
k−1
×
i=1
Zpαi , two subgroups H2 ⊆ H
′
2
of Zpαk and a group isomorphism ϕ : H
′
1/H1 → H
′
2/H2 (more exactly, M =
{(a1, a2) ∈ H
′
1 ×H
′
2 | ϕ(a1H1) = a2H2}). Moreover, we have
|H ′1| |H2| = |H
′
2| |H1| = |M | = p
k∑
i=1
αi − 1
and thus we distinguish the following three cases:
Case 1. |H ′1| = |H1| = p
k−1∑
i=1
αi
, |H ′2| = |H2| = p
αk−1.
Then between H ′1/H1 and H
′
2/H2 there exists only the trivial isomorphism
ϕ, therefore we get:
M ∼= (
k−1
×
i=1
Zpαi )× Zpαk−1 . (13)
Case 2. |H ′1| = |H1| = p
k−1∑
i=1
αi − 1
, |H ′2| = |H2| = p
αk .
Similarly to Case 1, ϕ is the trivial isomorphism. The subgroup H ′1 = H1
of
k−1
×
i=1
Zpαi can be chosen in
k−1∑
i=1
pi−1 distinct ways. Then, for every j =
1, 2, ..., k − 1, one obtains
M ∼= (
j−1
×
i=1
Zpαi )× Zpαj−1 × (
k
×
i=j+1
Zpαi ) in p
k−1−j cases. (14)
Case 3. |H ′1| = p
k∑
i=1
αi
, |H1| = p
k∑
i=1
αi − 1
, |H ′2| = p
αk , |H2| = p
αk−1.
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In this case there are p − 1 distinct isomorphisms ϕ from H ′1/H1 to H
′
2/H2
and H1 can be chosen again in
k−1∑
i=1
pi−1 distinct ways. Then, for every j =
1, 2, ..., k − 1, one obtains
M ∼= (
j−1
×
i=1
Zpαi )× Zpαj−1 × (
k
×
i=j+1
Zpαi ) in p
k−1−j(p− 1) cases. (15)
Now, by relations (13), (14) and (15), we infer that
k
×
i=1
Zpαi has one
maximal subgroup of type (α1, ..., αk−1, αk− 1) and p
k−1−j + pk−1−j(p− 1) =
pk−j maximal subgroups of type (α1, ..., αj − 1, ..., αk), for all j = 1, k − 1.
Hence (12) becomes
fp(α1, α2, ..., αk) =
k∑
j=1
pk−jfp(α1, ..., αj − 1, ..., αk),
as desired.
In our alternative proof of Theorem C, we proved that the explicit formula
for fp(α1, α2), counting the total number of principal series of the direct
product Zpα1 × Zpα2 , is given by
fp(α1, α2) =
∑
n≥0
b(n, α1 + α2 − n)p
n,
where b(x, y) is a ballot number. Our first open problem is to find an ex-
plicit formula for fp(α1, α2, ..., αk), which we believe is similar to (11) and
uses multidimensional ballot numbers. For a rigurous introduction to multi-
dimensional ballot numbers we refer to [4].
A class of groups whose structure is strongly connected to that of finite
abelian groups consists of finite hamiltonian groups, that is finite nonabelian
groups having all subgroups normal. Such a group H is the direct product
of a quaternion group of order 8, a finite elementary abelian 2-group and a
finite abelian group of odd order. Find an explicit formula for n(H), by using
Theorem A and Proposition 3.1.2 of [9].
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