ABSTRACT. In this paper we give new elementary proofs of basic results due to Gelfand, Kapranov, and Zelevinsky which express discriminants and results in terms of determinants of direct images of stably twisted Cayley-Koszul complexes of sheaves .
STATEMENT OF RESULTS
The main result in this paper is the following. a) The determinant of the resultant complex is the X-resultant .
Tor(E
• R (V(m)), ∂ • f ) = R rank(V) X (f ) , f ∈ M n+1,N +1 (C) .
b) Assume that the dual of X is non-degenerate. Then the determinant of the discriminant complex is the X-discriminant .

Tor(E
When V = O X this statement is due to Gelfand, Kapranov, and Zelevinsky who built upon and clarified work of Arthur Cayley. Concerning discriminants, more general results have been obtained by Jerzy Weyman in [18] where he takes the higher cohomology into account. Concerning resultants, in the general case of an arbitrary coherent sheaf F supported on X "Chow complexes" have been constructed by Eisenbud and Olaf-Schreyer in [3] . What justifies this paper is that our proofs are completely elementary in nature. "Elementary" means that we avoid advanced homological methods. For example, no use is made of the derived category, or the Grothendieck, Knudsen, and Mumford theory of determinants. This machinery is replaced by a very simple scaling argument, some elementary combinatorial manipulations of Chern polynomials, and a direct application of the Hirzebruch Riemann Roch formula. In this way we hope to draw the attention of geometric analysts interested in the K-stability and special metrics problem of Kähler geometry to this fascinating area of algebraic geometry and commutative algebra. − −− → . . .
Recall that the determinant of the complex (E • , ∂ • ) is defined to be the one dimensional vector space
does not depend the boundary operators.
As usual, for any vector space V we set V −1 := Hom C (V, C), the dual space to V . Let
denote the i th cohomology group of this complex. When V = 0 , the zero vector space , we set det(V ) := C. The determinant of the cohomology is defined in exactly the same way
We have the following well known facts ( [16] , [2] ).
D1 Assume that the complex (E
As a corollary of this we have, D2 There is a canonical isomorphism 3 between the determinant of the complex and the determinant of its cohomology:
It is D1 which is relevant for our purpose. It says is that there is a canonically given nonzero element of Det(E • ), provided this complex is exact. The essential ingredient in the construction of X-resultants (i.e Cayley-Chow forms ) and X-discriminants (i.e. dual varieties) consists in identifying this canonical "section". In order to proceed we recall the Torsion (denoted by
With this said we define 4 Tor
Then we have the following reformulation of D1. D3
By fixing a basis {e
We have the following well known scaling behavior of the Torsion, which we state in the next proposition. Since it is so important for us, we provide the proof, which is nothing more than the rank plus nullity theorem of linear algebra. 
Proof. Let µ ∈ C * be a parameter. Then
It is clear that
Exactness of the complex implies that we have the short exact sequence
3. THE GEOMETRIC TECHNIQUE 3.1. Direct Images of Cayley-Koszul Complexes. We let C k denote the k dimensional affine space over C. Our concern is with irreducible subvarieties Z of an affine space C k associated to a smooth, linearly normal subvariety X of P N . Such subvarieties Z arise in the following manner. Assume there exists a vector subbundle S of the trivial bundle E := X × C k such that the image of the restriction to I of the projection of E onto C k is Z, where I denotes the total space of S. We shall always take f to be a variable point in C k .
There is the exact sequence of vector bundles on X
In this case there is tautological regular section s of p 1 * (Q) whose base locus is I. p 1 denotes the projection of E to X. We let p I denote the restriction of p 2 to I. Z denotes the image of I under p I . This situation is pictured below in what we will call the basic set up following the terminology of J.Weyman (see [19] ).
In our applications we shall have that Z is an irreducible algebraic hypersurface in C k , and that p I : I → Z is a resolution of singularities. Therefore, in the remainder of this section we assume that Z has codimension one
Observe that the assumption on the codimension of Z in C k forces rank(Q) = n + 1. In this case, following G. Kempf (see the section on "Historical Remarks" in ( [14] ) ), we may study the irreducible equation of Z (denoted by R Z (f ) ) through an analysis of the direct image of a Cayley-Koszul complex of sheaves on X × C k . We have the free resolution over
More generally, let V denote any vector bundle on X. Then we will consider the twisted complex
Let f ∈ C k , then we may pull the twisted Cayley-Koszul complex back to X via the map
is an acyclic complex of vector bundles on X whenever f ∈ C k \ Z. Next we make a positivity assumption on V We assume that
It follows from Serre's theorem (see [17] ) and the Leray hypercohomology spectral sequence that the complex of finite dimensional vector spaces is also exact
Choose bases {e
Then by the construction of the previous section we have a nowhere zero (and finite) rational function
Moreover, an application of the Nullstellensatz to the numerator and denominator implies at once that this rational function must be a power of R Z (f ). We state this in the following proposition.
Proposition 3.1. There is an integer q (the Z-adic order of the determinant) such that
Recall that the torsion spans the determinant of the complex .
(3.8)
Remark 3. In particular the determinant of the complex (E
If we assume that the boundary operators ∂ f are linear over C we may deduce from (3.7) and (2.4) the following well known corollary. 
In our applications the boundary operators ∂ f depend linearly on f .
Proof.
* is a constant mapping if and only if the right hand side of (3.9) vanishes.
DISCRIMINANTS AND RESULTANTS
4.1. Resultants. Let X ⊂ P N be an n dimensional irreducible subvariety of P N with degree d. Then the associated hypersurface to X is defined by
It is easy to see that Z X is an irreducible hypersurface (of degree d) in G. Since the homogeneous coordinate ring of the Grassmannian is a UFD, any codimension one subvariety with degree d is given by the vanishing of a section R X of the homogeneous coordinate ring
Following the terminology of Gelfand, Kapranov, and Zelevinsky [7] we call R X the Cayley-Chow form of X or simply the X-resultant. Following [12] we can be more concrete as follows. Let M 0 n+1,N +1 (C) be the (Zariski open and dense) subspace of the vector space of (n + 1) × (N + 1) matrices consisting of matrices of full rank. We have the canonical projection
defined by taking the kernel of the linear transformation. This map is dominant, so the closure of the preimage such that
Therefore,
Gelfand, Kapranov, and Zelevinsky ( [7] , [9] , [6] , [10] , [8] ) have extended and clarified work of Cayley on discriminants and resultants by exhibiting ∆ X (respectively R X ) as the determinant of the direct image of a complex of sheaves (E
) on X through an application of the construction in the previous section. We first consider the case of resultants. In this case the basic data is chosen as follows. V is a holomorphic vector bundle on X.
In this situation the basic diagram takes the following shape.
It is not hard to see that the direct image complex (for m >> 0) is given as follows
4.2. Discriminants. Recall that the dual variety of (X, L), usually denoted by X, is the set of hyperplanes (identified with linear forms) f ∈ P N (the dual projective space) tangent to X. Generally the dual variety is an irreducible hypersurface in P N . Assuming that X has codimension one, let ∆ X denote the irreducible polynomial defining X. We call ∆ X the discriminant of X. Below we set d := deg( X).
In order to study the discriminant of X ֒→ P N we consider the cone over X, which we denote byX. Let {F α } denote any generating set for the homogeneous ideal of X. Then
Taking the dual of the inclusion ι gives a surjection π, and hence an exact sequence
For discriminants the basic data is as follows. In this situation the basic diagram takes the following shape.
Observe that T 1,0 (X) ∨ is isomorphic to J 1 (O X (1)), the sheaf of one jets of O X (1). The Cayley-Koszul complex of sheaves is in this case given as follows.
The complex of global sections is then
(4.6) Proposition (5.1) below together with (2.1) implies that the torsion is given as follows.
Then the geometric formulation of (3.7) is given in the following proposition.
Proposition 4.1. (Gelfand, Kapranov, Zelevinsky [9], [7])
The complex (E
) which are nowhere zero away from {∆ X = 0} ( respectively {R X = 0} ).
PROOF OF THE MAIN THEOREM
The main result of this paper is the following special case of (3.7). As we have mentioned already, this is due to Gelfand, Kapranov, and Zelevinsky (see [7] ) in the case when V = O X .
Main Theorem (The Cayley Method)
a) The determinant of the resultant complex is the X-resultant
b) The determinant of the discriminant complex is the X-discriminant
New Proofs
a) It follows from (4.8) and the Nullstellensatz that there exists q ∈ Z such that
Next we simply scale the left hand side of (5.1), and use the fact that the boundary operators ∂ 
Tor(E
. On the other hand, linearity and (2.4) say that we have
It follows at once from (2.4) that
Next we simply evaluate the right hand side. 8 More, precisely, they are functions once bases are chosen. In order to proceed, we recall some elementary facts about numerical functions. Let f be any numerical function, recall that the backwards difference of f is defined as follows.
Let f l (m) := m l , then it is easy to see that
It is not difficult to verify that
We will also consider the forward difference operator.
Similarly we have that
The dimension h 0 (X, V(m−i)) is a polynomial to which we apply the previous remarks on numerical functions.
Before we proceed to part b) we should emphasize that in case a) we needed to know apriori that the degree of the X-resultant is given by
There are many interesting formulas available which compute, in varying levels of generality, the degree of the X-discriminant (see [15] , [11] , [13] ). In the present case it is most convenient to use the following expression for the degree of the dual variety, due to Beltrametti, Fania, and Sommese .
The projective dual variety X is a hypersurface if and only if c n (J 1 (O X (1))) = 0 and in this case its degree d is given as follows
Another application of (2.4) gives that
The Nullstellensatz implies that there is q ∈ Z such that
Our aim is to show that q = rank(V) . We will require the following well known fact.
Proposition 5.1. There is an exact sequence of vector bundles on X.
Since we will need an explicit description of the maps in the sequel to this paper we recall the construction in detail.
The holomorphic tangent bundle to the cone on X (viewed as a bundle over X ) is given by
Below we abuse notation as follows. On the one hand π denotes the map
On the other hand we also denote by π the projection onto P
Finally we can define π in (5.5) by the formula (where π(v) = p )
The rationale for this follows from the fact that for all w ∈ C N +1 and α ∈ C * we have
To see this, one just writes down the Jacobian of π : C N +1 \ {0} → P N in the affine chart {z 0 = 0}
The jet exact sequence induces an exact sequence on all of the (twisted) exterior powers
Therefore, when m >> 0 taking global sections gives the short exact sequence of vector spaces
From which we deduce the identity
Next we express the dimension of the space of global sections as an integral via the Hirzebruch-Riemann-Roch formula .
Where we have defined i := i (T 1,0 X (−1)). The Chern Character expressions involving −1 and n+1 are taken to be zero. Next observe that
We have written Ch(−1) = 1 + (e −ω − 1). Next we require a combinatorial lemma .
Lemma 5.1. Let E be a rank n vector bundle on an n dimensional variety X. Then the following identities hold.
(5.10)
Remark 4. The first of these identities is due to Borel and Serre (see [5] ).
Proof. The proof of (5.10) is quite simple. To begin let {λ 1 , λ 2 , . . . , λ n } be the Chern roots of E. Fix p ∈ Z, 0 ≤ p ≤ n. We have
Fix k ∈ N and m j ∈ N + satisfying k j=1 m j = p. Observe that k necessarily satisfies 0 ≤ k ≤ p. Then the coefficient of the monomial
is given by
If p ≤ n − 2 then n − k ≥ 2. In this case the sum vanishes . Next we observe that k is forced to satisfy k = n − 1 whenever p = n − 1. In this case m j = 1 for all j. The typical monomial is
The corresponding coefficient is then When p = n = k there is only one monomial λ 1 λ 2 . . . λ n = c n (E) .
The corresponding coefficient is (−1) n nn!. The last case is when p = n and k = n − 1. Here the typical monomial takes the shape
Each of which are weighted with coefficient
The sum of such monomials is therefore
λ 1 λ 2 . . . λ n λ k − nλ 1 λ 2 . . . λ n = c 1 (E)c n−1 (E) − nc n (E) .
= (−1) n nn!c n (E) + 1 2 (−1) n+1 n! (c 1 (E)c n−1 (E) − nc n (E)) = 1 2 (−1) n+1 n! (c 1 (E)c n−1 (E) − 3nc n (E)) .
Justification of the first identity can be carried out in exactly the same manner, this completes the proof of the lemma.
Putting all of this together gives the identity This completes the proof.
