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ABSTRACT
Context. The structure formed by the shocked winds of a massive star and a non-accreting pulsar in a binary system
suffers periodic and random variations of orbital and non-linear dynamical origins. The characterization of the evolution
of the wind interaction region is necessary for understanding the rich phenomenology of these sources.
Aims. For the first time, we simulate in 3 dimensions the interaction of isotropic stellar and relativistic pulsar winds
along one full orbit, on scales well beyond the binary size. We also investigate the impact of grid resolution and size,
and of different state equations: a γˆ-constant ideal gas, and an ideal gas with γˆ dependent on temperature.
Methods. We used the code PLUTO to carry out relativistic hydrodynamical simulations in 2 and 3 dimensions of the
interaction between a slow dense wind and a mildly relativistic wind with Lorentz factor 2, along one full orbit in a
region up to ∼ 100 times the binary size. The different 2-dimensional simulations were carried out with equal and larger
grid resolution and size, and one was done with a more realistic equation of state than in 3 dimensions.
Results. The simulations in 3 dimensions confirm previous results in 2 dimensions, showing: a strong shock induced by
Coriolis forces that terminates the pulsar wind, closing it in all directions; strong bending of the shocked-wind structure
against the pulsar motion; and the generation of turbulence. The shocked flows are also subject to a faster development
of instabilities in 3 dimensions, which enhances the presence of shocks, two-wind mixing, and large-scale disruption of
the shocked structure. In 2 dimensions, higher resolution simulations confirm lower resolution results, simulations with
larger grid sizes strengthen the case for the loss of the general coherence of the shocked structure, and simulations with
two different equations of state yield very similar results. In addition to the Kelvin-Helmholtz instability, discussed in
the past, we find that the Richtmyer-Meshkov and the Rayleigh-Taylor instabilities are very likely acting together in
the shocked flow evolution.
Conclusions. Simulations in 3 dimensions confirm that the interaction of stellar and pulsar winds yields structures that
evolve non-linearly and become strongly entangled. The evolution is accompanied by strong kinetic energy dissipation,
rapid changes in flow orientation and speed, and turbulent motion. The results of this work strengthen the case for the
loss of the coherence of the whole shocked structure on large scales, although simulations of more realistic pulsar wind
speeds are needed.
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1. Introduction
As already proposed long ago, binary systems hosting a
massive star and a powerful non-accreting pulsar can pro-
duce gamma rays through the interaction of the stellar
and the pulsar winds (e.g. Maraschi & Treves 1981). An
actual instance of this kind of object is the binary sys-
tem PSR B1259−63(/LS2883), which consists of a late O
star with a decretion disc (Negueruela et al. 2011) and a
47 ms pulsar (Johnston et al. 1992), and which is a pow-
erful GeV and TeV emitter (e.g. Aharonian et al. 2005;
Abdo et al. 2011; Tam et al. 2011). Other binaries emitting
gamma rays may also pertain to this class, such as LS 5039,
LS I +61 303, HESS J0632+057, and 1FGL J1018.6−5856
(see e.g. Barkov & Khangulyan 2012; Paredes et al. 2013;
Dubus 2013, and references therein), although the true na-
Send offprint requests to: e-mail: vbosch@am.ub.es
ture of the compact object in these sources is still un-
known. In the whole Galaxy, if taking a lifetime for the
non-accreting pulsar of a few times 105 yr (the age of
PSR B1259−63) and the birth rates for high-mass binaries
hosting a neutron star (e.g. Portegies Zwart & Yungelson
1999), one might expect ∼ 100 of these systems (see also
Paredes et al. 2013; Dubus 2013).
The rich phenomenology of PSR B1259−63/LS288 (see
Chernyakova et al. 2014, for a multi-wavelength study of
the 2010 periastron passage), and (possibly) also of other
gamma-ray binaries, is directly linked to the complex pro-
cesses taking place in the colliding wind region. To study
this complexity, several works have already been devoted to
the numerical study of the wind collision region, neglecting
or including orbital motion, and on scales similar or beyond
those of the binary (Romero et al. 2007; Bogovalov et al.
2008, 2012; Okazaki et al. 2011; Takata et al. 2012; Bosch-
Ramon et al. 2012; Bogovalov et al. 2012; Lamberts et al.
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Bosch-Ramon, Barkov & Perucho: Colliding star and pulsar winds in 2D and 3D
Fig. 2. Representation of the distribution of density in the XY -, XZ-, and Y Z-planes for 3Dlf at t = 3.9 days (apastron).
Streamlines are shown in 3D.
Fig. 1.Density distribution by colour and arrows represent-
ing the flow motion direction, in the orbital plane (XY) for
3Dlf at the beginning of the simulation (t = 0; apastron).
2012b,a, 2013; Paredes-Fortuny et al. 2015). In particular,
in Bosch-Ramon et al. (2012) the authors performed two-
dimensional (2D) simulations in planar coordinates of the
interaction of a dense, non-relativistic stellar wind and a
powerful, mildly relativistic pulsar wind along one full or-
bit, up to scales ≈ 40 times the orbital separation distance
(here orbit semi-major axis a). These simulations showed
the early stages of the spiral structure also found in non-
relativistic simulations (Lamberts et al. 2012b), but the fast
growth of instabilities (see also Lamberts et al. 2013) and
strong two-wind mixing have suggested the eventual disrup-
tion of the spiral and the isotropization of the mass, mo-
mentum, and energy fluxes (as predicted in Bosch-Ramon
& Barkov 2011).
If the results from Bosch-Ramon et al. (2012) were con-
firmed, it would imply several important facts: the two-
wind interaction is subject to strongly non-linear processes
already within the binary system; the isotropization of the
interaction region leads to loss of coherence on scales not
far beyond a, eventually becoming a more or less irregular
isotropic flow formed by mixed stellar and pulsar winds;
this mixed flow terminates with a shock on the external
medium (interstellar medium -ISM- or the interior of a su-
pernova remnant -SNR-; see Bosch-Ramon & Barkov 2011).
All these dynamical processes would imply the existence
of many potential sites for particle acceleration, such as
shocks, turbulence, shear flows, and non-thermal emission,
2
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Fig. 3. Density distribution by colour, and arrows representing the flow motion direction, in the orbital plane (XY) for
3Dlf at: t = 2.6, 3.9 (apastron), 5.2, and 5.85 days (periastron) (from left to right, and top to bottom).
mainly synchrotron and inverse Compton, from deep inside
the system on pc scales.
In this work, we go a step forward in the study of the
interaction of the stellar and the pulsar winds to include or-
bital motion. We have performed the first three-dimensional
(3D), relativistic simulations using similar parameters to
those adopted in Bosch-Ramon et al. (2012) up to a dis-
tance ∼ 30 a from the binary. The results obtained in 3D
are compared with results found in new 2D simulations in
planar coordinates under the same conditions, in particu-
lar the same grid size and number of cells in each direction.
Additional 2D simulations were also carried out to study
the effects of a more realistic equation of state (EoS), higher
resolution, and a larger grid size up to ∼ 100 a from the bi-
nary, not reached so far in relativistic simulations.
Fig. 4. Zoom in of the region around the pulsar region at
periastron shown in Fig. 3. Two labels pointing to the two
edges, leading and trailing, of the shocked structure are
shown.
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2. Numerical simulations
2.1. Simulation code: PLUTO
The simulations were implemented in 3D and 2D with the
PLUTO code1 (Mignone et al. 2007), the piece-parabolic
method (PPM) (Colella & Woodward 1984), and an HLLC
Riemann solver (Mignone & Bodo 2005). PLUTO is a mod-
ular Godunov-type code entirely written in C and intended
mainly for astrophysical applications and high Mach num-
ber flows in multiple spatial dimensions. For this work, it
was run through the MPI library in the CFCA cluster of
the National Astronomical Observatory of Japan.
2.2. Gas equation of state
The simulated flows were approximated in most of the cases
as an ideal, relativistic adiabatic gas with no magnetic field,
one particle species, and a constant polytropic index of 4/3
(CtGa), since using such a simple EoS reduces the time cost
of the simulations carried out. One 2D simulation (model
2Dlf; see Table 1) was also carried out with an adaptive
Synge-type EoS (Taub 1978) for a one particle species,
non-degenerate, relativistic gas (Mignone et al. 2005), to
check the impact of a more complex EoS on the general
structure. A generalized, more complete treatment of the
EoS leads to changes in the Rankine-Hugoniot conditions
and gas thermodynamical properties, in particular for the
stellar wind. Because the latter is dense and cold enough,
thermal cooling could also be important (see Sect. 4). This
more complete treatment of the gas is left for future work.
2.3. Resolution and grid size
We adopted a changing resolution in the 3D simulations
(models 3Dlf and 3Dls; see Table 1) to reach larger scales.
The computational domain size is x ∈ [−32 a, 32 a], y ∈
[−32 a, 32 a], and z ∈ [−10 a, 10 a]. The 3D domain has a
resolution of 512× 512× 256 cells. The central part of this
domain, x ∈ [−2 a, 2 a], y ∈ [−2 a, 2 a], and z ∈ [−a, a],
has a resolution of 256 × 256 × 128 cells, and outside this
domain the cell size grows exponentially2 with distance out-
wards in each direction. The equivalent uniform resolution
for the whole domain would be 4096 × 4096 × 2560 cells.
The adopted resolution came from a compromise between
computational costs and a maximum Lorentz factor. The
3D simulations required about 3×105 cpu h on NAOJ clus-
ter XC30. To achieve a Lorentz factor ≈ 10, we should have
doubled the grid resolution (see Sect. 3.1 in Bosch-Ramon
et al. 2012), in particular in the central region, leading to
a much longer computation (see Sect. 4). Adaptive mesh
refinement (AMR) was not implemented for these simula-
tions, because in such a problem, the AMR technique fills
most of the computational volume with the smallest scale
grid owing to the growth of turbulence. Nested-grid AMR
could avoid such behaviour, but abrupt changes in resolu-
tion can produce unphysical pressure jumps. Nevertheless,
the chosen geometry in our calculations, with an exponen-
tial growth of the grid cells outwards, naturally follows the
scales of the problem, which smoothly grow outwards with
respect to the system.
1 Link http://plutocode.ph.unito.it/index.html
2 Link http://plutocode.ph.unito.it/files/userguide.pdf
2.4. Simulation models
We performed four additional 2D simulations to compare
the influence of equation of state, geometry dimensionality,
grid resolution, and size. Model 2Dlf has the same domain
size and resolution distribution as 3Dlf in the X and Y
directions. Model 2Dle has the same domain size and reso-
lution distribution as 2Dlf in the X and Y directions, but
makes use of Taub. Model 2Dhf has the same domain size
but twice the resolution of 2Dlf. Finally, model 2Dhbf has
an increased computational domain of x ∈ [−100 a, 100 a]
and y ∈ [−100 a, 100 a] (as before, central regions are
x ∈ [−2 a, 2 a] and y ∈ [−2 a, 2 a]), and a better effective
resolution with a cell distribution: Nx = [512, 512, 512] and
Ny = [512, 512, 512] cells (equivalent uniform resolution:
25600 × 25600), where the first number shows the resolu-
tion in the region with negative coordinates, the second one
is the resolution in the uniform central region, and the third
one is the resolution in the region with positive coordinates.
The model details are summarized in Table 1.
2.5. Simulated physics
The pulsar-to-star wind momentum rate ratio, η =
P˙pw/P˙sw, was fixed to 0.1 in 3D. This value for η is a stan-
dard value for the case of a massive star and a powerful
pulsar (e.g. Bosch-Ramon & Barkov 2011; Bosch-Ramon
et al. 2012; Dubus 2013). For a meaningful geometric com-
parison between the 3D and 2D results on scales ∼ a, we
set η2D = η
1/2
3D to locate the two-wind contact discontinuity
(CD) at the same distance from the pulsar (Rp), as
Rp3D = η
1/2
3D d/(1 + η
1/2
3D ) vs Rp2D = η2D d/(1 + η2D)
where d is the separation distance between the two stars.
Under negligible pressure, the momentum rates are
P˙pw ≈ 4pi R2p Γ2β2ρpw c2 and P˙sw ≈ 4pi (d−Rp)2ρsw v2sw ,
for the pulsar and the stellar winds, respectively; Γ, ρpw and
β are the pulsar wind Lorentz factor, rest-frame density,
and c-normalized velocity; and ρsw and vsw the stellar wind
density and velocity. The pulsar spin-down luminosity can
be approximated as
Lsd ≈ (Γ− 1)P˙pw c/β .
Both winds are injected with spherical symmetry, and their
pressure at injection can be considered negligible. In par-
ticular for the case of the pulsar wind, the pressure was
chosen as low as allowed by the numerical scheme.
A Γ-value of two was adopted. Our value of the Lorentz
factor is the same as the one taken by Bosch-Ramon et al.
(2012), and it yields high wind-density and velocity con-
trasts in the two-wind contact discontinuity (CD), although
still much higher than those implied by the conventional
value Γ ∼ 104−106 (see Khangulyan et al. 2012; Aharonian
et al. 2012, and references therein). A modest Γ-value has
been chosen because of resolution limitations, since the re-
construction of the fluxes can lead to negative values for
the term (1− β2) if β is very close to 1. Pressure may also
be affected. However, given that for Γ = 2, the amount of
kinetic energy is equal to the rest-mass energy of the pul-
sar wind, relativistic effects start to become apparent. On
the other hand, because pulsar wind Γ-values are thought
4
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Fig. 5. Distribution of tracer, γβ, and Mach number (from
top to bottom) for 3Dlf at t = 5.2 days.
to be much higher than simulated here, the development
of instabilities could be different. For instance, the Kelvin-
Helmholtz instability (KHI) growth is proportional to the
square root of the density contrast (Chandrasekhar 1961),
and Γ ∼ 104 − 106 would imply significantly slower growth
rates. The analysis of instability growth in the present sce-
nario is numerically and physically complex, so specific
thorough studies beyond the scope of this work are needed,
but it is worth noting that 2D simulations with Γ = 10
gave qualitatively similar results to those with Γ = 2 (see
Sect. 3.1, and Bosch-Ramon et al. 2012). A detailed discus-
Fig. 6. Density distribution by colour, and arrows repre-
senting the flow motion direction in the plane perpendicu-
lar to the orbit and crossing the star-pulsar axis, for 3Dlf
at: t = 2.6, 3.9 (apastron), 5.2, and 5.85 days (periastron)
(from top to bottom).
sion of the impact of relativistic effects on the shocked-wind
structure can be found in Bosch-Ramon et al. (2012). In
the same paper, there is also a discussion of the KHI de-
velopment with different flow velocities (see also Lamberts
et al. 2013). In addition to the KHI, we also note below
the development of the Richtmyer-Meshkov (e.g. Richtmyer
1960; Meshkov 1969; Brouillette 2002; Nishihara et al. 2010;
Inoue 2012; Matsumoto & Masada 2013) and the Rayleigh-
Taylor instabilities (e.g. Taylor 1950; Chandrasekhar 1961),
acting together (RMI+RTI) at the orbit-leading side of the
two-wind CD. The RMI+RTI, not considered before, are
less dependent on the density contrast than the KHI and
should not be strongly affected even if Γ were much larger
than adopted. It is worth noting that for the shocked rela-
tivistic pulsar wind, it is inertia rather than density what
matters, but the stellar wind still dominates the growth
of the RMI+RTI, and so it occurs in the non-relativistic
regime.
Unlike Bosch-Ramon et al. (2012), who simulated a
generic case, in this work the orbital elements and stellar
wind velocity (vw) were taken as similar to those of LS 5039
(Casares et al. 2005; Aragona et al. 2009; Sarty et al. 2011):
eccentricity e = 0.24; period T = 3.9 days; orbital semi-
major axis a = 2.3×1012 cm; and vw = 0.008 c = 2.4×108,
with a stellar wind Mach number of 7 at injection. For
the given η, Γ, and vw values, the stellar and pulsar wind
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momentum rates, normalized to the stellar mass-loss rate,
M˙−7 = (M˙/10−7M yr−1), are P˙sw ≈ 6 × 1027M˙−7 and
P˙pw ≈ 6× 1026M˙−7 g cm s−2 (≈ 2× 1027M˙−7 g cm s−2 in
2D), respectively. The corresponding spin-down luminosity
in 3D is ≈ 2 × 1037M˙−7 erg s−1. The values of vw, Γ, M˙ ,
and η determine the wind densities. Since M˙ is not required
in these adiabatic gas simulations, its value is left uncon-
strained, but the adopted normalization of 10−7M yr−1
is characteristic of O-type stellar winds.
The simulations do not include the magnetic field or
anisotropy in the pulsar wind, although their impact should
be small. In particular for the magnetic field, this should
be the case at least when the magnetic-energy to particle-
energy density ratio is σ . 1 (see Bogovalov et al. 2012).
On larger scales, the shocked mixed winds propagate in a
medium with steep drops of density and pressure (Bosch-
Ramon & Barkov 2011), and thus σ should remain small
until the flow is terminated on pc scales. On those scales,
which are much larger than those simulated here, σ may
evolve as when the pulsar wind interacts directly with the
ISM or the interior of a SNR, in which case magnetic
lines accumulate in the nebula, making σ grow (Kennel &
Coroniti 1984).
2.6. Initial setup
The simulations start running (t = 0) when the pulsar is at
apastron (1.24 a, 0, 0) and to the right of the star (0, 0, 0).
The orbital motion takes place in the XY -plane, and set
counter-clockwise. Initially, the wind of the pulsar occupies
a sphere of radius a/2, and a region bounded by a cone
tangent to this sphere and oriented rightwards. The stellar
wind occupies the rest of the grid. The initial setup is il-
lustrated in Fig. 1. The injection region of the pulsar wind,
which is injected continuously, is taken as a sphere of radius
0.07 a. The injection region of the stellar wind has a radius
of 0.15 a. Both injectors are smaller than their distances to
the shocked winds at any point of the orbit. After starting
the simulation, the pulsar wind injector is relocated to ac-
count for orbital motion, which is done slowly enough to
avoid numerical artifacts.
The quasi-steady state of the simulation can be consid-
ered to be reached when the stellar wind shocked at t = 0
leaves the computational domain, which occurs after a sim-
ulation running time ∼ 1/6− 1/8 × T ∼ 1/2 days.
3. Results
Figure 2 illustrates the 3D distribution of the density at
apastron. The figure shows plane cuts in the XY -, XZ-
, and Y Z-planes taken after one full orbital period at
t = 3.9 days. The shocked-wind structure has already
reached a quasi-stationary state. Figure 3 shows the dis-
tribution of density in the orbital plane for 3Dlf at times
t = 2.6, 3.9 (apastron), 5.2, and 5.85 days (periastron).
For better visualizing of the results of 3Dlf, a zoom in of
the density distribution around the pulsar during perias-
tron is shown in Fig. 4. Also, Fig. 5 shows the distribution
of tracer (1 for the pulsar and -1 for the stellar wind, re-
spectively), modulus of the four-velocity spatial component
(γβ), and Mach number, for 3Dlf in the same plane. For
completeness, Fig. 6 presents the density distribution for
plane cuts along the star-pulsar axis and perpendicular to
Fig. 7. Density distribution by colour and arrows repre-
senting the flow motion direction in a plane perpendicular
to the orbit for 3Dlf at t = 5.85 days (periastron). The
panels show different slices with an angle φ from the star-
pulsar axis and clockwise: φ = 0, pi/4, pi/2, 3pi/4 (from top
to bottom).
the orbital plane at the same times as those in Fig. 3. In
addition, Figure 7 provides the density distribution at pe-
riastron for plane cuts perpendicular to the orbital plane
at different angles from the star-pulsar axis and clockwise:
φ = 0, pi/4, pi/2, 3pi/4.
Figure 9 shows the distribution of density on the orbital
plane for the same times as those in Fig. 3 for model 2Dlf.
The same is shown in Fig. 10, but for a simulation with in-
creased resolution and grid size (2Dhbf), and wind slightly
different orbital phases. Figure 11 shows the distribution of
tracer, γβ, and Mach number, for 2Dhbf. Figure 12 allows
for the comparison when using two different EoS: CtGa and
Taub. Finally, Fig. 8 allows the comparison of the density
distribution at the same orbital phase (t = 5.85 days) for
the models 3Dlf, 2Dlf, 2Dhf, and 2Dhbf (see Table 1).
3.1. 3D case
The quasi-stationary solution of the 3D simulation confirms
what has already been seen in 2D using planar coordinates
in Bosch-Ramon et al. (2012). Despite some quantitative
differences discussed below, Figs. 2, 3, 4, and 5 display the
same features as those found by Bosch-Ramon et al. (2012).
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Table 1. Parameters of the models considered in this work. Nx, Ny, and Nz are the resolution in the X-, Y -, and
Z-directions, respectively. The first number shows the resolution in the region with negative coordinates, the second one
is the resolution in the uniform central region, and the third the resolution in the region with positive coordinates. X,
Y , and Z denote the boundaries between these three regions in each dimension; vw,8 = vws/10
8cm s−1.
Name Nx Ny Nz X Y Z vw,8 η EoS
3Dlf s 128 u 256 s 128 s 128 u 256 s 128 s 64 u 128 s 64 -32,-2,2,32 -32,-2,2,32 -10,-1,1,10 2.40 0.1 CtGa
2Dlf s 128 u 256 s 128 s 128 u 256 s 128 -32,-2,2,32 -32,-2,2,32 2.40 0.3 CtGa
2Dle s 128 u 256 s 128 s 128 u 256 s 128 -32,-2,2,32 -32,-2,2,32 2.40 0.3 Taub
2Dhf s 256 u 512 s 256 s 256 u 512 s 256 -32,-2,2,32 -32,-2,2,32 2.40 0.3 CtGa
2Dhbf s 512 u 512 s 512 s 512 u 512 s 512 -100,-2,2,100 -100,-2,2,100 2.40 0.3 CtGa
Fig. 8. Comparison of the density distribution (colour), and flow motion direction (arrows), in the orbital plane (XY) at
t = 5.85 days (periastron) for 3Dlf, 2Dlf, 2Dhf, and 2Dhbf (from left to right, and top to bottom).
3.1.1. Coriolis forces and instabilities
On one hand, instabilities starting at ∼ 2 a from the pul-
sar quickly develop in the CD. These instabilities may have
two different origins. Owing to the velocity difference be-
tween the two shocked winds, their origin may be the KHI.
Also, because the two media have very different densities
and are subject to recurrent lateral shaking and persistent
acceleration provided by the Coriolis force, the instability
may be driven mostly by RMI+RTI. All these instabilities
could couple together, and also with the orbital motion-
induced Coriolis force, which pushes material from the CD
that stops the propagation of the shocked pulsar wind com-
ing from within the binary. This is apparent, for instance, at
the leading edge of the shocked-wind structure at the point
where the CD widens due to the instabilities (see Fig. 4).
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Fig. 9. Density distribution by colour, and arrows representing the flow motion direction, for 2Dlf at: t = 2.6, 3.9
(apastron), 5.2, and 5.85 days (periastron) (from left to right, and top to bottom).
The importance of RMI+RTI is also suggested by the
presence of turbulence in the leading edge of the shocked
flow structure, and by its almost complete absence in the
traling edge. The process can be explained as follows. As the
pulsar orbits the star, the underdense shocked pulsar wind
penetrates the much denser shocked stellar wind, causing
the RTI to develop. Because the pulsar wind shock rotates
in the direction of the CD, it can catch up with the RTI
fingers and trigger the development of the RMI. After ter-
mination within the binary, the shocked pulsar wind reac-
celerates to become supersonic, and then a strong shock
forms again when its path is blocked by the disrupted CD,
heavily loaded with shocked stellar wind. The mass load
of the pulsar wind region is very apparent in the figures
as abrupt and patchy changes in density and tracer start-
ing at ∼ 5 − 10 a from the pulsar. This material from the
CD penetrates further, stopping the unshocked pulsar wind
moving away from the star with an almost perpendicular
shock. Unlike the KHI, the RMI+RTI are less dependent
on the density contrast and could have a similar strength
even for much higher Γ-values.
Despite the relevant role of the hydrodynamical instabil-
ities, we note that the Coriolis force is the main factor that
shapes the interaction region, inducing the strong asymme-
try of the shocked-wind structure, as seen in Fig. 4. It is
the very effect of the Coriolis force that makes the shocked
flow propagation outwards strongly non-ballistic, creating
quasi-perpendicular shocks at the termination of the pul-
sar wind behind the pulsar (as seen from the star). Once
shocked, the flow deviates strongly, following the trend im-
posed by the material against which it shocked, starting
the spiral pattern (counter-orbitwise). These shocks do not
have the same nature as the oblique shocks terminating
the pulsar wind behind the pulsar found in axisymmetric,
non-relativistic and relativistic simulations of the same sce-
nario but without orbital motion (e.g., Bogovalov et al.
2008; Lamberts et al. 2011). In particular, in axisymmetric
cases the termination shock behind the pulsar disappears
for η & 0.012, whereas here η = 0.1. The Coriolis shocks
found in our simulations are also different from those gener-
ated behind the pulsar when this is moving in the ISM (e.g.
Bucciantini et al. 2005), since the environment in that case
has a constant density. To finish with, as noted below, the
8
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Fig. 10. Density distribution by colour, and arrows representing the flow motion direction, for 2Dhbf at: t = 4.8, 6.3,
7.0, and 9.85 days (∼ periastron) (from left to right, and top to bottom).
size of the whole shocked-wind structure clearly depends
on the orbital phase, which would be difficult to explain if
the KHI alone played a dominant dynamical role. Because
the RMI+RTI are fueled by the Coriolis force, these in-
stabilities are actually actively participating in shaping the
asymmetric shape of the whole two-wind interaction region.
3.1.2. Evolution on larger scales
The orbital motion leads to a spiral-like structure, as ex-
pected. However, the coherence of this structure is strongly
affected by the unstable nature of the flow, which is rich in
strong shocks and mixing induced by the Coriolis force, as
predicted in Bosch-Ramon & Barkov (2011) and suggested
by the numerical results of Bosch-Ramon et al. (2012). We
must note, however, that low resolution on the larger scales
leads to the attenuation of shocks and turbulence and to
the enhancement of mixing.
The present 3D results strengthen the thesis that the
spiral shape is eventually lost, because the structure almost
gets disrupted already within the grid, on scales ∼ 30 a.
This is supported by Figs. 2–7, in which the lowest density
regions of the arm of the spiral seem to split into different
branches.
The complexity of the matter distribution is best illus-
trated in the plane cuts perpendicular to the orbital plane
in Figs. 2, 6, and 7, which also show how the pulsar wind is
terminated at moderately different distances from the pul-
sar depending on latitude. This is explained by the different
pressure found by the pulsar wind, depending on the angle
with which it faces the Coriolis force. The opening angle of
the shocked-wind structure is determined by the Coriolis
force on the orbital plane, whereas in the perpendicular di-
rection, the opening angle is ∼ 60o, as in the case without
orbital motion (e.g. Bogovalov et al. 2008). However, the
KHI and RMI+RTI starting in the CD lead to fluctuations
in the opening angle in this direction and, on larger scales,
the shocked-wind structure becomes wider, since the high
sound speed of the shocked gas allows the latter to quickly
transfer thrust to the vertical direction.
We point out that in the vertical cuts what could be
mostly distorting the CD should be KHI, because the
RMI+RTI lack the impact of the Coriolis force. As seen
in the perpendicular cuts of Figs. 6 and 7, variations in
d and in the pulsar angular velocity along the moderately
eccentric orbit yield almost proportional variations in Rp
and in the size of the whole interaction region. In particu-
lar, the ratio of d between apastron and periastron passages
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Fig. 12. Comparison of the density distribution at t = 3.1 days between 2Dlf (left), and 2Dle (right), corresponding
respectively to an ideal relativistic gas with constant γˆ = 4/3, and to an adaptive Synge-type EoS for a one particle
species, non-degenerate, relativistic gas. The arrows represent the flow motion direction.
is ≈ 1.8, whereas the whole interaction region size changes
by a factor ≈ 1.6 in our simulations. Therefore, although
size changes induced by instabilities are also taking place,
as shown in Figs. 6 and 7 and also in Fig. 3, the region size
evolves correlated with the orbital motion.
3.2. Comparison of 2D and 3D results
The results shown in Figs. 9 and 10 are very similar to
those obtained by Bosch-Ramon et al. (2012) from 2D sim-
ulations with slightly different orbital parameters, and are
also qualitatively very much like the 3D results just pre-
sented. As noted, the main features of the quasi-stationary
solution in 2D and 3D are the same. The density distribu-
tion maps of Figs. 3 and 9 and in the top panel of Fig. 8
allow for a comparison of results in 2D and 3D at periastron
with the same resolution: the wind from the pulsar termi-
nates closer to the pulsar, but it is wider in 3D than in 2D.
Shocks, mixing, and turbulence start earlier, and mixing
and turbulence seem to be much stronger in 3D. All this is
also seen when comparing Figs. 5 and 11.
The different η-values adopted in 3D and 2D, 0.1 versus
0.11/2 (see Sect. 2), imply higher mass, momentum and
energy fluxes for the pulsar wind in 2D, so it can explain
why in 3D the termination of the pulsar wind and triggering
of flow disruptive phenomena are closer to the pulsar. The
higher strength of the disruptive phenomena in 3D would
be, on the other hand, motivated by the higher number of
geometric degrees of freedom. The wider opening angle of
the unshocked pulsar wind region in 3D (see Fig. 8) could
be explained by the stronger dilution of the shocked pulsar
wind in the trailing edge of the interaction region.
3.3. Effects of higher resolution
Figures 8, 9, and 10 (top right and bottom left and right
panels) allow for a comparison of the impact of increasing
the resolution on the simulation results. Qualitatively, the
higher resolution does not change the shocked-wind struc-
ture significantly and, as when comparing 3D and 2D simu-
lations, the same major features are present in all the sim-
ulations: (i) fast RMI+RTI and possibly KHI growth at
the CD, (ii) strong shocks terminating both the unshocked
and the shocked pulsar wind, (iii) bending of the whole
structure, (iv) development of turbulence, (v) and strong
two-wind mixing. However, with an increase in resolution,
the instability growth is quicker, which leads to more tur-
bulence downstream in the spiral and also to pulsar wind
termination closer to the pulsar as turbulent material from
the CD exerts more pressure from one side (see Perucho
et al. 2004, for a general study of the resolution influence
on the evolution of KHI in numerical calculations). Given
the higher dimensionality, a quicker instability development
in 3D is expected, terminating the pulsar wind and generat-
ing turbulence even closer to the pulsar, if the resolution is
increased. This must nevertheless be tested in future work
with a higher resolution and pulsar-wind Lorentz factor.
3.4. Effects of a larger grid
Figure 10 shows the density distribution evolution for the
2D simulation with the largest grid and the highest effective
resolution. The maps show how the spiral starts disrupt-
ing through the growth of the KHI, RMI, and RTI, which
favours two-wind mixing and structure deformation. In ad-
dition, different spiral arms are connected through channels
of lower density, while the spiral arms themselves seem to
lose their integrity. This 2D simulation strongly suggests
that in 3D, the structure would lose coherence even closer
(< 100 a) to the binary. The effects on these scales with a
mildly relativistic pulsar wind in 2D are similar to those
obtained by Lamberts et al. (2012b) also in 2D for the non-
relativistic case and specific regions of the parameter space.
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Fig. 11.Distribution of tracer, γβ, and Mach number (from
top to bottom) for 2Dhbf at t = 5.2 days.
3.5. Effects of a different EoS
Figure 12 allows for the comparison in 2D of using two dif-
ferent EoS, a single-species, ideal relativistic gas with con-
stant γˆ = 4/3, and an adaptive Synge-type EoS for a one
particle-species, non-degenerate, relativistic gas. Despite
the different gas physics of the interacting flows, the figure
shows that the results are almost identical in both cases,
with only moderate changes in size for the inner region
of the shocked-wind structure, in particular regarding the
thickness of the shocked wind regions, which are thicker
in the Taub case. Accordingly, the densities of the shocked
flows also reach moderately lower values in the Taub case.
All this is expected because the compression ratio is smaller
for a non- (γˆ = 5/3) or a mildly (γˆ ∈ (4/3−5/3)) relativis-
tic wind than in the ultrarelativistic case, when γˆ = 4/3:
from 4 to 7. This is also the reason for the Coriolis shock oc-
curring slightly closer to the pulsar in the Taub case, since
the shocked pulsar wind region is slightly thicker in that
case.
4. Discussion and summary
The results presented here suggest that the shocked-wind
structure is already very unstable on scales ∼ 10 a. In ad-
dition to structure bending, flow reacceleration, and full
pulsar wind termination, all features found in both 2D and
3D simulations, the instabilities affecting the CD, possi-
bly KHI and RMI+RTI, grow faster in 3D. This leads to
turbulence and to shocks further downstream in the out-
flowing shocked winds, and also to efficient matter mixing
that leads to more shocks, because dense clumps of stellar
material penetrate into the region occupied by the fast and
light shocked pulsar wind.
Most of the results of this work has already been found
in previous 2D simulations (Bosch-Ramon et al. 2012), but
in 3D all the processes occur closer to the binary. An en-
hancement of the resolution should make the interaction re-
gion more unsteady, likely shortening further the distances
on which the RMI+RTI and KHI develop, and enhancing
two-wind mixing even more. It is interesting to note that
the bending length in 3D is about three times longer than
the point of balance between the Coriolis force and the pul-
sar wind ram pressure (see Eq. 9 in Bosch-Ramon & Barkov
2011). This is expected because the perturbations triggered
by reaching pressure balance at the leading edge of the CD
need time to transfer energy and momentum to the whole
shocked-wind structure.
On larger scales, ∼ 10 − 100 a, the radial pressure ex-
erted by the shock mixed flow outwards triggers strong RTI
in addition to KHI and RMI, which are already hinted
at in 3Dlf but are seen strongly developed in 2Dhbf, to
the extent of disrupting and mixing the arms of the spi-
ral formed by the orbital motion. This environment, which
is still relatively close to the star to have enough radia-
tion targets but also large enough to be resolvable in ra-
dio, is very rich in candidate sites for non-thermal emission
(see the discussion in Bosch-Ramon et al. 2012; see also
the semi-analytical study at high energies of Zabalza et al.
2013) for which Doppler boosting can be an issue given
the non-uniform velocity distribution. In particular, as seen
for instance in Figs. 3 and 10, shocked pulsar wind mate-
rial is found to move straight along quite large distances
(∼ 10 a). Since this material is shocked, it has a likely con-
tent of non-thermal particles. Owing to the proximity to
the star, these particles could quickly radiate their energy
through inverse Compton scattering. This radiation, given
the at least mildly relativistic velocities, could be Doppler
boosted by a factor of ∼ 16γ2 & 10 for an observer viewing
the flow with an angle < 1/γ from its axis, where γ is the
Lorentz factor. For large systems such as PSR B1259−63,
X-rays could also be useful for observationally probing the
shocked-wind structure on scales of ∼ 1017 cm (Kargaltsev
et al. 2014). For smaller systems and/or on larger scales
(Durant et al. 2011), one may study the bubble in the sur-
rounding medium fed by the shocked two-wind flow (Bosch-
Ramon & Barkov 2011).
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It is noteworthy that, owing to momentum and energy
isotropization, the evolution of the shocked-wind structure
in the perpendicular direction gets broader further down-
stream than in the case without orbital motion. The study
of this process deserves specific simulations with a larger
grid in the Z direction. In the same line, a more accurate
characterization of the evolution of the shocked-wind struc-
ture (velocities, shocks, turbulence, mixing and general co-
herence) along the orbit would deserve higher resolution
and eventually a larger grid size, despite being computa-
tionally very costly.
Although our 3D simulations are capturing some rele-
vant features of the shocked-wind structure, a natural fu-
ture step should be to increase the grid resolution. For in-
stance, to increase the Lorentz factor of the pulsar wind
by a factor of a few, the resolution of the central part of
the computational domain should be doubled. In addition,
as hinted at by the 2D simulations (see Fig. 8), the large
scale turbulence would be well resolved with three to four
times more resolution in the grid than in our current 3D
setup. This can be justified by a minimum cell size close
to the typical gyroradius of the shocked pulsar wind par-
ticles: ∼ 3 × 109ETeV/BG cm, where ETeV is the particle
energy in TeV and BG the magnetic field in G. This applies
if one assumes that the physical dissipation scales are near
the particle gyroradius, which is reasonable for a shocked
pulsar wind consisting of an ideal collisionless plasma with
low B and with realistic Γ-values. However, such an in-
crease in resolution would require about 107 cpu hours.
This is a demanding calculation, but we plan to carry it
out as it is a necessary step in the characterization of the
scenario under study3. Another, less costly, improvement
would be to use a more realistic EoS, although our pre-
liminary study shows only minor differences between using
CtGA and Taub. Thermal cooling should also be included
since the shock of the stellar wind may be radiative, mak-
ing the collision region more unstable and favouring mixing
of the CD and its disruption (Pittard 2009). This is likely
to increase turbulence and the presence of shocks in the
shocked pulsar wind region even further. More feasible, but
requiring the simplification of the region containing the sys-
tem, is the simulation of the interaction of the shocked-wind
structure with the environment on large scales, which was
predicted to take place as a fast dense non-relativistic wind
colliding with the surrounding medium (Bosch-Ramon &
Barkov 2011).
Another important line of research is computing the
emission from the shocked flows using the hydrodynamical
information, which could be carried out first in the test-
particle approximation. Another improvement would be to
carry relativistic simulations with an anisotropic and/or in-
homogeneous stellar wind4, such as adding an equatorial
disc, because several of the known gamma-ray binaries host
Be stars. Finally, VLBI radio data are very important for
observationally characterizing the shocked-wind structure
on the simulated scales (e.g. Moldo´n et al. 2011b,a, 2012).
3 We mean here average improvement, although in the grid
periphery, the resolution would still be signicantly below the
ideal case.
4 Regarding anisotropic and/or inhomogeneous (clumpy) stel-
lar winds, see Paredes-Fortuny et al. (2015) for the axisymmet-
ric case, and Okazaki et al. (2011); Takata et al. (2012) for the
non-relativistic case.
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