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Abstract
The zero curvature representation for two dimensional integrable models is
generalized to spacetimes of dimension d+1 by the introduction of a d-form con-
nection. The new generalized zero curvature conditions can be used to represent
the equations of motion of some relativistic invariant field theories of physical
interest in 2 + 1 dimensions (BF theories, Chern-Simons, 2 + 1 gravity and the
CP 1 model) and 3 + 1 dimensions (self-dual Yang-Mills theory and the Bogo-
molny equations). Our approach leads to new methods of constructing conserved
currents and solutions. In a submodel of the 2+1 dimensional CP 1 model, we ex-
plicitly construct an infinite number of previously unknown nontrivial conserved
currents. For each positive integer spin representation of sl(2) we construct 2j+1
conserved currents leading to 2j + 1 Lorentz scalar charges.
1 Introduction
We propose a generalization to higher dimensional relativistic field theories of the zero
curvature condition used to solve integrable models in (1 + 1) dimensions, based on a
geometrical principle formulated in loop space. The approach has many applications
beyond that systematic formulation of known theories. It provides a criterion for d > 2
integrability, which yields new integrable models and it can be used to construct an
infinite number of nontrivial conserved currents and new solutions as we show for some
physically interesting cases.
The equations of motion for many models in two dimensions such as the sine-Gordon
model were formulated in terms of the zero curvature condition
[∂0 + A0, ∂1 + A1] = 0 . (1.1)
This formulation first appeared in the work on the nonlinear Schro¨dinger equation
(NLS) by Zakharov and Shabat [1] in 1971 and opened the way to obtaining many
results on the NLS system including solutions and conserved charges.
Soliton theory is now a mature area of research and we have a very good under-
standing of classical soliton solutions. A common feature of multi-soliton solutions in
most of soliton theories is that they are associated to vertex operator representations
of affine Lie algebras and they correspond to some special points on the orbit, under
the dressing transformation group, of some vacuum solutions [2, 4, 5, 6]. Most of these
developments have used in an essential way the zero curvature condition (1.1), but
unfortunately these remarkable developments have been only achieved in one or two
dimensional theories. This formulation appears not to generalize directly to dimensions
higher than two, although there are some exceptional cases, like self-dual Yang-Mills
[8] and a few nonrelativistic systems [7]. One may ask the reasons why it has been
difficult to extend these ideas to higher dimensions. Mathematicians and physicists
may give different but in general complementary arguments. From the point of view
of high energy physicists there is one quite compelling argument. Physicists are in-
terested in Lorentz invariant local field theories where one has general results such as
the TCP theorem and the Coleman-Mandula theorem which impose strong constraints
in dimensions larger than two. Lorentz invariant local theories are subject to tough
restrictions on the interplay between internal and space-time symmetries, and on the
consequences of higher spin fields and higher spin conserved charges. For the integrable
two dimensional models, the infinite number of conserved quantities may be related to
highly nonlinear (and possibly nonlocal) symmetry transformations which very likely
mix in a nontrivial way internal and space-time symmetries. In general such trans-
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formations are not known. Direct methods for constructing conserved charges were
developed which are independent even on the existence of the local symmetry transfor-
mations. In this sense Noether’s theorem is of little help in nonlinear two dimensional
integrable models. Additionally, the conserved charges of such models are in general
high order polynomials in the momenta and derivatives of the fields. Their Poisson
bracket algebra is generally described by a type of W -algebra [9] which formally is
not even an algebra. Therefore one does not expect all these structures to appear in
theories of physical interest in dimensions higher than two.
In this paper we show that some of the methods and results used in two dimensional
integrable models, like the existence of a infinite number of conserved charges, can
indeed be systematically generalized to theories in higher dimensions. Our approach
is to find the counterpart of the zero curvature condition (1.1) in 1 + 1 dimensional
models. It is true that the equation (1.1) is the compatibility or integrability condition
for covariant derivatives. However, eq.(1.1) is also a conservation law in the sense that
the path ordered exponential of the connection Aµ along a closed curve is a constant
independent of the curve. That leads to a Gauss type law stating that there is a
conserved flux through the curve. We generalize the zero curvature (1.1) to a d + 1
dimensional space-time by looking for a conserved flux through a d dimensional surface,
associated to a rank d antisymmetric tensor. Consequently, we are generalizing the
concept of integrability to higher dimensions, from the point of view of conservation
laws. However, the geometrical and algebraic structures of our approach confirms the
deep connection between conservation laws and integration of the equations of motion
by leading to interesting methods for constructing large classes of solutions. Let us
give a more detailed introduction to these ideas.
Consider a connection Aµ and a curve Γ on the two dimensional space-time. We
remind the reader of the construction of conserved quantities. Introduce the parallel
transport operator W via the equation
dW
dσ
+ Aµ
dxµ
dσ
W = 0 (1.2)
where σ parametrizes the curve Γ. As we explain in Section 2, eq. (1.1) is the condition
for the quantity W to be independent of the curve Γ as long as its end points are kept
fixed. Therefore, W evaluated on a closed contractible curve should be equal to unity.
Consequently, as explained in Section 2, by taking space-time to be R×S1 for instance,
any power N of the path ordered exponential Tr (P exp(
∫
S1 Ax(x, t)dx))
N is conserved
in time. That is how the zero curvature condition (1.1) leads to conservation laws.
Our approach in higher dimension is to generalize the Wilson loopW and construct
quantities that when integrated over hypersurfaces, they are independent of deforma-
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tions of the hypersurfaces if the boundary is fixed. We are therefore looking for Gauss
type laws. The idea is quite simple even though its implementation involves several
technicalities. Naively, in a space-time of dimension d + 1, one would think of intro-
ducing just a rank d antisymmetric tensor, and define the counterpart of W in (1.2) as
the integration of such tensor on a d-dimensional surface. However we face two major
problems. First we want local conditions for surface independence, i.e., local zero cur-
vature conditions. Second we want such conditions to be rich enough to be equivalent
to the equations of motion of nonlinear theories. If we take the rank d tensor to live
in an abelian algebra then the surface independence follows from the abelian Stokes
theorem and it just says that its exterior derivative should vanish. This is local but
not “nonlinear enough”. If we take that tensor to live in a nonabelian algebra we get
highly nonlocal conditions for surface independence. Our approach is to introduce,
in addition to the antisymmetric tensors, gauge potentials which allows for parallel
transport along curves on the hypersurfaces. This makes the formulas more local. For
instance in 2 + 1 dimensions, as discussed in Section 3, we introduce a quantity V ,
depending on an antisymmetric tensor Bµν and a vector Aµ through the differential
equation
dV
dτ
− V T (B,A, τ) = 0 (1.3)
where
T (B,A, τ) ≡
∫ 2π
0
dσW−1BµνW
dxµ
dσ
dxν
dτ
, (1.4)
here W is the same as in (1.2). The quantity V is obtained by integrating (1.3) over
a two dimensional surface Σ with boundary Γ. We scan Σ with loops starting and
ending at a fixed point x0 on Γ. The loops are parametrized by σ, and the set of loops
scanning Σ is parametrized by τ . By imposing V to be independent of deformations
of Σ which keep Γ fixed, we get nonlocal conditions on Bµν and Aµ. One then has to
explore algebraic structures which yield local equations. We present two cases where
such conditions become local1. The first one leads to zero curvature conditions for
topological models like the BF theory, Chern-Simons and 2+1 gravity, as discussed in
Section 3.2. The second, which leads to new dynamical integrable systems, is
DµB˜
µ = 0 , Fµν = 0 (1.5)
where Dµ · ≡ ∂µ ·+[Aµ , ·], Fµν = [Dµ , Dν ], and B˜µ ≡ 12ǫµνρBνρ. In addition, Aµ takes
value on a Lie algebra G, B˜µ on an abelian algebra P , which transforms under a given
representation of G, i.e. [G , G] ∈ G, [G , P ] ∈ P and [P , P ] = 0. The flatness of Aµ is
required in order to have V be independent of the way we choose to scan Σ with loops.
1There are more complicated scenarios but we have not studied them.
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The similarities between our approach and the usual two dimensional curvature
(1.1) becomes even more apparent if we formulate it in loop space in Section 5 where
we show that equations (1.5) lead to a flat connection on loop space.
In a space-time of dimension d+1 with d > 2, there appears some ambiguities in the
sense that we can introduce (or not) antisymmetric tensors of rank ranging from 2 to
d, in addition to the freedom of introducing several connections Aµ. However, the same
reasonings lead to local integrability conditions similar to (1.5). Those ideas are explicit
realizations of the potentiality of the general theory of integrability as the vanishing of
curvature in higher loop spaces presented in Section 5. In Section 6, several examples
in three and four dimensions are discussed in detail as zero curvature conditions of
the form (1.5). Particular attention is given there to the CP 1 model in 2 + 1, which
demonstrates the potential usefulness of our method in studying integrability in higher
dimensions. It is shown that it has relativistic invariant submodels with infinite number
of new conserved currents which are given in a simple and systematic way.
The fact that we have quantities which are path independent in loop space, or
consequently invariant under deformations of hypersurfaces, allows us to construct
conserved charges in a manner similar to the usual two dimensional case. Such quanti-
ties are equal to unity when evaluated on a closed contractible hypersurface. The naive
idea is then to split such closed contractible hypersurfaces into three parts where we
have two spatial hypersurfaces linked by a temporal hypertube. The traces of powers
of such certain quantities integrated over the spatial hypersurface is shown to be time
independent. This is shown in detail for the three dimensional case.
However, in the case of the local zero curvature conditions (1.5) the construction of
the conserved currents is quite direct. One has from (1.5) that Jµ ≡W−1 B˜µW , satis-
fies ∂µ Jµ = 0. Therefore, the number of conserved currents is equal to the dimension
of the representation of G defined by the abelian algebra where B˜µ lives. In the case
of two dimensional integrable models, the infinite number of conservation laws is in
general associated to infinite dimensional algebras. Here, we have a different picture.
The infinity of charges comes from infinite dimensional representations2. On the other
hand, it is true that in such cases the nonsemisimple Lie algebra formed by G and P is
infinite dimensional. In Section 6.1.1 we discuss a submodel of the CP 1 model where
our method is used to construct an infinite number of nontrivial conserved charges.
This result is easily generalizable to related models like the principal chiral for any
Lie algebra and nonlinear σ models in general. It suggests in fact a new criterion for
integrability in higher dimensions based on independence of the representation.
2The representation may be reducible.
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A further application of local zero curvature conditions of the type (1.5) is that
they open the way for the development of methods for the construction of solutions.
We discuss one possibility which is a type of generalization of the dressing transfor-
mation method in two dimensions. See ref. [10] for an integration scheme using a
different type of zero curvature condition. The eqs. (1.5) are invariant under the gauge
transformations
A(0)µ → Aµ = g A(0)µ g−1 − ∂µg g−1
B(0)µν → Bµν = g B(0)µν g−1 + g
(
DA
(0)
µ αν −DA
(0)
ν αµ
)
g−1 (1.6)
where g is an element of the group obtained by exponentiating the algebra G, and αµ
are vectors taking values in the abelian algebra P . Therefore, if one knows a given
solution of the model one can obtain new solutions through the transformations (1.6).
Just as in the two dimensional dressing method, the solution is obtained by equating
the potentials written as functionals of the fields to the transformed potentials written
in terms of the parameters of the transformations (1.6). However, for that to work one
needs those two sets of potentials to be in the same gauge. In two dimensions there is
always a gradation of the algebra associated to the problem which guarantees the gauge
condition. Here in the higher dimensional cases we do not have necessarily a gradation
playing that role. In Section 6.1.3, we apply these ideas to construct solutions to the
CP 1 model. The problem of the gauge fixing of the transformed potentials is made
by direct methods and we show that the solutions in the orbit of the trivial constant
vacuum solution are parametrized by the vectors αµ. The group element g in (1.6)
is determined by the αµ’s through the gauge fixing conditions. The construction of
invariant conserved charges, a criterion of integrability giving (sub)models and their
infinity of explicit conserved charges and the generalization of the dressing methods to
obtain solutions, are some of the new results which show the potential applications of
the new approach in this paper, which is organized as follows.
In Section 2 we review the basic aspects of two dimensional integrability which we
want to generalize to higher dimensions. In Section 3 we discuss the three dimensional
case with some reference to basic geometric principles in loop space. We derive the
conditions for the quantity V to be surface independent and explain how to use that to
construct conserved charges. As an auxiliary result we obtain useful (local) expressions
for a generalized Stokes Theorem. We also show how to obtain local zero curvature
conditions, and enumerate some examples which are easily formulated in our approach,
like BF theories, Chern-Simons, 2 + 1 gravity, the principal chiral model and the CP 1
and relevant submodels. In fact the latter is discussed in great detail at the end of the
paper. In Section 4, we discuss the four dimensional case. Here our approach allows the
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introduction of two connections Aµ and Aµ, and antisymmetric tensors Bµν and Hµνρ
in the definition of a quantity U integrated over a volume Ω. We derive the conditions
for U to be volume independent and discuss the construction of conserved charges. We
show that it is possible to obtain basically four types of local zero curvature conditions.
In Section 5, we discuss how to generalize our approach to any dimension by working
in higher loop spaces. We show that our zero curvature condition is similar to the two
dimensional Zakharov-Shabat equation (1.1) by writing it as the flatness condition for
a connection defined on the space Ωn(M,x0) of maps of an n-sphere to a space-time M
with basepoint x0. Section 6 is devoted to work out in detail some examples: the self-
dual Yang-Mills equations and the Bogomolny equations in four dimensions, the three
dimensional CP 1 model in great detail, and we also demonstrate the great potential
of our method in the case of a genuine nontrivial relativistic 2 + 1 theory.
2 Two dimensional integrability
The concepts and techniques involved in integrable models in one and two dimensions
are now quite well developed and understood. There exists a variety of methods for
constructing solutions and conserved charges. Certainly a great deal of the structures
related to the concept of integrability are particular to two dimensions and cannot
perhaps be generalized to higher dimensions. However, in this section, we want to
review some integrability concepts which can indeed be carried on to a space-time of
any dimension. The usual zero curvature in two dimensions (1.1) is the condition for
the path ordered integral P exp (
∫
Γ dx
µAµ), to be independent of the path Γ, for fixed
end points. This constitutes some sort of generalized Gauss law, and it indeed leads
to conserved charges as we discuss at the end of this section.
As we show in the next sections, such geometrical concepts of integrability are the
ones that can be implemented in higher dimensions. The conditions for (hyper)surface
ordered integrals of higher connections to be (hyper)surface independent can be ex-
pressed as local equations which constitute generalizations of the zero curvature condi-
tion (1.1), in the sense that solutions and local conserved charges can be constructed.
The calculations needed to implement those ideas depend crucially on a suitable
generalization of the nonabelian Stokes theorem [11] for higher order connections, which
to our knowledge has not appeared in the literature. In this section we rederive the
usual version of that theorem for ordinary connections, in a way which will be useful
in its generalization to higher dimensions.
The calculation that follows is independent of the number of dimensions of space-
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time, and so we will take the greek indices µ, ν . . . to vary from 0 to d. Consider a
curve Γ, parametrized by σ, such that σ = 0 and σ = 2π correspond to the end points
of Γ. Let W be a quantity defined through the differential equation
dW
dσ
+ Aµ
dxµ
dσ
W = 0 (2.1)
with initial condition W (0) = I where Aµ is a connection taking values in the Lie
algebra G of a Lie group G.
Let us now study how W varies under deformations of Γ which keep the initial
point xµ(σ = 0) fixed. One gets
dδW
dσ
+ Aµ
dxµ
dσ
δW + δ
(
Aµ
dxµ
dσ
)
W = 0 (2.2)
Multiplying from the left by W−1 and using the fact that (2.1) implies
dW−1
dσ
−W−1Aµdx
µ
dσ
= 0 , (2.3)
one gets
d
dσ
(
W−1δW
)
= −W−1
(
∂λAµδx
λdx
µ
dσ
+ Aµ
dδxµ
dσ
)
W (2.4)
After an integration by parts one obtains
W−1δW = −W−1AµWδxµ +
∫ σ
0
dσ′W−1FµνW
dxµ
dσ′
δxν (2.5)
with
Fµν ≡ ∂µAν − ∂νAµ + [Aµ , Aν ] (2.6)
If we consider variations of Γ where the end point at σ = 2π is also kept fixed, then
from (2.5)
W−1(2π)δW (2π) =
∫ 2π
0
dσ′W−1FµνW
dxµ
dσ′
δxν (2.7)
Consider now the case where Γ is a closed curve (x0 ≡ xµ(0) = xµ(2π)), and let
Σ be a two dimensional surface having Γ as its boundary. One can scan Σ with loops
starting and ending at the fixed point x0, and such loops can be parametrized by τ
such that τ = 0 correspond to the infinitesimal loop around x0 and τ = 2π correspond
to Γ. Then we can take the variation of W above, to correspond to the deformation of
one loop into the other, i.e. δ = δτ d
dτ
. So, we can write (2.7) as
dW (2π)
dτ
−W (2π)
∫ 2π
0
dσ′W−1FµνW
dxµ
dσ′
dxν
dτ
= 0 (2.8)
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The fact that W for a closed loop can be determined either by (2.1) or (2.8) is the
very statement of the nonabelian Stokes theorem. Indeed, integrating those equations
one gets
P exp
(∫
Γ
dσAµ
dxµ
dσ
)
= P exp
(∫
Σ
dτ dσW−1FµνW
dxµ
dσ
dxν
dτ
)
(2.9)
where P and P mean path and surface ordering respectively. Notice that we have
dropped from both sides of (2.9) the multiplicative integration constant which is the
initial value of W , i.e. W (x0).
Conserved quantities are constructed as follows. First we consider the case where
spacetime is a cylinder. At a fixed time t0 consider a loop γ0 beginning and end-
ing at x0. At a later fixed time t1 consider a loop γ1 also beginning and ending at
x0. Let γ01 be a path connecting (t0, x0) with (t1, x0). The flat connection allows us
to integrate the parallel transport equation (2.1) along two different paths obtaining
W (γ0) = W (γ01)
−1W (γ1)W (γ01). We first observe that W (γ0) transforms under a
gauge transformation g(x) as W (γ0) → g(x0)W (γ0)g(x0)−1. The conserved quantity
should be gauge invariant. If χ is a character for the group G we have that χ(W (γ0))
will be gauge invariant. Also χ(W (γ0)) = χ(W (γ1)). Thus we can construct a con-
served gauge invariant quantity
χ(W (γ0)) (2.10)
for every independent character of the group. These are the constants of motion in
the zero curvature construction. Note that the data needed to compute χ(W (γ0)) is
all determined at time t0.
In the case where the spacetime is two dimensional Minkowski space one has
to impose physically sensible boundary conditions at spatial infinity. Note that
P exp
(∫∞
−∞Axdx
)
is not gauge invariant if one allows nontrivial gauge transformations
at infinity. In setting up the problem one has to choose the correct physical bound-
ary conditions which may for example require that A0 vanishes at infinity. Depending
on the details one can construct a conserved quantity by a slight modification of the
construction above.
The conserved quantities (2.10) are nonlocal because in general the connection Aµ
lies in a nonabelian algebra. However, in cases like the affine Toda models [12], it
is possible to get local conservation laws by gauge transforming Aµ into an abelian
subalgebra.
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3 Three dimensional integrability
In analogy with the two dimensional case we will show that the conservation laws of
“integrable models” in three dimensions are associated to surface integrals of a rank
two tensor. Some care must be taken in order to obtain local zero curvature conditions.
Consider a two dimensional surface Σ with boundary Γ. We choose a basepoint x0
on Γ, and we scan the surface Σ with loops passing through x0 and being parametrized
by τ , such that τ = 0 corresponds to the infinitesimal loop around x0, and τ = 2π to
the boundary Γ. Each loop is parametrized by σ with σ = 0 and σ = 2π corresponding
to the fixed point x0. We introduce a rank two antisymmetric tensor Bµν transforming
under the adjoint representation of the group, a vector potential Aµ, and define a
quantity V through the equation
dV
dτ
− V T (B,A, τ) = 0 (3.1)
where
T (B,A, τ) ≡
∫ 2π
0
dσW−1BµνW
dxµ
dσ
dxν
dτ
(3.2)
We choose initial condition V (τ = 0) = I. The quantity W depends on the vector Aµ
and it is defined through the equation (2.1). Geometrically we are parallel transporting
B to x0 so that we can add all the values together. We do not want the quantity V to
depend upon the way we choose to scan Σ with loops passing through x0, therefore we
will impose that the connection Aµ should be flat
Fµν ≡ ∂µAν − ∂νAµ + [Aµ , Aν ] = 0 . (3.3)
As we saw in section 2, flatness implies that W is path independent as long as the end
points of the path are kept fixed. Each point on Σ belongs to a given loop of the set
scanning Σ. Therefore, W is defined on a given point of Σ by integrating (2.1) from
x0 to that point through the loop it belongs to. If we change the way we scan Σ, the
value ofW associated to each point of Σ will not change, because the flatness condition
(3.3) guarantees that W is path independent because x0 is kept fixed. Consequently,
the integrand in (3.2) is a local function on Σ. Therefore, the V resulting from the
integration of (3.1) is independent of the way we scan Σ, because changing the scanning
is now equivalent to a change of the coordinates (σ, τ) on Σ since, as we have shown,
W−1BµνW is a function of the points of Σ and not of the loops.
In addition the initial condition W (x0) = I allows us to compute W uniquely on
any other point by integrating (2.1). In fact, one has from (2.1)
Aµ = −∂µW W−1 (3.4)
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We now want to study how V changes when we deform Σ but keeping the boundary
Γ fixed. We will be making variations on the loops scanning Σ which are perpendicular
to Σ. Although we are interested in three dimensional space-time, the calculations that
follow are true in any dimension.
It follows from (3.1) that
dV −1
dτ
+ T (B,A, τ) V −1 = 0 (3.5)
Then varying (3.1) one gets
d
dτ
(
δV V −1
)
= V δT (B,A, τ) V −1 (3.6)
In calculating the variation of T (B,A, τ) we make use of (2.5) and (3.3) to obtain
δW = −AµWδxµ (3.7)
In addition, we perform an integration by parts whenever we have a derivative of δxµ
and use the fact that
δxµ(σ = 0) = δxµ(σ = 2π) = δxµ(τ = 0) = δxµ(τ = 2π) = 0 (3.8)
We also use the fact that W satisfies equation (2.1) with σ-derivatives replaced by
τ -derivatives, since they both lead to deformations of the contours.
Performing the calculations one obtains
δV (τ) V −1(τ) = V (τ)
(∫ 2π
0
dσ W−1Bµν W
dxµ
dσ
δxν
)
V −1(τ)
+
∫ τ
0
dτ ′ V (τ ′)
×
(∫ 2π
0
dσW−1 (DλBµν +DµBνλ +DνBλµ)W
dxµ
dσ
dxν
dτ ′
δxλ
− [T (B,A, τ ′) ,
∫ 2π
0
dσW−1Bµν W
dxµ
dσ
δxν ]
)
V −1(τ ′) (3.9)
where
DλBµν ≡ ∂λBµν + [Aλ , Bµν ] (3.10)
Notice that if we set τ = 2π in (3.9) one gets from (3.8) that the first term on the r.h.s.
of (3.9) vanishes.
Consider now the case where Σ is a closed surface where the loop Γ has collapsed
to the fixed point x0. Let Ω be a volume whose boundary is Σ. Analogously, we can
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scan the volume Ω with closed surfaces which have the point x0 in common. Such
surfaces can be parametrized by ζ such that ζ = 0 corresponds to the infinitesimal
surface around x0 and ζ = 2π to the boundary Σ. Then we can consider the variation
of V that corresponds to the deformation of one closed surface to the other. We can
write (δ ≡ dζ d
dζ
)
dVc
dζ
−
(∫ 2π
0
dτ V K V −1
)
Vc = 0 (3.11)
where Vc stands for V defined on a closed surface, and
K ≡
∫ 2π
0
dσW−1 (DλBµν +DµBνλ +DνBλµ)W
dxµ
dσ
dxν
dτ
dxλ
dζ
−[T (B,A, τ) , T (B,A, ζ)]
(3.12)
The fact that V for closed surfaces can be obtained by integrating either (3.1) or
(3.11) leads us to the formulation of a generalized nonabelian Stokes theorem. The
integration of (3.1) and (3.11) gives
P exp
(∫
Σ
dτdσW−1BµνW
dxµ
dσ
dxν
dτ
)
= Pˆ exp
(∫
Ω
dζdτ V K V −1
)
(3.13)
where P and Pˆ mean surface and volume ordering respectively.
This expression has many applications. We will use it here to construct conserved
charges and to discern integrable local field theories. As we will show in Section 5, K is
in fact a curvature in the space of loops corresponding to the connection T in eq (3.2).
3.1 Construction of conserved charges
Constructing the conserved quantities in (2 + 1)-dimensions is more complicated and
more subtle. Naive idea is basically correct except that one has to be very careful
and verify that everything is gauge invariant and only depends on data at the fixed
time slice. For simplicity we take spacetime to be R × S2 to avoid intricate model
dependency on boundary conditions at spatial infinity.
Consider a surface Σ with boundary Γ and basepoint x0 ∈ Γ. We can think of such
a surface as a map f from the square [0, 2π]2 parametrized by (σ, τ) to the spacetime
with the following constraints. The left, bottom and right edges get mapped to x0
and the top edge maps to the curve Γ which is the point set {f(σ, 2π)|σ ∈ [0, 2π]}.
We will represent this pictorially as Figure 1. To such a surface we associate V (Σ, x0)
by integrating (3.1). One can verify that under a gauge transformation g(x) we have
V (Σ, x0) → g(x0)−1V (Σ, x0)g(x0). We are ultimately interested is allowing at a fixed
time Σ to wrap once around S2 while Γ collapses to x0. This V (S
2, x0) is not gauge
11
x0 x0
x0
Γ
Figure 1: The left, bottom and right edges of the square get mapped
to x0 and the top edge is mapped to Γ.
invariant transforming via the adjoint representation at x0. We can take a character
which will be gauge invariant. Our conserved quantities are χ(V (S2, x0)) though we
have not proved this yet. In fact the invariant is actually independent of the choice
of basepoint. To see this go back to the definition of T and ask what happens if you
change basepoint to x′0 elsewhere on the boundary. The first observation is that parallel
transport from x0 to x
′
0 is independent of path, i.e., it is only a function W (x
′
0, x0) of
the two points on Γ. You can compare the definition of the two T ’s with the two choices
of basepoints and see that they are related via conjugation by W (x′0, x0). Since the
conjugation element is independent of (σ, τ) one can immediately see from differential
equation (3.1) how changing the basepoint affects V . The conclusion is that
V (Σ, x′0) =W (x
′
0, x0)
−1V (Σ, x0)W (x
′
0, x0) .
Thus characters of V are independent of the choice of basepoint. Our tentative constant
of the motion χ(V (S2, x0)) does not depend on the basepoint. We now have to prove
that it is a constant of motion.
Consider the situation depicted in Figure 2 of a closed surface Σ0 ∪ Σ˜0 made by
joining along a common boundary Γ0. We assign the same basepoint x0 to both sur-
faces. The surface Σ0∪ Σ˜0 is homotopically trivial in R×S2. By choosing orientations
correctly on the surfaces it is clear that
V (Σ0, x0) = V (Σ˜0, x0) (3.14)
because we proved that with F = 0 and DB = 0 the value of V is independent of Σ as
long as ∂Σ = Γ0. To get a constant of the motion we would like to proceed as follows.
Write Σ˜0 = Σt ∪ Σ1. Assume Σ0 and Σ1 are fixed time surfaces at respective times x00
and x01. Collapse the respective boundaries Γ0 and Γ1 to points x0 and x1 so that the
respective closed surfaces wrap once around the “spatial sphere”. Now collapse Σt to a
curve. Since V is roughly a surface integral we would naively expect the contribution
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Σt
Γ1
x1
Σ1
Γ0
x0
Σo
Figure 2: This figure may be viewed as the union of a top disk Σ1 with
boundary Γ1, a cylinder Σt with boundary Γ1 ∪ Γ0 and a
bottom disk Σ0 with boundary Γ0 all glued along the common
boundaries. We denote Σt ∪ Σ1 by Σ˜0.
from Σt to vanish and conclude V (S
2, x0) = V (S
2, x1). This naive answer does not
have the right gauge transformation properties. In fact, the correct answer as we will
soon show is that
V (S2, x0) =W (x1, x0)
−1V (S2, x1)W (x1, x0) (3.15)
where W (x1, x0) is parallel transport from x0 to x1. This equation transforms cor-
rectly under gauge transformations. By taking a character we have χ(V (S2, x0)) =
χ(V (S2, x1)). Therefore
χ(V (S2, x0)) (3.16)
is a constant of the motion. By previous arguments both sides are independent of the
basepoints. Thus we have constructed constants of motion which only depend on data
at fixed time. The constant of motion does not depend on choice of basepoint.
We now begin proving (3.15). The easiest way to solve for V is to exploit the ability
to integrate differential equation (3.1) backwards. We will begin with the loop Γ0 and
integrate to the point x0. Our surface of interest is Σ˜0 which is topologically a disk.
For our purposes it is best to think of a disk as a cylinder with an end cap. We scan
the surface as in Figure 3. On the left we have the representation in the (σ, τ) square.
To make the discussion clearer we will rescale the parameters σ and τ such that they
range from 0 to 1. Fix a path Γ10 from x0 to x1. By making good choices for paths of
integration we can simplify the computation.
For 0 ≤ τ ≤ 1/3, the integration curve γτ needed to compute T is the following.
Move upwards along Γ10 until at parameter σ = 1/3 you are fraction 3τ to x1. Now
13
x0
Σt
Σ1
Γ1
Γ0
x1
Γ10
x0
Γ0
Γ1
x1
x0
x0
x1x1
σ
τ
Figure 3: On the left we have the representation of the scan of Σ˜0 in the
(σ, τ) square. On the right, all loops begin at x0. We draw a
loop with 0 < τ < 1/3 and another one with 1/3 < τ < 2/3.
move circumferentially until you return to the starting point of the circle. This should
now be σ = 2/3. Finally move downwards along Γ10 until you return to x0 at σ = 1.
We increase τ until we get to τ = 1/3 where the circumferential path is Γ1.
For τ ∈ (1/3, 2/3] we choose the curve γτ in the following way. Begin at x0 and
move along Γ10 such that at σ = 1/3 you are at x1. For σ ∈ [1/3, 2/3] you are in a
path which is no different than one which you will use to scan the cap Σ1. You require
that the path ends at x1 at σ = 2/3. Finally you move down along Γ10 until at σ = 1
you are at x0. At τ = 2/3 you have finished scanning the cap and the path γ2/3 is just
Γ10 traversed forwards and backwards.
Finally for τ ∈ (2/3, 1] what you do is begin at x0 move up along Γ10 a fraction
3(1− τ) to x1 and reverse your path. This is the interpretation of Figure 3.
We have to integrate differential equation (3.1). We first integrate from τ = 0 to
τ = 1/3 obtaining V (Στ ). We do not need to know much about V (Στ ). Continue
integrating the differential equation. Let us study the form of (3.2) for τ ∈ [1/3, 2/3].
The contribution to integral (3.2) for σ ∈ [0, 1/3] cancels the contribution for σ ∈
[2/3, 1] because the path Γ10 has been traversed forward and backwards. We are left
with
Tx0(τ) =
∫ 2/3
1/3
dσW (x, x0)
−1Bµν(x)W (x, x0)
dxµ
dσ
dxν
dτ
where we have used the notation that W (z, y) is parallel transport from y to z. The
notation Tx0 refers to that we are parallel transporting back to x0. In the above x
represents x(σ, τ). We simply observe that W (x, x0) = W (x, x1)W (x1, x0). Inserting
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this into the above leads to
Tx0(τ) =W (x1, x0)
−1
(∫ 2/3
1/3
dσW (x, x1)
−1Bµν(x)W (x, x1)
dxµ
dσ
dxν
dτ
)
W (x1, x0)
Notice that what is between the large parentheses is precisely Tx1 which is what we need
to calculate V (Σ1, x1). As τ grows to 2/3 we scan the cap Σ1. Thus if we return to the
differential equation and integrate to τ = 2/3 we obtain V (Σt)W (x1, x0)
−1V (Σ1, x1)
W (x1, x0). The integration from τ = 2/3 to τ = 1 is trivial since T vanishes for that
range. Our final result is that
V (Σ˜0, x0) = V (Σt)W (x1, x0)
−1V (Σ1, x1)W (x1, x0)
Using deformation independence we have
V (Σ0, x0) = V (Σt)W (x1, x0)
−1V (Σ1, x1)W (x1, x0) (3.17)
This is our main result which may also be used to prove the Lorentz invariance of our
charges. We use a special case to establish (3.15) by observing that collapsing Σt to a
curve results in V (Σt) = I because T = 0 along the collapsed curve.
3.2 Local integrability conditions
As we have seen, in order to construct conserved quantities we have to require the
quantity V , introduced in (3.1), to be surface independent. A sufficient condition is
to have the curvature K, defined in (3.12), equal to zero. Note that K is a nonlocal
quantity.
We want to discuss now two possible ways of introducing local conditions that
guarantee the vanishing of K. These will constitute local generalizations, in three
dimensions, of the zero curvature condition (1.1) in two dimensions. We will construct
examples of higher dimensional field theories where these conditions are generically
equivalent to or imply the classical equations of motion. This distinction will be at the
basis of an integrability criterion, which can in turn unravel new integrable systems.
Furthermore, it will be shown how our geometrical formulation can be used to construct
solutions and conserved charges, an infinite number in the integrable case.
3.2.1 First type of integrable models: BF Theories, Chern-Simons and 2+1
gravity
We have taken the connection Aµ to be flat in order for V to be independent of the way
we scan the surface with loops. We now consider the cases where Bµν is covariantly
15
constant
DλBµν = 0 , Fµν = 0 (3.18)
Now, if we choose the value of Bµν on a given point of space time to be, let us say, B
(0)
µν
then
Bµν(x) ≡W (x)B(0)µνW−1(x) (3.19)
satisfies (3.18) by virtue of (3.4). In addition, from (3.2)
T (B,A, τ) = B(0)µν
∫ 2π
0
dσ
dxµ
dσ
dxν
dτ
(3.20)
So, if all the components of B(0)µν commute among themselves, i.e.
[B(0)µν , B
(0)
ρσ ] = 0 (3.21)
one concludes from (3.12) and (3.18) that K vanishes. Notice that (3.19) and (3.21)
imply that on every point of space time, all components of Bµν commute among them-
selves, but components at different points do not have to do so.
Therefore, from the arguments leading to (3.16) one concludes that we have con-
served quantities. In three space time dimensions, introduce the constant Lie algebra
valued vector
vµ ≡ 1
2
εµνρB(0)νρ (3.22)
Then ∫
Σ
dτdσW−1BµνW
dxµ
dσ
dxν
dτ
= vρ ερµν
∫
Σ
dτdσ
dxµ
dσ
dxν
dτ
≡ vρ SΣρ (3.23)
where SΣρ is the vector associated to the area of the surface Σ. We get the conservation
laws (3.16) given by χ (exp vµSµ(S
2)).
The equations of motion of the BF theory [13], without the kinetic terms, are just
(3.18). Therefore the sector of these theories, corresponding to those Bµν constructed
out of an abelian B(0)µν , constitute an example of an “integrable” theory in 2 + 1 di-
mensions. Of course, the classical conservation law is trivial because we are dealing
with a “topological” theory. The equations of motion of the Chern-Simons theory are
just Fµν = 0, and so these models are also examples of our construction. We can also
include 2 + 1 gravity into the game, since it is equivalent to the Chern-Simons theory
for the 2 + 1 Poincare´ algebra [14].
3.2.2 The second type of integrable models
Let Gˆ be a nonsemisimple Lie algebra and P an abelian ideal of Gˆ. Then, if one takes
Aµ ∈ Gˆ ; Bµν ∈ P (3.24)
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it follows that
W−1BµνW ∈ P (3.25)
and so, the commutator term in (3.12) vanishes
[T (B,A, τ) , T (B,A, ζ)] = 0 (3.26)
since P is abelian.
Therefore, if we now impose
DλBµν +DµBνλ +DνBλµ = 0 (3.27)
we get, from (3.12), that K = 0 and so from (3.9) we have that δV V −1 = 0. Therefore,
V is independent of the surface Σ as long as its border is kept fixed.
In three space time dimensions we introduce the dual of Bµν as
B˜µ ≡ 1
2
ǫµνρBνρ (3.28)
Therefore, the conditions for V to be surface independent are written as ((3.27) and
the flatness of Aµ (3.3))
DµB˜
µ = 0 , Fµν = 0 (3.29)
These are the local integrability conditions which we introduce for theories defined
on three dimensional space time, and which constitute a generalization of the zero
curvature condition (1.1) in two dimensions. Notice therefore, that the appearance
of local integrability conditions is associated to the structures of nonsemisimple Lie
algebras. Principal chiral models for any Lie algebra, nonlinear sigma models and CP 1
and submodels are easily formulated in this scheme. We will discuss the latter in detail
at the end.
According to Levi’s theorem [15] it follows that if Gˆ is finite-dimensional and P
is its radical (maximal solvable ideal), then Gˆ = H + P, where H is a semi-simple
Lie subalgebra of Gˆ. The examples we shall treat in this paper are of this type, and
therefore we will consider nonsemisimple Lie algebras of the following form. Let G be
a Lie algebra and R be a representation of it. We then construct the nonsemisimple
Lie algebra GR as
[Ta , Tb] = f
c
abTc
[Ta , Pi] = PjRji (Ta)
[Pi , Pj ] = 0 (3.30)
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where Ta constitute a basis of G and Pi a basis for the abelian ideal P (representation
space). The fact that R is a matrix representation, i.e.
[R (Ta) , R (Tb)] = R ([Ta , Tb]) (3.31)
follows from the Jacobi identities.
We take the connection Aµ to be in G and the antisymmetric tensor field Bµν to be
in P , i.e.
Aµ = A
a
µTa , Bµν = B
i
µνPi (3.32)
Therefore, all the results obtained above, i.e. (3.25)-(3.29), apply equally well to this
particular case.
It is worthwhile to think a bit about the structure of the Lie algebra GR. The
G-representation R acts on a vector space VR. Mathematically we have that VR is
an abelian ideal in GR = G ⊕ VR. It may be that there is more than one choice of
representation R which makes (3.29) valid. For example assume we have representa-
tions {R1, R2, . . . , Rn} and representation spaces {V1, . . . , Vn} in which our formula-
tion is valid. One can now consider this as either a problem involving n Lie algebras
{GR1 , . . . ,GRn} or a problem involving a single big Lie algebra Gbig = G ⊕ V1 . . .⊕ Vn
where the abelian ideals Vj commute among themselves. In Section 6.1.1 we construct
an infinite number of conserved currents for a certain model based on finding an infinite
sequence of representations {R1, R2, R3, . . .}. As just mentioned one may think of the
construction of this infinity of conserved currents as due to the presence of an infinite
dimensional Lie algebra. In fact, as discussed in the next subsection, this can be taken
as a criterion for integrability.
Notice that equations (3.29) are indeed conservation laws. It follows from (3.4) and
(3.29) that the currents
Jµ ≡W−1 B˜µW (3.33)
are conserved
∂µ Jµ = 0 (3.34)
The conserved charges obtained from (3.34) are the same as those from (3.16).
Indeed, since Bµν lives on an abelian invariant subalgebra, the surface ordering is not
necessary: ∫
S2
dτdσW−1BµνW
dxµ
dσ
dxν
dτ
=
∫
S2
dsµ J
µ (3.35)
where dsµ ≡ dτdσǫµνρ dxνdσ dx
ρ
dτ
.
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Notice that (3.29) is invariant under the local gauge transformations
Aµ → Agµ = g Aµ g−1 − ∂µg g−1
Bµν → Bgµν = g Bµν g−1 with g ≡ exp G (3.36)
The currents (3.33) are gauge invariant. The transformations (3.36) imply that
W (x)→ g(x)W (x)g(x0))−1 where we have chosen to take x0 =∞. We require g(∞) =
1 and consequently we find that Jµ → Jµ.
Since the connection Aµ is flat, i.e. [Dµ , Dν ] = 0, we have that (3.29) are also
invariant under the gauge transformations
Aµ → Aµ
Bµν → Bµν +Dµαν −Dναµ (3.37)
where αµ is a vector parametrizing the transformations.
Under (3.37), the currents (3.33) transform as
Jµ → Jµ + ǫµνρ∂ν
(
W−1αρW
)
(3.38)
The algebra of the gauge transformations (3.36) is isomorphic to the algebra of the
Ta’s. The algebra of (3.37) is abelian, and in fact the same as the algebra of the Pi’s.
The transformations (3.36) and (3.37) do not commute. Indeed, performing (3.36) first
and then (3.37) one gets
Aµ → g Aµ g−1 − ∂µg g−1
Bµν → g Bµν g−1 +DAgµ αν −DA
g
ν αµ (3.39)
Now, performing (3.37) first and then (3.36) one gets
Aµ → g Aµ g−1 − ∂µg g−1
Bµν → g Bµν g−1 + g
(
DAµαν −DAν αµ
)
g−1 (3.40)
And one can check that
DA
g
µ αν = g
(
DAµ
(
g−1ανg
))
g−1 (3.41)
In fact, taking infinitesimal transformations, with g ∼ 1 + ǫ (ǫ ≡ ǫaTa), one gets
that
[δǫ , δα]Aµ = 0 (3.42)
[δǫ , δα]Bµν = D
A
µ [ǫ , αν ]−DAν [ǫ , αµ]
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Therefore, the full algebra of gauge transformations (3.36) and (3.37) is isomorphic to
the algebra GR (3.30).
These gauge transformations play an important role in the construction of solutions.
In fact, if one knows a (trivial) solution for the zero curvature conditions (3.29), then
the transformed potentials Aµ and Bµν correspond to a new (non trivial) solution.
That enable us to implement a dressing like method for the construction of solutions.
We shall discuss that on a more concrete basis in the case of the CP 1 model in section
6.1.3.
4 Four dimensional integrability
Building on the results of the two and three dimensional cases we now consider a three
dimensional volume Ω with boundary ∂Ω. We choose a fixed point x0 on ∂Ω and
we scan the volume Ω with closed two dimensional surface, all having basepoint x0
in common. We parametrize these closed surfaces by parameter ζ such that ζ = 0
corresponds to the infinitesimal closed surface around x0 and ζ = 2π corresponds to
the boundary ∂Ω. We then introduce3 antisymmetric tensors Hµνρ and Bµν , and two
vectors Aµ and Aµ. We define the quantity U through the equation
dU
dζ
+ S(H,B,A,A, ζ)U = 0 (4.1)
where
S(H,B,A,A, ζ) =
∫ 2π
0
dτ V
(∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
dxρ
dζ
)
V −1 (4.2)
and where V is defined in (3.1), and W satisfies the equation (2.1) with Aµ replace by
Aµ, i.e.
dW
dσ
+Aµdx
µ
dσ
W = 0 (4.3)
The quantity S(H,B,A,A, ζ) is defined on every closed surface scanning Ω, and
in order to calculate it we scan every one of these closed surfaces with loops passing
through the common fixed point x0. We parametrize such scanning by τ , such that
τ = 0 and τ = 2π correspond to infinitesimal loops around x0, defining the beginning
3The formulation below is actually more general than what is needed in the examples of 4-
dimensional integrability. This more general structure reduces to the simpler structure discussed
in Section 5.4 in our examples.
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and end of the scanning. All these loops are parametrized in their turn by σ, such that
σ = 0 and σ = 2π correspond to x0, their initial and final point.
Although the actual integration of the equation (4.1) involves a scanning of the
volume Ω, we do not want U to depend upon the choice of that scanning. Now, in any
scanning each point of the volume Ω belongs to a given loop, which in its turn belongs
to a given closed surface. The quantity W−1HµνρW in (4.2) is defined on each point
of Ω, but its actual value is found by integrating (4.3), from x0 to that given point,
through the loop that such point belongs to. However, as we discussed below (3.3),
the quantity W−1HµνρW will depend only on the point and not on the loop that the
point belongs to. If the connection Aµ is flat then one has
Fµν ≡ ∂µAν − ∂νAµ + [Aµ , Aν ] = 0 (4.4)
The quantity
dX(τ) ≡
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxνdxρ (4.5)
is a function of the loop labeled by τ , and does not depend upon the closed surface
to which such loop belongs to. However, the quantity V (τ) depends not only on the
loop labeled by τ but also, according to (3.1), on the surface it was integrated through.
Therefore, if we want the quantity
V (τ) dX(τ) V −1(τ) (4.6)
to depend only on the loop, we have to impose that V should be invariant under
deformations of the surface which keep the boundary fixed. But, from (3.9) and (3.12)
we saw that a sufficient condition for that is
K(B,A) = 0 (4.7)
Therefore (4.4) and (4.7) are sufficient conditions for the quantity U defined in
(4.1), to be independent of the way we scan Ω. According to (2.5) and (3.9) we then
have that
δW = −AµWδxµ (4.8)
and
δV = V
∫ 2π
0
dσ W−1Bµν W
dxµ
dσ
δxν (4.9)
We now want to study how U changes as we vary the volume Ω, but keeping the
point x0 fixed. So, from (4.1) one has
U−1
dδU
dζ
+ U−1 δS(H,B,A,A, ζ)U + U−1 S(H,B,A,A, ζ) δU = 0 (4.10)
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Again from (4.1) one gets
dU−1
dζ
− U−1 S(H,B,A,A, ζ) = 0 (4.11)
and so
d
dζ
(
U−1δU
)
= −U−1δS(H,B,A,A, ζ)U (4.12)
When evaluating δS(H,B,A,A, ζ), we perform an integration by parts whenever
we have a derivative of δxµ and use the fact that
δxµ(σ = 0) = δxµ(σ = 2π) = δxµ(τ = 0) = δxµ(τ = 2π) = δxµ(ζ = 0) = 0 (4.13)
Then, performing the calculation one gets (without keeping the border of Ω fixed)
U−1δU(ζ) = −U−1
(∫ 2π
0
dτ V
(∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
δxρ
)
V −1
)
U
−
∫ ζ
0
dζ ′U−1
(∫ 2π
0
dτ V
(∫ 2π
0
dσ×
× W−1 (DλHµνρ −DµHνρλ +DνHρλµ −DρHλµν)W dx
µ
dσ
dxν
dτ
dxρ
dζ ′
δxλ
)
V −1
− [S(H,B,A,A, ζ ′) ,
∫ 2π
0
dτV
(∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
δxρ
)
V −1]
)
U
−
∫ ζ
0
dζ ′U−1
∫ 2π
0
dτ V
(
[T (B,A, δ) ,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
dxρ
dζ ′
]
− [T
(
B,A,
d
dτ
)
,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxρ
dζ ′
δxν ]
− [T
(
B,A,
d
dζ ′
)
,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
δxρ]
)
V −1U (4.14)
where we have denoted
T (B,A, ∗) ≡
∫ 2π
0
dσW−1BµνW
dxµ
dσ
∗ xν (4.15)
and have introduced the covariant derivative
DλHµνρ ≡ ∂λHµνρ + [Aλ , Hµνρ] (4.16)
If we perform the integration up to ζ = 2π, and keep the border ∂Ω fixed, i.e.
δxµ(ζ = 2π) = 0 (4.17)
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we get that the first term on the r.h.s. of (4.14) vanishes.
We now consider the case where the three dimensional volume Ω is closed, and
so ∂Ω is reduced to a point. Let M be the four-volume which boundary is Ω. We
can now scan M with closed three-volumes which have the fixed point x0 in common.
We parametrize such closed three-volumes by ξ such that ξ = 0 correspond to the
infinitesimal volume around x0 and ξ = 2π to the border Ω. We can then consider the
variation discussed above to correspond to the deformation of one closed three-volume
into the other, and we write δ ≡ dξ d
dξ
. Denoting by Uc the quantity U integrated over
a closed three-volume we then obtain from (4.14)
dUc
dξ
+ Uc
(∫ 2π
0
dζU−1CU
)
= 0 (4.18)
where we have introduced the quantity
C =
∫ 2π
0
dτ V
(∫ 2π
0
dσ×
× W−1 (DλHµνρ −DµHνρλ +DνHρλµ −DρHλµν)W dx
µ
dσ
dxν
dτ
dxρ
dζ
dxλ
dξ
−
[
T
(
B,A,
d
dξ
)
,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
dxρ
dζ
]
−
[
T
(
B,A,
d
dτ
)
,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxρ
dζ
dxν
dξ
]
−
[
T
(
B,A,
d
dζ
)
,
∫ 2π
0
dσW−1HµνρW dx
µ
dσ
dxν
dτ
dxρ
dξ
])
V −1
− [S(H,B,A,A, ζ) , S(H,B,A,A, ξ)] (4.19)
The fact that U for closed three-volumes can be obtained by integrating either
(4.1) or (4.18) allows us to formulate another generalized non abelian Stokes theorem.
Integrating (4.1) over a closed three-volume Ω and (4.18) over a four-volumeM which
boundary is Ω one gets
Pˆ exp
(∫
Ω
dζdτ V
(
dσW−1HµνρW dx
µ
dσ
dxν
dτ
dxρ
dζ
)
V −1
)
= P˜ exp
(∫
M
dξdζ U−1CU
)
(4.20)
where Pˆ means three-volume ordering and P˜ four-volume ordering.
Notice from (4.14) and (4.19) that C = 0 is a sufficient condition for U to be
independent of the three-volume Ω, as long as its border ∂Ω is kept fixed. In particular,
if Ω is a closed volume it follows that U integrated over Ω is equal to its initial value
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at x0, i.e. U(x0), because due to volume independence we can continuously deform Ω
to the infinitesimal volume around x0.
The construction of the conserved charges is a messy generalization of the discussion
given in Section 3.1. Assume spacetime is R× S3. We briefly state that if we take the
three surface to be a fixed time three sphere and if the curvature (4.19) vanishes then
characters of U are constants of the motion.
4.1 Local integrability conditions
The construction of the conserved quantities discussed above requires the vanishing of
the curvature C (4.19). However, that is a highly non local quantity. We now discuss
how to impose local conditions which guarantee the vanishing of C.
In the three dimensional case we have seen two manners of imposing local integra-
bility conditions. In the four dimensional case the local conditions are very similar.
We need in fact the vanishing of four curvatures, namely
Fµν = 0 ; Fµν = 0 ; K = 0 ; C = 0 (4.21)
The first two imply
Aµ = −∂µW W−1 Aµ = −∂µWW−1 (4.22)
Now, the vanishing of K, as we saw in subsection 3.2, can be achieved with two
types of local conditions
1. By choosing Bµν on a given point of space time to be B
(0)
µν such that
Bµν(x) ≡W (x)B(0)µνW−1(x) ; with [B(0)µν , B(0)ρσ ] = 0 (4.23)
which implies
DλBµν = 0 (4.24)
2. By choosing
Aµ = A
a
µTa , Bµν = B
i
µνPi (4.25)
with Ta and Pi satisfying (3.30), and imposing
DλBµν +DµBνλ +DνBλµ = 0 (4.26)
which in four dimensions can be written as
DµB˜
µν = 0 ; with B˜µν ≡ 1
2
ǫµνρσBρσ (4.27)
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These two cases imply that V has the form of a product of exponentials of generators
of an abelian algebra (generators of B(0)µν in the first case, and Pi’s in the second).
One way of canceling the terms involving T (B,A, ∗) in (4.19) is to impose that such
abelian subalgebras (where T (B,A, ∗) lives) should commute with the algebra where
W−1HµνρW lives. But, if that is so, we observe that V commutes withW−1HµνρW, and
therefore S(H,B,A,A, ζ), defined in (4.2) lives on the same algebra as W−1HµνρW.
So, one way of canceling the last term of (4.19) is to impose that the algebra where
W−1HµνρW lives is also abelian. Therefore, the vanishing of C requires now the local
condition
DλHµνρ −DµHνρλ +DνHρλµ −DρHλµν = 0 (4.28)
Therefore, we shall consider four cases of local conditions for the vanishing of the
curvatures (4.21). In analogy with (3.30), we introduce the algebra
[Ta , Tb] = f
c
abTc [Tr , Ts] = CursTu
[Ta , Pi] = PjRji (Ta) [Tr , Sm] = SnRnm (Tr)
[Pi , Pj] = 0 [Sm , Sn] = 0 (4.29)
and
[Pi , Sm] = 0 (4.30)
where again, due to the Jacobi identities, R and R constitute matrix representation of
the algebra of Ta’s and Tr’s respectively, i.e.
[R (Ta) , R (Tb)] = R ([Ta , Tb]) [R (Tr) , R (Ts)] = R ([Tr , Ts]) (4.31)
Notice that we are not assuming anything about the commutation relations [Ta , Tr],
[Ta , Sm], and [Tr , Pi]. That is because they are not relevant for the
The local conditions are
• Type I) We take
Aµ = A
a
µ Ta ; Aµ = Arµ Tr ; Bµν = Biµν Pi ; Hµνρ = Hmµνρ Sm (4.32)
and also
Fµν = 0 Fµν = 0 DµB˜µν = 0 DµH˜µ = 0 (4.33)
where
H˜µ ≡ 1
3
ǫµνρσHνρσ (4.34)
and B˜µν is defined in (4.27).
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• Type II) We take
Aµ = A
a
µ Ta ; Bµν = B
i
µν Pi
Hµνρ(x) ≡ W(x)H(0)µνρW−1(x) ; [H(0)µνρ , H(0)µ′ν′ρ′] = 0 (4.35)
with
[H(0)µνρ , Pi] = 0 (4.36)
and also
Fµν = 0 Fµν = 0 DµB˜µν = 0 (4.37)
Notice that (4.35) and (4.37) imply
DλHµνρ = 0 (4.38)
• Type III) We take
Aµ = Arµ Tr Hµνρ = Hmµνρ Sm Bµν(x) = W (x)B(0)µνW−1(x) [B(0)µν , B(0)ρσ ] = 0
(4.39)
with
[B(0)µν , Sm] = 0 (4.40)
and also
Fµν = 0 Fµν = 0 DµH˜µ = 0 (4.41)
Notice that (4.39) and (4.41) imply
DρBµν = 0 (4.42)
• Type IV) Finally we take
Bµν(x) = W (x)B
(0)
µνW
−1(x) Hµνρ(x) ≡ W(x)H(0)µνρW−1(x)
[B(0)µν , B
(0)
ρσ ] = 0 [H
(0)
µνρ , H
(0)
µ′ν′ρ′ ] = 0 (4.43)
with
[H(0)µνρ , B
(0)
µ′ν′ ] = 0 (4.44)
and also
Fµν = 0 Fµν = 0 (4.45)
Notice that (4.43) and (4.45) imply
DρBµν = 0 DλHµνρ = 0 (4.46)
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In the cases of the integrability conditions of types I and II we have the conserved
currents
Kµν ≡W−1B˜µνW ∂µKµν = 0 (4.47)
and in the cases of types I and III we have
J µ ≡ W−1H˜µW ∂µJ µ = 0 (4.48)
In all four cases we have the gauge symmetries
Aµ → g Aµ g−1 − ∂µg g−1
Bµν → g Bµν g−1 (4.49)
and
Aµ → GAµG−1 − ∂µGG−1
Hµνρ → GHµνρG−1 (4.50)
where g and G, according to each case, are elements of groups whose Lie algebras are
those of Aµ and Aµ respectively. The conserved currents J µ and Kµν are invariant
under these gauge transformations.
In the cases of the integrability conditions of types I and II we have the additional
gauge symmetries
Aµ → Aµ
Bµν → Bµν +Dµαν −Dναµ (4.51)
where the parameters αµ take values in the abelian algebra generated by the Pi’s.
Under these transformations, the currents Kµν transform as
Kµν → Kµν + ǫµνρσ ∂ρ
(
W−1ασW
)
(4.52)
For the integrability conditions of types I and III we have the gauge symmetries
Aµ → Aµ
Hµνρ → Hµνρ +Dµβνρ +Dνβρµ +Dρβµν (4.53)
where the parameters βµν (= −βνµ) take values in the abelian algebra generated by
the Sm’s. The conserved currents J µ transform, under (4.53), as
J µ → J µ + ǫµνρσ ∂ν
(
W−1βρσW
)
(4.54)
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5 Curvature in loop space
We now show that the explicit results of the previous sections are concrete realizations
of a geometrical principle: the vanishing of curvature in an appropriate loop space.
5.1 Review of principal bundles: general theory
Assume we have a manifold M and we would like to construct a principal bundle P
with structure group G. The construction of P proceeds as follows. Let {Uα} be an
open cover for M . Locally the bundle P is isomorphic to Uα × G. The bundle is
defined by specifying some transition functions φαβ : Uα ∩ Uβ → G. On a nonempty
overlap Uα ∩ Uβ the point (x, gα) ∈ Uα × G is identified with (x, gβ) ∈ Uβ × G via
gαφαβ = gβ. A connection on the bundle may be specified in two different but equivalent
ways. There is a local definition defined in terms of the cover. A connection is given
by a collection of Lie algebra valued one forms {Aα} such that on Uα ∪ Uβ one has
Aβ = φ
−1
αβdφαβ+φ
−1
αβAαφαβ. The second definition is global and may be inferred from the
local cover definition. At (x, gα) ∈ Uα×G consider the one form ωα = gαAαg−1α −dgαg−1α .
One can easily check that over Uα ∩ Uβ the one forms ωα and ωβ agree, i.e., ωα = ωβ.
Therefore, there exists a globally defined one form ω such that its restriction is precisely
ωα. Note that if we cavalierly write ω = gAg
−1 − dgg−1 then
dω = g(dA)g−1 + dg ∧ Ag−1 + gA ∧ g−1dgg−1 − dgg−1 ∧ dgg−1
= −ω ∧ ω + g(dA+ A ∧A)g−1
Since ω is globally defined we have that Ω = dω+ω∧ω is also globally defined. This is
the global definition of the curvature and it is related to the local one by Ω = gFg−1.
For completeness we give the intrinsic definition of ω. A connection ω is a Lie algebra
valued 1-form on P such that its restriction to the fiber is the right invariant 1-form
−dgg−1 on G, and such that under the left action of G on P by (a constant) element
h one has ω → hωh−1.
In addition we need the parallel transport operator W . We need to be a bit more
explicit with notation in this section thus we will briefly reiterate previous definitions
with more attention to the parameter σ along curve. Let x0 be a fixed point on M
and let x(σ) be a curve then parallel transport from x0 = x(0) to x(σ) is the solution
to the ordinary differential equation
d
dσ
W (σ) + Aµ(x(σ))
dxµ
dσ
W (σ) = 0 .
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with initial condition W (0) = I.
None of the above discussions depends on the manifold M being finite dimensional
and thus can be applied to the infinite dimensional case. This is what we will do.
5.2 Connections on loop spaces
Assume we have a principal bundle P → M with connection. For a fixed point x0 ∈M
let Ω(M,x0) be the space of all loops based at x0:
Ω(M,x0) = {γ : S1 →M | γ(0) = x0} .
we now want to construct a principal G-bundle over Ω(M,x0) with connection. Note
that the structure group of the bundle is a finite dimensional group not a loop group.
It will be the trivial bundle P = Ω(M,x0)×G. Conceptually the bundle is constructed
as follows. Over x0 ∈ M the bundle P → M has fiber Px0 which is isomorphic to G.
All loops in Ω(M,x0) have x0 ∈M as a starting point so we can consider them having
Px0 in common. This is the common fiber in the cartesian product Ω(M,x0) × G.
Mathematically we have a natural map π : Ω(M,x0) → M given by π(γ) = x0. The
bundle P is just the pullback bundle π∗P , see [25]. Since P → Ω(M,x0) is a trivial
bundle we can put the trivial connection on it. There is a more interesting connection
one can put on it which exploits the connection on the bundle P → M . Consider a
Lie algebra valued 2-form B on M such that under the transition function φ we have
B → φ−1Bφ. Let W (σ) be the parallel transport operator from the point x(0) = x0 to
the point x(σ) along the loop γ. We can assign the Lie algebra valued 1-form
A[x(σ)] =
∫ 2π
0
dσ W (σ)−1Bµν(x(σ))W (σ)
dxµ
dσ
δxν(σ) (5.1)
The transformation laws of the above are determined by φ(x0) which is clearly associ-
ated with the common fiber Px0. Thus we can define a connection on P by
̟ = −dgg−1 + g
(∫ 2π
0
dσ W (σ)−1Bµν(x(σ))W (σ)
dxµ
dσ
δxν(σ)
)
g−1 .
Thus we can treat A as the connection in a certain trivialization. The curvature is
given by F = δA + A ∧ A. The curvature F becomes expression (3.12) when we
specialize to a flat connection A.
What do we mean when we say that we want to have parallel transport independent
of path in Ω(M,x0)? Look at the space Ω(M,x0) and consider a curve Γ in Ω(M,x0)
parametrized by τ such that Γ(0) is the “constant curve” x0. Note that for fixed τ , Γ(τ)
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is a curve xτ (σ) for σ ∈ [0, 2π] in M . Thus it is convenient to “write” Γ as x(σ, τ). The
statement that parallel transport be independent of the choice of curve Γ ∈ Ω(M,x0)
with fixed starting and ending points is the statement that the curvature vanish. If
one wants the parallel transport between points in Ω(M,x0) to be independent of path
then parallel transport should be path independent in M . The reason for this is that a
loop in Ω(M,x0) beginning at the trivial loop may be viewed as a map from the square
[0, 2π]2 to M such that ∂[0, 2π]2 gets mapped to x0. Figure 4 shows two different sets
of “constant” τ curves associated with the same closed 2-submanifold in M . To get
the same result ordinary parallel transport should be path independent, i.e. F = 0.
Figure 4: Decomposition ambiguity. Dotted lines are constant τ
curves.
5.3 The curvature computation
Below we explicitly describe the curvature computation. First we need the standard
result:
W (σ)−1δW (σ) = −W (σ)−1Aµ(x(σ))W (σ)δxµ(σ)
+
∫ σ
0
dσ′ W (σ′)−1Fµν(x(σ
′))W (σ′)
dxµ
dσ′
δxν(σ′) .
We also need definition (5.1). Let δ be the exterior derivative on the space Ω(M,x0)
and thus δ2 = 0 and
δxµ(σ) ∧ δxν(σ′) = −δxν(σ′) ∧ δxµ(σ) .
Computing the curvature F = δA + A ∧ A is tedious, but straightforward, so we
do not reproduce it in detail.
It is convenient to introduce a notation which will simplify the formulas. For
any object X which transforms under the adjoint representation define the parallel
transported object XW by
XW (σ) = W (σ)−1X(σ)W (σ) .
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An elementary exercise shows that
d
dσ
XW = W (σ)−1(DµX)W (σ)
dxµ
dσ
.
Using this notation we have, after partial integrations and use of antisymmetry, we
have:
δA = −
∫ 2π
0
dσ
∫ σ
0
dσ′
[
FWκµ(x(σ
′)), BWλν(x(σ))
] dxκ
dσ′
dxλ
dσ
δxµ(σ′) ∧ δxν(σ)
− 1
2
∫ 2π
0
dσ W (σ)−1 [DλBµν +DµBνλ +DνBλµ] (x(σ))W (σ)
dxλ
dσ
δxµ(σ) ∧ δxν(σ)
To finish the curvature computation we need
A∧A = 1
2
∫ 2π
0
dσ
∫ 2π
0
dσ′
[
BWκµ(x(σ
′)), BWλν(x(σ))
] dxκ
dσ′
dxλ
dσ
δxµ(σ′) ∧ δxν(σ) .
Putting things together we have that the curvature F = δA+A ∧A is given by
F = −1
2
∫ 2π
0
dσ W (σ)−1 [DλBµν +DµBνλ +DνBλµ] (x(σ))W (σ)
× dx
λ
dσ
δxµ(σ) ∧ δxν(σ)
−
∫ 2π
0
dσ
∫ σ
0
dσ′
[
FWκµ(x(σ
′)), BWλν(x(σ))
] dxκ
dσ′
dxλ
dσ
δxµ(σ′) ∧ δxν(σ)
+
1
2
∫ 2π
0
dσ
∫ 2π
0
dσ′
[
BWκµ(x(σ
′)), BWλν(x(σ))
] dxκ
dσ′
dxλ
dσ
δxµ(σ′) ∧ δxν(σ) .
With a slight change of notation this reduces to expression (3.12) when F vanishes.
5.4 Curvature in higher loop spaces
One can generalize the ideas in Section 5 to higher loop spaces. There are at least
two ways to generalize the method presented in three dimensions. First there is the
hierarchical approach we took to four dimension. Here one first imposes zero curvature
in the ordinary sense. Then the loop space zero curvature condition on all the two
dimensional surfaces and finally one deformation independence in three volumes. In
fact we slightly generalized things by introducing a second one form A which was used
to do a different parallel transport on the three volumes. It is clear that this hierarchical
structure can be extended to arbitrary high dimensionality.
31
In the examples we analyzed, we saw that only structure that entered in the four
dimensional case was that associated with the three volumes and the associated parallel
transport. We could have saved a lot of work by just considering this simpler situation
but we were curious about the more general case. If we assume that this is the generic
structure then it is possible to derive the curvature of higher loop spaces. Proceeding
as in the previous sections is algebraically very messy. It is worthwhile investing a little
effort and doing things more mathematically and more abstractly.
One defines the higher loop spaces inductively by Ωn+1(M,x0) = Ω(Ω
n(M,x0), x0).
In layman’s terms we have
Ωn(M,x0) =
{
f : [0, 1]n →M
∣∣∣∣f |∂[0,1]n = x0} (5.2)
=
{
f : Sn → M
∣∣∣∣f(north pole) = x0}
Next we observe that a tangent vector X at N ∈ Ωn(M,x0) is a vector field along
N (not necessarily tangential to N) representing how one deforms N . Note that the
vector field must vanish at x0 because x0 is kept fixed. This replaces the role of δx
µ(σ)
from our earlier discussions.
We now mimic what was done in Section 5.2. First we have a principal bundle
P →M with structure group G and connection A. We assume from the beginning that
A is a flat connection because experience has taught us that this is necessary to avoid
nonlocal behavior. Next we construct the trivial principal bundle P = Ωn(M,x0)×G.
The fiber of this bundle is identified with Px0 as before. We now introduce an (n+ 1)-
form B that transforms under the adjoint representation of the group G. Finally we
construct a Lie algebra valued 1-form which will be our connection on P. One forms
are characterized by their values when applied to a vector. Given a tangent vector X
at N ∈ Ω(M,x0) the value of the connection is
A(X) =
∫
N
W−1(ιXB)W , (5.3)
where ιX is interior multiplication by X . Note that ιXB is an n-form and thus suitable
for integration over N . In the above W is parallel transport from x0 to the relevant
point. We remind the reader that the flatness of the connection ensures that W is a
local function of the endpoint. For convenience we define
BW =W−1BW
then BW is only a function of the point4 x ∈M . To compute the curvature we need to
take the exterior derivative. We apply the standard formula of the exterior derivative
4The basepoint x0 is kept fixed and is thus omitted from our discussions.
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of a 1-form to A and obtain
dA(X, Y ) = XA(Y )− YA(X)−A([X, Y ]) (5.4)
where X and Y are tangent vector fields in a neighborhood of N . How do we interpret
XA(Y ), the directional derivative of the function A(Y ) in direction X? We observe
that X generates a deformation of N thus
XA(Y ) =
∫
N
LX(ιYBW ) ,
where LX is the Lie derivative on M along the flow X . Had we assumed that A was
not flat then we would have had to work much harder as in Section 5.3 because the
action of X on W is nonlocal. Inserting into (5.4) we conclude that
dA(X, Y ) =
∫
N
(
LXιYBW − LY ιXBW − ι[X,Y ]BW
)
(5.5)
We now make an observation which will allow us to compute the curvature in arbitrary
dimension. Let ω be a differential form and let X and Y be vector fields and define an
operator Q(X, Y ) on forms by
Q(X, Y )ω = LXιY ω −LY ιXω − ι[X,Y ]ω − ιY ιXdω + d(ιY ιXω) (5.6)
We now enumerate properties of Q.
1. Q(X, Y ) = −Q(Y,X)
2. Q(X + Z, Y ) = Q(X, Y ) +Q(Z, Y ) for vector fields X, Y, Z
3. Q(X, Y )(ω1 + ω2) = Q(X, Y )ω1 +Q(X, Y )ω2 for forms ω1, ω2
4. Q(fX, Y )ω = fQ(X, Y )ω for any function f
5. Q(X, Y )(fω) = fQ(X, Y )ω for any function f
These properties are straightforward to prove and the only tricky identity required is
LfXω = fLXω+ df ∧ ιXω. The above properties ensure that Q is linear in all possible
ways and thus the derivative terms all cancel. Q(X, Y ) is a linear operator and not
a differential operator. This is very analogous to curvature operators in geometry.
Because of linearity, all we need to determine Q is its components with respect to any
basis. On M choose X = ∂/∂xµ, Y = ∂/∂xν and ω = dxλ1 ∧ dxλ2 ∧ · · · ∧ dxλp . By
inspection one sees that each individual term in (5.6) vanishes. Since all the components
vanish so must Q.
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The vanishing of Q tells us that (5.5) may be written as
dA(X, Y ) =
∫
N
(
ιY ιXdB
W − d(ιY ιXBW )
)
We have to be a little careful. The parallel transport operatorW (x) from x0 to x is not
only a function of the endpoints only but also of the homotopy class of the path. One
may potentially get a boundary contribution if W is multiply valued. In this case one
can think of N as defined by (5.2). The boundary contribution is not there because X
and Y vanish at x0.
The exterior derivative of A may be written as
dA(X, Y ) =
∫
N
(
ιY ιXdB
W
)
(5.7)
=
∫
N
W−1 (ιY ιXDB)W (5.8)
In (5.8) we have rewritten things in terms of the covariant derivative. In computing the
curvature F = dA+A∧A we see that we will get a nonlocal term from the quadratic
term in A. We postulate that integrability in higher dimension corresponds to a flat
connections A and A. Requiring that F = 0 locally requires that
DB = 0 (5.9)
and the vanishing of the the commutator term[∫
N
ιXB
W ,
∫
N
ιYB
W
]
= 0 (5.10)
for all vector fields X and Y . This is our generalization of integrability to higher
dimension.
6 Examples
We work out here some examples of models to show how they are easily fitted in out
approach, and their integrability can be therefore be explored by our methods. We
present in more detail the simplest nontrivial case, which already has interesting and
encouraging new results. Others will follow in a future publication.
6.1 The example of the CP 1 model
We now show that the classical equations of motion of the CP 1 model in 2 + 1 di-
mensions can be written as (3.29), and therefore constitute sufficient conditions for the
surface independence of V , introduced in (3.1).
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The CP 1 model has one complex scalar field u and its equation of motion is (see
for instance [16]) (
1+ | u |2
)
∂2u = 2u∗ (∂µu) (∂
µu) (6.1)
where ∂2 = ∂µ∂
µ = ∂20 − ∂21 − ∂22 .
It can be obtained from the Lagrangian
L = ∂µu∂
µu∗
(1+ | u |2)2 (6.2)
The CP 1 model is invariant under the action of SO(3). Associated with the isom-
etry
u→ eiθ u (6.3)
one has Noether current
JNoet.µ =
1
(1+ | u |2)2 (u
∗∂µu− u∂µu∗) (6.4)
There are two more conserved Noether currents coming from the remaining isometries.
They are the real and imaginary parts of the current
jµ =
∂µu+ u
2∂µu
∗
(1+ | u |2)2 (6.5)
This model also has a topological charge given by5
JTop.µ ≡ −
i
2π
ǫµνλ
∂νu∗∂λu
(1+ | u |2)2 (6.6)
Notice that the Lagrangian and equations of motion of the CP 1 model are invariant
under the discrete symmetry
u→ 1
u
(6.7)
The CP 1 model is the same as the O(3) sigma model which is formulated in terms
of three real scalar fields φ = (φ1, φ2, φ3) [17, 18]. It is defined by the Lagrangian and
constraint
L = 1
2g
(∂µ φ)
2 φ2 = 1 (6.8)
5In fact, any current of the form ǫµνλf(u, u
∗)∂νu∗∂λu, with f(u, u∗) an arbitrary function of u
and u∗, is trivially conserved. Any such current arises as the pullback of a 2-form on CP 1 and is
thus manifestly closed. The cohomology class H2(CP 1,R) is one dimensional so there is only one
independent conserved charge of this type.
35
By adding to the Lagrangian a Lagrange multiplier term λ(φ2− 1), one gets the equa-
tions of motion to be
∂2φ+ (∂µ φ · ∂µ φ)φ = 0 (6.9)
The O(3) sigma model is invariant under the global SO(3) transformations φ →
M · φ, with M being orthogonal 3 × 3 matrices. The corresponding Noether charges
are (write M = exp (iωjTj), with [Ti , Tj] = iǫijkTk)
jiµ ≡ ǫijkφj∂µφk i, j, k = 1, 2, 3 (6.10)
Notice, however, that such currents are constrained by
3∑
i=1
φijiµ = 0 (6.11)
The relation between the two models is achieved by the stereographic projection of
the φ field on the sphere to the u field on the plane. One has
u ≡ u1 + iu2 = φ1 + iφ2
1− φ3 (6.12)
or
φ =
1
1+ | u |2
(
u+ u∗, −i(u− u∗), | u |2 −1
)
(6.13)
Substituting (6.12) into (6.1) one can verify that CP 1 is indeed equivalent to (6.9)
after both are σ-models of the two sphere in the round metric.
These models have Bogomolny type bounds which leads to first order differential
equations. Belavin and Polyakov [17] have shown that the energy functional
E =
∫
d2x
(
(∂0φ)
2 + (∂mφ)
2
)
m = 1, 2 (6.14)
satisfies the bound E ≥ 8πQ, where Q is the topological charge
Q =
1
8π
∫
d2x ǫijkǫmnφi∂mφj∂nφk (6.15)
with i, j, k = 1, 2, 3, and m,n = 1, 2. The conditions for saturating the bound are
∂0φi = 0
∂mφi = ǫijkǫmnφj∂nφk (6.16)
Any solution of these first order differential equations are solutions of the O(3) sigma
model. In terms of the (static) u fields, eqs. (6.16) are the Cauchy-Riemann equations
∂x1 u1 = ∂x2 u2 ∂x2 u1 = −∂x1 u2 (6.17)
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and therefore any meromorphic function leads to a static solution of the CP 1 model.
Of particular interest is the baby-Skyrmion solution which has one unit of topolog-
ical charge and corresponds to
u = x1 + ix2 (6.18)
or
φ =
(
x1
r
sin f(r),
x2
r
sin f(r), cos f(r)
)
; r2 ≡ x21 + x22 (6.19)
with
f = 2 arctg
1
r
(6.20)
We now show that the CP 1 model constitutes an example of the local integrability
conditions (3.29). We introduce the potentials
Aµ =
1
(1+ | u |2) (−i∂µu T+ − i∂µu
∗ T− + (u∂µu
∗ − u∗∂µu) T3) (6.21)
B˜µ =
1
(1+ | u |2)
(
∂µuP
(1)
1 − ∂µu∗ P (1)−1
)
(6.22)
where, following (3.30), T3, T± are the generators of the sl(2) algebra
[T3 , T±] = ±T± , [T+ , T−] = 2 T3 (6.23)
and P
(1)
1 and P
(1)
−1 (together with P
(1)
0 ) transform under the triplet representation of
it. For present and for future use, the commutation relations associated to a generic
spin-j representation of sl(2) (m = −j,−j + 1, . . . , j − 1, j) are given by
[T3 , P
(j)
m ] = mP
(j)
m (6.24)
[T± , P
(j)
m ] =
√
j(j + 1)−m(m± 1) P (j)m±1 (6.25)
[P (j)m , P
(j′)
m′ ] = 0 (6.26)
One can easily check that the gauge potential (6.21) is flat independent of the
equations of motion of the CP 1 model
Fµν = 0 ; off shell. (6.27)
Indeed, (6.21) can be written as in (3.4) with many choices of W ’s. Two particularly
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useful choice are6
W = W1 ≡ eiuT+ eϕT3 eiu∗T− ; and W = W2 ≡ eiu∗T− e−ϕT3 eiuT+ (6.28)
where ϕ = ln(1+ | u |2).
On the other hand one can check that, as a consequence of the CP 1 equations of
motion,
DµB˜
µ = 0 , on shell. (6.29)
In fact, (6.29) is equivalent to the CP 1 equations of motion.
The conserved currents (3.33) in this case are (using W = W1 or W =W2)
Jµ = W
−1 B˜µW = jµ P
(1)
1 − i
√
2 JNoet.µ P
(1)
0 − j∗µ P (1)−1 (6.30)
where JNoet.µ and jµ are respectively given by (6.4) and (6.5).
6.1.1 A simpler submodel of CP 1
In obtaining (6.29) it was important that P
(1)
1 and P
(1)
−1 were respectively the highest
and the lowest spin states of the representation. If we now release that restriction by
introducing
B˜(j)µ =
1
(1+ | u |2)
(
∂µuP
(j)
1 − ∂µu∗ P (j)−1
)
; with j integer and j ≥ 1 (6.31)
one can easily verify that DµB˜
(j)
µ = 0, with Aµ being the same as in (6.21)):
0 =
1
(1 + |u|2)2
{√
j(j + 1)− 2
(
−i∂µu∂µuP (j)+2 + i∂µu¯∂µu¯P (j)−2
)
+
(
(1 + |u|2)∂2u− 2u¯∂µu∂µu
)
P
(j)
+1 +
(
(1 + |u|2)∂2u¯− 2u∂µu¯∂µu¯
)
P
(j)
−1
}
As previously discussed, the j = 1 case leads to the CP 1 equations of motion. On the
other hand, for all j > 1, we see that DµB˜(j)µ = 0 are the equations of motion of the
submodel of CP 1 [16]
∂2 u = 0 ; ∂µu ∂
µu = 0 (6.32)
6Notice that the commutation relations (6.23)-(6.26) are compatible with the hermiticity con-
ditions, T †3 = T3, T
†
± = T∓ and P
(j)
m
†
= (−1)mP (j)−m. Therefore, A†µ = −Aµ, B˜†µ = B˜µ, and
W
†
1 = W
−1
2 . This guarantees that Jµ and J
(j)
µ , defined in (6.30) and (6.33) respectively, are her-
mitian since J
(j)
µ =W
−1
i B˜
(j)
µ Wi, i = 1, 2, and J
(j)
µ
†
= W †1 B˜
(j)
µ W
−1
1
†
=W−12 B˜
(j)
µ W2 = J
(j)
µ . Notice
that, W1 and W2 are elements of the group SL(2,C), and not of SU(2), but iAµ does belong to the
algebra of SU(2). In addition, the mapping σ(T3) = −T3, σ(T±) = −T∓, and σ(P (j)m ) = (−1)mP (j)−m,
is an automorphism of order 2 of the algebra (6.23)-(6.26).
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Any solution of the above is a solution of the CP 1 model. Conversely, one can easily
verify that any (static) solution of the Cauchy-Riemann equations or the Belavin-
Polyakov equations (6.17) is a static solution of (6.32). Indeed, the baby-Skyrmion
(6.18) solves (6.32).
So, from (3.33) we expect 2j + 1 conserved currents. Since we are free to choose j
we get in fact an infinite number of conserved currents. Denote
J (j)µ =W
−1 B˜(j)µ W ≡
j∑
m=−j
J (j,m)µ P
(j)
m (6.33)
The explicit new infinite currents are therefore given just by the elements Am,±1 of the
adjoint action WP (j)n W
−1 =
∑j
m=−j AmnP (j)m , which can be found in any book [26]:
J (j,m)µ =
∂µuAm1 − ∂µu∗Am−1
(1 + | u |2) (6.34)
The expressions are rather long and we give here instead the first three. For the case
j = 1, we obviously get the same as in (6.30). For the case j = 2 we get
J (2,2)µ = −
2 i u (∂µu+ u
2 ∂µu
∗)
(1+ | u |2)3 (6.35)
J (2,1)µ =
(1− 3 | u |2) ∂µu+ (3− | u |2)u2 ∂µu∗
(1+ | u |2)3 (6.36)
J (2,0)µ = −
i
√
6 (1− | u |2) (u∗ ∂µu− u ∂µu∗)
(1+ | u |2)3 (6.37)
with J (2,−m)µ = (−1)mJ (2,m)µ †, m = 1, 2. For the case j = 3 we have
J (3,3)µ = −
√
15 u2 (∂µu+ u
2 ∂µu
∗)
(1+ | u |2)4 (6.38)
J (3,2)µ =
i
√
10u ((−1 + 2 | u |2) ∂µu+ (−2+ | u |2) u2 ∂µu∗)
(1+ | u |2)4 (6.39)
J (3,1)µ =
(1− 8 | u |2 +6 | u |4) ∂µu+ (6− 8 | u |2 + | u |4)u2 ∂µu∗
(1+ | u |2)4 (6.40)
J (3,0)µ = −
2 i
√
3 (1− 3 | u |2 + | u |4) (u∗ ∂µu− u ∂µu∗)
(1+ | u |2)4 (6.41)
with J (3,−m)µ = (−1)mJ (3,m)µ †, m = 1, 2, 3.
The submodel (6.32) has another representation for the integrability conditions
(3.29). Let P , Q and 1l be the generators of the Heisenberg algebra
[P , Q] = 1l (6.42)
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Notice that, within the scheme of (3.30) one can take G = {Q} and R = {P , 1l}.
Define
Aµ = g(u)∂µuQ , B˜µ = f(u)∂µuP (6.43)
where f and g are arbitrary nonvanishing functions of u. One can easily verify that
the connection Aµ is flat, i.e. Fµν = 0, and that
DµB˜
µ =
(
df
du
∂µu∂
µu+ f∂2u
)
P − fg∂µu∂µu 1l (6.44)
Therefore, the solutions of (6.32) solve the equations (3.29).
The conserved currents obtained from such representation are of the form
Jµ = G(u)∂µu (6.45)
where G(u) is any function of u (and not of u∗). One has ∂µJ
µ = 0 as a consequence
of the equations of motion (6.32). Clearly, the complex conjugate of (6.45) provide
another set of conserved currents.
6.1.2 Another submodel of CP 1
Let us introduce the submodel of CP 1 defined by the equations(
1+ | u |2
)
∂2u = 2u∗ (∂µu) (∂
µu) ; ∂µu ∂µu
∗ = 0 (6.46)
Notice that there are common solutions of (6.32) and (6.46). Solutions of the type
u = x0±xj or u = i(x0±xj), j = 1, 2, are common, but the baby-Skyrmion u = x1+ix2
does not solve (6.46).
The submodel (6.46) admits some representations in terms of the integrability con-
ditions (3.29). Introduce the potentials
B˜(j,+)µ =
1
(1+ | u |2)
j∑
m=1
c(j,m)∂µu
m P (j)m ; B˜
(j,−)
µ =
1
(1+ | u |2)
j∑
m=1
c(j,m)∂µu
∗m P
(j)
−m
(6.47)
with j integer and j ≥ 1, and where the coefficients c(j,m) are obtained, in terms of
c(j, 1), from the recurrence relation
c(j,m) =
i
m
√
j(j + 1)−m(m− 1) c(j,m− 1) ; m = 2, 3, . . . j (6.48)
One can check that, as a consequence of (6.46),
Dµ B˜(j,±)µ = 0 (6.49)
40
with Aµ being the same as in (6.21).
Using the symmetry (6.7), one can observe that (6.46) admits the following addi-
tional representations in terms of the integrability conditions (3.29)7
Ainvµ =
1
(1+ | u |2)
(
iu∗∂µ log u T+ + iu∂µ log u
∗ T− + ∂µ log(
u
u∗
) T3
)
(6.50)
B˜(j,+),invµ =
| u |2
(1+ | u |2)
j∑
m=1
c(j,m)∂µu
−m P (j)m (6.51)
B˜(j,−),invµ =
| u |2
(1+ | u |2)
j∑
m=1
c(j,m)∂µu
∗−m P
(j)
−m (6.52)
and
∂µB˜(j,±),invµ + [A
µ
inv , B˜
(j,±),inv
µ ] = 0 (6.53)
as a consequence of (6.46).
Therefore, by using the above four types of representations of the integrability
conditions (3.29), one obtains an infinite number of conserved currents from (3.33).
They are of the form
j(n)µ =
u∗n∂µu
(1+ | u |2)2 (6.54)
and their complex conjugates, with n being any integer (positive or not).
6.1.3 The construction of solutions for the CP 1 model
As we have said in section 3.2.2, the gauge transformations (3.36) and (3.37) are
important in the construction of the solutions. Let us now discuss how to use them for
that. Suppose one knows a solution u(0) of CP 1 corresponding to the potentials A(0)µ
and B(0)µν . Then choosing a pair (g, αµ) one obtains from (3.40), that
Aµ = g A
(0)
µ g
−1 − ∂µg g−1
Bµν = g B
(0)
µν g
−1 + g
(
DA
(0)
µ αν −DA
(0)
ν αµ
)
g−1 (6.55)
is also a solution of CP 1. What one has to do is to solve the above equation for u.
As an example, consider the trivial solution of CP 1
u(0) = constant (6.56)
7One could use the same transformation in (6.21)-(6.22) and (6.31). However, unlike the present
case, no additional currents would be obtained with that new representation of the integrability
conditions.
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which correspond to (see (6.21) and (6.22))
A(0)µ = 0 ; B
(0)
µν = 0 (6.57)
Then from (6.55), (6.57), (6.21) and (6.22) one obtains that
− i∂µg g−1 = 1
(1+ | u |2)
(
(∂µu+ ∂µu
∗) T1 + i (∂µu− ∂µu∗) T2
+ i (u∂µu
∗ − u∗∂µu) T3
)
(6.58)
−
√
2 ǫµνρg ∂
ναρg−1 =
1
(1+ | u |2)
(
(∂µu+ ∂µu
∗) P(1)1
+ i (∂µu− ∂µu∗) P(1)2
)
(6.59)
where we have denoted T± = T1 ± iT2 , P (1)±1 = ∓
(
P(1)1 ± iP(1)2
)
/
√
2, and shall also
denote P
(1)
0 = P(1)3 .
In order to proceed, we have to explore the representation theory of the algebras of
the type (3.30). In the cases where the Pi’s transform under the adjoint representation
it is simple to obtain representations for (3.30). Indeed, consider
[Ta , Tb] = f
c
abTc
[Ta , Pb] = f
c
abPc
[Pa , Pb] = 0 (6.60)
If R is a matrix representation for the algebra of Ta’s, i.e.
[R (Ta) , R (Tb)] = R ([Ta , Tb]) (6.61)
then
Rˆ (Ta) ≡
 R (Ta) 0
0 R (Ta)
 ; Rˆ (Pa) ≡
 0 R (Ta)
0 0
 (6.62)
is a matrix representation of (6.60). In addition,
Tr
(
Rˆ (Ta) Rˆ (Tb)
†
)
= 2Tr
(
R (Ta)R (Tb)
†
)
Tr
(
Rˆ (Ta) Rˆ (Pb)
†
)
= 0
Tr
(
Rˆ (Pa) Rˆ (Pb)
†
)
= Tr
(
R (Ta)R (Tb)
†
)
(6.63)
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For the case of the CP 1 we have the P ’s transforming under the adjoint representa-
tion of sl(2). In fact, {T1 , T2 , T3} and {P(1)1 , P(1)2 , P(1)3 }, constitute a basis satisfying
(6.60) (see (6.23)-(6.26)).
We consider the spinor representation of sl(2)
R (T1) =
1
2
 0 1
1 0
 ; R (T2) = 1
2
 0 −i
i 0
 ; R (T3) = 1
2
 1 0
0 −1
 (6.64)
Using (6.62) we get a four dimensional reducible representation for the algebra of T ’s
and P ’s. We choose the basis of the representation vector space as (m = 1
2
,−1
2
)
| m, (1)〉 ≡
 | m〉
0
 ; | m, (2)〉 ≡
 0
| m〉
 (6.65)
with
| 1/2〉 ≡
 1
0
 ; | −1/2〉 ≡
 0
1
 (6.66)
Coming back to the equations (6.58) and (6.59), we point out that in order to
solve them, one can not consider g and αµ as independent parameters. The reason, is
that the gauge potential (6.21) and (6.22) are written in a given gauge, and a generic
transformation like (6.55) may take them out of that particular gauge. In the case of the
dressing method in 1+1 dimensions [3], the grading structure of the Lax potentials and
the corresponding generalized Gauss decomposition of the group elements, guarantee
that the transformed Lax operators are in the original gauge. Here, we have to impose
some other conditions, since we have no gradations of the algebra playing a role. The
relation between g and αµ is obtained by imposing compatibility conditions between
(6.58) and (6.59). One then gets
iTr
(
Rˆ
(
∂µg g
−1
)
Rˆ (T1)
)
= 2
√
2ǫµνρ Tr
(
Rˆ
(
g∂ναρg−1
)
Rˆ
(
P(1)1
)†)
iTr
(
Rˆ
(
∂µg g
−1
)
Rˆ (T2)
)
= 2
√
2ǫµνρ Tr
(
Rˆ
(
g∂ναρg−1
)
Rˆ
(
P(1)2
)†)
iTr
(
Rˆ
(
∂µg g
−1
)
Rˆ (T3)
)
=
−i
(1+ | u |2) (u∂µu
∗ − u∗∂µu) (6.67)
0 = 2
√
2ǫµνρ Tr
(
Rˆ
(
g∂ναρg−1
)
Rˆ
(
P(1)3
)†)
Denoting by d (g) the adjoint representation of the group (gTag
−1 = T bdba (g)), we
have
R
(
g−1Tig
)
= R
(
T j
)
dji
(
g−1
)
(6.68)
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We then have that
Rˆ
(
g−1
)
Rˆ (Ti) Rˆ (g) =
 R (g−1Tig) 0
0 R (g−1Tig)
 = Rˆ (Tj) dji (g−1)
Rˆ
(
g−1
)
Rˆ
(
P(1)i
)†
Rˆ (g) =
 0 0
R (g−1Tig) 0
 = Rˆ (P(1)j )† dji (g−1) (6.69)
Therefore, one gets, from (6.67) and (6.69), that (d3j (g) = Tr
(
Rˆ (Tjg
−1T3g)
)
)
Tr
(
Rˆ
(
g−1∂µg
)
Rˆ (Tj)
)
− Tr
(
Rˆ
(
∂µg g
−1
)
Rˆ (T3)
)
d3j (g) =
−i2
√
2ǫµνρ Tr
(
Rˆ (∂ναρ) Rˆ
(
P(1)j
)†)
(6.70)
Notice that (6.70) is invariant under the local transformations
g → eiθT3 g (6.71)
The equations (6.67) on the other hand are not invariant under (6.71). In fact, the set
of equations (6.67) and (6.70) are not completely equivalent.
The relation (6.70) can be written in a more suggestive way. Let us denote
αµ = α
j
µP(1)j ; fµν ≡ ∂µαν − ∂ναµ = fµνj P(1)j (6.72)
and
J jµ = i
√
2
(
Tr
(
Rˆ
(
g−1∂µg
)
Rˆ (Tj)
)
− Tr
(
Rˆ
(
∂µg g
−1
)
Rˆ (T3)
)
d3j (g)
)
(6.73)
Then, (6.70) becomes
J jµ = ǫµνρf νρj (6.74)
Consequently
∂µJ jµ = 0 (6.75)
and
∂νf
νµ
j = ˜
µ
j where ˜
µ
j ≡ −
1
2
ǫµνρ∂νJ jρ (6.76)
The three conserved currents J jµ , j = 1, 2, 3, must correspond to the currents (6.30).
Therefore, the relation (6.70) says that the conserved current J jµ is dual to a field
tensor f νµj . The source of that tensor in its turn is a topological current ˜
µ
j .
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Notice that two solutions for (6.58) are given by (6.28). In fact, in the spinor
representation, one finds that W1 and W2 are equal
8. Indeed,
R(W1) = R(W2) =
1√
1+ | u |2
 1 iu
iu∗ 1
 (6.77)
and so
R(W1)
† = R(W1)
−1 (6.78)
Of course, the same is true for the representation Rˆ (6.62). Therefore, the g’s fitting
into (6.58) should be of the form
Rˆ(g) = Rˆ
(
eiu
∗T− e−ϕT3 eiuT+
)
Rˆ(h−1) = Rˆ
(
eiuT+ eϕT3 eiu
∗T−
)
Rˆ(h−1) (6.79)
where h is an arbitrary constant group element.
Therefore we have that Rˆ(gh) = Rˆ(W1), and elements of such form satisfy
〈−1/2, (1) | (gh)† | 1/2, (1)〉
〈1/2, (1) | (gh)† | 1/2, (1)〉 = −
〈−1/2, (1) | gh | 1/2, (1)〉
〈1/2, (1) | gh | 1/2, (1)〉 (6.80)
Notice that not every pair (g, αµ) satisfying (6.70) is a solution for our dressing like
method. The reason is that (6.67) and (6.70) are not really equivalent, and therefore
a given g satisfying (6.70) may not be of the form (6.79), and so may not not fit into
(6.58).
Therefore, in order to construct the solutions we should proceed as follows. Choose
the parameters αµ and use (6.70) to determine g. Notice that αµ and αµ + ∂µβ give
the same g. Then choose a constant group element h such that the symmetry (6.71)
may be gauge fixed in such way that g has the form (6.79), or equivalently Rˆ(gh) has
the form (6.77). The solution for the fields u and u∗ are then obtained from
u = −i〈1/2, (1) | gh | −1/2, (1)〉〈1/2, (1) | gh | 1/2, (1)〉 ; u
∗ = −i〈−1/2, (1) | gh | 1/2, (1)〉〈1/2, (1) | gh | 1/2, (1)〉 (6.81)
which are consequence of (6.79). Notice that (6.80) guarantees the compatibility of
these two relations.
Therefore, the solutions of the CP 1 model, in the orbit of the vacuum solution
(6.56), are parametrized by three abelian field tensors fµνj , j = 1, 2, 3 and a constant
group element h. We have checked that the baby-Skyrmion solution (6.18) is in the
orbit of the vacuum (6.56), and therefore is among the solutions discussed above. Notice
that the matrix elements of gh play the same role as the τ -functions in integrable
hierarchies in 1 + 1 dimensions [6].
8We have checked that they are also equal in the triplet representation.
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6.2 The example of self-dual Yang-Mills
We consider a gauge theory, with gauge potentials aµ, in four dimensional Euclidean
space-time. We impose the self-duality conditions
fµν = f˜µν ; f˜µν ≡ 1
2
ǫµνρσ fρσ (6.82)
with
fµν ≡ ∂µ aν − ∂ν aµ + [aµ , aν ] (6.83)
Following Yang [19], we now introduce the variables
y ≡ 1√
2
(x1 + ix2) y¯ ≡ 1√
2
(x1 − ix2)
z ≡ 1√
2
(x3 − ix4) z¯ ≡ 1√
2
(x3 + ix4) (6.84)
and so, the metric is
vµwµ = vywy¯ + vy¯wy + vzwz¯ + vz¯wz (6.85)
Then, the self-duality conditions (6.82) becomes
fyz = 0 (6.86)
fy¯z¯ = 0 (6.87)
fyy¯ + fzz¯ = 0 (6.88)
The first two conditions, (6.86) and (6.87), can easily be satisfied by taking
ay = −∂yg1g−11 , az = −∂zg1g−11 (6.89)
ay¯ = −∂y¯g2g−12 , az¯ = −∂z¯g2g−12 (6.90)
where g1 and g2 are two independent group elements.
One can easily check that
fyy¯ = g2∂y¯
(
∂yWW−1
)
g−12 (6.91)
where
W ≡ g−12 g1 (6.92)
with a similar relation being true for fzz¯.
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Therefore, the relation (6.88) can be written as
∂y¯
(
∂yWW−1
)
+ ∂z¯
(
∂zWW−1
)
= 0 (6.93)
So, the problem of solving self-dual Yang-Mills boils down to solving (6.93) [19]. That
fact has been used to explore some properties of such system [20, 21, 22].
We now show that our integrability conditions contain the self-dual Yang-Mills as
a particular case. We consider the local integrability conditions either of type I or III,
but with Aµ = 0 and Bµν = 0. Therefore, we have the equations
DµH˜µ = 0 Fµν ≡ ∂µAν − ∂νAµ + [Aµ , Aν ] = 0 (6.94)
with
Aµ = Arµ Tr ; H˜µ = H˜rµ Sr (6.95)
We take Tr and Sr as in (4.29), but with the Sr’s transforming under the adjoint
representation, i.e.
[Tr , Ts] = CursTu
[Tr , Ss] = CursSu
[Sr , Ss] = 0 (6.96)
In terms of the new variables (6.84), the condition (6.94) is written as (Euclidean
space-time)
∂yH˜y¯ + ∂y¯H˜y + ∂zH˜z¯ + ∂z¯H˜z + [Ay , H˜y¯] + [Ay¯ , H˜y] + [Az , H˜z¯] + [Az¯ , H˜z] = 0 (6.97)
We choose the potential Aµ in (6.97) to be
Aµ = −∂µWW−1 ≡ ArµTr (6.98)
Therefore, it is a pure gauge, and the flatness condition Fµν = 0, in (6.94), is trivially
satisfied. In addition, as a consequence of that, one has
∂µAuν − ∂νAuµ + CursArµAsν = 0 (6.99)
We now choose
H˜y = H˜z = 0 (6.100)
and
H˜y¯ = Ary¯Sr = −ηrsTr
(
∂y¯WW−1Tr
)
Ss
H˜z¯ = Arz¯Sr = −ηrsTr
(
∂z¯WW−1Tr
)
Ss (6.101)
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where ηrs is the inverse of ηrs ≡ Tr (TrTs).
Then, substituting in (6.97) and using (6.99) one gets
∂y¯Ary + ∂z¯Arz = 0 (6.102)
Contracting with Tr one gets the condition of self-duality (6.93).
Therefore, from (6.100) and (6.101), one gets that the conserved quantities (4.48)
are given by
Jz = Jy = 0 ; Jy¯ = Ary¯W−1SrW ; Jz¯ = Arz¯W−1SrW (6.103)
and the conservation law is
∂µJ µ = 0 → ∂yJy¯ + ∂zJz¯ = 0 (6.104)
Since the Sr’s and Tr’s transform under the adjoint representation, (d(W1)d(W2) =
d(W1W2))
W−1SrW = Ss dsr(W−1) ; W−1TrW = T s dsr(W−1) (6.105)
one gets that (6.104) is the same as
∂y
(
W−1∂y¯W
)
+ ∂z
(
W−1∂z¯W
)
= 0 (6.106)
But that is equivalent to (6.93). So, the self-duality equations (6.93) are themselves
the conservation laws.
6.3 The example of the Bogomolny equations
We consider a gauge theory, with gauge potentials aµ, with Higgs field ϕ in the adjoint
representation, on a Minkowski space-time with coordinates xµ, µ = 0, 1, 2, 3. The
equations of motion are
∇µfµν = [ϕ , ∇νϕ]
∇µf˜µν = 0
∇µ∇µϕr = −∂V (ϕ)
∂ϕr
(6.107)
where ∇µ∗ ≡ ∂µ ∗+[aµ , ∗], f˜µν ≡ 12ǫµνρσfρσ, and ϕ = ϕrT r.
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We shall consider the so-called Prasad-Sommerfield limit [23] where the Higgs po-
tential is taken to vanish, but the vacuum expectation value of the Higgs field is kept
different from zero. We then consider the solutions of (6.107) satisfying
f 0i = 0 ; ∇0ϕ = 0 (6.108)
and the Bogomolny equation [24]
fij = ǫijk∇kϕ (6.109)
with i, j, k = 1, 2, 3.
One can verify that the first order differential equations (6.108) and (6.109) im-
ply the second order equations (6.107) (for V (ϕ) = 0). The relations (6.108) are
automatically satisfied if we consider static configurations in the gauge a0 = 0.
Therefore what one has to solve are the Bogomolny equations (6.109). However,
those can be written as a self-duality equation as follows. Since the Higgs field is in the
adjoint representation one can introduce a further component for the gauge potential
as
a4 ≡ ϕ (6.110)
In addition, one introduces an extra space-time coordinate x4, such that xm, m =
1, 2, 3, 4, are the coordinates of a Euclidean space. However, the fields are taken to be
independent of x4. Therefore,
fi4 = ∂iϕ+ [ai , ϕ] = ∇iϕ (6.111)
and (6.109) can be written as
fmn = f˜mn ; f˜mn ≡ 1
2
ǫmnpqfpq ; m,n, p, q = 1, 2, 3, 4 (6.112)
Therefore, we have the same situation as in the case of the self-dual Yang-Mills dis-
cussed in section 6.2. So, following (6.90) we write (we are in the gauge a0 = 0)
a1 − ia2 = − (∂1 − i∂2) g1g−11 a3 + iϕ = −∂3g1g−11
a1 + ia2 = − (∂1 + i∂2) g2g−12 a3 − iϕ = −∂3g2g−12 (6.113)
Substituting these equations in (6.112) one gets that the only non trivial equation left
is (in analogy to (6.93))
3∑
i=1
∂i
(
∂iWW−1
)
= i[∂1WW−1 , ∂2WW−1] (6.114)
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where (as in (6.92)) we have defined W ≡ g−12 g1.
The Bogomolny equations can then be written as our integrability conditions of the
type I or II, with Am = 0 and Bmn = 0, following what we have done in the case of the
self-dual Yang-Mills. Such conditions are written however, in the Euclidean space with
coordinates xm, m = 1, 2, 3, 4. We take H˜m and Am satisfying (6.94), (6.95), (6.96)
and (6.98). The relation (6.114) is then the same as the covariant divergence of H˜m.
More explicitly we have
H˜1 = iH˜2 ; H˜3 = −iH˜4 (6.115)
and
H˜1 =
1
2
(Ar1 + iAr2)Sr = −
1
2
ηrsTr
(
(∂1 + i∂2)WW−1Tr
)
Ss
H˜3 =
1
2
Ar3Sr = −
1
2
ηrsTr
(
∂3WW−1Tr
)
Ss (6.116)
The conserved currents are
J1 = iJ2 ; J3 = −iJ4 ; J1 = 1
2
(Ar1 + iAr2) W−1SrW ; J3 =
1
2
Ar3W−1SrW
(6.117)
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