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ABSTRACT
We investigate the abundance, small-scale clustering and galaxy-galaxy lensing signal
of galaxies in the Baryon Oscillation Spectroscopic Survey (BOSS). To this end, we
present new measurements of the redshift and stellar mass dependence of the lensing
properties of the galaxy sample. We analyse to what extent models assuming the
Planck18 cosmology fit to the number density and clustering can accurately predict
the small-scale lensing signal. In qualitative agreement with previous BOSS studies
at redshift z ∼ 0.5 and with results from the Sloan Digital Sky Survey, we find that
the expected signal at small scales (0.1 < rp < 3 h
−1Mpc) is higher by ∼ 25% than
what is measured. Here, we show that this result is persistent over the redshift range
0.1 < z < 0.7 and for galaxies of different stellar masses. If interpreted as evidence for
cosmological parameters different from the Planck CMB findings, our results imply
S8 = σ8
√
Ωm/0.3 = 0.744±0.015, whereas S8 = 0.832±0.013 for Planck18. However,
in addition to being in tension with CMB results, such a change in cosmology alone
does not accurately predict the lensing amplitude at larger scales. Instead, other often
neglected systematics like baryonic feedback or assembly bias are likely contributing
to the small-scale lensing discrepancy. We show that either effect alone, though, is
unlikely to completely resolve the tension. Ultimately, a combination of the two effects
in combination with a moderate change in cosmological parameters might be needed.
Key words: cosmology: large-scale structure of Universe – cosmology: cosmological
parameters – cosmology: dark matter – gravitational lensing: weak
1 INTRODUCTION
The spatial distribution of galaxies and matter in the Uni-
verse encodes important constraints on the concordance Λ
+ Cold Dark Matter (ΛCDM) cosmological model. We are
entering an era in which the cosmological information ex-
tracted from large-scale structure surveys meets or exceeds
the information content of the cosmic microwave background
(CMB). Cosmological constraints from large-scale structure
surveys can be inferred, for example, from a combination of
galaxy clustering and galaxy-galaxy lensing (e.g. Cacciato
et al. 2013; Mandelbaum et al. 2013; Leauthaud et al. 2017;
Abbott et al. 2018; Singh et al. 2018), cosmic shear (e.g. Fu
et al. 2014; Jee et al. 2016; Hildebrandt et al. 2017; Hikage
? email: johannesulf.lange@yale.edu
et al. 2019; Chang et al. 2019), redshift-space distortions
(e.g. Yang et al. 2004; Reid et al. 2014; Zhai et al. 2019) and
the abundance and properties of galaxy clusters (e.g. Rykoff
et al. 2014; Costanzi et al. 2018).
Galaxy clustering and galaxy-galaxy lensing are mea-
surements of the galaxy-galaxy and the galaxy-matter cor-
relation functions, respectively. The combined analysis of
both quantities allows to break degeneracies regarding the
galaxy bias and to indirectly infer the matter-matter cor-
relation function, thereby probing cosmology. Intriguingly,
several recent studies (see e.g. Cacciato et al. 2013; Mandel-
baum et al. 2013; Leauthaud et al. 2017; Abbott et al. 2018;
Singh et al. 2018) modelling these two observables have re-
ported various levels of tension in cosmological parameters
with respect to the Planck Collaboration et al. (2018, here-
after Planck18) CMB analysis. Other large-scale structure
c© 2018 The Authors
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studies, particularly those using cosmic shear, have reported
similar tensions (see e.g. Reid et al. 2014; Fu et al. 2014; Jee
et al. 2016; Hildebrandt et al. 2017; Hikage et al. 2019).
Of particular importance is the combined constraint on Ωm,
the matter density of the Universe, and σ8, a measurement
of the strength of matter fluctuations. Generally, large-scale
structure studies prefer relatively low values for Ωm and σ8
compared to Planck18. This discrepancy could, for exam-
ple, hint at new physics beyond the standard ΛCDM model
(More et al. 2013; Leauthaud et al. 2017).
On large, quasi-linear scales, the matter and galaxy dis-
tributions can be calculated analytically and are insensitive
to details of galaxy formation physics. On the other hand,
smaller, non-linear scales hold larger statistical constraining
power but are also more difficult to model. The focus of this
work will be the latter. Small scales are particularly sensitive
to many details of the relationship between galaxies and the
dark matter haloes that host them, known as the galaxy-halo
connection (e.g. Berlind & Weinberg 2002; Cacciato et al.
2012). Of particular concern is the issue of assembly bias,
the fact that the clustering of dark matter haloes depends on
halo properties other than mass (Gao et al. 2005; Wechsler
et al. 2006; Villarreal et al. 2017; Salcedo et al. 2018), and its
manifestation in galaxy populations (see e.g. Zentner et al.
2014, 2019; More et al. 2016), which we will call galaxy as-
sembly bias. Additionally, baryonic physics, particularly in
the form of powerful energetic feedback from active galaxy
nuclei (AGN), might be able to affect the matter distribu-
tion on such scales (e.g., Zentner et al. 2013; Springel et al.
2018). Both these effects will be somewhat degenerate with
changes in cosmological parameters.
The goal of this paper is to investigate to which ex-
tent these three competing effects, cosmological parameters,
galaxy assembly bias and baryonic physics, can reconcile the
observed clustering and lensing of galaxies in the Baryon
Oscillation Spectroscopic Survey (BOSS) with the ΛCDM
prediction. We will first present new measurements for the
clustering and lensing properties of BOSS galaxies as a func-
tion of redshift and stellar mass. We then show that under
Planck18 cosmological parameters and no baryonic physics
and galaxy assembly bias, the small-scale lensing signal is
incompatible with the clustering strength, independent of
stellar mass or redshift. We then investigate to what extent
the three aforementioned effects can explain both the mag-
nitude of the lensing discrepancy, as well as its dependence
on the galaxy sample in question.
The paper is organised as follows. In Section 2, we de-
scribe our measurements of the abundance, clustering and
lensing of BOSS galaxies. We describe in Section 3 our
model for predicting those quantities in a ΛCDM cosmol-
ogy and a model for the galaxy-halo connection. We com-
pare our lensing predictions to observations in Section 4.
In Section 5, we investigate to what extent changes in cos-
mological parameters, galaxy assembly bias and baryonic
feedback can reconcile the predictions with observational
results. We discuss our findings in the context of other cos-
mological studies in Section 6 and present our conclusion in
Section 7. Unless otherwise noted, we assume the best-fit
Planck18 (TT,TE,EE+lowE+lensing) cosmological param-
eters, Ωm = 0.3153, σ8 = 0.8111 h = H0/100 km s
−1 =
0.6736, ns = 0.9649 and Ωb = 0.0493, and neglect the ef-
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Figure 1. The stellar mass and redshift distribution of BOSS
galaxies used in this study. The numbers on the right denote
the number of BOSS galaxies used to determine the clustering
strength (left) and the galaxy-galaxy lensing signal (right). The
significantly lower number of galaxies available for lensing is due
to the small overlap of the BOSS and the CFHTLenS footprints.
fect of massive neutrinos. Finally, throughout this paper, log
denotes the logarithm with respect to base 10.
2 DATA
In this paper, we use the same galaxy catalogues as in Guo
et al. (2018) from data release 12 of the SDSS-III BOSS
(Reid et al. 2016), which covers a sky area of ∼ 10, 000 deg2
and a broad redshift range of 0.1 < z < 0.8. The BOSS
sample is composed of two subsamples targeting luminous
galaxies at low and high redshifts, denoted as the LOWZ and
CMASS samples, respectively. The detailed target selection
cuts can be found in Eisenstein et al. (2011) and Dawson
et al. (2013). We use the whole BOSS galaxy sample in the
redshift range of 0.1 < z < 0.7 to measure the clustering
and lensing signals.
For each galaxy in the sample, a stellar mass has been
estimated in Chen et al. (2012) by spectral fitting with the
principal component analysis (PCA) method. We use the
same stellar mass estimates as in Guo et al. (2018), with
the initial mass function (IMF) of Chabrier (2003), the stel-
lar population synthesis (SPS) model of Bruzual & Char-
lot (2003) and the time-dependent dust attenuation law of
Charlot & Fall (2000). It is worth noting that stellar mass es-
timates can very substantially depending on the code used
and intrinsic assumptions (Bundy et al. 2015, 2017; Tin-
ker et al. 2017). However, we do not expect stellar mass
changes to impact the conclusions of this paper since we
marginalise over the galaxy-halo connection and are primar-
ily concerned with cosmology. As the BOSS sample targets
luminous galaxies at different redshifts, the majority of the
BOSS galaxies have a stellar mass, M?, larger than 10
11 M
and we select only those galaxies for our subsequent analy-
sis. We refer the readers to Guo et al. (2018) for more details
of the galaxy sample. Our total sample consists of ∼ 1.2 mil-
lion galaxies with M? > 1011 M and 0.1 < z < 0.7. The
MNRAS 000, 1–18 (2018)
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stellar mass and redshift distribution as well as the num-
ber of galaxies used to determine the clustering and lensing
signal is shown in Fig. 1. In the absence of incompleteness,
the galaxy numbers would rise towards lower stellar masses.
Therefore, the decreasing number of galaxies at low stellar
masses indicates high amount of incompleteness for lower-
mass galaxies. Throughout this work, we always use the in-
complete stellar mass functions of Guo et al. (2018) when
modelling galaxy abundances.
2.1 Clustering
We measure the projected two-point correlation function
(2PCF) of the BOSS galaxies using the same methodology
as in Guo et al. (2018). Specifically, we use the Landy–Szalay
estimator (Landy & Szalay 1993) to estimate the anisotropic
2PCF ξ(rp, rpi),
ξ(rp, rpi) =
DD− 2DR + RR
RR
, (1)
where rp and rpi are the comoving separations perpendic-
ular and along the line of sight (LOS), respectively. DD,
DR and RR are the normalised numbers of data-data, data-
random and random-random pairs for these separations, re-
spectively. To reduce the shot noise errors, we use 2 million
random points from the random catalogue as detailed in
Reid et al. (2016). The projected 2PCF is obtained by inte-
grating along the LOS,
wp(rp) =
rpi,max∫
−rpi,max
ξ(rp, rpi)drpi. (2)
We choose rpi,max = 100h
−1Mpc as the integration distance.
The projected 2PCF is measured separately for six red-
shift intervals between z = 0.1 and z = 0.7 with a bin
size of ∆z = 0.1. We measure wp(rp) for all galaxies with
stellar masses above 1011 M, and for two subsamples with
log(M?/ M) in the ranges [11.0, 11.5] and (11.5, 12.0], re-
spectively. The LOS separation rp is binned with a loga-
rithmic width of ∆ log rp = 0.2 from 0.63 to 63 h
−1Mpc,
while rpi is in linear bins of ∆rpi = 2 h
−1Mpc from 0 to
100 h−1Mpc. The range for rp is motivated by fibre colli-
sions at the lower end and by a decreasing signal-to-noise
ratio for large rp. The measurement errors are estimated
from the jackknife resample technique with 100 subsamples
(Guo et al. 2013, 2014). In the case that wp(rp) is measured
for two galaxy samples with different stellar masses, we com-
pute their respective covariance matrices, which we include
as measurement errors in our analysis.
Our clustering measurements for all galaxies above
1011 M in stellar mass are shown in the upper panel of
Fig. 2. We find the clustering amplitude to be roughly in-
dependent of redshift, in agreement with Saito et al. (2016)
and Guo et al. (2018). The clustering measurements for the
two subsamples split by stellar mass are not shown but are
almost exactly the ones used in Guo et al. (2018)1. For exam-
ple, we find that the clustering strength of the high-stellar
mass sample is consistently higher by a factor of ∼ 2, in-
dependent of rp and z. This indicates that more massive
galaxies live on average in more massive haloes.
1 Compared to Guo et al. (2018) we use more randoms.
2.2 Galaxy-galaxy lensing
We use the publicly available shape catalog2 of the Canada-
France-Hawaii Telescope Lensing Survey (CFHTLenS) to
measure the galaxy-galaxy lensing signal. We closely follow
the procedure outlined in Leauthaud et al. (2017). From
the CFHTLenS catalogue we select all sources with positive
weight (weight > 0), a galaxy classification (fitclass =
0), an i-band magnitude i 6 24.7 (MAG i <=24.7) and
MASK <= 1. We discard field W2 due to the small overlap
with BOSS. We apply a correction to the e2 component of all
ellipticities, as discussed in Heymans et al. (2012). As lenses,
we select all BOSS galaxies lying inside the CFHTLenS sur-
vey area. For each lens-source pair we require zs > zl + 0.1
and zs > zl + σ95,s/2.0, where zs is the best-fitting pho-
tometric redshift of the source, σ95,s the 95% range of the
photometric redshift posterior and zl the spectroscopic red-
shift of the lens (Leauthaud et al. 2017).
The gravitational potential around the lens galaxy will
cause shear distortions of the shape of the background galax-
ies. In the weak lensing regime, this will induce a tangential
shear component γt,
γt(rp) =
∆Σ(rp)
Σcrit
. (3)
The quantity we aim to measure is the so-called excess sur-
face density (ESD),
∆Σ(rp) = 〈Σ(< rp)〉 − Σ(rp), (4)
with Σ being the projected matter density along the LOS
and 〈Σ(< rp)〉 the average surface density inside the pro-
jected radius rp. Finally, the critical surface density is given
by
Σcrit =
c2
4piG
Ds
DlDls(1 + zl)2
, (5)
where Ds, Dl and Dls are the observer-source, observer-lens
and lens-source angular diameter distances, respectively.
The tangential ellipticity of the source galaxy, et, is re-
lated to the ellipticity components e1 and e2 in CFHTLenS
via
et = e1(2 sin
2 φ− 1)− 2e2 sinφ cosφ, (6)
where φ is the angle between the right ascension direction
and the line connecting source and lens (Miyatake et al.
2015). The shape of an individual source galaxy is domi-
nated by its intrinsic shape, i.e. it has a non-zero tangential
ellipticity eint 6= 0. In practice, one needs to average over a
substantial number of lens-source pairs and their tangential
ellipticities et = γt + eint to get a reliable estimate of the
ESD. We thus use as an estimator
∆Σ(rp) =
∑Nl
i=1 w
l
i
∑Ns,i
j=1 w
ls
ijet,ijΣcrit,ij∑Nl
i=1 w
l
i
∑Ns,i
j=1 w
ls
ij
. (7)
The first sum goes over all lenses and the second sum over
all sources separated by the appropriate separation rp from
the lens. The weight wl accounts for the spectroscopic in-
completeness of the BOSS galaxy sample,
wl = wCP + wNOZ − 1. (8)
2 http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/
community/CFHTLens/query.html
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Here wCP and wNOZ are weights for the individual lenses
that account for fibre collisions and redshift failures, respec-
tively, as detailed in Anderson et al. (2012). The second
weight accounts for the signal-to-noise ratio of each individ-
ual lens-source pair and is computed via
wlsij = Σ
−2
crit,ijwlensfit,i (9)
with wlensfit being the LENSFIT weight assigned to each
source galaxy that accounts for both the noise in the photo-
metric shape measurement and the “shape noise” of intrin-
sic ellipticies of the galaxy population (Miller et al. 2013).
Finally, we follow Miller et al. (2013) and apply an aver-
age, ensemble-weighted correction 〈1 + m(νSN, r)〉−1 to the
ESD estimator, where the multiplicative error m depends on
the signal-to-noise ratio νSN and the galaxy radius r (Miller
et al. 2013). This correction factor accounts for inaccuracies
in the measured ellipticies and has the strongest deviation
from unity for galaxies with low signal-to-noise photometry
and small angular sizes.
We measure the ESD for exactly the same galaxy sam-
ples as for the clustering. In all cases, we measure the
signal in 11 logarithmically spaced bins in rp going from
0.1 h−1Mpc to 15 h−1Mpc. We choose 0.1 h−1Mpc as the
lower end because we want to avoid scales at which the
stellar mass of the lens galaxy dominates the signal (More
et al. 2015). Finally, to obtain uncertainties on the galaxy-
galaxy lensing signal, we divide the CFHTLenS fields into 30
roughly equal-area patches and use the jackknife re-sampling
technique. We have tested for systematics by measuring
the lensing signal around random points and around BOSS
galaxies but with the shear rotated by 45 deg. In both cases
we observe a signal consistent with 0, similar to Leauthaud
et al. (2017), indicating no systematic shear patterns.
The measured galaxy-galaxy lensing signal for all galax-
ies above 1011 M in stellar mass are shown in the lower
panel of Fig. 2. We find a roughly redshift-independent lens-
ing signal, in agreement with Leauthaud et al. (2017) who
found this for the smaller redshift range 0.46 < z < 0.7. The
amplitude of the lensing signal is in excellent agreement with
previous studies of BOSS galaxies (Miyatake et al. 2015;
Leauthaud et al. 2017). Finally, we find that the lensing sig-
nal for the high stellar mass sample (11.5 < logM?/ M <
12.0) is higher than for the low stellar mass one by roughly a
factor of two, in qualitative agreement with Miyatake et al.
(2015).
3 ΛCDM PREDICTIONS
We start our analysis using an analytical modelling frame-
work. Such an analytical model has the advantage of eas-
ily probing the cosmology dependence of the clustering and
lensing of galaxies in the BOSS survey. For this analytical
model we follow closely the procedure described in van den
Bosch et al. (2013) and outline the most salient points here.
While the accuracy of this approach suffices for the current
level of observational constraints, direct mock population
(see. e.g. Zheng & Guo 2016; Hearin et al. 2017; Sinha et al.
2018) and emulators (see. e.g. Wibking et al. 2019; DeRose
et al. 2019; Zhai et al. 2019) are likely to be preferred for
the next generation of surveys.
3.1 Dark matter haloes
The model relies on the properties and abundance of dark
matter haloes as a function of their mass Mh. Here, the halo
mass is defined with respect to 200 times the mean matter
density of the Universe. The halo mass function nh(Mh) and
the linear halo bias b(Mh) are computed using the fitting
functions of Tinker et al. (2010). For the linear matter power
spectrum, which is needed as an input, we use the transfer
function of Eisenstein & Hu (1998). The critical threshold for
spherical collapse is assumed to be 0.15(12pi)2/3Ω0.0055m (z)
(Navarro et al. 1997). All dark matter haloes are assumed to
follow an NFW profile (Navarro et al. 1996). We determine
the concentration parameter c(Mh, z) of the NFW profile
according to the recipe described in Bullock et al. (2001),
using the updated parameters of Maccio` et al. (2007). We
allow for an additional multiplicative factor 1 + η for all
concentration parameters to account for uncertainties in the
mass–concentration relation in the literature as well as the
scatter in concentration at fixed mass. In particular, van den
Bosch et al. (2013) showed that setting η = 0.07 roughly
accounts for not directly treating the (log-normal) scatter,
which is of the order of σlnc ' 0.3 (Maccio` et al. 2007).
In our analysis, we will treat η as a nuisance parameter and
adopt a Gaussian prior with a mean of 0.07 and a dispersion
of 0.05.
3.2 Halo occupation distribution
We assume that all galaxies are hosted by dark matter
haloes. Furthermore, at least for the analytical model, we
postulate that the occupation of haloes with galaxies de-
pends on the halo mass Mh only. Depending on the applica-
tion, we either use a halo occupation distribution (HOD) or
a conditional stellar mass function (CSMF) approach. Here,
we first describe the HOD model. As usual, we split the oc-
cupation into a central and a satellite galaxy part. Each halo
can at most host one central galaxy and an unlimited num-
ber of satellites galaxies. The average number of centrals in
a halo of mass M is assumed to follow
〈Nc|Mh〉 = fΓ
2
[
1 + erf
(
logMh − logMmin
σlogMh
)]
. (10)
Here, fΓ, Mmin and σlogMh are free parameters. With the
above parameterisation, 〈Nc|Mh〉 goes to zero for low halo
masses and increases towards higher halo masses. fΓ allows
for an overall incompleteness in the target selection of BOSS,
i.e. 〈Nc|Mh〉 → fΓ as Mh → ∞. The average number of
satellites is assumed to obey the following parameterisation,
〈Ns|Mh〉 =
(
Mh −M0
M1
)α
. (11)
M0, M1 and α are free parameters. Additionally, we as-
sume that the satellite numbers follow a Poisson distribu-
tion, which implies that
〈Ns(Ns − 1)|Mh〉 = 〈Ns|Mh〉2. (12)
The overall number density of galaxies is obtained via an
integral over the halo mass function,
ngal =
∞∫
0
(〈Nc|Mh〉+ 〈Ns|Mh〉) nh(Mh) dMh. (13)
MNRAS 000, 1–18 (2018)
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Our HOD model has a total of 6 free parameters, which are
listed in Table 1 together with their prior ranges that we
adopt throughout this study.
3.3 Conditional stellar mass function
In cases where we use stellar masses of galaxies as addi-
tional observables, we use a CSMF approach (Yang et al.
2003, 2007, 2008, 2009; Guo et al. 2018, 2019). The CSMF
Φ(M?|Mh) describes the average number of galaxies dN
with stellar mass in the range logM?± d logM?/2 in a halo
of mass Mh. The CSMF of centrals follows a log normal
distribution,
Φc(M?|Mh) = 1√
2piσlogM?
exp
− log
2
[
M?/M˜?(Mh)
]
2σ2logM?
 ,
(14)
where
M˜?(Mh) = M?,0
(M/Mh,1)
γ1
(1 +M/Mh,1)
γ1−γ2 (15)
is the median stellar mass of a central galaxy in a halo of
mass Mh. The variables σlogM? , M?,0, Mh,1, γ1 and γ2 are
free parameters. We model the CSMF of satellites with a
modified Schechter (1976) function,
Φs(M?|Mh) = ln 10× φs(Mh)×
(
M?
0.562 M˜?(Mh)
)αs+1
×
exp
[
−
(
M?
0.562 M˜?(Mh)
)2]
, (16)
where the normalisation is parameterised according to
log φs(Mh) = b0 + b1 logM12 + b2 logM
2
12 (17)
with M12 = Mh/10
12 h−1M and αs, b0, b1 and b2 being
free parameters. Finally, we model stellar mass dependent
incompleteness effects Γ(M?) in BOSS according to
0 6 Γ(M?) =
fΓ
2
[
1 + erf
(
logM? − logMΓ
σΓ
)]
6 1, (18)
with fΓ, MΓ and σΓ to be constrained by the data. We fol-
low Guo et al. (2018) and assume separate values of MΓ
for centrals and satellites (Guo et al. 2018), which we indi-
cate by MΓ,c and MΓ,s, respectively. On the other hand, fΓ
and σΓ are the same for centrals and satellites. The average
number of centrals and satellites in the stellar mass range
[M?,min,M?,max] hosted by a dark matter halo of mass Mh
can then be obtained via
〈N |Mh〉 =
logM?,max∫
logM?,min
[Γc(M?) Φc(M?|Mh) +
Γs(M?) Φs(M?|Mh)] d logM?. (19)
and the total number density of galaxies in this stellar mass
range simply follows from
ngal(M?,min,M?,max) =
∫ ∞
0
〈N |Mh〉nh(Mh) dMh . (20)
The CSMF model has a total of 13 free parameters, which
are listed in Table 1 together with their prior ranges that we
adopt throughout this study. Note that although the CSMF
model has more than twice as many parameters as the HOD
model, it describes the halo occupation statistics for any stel-
lar mass bin, whereas the 6 parameters of the HOD model
only characterise one particular mass-threshold sample.
3.4 Correlation functions
We express the halo–halo correlation function ξhh of haloes
with masses M1 and M2 via
ξhh(r) =
{
ξmm(r) ζ(r) b(M1) b(M2) for r > rexcl
−1 for r 6 rexcl . (21)
Here
rexcl = rexcl(M1,M2) = max[r200m(M1), r200m(M2)] (22)
is the minimum separation between two halo centres and
accounts for halo exclusion(see van den Bosch et al. 2013,
for details). Note that rexcl is equal to the maximum of the
radii of the two halos in question, which are defined as the
radii that enclose an average density equal to 200 times the
mean background density of the Universe.
ξmm is the non-linear matter–matter correlation func-
tion obtained via a Fourier transform of the non-linear mat-
ter power spectrum, for which we use the fitting formula of
Smith et al. (2003), and ζ is the modified radial bias function
of van den Bosch et al. (2013):
ζ(r) =
{
ζ0(r) for r > rψ
ζ(rψ) for r < rψ
(23)
Here
ζ0(r) =
[1 + 1.17ξmm(r)]
1.49
[1 + 0.69ξmm(r)]
2.09 , (24)
is the radial bias function of Tinker et al. (2005), and rψ is
the root of
log [ζ0(rψ) ξmm(rψ)] = ψ . (25)
The free ‘nuisance’ parameter ψ was introduced by van den
Bosch et al. (2013) to be able to marginalise over uncer-
tainties in the radial bias function arising from subtle differ-
ence in the way dark matter haloes are defined in numerical
simulations. As shown in that study, for our definition of
halo mass, ψ ∼ 0.9 which we adopt as our fiducial value in
what follows. When marginalising over ψ, we instead adopt
a Gaussian prior centred on 0.9 and with a dispersion of 0.15
(see Table 1).
To compute galaxy correlation functions, we split its
contribution into a one- and two-halo term,
ξgx(r) = ξ1h,gx(r) + ξ2h,gx(r), (26)
where ξgx can stand for the galaxy–galaxy (ξgg) or galaxy–
matter (ξgm) correlation function.
The one-halo terms are computed using
ξ1h,gg(r) =
1
n2gal
∑
i=c,s
∑
k=c,s
ik 6=cc
∞∫
0
[ui(Mh)~ uk(Mh)] (r)
〈Ni|Mh〉 〈Nk|Mh〉 dMh (27)
MNRAS 000, 1–18 (2018)
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for the galaxy–galaxy correlation function and
ξ1h,gm(r) =
1
ngalρ¯m
∑
i=c,s
∞∫
0
[ui(Mh)~ um(Mh)] (r)
〈Ni|Mh〉 dMh (28)
for the galaxy–matter correlation function. Here, ~ denotes
the three-dimensional convolution operator, ngal is the av-
erage number density of galaxies, and ρ¯m the mean matter
density. Both expressions include sums over the central and
satellite components. uc(r|M), us(r|M) and um(r|M) de-
scribe the normalised, radial profiles of centrals, satellites
and matter, respectively. We assume that centrals are lo-
cated at the dark matter halo centre, i.e. uc(r|M) is a three-
dimensional Dirac delta function. Satellites, on the other
hand, are assumed to follow an NFW profile with a concen-
tration parameter cs(Mh) = c(Mh)/Rs that is different from
the matter concentration parameter c(Mh). In our analysis
we will treat Rs as a nuisance parameter with a uniform,
uninformative prior over the range [0.5, 1.5].
In a similar fashion, the two-halo term for the galaxy–
galaxy correlation function is
ξ2h,gg(r) =
1
n2gal
∑
i=c,s
∑
k=c,s
∞∫
0
dM1
∞∫
0
dM2〈Ni|M1〉 〈Nk|M2〉
[ξhh(M1,M2)~ ui(M1)~ uk(M2)] (r) , (29)
and for the galaxy–matter correlation function is
ξ2h,gm(r) =
1
ngalρ¯m
∑
i=c,s
∞∫
0
dM1
∞∫
0
dM2〈Ni|M1〉M2
[ξhh(M1,M2)~ ui(M1)~ um(M2)] (r) , (30)
wp and ∆Σ are computed via a LOS integration of
the galaxy–galaxy and galaxy–matter correlation functions,
respectively. In doing so, we also correct wp for residual
redshift-space distortions3 using the recipe described in van
den Bosch et al. (2013). We note that the accuracy of the
entire analytic model has been tested against numerical sim-
ulations in van den Bosch et al. (2013). Nevertheless, we
present an additional test in appendix C.
Finally, whenever we adopt a cosmology other than the
Planck18 cosmology defined at the end of Section 1, we cor-
rect the predicted observables for the fact that the measure-
ments presented in Section 2 have made use of the distance-
redshift relation for the Planck18 cosmology. In particular,
we correct ngal and wp using the method of More (2013).
The correction of ∆Σ, however, is non-trivial and depends
on the source galaxy redshift distribution. Generally, the
corrections are only at the level of a few percent, which is
smaller than the typical observational uncertainties, and we
therefore neglect this complication for ∆Σ.
4 LENSING DISCREPANCY
Here, we present the observational results for wp and ∆Σ
obtained in Section 2 and analyse the relation between the
3 They arise from the fact that the projected correlation function
for the data is computed by integrating only out to a maximum
LOS distance of rpi,max = 100 h−1Mpc (see §2.1).
Type Parameter Prior
HOD logMmin [10.0, 15.0]
HOD logM0 [10.0, 15.0]
HOD logM1 [10.0, 16.0]
HOD σlogMh [0.2, 1.0]
HOD α [0.1, 3.0]
HOD fΓ [0.5, 1.0]
CSMF logM?,0 [9.0, 11.5]
CSMF logMh,1 [10.0, 14.0]
CSMF γ1 [2.0, 5.0]
CSMF γ2 [0.1, 0.7]
CSMF σlogM? [0.1, 0.2]
CSMF b0 [−2.5, 0.5]
CSMF b1 [0.0, 2.0]
CSMF b2 [−0.5, 0.5]
CSMF αs [−3.0, 0.0]
CSMF fΓ [0.0, 1.0]
CSMF σΓ [0.0, 1.0]
CSMF logMΓ,c [10.0, 12.0]
CSMF logMΓ,s [10.0, 12.0]
Nuisance ψ N (0.9, 0.15)
Nuisance η N (0.07, 0.05)
Nuisance Rs [0.5, 1.5]
Table 1. The priors used in the analysis in Section 4. [a, b] indi-
cates flat priors and N (µ, σ) a normal distribution with mean µ
and scatter σ.
predicted and observed lensing signal. Specifically, we will
show that models for the galaxy-halo connection tuned to
reproduce the clustering overpredict the lensing signal. In
addition, we will investigate the redshift and stellar mass
dependence of this lensing discrepancy.
4.1 Dependence on redshift
We first investigate the redshift dependence of the ESD and
compare it to the predicted values based on the clustering.
To this end, we fit an HOD model to the abundance and
wp for all galaxies with stellar masses above 10
11 M in the
6 redshift bins. The prior ranges are listed in Table 1. The
HOD model parameters in each redshift bin are allowed to be
completely independent. We fix the cosmological parameters
to the best-fit values of the Planck18 analysis. The nuisance
parameters in the model are set to ψ = 0.9, η = 0.07 and
Rs = 1. The motivation for the values of ψ and η are given
in Sections 3.4 and 3.1, respectively, while setting Rs = 1
implies that we assume that satellite galaxies are an unbi-
ased tracer of the mass distribution of their dark matter host
halo.
We use MultiNest to fit the 6 free HOD parameters
in each redshift bin. Here, and throughout this paper, when
running MultiNest we employ 1000 live points, a target
efficiency of 0.1 and ∆ lnZ = 0.01 as the stopping criterion.
Here, Z is the estimate for the global evidence (Feroz et al.
2013). For completeness, we list all posteriors on the galaxy-
halo connection in Table A1.
The results are presented in Fig. 2, which shows the
measurements for wp (upper panels) and ∆Σ (lower panels)
as error bars, while the green shaded bands show the 68%
confidence intervals from our posterior probability distribu-
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Figure 2. The clustering (top panel) and lensing signal (bottom panel) of BOSS galaxies for different redshifts. In all cases, we consider
BOSS galaxies with stellar masses above 1011 M. Error bars denote measurements with 1σ errors. Bands show 68% posterior predictions
of HOD fits assuming either the Planck18 cosmological parameters (green) or Planck18 parameters but with Ωm = 0.3 and σ8 = 0.75
(blue). Note that the models have been fit to the abundance and wp only. On the other hand, ∆Σ is a pure prediction. Finally, for ∆Σ,
we also show the median prediction coming entirely from the 2-halo term as the dashed line.
tions. Note that the excess surface densities were not used as
constraints on the models; in the case of ∆Σ the green bands
are therefore purely (posterior) predictions from the models
fit to ngal and wp only. By eye, our models fit the observed
wp reasonably well. However, the χ
2 per degree of freedom
(dof) values are generally unlikely with χ2/dof ∼ 3−8. Some
of this might be attributed to inaccuracies in the analyt-
ical model, specifically the corrections for residual redshift
space distortions. Generally, we do not expect the modelling
inaccuracies to significantly impact our predictions for ∆Σ
because the relative uncertainties in wp are an order of mag-
nitude smaller than those of ∆Σ. Additionally, the analytical
model does not allow for the possibility of galaxy assembly
bias. As discussed below, this might also contribute to the
poor fit.
We now investigate the predicted and observed lensing
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signal. As shown in the lower panel of Fig. 2, we find that
on small scales, rp < 3h
−1Mpc, the predicted lensing signal
is systematically higher than the observed one. The discrep-
ancy is generally of the order of ∼ 30%. Furthermore, the
overprediction of the lensing signal for Planck18 cosmologi-
cal parameters is present and consistent for all redshifts in
the range 0.1 < z < 0.7. We have verified that marginalis-
ing over the nuisance parameters using the priors listed in
Table 1 does not change the conclusions. The discrepancy
is slightly mitigated by allowing for lower halo concentra-
tions, i.e. η < 0. However, even for an extreme value such
as η = −0.3, implying that halo concentrations are 30 per-
cent smaller than for the fiducial model, the problem is only
mitigated on scales rp < 0.5 h
−1Mpc and has little impact
on scales 0.5 h−1Mpc < rp < 3 h−1Mpc.
Having verified that the lensing discrepancy is largely
independent of redshift, we now average the result over all
redshift bins in order to increase the signal-to-noise ratio.
We neglect uncertainties in the predicted lensing signal since
they are significantly smaller than the observational uncer-
tainties σ(∆Σobs). Both the mean and uncertainty in each
rp bin comes from a simple error-weighted mean, i.e.
〈
∆Σobs
∆Σpred
〉
=
6∑
i=1
∆Σobs,i
∆Σpred,i
(
σ(∆Σobs,i)
∆Σpred,i
)−2
6∑
i=1
(
σ(∆Σobs,i)
∆Σpred,i
)−2 (31)
and
σ
〈
∆Σobs
∆Σpred
〉
=
√√√√ 6∑
i=1
(
σ(∆Σobs,i)
∆Σpred,i
)−2−1
. (32)
In Fig. 3, we show in green the average ratio of the pre-
dicted to observed lensing signal. The left-hand panel shows
the ratio for the full sample analysed thus far (i.e., with
logM?/ M > 11). From this plot it is apparent that the
discrepancy between observed and predicted lensing signal
is limited to smaller scales, rp < 3h
−1Mpc, whereas the sig-
nal is consistent with the prediction at larger scales, albeit
with large uncertainties.
4.2 Dependence on stellar mass
In the previous subsection, we analysed the lensing signal
for effectively the entire BOSS galaxy sample as a function
of redshift. We now divide the sample into a low (11.0 6
logM? < 11.5) and high stellar mass (11.5 6 logM? < 12.0)
one and measure the clustering and lensing amplitudes for
both samples. The motivation is that more massive galaxies
live in more massive dark matter haloes on average. Thus,
we expect different clustering and lensing signals from both
samples. Compared to the previous section, we now fit the
CSMF model to the data in each redshift bin. Again, we
use the analytical model and only fit the abundance via the
(incomplete) stellar mass function and the two wp measure-
ments for both samples, not ∆Σ. The adopted minima and
maxima for the flat CSMF priors are listed in Table 1 and
the nuisance parameters are kept fixed.
Guo et al. (2018) carried out a very similar analysis
by fitting a CSMF model to the number density and clus-
tering of BOSS galaxies in different redshift bins, includ-
ing the same split in stellar mass. However, there are a few
key differences compared to our approach here. First, the
authors use results from the BigMDPL simulation (Klypin
et al. 2016) instead of an analytic model to predict ngal and
wp. Secondly, Guo et al. (2018) assume that satellites follow
the same galaxy stellar–halo mass relation (SHMR) as cen-
trals, i.e. Eq. (15). In this case, the halo mass of satellites
is taken to represent the mass at accretion onto the host
halo, i.e. Macc. Altogether, this implies that their model has
less freedom for the satellite occupation. Also, the authors
do not fit the scatter in stellar mass at fixed halo mass, but
rather assume σlogM? = 0.173. Reassuringly, we are able to
reproduce the most salient trends of their analysis. In par-
ticular, we infer very similar completeness levels: fΓ ∼ 0.9
at 0.1 < z < 0.5 and fΓ ∼ 0.5 at 0.5 < z < 0.6. Sim-
ilarly, our results suggest that logMΓ,c is generally larger
than logMΓ,s, indicating that satellites at a given stellar
mass are more likely to pass the BOSS selection cut than
centrals. This is likely due to the fact the satellites, on av-
erage, are redder than centrals (see e.g. Xu et al. 2018).
Also, with the exception of the 0.4 < z < 0.5 bin, we infer
very similar values for γ2, the slope of the SHMR at the
high-mass end. However, we find the slope at the low mass
end, γ1, to be virtually unconstrained within our adopted
prior range 2.0 < γ1 < 5.0, whereas Guo et al. (2018) find
γ2 ∼ 8. Generally, our findings for the low-mass slope are
in much better agreement with previous literature results
(Yang et al. 2009; More et al. 2011; Leauthaud et al. 2012;
Behroozi et al. 2013b). Finally, we infer a stellar mass scatter
of σlogM? ∼ 0.15− 0.2, again in good agreement with other
studies (Yang et al. 2009; More et al. 2011; Leauthaud et al.
2012; Saito et al. 2016) and the value assumed in Guo et al.
(2018).
Overall, we find that our CSMF inferences based on
clustering are in good agreement with other independent
studies. We now turn our attention again to the galaxy-
galaxy lensing signal. As expected, we find that both the
measured and predicted lensing amplitudes are higher for
the high stellar mass sample in all redshift bins. This re-
flects that more massive galaxies live in more massive dark
matter haloes. Also, in agreement with the results from the
previous subsection, we find no significant redshift evolu-
tion for either the predicted or observed lensing signal for
both samples. In the middle and right panel of Fig. 3, we
show the redshift-averaged ratio of the predicted to the ob-
served lensing signal for the two samples. The low stellar
mass sample reveals the same discrepancy on small scales
(rp <∼ 3 h−1Mpc) as for the full sample, albeit somewhat
noisier due to the reduced sample size. For the high mass
sample, the results are even noisier, but there is still a clear
indication that the model overpredicts the lensing signal,
with ∆Σobs/∆Σpred = 0.85 ± 0.02 for rp < 3 h−1Mpc. On
the other hand, on larger scales, the predictions are con-
sistent with the measurements for both samples. Hence, we
conclude that the lensing discrepancy found for the entire
BOSS sample is also present in the two subsamples split by
stellar mass.
5 SCRUTINIZING THE DISCREPANCY
Thus far, we have established that our model for the galaxy-
dark matter connection is unable to simultaneously fit the
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Figure 3. Ratio of the predicted to observed lensing signal averaged over all redshifts, 0.1 < z < 0.7. Different panels correspond to
samples of different stellar masses as indicated in the title. Predictions are made using the Planck18 cosmological parameters (green)
and for a cosmological model with lower S8 than Planck18 but otherwise identical parameters (blue).
clustering plus galaxy-galaxy lensing data for BOSS galax-
ies, if we adopt a standard (‘vanilla’) ΛCDM cosmology with
Planck18 parameters. The model, when fit to the clustering
data, consistently and systematically overpredicts the lens-
ing data on small scales. We now examine three potential
solutions to this discrepancy: changing cosmology, galaxy
assembly bias, and the impact of baryonic feedback on the
matter distribution.
5.1 Cosmology
The combination of galaxy clustering and galaxy-galaxy
lensing is a sensitive probe of cosmology (Seljak et al.
2005; Yoo et al. 2006; Cacciato et al. 2009; More et al.
2013; Leauthaud et al. 2017), especially Ωm and σ8. In or-
der to gauge to what extent the discrepancy highlighted
in the previous section depends on these cosmological
parameters, we repeat the same analysis after changing
(Ωm, σ8) = (0.3153, 0.8111), which are the Planck18 values,
to (0.3, 0.75). This reduces the value of S8 ≡ σ8
√
Ωm/0.3
from 0.8315 to 0.75. All other cosmological parameters are
left unchanged. The resulting model fits to wp, as well as
the corresponding model predictions for ∆Σ, are shown in
blue in Figures 2 and 3. Especially from Fig. 3 it is apparent
that the reduced value for S8 results in a significant decrease
in the predicted galaxy-galaxy lensing signal, bringing it in
much better agreement with the data. Note, though, that
the difference with respect to predictions for the Planck18
cosmology are roughly independent of scale and redshift.
Consequently, while such a reduced value for S8 can now
satisfactorily explain ∆Σ on small scales, the lensing signal
is under-predicted on large scales. Hence, it appears that a
simple change in cosmological parameters is unable to fully
explain the discrepancy.
To further investigate this issue, we now fit all param-
eters (including the cosmological and nuisance parameters
listed in Table 1) simultaneously to the ngal, wp and ∆Σ
measurements at all redshifts. In each of the 6 redshift bins,
we analyse the measurements for the full log(M?/M) > 11
Parameter Prior Posterior
Ωm [0.20, 0.35] 0.2966
+0.0053
−0.0050
σ8 [0.5, 1.0] 0.748
+0.017
−0.017
Ωbh
2 N (0.02237, 0.00015) 0.02246+0.00013−0.00014
ns N (0.9649, 0.0042) 0.9681+0.0039−0.0039
h N (0.6736, 0.0054) 0.6783+0.0051−0.0053
ψ N (0.9, 0.15) 0.931+0.131−0.096
η N (0.07, 0.05) −0.066+0.040−0.040
Rs [0.5, 1.5] 1.36+0.10−0.19
Table 2. The priors and posteriors for the cosmological and nui-
sance parameters when analysing all measurements at all redshift
simultaneously. The priors for Ωbh
2, ns and h come from the
Planck18 analysis. We also take into account the covariance be-
tween those three parameters (not shown).
sample, i.e., no split in stellar mass is applied. For each set
of cosmological and nuisance parameters, we find the 6 HOD
models that maximise the likelihood in each of the 6 redshift
bins. The total log-likelihood for this combination of cosmo-
logical and nuisance parameters is then set to the sum of the
best-fit log-likelihoods in each redshift bin. As shown in Ta-
ble 2, we use Planck18 priors on H0, Ωbh
2 and ns, including
the covariance among them, and flat priors for Ωm and σ8.
The HOD and nuisance parameters assume the same priors
as in the previous section.
The one-dimensional posteriors and best-fit values for
the cosmological and nuisance parameters are listed in Ta-
ble 2. The posterior constraints on H0, Ωbh
2 and ns are
driven by the Planck18 priors. Thus, in Fig. 4 we concen-
trate on the constraints on Ωm and σ8. We also show the con-
straints from the Planck18 analysis. If the lensing discrep-
ancy described in the previous sections could be ascribed
entirely to a change in cosmology, our results would imply
a significantly lower value for S8 = σ8
√
Ωm/0.3 than what
is found by Planck18. Specifically, our posterior is centred
on Ωm = 0.3 and σ8 = 0.75, the parameter combination
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Figure 4. Constraints on Ωm and σ8 when fitting ngal, wp and
∆Σ in 6 redshift bins spanning 0.1 < z < 0.7 (blue). Flat priors
for Ωm and σ8 are assumed, whereas the priors on H0, Ωbh
2
and ns come from the Planck18 CMB analysis. We also show the
posteriors for Ωm and σ8 from Planck18 (green). Bands denote
the 68% and 95% posterior ranges.
we tested previously. Overall, we infer S8 = 0.744
+0.015
−0.015,
whereas Planck18 finds 0.832+0.013−0.013, a discrepancy of 4.4σ.
However, given the unsatisfactory fit presented in Fig. 3 it
appears that a change of cosmological parameters, within
the 6-parameter ‘vanilla’ ΛCDM cosmology cannot fully ex-
plain the small-scale lensing discrepancy. We leave the ex-
ploration of additional freedom in cosmological parameters,
such as a non-zero neutrino mass or more freedom in the
Hubble parameter, for future investigations.
5.2 Galaxy assembly bias
An assumption inherent in the modelling framework in sec-
tion 3 is that dark matter halo mass is the only variable gov-
erning the occupation of haloes with galaxies. If dark matter
halo mass were the only variable determining the clustering
of haloes, this simplification would not impact the predic-
tions for ∆Σ at fixed wp. However, it is well known that
the clustering of dark matter haloes depends on other vari-
ables besides mass (Gao et al. 2005; Wechsler et al. 2006;
Villarreal et al. 2017), an effect called halo assembly bias.
Thus, if galaxy occupation correlates with any other of these
halo variable besides mass, an effect called galaxy assembly
bias, predictions for wp and ∆Σ are impacted. Ultimately,
neglecting assembly bias in the modelling can lead to infer-
ences that are systematically and significantly biased (Zent-
ner et al. 2014). This effect should be particularly strong for
small-scale ∆Σ measurements that probe the dark matter
halo structure, but can also have a non-negligible impact on
intermediate scales (Sunayama et al. 2016).
5.2.1 Simulation
Unfortunately, there is no analytic framework for predict-
ing the clustering properties of galaxies and its cosmological
dependence in the presence of galaxy assembly bias. Thus,
we cannot use the modelling framework presented in sec-
tion 3 and instead turn to results obtained from cosmolog-
ical simulations. Essentially, we will repeat the exercise of
fitting a model for the galaxy-halo connection to the clus-
tering wp and predict the lensing signal ∆Σ, this time al-
lowing for galaxy assembly bias. The disadvantage of using
a simulation for this is that cosmological parameters cannot
be changed. In this work, we use results from the Multi-
Dark MDR1 simulation (Prada et al. 2012). MDR1 is a dark
matter-only N-body simulations that traces (2048)3 parti-
cles in a cosmological volume with 1 h−1Gpc on a side. We
use the publicly available halo catalogue at z = 0.53 derived
with the ROCKSTAR (Behroozi et al. 2013a) halo finder.
The cosmological parameters for MDR1 are Ωm = 0.27,
σ8 = 0.82, h = 0.7, ns = 0.95 and Ωbh
2 = 0.023. We pop-
ulate dark matter haloes in the MultiDark simulation using
the halotools (v0.6) package (Hearin et al. 2017). Centrals
are assumed to be at rest with respect to the phase-space
position of the halo and satellites are assumed to follow an
NFW profile. We assume a minimum halo mass of 300 times
the particle mass, 300mp = 2.6 × 1012 h−1M, to host a
galaxy. This is more than adequate for modelling the occu-
pation statistics of our population of BOSS galaxies, which
all have a stellar mass M? > 1011 h−1M.
We also use halotools to generate mock catalogues
and predict the different observables. The correlation func-
tions wp and ∆Σ are computed by using the distant ob-
server approximation and projecting the galaxy and mat-
ter distribution along each of the three axes of the simula-
tion. We randomly down-sample the full particle distribution
in MDR1 by a factor of 200 in order to reduce computa-
tional cost when computing ∆Σ. We do not use the default
delta sigma function of halotools v0.6 to compute ∆Σ
and instead implement our own routine. This new algorithm
is described and motivated in appendix B.
5.2.2 Decorated HOD
In addition to the standard HOD parameterisation described
in section 3.2, we also test the decorated HOD (dHOD)
framework (Hearin et al. 2016). In this model, the occupa-
tion is allowed to depend on a secondary halo parameter at
fixed mass. Thus, it is a model that allows for galaxy assem-
bly bias. We split the haloes into two populations based upon
whether the secondary halo parameter is above or below the
median at that halo mass. The occupation with centrals is
then given by
〈Nc|Mh, x〉 = 〈Nc|Mh〉 ±Acen (0.5− |0.5− 〈Nc|Mh〉|) , (33)
where ± depends on whether the value of the secondary
halo parameter x is above or below the median. 〈Nc|Mh〉
is the standard, mass-only occupation in the HOD model
described previously and Acen is a free parameter in the
range [−1,+1]. Similarly, the occupation with satellites is
given by
〈Ns|Mh, x〉 = (1±Asat)〈Ns|Mh〉 (34)
with Asat being another free parameter spanning the range
[−1,+1]. The model reduces to our default HOD model
without assembly bias when Acen = Asat = 0, while as-
sembly bias is maximised for |Acen| and |Asat| being unity.
The decorated HOD is defined such that a non-zero Acen
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Figure 5. Ratio of the posterior predictions for the galaxy-galaxy
lensing signal from fitting wp for the 0.5 < z < 0.6 sample. We
divide all predictions by the median value for the HOD prediction.
Bands always denote the 95% posterior range. Both wp and ∆Σ
have been predicted from the MultiDark simulation. We show
results for three different parameterisations: the traditional HOD
and two dHOD models with concentration cNFW and spin λ as
secondary halo parameters. To guide the eye, we also include the
ratio of observed to predicted lensing signal from the left-hand
panel of Fig. 3.
or Asat preserves the mean occupation of the default HOD
parameters; the galaxies are merely redistributed among
haloes of the same mass. Note, though, that since we con-
tinue to assume that Nsat obeys Poisson statistics, with a
mean given by 〈Ns|Mh, x〉, the expectation value for the
number of satellite-satellite pairs for a given halo mass,
〈Ns(Ns−1)|Mh〉, is not preserved when Asat 6= 0 (see Hearin
et al. 2016, for a detailed discussion).
In order to efficiently predict wp and ∆Σ for a given
dHOD model, we have implemented and generalized the
framework presented in Zheng & Guo (2016) of tabulating
correlation functions as a function of halo properties, i.e.
halo mass Mh and a secondary halo property x. This by-
passes the need to populate dark matter haloes directly and
dramatically speeds up the computation of wp and ∆Σ as a
function of dHOD parameters. We have tested that it gives
the same results as the direct mock population method used,
for example, in Zentner et al. (2019).
5.2.3 Results
In the following, we will estimate the potential of galaxy
assembly bias to explain the small-scale lensing discrepancy.
We repeat the exercise of fitting ngal and wp to observations
and predicting ∆Σ but using MDR1 instead of the analytical
model. We do this for observations in the redshift range
0.5 < z < 0.6. We test 3 different models: the conventional
HOD and two dHOD models with halo concentration cNFW
and halo spin λ as the secondary halo parameter. In Fig. 5 we
show the ratio of the different predictions to the median of
the standard (no galaxy assembly bias) HOD result. Bands
denote the 95% posterior prediction in all cases. We only
select models with fΓ > 0.8 because the completeness has
been found observationally to be higher than 0.8 (Leauthaud
et al. 2016). Taking into account all models with fΓ > 0.5
widens the confidence intervals by ∼ 30%.
We see that ∆Σ at large scales, rp > 10 h
−1Mpc, is
basically unaffected by the choice of the model. This con-
forms to our naive expectation since wp fixes the large-scale
bias of the galaxy sample and ∆Σ at large rp mainly de-
pends on this bias, not halo mass. For smaller rp that probe
the one-halo term the uncertainties are larger for the dHOD
models. This is expected since assembly bias affects the rela-
tionship between halo mass and bias, allowing for different
average halo masses at fixed clustering strength. We find
that the small-scale ∆Σ predictions are positively and nega-
tively correlated with the assembly bias parameter Acen for
cNFW and λ as secondary halo parameters, respectively. In
other words, we expect lower values for ∆Σ on small scales
if BOSS galaxies preferentially occupy low-concentration or
high-spin haloes. Such a scenario would alleviate the lensing
discrepancy alluded to above.
Overall, we find strong evidence that galaxy assembly
bias could alleviate the lensing discrepancy. However, even
in the 95% posterior range, we only find a decrease of at
most 10% for the small-scale lensing signal whereas the ob-
served difference is of the order of 25%. Furthermore, we find
that wp alone places no strong constraints on the exact val-
ues of the assembly bias parameters (also see Vakili & Hahn
2019; Zentner et al. 2019). In fact, even values of |Acen| = 1,
i.e. maximum assembly bias strength, cannot be strongly
excluded and contribute to the posterior in Fig. 5. Thus, at
face value, it seems difficult to explain the entire discrepancy
as arising from galaxy assembly bias. However, we note that
we have only tested one rather specific model for galaxy as-
sembly bias as presented in Hearin et al. (2016). Ultimately,
a more comprehensive study of the impact of galaxy assem-
bly bias, based on more generic models, is required before we
can rule out assembly bias as the root cause of the lensing
discrepancy.
5.3 Baryonic feedback
So far, our results were implicitly or explicitly based on plac-
ing galaxies into dark matter haloes in collisionless N-body
simulations. However, those simulations neglect the effect
of baryons on the overall matter distribution in the Uni-
verse. Specifically, it has been shown that baryonic effects
can alter the matter distribution on large enough scales rel-
evant to our work (see e.g. Jing et al. 2006; Rudd et al.
2008). Thus, we turn to the results of hydrodynamical sim-
ulations in order to test the impact of baryonic feedback.
Unfortunately, in addition to not being able to vary cosmol-
ogy, those simulations are generally too expensive to be run
on volumes comparable to the BOSS galaxy survey. Thus,
we cannot marginalise over uncertainties of the galaxy-halo
connection by comparing predictions to observations. How-
ever, we will show below that the relative impact of baryonic
physics on ∆Σ is mostly insensitive of the properties of the
tracer galaxy population. We thus still expect our results to
hold generally.
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5.3.1 Simulations
We use results from two simulation suites: Illustris (Vogels-
berger et al. 2014; Nelson et al. 2015) and TNG300 (Pillepich
et al. 2018; Springel et al. 2018; Nelson et al. 2018; Naiman
et al. 2018; Marinacci et al. 2018; Nelson et al. 2019). For
both simulation suites, we use the highest resolution ver-
sions. The Illustris-1 simulation traces structure and galaxy
formation in a cubic volume of
(
75 h−1Mpc
)3
and achieves
a mass resolution of 6.3 × 106 M and 1.3 × 106 M for
dark matter and baryons, respectively. The TNG300-1 sim-
ulation has a volume of
(
205 h−1Mpc
)3
and a mass resolu-
tion of 5.9 × 107 M and 1.1 × 107 M. Both Illustris-1
and TNG300-1 also have dark matter only versions with the
same initial conditions but no baryonic physics. We will use
these in comparison with their hydrodynamic couterparts
to test the impact of baryonic physics. From both simula-
tion suites, we use the z = 0.55 snapshots and the subhalo
catalogues derived with subfind. Finally, the cosmological
parameters of Illustris are derived from the WMAP9 anal-
ysis (Hinshaw et al. 2013), i.e. S8 = 0.77, while TNG300
uses cosmological parameters compatible with the Planck15
analysis (Planck Collaboration et al. 2016), i.e. S8 = 0.83.
To compute ∆Σ, we again use halotools and a down-
sampled version of the full particle distribution. However,
the baryonic runs of the simulations already contain massive
black hole particles which we want to avoid to downsample
further. Thus, instead of a random down-sampling, we use
the following algorithm: For each particle with mass mp we
calculate f = mp/mt, where mt is some target mass. If
f > 1, i.e. mp > mt, the particle will automatically be in
the down-sampled catalogue. If f < 1, the particle will be
in the down-sampled catalogue with a probability of f and
assigned a mass ofmp/f = mt. When computing ∆Σ, we use
target masses of mt = 10
9 h−1M and mt = 1010 h−1M
for Illustris and TNG300, respectively.
5.3.2 Matching haloes
In each of the two simulation suites, we first cross-match
dark matter field haloes in the full-physics run to the dark
matter-only run. We ignore subhaloes because such a match-
ing is much more challenging and because satellite galax-
ies have a negligible contribution to the overall lensing
signal. For Illustris-1, a halo matching between the dark
matter and the full physics run already exists in the on-
line database. For TNG300-1 we match field haloes by re-
quiring a field halo in the dark matter-only run within
0.15h−1Mpc (Mvir/1013 h−1M)1/3, where Mvir is the virial
mass of the halo in the baryonic run. This matching ra-
dius corresponds to roughly half the virial radius. In a few
cases this leads to clearly spurious matches with low-mass
haloes in the dark matter-only run. We therefore require
that the mass difference between the haloes in the matched
pairs is less than 1.0 dex. Overall, for both simulations, we
can match upwards of ∼ 95% of all haloes.
5.3.3 Results
In the next step, we select all field haloes in the full physics
run of the simulation that host galaxies of a given stellar
mass and have a match in the dark matter-only run. We
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Figure 6. The impact of baryons on the expected lensing signal
as probed by TNG300 (solid lines) or Illustris (dashed lines). We
show the ratio of the ESD in the full physics run to the dark
matter-only run for matched field haloes. The colours indicate
the stellar mass of the hosted galaxy in the full physics run, as
indicated by the colour bar on the right. The effect of baryonic
physics is significantly less pronounced in TNG300 as compared
to Illustris. We again include the ratio of observed to predicted
lensing signal from the left-hand panel of Fig. 3.
use the delta sigma routine of halotools to compute the
expected galaxy-galaxy lensing signal. In all cases, we use
the down-sampled particle catalogue and project the parti-
cle and galaxy distribution onto the three spatial axes sep-
arately. The total lensing signal is then taken to be the av-
erage of the three projections. We show the ratio of the
lensing signal in the full physics run to the signal around
matched haloes in the dark matter-only run in Fig. 6. In
general, both simulations predict a change in the galaxy-
galaxy lensing signal due to baryonic physics. On large
scales, (rp > 3 h
−1Mpc), both simulations predict a negli-
gible impact. Instead, the effects of baryonic feedback start
to become more important on smaller scales.
For Illustris, this happens already at scales of around
3h−1Mpc, whereas for TNG this happens at 1h−1Mpc. Gen-
erally, the impact of baryonic physics is significantly larger
in Illustris, reaching up to 15%, than in TNG, where it
reaches up to 10%. We attribute this difference primarily
to the different treatments of AGN feedback (Weinberger
et al. 2017; Springel et al. 2018). The implementation in
TNG300 produces galaxy and intercluster medium (ICM)
properties that are in much better agreement with observa-
tional constraints (Weinberger et al. 2018). Interestingly, we
also find that the scale-dependence and relative importance
of baryonic feedback for galaxy-galaxy lensing is only a weak
function of the stellar mass of the host galaxy. For Illustris,
the relative importance decreases slightly with stellar mass,
whereas in TNG300 it has a maximum for stellar masses
around 1011 M.
Overall, the impact of baryonic physics goes in the right
direction of decreasing the lensing signal on small scales,
while not affecting larger scales. However, given that this
decrease is at most 10% in the case of TNG300, it seems chal-
lenging to resolve the entire lensing discrepancy by baryonic
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effects. Nevertheless, it is apparent that constraining bary-
onic feedback effects is crucial in order to derive unbiased
cosmological constraints from small-scale lensing.
6 COMPARISON WITH PREVIOUS
COSMOLOGICAL STUDIES
The findings of this study are particularly relevant for the
possible tension regarding S8 between studies of the low-
redshift Universe and the CMB constraints. Generally, our
results are in broad agreement with previous cosmological
studies modelling the clustering and lensing of galaxies down
to small scales.
Leauthaud et al. (2017) find that ∆Σ is overpredicted
when using pure dark-matter only simulations based on
the Planck15 cosmological parameters. Our findings extend
those of Leauthaud et al. (2017) which are based on the
entire CMASS sample at z ∼ 0.5 by showing that this re-
sult is insensitive to changes in redshift and stellar mass.
We also show that models fit to the BOSS clustering as a
function of redshift predict a roughly redshift-independent
lensing signal. As discussed in Leauthaud et al. (2017), this
stands in contrast to the naive expectations based on sub-
halo abundance matching by Saito et al. (2016) and might
indicate redshift-dependent biases in the CMASS stellar
mass estimates or complicated sample selection functions.
Leauthaud et al. (2017) also discuss in detail systematic
effects besides a change in cosmological parameters that
could lead to the low lensing signal, most importantly bary-
onic effects. They analyse data from the Illustris simulation
and obtain results that are qualitatively in agreement with
what we present in section 5.3, i.e. the lensing signal is re-
duced by baryonic feedback by around 15% on small scales,
0.1h−1Mpc < rp < 1h−1Mpc. Similarly, under the assump-
tion that the lensing discrepancy can be ascribed entirely to
a change in cosmology, their constraints on Ωm and σ8 are
compatible with ours, but with much larger uncertainties.
More et al. (2015) also derive cosmological parameters
through an analysis of the clustering and lensing of the
BOSS CMASS sample. They find constraints on Ωm and σ8
that are roughly in between and in agreement with both the
results of Section 5.1 and those of Planck18. We speculate
that part of the reason for their agreement with Planck18 is
that More et al. (2015) allow for the off-centring of central
galaxies. Specifically, More et al. (2015) assume that a cer-
tain fraction of centrals are not located at the halo centre
but instead follow a Gaussian distribution,
uc(r|Mh) = 1
(2pi)3/2R3cr3s (Mh) exp
(
− r
2
2R2cr2s (Mh)
)
. (35)
More et al. (2015) infer that 30 to 40 per cent of all centrals
follow such a distribution with Rc ' 2.3 (i.e., with a scale-
radius more than double that of the dark matter halo). We
find that such an off-centring is extremely efficient in de-
creasing the predicted lensing signal at the smallest scales,
rp < 1 h
−1Mpc. Specifically, for those centrals that are off-
centred with such a large value of Rc, the ESD, ∆Σ, de-
creases by ∼ 50% (∼ 100%) at 0.8 h−1Mpc (0.1 h−1Mpc).
Thus, assuming that 30% of all centrals have such an offset
is equivalent to reducing the galaxy-galaxy lensing signal on
small scales by roughly the same amount. Hence, in principle
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Figure 7. The radial distribution of galaxies in a halo with con-
centration parameter c200 = 5. The distributions are normalized
to unity and the mass or redshift of the halo are irrelevant. We
show the distribution of satellites following an NFW profile with
Rs = 1.0 (red, solid), centrals with Rc = 1.0 (blue, dashed) and
centrals with Rc = 2.3 (blue, dash-dotted).
such an off-centring could potentially explain the observed
lensing discrepancy. However, as we show in Fig. 7, this im-
plies that roughly one third of all centrals have halo-centric
positions that are less centrally concentrated than satellite
galaxies. This clearly is an extreme scenario, for which there
is no substantial support. In fact, such large off-centring
should be accompanied by a large intra-halo velocity dis-
persion of centrals (van den Bosch et al. 2005; Skibba et al.
2011; Lange et al. 2018), at odds with the inferred low cen-
tral velocity dispersion in BOSS CMASS (Reid et al. 2014;
Guo et al. 2015). In addition, hydrodynamical simulations
by Cui et al. (2016) typically show offsets of less than ∼ 5%
the scale radius between the brightest cluster galaxy (BCG)
and the halo centre. Less than 10% of all clusters in the simu-
lations show BCG offsets that exceed 0.1 r200m, and a large
fraction of those are likely to be cases in which the BCG
is actually a satellite galaxy (see e.g. Skibba et al. 2011;
Hoshino et al. 2015; Lange et al. 2018). Hence, in the simu-
lations of Cui et al. (2016), at most a few per cent of all “cen-
trals” have offsets comparable to Rc ' 1.0. To summarise,
we find no observational or theoretical argument that would
support the large off-centring assumed in More et al. (2015).
Cosmological constraints using small-scale clustering
and galaxy-galaxy lensing have also been obtained from the
SDSS main galaxy sample by Cacciato et al. (2013). Their
constraints on Ωm and σ8 are in excellent agreement with
our results in Fig. 4, and thus in tension with Planck18. By
extension, this suggest that a lensing discrepancy similar to
what we observe in BOSS is also present in the lower red-
shift SDSS data (also see Zu & Mandelbaum 2015, 2016;
Behroozi et al. 2018). We emphasize, though, that Cacciato
et al. (2013), similar to More et al. (2015), did not account
for either assembly bias or the potential impact of baryonic
physics.
As shown in section 5, the effects of baryonic feedback
and galaxy assembly bias vanish at larger scales. The recent
Dark Energy Survey (DES) analysis of galaxy clustering,
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galaxy-galaxy lensing and cosmic shear concentrates on such
large scales and also finds lower values for Ωm and σ8 com-
pared to Planck18, albeit somewhat less acute (Abbott et al.
2018). The same is true for the clustering and lensing anal-
yses of Mandelbaum et al. (2013) using SDSS galaxies and
Singh et al. (2018) using the LOWZ sample. Finally, several
recent cosmic shear analyses, including Hyper Suprime-Cam
(HSC, Hikage et al. 2019), the Deep Lens Survey (DLS, Jee
et al. 2016), the Kilo Degree Survey (KiDS, Hildebrandt
et al. 2017) and CFHTLenS (Fu et al. 2014), also find simi-
lar results. Thus, there is significant evidence that the true
value for S8 is slightly lower than the Planck18 value of
0.83. But also see Chang et al. (2019) for a unified analysis
of those 4 shear studies and their reliability. Similarly, Liu
et al. (2016) provide tentative evidence based on CMB lens-
ing that CFHTLenS shear estimates are systematically too
low.
7 CONCLUSION
We have presented a new analysis examining the clustering
and galaxy-galaxy lensing signal of galaxies in the BOSS
survey. Our analysis extends previous findings by Miyatake
et al. (2015), More et al. (2015) and Leauthaud et al. (2017).
Our main findings are as follows.
• When adopting the Planck18 ΛCDM cosmology and a
model for the galaxy-halo connection fit to the clustering of
BOSS galaxies, the ESD is consistently overy-predicted on
small scales (rp < 3 h
−1Mpc) by roughly 30% compared to
observations.
• This over-prediction of the lensing signal is independent
of the redshift (0.1 < z < 0.7, cf. Fig. 2) and the stellar mass
(11 < logM?/M < 12, cf. Fig. 3) of the sample in question.
• A change in cosmology, particularly allowing for a lower
values of S8 = σ8
√
Ωm/0.3 ∼ 0.75±0.02 (cf. Fig. 4) can alle-
viate the discrepancy. However, the cosmological parameters
needed to entirely eliminate the discrepancy are in tension
with Planck18 findings. In addition, there are some indica-
tions that such a low value for S8 predicts an excess surface
density that is too large on large scales (rp > 3 h
−1Mpc).
• The clustering data alone does not strongly constrain
the presence of galaxy assembly bias. Allowing for this ef-
fect alleviates, but does not remove, the small-scale lensing
discrepancy in BOSS (cf. Fig. 5).
• We investigated the impact of baryonic physics on
the galaxy-galaxy lensing signal in the newly-released Il-
lustrisTNG simulation. Compared to Illustris, we find that
baryonic physics lead to a smaller reduction of the lensing
signal of at most 10% (cf. Fig. 6).
Our study highlights the tension between large-scale
structure probes and the CMB regarding cosmological pa-
rameters that has also been identified in several previous
studies (see Section 6 for references). However, on the small-
scales probed here, a better understanding of galaxy forma-
tion physics, in particular galaxy assembly bias and baryonic
feedback, is needed to draw firm conclusions regarding the
ΛCDM model. In addition, the recent study by Chang et al.
(2019) suggests that there may also be an issue with the
reliability of the galaxy-galaxy lensing data, something that
should hopefully improve with more and better data com-
ing available. In particular, new and independent galaxy-
galaxy lensing measurements from ongoing and future sur-
veys such as DES, HSC and/or LSST should improve both
the quantity and quality of the data, allowing for a more
rigorous test of our cosmological framework. It will be cru-
cial, though, to complement this forthcoming data with sig-
nificant improvements in the modelling of clustering and
lensing (see e.g. Wibking et al. 2019; DeRose et al. 2019;
Zhai et al. 2019; Nishimichi et al. 2018). In addition, further
advances will come from combining galaxy clustering and
galaxy-galaxy lensing with additional, alternative probes of
large-scale structure, such as redshift space distortions (e.g.,
Yang et al. 2008; Reid et al. 2014), satellite kinematics (e.g.,
More et al. 2011; Lange et al. 2019), higher-order correla-
tion functions (Gil-Mar´ın et al. 2017; Gualdi et al. 2019),
cosmic shear (e.g, Fu et al. 2014; Hildebrandt et al. 2017),
and counts-in-cells (e.g., Reid & Spergel 2009; Gruen et al.
2018). Such additional data will prove especially important
for breaking degeneracies and constraining galaxy assembly
bias (see e.g., Wang et al. 2019). Ultimately, the tension de-
scribed here clearly deserves further investigation which will
lead to either new insights into galaxy-formation physics or
a revision of our cosmological paradigm.
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APPENDIX A: GALAXY-HALO MODEL
POSTERIORS
For completeness, we list in Table A1 all posterior predic-
tions for the galaxy-halo parameters in section 4 and 5.1.
Note that the CSMF parameters in the bin 0.3 < z < 0.4
show a strong bimodality. In this case, there exists another
mode with γ2 ∼ 0.3 and MΓ,c > MΓ,s that also includes the
maximum-likelihood fit.
APPENDIX B: EXCESS SURFACE DENSITY
WITH DISCRETE DENSITY TRACERS
In this section, we describe our algorithm for computing the
excess surface density ∆Σ around galaxies in cosmological
simulations. One generic problem is that the surface density
would, in principle, require a smooth density field, whereas
the matter distribution in cosmological simulations is gener-
ally given by discrete points. Additionally, when calculating
∆Σ observationally, we stack all source galaxies in the rp bin
defined by the outer edges rp,1 and rp,2 > rp,1. We would
like the ∆Σ computed from simulations to take this binning
into account. As we will show below, both problems can be
solved simultaneously.
The circularly averaged surface density Σ caused by a
point particle of mass Mp and projected separation rp from
the source galaxy obeys
rp,2∫
rp,1
Σ(r)2pirdr =
{
Mp if rp,1 6 rp < rp,2
0 otherwise
. (B1)
We note that ∆Σ is probed by source galaxies that, in pro-
jection, lie around the lens galaxy. Assuming that source and
lens galaxies are physically uncorrelated, the distribution of
source galaxies should be entirely random. Therefore, the
average over rp when stacking source galaxies corresponds
to an area average. Coincidentally, the area-averaged surface
density caused by the point particle has a simple form,
〈Σ〉 =
∫ rp,2
rp,1
Σ(r)2pirdr
pi(r2p,2 − r2p,1)
=
{ Mp
pi(r2p,2−r2p,1)
if rp,1 6 rp < rp,2
0 otherwise
.
(B2)
Finally, the average of Σ¯(< rp) obeys
〈Σ¯(< rp)〉 =
∫ rp,2
rp,1
Σ¯(< rp)2pirdr
pi(r2p,2 − r2p,1)
=
∫ rp,2
max(rp,1,min(rp,2,rp))
Mp
pir2
2pirdr
pi(r2p,2 − r2p,1)
=

2Mp ln(rp,2/rp,1)
pi(r2p,2−r2p,1)
if rp < rp,1
2Mp ln(rp/rp,1)
pi(r2p,2−r2p,1)
if rp,1 6 rp < rp,2
0 if rp > rp,2
.
(B3)
Thus, the lensing signal induced by a population of point
particles around a group of lenses can be computed by sum-
ming ∆Σ = 〈Σ¯(< rp)〉 − 〈Σ〉 over all lens-galaxy pairs and
dividing by the total number of lenses.
We note that the delta sigma function of halotools
v0.6 works slightly differently. It does not explicitly take
into account that the galaxy-galaxy lensing signal is av-
eraged over a range in rp. Coincidentally, Σ is still com-
puted in the same way. However, Σ¯(< rp) is computed for
rp,1 and rp,2 and then logarithmic interpolation is used at
r =
√
0.5 (r2p,1 + r
2
p,2). When applied to the galaxy-galaxy
lensing signal in MDR1, we find that our algorithm results
in a ∼ 3% higher value for ∆Σ, particularly on small scales.
Due to the rp averaging described above, our algorithm
should be more exact. Additionally, it has the desirable prop-
erty of being perfectly linear: ∆Σ around two or more lenses
is exactly the average of the individual values for ∆Σ.
APPENDIX C: ACCURACY OF THE
ANALYTIC MODEL
Here, we compare the predictions of the analytic model out-
lined in section 3 to the forecasts of the MDR1 simulation
used in section 5.2. Unfortunately, the analytic model and
the MDR1 ROCKSTAR halo catalogues do not use the
same halo mass definition. Therefore, we cannot directly
compare the predictions for wp and ∆Σ for the same cosmo-
logical and HOD parameters. Instead, we choose to compare
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Parameter Posterior
0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 0.4 < z < 0.5 0.5 < z < 0.6 0.6 < z < 0.7
Type: HOD, Cosmology: Planck18
logMmin 13.096
+0.107
−0.095 13.260
+0.079
−0.073 13.259
+0.083
−0.071 13.23
+0.13
−0.14 13.18
+0.11
−0.14 13.77
+0.15
−0.16
logM0 11.67
+1.23
−1.16 11.55
+1.14
−1.05 11.67
+1.16
−1.14 11.41
+1.02
−0.96 11.46
+1.13
−0.99 11.65
+1.26
−1.13
logM1 14.244
+0.039
−0.051 14.348
+0.026
−0.028 14.389
+0.027
−0.032 14.349
+0.024
−0.025 14.349
+0.023
−0.025 14.72
+0.24
−0.10
σlogMh 0.39
+0.13
−0.13 0.351
+0.100
−0.102 0.349
+0.097
−0.097 0.46
+0.10
−0.15 0.451
+0.096
−0.151 0.757
+0.090
−0.110
α 1.18+0.12−0.13 1.304
+0.082
−0.094 1.29
+0.10
−0.13 1.641
+0.093
−0.097 1.66
+0.10
−0.12 1.15
+0.29
−0.32
fΓ 0.83
+0.11
−0.12 0.850
+0.095
−0.098 0.843
+0.104
−0.097 0.77
+0.15
−0.13 0.79
+0.14
−0.13 0.75
+0.18
−0.17
Type: HOD, Cosmology: lower S8
logMmin 13.05
+0.14
−0.13 13.191
+0.103
−0.094 13.189
+0.105
−0.095 13.17
+0.12
−0.16 13.11
+0.12
−0.15 13.71
+0.14
−0.17
logM0 11.57
+1.25
−1.06 11.49
+1.12
−1.03 11.50
+1.17
−1.01 11.30
+1.01
−0.90 11.40
+1.05
−0.95 11.63
+1.22
−1.12
logM1 14.153
+0.039
−0.052 14.252
+0.026
−0.030 14.284
+0.025
−0.031 14.270
+0.025
−0.026 14.268
+0.025
−0.026 14.489
+0.068
−0.036
σlogMh 0.45
+0.15
−0.16 0.39
+0.11
−0.12 0.39
+0.10
−0.12 0.48
+0.10
−0.16 0.458
+0.097
−0.154 0.796
+0.068
−0.090
α 1.24+0.11−0.13 1.380
+0.084
−0.087 1.40
+0.10
−0.12 1.798
+0.098
−0.100 1.88
+0.12
−0.12 1.53
+0.25
−0.30
fΓ 0.78
+0.14
−0.14 0.80
+0.13
−0.12 0.80
+0.13
−0.11 0.78
+0.15
−0.16 0.78
+0.15
−0.14 0.74
+0.18
−0.17
Type: CSMF, Cosmology: Planck18
logM?,0 10.911
+0.090
−0.087 10.782
+0.096
−0.105 11.266
+0.070
−0.163 11.249
+0.085
−0.102 10.99
+0.12
−0.12 10.63
+0.24
−0.30
logMh,1 11.85
+0.20
−0.19 11.72
+0.21
−0.20 12.35
+0.20
−0.18 12.37
+0.19
−0.15 12.11
+0.20
−0.17 11.65
+0.30
−0.42
γ1 3.58
+0.94
−1.00 3.53
+1.01
−1.03 3.61
+0.97
−1.01 3.61
+0.93
−0.98 3.57
+0.95
−1.02 3.48
+0.98
−0.95
γ2 0.217
+0.023
−0.028 0.314
+0.019
−0.022 0.149
+0.079
−0.034 0.165
+0.045
−0.039 0.311
+0.034
−0.041 0.438
+0.042
−0.045
σlogM? 0.1638
+0.0084
−0.0091 0.1624
+0.0086
−0.0095 0.2023
+0.0076
−0.0092 0.2272
+0.0076
−0.0079 0.1975
+0.0098
−0.0113 0.191
+0.027
−0.038
b0 −0.99+0.61−0.82 −1.59+0.51−0.59 −0.51+0.69−0.97 −0.92+0.74−0.82 −1.27+0.93−0.76 −1.12+0.87−0.79
b1 0.74
+0.64
−0.52 0.56
+0.46
−0.38 0.99
+0.65
−0.56 0.64
+0.65
−0.44 0.88
+0.61
−0.55 1.00
+0.56
−0.61
b2 0.01
+0.12
−0.15 0.113
+0.075
−0.089 −0.08+0.18−0.16 0.117+0.098−0.138 −0.03+0.15−0.21 −0.12+0.18−0.20
αs −1.02+0.66−0.93 −0.80+0.31−0.28 −1.44+1.08−0.99 −1.05+0.72−1.01 −0.57+0.44−1.13 −0.96+0.61−1.03
fΓ 0.936
+0.046
−0.077 0.960
+0.029
−0.054 0.964
+0.026
−0.049 0.930
+0.048
−0.070 0.894
+0.072
−0.087 0.57
+0.24
−0.17
σΓ 0.116
+0.019
−0.017 0.0842
+0.0072
−0.0072 0.1539
+0.0071
−0.0122 0.222
+0.014
−0.015 0.178
+0.014
−0.025 0.269
+0.020
−0.031
logMΓ,c 11.116
+0.016
−0.025 11.2585
+0.0083
−0.0077 11.241
+0.014
−0.011 11.209
+0.017
−0.019 11.223
+0.016
−0.019 11.462
+0.043
−0.048
logMΓ,s 10.69
+0.51
−0.47 11.090
+0.010
−0.011 11.436
+0.044
−0.093 11.466
+0.092
−0.100 11.25
+0.13
−0.51 11.40
+0.17
−0.23
Type: CSMF, Cosmology: lower S8
logM?,0 10.870
+0.090
−0.087 10.74
+0.10
−0.11 11.03
+0.21
−0.12 11.233
+0.093
−0.114 10.91
+0.13
−0.13 10.43
+0.33
−0.43
logMh,1 11.72
+0.20
−0.18 11.61
+0.21
−0.21 12.09
+0.23
−0.21 12.27
+0.20
−0.14 11.95
+0.20
−0.18 11.31
+0.42
−0.65
γ1 3.46
+1.00
−0.96 3.52
+0.98
−1.02 3.57
+1.00
−1.03 3.65
+0.90
−0.98 3.49
+1.00
−0.97 3.46
+1.00
−0.93
γ2 0.228
+0.023
−0.025 0.325
+0.020
−0.022 0.269
+0.031
−0.105 0.174
+0.049
−0.043 0.338
+0.033
−0.035 0.466
+0.037
−0.043
σlogM? 0.1662
+0.0091
−0.0098 0.1647
+0.0088
−0.0097 0.1966
+0.0094
−0.0084 0.2285
+0.0072
−0.0078 0.1989
+0.0100
−0.0118 0.200
+0.022
−0.035
b0 −1.05+0.58−0.83 −1.56+0.49−0.60 −1.56+1.16−0.67 −1.05+0.71−0.73 −1.68+0.53−0.51 −1.62+0.81−0.57
b1 0.69
+0.71
−0.50 0.53
+0.47
−0.37 0.62
+0.45
−0.42 0.47
+0.59
−0.34 0.60
+0.46
−0.40 0.64
+0.57
−0.40
b2 0.03
+0.11
−0.16 0.138
+0.071
−0.094 0.148
+0.091
−0.201 0.198
+0.078
−0.125 0.141
+0.099
−0.123 0.09
+0.14
−0.22
αs −1.09+0.69−0.92 −0.89+0.30−0.27 −0.35+0.25−1.29 −0.88+0.64−1.02 −0.43+0.26−0.52 −0.69+0.44−1.09
fΓ 0.915
+0.059
−0.091 0.952
+0.035
−0.062 0.943
+0.040
−0.063 0.925
+0.052
−0.071 0.861
+0.088
−0.096 0.60
+0.23
−0.19
σΓ 0.120
+0.017
−0.015 0.0875
+0.0068
−0.0070 0.123
+0.036
−0.012 0.224
+0.014
−0.014 0.166
+0.020
−0.016 0.261
+0.021
−0.027
logMΓ,c 11.125
+0.015
−0.016 11.2619
+0.0083
−0.0080 11.256
+0.011
−0.012 11.217
+0.018
−0.019 11.233
+0.017
−0.018 11.468
+0.040
−0.045
logMΓ,s 10.56
+0.42
−0.38 11.089
+0.012
−0.013 11.04
+0.39
−0.11 11.440
+0.097
−0.112 10.84
+0.38
−0.58 11.24
+0.26
−0.22
Table A1. Posterior predictions for the galaxy-halo parameters in section 4 and 5.1. In all cases, we show the median and the 16th to
84th percentile range.
the predictions for ∆Σ once wp has been modeled. In prin-
ciple, this observable should not depend on the halo mass
definition because otherwise cosmological inferences would
also depend on it.
As in section 5.2, we choose the z = 0.53 snapshot from
MDR1. For the analytic model, we set the exact same red-
shift and cosmological parameters as for MDR1. We then use
both the analytic model and the simulation to fit the clus-
tering. Fig. C1 shows the resulting predictions for the galaxy
clustering and galaxy-galaxy lensing signal. Overall, the an-
alytic model and the simulation make qualitatively very sim-
ilar predictions. However, the simulation predicts a lensing
signal that is roughly 10% higher on all scales. We find that
this difference could be explained by slight, percent-level dif-
ferences in the halo bias. One should note that our model for
the halo bias is the empirical model presented in Tinker et al.
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Figure C1. Predictions for the galaxy clustering and galaxy-
galaxy lensing for BOSS galaxies in the redshift range 0.5 < z <
0.6 and masses logM? > 11. We compare the predictions from the
analytic model (orange) to the MDR1 simulation (blue). In both
cases, the HOD parameters are tuned to reproduce the galaxy
clustering. The analytic model adopts the same cosmological pa-
rameters as MDR1.
(2010). This empirical model is calibrated with only 2 simu-
lations with box sizes greater than or equal to 1( h−1Gpc)3.
The bias values measured from these simulations have asso-
ciated uncertainties stemming from cosmic variance that can
explain the small discrepancy seen in Fig. C1. Ultimately,
the difference could be explained by both inaccuracies in the
halo bias model in Tinker et al. (2010) or cosmic variance
in MDR1.
We note that the simulation overall predicts an even
higher lensing signal at fixed clustering than the analytic
model. Therefore, the discrepancies between the predictions
and observations described in section 4 would be even higher
for the simulation results.
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