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Evaluation of Macroscopic Properties
in the Direct Simulation Monte Carlo Method
Quanhua Sun∗ and Iain D. Boyd†
University of Michigan, Ann Arbor, Michigan 48109
General expressions for evaluating macroscopic properties in the direct simulation Monte Carlo (DSMC) method
are examined using numerical examples. DSMC simulations show that the evaluations (both statistically dependent
and independent) generally follow Gaussian distributions except that the temperature evaluations follow chi-square
distributions, whereas their statistical errors mainly depend on the sample size. To reduce the statistical errors for
macroscopic properties required during DSMC simulations, a subrelaxation technique is proposed to build up the
sample size by including the previous history using a relaxation factor. It is found that the subrelaxation technique
helps reduce the statistical errors as if the sample size were increased by a factor of the reciprocal of the relaxation
factor. This property makes use of the technique attractive for many DSMC applications.
Nomenclature
E = statistical error
FN = number of real molecules represented by one
simulated particle
k = Boltzmann constant
m = mass of molecules
N = number of particles in a cell or number of time steps
n = number density
T = temperature
V = velocity
Vol = volume of computational cell
 = gamma function
θ = relaxation factor
ρ = correlation coefficient
σ = standard deviation of a distribution
Subscripts
i = index of velocity component or of time step
j = index of time step
t = time step
x, y, z = velocity component in x , y, or z direction
0 = average
Introduction
T HE direct simulation Monte Carlo (DSMC) method1 has beenwidely used for solving problems from many fields, includ-
ing rarefied atmospheric gas dynamics,2 materials processing,3
microfluidics,4 and vacuum systems.5 Whereas the particle repre-
sentation of gas flows has enabled the DSMC method to include
flow physics at the molecular level, it also gives rise to statistical
fluctuations when evaluating macroscopic properties. Two related
questions are therefore how to evaluate macroscopic properties and
how to reduce the statistical fluctuations.
Studies on the evaluation of macroscopic properties and their
statistical fluctuations in DSMC simulations have been reported by
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many investigators, including Bird,1 Garcia,6 Tysanner and Garcia,7
Chen and Boyd,8 and Hadjiconstantinou et al.9 Previous studies de-
rived general expressions for the evaluations and their statistical fluc-
tuations. However, distributions of evaluations have not been exam-
ined. One outcome is the confusion about the evaluation of tempera-
ture when the sample size is small. Furthermore, understanding gen-
eral evaluations is especially important for many applications where
the number of samples is very limited. One example is the instanta-
neous evaluation of the average number of simulated particles used
in determining the collision rate during DSMC simulations.1 An-
other example is the temperature evaluation for simulations where
temperature-dependent models are implemented.10 Additional ex-
amples include hybrid methods where macroscopic properties are
required when the DSMC method is coupled with a continuum
approach.11 All of these examples involve instantaneous evaluations
of macroscopic properties. Inaccurate evaluations either introduce
numerical error to simulation results or greatly increase the compu-
tational cost and thus motivate the development and application of
techniques to reduce statistical fluctuations for DSMC simulations.
Endeavors have been made recently for the reduction of the sta-
tistical fluctuations in DSMC simulations. One of the most recent
techniques is the information-preservation (IP) method, in which
each simulated particle in a DSMC simulation preserves additional
information at the macroscopic level that is used to evaluate the
macroscopic properties. It has been shown that the IP method can
greatly decrease the statistical fluctuations when simulating low-
speed flows,12 but further development is required to accurately cap-
ture strong nonequilibium behavior (e.g., shock structure) for high-
speed flows.13 Another variant14 of the DSMC method is based on
the relationship between the statistical fluctuation and the molecular
mass, where the so-called molecular block model DSMC method
can reduce the statistical fluctuation by increasing the molecular
mass. However, this method also changes the flow Mach number
for a simulation, and much work is needed to improve the method.15
Another technique reduces statistical fluctuations by applying a non-
linear filter to a DSMC solution as a postprocessor.16 However, filter
techniques are seldom used in the DSMC method because filtering
schemes generally take advantage of some known property of the
object to be detected or analyzed.
In this paper, we examine general expressions and present a
subrelaxation technique for evaluating macroscopic properties in
the DSMC method. We first review theoretical expressions for eval-
uating the mean and statistical error of typical hydrodynamic proper-
ties. Then we explain the subrelaxation technique and derive related
expressions. Next, we examine the general theoretical expressions
and test the subrelaxation technique using three numerical exam-
ples. Finally, we close by discussing the need for precise evaluation
of macroscopic properties.
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Theoretical Expressions for Evaluation
of Macroscopic Properties
DSMC simulations are unsteady as they track the molecular be-
havior of simulated particles even for steady flows. They predict
the macroscopic properties of a flow by sampling the particle in-
formation in each computational cell, and the particle samples can
be accumulated by using either ensemble averaging for unsteady
flows or time averaging for steady flows. Therefore, macroscopic
properties are the statistical averages of appropriate particle prop-
erties, whereas their statistical fluctuations or statistical errors can
be approximately derived based on statistical mechanics by assum-
ing that samples are statistically independent. In this section, we
review theoretical expressions for typical hydrodynamic properties
and their statistical errors, and references are given where detailed
derivations are omitted.
The average particle number N0 in a cell is evaluated by averaging
the number of particles N in the cell over Nt time steps. The mean
and the statistical error E of the particle number can be expressed
as follows for dilute gases9:






The statistical error is defined as the root mean square of the evalu-
ation error, which is generally the standard deviation σ of the single
error distribution divided by the square root of the sample size as
dictated by the central limit theorem.17 The number and mass den-
sity can be derived from the average particle number. For example,
the number density n can be evaluated as follows:
n = N0 FN /Vol (3)
The flow velocity V0 is evaluated as the average velocity of all
sampled particles. The average 〈〉 can be taken as the cumulative
average [the average velocity of all N (t j ) particles in a cell and
over Nt samples, Eq. (4)] or the sample average [the average mean
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However, Tysanner and Garcia7 recently pointed out that the sample
average has a bias that arises from the correlation of momentum and
density fluctuations in nonequilibrium fluids. The cumulative aver-
age is therefore used in the present investigation because it does not
introduce bias. The expressions for evaluating velocity component
i can be derived as follows9:





kT0/m Nt N0 (7)
The evaluation of temperature is subtle because temperature is
strictly defined only for equilibrium flows. The equilibrium temper-
ature T0 of a flow is evaluated based on the thermal fluctuations of
individual particles. The following expressions show the mean and
statistical error when the sample size is large enough, and only the
translational modes are considered.9
T0 = (m/3k)
(〈
V 21 + V 22 + V 23










However, these expressions become invalid when the sample size
is limited as noted by Roveda et al.11 The temperature is actually
proportional to the variance of the velocity distribution and can
be evaluated through the biased estimation of the variance of the
velocity distribution, which can be expressed as follows:
T0 = Nt N0








This expression differs significantly from Eq. (8) when the sample
size is small. The distribution of the temperature evaluation then
follows a scaled chi-square distribution17 that can be derived as
follows:
f (T0) = 3Nt N0 − 1〈T0〉
1
2(3Nt N0 − 1)/2[(3Nt N0 − 1)/2]
×
(
(3Nt N0 − 1)T0
〈T0〉
)(3Nt N0 − 3)/2
exp
(




This non-Gaussian distribution does not violate the central limit
theorem because the temperature is not calculated as the simple
average of a property. As expected for a chi-square distribution,
the temperature distribution has positively skew and approaches
the corresponding Gaussian distribution (with the same mean and
variance) when the sample size increases. For simplicity, a Gaussian
distribution is used as the theoretical expression for the temperature
when the sample size Nt N0 is larger than 33. The statistical error




3Nt N0 − 1 (12)
Subrelaxation Technique for Evaluating
Macroscopic Properties
For a typical DSMC simulation, roughly 20–100 particles are
simulated in every computational cell. The statistical error is there-
fore very large for a sample size over one time step. For instance, if
50 particles are simulated in a cell for an argon flow having a flow
velocity of 100 m/s and a temperature of 300 K, then the statistical
error is about 14% (EN /N0) for the particle number, 35% (EV /V0)
for the velocity, and 12% (ET /T0) for the temperature. To reduce the
statistical error to an acceptable level, an averaging procedure can
be used to increase the sample size. Such averaging can be spatial
or temporal, with a temporal averaging preferred for steady simula-
tions. A spatial average must assign weights to nearby cells, whereas
a temporal average can use a subrelaxation technique to accumulate
the sample size, which is discussed next.
Following the general relaxation technique, the temporal average
A j at time step j is expressed as follows:
A j = (1 − θ)A j − 1 + θ A j (13)
where A j is the instantaneous average based on the information in
time step j . The relaxation technique is often called a subrelaxation
technique when θ is less than one and an overrelaxation technique
when θ is larger than one. If θ remains constant for a certain period,
the following expressions can be derived:
A j = (1 − θ) j − i Ai + θ
j∑
k = i + 1
(1 − θ) j − k Ak (14)
A j = (1 − θ) j A0 + θ
j∑
k = 1
(1 − θ) j − k Ak (15)
where A0 is given as the initial condition. From Eqs. (14) and (15), it
is clear that the weight (coefficient) is not the same for all “history”
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(Ak), and the history will be “forgotten” because of the subrelaxation
(a small θ is used in present investigation), which is very important
because earlier effects in the sampling process should be minimized.
An alternative procedure is to average the samples using the same
weight as follows:





which means that an earlier sample has the same importance as the
latest one. It will be shown later that this same-weight average is
not preferred.
a) A sample size of 10 particles without using sub-relaxation technique
b) A sample size of 1,000 particles without using sub-relaxation technique
c) A sample size of 10 particles using sub-relaxation technique when θ = 0.01
Fig. 1 Probability density distributions of evaluated velocity and temperature for the box flow.
There is a tradeoff in the process of including previous samples:
the temporal average always lags behind the status it should have.
One natural thought to avoid the lag is to overrelax the temporal
average after a period of subrelaxation. However, overrelaxation is
unstable and requires additional knowledge as for filter schemes. A
practical remedy is to exclude the previous lagged history and thus
to prevent the history from introducing further error for later esti-
mation. A correction to the average A j can be derived by neglecting
the terms prior to step i as follows:
A j
′ = A j + (1 − θ)
j − i
1 − (1 − θ) j − i (A j − Ai ) (17)
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A correction can only be made after the coefficient of the correction
term is less than one in order to prevent the correction term from
causing instability. Also to avoid saving all history of Ai for later
corrections, a correction is only made when step j meets a condition
of ( j − i)θ = 1 (other conditions can be used). Specifically, after a
correction is made for step i , Ai
′
is saved as Ai , and the next step to
have a correction is step j = i + 1/θ . This condition of ( j − i)θ = 1
is used for the results given in this paper unless otherwise indicated.
In summary, the proposed temporal average consists of three
parts. First, an initial estimation (from initial conditions) is required
[see Eq. (15)]. Second, a new average is evaluated based on the
previous average and the instantaneous information using subre-
laxation [Eq. (13)]. Third, a correction step can be used to prevent
the earlier information from introducing further error [Eq. (17)].
The benefit of this temporal average is illustrated in the next
section.
Numerical Tests for Evaluating Macroscopic Properties
and Their Statistical Errors
The preceding expressions for evaluating macroscopic properties
are examined using several numerical examples. The first example
is a uniform box flow. The goals are to examine the expressions
derived from statistics and to evaluate the temporal average where
the subrelaxation technique is used. The second example is a flow
in a two-dimensional driven cavity. The goals are similar to those of
the first example except that the samples are statistically dependent
and there are correlations among flow properties. The third example
is a supersonic flow over a cylinder, which shows the effectiveness
of the subrelaxation technique.
Box Flow
A uniform flow is simulated in a square box whose size is not
important in this case. Simulated particles are generated based on
the Maxwellian distribution having a temperature of 273 K and a
zero mean velocity in every time step, so that statistical dependence
between samples is avoided. The flow velocity and temperature of
the argon gas are evaluated based on the particles in the box us-
ing Eqs. (6) and (10), respectively. The evaluations are performed
100,000 times with a fixed sample size in order to analyze the dis-
tributions of evaluated velocity and temperature. Figure 1 illustrates
these distributions and the corresponding theoretical distributions.
Figure 1a shows the results when only 10 particles are simulated,
and the temperature is calculated using N0 = 10 and Nt = 1. It is
found that the evaluated flow velocity closely follows the Gaussian
distribution using the standard deviation predicted by Eq. (7), and
the temperature distribution follows the chi-square distribution as
shown in Eq. (11). Obvious skewness is observed in the temperature
distribution when the sample size is 10, and the skewness disappears
when the sample size is increased to 1000 particles (N0 = 1000 and
Nt = 1) as shown in Fig. 1b, where the chi-square distribution is
replaced by the corresponding Gaussian distribution as explained
earlier. Distributions of evaluations using the subrelaxation tech-
nique are plotted in Fig. 1c, where 10 particles are simulated and
0.01 is specified as the relaxation factor. The evaluations are ob-
tained in every 100 time steps (recall that DSMC simulations are
unsteady), which avoids the statistical dependence among evalua-
tions. Specifically, the subrelaxation technique is applied to include
effects of previous particle properties, but only the evaluations in
every 100 time steps are analyzed to obtain the distribution. It is
clear that the evaluated velocity and temperature closely follow the
fitted Gaussian distributions, and they are close to the distributions
(Fig. 1b) when 1000 particles are sampled.
To evaluate effects of the sample size and the relaxation factor,
the statistical errors of the evaluations are plotted in Fig. 2. Clearly,
the statistical errors can be decreased by either increasing the sample
size or reducing the relaxation factor. The subrelaxation technique
reduces the statistical errors by including the previous history as
if the sample size were increased by a factor of the reciprocal of
the relaxation factor, which provides a great improvement for the
evaluation of the macroscopic properties. The reduction of the sta-
tistical error caused by the subrelaxation technique, however, does
Fig. 2 Statistical errors predicted by DSMC simulations for the box
flow.
Fig. 3 Illustration of the two-dimensional driven cavity flow.
not violate the central limit theorem because the statistical error
should decrease as the previous history is projected to the infor-
mation at one time step. Also, there is roughly a 32% possibility
for an evaluation to have an error larger than the defined statistical
error.
Two-Dimensional Driven Cavity Flow
The driven cavity flow is used to further study the evaluation of
macroscopic properties where samples are statistically dependent.
A microcavity having 1 µ in both length and height is driven by a
plate having a velocity of 1000 m/s and is divided into 10 × 10 cells
for simulations. The temperature of both cavity wall and plate is
kept at 273 K. If the plate were at rest, the mean free path of the
argon molecules is about one-third of the cavity length, and the time
step is about one-third of the mean molecular collision time. The
flow is sampled in every time step, and the results are illustrated
in Fig. 3 where the contours indicate the temperature field. There
are correlations among flow properties, and samples are statistically
dependent. Therefore, evaluation of macroscopic properties for this
flow can be different from that for the uniform box flow. As an
example, analysis is given for the evaluated macroscopic data in the
“white” cell as indicated in Fig. 3, where the data are obtained after
the flow reaches a steady state.
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a) A sample size over 1 time step without using sub-relaxation technique
b) A sample size over 100 time steps without using sub-relaxation technique
c) A sample size over 1 time step using sub-relaxation technique when θ = 0.01
Fig. 4 Probability density distributions of evaluated properties for the driven cavity flow.
The correlations among flow properties can be illustrated using
the correlation coefficient,17 which is defined as follows:
ρ(a, b) = 〈δaδb〉√
〈δa2〉〈δb2〉
(18)
where δa = a − 〈a〉 and δb = b − 〈b〉. Using data obtained in the des-
ignated cell, obvious correlations are found for the following prop-
erties:ρ(Vx , Vy) = −0.40,ρ(Vx , T ) = 0.65, andρ(Vy, T ) = −0.51.
The sampled macroscopic properties in the designated cell are plot-
ted in Fig. 4, which shows their distributions and fitted Gaussian dis-
tributions. The properties investigated include the simulated particle
number, temperature, and velocities. The distributions are Gaussian
although the samples are statistically dependent, and the statistical
errors decrease when the sample size increases or the relaxation fac-
tor decreases. The scattered distributions in Fig. 4b are as a result
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Fig. 5 Statistical errors predicted by DSMC simulations for the driven
cavity flow.
of the small number of evaluations performed. The mean values of
the evaluations are nearly the same for the same properties regard-
less of the sample size. The statistical errors for the evaluations are
shown in Fig. 5. Again, a relaxation factor is able to decrease the
statistical errors as if the sample size were increased by a factor of
the reciprocal of the relaxation factor. It is found that the measured
statistical errors do not always follow the expressions predicted by
statistics where samples are assumed independent. In general, de-
pendent samples exhibit larger statistical errors than independent
samples when the sample size is the same. For instance, the sta-
tistical error for the simulated particle number drops slower than
predicted, which means that more samples are needed to reduce the
statistical error to the same desired level. The correlations among
flow properties also make prediction of statistical errors difficult.
For example, compared with theoretical values, the velocity com-
ponent parallel to the plate (Vx ) displayed more statistical scatter,
whereas the velocity component normal to the plate (Vy) showed less
statistical scatter. The correlation effects on the statistical scatters,
however, need further investigation.
Supersonic Flow over a Cylinder
A supersonic flow over a cylinder is used to demonstrate the
subrelaxation technique when evaluating macroscopic properties.
The cylinder has a radius of 0.1 m, and the wall is kept at 273 K, the
same temperature of the freestream. The freestream is argon having
a Mach number of 5 and a Knudsen number of 0.05 based on the
cylinder radius. The computational domain is shown in Fig. 6, where
roughly 10,000 unstructured triangular cells are used.
Analysis of the data for the cell located at (−0.15 m, 0.05 m) is
performed to show the progress of the simulation. It is found that
statistical errors exceed flow properties if samples are limited to
one time step (about 35 particles are simulated during the steady
state). Hence, the relaxation factor should be very small to provide
a meaningful estimation for a flow property. The same-weight av-
erage [Eq. (16)] is also implemented for the sake of comparison.
Histories of the evaluated average number of particles are plotted in
Fig. 7, where only data in every 10 time steps are shown. When the
relaxation factor is 0.1 or 0.01, the estimation follows the flow very
closely, but the statistical error or fluctuation is large. On the other
hand, when the relaxation factor is 0.001, the estimation has small
statistical error, but lags behind the flow significantly. The sudden
jump in the plot is because of the correction step in the subrelax-
ation technique (see the subrelaxation technique section for details).
Fig. 6 Illustration of the supersonic flow over a cylinder.
Fig. 7 History of evaluated average number of particles using the
subrelaxation technique.
Fig. 8 Comparison of evaluated average numbers of particles using
different temporal averages.
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Therefore, a better usage of the subrelaxation technique is to com-
bine several values for the relaxation factor: a large relaxation factor
should be used where the flow changes quickly and a small one is to
be used after the flow reaches a steady state. Figure 8 illustrates this
strategy by showing the history. The relaxation factor starts at 0.01
and is decreased to 0.001 after 2000 time steps. Then, during the
steady simulation, it is adjusted to 1/(tstep − 4000) after 5,000 time
steps, and the correction step is also neglected. The figure shows
that the new evaluation follows the flow (as indicated by the case
when θ = 1) very well, whereas the same-weight average always
underestimates the flow. (This flaw of the same-weight average is
often covered up by the statistical error.) Therefore, for the sake
of accuracy and cost, the subrelaxation technique should be used
in DSMC simulations that require macroscopic estimates based on
limited sample sizes and/or transient phenomena.
Conclusions
The direct simulation Monte Carlo (DSMC) method is a particle
approach where statistical errors always exist. This paper studied
evaluations of typical hydrodynamic properties using numerical ex-
amples where both dependent and independent samples were con-
sidered. Although many numerical results agreed with theoretical
expressions derived in the literature, care must be given to the tem-
perature evaluation when the sample size is small and to the statisti-
cal errors when samples are statistically dependent. The temperature
evaluation required a finite-sample correction, and the distribution
of evaluations followed the chi-square distribution. When the sam-
ples were statistically dependent, the statistical errors did not always
decrease according to the square root of the sample size.
This paper also proposed applying the subrelaxation technique in
DSMC simulations for property evaluation. This was the first time
that such an averaging scheme was discussed in detail for DSMC
applications. The subrelaxation technique built up the sample size
by including the previous history and was able to reduce statistical
errors as if the sample size were increased by a factor of the recipro-
cal of the relaxation factor. Evaluations showed some time lag that
is acceptable for steady simulations.
Subrelaxation is a simple technique that provides estimations
for macroscopic properties required during DSMC simulations and
should not be regarded as a variant of the DSMC method. Although
the technique only offers time-lagged estimations, this technique
is still very useful because many DSMC applications only involve
steady simulations. For instance, evaluating the average number of
simulated particles is often encountered in DSMC simulations for
evaluation of collision rates. The inefficient same-weight average
that has been widely used should be replaced with the subrelaxation
technique because this technique gives flexible options to evaluate
the average quickly and precisely. The subrelaxation technique can
help implement physical boundary conditions other than the tradi-
tional supersonic (or vacuum) outflow conditions because obtaining
smooth values for the hydrodynamic variables at such boundaries
becomes possible by using a small relaxation factor. The reduced sta-
tistical errors obtained using this technique can also help develop ef-
ficient hybrid DSMC-continuum approaches. As many temperature-
dependent models have been implemented in the DSMC method,
precise evaluation of temperature is important because a small de-
parture of the temperature can cause a very large error in rate con-
stants. Therefore, the proposed subrelaxation technique can be use-
ful to many DSMC applications.
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