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Abstract. In this paper we consider the cotangent bundles of partial flag varieties. We
construct the K-theoretic stable envelopes for them and also define a version of the elliptic
stable envelopes. We expect that our elliptic stable envelopes coincide with the elliptic
stable envelopes defined by M.Aganagic and A.Okounkov. We give formulas for the K-
theoretic stable envelopes and our elliptic stable envelopes. We show that the K-theoretic
stable envelopes are suitable limits of our elliptic stable envelopes. That phenomenon was
predicted by M.Aganagic and A.Okounkov. Our stable envelopes are constructed in terms
of the elliptic and trigonometric weight functions which originally appeared in the theory
of integral representations of solutions of qKZ equations twenty years ago. (More precisely,
the elliptic weight functions had appeared earlier only for the gl
2
case.) We prove new
properties of the trigonometric weight functions. Namely, we consider certain evaluations of
the trigonometric weight functions, which are multivariable Laurent polynomials, and show
that the Newton polytopes of the evaluations are embedded in the Newton polytopes of the
corresponding diagonal evaluations. That property implies the fact that the trigonometric
weight functions project to the K-theoretic stable envelopes.
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1. Introduction
Malik and Okounkov started in [MO1] a program to relate the quantum torus equivariant
generalized cohomology (cohomology, K-theory, elliptic cohomology) of Nakajima varieties
and representation theory of quantum groups. A central role in that program is played by the
stable envelopes, which are maps from the equivariant generalized cohomology of the fixed
point set of the torus action to the equivariant generalized cohomology of the variety. Stable
envelopes depend on the choice of a chamber (a connected component of the complement of
an arrangement of real hyperplanes) and stable envelopes of different chambers are related
by R-matrices of the corresponding quantum group.
The basic example of a Nakajima variety is the cotangent bundle of a variety of partial
flags in Cn. Such a variety Fλ is labeled by λ = (λ1, . . . , λN) ∈ ZN>0, |λ| = λ1+ · · ·+λN = n
and consists of flags
F1 ⊂ F2 ⊂ · · · ⊂ FN = Cn,
with dimFi/Fi−1 = λi, i = 1, . . . , N . The torus is T = (C
×)n × C×, with (C×)n acting by
diagonal matrices on Cn and C×
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case the stable envelope map can be thought of as a linear map Stabσ from (C
N)⊗n to the
T -equivariant generalized cohomology of the disjoint union ⊔λ∈ZN
>0, |λ|=n
T ∗Fλ of cotangent
bundles. The stable envelope map depends on an element σ of the symmetric group Sn.
Let v1, . . . , vN be the standard basis of C
N . The standard basis of (CN)⊗n consists of
vectors vI labeled by partitions I = (I1, . . . , IN) of {1, . . . , n}, vI = vi1 ⊗ · · · ⊗ vin , where
ia = j if a ∈ Ij. Let Iλ be the set of all partitions I such that |Ij| = λj, j = 1, . . . , N .
Then Stabσ is the same as a collection of cohomology classes (κσ,I)I∈Iλ of T
∗Fλ for all
λ ∈ ZN>0, |λ| = n. The classes must satisfy some remarkable defining relations.
The existence and uniqueness of the stable envelopes for the T -equivariant cohomology of
Nakajima varieties was established in [MO1]. The special case of the partial flag varieties
see in [GRTV, RTV1], where the formulas for the stable envelopes were given. The K-
theoretic stable envelopes were defined by Maulik and Okounkov in the paper [MO2], which
is in preparation. According to [O, OS], the paper [MO2] will also contain the theorem of
existence and uniqueness of the K-theoretic stable envelopes for Nakajima varieties. One of
the main results of this paper is the proof of the existence of the K-theoretic stable envelopes
for cotangent bundles of partial flag varieties and formulas for them, see Theorem 5.1.
The definition of elliptic stable envelopes for Nakajima varieties was sketched by Aganagic
and Okounkov in [AO]. In [FRV] a version of the elliptic stable envelopes was defined for the
cotangent bundles of Grassmannians. The second main result of this paper is the definition
of a version of the elliptic stable envelopes for cotangent bundles of partial flag varieties in
the spirit of [FRV] and an axiomatic description of them in Theorem 7.3. That definition
coincides with the definition in [FRV] for the cotangent bundles of Grassmannians. We
expect that the stable envelopes in [FRV] and this paper coincide with the corresponding
elliptic stable envelopes in [AO].
Our formulas for different versions of stable envelopes are given in terms of the weight
functions, which originally appeared in the theory of integral representations for solutions
of different versions of qKZ equations and associated Bethe ansatz, see [SV, V, TV1, TV2,
TV3, TV4, FTV1, FTV2, MTV]. The integral representation for a solution I(z1, . . . , zn, y)
of the Yangian Yy(glN ) qKZ equation with values in (C
N)⊗n has the form
I(z1, . . . , zn, y) =
∑
I
(∫
Φ(t, z1, . . . , zn, y)WI(t, z1, . . . , zn, y)dt
)
vI ,
where Φ(t, z, y) is some scalar master function and WI(t, z, y) are the weight functions, y is
deformation parameter of the Yangian, t = (t
(k)
i ) are the integration variables. To obtain a
T -equivariant cohomological stable envelope we identify the variables z1, . . . , zn, y with the
equivariant parameters of the torus T = (C×)n × C× and the variables t with equivariant
Chern roots of the tautological vector bundles on T ∗Fλ. To construct the K-theoretic or
elliptic stable envelopes we take the weight functions appearing in other versions of the qKZ
equations.
Initially the weight functions were invented to construct the integral representations for
solutions of the qKZ equations. The main requirement on them was the condition that the
weight functions (Wσ,I(t, z, y))I∈Iλ and (Wσ′,I(t, z, y))I∈Iλ labeled by σ, σ
′ ∈ Sn must be
related by the R-matrices of the corresponding quantum group, which permute the factors
in the tensor product of n evaluation representations. No stable envelope properties were
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expected from them. Only now, 20 years later, when the stable envelopes were introduced,
the new stable envelope properties of the weight functions are becoming uncovered.
In this paper we study the glN elliptic and trigonometric weight functions. For N = 2,
the elliptic weight functions were introduced in [FTV1, FTV2]. For N > 2, the glN elliptic
weight functions did not appear previously in the literature. The glN trigonometric weight
functions of this paper are modifications of the trigonometric weight functions considered in
[TV1, TV4].
In this paper we consider, in particular, the trigonometric weight functions denoted by
(W˜∆σ,I(t, z, h))I∈Iλ and their evaluations (W˜
∆
σ,I(zJ , z, h))I∈Iλ labeled by partitions J ∈ Iλ.
Each of these evaluations is a Laurent polynomial in z1, . . . , zn. We show that the diagonal
evaluation W˜∆σ,J(zJ , z, h) equals some explicit product of binomials and the Newton polytope
of any off-diagonal evaluation W˜∆σ,I(zJ , z, h) with I 6= J can be parallelly moved inside the
Newton polytope of the corresponding diagonal evaluation W˜∆σ,J(zJ , z, h), see Theorem 3.9.
This is the stable envelope property of the trigonometric weight functions. Theorem 3.9 is
our third main result.
We emphasize that the weight functions are not the same object as the stable envelopes.
The weight functions are polynomials of certain variables, while the stable envelopes are
projections of the weight functions (usually divided by some nontrivial factors) to the cor-
responding equivariant cohomology algebras with relations.
Our fourth main result is the relation between our elliptic stable envelopes, introduced in
this paper, and the trigonometric stable envelopes, see Theorem 3.1. That relation between
the elliptic and K-theoretic stable envelopes was predicted in [AO, Proposition 3.5], see a
remark at the end of Section 3.2. The elliptic weight functions are defined as symmetrizations
of alternating products of theta functions of one variable. When the modular parameter and
the argument of the theta function tend to zero in a special way the theta function turns into
a binomial. The corresponding limit of an elliptic weight function turns into a trigonometric
weight function. In that way the trigonometric stable envelopes can be recovered from the
elliptic stable envelopes.
The exposition is the following. In Section 2 we introduce the elliptic weight functions and
study their properties. Theorem 2.2 shows that different elliptic weight functions are related
by the glN elliptic dynamical R-matrices. Theorem 2.9 gives the orthogonality relations for
the elliptic weight functions, similarly to the orthogonality relations in [TV2, TV3, RTV1,
RTV2, FRV]. In Section 3 we introduce the trigonometric weight functions. Theorem 3.2
describes the R-matrix properties of the trigonometric weight functions. In Section 3 we
formulate and prove Theorem 3.9 on Newton polytopes.
In Section 4 we discuss elementary facts on partial flag varieties. In Section 5 the K-
theoretic stable envelopes of cotangent bundles of partial flag varieties are constructed. In
Section 6 we remind elementary facts on line bundles on powers of an elliptic curve. In
Section 7 we define our elliptic stable envelopes. At the end of the paper we comment on
the definitions of stable envelopes in cohomology, K-theory, and elliptic cohomology.
This paper was inspired by papers and oral presentations by Andrei Okounkov and his
coauthors. Our goal was to understand the K-theoretic and elliptic stable envelopes and
their relations with weight functions. The authors thank G.Felder for useful discussions and
the referee for helpful suggestions. The authors thank H.Konno who pointed out a mistake
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in the earlier version of Theorem 2.9, in which the shift hλ had been missing, see that shift
in our earlier papers [RV1, FRV]. The third author thanks the Max Planck Institute for
Mathematics and Hausdorff Institute for Mathematics in Bonn for hospitality.
Remark on notation. Weight functions appear in the literature in three flavors: rational,
trigonometric, and elliptic. Their natural notation would be W ratσ,I ,W
trig
σ,I,∆,W
ell
σ,I . We will use
the latter for the elliptic version. For the trigonometric one, we will write W∆σ,I to keep the
notation simpler. There will be no rational weight functions in this paper.
2. Elliptic weight functions
2.1. Notation. Let τ be a complex number with positive imaginary part and let q = e2πiτ .
We will use the complex variables x and u satisfying x = e2πiu. We set q1/2 = eπiτ and
x1/2 = eπiu. Define the theta function
(2.1) ϑ(x) = (x1/2− x−1/2)φ(qx)φ(q/x) , φ(x) =
∞∏
s=0
(1− qsx) ,
cf. [AO, (67)] . Then
(2.2)
ϑ(qx)
ϑ(x)
= − 1
q1/2x
, ϑ(1/x) = −ϑ(x) ,
Let
(2.3) θ(u) = θ(u, τ) = ϑ(e2πiu, e2πiτ )
be obtained from ϑ(x, q) by the substitution q = e2πiτ , x = e2πiu . Then
(2.4) θ(u+ 1) = − θ(u) , θ(u+ τ) = − e−πiτ−2πiu θ(u) .
Let q → 0 , x, a, b are fixed, 0 < Re ε < 1 , and m ∈ Z , then
(2.5) ϑ(x)→ x1/2− x−1/2 , ϑ(aq
m+ε)
ϑ(bqm+ε)
→ (a/b)−m−1/2 .
The following identities holds for ϑ(x):
ϑ(αy1/x)ϑ(hy2/x)ϑ(hy1/y2)ϑ(α) =(2.6)
= ϑ(αhy1/x)ϑ(y2/x)ϑ(y1/y2)ϑ(α/h) + ϑ(hy1/x)ϑ(αy2/x)ϑ(h)ϑ(αy1/y2) ,
ϑ(α1α2hy1/x1)ϑ(y2/x1)ϑ(hy1/x2)ϑ(α2hy2/x2)ϑ(hx2/x1)ϑ(y1/y2)ϑ(α1) −(2.7)
− ϑ(hy1/x1)ϑ(α2hy2/x1)ϑ(α1α2hy1/x2)ϑ(y2/x2)ϑ(α1x2/x1)ϑ(y1/y2)ϑ(h) =
= ϑ(α1α2hy1/x1)ϑ(hy2/x1)ϑ(y1/x2)ϑ(α2hy2/x2)ϑ(x2/x1)ϑ(hy1/y2)ϑ(α1) −
− ϑ(hy1/x1)ϑ(α1α2hy2/x1)ϑ(α2hy1/x2)ϑ(y2/x2)ϑ(x2/x1)ϑ(α1y1/y2)ϑ(h) .
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2.2. Elliptic R-matrix. Given a positive integer N , let µ = (µ1, . . . , µN) . Nonzero entries
of Felder’s dynamical R-matrix FR(x,µ) are
FRjjjj(x,µ) = 1 , FRjkjk(x,µ) =
ϑ(x)ϑ(hµj/µk)
ϑ(xh)ϑ(µj/µk)
, FRjkkj(x,µ) =
ϑ(xµj/µk)ϑ(h)
ϑ(xh)ϑ(µj/µk)
,
where j 6= k , see [F] , where h = e−2πiγ and µj = e−2πiλj , j = 1, . . . , N . The R-matrix
R(x,µ)
(2.8) Rjjjj(x,µ) = 1 , Rjkkj(x,µ) =
ϑ(xµj/µk)ϑ(h)
ϑ(xh)ϑ(µj/µk)
, j 6= k ,
Rjkjk(x,µ) =
ϑ(x)ϑ(hµj/µk)ϑ(hµk/µj)
ϑ(xh)ϑ(µj/µk)ϑ(µk/µj)
, Rkjkj(x,µ) =
ϑ(x)
ϑ(xh)
, j < k ,
is similar (in the case N = 2) to the R-matrix in [AO, formula (66)] under the identification
x = u , h = 1/~ , µ1/µ2 = z .
2.3. Index set Iλ, variables t. We will use the following notations throughout the paper.
Let n,N ∈ Z>0 and let λ ∈ ZN>0 be such that
∑N
k=1 λk = n. Set λ
(k) = λ1 + . . . + λk for
k = 0, . . . , N , and λ{1} = λ(1) + . . .+ λ(N−1) .
The set of partitions I = (I1, . . . , IN) of {1, . . . , n} with |Ik| = λk is denoted by Iλ. For
I ∈ Iλ we will use the notation
⋃k
a=1 Ia = {i(k)1 < . . . < i(k)λ(k)}.
Consider variables t
(k)
a for k = 1, . . . , N , a = 1, . . . , λ(k), where t
(N)
a = za , a = 1, . . . , n.
Denote t(j) = (t
(j)
k )k6λ(j) and t = (t
(1), . . . , t(N−1)).
2.4. Elliptic weight functions. For I ∈ Iλ define the elliptic weight function
(2.9) W ellI (t, z, h,µ) =
(
ϑ(h)
)λ{1}
Sym t(1) . . .Sym t(N−1) UI(t, z, h,µ) ,
where Sym t(k) is the symmetrization with respect to the variables t
(k)
1 , . . . , t
(k)
λ(k)
,
Sym t(k) f
(
t
(k)
1 , . . . , t
(k)
λ(k)
)
=
∑
σ∈S
λ(k)
f
(
t
(k)
σ(1), . . . , t
(k)
σ(λ(k))
)
,
(2.10) U ellI (t, z, h,µ) =
N−1∏
k=1
λ(k)∏
a=1
( λ(k+1)∏
c=1
ψ ellI,k,a,c(t
(k+1)
c /t
(k)
a )
λ(k)∏
b=a+1
ϑ(ht
(k)
b /t
(k)
a )
ϑ(t
(k)
b /t
(k)
a )
)
,
(2.11) ψ ellI,k,a,c(x) =

ϑ(hx) , if i(k+1)c < i
(k)
a ,
ϑ(xh1+pI,j(I,k,a)(i
(k)
a )−pI,k+1(i
(k)
a )µk+1/µj(I,k,a))
ϑ(h1+pI,j(I,k,a)(i
(k)
a )−pI,k+1(i
(k)
a )µk+1/µj(I,k,a))
, if i(k+1)c = i
(k)
a ,
ϑ(x) , if i(k+1)c > i
(k)
a ,
where j(I, k, a) ∈ {1, . . . , N} is such that i(k)a ∈ Ij(I,k,a) , and
(2.12) pI,j(m) = | Ij ∩ {1, . . . , m− 1}| , j = 1, . . . , N .
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Denote by ψI(h,µ) the product of all denominators appearing in (2.10) and depending on
h,µ only,
(2.13) ψI(h,µ) =
N−1∏
k=1
λ(k)∏
k=1
ϑ(h1+pI,j(I,k,a)(i
(k)
a )−pI,k+1(i
(k)
a )µk+1/µj(I,k,a)) .
Remark. Notice that the weight functions are regular at the diagonals t
(k)
b = t
(k)
a despite
the appearance of the denominators ϑ(t
(k)
b /t
(k)
a ) in (2.10).
For σ ∈ Sn and I ∈ Iλ , define the elliptic weight function
(2.14) W ellσ,I(t, z, h,µ) = W
ell
σ−1(I)(t, zσ(1), . . . , zσ(n), h,µ) ,
where σ−1(I) =
(
σ−1(I1), . . . , σ
−1(IN)
)
. Hence, W ellI =W
ell
id,I .
Example. For N = 2, n = 2, λ = (1, 1), s = (1, 2) ∈ S2, t(1)1 = t , we have
W ellid,({1},{2}) = ϑ(h)ϑ(z2/t)
ϑ(hz1/t · µ2/µ1)
ϑ(hµ2/µ1)
,
W ellid,({2},{1}) = ϑ(h)ϑ(hz1/t)
ϑ(z2/t · µ2/µ1)
ϑ(µ2/µ1)
,
W ells,({1},{2}) = ϑ(h)ϑ(hz2/t)
ϑ(z1/t · µ2/µ1)
ϑ(µ2/µ1)
,
W ells,({2},{1}) = ϑ(h)ϑ(z1/t)
ϑ(hz2/t · µ2/µ1)
ϑ(hµ2/µ1)
.
2.5. Exchange properties. Let
(2.15) β(x1, x2, y1, y2, α) = Symx1,x2 ϑ(αy1/x1)ϑ(y2/x1)ϑ(hy1/x2)ϑ(αhy2/x2)
ϑ(hx2/x1)
ϑ(x2/x1)
.
Lemma 2.1. β(x1, x2, y1, y2, α) is symmetric in y1, y2.
Proof. Identity (2.7) for α1 = 1/h , α2 = α is equivalent to
(2.16) β(x1, x2, y1, y2, α) = β(αhy1, αhy2, x1, x2, α) ,
which proves the claim. 
Let si,j ∈ Sn denote the transposition of i and j . Set µ(i)I = (h−pI,1(i)µ1, . . . , h−pI,N(i)µN) .
Theorem 2.2. Let σ ∈ Sn be such that σ(i) ∈ Ia and σ(i+ 1) ∈ Ib . Then
(2.17) W ellσsi,i+1,I = W
ell
σ,I
for a = b , and
(2.18) W ellσsi,i+1,I = Rabab(zσ(i)/zσ(i+1),µ(i)σ−1(I))W ellσ,I + Rbaab(zσ(i)/zσ(i+1),µ(i)σ−1(I))W ellσ, sσ(i),σ(i+1)(I)
for a 6= b .
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Proof. By formula (2.14), it suffices to prove the statement for σ being the identity permu-
tation. In that case, i ∈ Ia , i+ 1 ∈ Ib , formula (2.17) for a = b reads
(2.19) W ellI (t, z
(i), h,µ) = W ellI (t, z, h,µ) ,
where z(i) = (z1, . . . , zi−1, zi+1, zi, zi+2, . . . , zn) , and formula (2.18) for a 6= b reads
W ellsi,i+1(I)(t, z
(i), h,µ) = Rabab(zi/zi+1,µ(i)I )W ellI (t, z, h,µ) +(2.20)
+ Rbaab(zi/zi+1,µ(i)I )W ellsi,i+1(I)(t, z, h,µ) .
Furthermore, formula (2.10) implies that it suffices to consider only the case n = 2, i = 1.
By formula (2.10), the products U ellsi,i+1(I)(t, z
(i), h,µ) , U ellI (t, z, h,µ) , and U
ell
si,i+1(I)
(t, z, h,µ)
have many common factors, being different in the part that reproduces the case n = 2, i = 1
up to a change of notation. Then formula (2.20) in general can be obtained by taking for-
mula (2.20) for n = 2, i = 1 in appropriate variables, multiplying it by the common factors
of the products U ellsi,i+1(I)(t, z
(i), h,µ) , U ellI (t, z, h,µ) , U
ell
si,i+1(I)
(t, z, h,µ) , and subsequent
symmetrization in t(j) variables for each j = 1, . . . , N − 1 .
Assume n = 2, i = 1 . To simplify the notation, we write s = s1,2 . The proof uses the
recursive structure of the weight functions. Set
U˜
〈k〉
I (t
(k), t(k+1)) =
λ(k)∏
a=1
( λ(k+1)∏
c=1
ψ ellk,a,c(t
(k+1)
c /t
(k)
a )
λ(k)∏
b=a+1
ϑ(ht
(k)
b /t
(k)
a )
ϑ(t
(k)
b /t
(k)
a )
)
,
so that U ellI (t, z) =
∏N−1
k=1 U˜
〈k〉
I (t
(k), t(k+1)) , see (2.10), (2.11). Define
(2.21) W
〈k〉
I (t
〈k−1〉, t(k)) = Sym
t(1) . . .Symt(k−1)
(
U˜
〈1〉
I (t
(1), t(2)) . . . U˜
〈k−1〉
I (t
(k−1), t(k))
)
where t〈j〉 = (t(1), . . . , t(j)) . In particular,
(2.22) W ellI (t, z) =
(
ϑ(h)
)λ{1}
W
〈N〉
I (t, z) .
Formula (2.21) yields
(2.23) W
〈k+1〉
I (t
〈k〉, t(k+1)) = Sym
t(k)
(
W
〈k〉
I (t
〈k−1〉, t(k)) U˜
〈k〉
I (t
(k), t(k+1))
)
.
Let a = b . Then Ia = {1,2} , Ic = ∅ for c 6= a , U˜ 〈k〉I = 1 for k < a , and
U˜
〈k〉
I = ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , 1/h, hµk+1/µa)
for k > a , where
(2.24) ζ(x1, x2, y1, y2, α1, α2) = ϑ(α1α2hy1/x1)ϑ(y2/x1)ϑ(hy1/x2)ϑ(α2hy2/x2)
ϑ(hx2/x1)
ϑ(x2/x1)
,
cf. (2.15). Therefore, by formula (2.23) and Lemma 2.1,
W
〈N〉
I (t, z1, z2) =
N−1∏
k=a
β(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , hµk+1/µ1) = W
〈N〉
I (t, z2, z1) .
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By formulae (2.14) and (2.22), we have W ells,I (t, z1, z2) = W
ell
I (t, z2, z1) = W
ell
I (t, z1, z2) ,
which proves equality (2.19).
Let a 6= b . Then Ia = {1} , Ib = {2} , and Ic = ∅ for c 6= a, b . To simplify writing, we
will consider only the case a > b . The proof in the case a < b is completely similar.
Let a > b . Then U˜
〈k〉
I = U˜
〈k〉
s(I) = 1 for k < b , and
U˜
〈k〉
I = U˜
〈k〉
s(I) =
ϑ
(
hµk+1t
(k+1)
1 /(µb t
(k)
1 )
)
ϑ(hµk+1/µb)
, b 6 k < a− 1 ,
U˜
〈a−1〉
I =
ϑ(ht
(a)
1 /t
(a−1)
1 )ϑ
(
µat
(a)
2 /(µb t
(a−1)
1 )
)
ϑ(µa/µb)
,
U˜
〈a−1〉
s(I) =
ϑ(t
(a)
2 /t
(a−1)
1 )ϑ
(
hµat
(a)
1 /(µb t
(a−1)
1 )
)
ϑ(hµa/µb)
,
U˜
〈k〉
I = ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µb/µa , µk+1/µb) , k > a ,(2.25)
U˜
〈k〉
s(I) = ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µa/µb , µk+1/µa) , k > a ,(2.26)
where ζ is defined by (2.24). Set
(2.27) ρ(x) =
ϑ(xh)
ϑ(x)
, ϕ(x) =
ϑ(xµb/µa)ϑ(h)
ϑ(x)ϑ(µb/µa)
.
We will prove the equality
W
〈k〉
I (t
〈k−1〉, t
(k)
1 , t
(k)
2 ) =(2.28)
= ρ(t
(k)
1 /t
(k)
2 )W
〈k〉
s(I)(t
〈k−1〉, t
(k)
2 , t
(k)
1 ) − ϕ(t(k)1 /t(k)2 )W 〈k〉s(I)(t〈k−1〉, t(k)1 , t(k)2 )
for k > a . By formulae (2.8), (2.14), (2.22), (2.27), this equality proves relation (2.20).
The proof of formula (2.28) is by induction on k . The base of induction is k = a , when
formula (2.28) reduces to identity (2.6). For the induction step, we multiply formula (2.28)
by U˜
〈k〉
I , see (2.25), and symmetrize over t
(k)
1 , t
(k)
2 :
Sym
t
(k)
1 , t
(k)
2
W
〈k〉
I (t
〈k−1〉, t
(k)
1 , t
(k)
2 ) ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µb/µa , µk+1/µb) =
= Sym
t
(k)
1 , t
(k)
2
ρ(t
(k)
1 /t
(k)
2 )W
〈k〉
s(I)(t
〈k−1〉, t
(k)
2 , t
(k)
1 ) ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µb/µa , µk+1/µb) −
− Sym
t
(k)
1 , t
(k)
2
ϕ(t
(k)
1 /t
(k)
2 )W
〈k〉
s(I)(t
〈k−1〉, t
(k)
1 , t
(k)
2 ) ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µb/µa , µk+1/µb) .
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Now we evaluate the left-hand side by formula (2.23) and swap t
(k)
1 , t
(k)
2 in the first summand
in the right-hand side to factor out the common factor W
〈k〉
s(I)(t
〈k−1〉, t
(k)
1 , t
(k)
2 ) :
W
〈k+1〉
I (t
〈k〉, t
(k+1)
1 , t
(k+1)
2 ) =(2.29)
= Sym
t
(k)
1 , t
(k)
2
(
W
〈k〉
s(I)(t
〈k−1〉, t
(k)
1 , t
(k)
2 )
(
ρ(t
(k)
2 /t
(k)
1 ) ζ(t
(k)
2 , t
(k)
1 , t
(k+1)
1 , t
(k+1)
2 , µb/µa , µk+1/µb) −
− ϕ(t(k)1 /t(k)2 ) ζ(t(k)1 , t(k)2 , t(k+1)1 , t(k+1)2 , µb/µa , µk+1/µb)
))
.
The next step is to use the identity
ρ(x1/x2) ζ(x1, x2, y1, y2, α1, α2) − ϕ(x2/x1) ζ(x2, x1, y1, y2, α1, α2) =
= ρ(y1/y2) ζ(x2, x1, y2, y1, 1/α1, α1α2) − ϕ(y1/y2) ζ(x2, x1, y1, y2, 1/α1, α1α2) ,
equivalent to (2.7), to get
W
〈k+1〉
I (t
〈k〉, t
(k+1)
1 , t
(k+1)
2 ) =
= Sym
t
(k)
1 , t
(k)
2
W
〈k〉
s(I)(t
〈k−1〉, t
(k)
1 , t
(k)
2 ) ρ(t
(k+1)
1 /t
(k+1)
2 ) ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
2 , t
(k+1)
1 , µa/µb , µk+1/µa) −
− Sym
t
(k)
1 , t
(k)
2
W
〈k〉
s(I)(t
〈k−1〉, t
(k)
1 , t
(k)
2 )ϕ(t
(k+1)
1 /t
(k+1)
2 ) ζ(t
(k)
1 , t
(k)
2 , t
(k+1)
1 , t
(k+1)
2 , µa/µb , µk+1/µa)
)
.
Applying formulae (2.26) and (2.23) in the right-hand side of the last equality transforms it
into formula (2.28) with k replaced by k + 1 , which completes the induction step.
Theorem 2.2 is proved. 
2.6. Transformation properties.
Lemma 2.3. For I ∈ Iλ , denote
(2.30) Gλ(t, z, h,µ) =
N−1∏
k=1
λ(k)∏
a=1
λ(k+1)∏
c=1
ϑ(t(k+1)c /t
(k)
a )
N−1∏
k=1
ϑ(t
(k)
1 . . . t
(k)
λ(k)
h−λkµk/µk+1)
ϑ(t
(k)
1 . . . t
(k)
λ(k)
) ϑ(h−λkµk/µk+1)
,
GI(z, h,µ) =
N−1∏
j=1
ϑ(h−λj−...−λN−1µj/µN) ϑ
(∏
a∈Ij
za
)
ϑ
(
h−λj−...−λN−1(µj/µN)
∏
a∈Ij
za
)(2.31)
×
N−1∏
j=1
∏
a∈Ij
ϑ(za)
ϑ(zaha−1−pI,j(a)−λ1−...−λj−1)
,
where t
(N)
c = zc and pI,j(a) = | Ij ∩ {1, . . . , a− 1}| , see (2.12). Set
(2.32) Gλ,I(t, z, h,µ) = Gλ(t, z, h,µ)GI(z, h,µ) .
Then the ratio W ellI (t, z, h,µ)/Gλ,I(t, z, h,µ) does not change if any of the variables t
(k)
i , h, µj
is multiplied by q .
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Proof. By formula (2.10), the ratio U ellI (t, z, h,µ)/Gλ,I(t, z, h,µ) does not change if any of
the variables t
(k)
i , h, µj is multiplied by q . Since Gλ,I(t, z, h,µ) is symmetric in t
(i)
1 , . . . ,
t
(i)
λ(i)
for each i = 1, . . . , N − 1 , the same is true for W ellI (t, z, h,µ)/Gλ,I(t, z, h,µ) . 
Notice that
a− 1− pI,j(a) − λ1 − . . .− λj−1 =
=
∣∣{1, . . . , a− 1} ∩ (Ij+1 ∪ . . . ∪ IN)∣∣ − ∣∣{a+ 1, . . . , n} ∩ (I1 ∪ . . . ∪ Ij−1)∣∣
Let νk = h
λ1+...+λk−1µk . Then h
−λkµk/µk+1 = νk/νk+1 and h
−λj−...−λN−1µj/µN = νj/νN .
Example 1. N = 2 , I1 = {s} , λ1 = 1 , λ2 = n− 1 .
WI(t, z1, . . . , zn) =
s−1∏
a=1
ϑ(hza/t)
ϑ
(
h2−s (µ1/µ2)zs/t
)
ϑ(h2−sµ1/µ2)
n∏
b=s+1
ϑ(zb/t) .
The product (2.32) equals
n∏
a=1
ϑ(za/t)
ϑ(h−1tµ1/µ2)
ϑ(h−1µ1/µ2)ϑ(t)
ϑ(h−1µ1/µ2)ϑ(zs)
ϑ(h−1zsµ1/µ2)
ϑ(zs)
ϑ(zshs−1)
s−1∏
b=1
ϑ(zb)
ϑ(zbh−1)
n∏
b=s+1
ϑ(zb)
ϑ(zb)
,
and ν1 = µ1 , ν2 = hµ2 , h
−1µ1/µ2 = ν1/ν2 .
Example 2. N = 2 , n = 3 , I1 = {1, 2} , I2 = {3} , λ1 = 2 , λ2 = 0 .
WI(t1, t2, z1, z2, z3) = ϑ(z2/t1) ϑ(z3/t1) ϑ(hz1/t2) ϑ(z3/t2) ×
× ϑ
(
h(µ2/µ1)z1/t1
)
ϑ
(
h2(µ2/µ1)z2/t2
)
ϑ(hµ2/µ1) ϑ(h2µ2/µ1)
ϑ(ht2/t1)
ϑ(t2/t1)
+ [ t1 ←→ t2 ] .
The product (2.32) equals
2∏
a=1
3∏
c=1
ϑ(zc/ta) × ϑ(t1 t2h
−2µ1/µ2)
ϑ(t1 t2) ϑ(h−2µ1/µ2)
× ϑ(h
−2µ1/µ2) ϑ(z1z2)
ϑ(h−2z1z2µ1/µ2)
× ϑ(z1)
ϑ(z1)
ϑ(z2)
ϑ(z2)
ϑ(z3)
ϑ(z3)
,
and ν1 = µ1 , ν2 = h
2µ2 , h
−2µ1/µ2 = ν1/ν2 .
Trivial fractions from (2.32) are not removed in the Examples.
2.7. Substitution properties of elliptic weight functions. Recall that for I ∈ Iλ we
use the notation
⋃k
a=1 Ia = { i(k)1 < . . . < i(k)λ(k)} . For a function f(t, z, h) , we denote by
f(zI , z, h) the result of the substitution t
(k)
a = zi(k)a for all k = 1, . . . , N , a = 1, . . . , λ
(k).
For any σ ∈ Sn, we define the combinatorial partial ordering 6σ on Iλ . For I, J ∈ Iλ ,
let
σ−1
( k⋃
m=1
Im
)
= {a(k)1 < . . . < a(k)λ(k)} , σ−1
( k⋃
ℓ=1
Jℓ
)
= {b(k)1 < . . . < b(k)λ(k)} ,
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for k = 1, . . . , N − 1 . We say that J 6σ I if b(k)i 6 a(k)i for all k = 1, . . . , N − 1, i = 1,
. . . , λ(k). Notice that J 6σ I if and only if σ
−1(J) 6 id σ
−1(I) .
Set
(2.33) E ell
λ
(t, h) =
N−1∏
k=1
λ(k)∏
a=1
λ(k)∏
b=1
ϑ(ht
(k)
b /t
(k)
a )
and
(2.34) W˜ ellσ,I(t, z, h,µ) =
W ellσ,I(t, z, h,µ)
E ell
λ
(t, h)
.
The proofs of the following three lemmas are straightforward modifications of the proofs
in [RTV2, Sect. 6.1]. We indicate main steps of the proof after formulating the lemmas.
Lemma 2.4. We have W˜ ellσ,I(zJ , z, h,µ) = 0 unless J 6σ I .
Define
(2.35) P ellσ,I(z, h) =
∏
k<l
∏
σ(a)∈Ik
( ∏
σ(b)∈Il
b<a
ϑ(hzσ(b)/zσ(a))
∏
σ(b)∈Il
b>a
ϑ(zσ(b)/zσ(a))
)
.
Lemma 2.5. We have W˜ ellσ,I(zI , z, h,µ) = P
ell
σ,I(z, h) .
Recall the function ψI(h,µ) , see (2.13). For J ∈ Iλ , denote
(2.36) eell,vertσ,J,− (z, h) =
∏
k<l
∏
σ(a)∈Jk
∏
σ(b)∈Jl
b<a
ϑ(hzσ(b)/zσ(a)) .
Lemma 2.6. For all I, J ∈ Iλ , the function ψI(h,µ)W˜ ellσ,I(zJ , z, h,µ)/eell,vertσ,J,− (z, h) lifts to
a regular function on the universal cover of (C×)n+1+N .
The universal cover in the last lemma is due to presence of the square root x1/2 in formula
(2.1) for ϑ(x) .
Proof of Lemmas 2.4–2.6. By formula (2.14), it suffices to verify the claims for σ being the
identity permutation. The function W ellid, I(t, z, h,µ) is the symmetrization of product (2.10).
By inspection of formula (2.10), each term in the symmetrization sum acquire a zero factor
at t = zJ unless J 6 id I , and E
ell
λ
(zJ , h) 6= 0 . For J = I, the only term of the sum for
W ellid, I(t, z, h,µ) that does not vanish at t = zJ corresponds to the identity element, and
equals U ellI (t, z, h,µ) . Then W˜
ell
id, I(zI , z, h,µ) = U
ell
id, I(zI , z, h,µ)/E
ell
λ
(zI , h) = P
ell
id, I(z, h) .
Finally for J < id I , inspection of (2.10) shows that each potentially nonzero term of the
sum for W ellid, I(zJ , z, h,µ) is divisible by E
ell
λ
(zI , h)e
ell,vert
σ,J,− (z, h) . 
2.8. Orthogonality. Let σ0 ∈ be the longest permutation in Sn . Denote hλµ−1 = (hλ1µ−11 ,
. . . , hλNµN)
−1 . Let t˜ be an additional set of variables similar to t . Define a function
Ξ(t, t˜, z, h,µ) ,
(2.37) Ξ(t, t˜, z, h,µ) =
∑
I∈Iλ
W˜ ellid,I(t, z, h,µ) W˜
ell
σ0,I
(t˜, z, h, hλµ−1) .
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Proposition 2.7. The function Ξ(t, t˜, z, h,µ) is symmetric in z .
Proof. The statement follows from Theorem 2.2. 
Proposition 2.8. For I , J ∈ Iλ, we have
(2.38) Ξ(zI , zJ , z, h,µ) = R
ell(zI)Q
ell(zI , h) δI,J ,
where
(2.39) Rell(zI) =
∏
k<l
∏
a∈Ik
∏
b∈Il
ϑ(zb/za) , Q
ell(zI , h) =
∏
k<l
∏
a∈Ik
∏
b∈Il
ϑ(hzb/za) .
Proof. Denote by fI,J(z) one of the sides of formula (2.38). Then either by Proposition 2.7
or by formulae (2.39), we have fσ(I),σ(J)(z) = fI,J(zσ(1), . . . , zσ(n)) for any σ ∈ Sn . Thus it
is enough to verify formula (2.38) for J = ({1, . . . , λ1} , . . . , {n − λn + 1, . . . , n}) . In this
case, I 6σ0 J for any I ∈ Iλ , and formula (2.38) follows from Lemmas 2.4, 2.5. 
Theorem 2.9. For J ,K∈ Iλ, we have
(2.40)
∑
I∈Iλ
W˜ ellid,J(zI , z, h,µ) W˜
ell
σ0,K
(zI , z, h, h
λµ−1)
Rell(zI)Qell(zI , h)
= δJ,K .
Proof. Consider the matrices Ŵ, Ŵ ′, Q̂ with entries
ŴI,J = W˜
ell
id,J(zI , z, h,µ) , Ŵ
′
K,I = W˜
ell
σ0,K(zI , z, h, h
λµ−1) , Q̂I,J = R
ell(zI)Q
ell(zI , h) δI,J .
Formula (2.38) yields a matrix equality Ŵ Ŵ ′ = Q̂ . Therefore, Ŵ ′ Q̂−1 Ŵ = 1 , which is
exactly formula (2.40). 
Remark. Denote t−1 =
(
(t
(1)
1 )
−1, . . . , (t
(N−1)
λ(N−1)
)−1
)
, z−1 = (z−11 , . . . , z
−1
n ) . Notice that all
the consideration is essentially invariant under the simultaneous replacement
h→ h−1, z → z−1, t→ t−1, µ→ µ−1,
for instance, R(x, h,µ) = R(x−1, h−1,µ−1) ,
W ellσ,I(t
−1, z−1, h−1,µ−1) = (−1)
∑N−1
k=1 λ
(k)λ(k+1) W ellσ,I(t, z, h,µ) .
3. Trigonometric weight functions
3.1. Alcoves. Consider RN with coordinates ν = (ν1, . . . , νN). A wall in R
N is a hyperplane
defined by an equation of the form νj − νi = m, 1 6 i < j 6 N , m ∈ Z. Connected
components of the complement in RN to the union of all walls are called alcoves. Let ∆
be an alcove and ν ∈ ∆. For 1 6 i < j 6 N , denote mi,j = ⌊νj − νi⌋ ∈ Z, that is,
0 < νj − νi − mi,j < 1. The numbers (mi,j)16i<j6N depend on the alcove ∆ , but not on
ν ∈ ∆; they are called the integer characteristics of the alcove ∆ . The anti-dominant alcove
is the alcove with zero integer characteristics.
Let ∆ be an alcove with integer characteristics (mi,j). Recall the t, z, h variables from
Section 2.4. For I ∈ Iλ, define the trigonometric weight function
(3.1) W∆I (t, z, h) =
(
1− h)λ{1} Sym t(1) . . .Sym t(N−1) U∆I ,
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where
Sym t(k) f
(
t
(k)
1 , . . . , t
(k)
λ(k)
)
=
∑
σ∈S
λ(k)
f
(
t
(k)
σ(1), . . . , t
(k)
σ(λ(k))
)
,
(3.2) U∆I =
N−1∏
k=1
λ(k)∏
a=1
( λ(k+1)∏
c=1
ψ∆I,k,a,c(t
(k+1)
c /t
(k)
a )
λ(k)∏
b=a+1
1− ht(k)b /t(k)a
1− t(k)b /t(k)a
)
,
(3.3) ψ∆I,k,a,c(x) =

1− hx , if i(k+1)c < i(k)a ,
x−mj(I,k,a),k+1 , if i(k+1)c = i
(k)
a ,
1− x , if i(k+1)c > i(k)a .
where j(I, k, a) ∈ {1, . . . , N} is such that i(k)a ∈ Ij(I,k,a) , cf. (2.11).
For σ ∈ Sn and I ∈ Iλ , define the trigonometric weight function
(3.4) W∆σ,I(t, z, h) = W
∆
σ−1(I)(t, zσ(1), . . . , zσ(n), h) ,
where σ−1(I) =
(
σ−1(I1), . . . , σ
−1(IN )
)
. Hence, W∆I = W
∆
id,I .
Define
(3.5) E(t, h) =
N−1∏
k=1
λ(k)∏
a=1
λ(k)∏
b=1
(
1− ht
(k)
b
t
(k)
a
)
and
(3.6) W˜∆σ,I(t, z, h) =
W∆σ,I(t, z, h)
E(t, h)
.
Remark. The trigonometric weight functions of [RTV2] correspond to W∆σ,I(t, z, h) with
the anti-dominant alcove ∆ .
3.2. Elliptic versus trigonometric weight functions: the q → 0 limit. Let ∆ be an
alcove with integer characteristics (mj,k) , and let ν ∈ ∆. Define
(3.7) µj = e
2πiτνj , j = 1, . . . , N .
Then for 1 6 j < k 6 N , we have µk/µj = q
mj,k+εj,k , where εj,k = νk − νj −mj,k ∈ (0, 1) .
For I ∈ Iλ , define
(3.8) ℓI = #{(a, b) ∈ {1, . . . , n}2 | a ∈ Ij , b ∈ Ik , a > b , j < k} .
Equivalently, ℓI is the length of the permutation σI ∈ Sn such that
(3.9) Ij = {σI(λ(j−1)+ 1) < . . . < σI(λ(j))} , j = 1, . . . , N.
Theorem 3.1. Let h, z, t be fixed. As q → 0 , we have
(3.10) W ellI (t, z, h,µ) → c(h) h−ℓI/2
(
X(t)
)−1/2
W∆I (t, z, h) ,
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where c(h) = (−1)
∑N−1
k=1 λ
(k)λ(k+1) h−
∑N−1
k=1 (λ
(k))2/2 and
X(t) =
N−1∏
k=1
λ(k)∏
a=1
λ(k+1)∏
b=1
(t
(k+1)
b /t
(k)
a ) =
N−1∏
k=1
λ(k)∏
a=1
(t(k)a )
−λk−λk+1
n∏
a=1
zn−λNa
Proof. The statement follows from formulae (2.9) – (2.12) and (3.1) – (3.3) for the weight
functions, and the limit properties (2.5). The next formulae simplify the expression for
c(h) :
λ(k)∑
a=1
k∑
c=1
pI,c(i
(k)
a ) =
λ(k) (λ(k)− 1)
2
,
N−1∑
k=1
λ(k)∑
a=1
pI,k+1(i
(k)
a ) = ℓI .

Remark. In the geometric language of Section 4, ℓI equals the dimension of the Schubert
cell Ωid,I , see (4.1), (4.2). Thus the ratio of the factor h
−ℓI/2 in (3.10) and the factor
hcodim(Ωid,I⊂Fλ)/2 in the normalization condition in Section 5 equals h−(dimFλ)/2 and does not
depend on I ∈ Iλ .
Remark. Notice the substitution formula, cf. (3.15):
X(zI) =
∏
16j<k6N
∏
a∈Ij
∏
b∈Ik
(zb/za) .
Remark. Theorem 3.1 is our attempt to interpret [AO, Proposition 3.5] as a property of the
elliptic and trigonometric weight functions. In [AO, Proposition 3.5] the authors claim for
a Nakajima variety that an elliptic stable envelope converges to a certain K-theoretic stable
envelope under a certain limit. The K-theoretic stable envelope are not precisely defined in
[AO] and the proof of Proposition 3.5 in [AO] is only sketched.
3.3. Recursion properties. Let sa,a+1(z) = (z1, . . . , za−1, za+1, za, za+2, . . . , zn) .
Theorem 3.2. Consider an alcove ∆ with integer characteristics (mi,j) , and I ∈ Iλ such
that a ∈ Ik , a+ 1 ∈ Il . If k = l , then
(3.11) W∆I (t, sa,a+1(z), h) =W
∆
I (t, z, h).
If k < l , then
W∆sa,a+1(I)(t, z, h) =(3.12)
=
1− hza/za+1
1− za/za+1 W
∆
I (t, sa,a+1(z), h) + (h− 1)
(za/za+1)
mk,l+1
1− za/za+1 W
∆
I (t, z, h) .
If k > l , then
W∆sa,a+1(I)(t, z, h) =(3.13)
=
1− h−1za+1/za
1− za+1/za W
∆
I (t, sa,a+1(z), h) + (h
−1 − 1) (za+1/za)
ml,k+1
1− za+1/za W
∆
I (t, z, h) .
Proof. The statement follows from Theorems 2.2 and 3.1. 
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3.4. Substitution properties of trigonometric weight functions. Recall that for I ∈
Iλ we use the notation
⋃k
a=1 Ia = { i(k)1 < . . . < i(k)λ(k)} . For a function f(t, z, h) , we denote
by f(zI , z, h) the result of the substitution t
(k)
a = zi(k)a for all k = 1, . . . , N , a = 1, . . . , λ
(k).
Recall the partial ordering 6σ on Iλ defined in Section 2.7.
The proofs of the following four lemmas are straightforward modifications of those in
[RTV2, Section 6.1], cf. the proof of Lemmas 2.4 – 2.6 in Section 2.7.
Lemma 3.3. For any σ ∈ Sn and I, J ∈ Iλ , the function W˜∆σ,I(zJ , z, h) is a Laurent
polynomial.
Lemma 3.4. We have W˜∆σ,I(zJ , z, h) = 0 unless J 6σ I .
Define
(3.14) Pσ,I =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
(−zσ(b)/zσ(a)) .
Using definitions (4.7), (4.8) of eσ,I = e
hor
σ,I,− e
vert
σ,I,− , observe that
(3.15) Pσ,I · eσ,I =
∏
k<l
∏
σ(a)∈Ik
( ∏
σ(b)∈Il
b<a
(1− hzσ(b)/zσ(a))
∏
σ(b)∈Il
b>a
(1− zσ(b)/zσ(a))
)
.
Lemma 3.5. We have W˜∆σ,I(zI , z, h) = Pσ,I · eσ,I .
Lemma 3.6. For any I, J ∈ Iλ , the ratio W˜∆σ,I(zJ , z, h)/evertσ,J,− is a Laurent polynomial.
3.5. Newton polytope properties. For a = 1, . . . , n−1, denote by Ka the automorphism
of C[z±1, h±1] switching za and za+1 . That is Ka(f(z)) = f(sa,a+1(z)) .
Let ν ∈ RN belong to the alcove ∆ with integer characteristics (mi,j). We will use the
notation εi,j = νj − νi −mi,j for the fractional part of νj − νi for 1 6 i < j 6 N ; we have
0 < εi,j < 1 . Define
SI = SI(z) =
N∏
k=1
∏
a∈Ik
z−νka and W
∆
I,J = W
∆
I,J(z, h) = W
∆
I (zJ , z, h) · SI(z) .
Although the notation does not record it, both SI and W
∆
I,J depend on ν itself, not only
on its alcove ∆ .
Lemma 3.7. Let I ∈ Iλ be such that a ∈ Ik , a+ 1 ∈ Il . If k = l , then
(3.16) W∆I,sa,a+1(J) = Ka(W
∆
I,J) .
If k < l , then
(3.17) W∆I,sa,a+1(J) = Ka
(
1− za/za+1
1− hza/za+1 ;W
∆
sa,a+1(I),J
+ (1− h) (za/za+1)
1−εk,l
1− hza/za+1 W
∆
I,J
)
.
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If k > l , then
(3.18) W∆I,sa,a+1(J) = Ka
(
1− za+1/za
1− h−1za+1/za W
∆
sa,a+1(I),J
+ (1− h−1) (za+1/za)
1−εl,k
1− h−1za+1/za W
∆
I,J
)
.
Proof. Let k = l . Then taking into account (3.11),
Ka(W
∆
I,J) = Ka
(
W∆I (zJ , z, h)
)
Ka(SI) = W
∆
I
(
zsa,a+1(J), sa,a+1(z), h
)
SI =
= W∆I (zsa,a+1(J), z, h)SI = W
∆
I,sa,a+1(J)
.
Let k < l . Formula (3.12), rearranged, gives
W∆I
(
t, sa,a+1(z), h
)
=
1− za/za+1
1− hza/za+1 W
∆
sa,a+1(I)(t, z, h) + (1− h)
(za/za+1)
mk,l+1
1− hza/za+1 W
∆
I (t, z, h) .
Substitute now t = zJ . Then,
Ka
(
W∆I (zsa,a+1(J), z, h)
)
= W∆I
(
zJ , sa,a+1(z), h
)
=
=
1− za/za+1
1− hza/za+1 W
∆
sa,a+1(I)(zJ , z, h) + (1− h)
(za/za+1)
mk,l+1
1− hza/za+1 W
∆
I (zJ , z, h) ,
that is,
Ka(W
∆
I,sa,a+1(J)
)
Ka(SI)
=
1− za/za+1
1− hza/za+1 ·
W∆sa,a+1(I),J
Ssa,a+1(I)
+ (1− h) (za/za+1)
mk,l+1
1− hza/za+1 ·
W∆I,J
SI
.
Since Ka(SI) = Ssa,a+1(I) = (za+1/za)
νl−νk SI = (za+1/za)
mk,l+εk,l SI , we obtain
(3.19) Ka
(
W∆I,sa,a+1(J)
)
=
1− za/za+1
1− hza/za+1 W
∆
sa,a+1(I),J
+ (1− h) (za/za+1)
1−εk,l
1− hza/za+1 W
∆
I,J ,
which is equivalent to formula (3.17). The case k > l is proved similarly. 
For a Laurent polynomial f ∈ C[z±11 , . . . , z±1n , h±1] , let N(f) be the convex hull of the
finite set
{(k1, . . . , kn) ∈ Zn | the coefficient of zk11 . . . zknn in f is not 0} .
That is, in Newton polytope considerations we treat h as a number, not as a variable. Let
OI,J = N
(
W∆I,J(z, h)
)
. The operators Ka act naturally on Newton polytopes, satisfying
Ka
(
N(f(z))
)
= N
(
f(sa,a+1(z))
)
.
Lemma 3.8. We have Osa,a+1(J), sa,a+1(J) = Ka(OJ,J) .
Proof. Let a ∈ Jk, a + 1 ∈ Jl. If k = l , then the statement follows from formula (3.16) .
Let k 6= l . Replacing J by sa,a+1(J) if necessary, we may assume that k > l . Denote
I = sa,a+1(J) . We have J 6 id I, hence W∆I,J = 0 , and formula (3.18) yields
(1− h−1za/za+1)W∆sa,a+1(J),sa,a+1(J) = (1− za/za+1)Ka(W∆J,J) .
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Taking the Newton polytope of both sides, we obtain
T +Osa,a+1(J),sa,a+1(J) = T +Ka(OJ,J) ,
where + is the Minkowski sum and T = N(1− h−1za/za+1) = N(1− za/za+1) . Using the
cancellation law of Minkowski sum, we obtain the statement of the lemma. 
The following theorem is one of the main results of this paper.
Theorem 3.9. We have OI,J ⊂ OJ,J for any I, J ∈ Iλ .
Proof. We will prove by induction on J that OI,J ⊂ OJ,J for all I ∈ Iλ . The induction
employs the partial ordering 6 id . The base of induction is
J = Imax =
({n− λ1+ 1, . . . , n} , {n− λ1− λ2+ 1, . . . , n− λ1} , . . . , {1, . . . , λN }) .
Then I 6 id J for all I ∈ Iλ . Hence by Lemma 3.4, W∆I,J = 0 for I 6= J , and the statement
holds.
If J 6= Imax, let a be such that J < id sa,a+1(J) = J˜ . Let I ∈ Iλ and define k, l by the
rule: a ∈ Ik , a+ 1 ∈ Il . If k = l , then
OI,J = Ka(OI,J˜) ⊂ Ka(OJ˜,J˜) = OJ,J ,
where the first equality follows from formula (3.18), the containment holds by the induction
assumption, and the last equality is due to Lemma 3.8.
If k < l , let O′ be the Newton polytope of
Ka
(
W∆I,sa,a+1(J)
)
=
1− za/za+1
1− hza/za+1 W
∆
sa,a+1(I),J + (1− h)
(za/za+1)
1−εk,l
1− hza/za+1 W
∆
I,J ,
see (3.19). Let T = N(1−za/za+1) = N(1−hza/za+1) (an interval), and p = N
(
(za/za+1)
1−εk,l
)
(one point). From the definition of O′ we obtain
T +O′ = c.h.
(
T +N(W∆
sa,a+1(I),J˜
), p +N(W∆
I,J˜
)
)
,
where c.h. stands for convex hull, and + for the Minkowski sum. Since 1 − εk,l ∈ (0, 1) ,
we have p ⊂ T , and therefore,
T +O′ ⊂ c.h.(T +N(W∆
sa,a+1(I),J˜
), T +N(W∆
I,J˜
)
)
= T + c.h.
(
N(W∆
sa,a+1(I),J˜
), N(W∆
I,J˜
)
)
.
By the induction assumption, both N(W∆
sa,a+1(I),J˜
) and N(W∆
I,J˜
) are contained in OJ˜,J˜ .
Thus T +O′⊂ T +OJ˜,J˜ , which by cancellation law yields O′⊂ OJ˜,J˜ . Therefore,
OI,J = Ka(O
′) ⊂ Ka(OJ˜,J˜) = OJ,J ,
where the first equality follows from formula (3.17) and the last equality is due to Lemma 3.8.
The case k > l is proved similarly. 
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z1
z2
z3
z1
z2
z3
1
z2
z1
(
z3
z1
)ε1,2
(
z2
z1
)ε1,2
Figure 1. N ((1− z3/z1)(z2/z1)ε1,2) ,N ((1− hz2/z1)(z3/z1)ε1,2) are con-
tained in N((1− z2/z1)(1− z3/z1)).
Example. For N = 2 , λ = (1, 2) , let
I1 = ({1}, {2, 3}) , I2 = ({2}, {1, 3}) , I3 = ({3}, {1, 2}) ,
and let (ν1, ν2) ∈ R2 be such that ν2− ν1 = m1,2+ ε1,2 , where ε1,2 ∈ (0, 1) . Then we have
W∆I1 = (1− h)(t/z1)m1,2 (1− z2/t)(1− z3/t) ,
W∆I2 = (1− h)(t/z2)m1,2 (1− hz1/t)(1− z3/t) ,
W∆I3 = (1− h)(t/z3)m1,2 (1− hz1/t)(1− hz2/t) .
Hence
OI1,I1 = N
(
(1− h)(1 − z2/z1)(1− z3/z1) · z−ν11 (z2z3)−ν2
)
,
OI2,I1 = N
(
(1− h)2 (z1/z2)m1,2 (1− z3/z1) · z−ν12 (z1z3)−ν2
)
,
OI3,I1 = N
(
(1− h)2 (z1/z3)m1,2 (1− hz2/z1) · z−ν13 (z1z2)−ν2
)
.
Therefore, the statements OI2,I1 ⊂ OI1,I1 and OI3,I1 ⊂ OI1,I1 after arranging the z-monomials
to the left-hand sides reduce to the statements
N
(
(1− h)2 (1− z3/z1)(z2/z1)ε1,2
) ⊂ N((1− h)(1− z2/z1)(1− z3/z1))
and
N
(
(1− h)2 (1− hz2/z1)(z3/z1)ε1,2
) ⊂ N((1− h)(1− z2/z1)(1− z3/z1)) ,
respectively, see Figure 1.
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4. Partial flag varieties
4.1. Definitions. Fix natural numbers N, n. Let λ ∈ ZN>0, |λ| = λ1 + . . . + λN = n.
Consider the partial flag variety Fλ parametrizing chains of subspaces
0 = F0 ⊂ F1 ⊂ . . . ⊂ FN = Cn
with dimFi/Fi−1 = λi, i = 1, . . . , N . Denote by T
∗Fλ the cotangent bundle of Fλ, and let
π : T ∗Fλ → Fλ be the projection of the bundle.
Let I = (I1, . . . , IN) be a partition of {1, . . . , n} into disjoint subsets I1, . . . , IN . Denote
Iλ the set of all partitions I with |Ij| = λj, j = 1, . . . , N .
Let ǫ1, . . . , ǫn be the standard basis of C
n. For any I ∈ Iλ, let xI ∈ Fλ be the point
corresponding to the coordinate flag F1 ⊂ . . . ⊂ FN , where Fi is the span of the standard
basis vectors ǫj ∈ Cn with j ∈ I1 ∪ . . . ∪ Ii. We embed Fλ in T ∗Fλ as the zero section and
consider the points xI as points of T
∗Fλ.
4.2. Schubert cells, conormal bundles. For any σ ∈ Sn, we consider the coordinate flag
in Cn,
V σ : 0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn = Cn ,
where Vi is the span of ǫσ(1), . . . , ǫσ(i) . For I ∈ Iλ we define the Schubert cell
(4.1) Ωσ,I = {F ∈ Fλ | dim(Fp ∩V σq ) = #{i ∈ I1 ∪ . . .∪ Ip | σ−1(i) 6 q} ∀p 6 N, ∀q 6 n} .
The Schubert cell Ωσ,I is an affine space of dimension
(4.2) ℓσ,I = #{(a, b) ∈ {1, . . . , n}2 | σ(a) ∈ Ij , σ(b) ∈ Ik , a > b , j < k} .
For a fixed σ, the flag manifold is the disjoint union of the cells Ωσ,I . We have xI ∈ Ωσ,I ,
see e.g. [FP, Sect.2.2].
For σ ∈ Sn, recall the combinatorial partial ordering 6σ on Iλ defined in Section 2.7. It
is the same as the geometric partial ordering on Iλ : for I, J ∈ Iλ , we have that J 6σ I if
and only if xJ lies in the closure of Ωσ,I .
The Schubert cell Ωσ,I is a smooth submanifold of Fλ, hence we can consider its conormal
space
CΩσ,I = {α ∈ π−1(Ωσ,I) | α(Tπ(α)Ωσ,I) = 0} ⊂ T ∗Fλ ,
cf. the Remark in Section 4.6. The conormal space CΩσ,I is the total space of a vector
subbundle of T ∗Fλ over Ωσ,I . The rank of this subbundle is dimFλ − dimΩσ,I . Hence,
as a manifold CΩσ,I is an affine cell of dimension dimFλ. In particular, its dimension is
independent of σ, I. Define
(4.3) Slopeσ,I =
⋃
J6σI
CΩσ,J .
4.3. Torus action. The diagonal action of the torus (C×)n on Cn induces an action on Fλ,
and hence on the cotangent bundle T ∗Fλ. We extend this (C×)n-action to the action of
T = (C×)n × C× so that the extra C× acts on the fibers of T ∗Fλ → Fλ by multiplication.
The fixed points of T acting on T ∗Fλ are the points xI described above.
In the next sections we consider the equivariant K-theory and equivariant elliptic coho-
mology of T ∗Fλ with respect to this T -action.
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4.4. Equivariant K-theory of T ∗Fλ. We consider the equivariant K-theory algebra
KT (T
∗Fλ). Our general reference for equivariant K-theory is [ChG, Ch.5].
Denote Sλ = Sλ1×. . .×SλN the product of symmetric groups. Consider variables Γi = {γi,1,
. . . , γi,λi}, i = 1, . . . , N . Let Γ = (Γ1 ; . . . ; ΓN). The group Sλ acts on the set Γ by permuting
the variables with the same first index. Let C[Γ±1] be the algebra of Laurent polynomials
in variables γi,j and C[Γ
±1 ]Sλ the subalgebra of invariants with respect to the Sλ-action.
Consider variables z = {z1, . . . , zn} and h. The group Sn acts on the set z by permutations.
Let C[z±1, h±1 ] be the algebra of Laurent polynomials in variables z, h and C[z±1, h±1 ]Sn
the subalgebra of invariants with respect to the Sn-action. We have
(4.4) KT (T
∗Fλ) = C[Γ±1 ]Sλ⊗ C[z±1, h±1 ]
/〈
f(Γ) = f(z) for any f ∈ C[z±1]Sn〉 .
Here γi,j correspond to (virtual) line bundles also denoted by γi,j with
λi⊕
j=1
γi,j = Fi/Fi−1,
while za and h correspond to the factors of T = (C
×)n × C×.
The algebra KT (T
∗Fλ) is a module over KT (pt ;C) = C[z±1, h±1 ].
4.5. Equivariant localization – moment map description. Consider the equivariant
localization map
(4.5) Loc : KT (T
∗Fλ) → KT ((T ∗Fλ)T ) =
⊕
I∈Iλ
KT (xI)
whose components are the restrictions to the fixed points xI . Restriction of the class α ∈
KT (T
∗Fλ) to the fix point xI will be denoted by α|xI . In terms of the variables Γ restriction
to xI is the substitution
(4.6) {γk,1, . . . ,γk,λk} 7→ {za | a ∈ Ik} for all k = 1, . . . , N .
Equivariant localization theory (see e.g. [ChG, Ch.5], [RoKu, Appendix]) asserts that Loc is
an injection of algebras. Moreover, an element of the right-hand side is in the image of Loc
if the difference of the I-th and sI,J(I)-th components is divisible by 1− zi/zj in C[z±1, h±1 ]
for all I ∈ Iλ and i, j ∈ {1, . . . , n}. Here sI,J(I) is the partition obtained from I by switching
the numbers i and j.
4.6. Normal Euler classes of conormal spaces at torus fixed points. Define the
following classes
(4.7) ehorσ,I,+ =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b<a
(1− zσ(a)/zσ(b)) , ehorσ,I,− =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
(1− zσ(a)/zσ(b)) ,
(4.8) evertσ,I,+ =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
(1−hzσ(b)/zσ(a)) , evertσ,I,− =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b<a
(1−hzσ(b)/zσ(a)) ,
in KT (xI) = C[z
±1, h±1 ] . We also set eσ,I = e
hor
σ,I,− e
vert
σ,I,− .
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Recall that if C× acts on a line C by α · x = αrx, then the C×-equivariant Euler class
of the line bundle C→ {0} is e(C→ {0}) = 1− zr ∈ KC×(point) = C[z±1]. Thus standard
knowledge on the tangent bundle of flag manifolds imply that
(4.9) e(TΩσ,I |xI ) = ehorσ,I,+ , e(ν(Ωσ,I ⊂ Fλ)|xI ) = ehorσ,I,− ,
where ν(A ⊂ B) means the normal bundle of a submanifold A in the ambient manifold B,
and ξ|x means the restriction of the bundle ξ over the point x in the base space. Therefore
we also have
e(CΩσ,I |xI ) = evertσ,I,+ , e((π−1(Ωσ,I)− CΩσ,I)|xI ) = evertσ,I,− ,
where CΩσ,I and π
−1(Ωσ,I) are considered bundles over Ωσ,I . Now consider CΩσ,I as a(n
open) submanifold of T ∗Fλ . Then we obtain
(4.10) e(ν(CΩσ,I ⊂ T ∗Fλ)|xI ) = ehorσ,I,− evertσ,I,− = eσ,I .
Remark. For a permutation σ ∈ Sn , let the cocharacter χ : C× → (C×)n, t 7→ (tw1, . . . , twn)
satisfies the property: wσ(a) > wσ(b) for all a > b. The formulas of this subsection show that
CΩσ,I = {x ∈ T ∗Fλ | limt→0 χ(t)x = xI}. This latter set is a special case for T ∗Fλ of the
notion “stable leaf” of the fixed point xI corresponding to the “chamber” {(w1, . . . , wn) ∈
Rn | wσ(a) > wσ(b) for all a > b)} ⊂ Cochar
(
(C×)n
)⊗ZR = Rn in [MO1, Section 3.2.2]. Thus
the notion of “chambers” of [MO1] correspond to the permutations σ ∈ Sn in this paper.
5. K-theoretic stable envelopes
5.1. Definition of K-theoretic stable envelopes. The K-theoretic stable envelope maps
for Nakajima varieties X are defined by Maulik and Okounkov in [MO2]. That definition is
reproduced in [O, Section 9.1] and [OS, Section 2.1]. Here we recall their axiomatic definition
of stable envelope classes (images of coordinate vectors under the stable envelope map) in
the special case X = T ∗Fλ acted upon by (C∗)n × C∗.
Let ∆ ⊂ RN be an alcove and ν ∈ ∆. Define the virtual “slope” bundle
Sν =
N∏
k=1
λk∏
a=1
γ−νkk,i ∈ Pic(T ∗Fλ)⊗Z R.
Observe that Sν restricted to the fixed point xI is SI from Section 3.5.
Definition. ([MO2], [O, Section 9.1], [OS, Section 2.1]) An element Stab∆σ,I ∈ KT (T ∗Fλ)
for an alcove ∆ ⊂ RN , σ ∈ Sn, I ∈ Iλ is called the stable envelope class, if it satisfies the
following axioms:
(I) Stab∆σ,I is supported on Slopeσ,I ;
(II) Stab∆σ,I |xI = hcodim(Ωσ,I⊂Fλ)/2Pσ,Ieσ,I ;
(III) N(Stab∆σ,I |xJ · Sν |xI ) ⊂ N(Stab∆σ,J |xJ · Sν |xJ ), if ν ∈ ∆.
Observe that while condition (III) depends on ν ∈ RN , the class Stab∆σ,I only depends on
the alcove ν belongs to. Namely, the inclusion in (III) can be reformulated as
N(Stab∆σ,I |xJ ) +N(
Sν |xI
Sν |xJ
) ⊂ N(Stab∆σ,J |xJ ),
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where + is the Minkowski sum and N(
Sν |xI
Sν |xJ
) is a point. Thus (III) says that the Newton
polytope of Stab∆σ,I |xJ lies inside the Newton polytope of Stab∆σ,J |xJ when shifted by the
vector N(
Sν |xI
Sν |xJ
) which depends on ν in ∆.
Remark. In fact, in [MO2, O, OS] the definition of stable envelope classes also depends on
a choice of distinguishing half of the normal directions at each torus fixed point. For T ∗Fλ
there is a natural choice – distinguishing the cotangent directions – that we make throughout
the paper. Moreover, condition (II) in the cited papers reads as follows
(5.1) Stab∆σ,I |xI = (−1)dim(distinguished directions in CΩσ,I)
√
det(νσ,I)
det(T ∗Fλ|xI )
e(νσ,I),
where νσ,I is the normal bundle of CΩσ,I at xI . However, using the notation
dhorσ,I,+ =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b<a
zσ(b)
zσ(a)
, dhorσ,I,− =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
zσ(b)
zσ(a)
,
dvertσ,I,+ =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
zσ(a)
hzσ(b)
, dvertσ,I,− =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b<a
zσ(a)
hzσ(b)
the right hand side of equation (5.1) is∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
(−1) ·
√
dhorσ,I,−d
vert
σ,I,−
dvertσ,I,+d
vert
σ,I,−
· eσ,I =
∏
k<l
∏
σ(a)∈Ik
∏
σ(b)∈Il
b>a
(
− zσ(b)
zσ(a)
)
hcodim(Ωσ,I⊂Fλ)/2eσ,I = h
codim(Ωσ,I⊂Fλ)/2Pσ,Ieσ,I ,
as stated in the definition above.
It is proved in [O, Theorem 9.2.1] that stable envelope classes – if exist – are unique. Their
existence statement for Nakajima varieties is announced to be published in [MO2], see [O,
9.1.1], cf. also Theorem 2 and Proposition 3.5 in [AO].
5.2. Weight functions project to stable envelope classes. We substitute the variables
t
(k)
1 , . . . , t
(k)
λ(k)
7→ γ1,1, . . . , γ1,λ1, γ2,1, . . . , γ2,λ2, . . . , γk,1, . . . , γk,λk
into the function W˜∆σ,I(t, z, h) (see Section 3). The resulting function will be denoted by
W˜∆σ,I(Γ, z, h). Observe that we have
W˜∆σ,I(Γ, z, h)|xJ = W˜∆σ,I(zJ , z, h).
In view of Lemma 3.3 this implies that the function W˜∆σ,I(Γ, z, h) – although not a Laurent
polynomial itself – has the property that all its xJ restrictions are Laurent polynomials. The
restrictions also satisfy the divisibility property of Section 4.5, hence equivariant localization
theory implies that there is a unique element in KT (T
∗Fλ) whose xJ restrictions are the
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same as those of W˜∆σ,I(Γ, z, h). By slight abuse of language we will denote this element of
KT (T
∗Fλ) by [W˜∆σ,I(Γ, z, h)].
Theorem 5.1. Stable envelope classes Stab∆σ,I exist for T
∗Fλ, namely,
(5.2) Stab∆σ,I = h
codim(Ωσ,I⊂Fλ)/2 · [W˜∆σ,I(Γ, z, h)].
Proof. We denote the right hand side of (5.2) by ωσ,I and we will prove that it satisfies
axioms (I)-(III).
Axiom (II) follows from Lemma 3.5. To prove axiom (III) observe that Sν |xI = SI and
hence Theorem 3.9 claims
N(W∆I (zJ , z, h)Sν|xI ) ⊂ N(W∆J (zJ , z, h)Sν |xJ ).
Writing this statement for the pair σ−1(I), σ−1(J) instead of I, J , we obtain
N(W∆σ−1(I)(zσ−1(J), z, h)Sν |xσ−1(I)) ⊂ N(W∆σ−1(J)(zσ−1(J), z, h)Sν |xσ−1(J)).
Replace za with zσ(a) for a = 1, . . . , n, to get
N(W∆σ−1(I)(zJ , zσ, h)Sν |xI ) ⊂ N(W∆σ−1(J)(zJ , zσ, h)Sν |xJ ),
where zσ = (zσ(1), . . . , zσ(n)). Using the definition of Wσ,I functions this translates to
N(W∆σ,I(zJ , z, h)Sν |xI ) ⊂ N(W∆σ,J(zJ , z, h)Sν |xJ ).
Since the ratio between W∆I (zJ , z, h) and W˜
∆
I (zJ , z, h) is a universal expression (not de-
pending on I) the cancellation property of Minkowski sums gives
N(W˜∆σ,I(zJ , z, h)Sν |xI ) ⊂ N(W˜∆σ,J(zJ , z, h)Sν |xJ ),
what we wanted to prove.
The rest of this section is the proof of axiom (I). In the proof we will consider restrictions of
elements ofKT (T
∗Fλ) to xJ , to Ωσ,J , and to π−1(Ωσ,J ). Observe that algebraically these three
restrictions are the same maps, because the last two sets are topological cells, equivariantly
homotopy equivalent to the one-point set xJ .
Lemma 5.2. Let ≺ be a linear order refining 6σ, and let J (1) ≺ J (2) ≺ . . . ≺ J (d) be the
elements of Iλ, that is d = |Iλ|. Let a ∈ {2, . . . , d}. If a class ω ∈ KT (T ∗Fλ) restricted to
∪di=aπ−1(Ωσ,J(i))
is 0, and ω|x
J(a−1)
= 0, then ω restricted to
∪di=a−1π−1(Ωσ,J(i))
is also 0.
Proof. This is a well known argument involving a Mayer-Vietoris and a Gysin sequence,
and depending on the non-vanishing of a normal Euler class (which holds for partial flag
varieties). See for example [FR, Lemma 3.6] for a detailed argument in cohomology. 
Lemma 5.3. Let T act on the vector space X with an invariant subspace Y . Let e be the
T -equivariant normal Euler class of Y ⊂ X. Then the following conditions are equivalent
for a class in KT (X):
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• it is supported on Y ;
• it is divisible by e.
Proof. The statement follows from the exactness of the Gysin sequence
KT (Y )
·e
// KT (Y ) // KT (X − Y )
where the second map is the composition of the isomorphism KT (Y ) = KT (X) and the
restriction to X − Y . 
Lemma 5.4. We have
ωσ,I =
∑
J6σI
fIJ(z, h)[CΩσ,J ]
for some Laurent polynomials fIJ(z, h).
Proof. Let ≺ be a total order refining 6σ, and let J (1) ≺ J (2) ≺ . . . ≺ J (r) = I be the
elements of Iλ that are 6σ I. Let k ∈ {0, . . . , r}. We will prove the following statement by
induction on k.
(*k) There exist Laurent polynomials fIJ(i)(z, h) for i ∈ {r − k + 1, . . . , r} such that
(5.3) ωσ,I −
r∑
i=r−k+1
fIJ(i)(z, h)[CΩσ,J(i) ]
is supported on ∪r−ki=1 π−1(Ωσ,J(i)).
Statement (*k) for k = 0 follows from the iterated application of Lemma 5.2, using
Lemma 3.4.
For the induction step k 7→ k+1, consider (5.3) restricted to xJ(r−k). The term ωσ,I |x
J(r−k)
is divisible by evert
σ,J(r−k),−
by Lemma 3.6. The classes [CΩσ,J(i) ] appearing in (5.3), restricted
to xJ(r−k) are also divisible by e
vert
σ,J(r−k),−
, due to the fact that the Schubert cell stratification
is a Whitney stratification. Therefore (5.3), restricted to xJ(r−k) is divisible by e
vert
σ,J(r−k),−
.
We claim that (5.3), restricted to xJ(r−k) is also divisible by e
hor
σ,J(r−k),−
. This follows from
the induction hypotheses and Lemma 5.3. We obtained that (5.3) restricted to xJ(r−k) can
be written as fIJ(r−k)(z, h) · ehorσ,J(r−k),−evertσ,J(r−k),− for some Laurent polynomial fIJ(r−k)(z, h).
Therefore the class(
ωσ,I −
r∑
i=r−k−1
fIJ(i)(z, h)[CΩσ,J(i) ]
)
− fIJ(r−k)(z, h)[CΩσ,J(r−k) ]
restricted to xJ(r−k) is 0. Since it is also 0 when restricted to ∪ri=r−k−1π−1(Ωσ,J(i)) (by induc-
tion and the property of the order ≺), Lemma 5.3 gives the induction step.
Statement (*k) for k = r proves Lemma 5.4. 
The class [CΩσ,I ] is supported on Slopeσ,I , and clearly J 6σ I implies Slopeσ,J ⊂ Slopeσ,I ,
hence Lemma 5.4 proves that ωσ,I satisfies axiom (III). This finishes the proof of Theorem 5.1.

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Remark. Our arguments show that in the definition of Stabσ,I axiom (I) can be replaced
with its local version
(I’) Stab∆σ,I |xJ is divisible by evertσ,J,−.
as was done, for example, in [RTV2, Theorem 3.1].
Remark. The functions fIJ(z, h) appearing in Lemma 5.4 are related to the notion of “local
Euler obstruction” in cohomology.
5.3. Note on R-matrices. A key feature of the Stab∆σ,I classes is that some endomorphisms
encoded by them satisfy Yang-Baxter equations, that is, they are R-matrices. For more
details, see eg. [O, RTV2]. For completeness here we show the prototype R-matrices for the
convention used in this paper.
Let Xn = ∪|λ|=nT ∗Fλ. For I ∈ Iλ let vI = vi1 ⊗ . . . ⊗ vin ∈ (CN)⊗n for ij = k if j ∈ Ik.
Stable envelope maps are defined
Stab∆σ : (C
N)⊗n ⊗ C(z, h) = KT
(X Tn )⊗ C(z, h)→ KT (Xn)⊗ C(z, h)
by vI 7→ Stab∆σ,I .
Stable envelope maps define “geometric” R-matrices by
R∆σ′,σ = (Stab∆σ′)−1 ◦ Stab∆σ .
For example, for n = 2, N = 2, we have
Stab∆id(v1 ⊗ v2) =(γ/z1)m1,2 (1− z2/γ) ·
√
h
Stab∆id(v2 ⊗ v1) =(γ/z2)m1,2 (1− hz1/γ)
Stab∆s (v1 ⊗ v2) =(γ/z1)m1,2 (1− hz2/γ)
Stab∆s (v2 ⊗ v1) =(γ/z2)m1,2 (1− z1/γ) ·
√
h.
Therefore, R∆s,id acting on (C2)⊗2 with ordered basis v1 ⊗ v1, v1 ⊗ v2, v2 ⊗ v1, v2 ⊗ v2 is
(1)⊕

√
h(1− z2/z1)
1− hz2/z1
(1− h)(z2/z1)−m1,2
1− hz2/z1
(1− h)(z2/z1)m1,2+1
1− hz2/z1
√
h(1− z2/z1)
1− hz2/z1
⊕ (1) .
The R-matrix Rs,id used in [RTV2]
(1)⊕

1− z2/z1
1− hz2/z1
(1− h)
1− hz2/z1
(1− h)z2/z1
1− hz2/z1
h(1− z2/z1)
1− hz2/z1
⊕ (1)
is obtained from this one by putting m1,2 = 0 (considering the anti-dominant alcove) and a
change in the normalization convention involving h.
Similar calculation shows that for general N , but n = 2, the operator R = R∆s,id acting on
(CN)⊗2 has entries
(5.4) Rjjjj = 1, Rjkjk =
√
h
1− z2/z1
1− hz2/z1 (1 6 j, k 6 N, j 6= k),
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Rjkkj =
(1− h)(z2/z1)mj,k+1
1− hz2/z1 , R
kj
jk =
(1− h)(z2/z1)−mj,k
1− hz2/z1 (1 6 j < k 6 N),
and otherwise 0 , while the R-matrix R = Rs,id used in [RTV2] has entries R
jj
jj = 1,
(5.5) Rjkjk =
1− z2/z1
1− hz2/z1 (j < k), R
jk
jk = h
1− z2/z1
1− hz2/z1 (k < j),
Rjkkj =
(1− h)(z2/z1)
1− hz2/z1 , R
kj
jk =
1− h
1− hz2/z1 (1 6 j < k 6 N),
and otherwise 0 .
6. Line bundles and quadratic forms
6.1. Line bundles on Cp. Let E = C/Λ be an elliptic curve, where Λ = Z + τZ, τ ∈ C,
Im τ > 0, so that Ep = Cp/Λp. For each pair (M, v) consisting of a symmetric integral p× p
matrix M and v ∈ (R/Z)p let L(M, v) be the line bundle (Cp×C)/Λp → Cp/Λp with action
λ · (x, u) = (x+ λ, eλ(x)(u)), λ ∈ Λp, x ∈ Cp, u ∈ C,
and cocycle
en+mτ (x) = (−1)ntMn(−eiπτ )mtMme2πimt(Mx+v), n,m ∈ Zp.
To an integral symmetric p × p matrix M and a vector v ∈ Cp we associate the integral
quadratic form M(x) = xtMx and the linear form v(x) = xtv on the universal cover Cp of
Ep, and we call them the quadratic form and the linear form of the line bundle L(M, v).
The linear form is defined up to addition of an integral linear form.
Proposition 6.1 ([FRV, Proposition 5.1], see [Mu, Section I.2]).
(i) L(M, v) is isomorphic to L(M ′, v′) if and only if M =M ′ and v ≡ v′ mod Λp.
(ii) For generic E, every holomorphic line bundle on Ep is isomorphic to L(M, v) for
some (M, v).
(iii) L(M1, v1)⊗ L(M2, v2) ∼= L(M1 +M2, v1 + v2).
(iv) Let σ ∈ Sp act by permutations on Ep and Cp. Denote also by σ the corresponding
p× p permutation matrix. Then
σ∗L(M, v) = L(σtMσ, σtv).
Remark. Sections of L(M, v) are the same as functions f on Cp such that f(x + λ) =
eλ(x)
−1f(x) for all λ ∈ Λp, x ∈ Cp. Explicitly, a function on Cp defines a section of L(M, v)
if and only if
f(x1, . . . , xj + 1, . . . , xp) = (−1)Mjjf(x),
f(x1, . . . , xj + τ, . . . , xp) = (−1)Mjje−2πi(
∑
kMjkxk+vj)−πiτMjjf(x),
for all x ∈ Cp, j = 1, . . . , p.
Remark ([FRV]). Let θ(x) be the theta function in one variable defined by (2.3). Then, for
any r ∈ Zp and z ∈ C,
θ(rtx+ z) = θ(r1x1 + · · ·+ rpxp + z)
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is a holomorphic section of L(M, v) with quadratic form M(x) = (∑pi=1 rixi)2, and linear
form v(x) = z
∑p
i=1 rixi. Since an integral quadratic form is an integral linear combination
of squares of integral linear forms, a line bundle L(M, 0) has a meromorphic section which
is a ratio of products of theta functions θ(rtx) with r ∈ Zp.
6.2. Theta functions as sections of line bundles. Introduce new variables v = (v(1),
. . . , v(N)), v(k) = (vk,1, . . . , vk,λk), y, ν = (ν1, . . . , νN−1). Make the substitution
q, h, µ1/µ2, . . . , µN−1/µN 7→ e2πiτ , e2πiy, e2πiν1 , . . . , e2πiνN−1 ,(6.1)
t
(k)
1 , . . . , t
(k)
λ(k)
7→ e2πiv1,1 , . . . , e2πiv1,λ1 , e2πiv2,1 , . . . , e2πiv2,λ2 , . . . , e2πivk,1 , . . . , e2πivk,λk
for k = 1, . . . , N in the functions Gλ(t, h,µ), E
ell
λ
(t, h). Denote the resulting functions by
Gˆλ(v, y,ν), Ê
ell
λ
(v, y).
Lemma 6.2. The function Gˆλ(v, y,ν)/Ê
ell
λ
(v, y) defines a meromorphic section of the line
bundle L(Mλ, 0) on Eλ1 × . . .× EλN × E ×EN−1, where
Mλ(v, y,ν) =
∑
16j<k6N
λj∑
a=1
λk∑
b=1
(vj,a − vk,b)2 − y2
N−1∑
k=1
(λ1 + · · ·+ λk)2(6.2)
+
N−1∑
k=1
(νk − λky)
k∑
j=1
λj∑
a=1
vj,a.
Proof. By straightforward calculation. 
Make the substitution
q, h 7→ e2πiτ , e2πiy,(6.3)
z1, . . . , zn, µ1/µ2, . . . , µN−1/µN 7→ e2πix1 , . . . , e2πixn , e2πiν1 , . . . , e2πiνN−1 ,
in the function GI(z, h,µ). The resulting function denote by GˆI(x, y,ν).
Lemma 6.3. For I ∈ Iλ the function GˆI(x, y,ν) defines a meromorphic section of the line
bundle L(MI , 0) on En × E × EN−1, where
MI(x, y,ν) = −2
N−1∑
k=1
(νk + · · ·+ νN−1)
∑
a∈Ik
xa(6.4)
− y2
N−1∑
k=1
∑
a∈Ik
(pI,k(a)− a + 1 + λ1 + · · ·+ λk−1)2
+2y
N−1∑
k=1
∑
a∈Ik
xa(pI,k(a)− a+ 1 + n− λN).
Proof. By straightforward calculation. 
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7. Equivariant elliptic cohomology of T ∗Fλ
7.1. Tautological bundles and Chern classes. We follow the exposition of equivariant
elliptic cohomology in [FRV, Section 4], which is based on [Gr, GKV].
Let E = C/(Z + τZ), Im τ > 0, be an elliptic curve and G a compact group. The G-
equivariant elliptic cohomology EG(−) is a covariant functor from finite G-CW complexes
to superschemes satisfying a set of axioms. For example,
EU(1)(pt) = E, EU(n)(pt) = E
(n) = En/Sn.
For a G-space M we have the structure map pG : EG(M) → EG(pt). The A = U(1)n-
equivariant elliptic cohomology of Fλ is the fiber product obtained from the Cartesian square
EA(Fλ) χ //
pA

E(λ1) × E(λ2) × . . .× E(λN )
pλ

En pn
// E(n)
where the left vertical arrow is the structure map to EA(pt); pn, pλ are canonical projections,
and the top horizontal map χ is the characteristic map coming from the N equivariant
bundles Fk/Fk−1 over Fλ, see [GKV], and we have
(7.1) EA(Fλ) = En ×E(n) (E(λ1) × E(λ2) × . . .× E(λN ))
7.2. Equivariant localization – moment map description. The inclusion of the fixed
point xI to Fλ induces a map ιI : EA(pt)→ EA(Fλ) and EA(Fλ) is the union of ιIEA(pt) ∼=
En where I ∈ Iλ. The intersections of ιIEA(pt) ∼= En’s are described as follows. Assume a ∈
Ik, b ∈ Il for an I ∈ Iλ, and assume k 6= l. Let sa,b(I) be obtained by switching the numbers
a and b, i.e. a ∈ sa,b(I)l and b ∈ sa,b(I)k. The “diagonal” ∆I,sa,b(I) = {x ∈ En : xa = xb} is
naturally included in both ιIEA(pt) = E
n and ιsa,b(I)EA(pt) = E
n. The counterpart of the
standard GKM theory for equivariant elliptic cohomology is
EA(Fλ) = ⊔I∈IλιIEA(pt)/ ∼
where ∼ is induced by gluing ιIEA(pt) = En and ιsa,b(I)EA(pt) = En along the diagonal
∆I,sa,b(I) = {x ∈ En : xa = xb}, for any I, a, b, cf. [GKV], [GKM], [Ga, Example 4.4]. The
isomorphism between the two descriptions of EA(Fλ) is induced by the map
⊔I∈IλιI(EA(pt))→ En ×E(n) (E(λ1) ×E(λ2) × . . .×E(λN ))
whose restrictions to the copy En labeled by I is x 7→ (x,xI1, . . . ,xIN ).
7.3. Cotangent bundle and the dynamical parameters. Denote T = A × U(1) =
U(1)n × U(1), and the extra U(1) acts on the fibers of T ∗Fλ by multiplication. Since T ∗Fλ
is equivariantly homotopy equivalent to Fλ we have
ET (T
∗Fλ) = EA(Fλ)× E,
a scheme over ET (pt) = E
n × E.
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As in [AO] and [FRV], we consider an extended version of elliptic cohomology to accom-
modate for dynamical parameters in quantum group theory (or Ka¨hler parameters in the
terminology of [AO]), namely
ÊT (T
∗Fλ) := ET (T ∗Fλ)× (Pic(T ∗Fλ)⊗Z E) ≃ ET (T ∗Fλ)× EN−1,
a scheme over Ê(pt) = En+1+N−1, where the factors of EN−1 correspond to the line bundles
det(Fp+1/Fp), p = 1, . . . , N − 1 over T ∗Fλ.
We will denote also by ιI the map ÊT (pt) → ÊT (T ∗Fλ) induced by the inclusion of the
fixed point xI into T
∗Fλ. Then ÊT (T ∗Fλ) consists of the components ιIÊT (pt) where I runs
over the elements of the set Iλ. By Section 7.1, we have a description of ÊT (T ∗Fλ) as a fiber
product
(7.2) ÊT (T
∗Fλ) =
(
En ×E(n) (E(λ1) ×E(λ2) × . . .×E(λN ))
)× E ×EN−1.
In particular we have the characteristic embedding
(7.3) c : ÊT (T
∗Fλ)→ En ×E(λ1) × E(λ2) × . . .× E(λN ) × E ×EN−1
of the extended T -equivariant cohomology scheme into a nonsingular projective variety.
7.4. Admissible line bundles, and their sections. We will consider sections of certain
“admissible” line bundles over ÊT (T
∗Fλ). These line bundles are, up to a twist by a fixed
line bundle, those coming from the base scheme ÊT (pt). Let pT be the structure map
(7.4) pT : ÊT (T
∗Fλ)→ ÊT (pt)
and χˆ = χ× id× id the characteristic map
(7.5) χˆ : ÊT (T
∗Fλ)→ E(λ1) × E(λ2) × . . .×E(λN ) ×E × EN−1.
Let v = (v(1), . . . , v(N)), v(k) = (vk,1, . . . , vk,λk) be coordinates on the universal cover of
Eλ1 × . . . × EλN and let y, ν = (ν1, . . . , νN−1) be coordinates on the universal cover of
E × EN−1.
Let Mλ be the quadratic form defined in (6.2). Clearly Mλ is symmetric under the action
of the product Sλ = Sλ1×· · ·×SλN of symmetric groups permuting the second index of vl,a’s
while the first index is fixed. Thus the line bundle L(Mλ, 0) on Eλ1 × . . .×EλN ×E×EN−1
can be considered as a line bundle on E(λ1) × . . .× E(λN ) ×E × EN−1.
Definition. The twisting line bundle on ÊT (T
∗Fλ) is Tλ = χˆ∗L(Mλ, 0).
Definition. An admissible line bundle on ÊT (T
∗Fλ) is a line bundle of the form
p∗TL ⊗ Tλ,
for some line bundle L on ÊT (pt).
We say that a meromorphic section on a complex manifold restricts to a meromorphic
section on a submanifold if it is defined at its generic point, i.e., if the divisor of poles does
not contain a component of the submanifold.
We will consider meromorphic sections of line bundles on elliptic cohomology schemes.
Recall that ÊT (T
∗Fλ) has components YI = ιIÊT (pt), corresponding to the inclusion of the
fixed points xI , I ∈ Iλ into T ∗Fλ.
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Definition. Let L be a line bundle on ÊT (T ∗Fλ). A meromorphic section of L is a collection
of meromorphic sections sI of L|YI , labeled by I ∈ Iλ and restricting to meromorphic sections
on all intersections YI1 ∩ · · · ∩ YIs and such that
sI |YI∩YJ = sJ |YI∩YJ ,
for all I, J . A holomorphic section is a meromorphic section whose restriction to each YI is
holomorphic.
7.5. T -equivariant elliptic cohomology classes.
Definition. Let L be a line bundle on ÊT (pt). A T -equivariant elliptic cohomology class
on T ∗Fλ of degree L is a holomorphic section of the admissible line bundle p∗TL ⊗ Tλ on
ÊT (T
∗Fλ). We denote by HellT (T ∗Fλ)L the complex vector space of T -equivariant elliptic
cohomology classes of degree L on T ∗Fλ.
7.6. Weight functions project to equivariant elliptic cohomology classes. In this
section we show that the substitutions of weight functions W˜ ellσ,I define T -equivariant elliptic
cohomology classes on T ∗Fλ.
For I ∈ Iλ make the substitution
q, h, µ1/µ2, . . . , µN−1/µN 7→ e2πiτ , e2πiy, e2πiν1 , . . . , e2πiνN−1 ,(7.6)
t
(k)
1 , . . . , t
(k)
λ(k)
7→ e2πiv1,1 , . . . , e2πiv1,λ1 , e2πiv2,1 , . . . , e2πiv2,λ2 , . . . , e2πivk,1 , . . . , e2πivk,λk ,
for k = 1, . . . , N in the function W˜ ellσ,I . The resulting function is denoted by Ŵ
ell
σ,I(v, y,ν).
The function Ŵ ellσ,I can be viewed as a section of a certain line bundle on E
n ×E(λ1) × · · · ×
E(λN ) × E × EN−1. Its pull-back c∗Ŵ ellσ,I by the embedding
c : ÊT (T
∗Fλ)→ En ×E(λ1) × E(λ2) × . . .× E(λN ) × E ×EN−1
is a section of the pull-back bundle and its restriction to YJ = ιJ ÊT (pt) is the evaluation of
c∗Ŵ ellσ,I at v
(k) = xJk , k = 1, . . . , N .
Recall the function ψI(h,µ) defined in (2.13). Make the substitution (7.6) in ψI(h,µ).
Denote the resulting function by ψ̂I(y,ν). The zeros of ψ̂I(y,ν) define a divisor DI on ÊT (pt)
consisting of hypertori with equation of the form νa + νa+1 + · · ·+ νb − jy, i ∈ Z.
Let MI(x, y,ν) be the quadratic form defined in (6.4) and LI = L(MI , 0) the correspond-
ing line bundle on ÊT (pt).
Proposition 7.1. The restriction c∗Ŵ ellσ,I of Ŵ
ell
σ,I to ÊT (T
∗Fλ) is a meromorphic section
of the admissible line bundle p∗TLσ,I ⊗ Tλ for some line bundle Lσ,I on Ê(pt). Moreover,
if σ = id, the restriction c∗Ŵ ellid,I = c
∗Ŵ ellI is a meromorphic section of the admissible line
bundle p∗TLI ⊗Tλ, where LI is defined above, and the restriction is a holomorphic section of
the line bundle p∗TLI(DI)⊗Tλ, where the notation L(D) means as usual the invertible sheaf
of meromorphic sections of a sheaf L whose poles are bounded by the divisor D.
Proof. The proof is similar to the proof of [FRV, Proposition 5.9]. It is enough to prove the
statement for σ = id.
The function GˆI(x, y,ν)Gˆλ(v, y,ν)/Ê
ell
λ
(v, y) defines a meromorphic section of the line
bundle L(MI+Mλ, 0) on En×Eλ1×· · ·×EλN ×E×EN−1. That line bundle lifts to the line
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bundle p∗TLI ⊗ Tλ on ÊT (T ∗Fλ). Lemmas 2.3 and 2.6 imply that c∗Ŵ ellI is a meromorphic
section of the admissible line bundle p∗TLI ⊗ Tλ on ÊT (T ∗Fλ). The fact that c∗Ŵ ellI is
a holomorphic section of the line bundle p∗TLI(DI) ⊗ Tλ follows from the formula for the
weight functions. 
Corollary 7.2. For any σ ∈ Sn and I ∈ Iλ the restriction c∗Ŵ ellσ,I defines a T -equivariant
elliptic cohomology class on T ∗Fλ.
7.7. Elliptic stable envelope for cotangent bundles of partial flag varieties. In this
section we introduce a version of elliptic stable envelopes. Our elliptic stable envelopes are
defined in terms of the elliptic weight functions. In Theorem 7.3 we give their axiomatic
definition in the spirit of [MO1], [FRV]. It would be interesting to understand the relation of
our definition with the one sketched in [AO].
For σ ∈ SN , I ∈ Iλ we call the T -equivariant elliptic cohomology class c∗Ŵ ellσ,I the stable
envelope associated with σ and the fixed point xI ∈ T ∗Fλ.
Consider CN with basis v1, . . . , vN . The standard basis of (C
N)⊗n is formed by the vectors
vI labeled by partitions I = (I1, . . . , IN) of {1, . . . , n}, vI = vi1 ⊗ · · · ⊗ vin , where ia = j if
a ∈ Ij .
For id ∈ Sn we may consider the map
(7.7) Stabid : (C
N)⊗n → ⊕λ∈(Z>0)N , |λ|=n ⊕I∈Iλ H ellT (T ∗Fλ)LI(DI ),
sending vI to the cohomology class c
∗Ŵ ellI .
Similarly we may define the maps Stabσ for all σ ∈ Sn. The maps Stabσ, Stabσ′ are
related by the elliptic dynamical R-matrix, see Theorem 2.2, cf. [RTV2, Theorem 7.1] and
Section 5.3.
Remark. For σ ∈ Sn the collection (c∗Ŵ ellσ,I)I∈Iλ forms a basis of the T -equivariant coho-
mology of T ∗Fλ in the sense of [FRV, Theorem 5.23]. We will discuss this fact in the next
paper.
Remark. Using the map Stabid one can construct an action of the dynamical elliptic quan-
tum groups associated with glN on the extended equivariant cohomology
⊔λ∈ZN
>0, |λ|=n
ÊT (T
∗Fλ). The action is by Sn-equivariant admissible difference operators acting
on sections of admissible line bundles, see the case N = 2 in [FRV]. See similar constructions
for equivariant cohomology and K-theory in [GRTV, RTV2, RV1]. We plan to discuss this
action in the next paper.
Remark. The equivariant elliptic cohomology class c∗Ŵ ellI has analogs in equivariant coho-
mology and equivariant K-theory of T ∗Fλ, see [GRTV, RTV1, RTV2]. The analog of c∗Ŵ ellI
in equivariant cohomology is the equivariant Chern–Schwartz–MacPherson class (or charac-
teristic cycle) of the open Schubert variety ΩI , see [RV2]. Hence c
∗Ŵ ellI may be viewed as
an equivariant elliptic version of the Chern–Schwartz–MacPherson class.
7.8. Axiomatic definition of the stable envelope.
Theorem 7.3. For any I the T -equivariant elliptic cohomology class c∗W˜ ellI satisfies the
following properties.
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(i) It is a meromorphic section of the admissible line bundle p∗TL(NI , 0)⊗Tλ for a suitable
quadratic form NI .
(ii) The restriction of c∗W˜ ellI to the component YI , written as a function C
n+1+N−1 → C
with transformation properties determined by the line bundle p∗TL(NI , 0)⊗Tλ, equals
(7.8) P̂ ellI (x, y) =
∏
k<l
∏
a∈Ik
(∏
b∈Il
b<a
θ(y + xb − xa)
∏
b∈Il
b>a
θ(xb − xa)
)
.
(iii) The restriction of c∗W˜ ellI to any component YJ , written as a function C
n+1+N−1 → C
with transformation properties determined by p∗TL(NI , 0)⊗ Tλ, is of the form
(7.9)
1
ψ̂I(y,ν)
∏
k<l
∏
a∈Jk
∏
b∈Jl
b<a
θ(y + xb − xa) · FI,J ,
where FI,J is a holomorphic function.
Moreover, these three properties uniquely determine the T -equivariant elliptic cohomology
class c∗W˜ ellI .
Proof. The proof is analogous to the proof of [FRV, Theorem A.1].
Properties (i-iii) of c∗W˜ ellI follow from Lemmas 2.5 and 2.6. Now we prove that properties
(i-iii) uniquely determine c∗W˜ ellI . Let s be a section with properties (i-iii) for some admissible
line bundle p∗TL(NI , 0)⊗Tλ. Property (ii) implies that NI = MI , whereMI is given by (6.4).
Hence L(NI , 0) = LI .
Denote by κI the difference between s and c
∗W˜ ellI . Assume that the difference is nonzero.
Then there exists a J such that κI restricted to YJ is not 0. For a total ordering ≺ refining
the partial order < on Iλ let us choose J to be the largest index with the property κI |YJ 6= 0.
We have J 6= I because of the second property.
We claim that κI |YJ , written as a function Cn+1+N−1 → C, with transformation properties
determined by p∗TLI ⊗ Tλ, is of the form
(7.10)
1
ψ̂I(y,ν)
∏
k<l
∏
a∈Jk
(∏
b∈Jl
b<a
θ(y + xb − xa)
∏
b∈Jl
b>a
θ(xb − xa)
)
· F1,
where F1 is holomorphic. The presence of the first theta-factors θ(y + xb − xa) in (7.10)
follows from property (iii). The presence of the second theta-factors θ(xb − xa) in (7.10)
follows from the fact that J is the largest index such that κI |YJ 6= 0, cf. the proof of [FRV,
Theorem A.1].
Observe that the product of theta functions in (7.10) equals c∗W˜ ellJ |J by property (ii).
Hence F1/ψ̂I is a meromorphic section of the line bundle L(MI −MJ , 0).
Let a ∈ {1, . . . , n} and k, l ∈ {1, . . . , N}, k 6= l, be such that a ∈ Ik ∩ Jl. Consider F1/ψ̂I
as a function of xa. Denote it by f(xa). The function f(xa) is a holomorphic function of
xa for generic fixed other arguments. Comparing the xa-dependence of the quadratic form
MI −MJ we obtain that
(7.11) f(xa + τ) = e
−2πi(2(νl+···+νN−1−νk−···−νN−1)+...)f(xa), f(xa + 1) = f(xa),
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where the dots indicate the terms independent on xa and ν. Using the 1-periodicity, we
expand f(xa) =
∑
m∈Z ame
2πimxa , and using the first transformation property of (7.11) we
obtain that am = 0 for all m ∈ Z. Hence F1 = 0, and in turn, κI |YJ = 0. This is a
contradiction proving that κI is 0 on all YJ . 
Remark. The classes appearing in the second and third properties in Theorem 7.3 can be
identified as horizontal and vertical parts of the equivariant elliptic normal Euler classes of
CΩσ,I near the fixed point xI , cf. Section 4.6.
Remark. The stable envelopes are defined in equivariant cohomology, equivariant K-theory,
and equivariant elliptic cohomology, see [MO1, MO2], for the cotangent bundles of partial
flag varieties the definitions are discussed in [RTV1, RTV2, FRV] and in Sections 5, 7. In all
three cases the definition consists of three axioms. One axiom says that the restriction κJ |xJ
of the stable envelope κJ to the fixed point xJ equals some “expected” product. Another
axiom says that the restriction κJ |xI of κJ to any fixed point xI should be divisible by some
product determined by the point xI . This is a support type axiom, see Section 5. The
last axiom says that the restriction κJ |xI should be “smaller” than the restriction κI |xI . The
products in the first two axioms are the products of linear function or trigonometric functions
or theta functions with the same arguments when we change from equivariant cohomology
to equivariant K-theory and then to equivariant elliptic cohomology. It is interesting to
see how the notion of “smallness” is changing in these three cases. In the cohomology case
the restrictions are polynomials and one polynomial is smaller than another if the degree
of the first is smaller than the degree of the second. In the K-theory case the restrictions
are Laurent polynomials and one Laurent polynomial is smaller than another if the Newton
polytope of the first can be parallelly moved inside the Newton polytope of the second. In
the elliptic case the smallness is the requirement to be a section of an admissible line bundle,
in other words, to be an equivariant elliptic cohomology class, see condition (i) in Theorem
7.3. In other words, the most nontrivial condition of smallness just dissolves in the definition
of a cohomology class.
8. Appendix: Comparison of Bethe algebras
The Faddeev-Takhtajan-Reshetikhin formalism applied to the R-matrix R(z, h) given by
(5.5) produces the quantum loop algebra U(g˜lN), the evaluation N -dimensional representa-
tions of U(g˜lN), and commutative Bethe subalgebras Bq of U(g˜lN) depending on complex
parameters q = (q1, . . . , qN) called the quantum parameters, see explicitly these constructions
in [RTV2, Sections 10 and 11]. The Bethe algebra acts on the tensor product of n evaluation
representations and preserves the weight decomposition (CN )⊗n = ⊕λ∈ZN
>0, |λ|=n
(CN)⊗n
λ
. The
image of the Bethe algebra in the algebra of endomorphisms of a weight subspace (CN)⊗n
λ
is described in [RTV2, Theorem 13.3] by generators and relations in terms of a discrete
Wronski map depending on parameters q.
Let R(z, h) be defined by (5.4) for the anti-dominant alcove ∆, i.e. with all mj,k equal
to zero. The matrix R(z, h) differs from the matrix R(z, h) by change in the normalization
convention involving h. The Faddeev-Takhtajan-Reshetikhin formalism applied to R(z, h)
produces the new quantum loop algebra U(g˜lN)
′ isomorphic to U(g˜lN), new evaluation rep-
resentations, and new commutative Bethe subalgebras B ′q′ ⊂ U(g˜lN)′. It turns out that
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the image of the new Bethe algebra B ′q′ with parameters q′ = (q′1, . . . , q′N) in the algebra of
endomorphisms of (CN)⊗n
λ
coincides with the image of the original Bethe algebra Bq with
quantum parameters q = (q1, . . . , qN) if
q′k = h
−λ1−···−λk−1+λk+1+···+λN qk, k = 1, . . . , N.
Hence the image of the new Bethe algebra is also described by the discrete Wronski map.
We will discuss this fact in detail in the next paper.
The importance of that statement lies in the following. In [OS] Okounkov and Smirnov
consider the equivariant K-theory algebra of a Nakajima variety and the stable envelopes
of the anti-dominant alcove. Using the R-matrices of that alcove they define the associated
quantum loop algebra with the action on the equivariant K-theory algebra. Conjecturally,
the associated Bethe algebra of that action is the algebra of quantum multiplication on the
equivariant K-theory algebra, cf. [OS, RTV2, PSZ]. For the cotangent bundle T ∗Fλ of a
partial flag variety Fλ the constructions of this paper and [OS, RTV2] identify the Bethe
algebra of the cotangent bundle with the image of the Bethe algebra B ′q′ in the endomorphism
algebra of (CN)⊗n
λ
. Hence the formulated statement gives a conjectural description of the
algebra of quantum multiplication on the equivariant K-theory algebra of T ∗Fλ by generators
and relations in terms of the discrete Wronski map.
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