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L’expansion des systèmes utilisant des capteurs intelligents a incité l’étude d’E-diagnostic de 
processus physiques à base des méthodes de haute résolution. Le contrôle automatisé des machines 
éoliennes modernes nécessite la maintenance proactive. On a proposé plusieurs indicateurs mesurant le 
niveau de performance d’un protocole d’acheminement sans fil des paquets de données vers la station 
de supervision. Une étude de conception d’un système de diagnostic IESRCM permettant la 
surveillance locale ou à distance des machines indiquées est réalisée. Une comparaison a été effectuée 
pour apprécier les performances de ce système lors de son intégration avec les modules sans fil GPRS 
ou Wi-Max. Les résultats obtenus avec simulation sous Proteus ISIS et OPNET ont favorisé 
l’incorporation du module Wi-Max dans le système proposé en raison de ses avantages par rapport au 
GPRS. Les méthodes d’estimation spectrale à haute résolution sont efficacement utilisées pour la 
détection de défauts électromécaniques d’éoliennes. Devant la diversité de ces méthodes, une 
investigation de chaque algorithme à part est réalisée avec un signal composite du courant statorique 
contenant plusieurs types de défauts et sous un environnement différemment bruité. On a déduit à cet 
égard que la précision de l’estimation spectrale dépend du degré de perturbation du signal, du niveau 
de sévérité d’un défaut, de la fréquence d’échantillonnage et du nombre d’échantillons de données. La 
comparaison avec simulation sous Matlab qu’on a effectuée entre ces algorithmes a prouvé la 
supériorité de l’algorithme ESPRIT. Cependant, cet algorithme présente un temps de calcul 
relativement grand et demande une taille mémoire importante pour être exécuté. Pour contourner cet 
obstacle, on a proposé une amélioration de la technique ESPRIT-TLS pour la rendre applicable en 
temps réel. Une nouvelle version est développée dans cette thèse intitulée Fast-ESPRIT. L’élaboration 
envisagée est effectuée en combinant la technique de filtrage passe bande récursif IIR de Yule-Walker 
et la technique de décimation. L’évaluation de la technique proposée dans la détection de quatre types 
de défauts d’une éolienne est réalisée. L’analyse des résultats obtenus confirme que l’algorithme Fast-
ESPRIT offre une précision spectrale très satisfaisante dans la discrimination des harmoniques des 
défauts étudiés. On a abouti à une complexité réduite avec un rapport admissible, à une réduction de 
l’espace mémoire requis pour son exécution 5 fois inférieur et à la diminution du temps de calcul 
d’environ 14,25 fois moins. Cette méthode offre une meilleure résolution même en présence d’un 
nombre important d’harmoniques de défauts différents. Cependant, cette nouvelle méthode présente 
quelques limitations puisqu’elle ne permet pas de reconnaitre le type et le niveau de sévérité d’un 
défaut détecté. On a donc proposé une autre approche de contrôle en temps réel. Celle-ci combine la 
méthode Fast-ESPRIT développée, l’algorithme de classification de défauts intitulé CAFH et un 
système d’inférence flou interconnecté aux capteurs de vibration localisés sur les différentes 
composantes d’éolienne. Un nouvel indicateur du niveau de sévérité de chaque type de défaut a été 
formulé. Il permet d’éviter les alarmes inutiles. La simulation sous Matlab de cette approche avec 
quatre types de défaillances en présence d’un bruit montre qu’elle offre une meilleure robustesse dans 
la classification des défauts. 
 
 
Mots clés : Diagnostic, Systèmes Embarqués, Energie éolienne, Traitement du signal, Estimation 
Spectrale à Haute Résolution, Télésurveillance, Capteur intelligent, Contrôle, Temps réel, 
Communication sans fil, Routage, Protocoles, Maintenance, Logique Floue, Classification, 









The expansion of systems using intelligent sensors has prompted the study of physical processes E-
diagnosis based on high resolution methods. The automated control of modern wind machines requires 
proactive maintenance. We proposed several indicators measuring the performance level of a wireless 
protocol for routing data packets to the monitoring station. A study to design a diagnosis system 
entitled IESRCM for local or remote monitoring for the mentioned machines is achieved. A 
comparison has been realized to appreciate the performance of this system when it is integrated with 
GPRS or Wi-Max wireless modules. The obtained results by simulation using Proteus ISIS and 
OPNET software have favored the incorporation of Wi-Max module in the proposed system because 
its advantages over GPRS. The high resolution spectral estimation methods are effectively used for 
detecting electromechanical wind turbine faults. In front of the diversity of these methods, an 
investigation of each algorithm separately has been performed with a composite signal of stator 
current containing several types of defects and under different noisy environments. It was deduced in 
therein that the accuracy of the spectral estimation depends on the degree of the signal disturbance, the 
severity level of the faults, the frequency sampling and the number of data samples. The comparison 
with simulation in Matlab that we have made between these algorithms has proved the superiority of 
ESPRIT algorithm. However, this algorithm has a relatively large computing time and requires an 
important memory size to be executed. To overcome this problem, an improvement of ESPRIT-TLS 
technique has been proposed to make it applicable in real time. A new version of this method is 
developed in this thesis entitled Fast-ESPRIT. The proposed development is made by combining pass 
band recursive filtering technique IIR of Yule-Walker and decimation technique. The evaluation of the 
proposed technique for wind turbine fault detection of various types is performed. The analysis of the 
obtained results confirms that the Fast-ESPRIT algorithm provides a very satisfactory spectral 
accuracy in discriminating the studied faults harmonics. It resulted in a reduced complexity with an 
eligible ratio, a reduction of the required memory size for its implementation 5 times lower and a 
decrease of calculation time about 14,25 times less. This method provides better spectral resolution 
even in presence of a significant number of harmonics of different faults. However, this new method 
has some limitations because it does not recognize the type and the severity level of a detected fault. 
Therefore, another real time control approach has been proposed. It combines the developed Fast-
ESPRIT method, the fault classification algorithm called CAFH and a fuzzy inference system 
interconnected with vibration sensors located on various wind turbine components. A new indicator of 
severity level for each studied fault type was formulated. It allows avoiding unnecessary alarms. 
Matlab simulation of this approach under four failure types with a noise shows that it provides a good 
robustness of faults classification. 
 
 
Keywords : Diagnosis, Embedded systems, Wind power, Signal processing, Spectral estimation, High 
Resolution, Remote monitoring, Intelligent sensors, Control, Real time, Wireless communication, 
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Le domaine d’instrumentation et de métrologie a fortement évolué ces dernières années. Son 
développement est basé sur l’électronique, sur les technologies de l’information et sur celles de 
la communication. Cela a donné naissance à ce qu’on appelle désormais les systèmes à base de 
capteurs intelligents ou les réseaux de capteurs intelligents. Ils ont la capacité d’acquérir les 
données et de collaborer pour les communiquer en temps réel aux stations de contrôle, à travers 
des liaisons câblées ou sans fil. Cela est rendu possible grâce à des protocoles de routage bien 
adaptés. Ces systèmes sont actuellement en pleine expansion en raison de leurs diverses 
fonctionnalités d’intelligence. En effet, l’implémentation de ces fonctions automatiques rend ces 
systèmes plus autonomes, plus efficaces et plus performants. Ils le sont ainsi en termes de 
collecte, de fusion, d’analyse des données, de détection des événements, de diagnostic des 
défaillances, d’aide à la prise de décision, de régulation et de commande en temps réel 
(localement ou à distance). Le but essentiel de la mise en œuvre de tels systèmes est la 
réalisation des tâches de contrôle, de supervision, de conduite des processus, de télésurveillance 
et de maintenance proactive, tout en exploitant leurs ressources disponibles (mémoires, 
calculateur programmable, convertisseurs ADC, modules de communication, algorithmes, 
alarmes, etc.) [1-31]. Ces systèmes ont trouvé leur mise en application dans de nombreux 
champs pratiques. Pourtant, ils exigent des techniques de traitement du signal très avancées pour 
l’acquisition numérique des mesures qui sont nécessaires pour la compréhension, la corrélation, 
le diagnostic ainsi que pour l’identification de certains phénomènes et événements physiques.  
 
La théorie de diagnostic d’état d’un système physique permet d’identifier toute sorte de ses 
anomalies à partir d’observation de ses symptômes apparents. L’objectif de diagnostic ne s’arrête 
pas ici mais comprend aussi la définition des remèdes à apporter et la prise de mesures adéquates 
pour réparer ce système ou pour le ramener à son mode de fonctionnement normal. Cela 
concerne donc les tâches de prévention, de maintenance et de dépannage du système indiqué [32-
35]. 
 
Le diagnostic est en effet, un processus comportant trois grandes fonctions : la détection, la 
localisation et la décision. Parmi les techniques de diagnostic mises en œuvre actuellement, 
l’analyse spectrale. Elles sont souvent liées au domaine d’application et dépendent très fortement 
de la propriété d’existence des paramètres fréquentielles relatives aux causes de 
dysfonctionnement du système considéré.  
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Ce diagnostic fait intervenir la théorie d’estimation spectrale paramétrique. Cette théorie est 
fondée sur l’approche signal. Elle s’appuie sur l’analyse des données acquises, sous forme de 
tension et/ou de courant électriques échantillonnées. En effet, des outils de traitement numérique 
du signal sont appliqués à ces signaux temporels pour obtenir leur contenu spectral. Cela va être 
valable dans la mesure où de nombreux phénomènes s’interprètent par l’apparition de fréquences 
parasites additives (harmoniques ou raies) dans les grandeurs affectées par les défauts [32-41]. 
 
Le rôle essentiel que jouent ces outils réside alors dans l’extraction de connaissances et de 
paramètres structuraux à partir de l’information utile. Cela est dans le but de détecter et de 
localiser les défaillances ou les pannes du système ciblé. 
 
Cette méthode de détection automatique des anomalies a poussé les chercheurs vers le 
développement, l’amélioration et l’introduction d’une grande variété d’algorithmes et 
d’approches performantes de traitement du signal. Elles sont analysées avec de nombreux 
modèles de signaux au niveau de la vitesse de calcul et de la précision. L’objectif a été 
l’innovation de l’efficacité des systèmes de diagnostic à base de capteurs intelligents 
communicants par l’intégration de ces algorithmes dans leurs processeurs [37-42]. 
 
Les méthodes d’estimation spectrale à haute résolution HRM telles que Prony, Pisarenko, 
MUSIC, ESPRIT, etc., ont été utilisées dans le domaine des télécommunications. Elles le sont 
ainsi pour l’estimation des directions ou des angles d’arrivée DOA ou AOA d’une onde 
électromagnétique par une antenne. Actuellement, ces techniques s’utilisent dans la localisation 
et le positionnement des nœuds d’un réseau de capteurs ou d’une cible dans un réseau de 
téléphonie mobile. Ce sont des méthodes très sophistiquées [43-46]. Elles dépassent les limites et 
les inconvénients en résolution spectrale, remarquées dans l’analyse classique réalisée par la 
transformée de Fourier discrète rapide DFFT. Ces algorithmes traitant des signaux temporels sur 
une durée limitée, font tous l’hypothèse d’un modèle mathématique et d’un nombre de 
sinusoïdes connus a priori. Cet ordre est nécessaire pour l’estimation fréquentielle d’un signal. Il 
peut être déterminé facilement par le critère MDL de Rissanen développé en théorie de 
l’information. En fait, toutes les méthodes d’estimation de haute résolution peuvent être 
appliquées à un modèle du signal plus général qui le représente comme une somme de sinusoïdes 
complexes modulées exponentiellement [43-54]. 
 
Les méthodes HRM reposent sur des propriétés particulières de la matrice de covariance ou 
d’auto-corrélation du signal et sur sa décomposition en valeurs et en vecteurs propres [43-55]. 
Cela pour estimer les composantes fréquentielles contenues dans ce signal avec leurs amplitudes 
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correspondantes. Ces techniques séparent le signal en deux sous-espaces : l’espace de données 
utiles engendré par les sinusoïdes et l’espace bruit qui est son complémentaire orthogonal. Leur 
supériorité en termes de résolution spectrale d’après la littérature, se révèle particulièrement 
performante, même dans le cas des signaux fortement atténués par un bruit gênant. Cela les 
favorise d’accomplir le rôle d’indication de l’existence de défauts ou d’anomalies selon leur 
signature spectrale qui les caractérise dans tout signal étudié.  
 
  Dans la littérature, on a pu constater que depuis quelques années, une émergence et une 
orientation rapides de nouveaux travaux de recherche vers l’étude, le développement et le 
perfectionnement de ces approches pour amender leur résolution par minimisation de l’erreur 
d’estimation et pour abaisser leur forte complexité algorithmique [55-86].   
 
Dans l’autre côté, le diagnostic par l’analyse spectrale ne permet ni la discrimination entre les 
différents types de défaillances ni la quantification de leur degré de sévérité. Cela ne sert pas à 
éviter les fausses alarmes ou inutiles. Toutes ces limitations ont suscité l’intérêt des spécialistes 
et des chercheurs à découvrir d’autres algorithmes issus de l’intelligence artificielle et de la 
théorie de classification. Le but était d’augmenter la précision et la robustesse de ce genre de 
diagnostic [34-41, 87-92]. Lorsque chacun de ces algorithmes est implémenté parfaitement, le 
système de diagnostic devient capable de prendre des décisions adéquates devant toute situation 
critique.  
 
Dans les systèmes du diagnostic, le temps joue un rôle important. Sa prise en compte peut 
avoir une influence sur différents aspects. Certes, le temps est un facteur décisif dans le choix du 
modèle d’un système, dynamique ou statique, dans la réaction face à la détection des anomalies, 
fugitives ou évolutives, le plus rapidement possible, de les isoler, d’en identifier les causes 
probables de façon à réduire leurs effets néfastes, et puis de proposer des opérations de 
traitement correctives, urgentes ou adaptées. C’est pour cette raison que l’intégration du concept 
de temps réel est instamment exigée dans ce type de systèmes. 
 
La mise en application de ces systèmes de diagnostic ne se limite pas seulement aux domaines 
techniques et industriels mais s’étend à d’autres domaines tels que la médecine, le biomédical, 
etc. En effet, le diagnostic médical, automatisé, basé sur la théorie de décision et d’apprentissage 
à partir de l’étude de cas, est devenu actuellement une nécessité très importante, surtout avec 
l’apparition des capteurs biomédicaux [28, 49, 93]. 
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La modernisation et l’automatisation des systèmes électriques, industriels, mécaniques et 
électromécaniques complexes ont imposé l’intégration des systèmes du diagnostic des défauts  
au moyen de l’analyse spectrale. Cette dernière est basée sur la technique MCSA. Puisque ces 
dispositifs sont susceptibles à de nombreux types de pannes dans leur usage, il est possible de 
suivre automatiquement et dynamiquement avec un logiciel simple leur état de fonctionnement à 
tout instant. Cela est concrétisé par l’incorporation des processeurs du signal numérique DSP 
dans des réseaux câblés ou sans fil. Par conséquence, cela permet de protéger toute machine 
contre tout dommage catastrophique et d’optimiser sa productivité sans avoir recours à 
d’onéreuses infrastructures ou à des dépenses supplémentaires [34, 38-41, 94-98].  
 
Aujourd’hui, le recours aux énergies renouvelables est devenu un choix stratégique et 
nécessaire devant l’accroissement imprévu des coûts de l’énergie classique. Par ailleurs, une 
préoccupation environnementale s’impose, vu les recommandations exigées par des associations, 
des organisations et des services gouvernementaux pour la réduction des émissions provoquant 
des changements climatiques à effet de serre menaçant la terre. Ces causes ont incité la recherche 
et l’utilisation des sources d’énergie alternatives propres telles que les énergies renouvelables. 
Parmi celles-ci, l’énergie éolienne constitue un véritable champ d’application des systèmes de 
diagnostic à base de capteurs intelligents. Plusieurs travaux sont en cours d’exécution dans ce 
sens [99-116]. 
 
C’est dans ce contexte est choisi le sujet de cette thèse. C’est l’étude des apports permettant 
l’amélioration et la perfection des méthodes de détection et de diagnostic des défauts au sein des 
machines éoliennes. C’est aussi l’analyse de leur implémentation dans des systèmes 
communicants à base de capteurs intelligents. C’est un sujet multidisciplinaire qui couvre un axe 
de recherche concernant un grand nombre de spécialités scientifiques, telles que l’informatique, 
les télécommunications, l’électronique, l’automatique, le traitement du signal et l’intelligence 
artificielle. 
 
Le développement de ces systèmes de diagnostic à base de capteurs intelligents et leur mise 
en application, dans le contrôle et dans la supervision à distance d’un parc éolien est un défi 
majeur. Dans ce perfectionnement, on vise l’originalité, l’innovation, la créativité et l’efficacité. 
Ces objectifs peuvent être dépendants des contraintes et des exigences de l’application comme 
les types de machines éoliennes, leur nombre, leur déploiement géographique, etc.  
 
Les machines éoliennes nécessitent périodiquement et en temps réel certaines maintenances. 
En effet, elles le sont sous des conditions d’environnement et de fonctionnement variables. Une 
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télémaintenance proactive automatisée s’impose. Cela permet d’assurer une durée de vie 
optimale. Cela est justifié par le fait que l’arrêt d’une installation éolienne pour effectuer des 
opérations de maintenance non prévues entraine des coûts très importants. Cette perte 
d’exploitation devient préoccupante pour toute entreprise, sans oublier la détérioration rapide des 
pièces de ces machines. Celle-ci est due à l’évolution fatale ou destructive des défaillances non 
surveillées qui conduit à des dégâts considérables [116-121]. 
 
Pour résoudre ces problèmes, on a visé des objectifs dans cette thèse. Leur réalisation 
constituera une solution globale et satisfaisante. Il s’agit d’étude, de simulation, de conception 
d’une architecture centralisée de télésurveillance et de diagnostic en temps réel des défauts 
d’éoliennes. Cette approche est basée sur l’utilisation des capteurs intelligents, embarqués et 
autonomes, intégrant une technique d’estimation spectrale à haute résolution. Elle est appliquée 
dans l’analyse du courant statorique acquis du générateur d’éolienne. Cette technique permet de 
détecter et de cerner l’apparition des spectres de raies caractérisant la signature de tout défaut. 
Les données collectées par les différents capteurs installés sur chaque éolienne sont transmis via 
une communication sans fil vers la station de surveillance pour être stockées sur une base de 
données et analysées. Le traitement de ces données ainsi sauvegardées permet le calcul avec 
précision du niveau de sévérité des défauts révélés dans le but de prendre une décision et une 
réaction convenables. 
 
D’une vision holistique, ce système de télésurveillance ainsi suggéré, doit vérifier plusieurs 
exigences : 
- Accroître la productivité et la qualité à moindre coûts avec un budget raisonnable ;  
- Minimiser la consommation d’énergie par les instruments ;  
- Garantir et préserver la sûreté de fonctionnement des équipements ; 
- Informer le centre de surveillance de manière périodique de toute anomalie détectée avec 
son niveau de gravité ; 
- Protéger le personnel comme les opérateurs, les techniciens,… contre les accidents du 
travail par arrêt immédiat des machines défaillantes ou endommagées ; 
- Protéger l’environnement par alerte précoce de l’occurrence de risques comme des 
incendies, des explosions, des fuites, des pollutions ;  
- Réduire l’intervention répétitive du personnel de maintenance qui demande parfois un 
long déplacement ; 
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Motivé par toutes ces raisons et pour atteindre les objectifs tracés, on a prévu de focaliser 
notre intérêt, de point de vue méthodologique, sur la formulation de plusieurs problématiques. 
Leur résolution constitue mes contributions et la valeur ajoutée de cette thèse. Elle consiste à 
définir le gabarit de ce travail de recherche. Son mémoire est donc structuré en six chapitres avec 
une conclusion. Il est résumé comme suit :  
 
Au chapitre I, on a  donné un aperçu général sur la notion des systèmes à base de capteurs 
intelligents et sur les types de leurs applications. On a décrit les capteurs intelligents et leurs 
avantages. On a commenté leurs protocoles de communication pour acheminer les commandes et 
les données. Des métriques de leurs performances y sont décrites. Les limitations, les défis et les 
challenges de ce genre de systèmes y sont résumées aussi.  
 
Dans le chapitre II, on a traité la problématique liée aux critères du choix d’une technologie 
de communication sans fil optimale. On a commenté une analyse comparative des performances 
et des limites des protocoles sans fil : Wi-Fi, Wi-Max, UWB, Bluetooth, ZigBee, ZigBeeIP, 
GSM/GPRS. On a interprété des simulations sous Matlab. On a prouvé la façon parfaite et 
rentable d’exploiter un protocole garantissant la qualité de communication, minimisant la 
consommation énergétique et évitant les contraintes du temps. Un bilan comparatif de tous ces 
résultats est y commenté. 
 
Au chapitre III, on a décrit l’étude de conception d’un système de diagnostic et de 
télésurveillance en temps réel d’un parc éolien. On a interprété la possibilité d’en incorporer des 
modules sans fil GPRS ou Wi-Max, pour recueillir des mesures de divers capteurs intelligents. 
Des simulations avec les outils logiciels Matlab, Proteus ISIS et OPNET ont été commentées, 
pour montrer l’efficacité du système proposé. 
 
Alors qu’au chapitre IV, on a présenté la modélisation des défauts les plus occurrents d’une 
éolienne et la modélisation de son courant statorique. On a décrit une étude comparative entre 
plusieurs algorithmes d’estimation fréquentielle à haute résolution pour identifier ces défauts. On 
a y commenté ses critères de performance prises en compte. Des simulations sous Matlab ont été 
y commentées. 
 
Dans le chapitre V, on a commenté le principe d’amélioration de la méthode ESPRIT-TLS 
pour la rendre applicable en temps réel. On a élaboré l’optimisation de la taille de la matrice 
d’auto-corrélation du signal traité. On a commenté la simulation sous Matlab de la nouvelle 
méthode Fast-ESPRIT. On a montré sa performance dans l’identification des fréquences et des 
amplitudes caractérisant toute sorte de défauts étudiés de la machine éolienne.  
 [7]  
 Introduction 
Enfin au chapitre VI, on a décrit un nouveau module décisionnel. Il est basé sur une nouvelle 
approche de contrôle en temps réel de l’état de fonctionnement d’une éolienne. On a généré une 
procédure efficace permettant l’amélioration de la précision de diagnostic par la classification et 
la quantification du niveau de sévérité de toute défaillance. On a commenté la simulation sous 
Matlab de cette approche basée sur la logique floue et sur la méthode Fast-ESPRIT. Les résultats 
étaient très satisfaisants. 
 
On a conclu ce mémoire de thèse en résumant les différentes étapes des travaux de recherche 
effectués et en fournissant les principaux résultats obtenus avec leurs perspectives.  
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I. Structure d’un capteur intelligent 
 
Les capteurs intelligents intègrent des fonctionnalités supplémentaires leur permettant de relier le 
monde physique avec le monde numérique en capturant et en révélant des phénomènes physiques du 
monde réel et la conversion de ceux-ci dans une forme qui peut être traitée et stockée dans le but 
d’agir et de prendre une décision. 
 
La détection, qui est la fonction primordiale d’un capteur, est une technique utilisée pour 
recueillir des informations sur un objet physique ou sur un processus, y compris la survenance 
d’événements (par exemple, les changements d’état tels que la baisse de la température ou de la 
pression). Un objet exécutant une telle tâche de détection est appelé un capteur. C’est un dispositif 
de prélèvement d’informations qui convertit une grandeur physique ou un événement en une autre 
grandeur physique de nature différente (très souvent signal électrique). Cette grandeur représentative 
de la grandeur prélevée est utilisable à des fins de mesure, de calcul, d’analyse ou de commande. Un 
autre terme couramment utilisé est le transducteur, qui est souvent utilisé pour décrire un dispositif 
qui convertit l’énergie d’une forme à une autre. La figure I.1 illustre le schéma d’un capteur 
classique [1, 2, 3, 5]. 
 
 
Figure I.1  Schéma d’un capteur classique 
 
Les étapes effectuées dans une tâche de détection (ou d’acquisition de données) sont représentées 
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observés par un capteur. Les signaux électriques qui en résultent ne sont souvent pas prêt pour un 
traitement immédiat. Par conséquent, ils passent par une étape de conditionnement du signal. Une 
série d’opérations peut être appliquée au signal de capteur afin de le préparer pour une utilisation 
ultérieure. En effet, les signaux ont souvent besoin d’amplification (ou d’atténuation) pour modifier 
leur amplitude afin de mieux les correspondre à la gamme du convertisseur analogique-numérique 
suite à la conversion. En plus, le conditionnement de signaux applique souvent un filtrage ou une 
compensation pour éliminer les bruits indésirables (grandeurs d’influence) dans certaines gammes 
de fréquences. Après le conditionnement, le signal analogique est transformé en un signal 
numérique en utilisant un convertisseur Analogique/Numérique ADC. Le signal est maintenant 
disponible sous forme numérique et prêt pour un traitement ultérieur de stockage ou de visualisation 
[5-7]. 
 
De nombreux réseaux de capteurs sans fil inclus aussi des actionneurs qui leur permettent de 
contrôler directement les procédés physiques avec la coopération d’un dispositif de traitement 




Figure I.2  Acquisition des données et actionnement 
 
Un capteur est à qualifier de smart lorsqu’il exploite un traitement numérique piloté par un 
microprocesseur embarquée quelque soit son apport en termes de services. Tandis qu’un capteur 
sera  intelligent lorsqu’il sera capable en plus de participer au système de contrôle, permis par une 
interface de communication bidirectionnelle. Il est également capable d’envoyer sa mesure à la 
demande ou de manière systématique à destination du système qui devra l’exploiter. En outre, ce 
système doit être reconfigurable et capable d’effectuer l’interprétation de données nécessaires, 
diagnostic avancé, la fusion de données provenant de multiples capteurs et la validation des données 
locales et recueillies à distance. Le capteur intelligent contient donc une fonctionnalité de traitement 
embarquée qui fournit des ressources de calcul pour effectuer des tâches de détection et 
Procédé 
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d’actionnement plus complexes avec des applications de haut niveau. Cette différence est illustrée 
par la figure I.3 [2, 4, 5, 6]. 
 
 
Figure I.3 Architecture générale d’un capteur intelligent 
 
D’un point de vue matériel, un capteur intelligent se compose alors de quatre unités montrées sur 
la figure I.4 [1, 2, 5, 7-11] : 
 
1) Un capteur principal spécifique au mesurande avec ses dispositifs d’acquisition et de 
numérisation du signal de sortie du capteur : transducteur, conditionneur qui adapte le signal 
électrique en vue de sa transmission, multiplexeur, amplificateur, échantillonneur bloqueur, 
convertisseur analogique/numérique ; 
2) Un organe de calcul  numérique (microcontrôleur, microprocesseur, dsPIC) servant au calcul et 
à la gestion de l’acquisition, la correction des effets des grandeurs d’influence au moyen de 
paramètres stockés en mémoire PROM, la linéarisation, le diagnostic des capteurs ; 
3) Une interface de communication assurant la liaison du capteur à un calculateur central et 
permettant un dialogue bidirectionnel de données numériques avec le système d’automatisation. 
Cette interface radio ou filaire est caractérisée par :   
• plage fréquentielle ; 
• technique de modulation ; 
• type de multiplexage ; 
• type de canal ;  
• étalement de spectre ;  
 
4) Une alimentation assurant une stabilisation des tensions est nécessaire à l’électronique de 
l’instrument. Une batterie peut être envisagée pour maintenir certaines activités en l’absence de 
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Le transducteur permet de détecter toute variation de la grandeur physique en entrée du capteur. 
Sa conception est étroitement liée au domaine d’application pour lequel le capteur sera utilisé. 
L’interface de communication permet également au capteur intelligent de recevoir les informations 
du système nécessaires à l’élaboration de sa mesure et à sa validation. Elle peut également être 
utilisée dans les phases de calibration et de mise en service de l’équipement dans son environnement 




Figure I.4 Architecture matérielle d’un capteur intelligent 
 
Donc un capteur intelligent peut être considéré comme un véritable système embarqué autonome, 
qui devra posséder son propre système d’exploitation lui permettant de coopérer au sein d’une 
organisation. 
 
II. Avantages de l’intelligence  d’un capteur 
 
L’intelligence du capteur intelligent réside dans sa capacité de vérification du bon déroulement 
d’un algorithme de métrologie. Cette intelligence est liée à l’amélioration de performances de 
capteur (exactitude, temps de réponse,…) par l’accroissement de la crédibilité de la mesure. Un 
capteur intelligent offre des avantages spécifiques tels que [2, 3, 7-11] : 
• la possibilité de configurer le capteur à distance ;  
• la crédibilité accrue des mesures ;  
• la coopération via un système de communication dédié en temps réel ; 
• l’aide à la maintenance et à la prise de décision grâce aux informations d’état fournies ;  
• la participation à la commande du système en intégrant des fonctions de commande-régulation ;  
 Alimentation électrique 
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• la participation à la sécurité du système en offrant des possibilités d’alarme ;  
• la télésurveillance ; 
Les fonctions d’un système aux capteurs intelligents peuvent être décrites en termes de : 
 compensation ;  
 validation ; 
 traitement de l’information ;  
 communications ;  
 intégration ;  
 
La combinaison de ces éléments respectifs permet aux capteurs intelligents un mode de 
fonctionnement autonome effectuant une détection active. La compensation est la capacité du 
système à détecter et à réagir aux changements dans l’environnement réseau à travers les routines 
d’autodiagnostic, d’auto-calibrage et d’adaptation. Un capteur intelligent doit être en mesure 
d’évaluer la validité des données recueillies, les comparer à celles obtenues par d’autres capteurs et 
de confirmer l’exactitude de toute variation de données suivantes. Ce processus comprend 
essentiellement l’étape de configuration du capteur. Ce type de capteurs offre des avantages [2, 3, 5, 
7-11] : 
• Métrologiques : accroissement de la précision (fusion de données, auto-calibrage, 
coopération,…) ; 
• Fonctionnels : aide à la maintenance par autotest intégré susceptible de déterminer 
automatiquement quel est l’élément défaillant, de transmettre des indications d’erreurs, 
mémorisation des évènements redoutés, configuration à distance, alarme ; 
• Economiques : réduction des durées d’étalonnage et de calibration, fiabilité accrue, allègement 
de la charge du calculateur central,… 
 
 
III. Classification des capteurs intelligents 
 
Le choix d’un capteur à intégrer pour une application dépend de la grandeur physique à 
surveiller. Dans de nombreux domaines (industrie, recherche scientifique, services, loisirs, etc.), on 
a besoin de contrôler de nombreux paramètres physiques (température, force, position, vitesse,  
luminosité, etc.). Le capteur est l’élément indispensable à la mesure de ces grandeurs physiques. 
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La classification des capteurs peut être également basée sur les méthodes qui s’appliquent sur les 
phénomènes électriques et qui se servent pour convertir les mesurandes physiques en signaux 
électriques. Le tableau I.1 résume quelques grandeurs physiques y compris les technologies de 
détection utilisées pour les convertir. 
 
Dans notre contribution, on est basé sur l’exploitation du courant statorique issu du générateur 
d’une éolienne dans le but de réaliser un capteur intelligent qui détecte les anomalies de la machine. 
Par ailleurs, en adoptant une approche fondée sur la consommation énergétique, les capteurs sans fil 
peuvent être classifiés en deux types : actif et passif [1, 5, 7, 8]. 
 
















Thermistance, voltage transistor base-émetteur  
Piézorésistive, capacitive 
Photodiodes, phototransistors, infrarouge 
Piézoélectrique résonateurs, microphones 
Piézorésistive, capacitive, Piézoélectrique 
Réluctance variable, effet Hall, optoélectronique 
Résistive, capacitive 
GPS, radar, ondes ultrasoniques, infrarouge 
pH, gaz infrarouge 
Détecteurs d’ionisation, compteurs Geiger-Mueller  
Pression 
Réluctance variable, effet Hall, optoélectronique 
Flux magnétique, résistance 
Effet Hall, magnétomètres 
 
 
III.1  Capteurs actifs  
 
Un capteur actif est un système de mesure qui nécessite une source d’énergie embarquée, la plus 
fréquemment assurée par une batterie. Cela pour la réalisation de la phase de traitement pendant 
laquelle le signal est filtré, amplifié et converti en un format compatible et exploitable. Pour ce type, 
le capteur doit non seulement mesurer des propriétés physiques mais doit également effectuer des 
opérations additionnelles via des circuits de traitement et de communication intégrés. Cet instrument 
est surtout utilisé pour assurer des mesures continues en temps réel [7, 8, 11]. 
 
III.2  Capteurs passifs 
 
Les capteurs passifs sont des dispositifs qui ne possèdent pas de source d’énergie embraquée et 
présentent l’avantage d’être facilement intégrables. Ce type de capteur est utilisé dans des 
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applications spécifiques qui nécessitent des unités de mesure miniatures, passives, de grande 
précision et fiables. Leur objectif est d’assurer des mesures à distance des grandeurs physiques.  
 
Dans ce cas, deux différentes technologies peuvent être utilisées pour la transmission sans-fil de 
données : la transmission inductive et la transmission radio basée sur la réflexion (transpondeur 
passif). Par exemple, le capteur RFID qui lorsqu’il reçoit suffisamment d’énergie pour être activé, 
son système renvoie un message au lecteur, qui a la fonction de décodage. 
 
Devant les besoins des structures en instrumentation massive et diversifiée, le concepteur est 
incité à développer des systèmes dont les nœuds (les capteurs) peuvent être organisés en de 
multiples topologies, selon des configurations qui permettent à l’utilisateur d’adapter physiquement 
l’instrumentation déployée sur le terrain d’observation à la vision logique qu’il en a depuis la 
supervision [7, 8, 11].  
 
IV. Topologies des capteurs intelligents sans fil 
 
Les systèmes à base de capteurs intelligents sont classifiés selon leur topologie de 
communication sous forme des deux classes suivantes. 
 
IV.1  Capteurs intelligents autonomes 
 
Dans cette architecture, lorsque la portée du module radio-fréquence est suffisamment large, les 
capteurs intelligents réalisant une mission de détection relative à un procédé peuvent transmettre 
directement les mesures d’une manière autonome à la station de base à travers une communication 
point à point en formant une topologie en étoile comme le montre la figure I.5.  
  
Figure I.5 Topologie en étoile des capteurs intelligents autonomes 
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La station de base envoie ensuite les données collectées pour les superviseurs via une passerelle, 
souvent en utilisant Internet ou tout autre canal de communication. Cependant, ce modèle de liaison 
directe n’est pas pratique car la communication entre un capteur et sa station de base n’est pas 
toujours possible vue la limitation de la portée de transmission et les atténuations causées par des 
obstacles ou par des bruits dans le canal de communication [9, 12, 13].   
 
IV.2  Réseau de capteurs intelligents 
 
Dans une zone géographique de déploiement plus vaste ayant une dimension dépassant la portée 
de la couverture radio-fréquence des capteurs, la détection devient une tâche très difficile. Pour 
pallier à cette difficulté, un réseau ad-hoc de capteurs appelé réseau de capteurs sans fil RCSF ou 
WSN est construit au fur et à mesure en fonction des besoins et des ressources disponibles et sans 
infrastructure comme représenté sur la figure I.6.  
 
 
Figure I.6  Communication multi-sauts ou coopérative dans un RCSF 
 
Les capteurs autonomes distribués dans l’espace doivent coopérer en formant un réseau de 
capteur sans fil maillé pour accomplir une tâche de détection globale demandée. Chacun de ces 
nœuds ne doit pas seulement collecter et diffuser ses propres données à la station passerelle, mais 
aussi servir de relai pour  transférer les données de ses voisins qui sont plus proches par une liaison 
multi-sauts. La station de base transmet ensuite ces données par Internet ou par satellite à 
l’ordinateur central gestionnaire de tâches pour analyser ces données et prendre des décisions. Les 
paquets de données se propagent point à point en collaboration depuis le capteur source jusqu’à ce 
qu’ils arrivent à la station de base. Ce problème de routage, qui est la tâche de trouver un chemin 
multi-sauts d’un nœud de capteur à la station de base, est l’un des défis les plus importants. Il a reçu 
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une immense attention de la communauté de recherche [9-16]. Cependant, cette architecture a 
l’inconvénient de la forte consommation d’énergie par les nœuds de capteurs pendant l’envoi des 
paquets de données vers la station de base. Pour résoudre ce problème, les nœuds de capteurs sont 
regroupés en un certain nombre dans de petits ensembles nommés Clusters ou groupements. Ce sont 
l’unité d’organisation pour les réseaux de capteurs sans fil. Chaque groupement a un nœud 
coordinateur appelé chef de cluster CH et des nœuds membres qui lui sont attachés. Les CHs sont 
nécessaires pour organiser des activités dans le cluster comme l’agrégation des données et la 
direction des paquets délivrés avec succès vers d’autres CHs dans le réseau dans le but d’assurer des 
communications fiables entre chacun. Cette opération a pour principal but de limiter le trafic sur le 
réseau. La figure I.7 illustre cette topologie [7, 11, 15, 16-20].  
 
 
Figure I.7  RCSF avec Clustering 
 
Le clustering donc est un mécanisme important qui offre, pour un large réseau de capteurs, les 
avantages suivants :  
 l’évolutivité ; 
 la réduction de la consommation d’énergie ; 
 l’augmentation du nombre de paquets de données ; 
 le prolongement de la durée de vie du réseau ; 
 la diminution du temps de retard de l’envoi des paquets de données dans le réseau ; 
 
Actuellement de nombreux réseaux de capteurs sont déployés sur terre, sous terre et sous l’eau. 
Le tableau I.2  présente cinq types de réseaux de capteurs [21]. 
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Tableau I.2  Types des RCSF 
Type de RCSF Caractéristiques 
Terrestre 
- Consiste en un grand nombre de nœuds à faible coût déployées sur terre dans une 
zone donnée d’une manière ad-hoc 
- Les nœuds peuvent être équipés d’une alimentation secondaire telle que des cellules 
solaires 
- Routage multi-sauts optimal, à courte portée de transmission, l’agrégation des 
données en utilisant les opérations à faible rapport cyclique 
Souterrain 
- Les nœuds de capteurs sont déployés dans des grottes ou des mines souterraines ou à 
surveiller les conditions souterraines 
- Utilisation de nœuds supplémentaires sont situés au dessus du sol pour acheminer les 
données à la station de base 
- Plus cher pour assurer une communication fiable à travers le sol, les roches et l’eau 
avec forte atténuation et perte du signal 
Sous-marin 
- Capteurs déployés sous l’eau, dans l’environnement océanique, marin, fluvial 
- Plus cher, nécessite des véhicules sous-marins autonomes pour explorer ou de 
recueillir les données 
- Communication sans fil utilise des ondes acoustiques ayant une bande passante 
limitée, long délai de propagation, une latence élevée et évanouissement du signal  
- Les nœuds doivent être capables de s’auto-configurer et s’adapter aux conditions 
ambiantes 
Multimédia 
- Ce compose de nœuds à faible coût équipés de caméras et de microphones, déployées 
d’une manière pré-planifiées pour assurer une couverture 
- Les nœuds sont capables de stocker, de traiter et de récupérer les données multimédias 
comme la vidéo, audio et des images 
- Nécessite grande bande passante, forte consommation d’énergie, une qualité de 
service acceptable, des techniques de compression de données 
Mobile 
- Se compose de nœuds mobiles qui peuvent se déplacer et d’interagir avec 
l’environnement physique 




V. Standards et protocoles de communication 
 
La propagation et la délivrance des données dans un RCSF représentent la fonctionnalité la plus 
importante du réseau. L’opération de traitement de données par le microcontrôleur et la 
communication sans fil sont les principales causes de la consommation d’énergie. La puissance 
utilisée pour transmettre un seul bit est égale à la quantité de consommation pour traiter des milliers 
de commandes. Alors la connectivité, qui dépend essentiellement de l’existence des routes entre les 
nœuds, consiste un problème majeur dans les réseaux de capteurs. Elle est affectée par les 
changements de topologie dus à la mobilité, la défaillance des nœuds, les attaques, etc. Ce qui a 
comme conséquence : la perte des liens de communication, l’isolement des nœuds, le 
partitionnement du réseau, diminution de la durée de vie du réseau, etc.  
 
Depuis que la communication dans les RCSF est très coûteuse, une attention particulière lui est 
accordée pour adapter les mécanismes de communication afin d’assurer le bon fonctionnement des 
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applications : durée de vie, fiabilité, temps de réponse, qualité de services, etc. Un nombre important 
de recherches et d’approches sont orientées vers les protocoles de communication dans les RCSF et 
différentes études ont été publiées dans ce sens [7, 10, 11, 19].  
 
V.1  Protocoles de communication 
 
Dans la littérature, ces protocoles sont classifiés de manières différentes selon plusieurs critères, 
mais les plus célèbres sur lesquels s’articulent les travaux de recherche récents sont cités sur le     
tableau I.3 suivant [7, 10, 11, 17, 18].  
 
Tableau I.3  Avantages des protocoles de communication des RCSF 
Protocole Rôle Avantages 
Protocoles 
MAC 
Gestion d’accès au canal de 
transmission économe en 
énergie 
- Suppression des pertes d’énergies dues aux collisions des 
paquets et à l’écoute radio 
- Assurance d’une meilleure performance du canal de 
transmission 
- Performance en débit de transmission 
- Optimisation de la latence 
Protocoles 
de routage 
Acheminement des informations 
tout en minimisant la 
consommation énergétique en 
absence d’infrastructure fixe du 
réseau 
- Fiabilité de transmission depuis l’émetteur vers le récepteur 
- Prolongement de la durée de vie du réseau 
- Maximiser le trafic de paquets de données 
 
 
V.1.1  Protocoles MAC 
 
Le rôle principal des protocoles MAC est de réguler l’utilisation du support, et ceci est fait par un 
mécanisme d’accès au canal qui divise la principale ressource (le canal radio) entre les nœuds. Il 
indique à chaque nœud où il peut transmettre et quand il est prévu pour recevoir des données. Ce 
mécanisme est le noyau du protocole MAC. Cela permet la transmission sans collision et économise 
de l’énergie. En effet, des nœuds peuvent être éteints automatiquement quand ils ne sont pas 
impliqués dans une opération d’envoi ou de réception. Ce type de protocole caractérisé par son 
adaptabilité aux changements de topologie du réseau, est conçu pour surmonter les raisons de 
gaspillage de l’énergie [7, 11, 19, 20] : 
 
 Collision; 
 Écoute au repos (idle);  
 Contrôle de paquets overhead; 
 etc. ; 
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V.1.2  Protocoles de routage 
 
Les protocoles de routage utilisés dans les RCSF pour l’acheminement des données entre les 
nœuds et la station de base tout en optimisant la consommation énergétique, peuvent être classés en 
trois catégories : 
 
1) Protocoles basés sur les opérations du réseau [6, 7, 11, 13, 17, 18] 
 
 Les protocoles de routage multi-trajets : plusieurs voies sont découvertes entre la source et la 
destination et sont utilisées pour fournir une route de secours. Lorsque le chemin primaire 
échoue, la sauvegarde est utilisée ce qui augmente les performances du réseau, au détriment 
de l’augmentation du coût de la consommation d’énergie et la génération de trafic; 
 Les protocoles basés sur la requête : le nœud de destination envoie des requêtes demandant 
des données à partir de certains nœuds dans le réseau. Si un nœud a des données qui 
correspondent à la requête, il les envoie vers le nœud demandeur. Ce processus est connu 
comme dirigé diffusion; 
 Les protocoles basés sur la négociation : supprimer les informations en double et empêcher 
les données redondantes d’être envoyées au capteur suivant ou à la station de base en 
effectuant une série de messages de négociation avant le début de la transmission de données 
réelles; 
 Les protocoles basés sur la QoS : le réseau a un équilibre entre la consommation d’énergie et 
la qualité des données. En particulier, le réseau doit satisfaire à certaines mesures de qualité 
de service (délai, l’énergie, bande passante, ...) lors de la livraison des données à la station de 
base; 
 
2) Protocoles basés sur la structure du réseau [7, 11, 13, 17, 18] 
 
 Les protocoles plats (flats) sont simples, robustes et faciles à étendre : tous les nœuds sont 
semblables en termes de ressources et possèdent le même rôle. Il n’y a pas de nœuds de 
gestion du réseau; 
 Les protocoles hiérarchiques utilisant le regroupement (clustering) : les nœuds sont divisés 
en plusieurs niveaux de responsabilité avec des CHs et leurs membres;  
 Les protocoles basés sur la localisation : les positions des nœuds représentent le moyen 
principal d’adressage et de routage. Dans certaines applications, il est plus intéressant 
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d’interroger le système en utilisant les positions des nœuds, que par leurs adresses IP. Dans 
ce cas, le routage s’effectue grâce à des techniques géométriques afin d’acheminer 
l’information d’une zone géographique vers une autre; 
 
3) Protocoles basés sur les voies de communication traitées au sein du réseau [7, 11, 13, 17, 18] 
 
 Les protocoles proactifs : tous les chemins provenant des sources vers la station de base sont 
régulièrement calculés avant qu’ils soient réellement demandés. Ces routes sont stockées 
dans une table de routage de chaque nœud du réseau. Une certaine quantité du trafic de 
contrôle, sera nécessaire pour maintenir les tables de routage à jour et cohérentes sur 
l’ensemble du réseau; 
 Les protocoles réactifs : les chemins sont acquis par des nœuds à la demande lorsque les 
données doivent être transmises. Pas de chemin vers la destination est actuellement connu au 
départ. Chaque fois qu’une station de base veut communiquer avec un nœud particulier, les 
chemins sont calculés et le meilleur chemin sera sélectionné pour la transmission de 
données; 
 Les protocoles hybrides : combinent les caractéristiques des protocoles proactifs et réactifs. 
Le réseau est divisé en régions ou en zones spécifiques. La distribution des données dans une 
zone est dirigée par un tableau (proactif). Quand un nœud doit transmettre des données à un 
nœud d’une autre zone, cette transmission est accomplie grâce à une demande (réactive) faite 
à l’avance; 
 
V.2  Standards de communication 
 
La collecte efficace de données en vue d’une analyse en temps réel à distance par 
l’instrumentation intelligente et des systèmes de contrôle est assurée par des liens de 
communications modernes (filaire ou sans fil) persistants et fiables. Ces communications utilisent 
des liaisons série, dans lesquelles les données sont transmises en séquence sur un seul circuit [3, 11, 
12, 19-22]. Parmi les moyens de transmission usuels, le tableau I.4 résume quelques technologies les 
plus répandues ayant une courte portée de couverture, les autres sont des réseaux cellulaires (2,5G et 
3G) ayant une longue portée de transmission. Néanmoins, elles présentent plusieurs contraintes de 
coût, de couverture réseau, et de forte consommation en énergie. 
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Tableau I.4  Standards de communication pour les capteurs intelligents 
Standards Communication Avantages Applications 
CAN Câblée  
ou sans fil 
- Transfert rapide de données entre 
plusieurs appareils électroniques avec 
efficacité et  sécurité 
Industrie, automobile 
HART Câblée  
ou sans fil 
- Fiable 
- Permet la mise en service et la calibration 
des équipements intelligents 
- Permet le diagnostic continu en ligne 
Industrie 
Fieldbus Câblée  
- Réseau de communication haut débit avec 
plusieurs appareils simultanément dans un 
seul câble 
- Auto-reconnaissance et diagnostic des 
équipements 
- Moins coûteux 
Industrie 
Powerlink Câblée  
ou sans fil 
- Configurer les appareils 
- Diagnostic, dépannage des appareils 
- Communication en temps réel vers un 





ou sans fil 
- Transfert rapide de données  
- Synchronisation 
- Servir un grand nombre de nœuds 
Industrie, domestique, 
surveillance 
ZigBee sans fil 
- Prise en charge de plusieurs topologies 
réseau avec longue portée 
- Déploiement dans des environnements 
hostiles 
- Faible consommation d’énergie 
- Évite les collisions 
Industrie, surveillance, 
domestique 
Bluetooth sans fil - Franchissement d’obstacles Domestique, personnel 
UWB 
IR-UWB sans fil 
- Faible consommation d’énergie 
- Bonne bande passante 
Industrie, surveillance, 
domestique 
Wi-Fi sans fil - Portée acceptable 
- Grande bande passante 
Industrie, Surveillance, 
domestique 
GPRS sans fil - Longue portée Surveillance, Web, localisation 
Wi-Max sans fil - Longue portée 
- Grande bande passante Surveillance, multimédia 
RFID sans fil 
- Ne demande pas une alimentation 
électrique 





V.3  Métriques de performance 
 
Pour évaluer et mesurer les performances d’un réseau de capteurs intelligents, un ensemble 
d’indicateurs sont nécessaires. La figure I.8 schématise les principales métriques utilisées dans les 
travaux de recherche [7, 11, 13, 19]. 
 
  [22]  
                                                                               Chapitre I 
 
Figure I.8  Indicateurs de performance de RCSF 
 
 
VI. Limitations et défis 
 
Le tableau I.5 donne un aperçu général sur les principales contraintes influençant les 
performances d’un réseau de capteurs intelligents ainsi que les importants défis à surmonter par ces 
systèmes [3, 7, 10, 11, 14, 23]. 
 
Bien que les systèmes à base des capteurs intelligents avec leurs dernières innovations 
technologiques aient montré un progrès important dans de nombreux champs d’application, ils ont 
également exposé plusieurs limitations techniques qui doivent être améliorées. En effet, la 
conception d’un tel système dépend fortement des objectifs de l’application. En outre, il faut tenir 
compte de plusieurs facteurs décisifs tels que les contraintes de l’environnement, le coût, le matériel, 
l’énergie, etc. conduisant à des protocoles et à des algorithmes de gestion des réseaux de ces 
systèmes distribués. 
 
Plusieurs auteurs abordent une variété de défis majeurs qui se posent dans la conception, 
l’analyse et le déploiement de réseaux de capteurs sans fil, inclus les protocoles pour les réseaux à 
grande échelle, le stockage de données et les techniques de compression, les architectures et les 
mécanismes de sécurité et les applications pratiques. En plus de la mise en réseau, la gestion des 
données est un enjeu important compte tenu des volumes de données qui sont générés par les nœuds 
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Tableau I.5  Défis et contraintes des capteurs intelligents 
Contrainte Spécifications et défis 
Réseau très dense 
- Redondance de paquets : spatiale (proximité) et temporelle (observation consécutive) 
- Surcharge du réseau 
- Identification de nœuds 
- Assurer la fiabilité et la disponibilité du réseau 
- Gérer la périodicité de l’envoi des données 
Ressources limitées 
- Calcul distribué: acquisition, fusion ou agrégation, traitement localisé des données 
- Mémoire 
- Energie : remplacement de la batterie est impossible 
- Système de base de données : augmenter le nombre de requêtes exécutables par unité de 
temps, minimiser le temps écoulé pour répondre à une requête 
- Nœuds épuisés provoquent la perte de connectivité ou de couverture 
- Maximiser la durée de vie du réseau 
- Récupération de l’énergie environnante : solaire, vibration, thermique, piézoélectrique, etc. 
Communication 
- Réseaux de standards hétérogènes : média de transmission doit être normé 
- Interférence et parasites au canal 
- Taux d’erreur binaire élevé 
- Multi-sauts ou multi trajectoires : retards 
- Protocoles de routage optimaux et efficaces, localisation précise 
- Exigences de qualité de service QoS par une application 
- Nécessité de synchronisation du temps 
- Intégration avec Internet et d’autres réseaux 
Contraintes 
environnementales 
- Taille des capteurs 
- Zone inaccessible, dangereuse, hostile 
- Régions géographiques éloignées 
- Déploiement aléatoire difficile: perte de nœuds de capteurs 
Infrastructure 
- Change selon l’application 
- Demande une auto-organisation précise 
- Topologie change à cause des pannes, mobilité 
Sécurité 
- Environnement non-contrôlé 
- Absence d’un tiers de confiance 
- Présence d’intrus menant des attaques :  
 passives les écoutes sur les transmissions, l’analyse du trafic, la divulgation de contenu 
du message 
 actives: la modification, la fabrication, et l’interruption, déni de service 
- Capture des nœuds  
- Cryptage gourmand en énergie 
- Stockage des clés 
- Adapter les mécanismes de sécurité avec le routage et détection d’intrusion 
Défaillances 
- Tolérance vis-à-vis des pannes 
- Nécessité de technique de détection de défaillance logicielle et matérielle 
- Système d’exploitation devrait équilibrer le compromis entre l’énergie et les exigences de 
qualité de service 
- Maintenir les fonctionnalités du réseau sans interruptions 
 
La consommation de l’énergie, principalement dissipée par l’électronique des nœuds, le 
conditionnement du signal et par les communications, peut être surmontée par l’optimisation et 
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l’amélioration, à tous les niveaux de la hiérarchie, des protocoles de gestion du réseau qui offrent 
une grande évolutivité sans modifier le principe de conception. 
 
C’est pour cette raison que les recherches actuelles se concentrent principalement sur les moyens 
de réduire les coûts énergétiques et de prolonger la durée de vie du réseau à fonctionner pour une 
longue période dans tels environnements tout en maintenant une bonne qualité de service et en 
gardant une connectivité permanente [3, 7, 11, 20, 22]. 
 
Malgré leurs limitations, les capteurs intelligents offrent un énorme avantage sociétal. Ils sont 
intégrés dans de nombreux appareils et machines. Ils peuvent aider à éviter des défaillances 
catastrophiques, préserver les ressources naturelles précieuses, augmenter la productivité, améliorer 
la sécurité et permettre de nouvelles importantes applications telles que la surveillance de 
l’environnement et la supervision des machines industrielles à distance et le suivi de cibles. Le 
tableau I.6 résume les principales applications des capteurs intelligents [1, 2, 7, 11, 14, 22, 24, 26-
29]. 
Tableau I.6  Types d’applications des capteurs intelligents 
Surveillance 
d’environnement Poursuite ou localisation Surveillance et sécurité 
Collecter périodiquement des 
données environnementales 
issues de plusieurs types de 
capteurs puis les transmettre 
vers une station de base 
Suivre un objet cible 
mobile dans un lieu 
contrôlé par un réseau de 
capteurs 
 
Détection d’événements Détection périodique 
Réagir immédiatement à 
des changements soudains 
et donner des réponses 




des données afin d’établir 
des rapports 
- Détection de pollutions 
- Radiologique, nucléaire 




- Incendies de forêts 
- Météo 
- Rayonnement solaire 
- Vitesse du vent 
- Contrôle et gestion de 
déchets 
 
- Détection des bords ou 
des frontières 




- Détection d’intrusions 
- Logistique et transport 
- La marine : pêche 
- Contrôle de la durée de 
vie des produits 
- Le pâturage du bétail 
- Contrôle des animaux 
- L’élevage de bétails 
- Automobiles et véhicules 
- Industrie 
- Contrôle de gaspillage 
- Contrôle de fuites 
- Maintenance préventive 
- Domotique 





- Mouvements, acoustique 
- Détection d’intrusions 
- Logistique et transport 
- Administration 




- Maintenance préventive 
- Diagnostic d’anomalies 
ou de défauts 
- Biomédicale, soins de 
santé 






- Logistique et transport : 
flux de trafic 
- Réseaux intelligents  
- Systèmes de contrôle de 
l’énergie 
- Energies renouvelables 
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Pour ces systèmes, la méthode de captage des données dépend de l’application et de l’importance 
de ces données. Ainsi, il existe trois grandes classes de réseaux de capteurs selon leurs applications : 
réseau de collection des données d’environnements, réseau de surveillance et sécurité et enfin le 
réseau de poursuite.  
 
Dans cette optique, plusieurs axes et approches pertinentes sont explorées et d’autres peuvent être 
investiguées comme perspectives de recherche [3, 7, 8, 11]:  
 
• La récupération de l’énergie environnante et l’exploitation des énergies renouvelables et sans 
fil ; 
• Amélioration des systèmes à capteurs inductifs ou des RFID ayant la capacité de mesurer et de 
détecter sans fil sans utiliser d’alimentation ; 
• Garder l’électronique des nœuds inactive la plupart du temps ; 
• Optimiser la tension et la fréquence d’horloge de CPU des nœuds ; 
• Intégrer un système complet sur une seule puce électronique à faible consommation d’énergie 
avec une architecture radio-fréquence multi-standards ; 
• Filtrer localement les données détectées en éliminant les informations redondantes et ne 
transmettre que celles traitées : seule l’information nécessaire est transportée ; 
• Amélioration des techniques radio-modulation pour réduire les interférences et pour augmenter 
la fiabilité du système ; 
• Amélioration des protocoles de routage par les méthodes méta-heuristiques, les méthodes 
d’intelligence artificielle comme la logique floue, réseaux de neurones et les méthodes 
d’optimisation inspirés de la nature pour un fonctionnement en temps réel en prenant compte de 
l’effet de mobilité ; 
• Améliorer la sécurité du réseau contre les menaces d’intrusions ; 
• Mise en place d’une approche de détection des défaillances des capteurs intelligents et la 
réaction face à leur évolution au cours du temps ; 
• Étudier le comportement des RCSF en temps réel avec des modèles analytiques ; 
• La recherche d’autres domaines d’applications des systèmes à base des capteurs intelligents; 
• L’investigation d’améliorer les capteurs intelligents sous marins et leur applications ; 
• L’amélioration de performances des méthodes de traitement du signal appliquées dans les 
capteurs intelligents en termes de complexité, temps de calcul et taille mémoire requise ; 
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• Développement d’environnements intelligents offrant des services améliorés à travers un 
paradigme basé sur l’apprentissage et sur la prévision ; 
• Amélioration des techniques de localisation utilisées dans les RCSF pour augmenter la 
précision des trajectoires de paquets dans le but de minimiser la consommation d’énergie et de 
réduire les retards de communication ; 
 
Les capteurs intelligents sont des objets communicants ayant la fonctionnalité d’échanger les 
données avec leur environnement. Cependant, la diversité des protocoles de communication et leur 
convenance avec les applications dans lesquelles ces capteurs seront implantés et employés forme 
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Chapitre II    
 
 
Analyse comparative de performances des 
protocoles de communication sans fil 
 
 
I. Problématique de la performance des protocoles 
 
La communication sans fil, offre avec sa diversité, une meilleure solution pour le trafic de 
données entre systèmes à base de capteurs intelligents. En effet, plusieurs technologies sans fils 
sont apparues ces dernières années. Elles permettent de nombreuses applications en plus des 
communications vocales classiques et le transfert de données à haut débit. Elles sont largement  
utilisées dans le domaine de la métrologie à distance surtout dans les technologies à base des 
capteurs intelligents ou les systèmes embarqués autonomes. L’insertion de la communication 
sans fil dans un système à base de ces capteurs offre plusieurs avantages : 
• Faciliter le trafic d’informations sur plusieurs centaines de mètres à quelques kilomètres 
sans câblage ;  
• Réduire le coût de connexion dans les réseaux de grande taille ; 
• Gérer des situations où la mobilité est essentielle et les fils ne sont pas pratiques ;  
 
Aujourd’hui, l’émergence des technologies de transmission sans fil radiofréquence permet de 
réduire le câblage des connexions voire le supprimer. Chacune de ces technologies est  
caractérisée par sa fréquence d’émission, son débit et sa portée de transmission. 
 
Certes, la conception de la partie de communication d’un capteur dépend de la dimension des 
informations à recueillir par ce capteur. Cela impose à l’utilisateur de le configurer pour tout 
fonctionnement désiré. Il est donc absolument essentiel que cette interface de communication 
(module radiofréquence) soit robuste et fiable. La figure II.1 illustre schématiquement un capteur 
intelligent avec un module de communication sans fils [30, 31]. Plusieurs interfaces de 
communication sans fils sont disponibles, mais elles ne sont pas toutes compatibles à tout 
système. Le concepteur doit sélectionner l’interface qui fournit la meilleure intégration avec les 
autres éléments de son système. Il doit veiller à ce que les contraintes de coût et de fiabilité 
nécessaires soient respectées. 
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Figure II.1  Capteur intelligent et interface de communication  
 
Ces contraintes imposées par son application représentent souvent une réalité à assurer. Leur 
violation affecte la qualité de communication. Ces contraintes peuvent être  résumées comme 
suit [122], [123] : 
• Portée;  
• Fiabilité; 
• Débit; 
• Conformité (normes); 
• Sécurité; 
• Coût; 
• Consommation d’énergie; 
• Vitesse et type de transmission (dynamique de réponse, synchrone ou asynchrone); 
• Architecture de réseau envisagé (topologie); 
• Environnement (Multi-trajet, interférences, bruits, obstacles, climat, hypsométrie), etc. ; 
 
D’autres solutions, que celles des réseaux de capteurs, sont possibles pour collecter les 
mesures à distance. Elles peuvent être la téléphonie mobile, la communication par satellites, etc.  
  
Dans la littérature, de nombreux travaux de recherche ont été réalisés sur les réseaux de 
capteurs sans fils. Ils sont faits dans le but d’améliorer les protocoles de communication afin de 
résoudre la contrainte d’énergie, d’assurer la sûreté de fonctionnement, d’augmenter le niveau de 
sécurité, de réaliser la bonne précision, d’augmenter la rapidité du trafic des données, de 
favoriser l’autonomie, de certifier la fiabilité et la rentabilité [124-127]. La communication sans 
fils dans les réseaux de capteurs intelligents reste un domaine très fertile pour la recherche et 
l’innovation. Elle constitue un défi scientifique et technologique dans la mesure où la topologie 
et l’infrastructure de ces réseaux dépendent fortement de type de l’application à envisager surtout 
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en termes d’encombrement de ses équipements, de temps de sa synchronisation, de sa QoS et de 
son routage. 
 
Ci-après, on a fait une analyse comparative des paramètres influençant la performance et la 
qualité d’une communication sans fils dans un système à base des capteurs intelligents. En effet, 
on a pris en considération des critères du coût et les exigences de la réalisation de ce système. 
 
On peut classer les exigences des applications à base des capteurs intelligents en trois 
catégories, voir le tableau II.1 [30]. Chaque application a des exigences sur son système de 
communication. Par exemple, pour les applications de collecte de données d’environnement ainsi 
que pour celles de sécurité, la connectivité et l’efficacité du réseau doivent avoir un cycle de vie 
relativement long. Cependant, ce cycle ne peut pas être illimité, car pour préserver longtemps la 
qualité de services de chacun de ces réseaux, il est indispensable de remplacer régulièrement les 
nœuds défectueux. Cela entrainerait un coût de maintenance élevé. Cette condition est très 
difficile voire inconcevable. D’autres exigences sont apparues également telles que l’efficacité 
énergétique dans les protocoles de communication [123-128], l’optimisation du routage des 
données, le contrôle de l’envoi inutile des données, la diminution des collisions [124-126], etc.   
 
Tableau II.1  Besoins en fonction des applications 
 
Exigences de surveillance  
d’environnement 
Exigences de détection 
d’événements 
Exigences de localisation    
(ou Tracking) 
Spécifications  
et  besoins 
- Mesure et envoi réguliers 
- Traitement de peu de 
données 
- Longue autonomie 
- Connexion permanente 
- Génération de message d’alerte 
- Confirmation d’état  
- Traitement de peu de données 
- Connexion permanente 
- Mobilité  
- Traitement de peu de données  
- Coordonnées de localisation 
- Connexion permanente 
Domaine  
d’application  
- Volcanisme  
- Sismologie  
- Habitat 
- Pollutions 
- Volcanisme, sismologie  
- Intrusion  
- Gestion de parking 
- Supervision Industrielle 
- Localisation et suivi d’objet 
- Médical, localisation de 
personnes malades 
 
Ces exigences mettent l’accent sur les indicateurs de performance des protocoles de 
communication sans fils. Ces indicateurs permettent de bien s’informer de la qualité de service 
d’un protocole, de sa précision, de sa fiabilité, etc.  
 
Cette classification vue au tableau II.1 entraine le recours à une grande diversification de 
standards et de normes de communication sans fils, très similaires parfois et compatibles autre 
fois. On s’intéresse dans ce travail à trouver un compromis rentable permettant de trouver le 
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II. Nouvelles contraintes des systèmes de capteurs intelligents 
 
La réalisation des réseaux de capteurs dédiés aux domaines d’application cités précédemment, 
exigent des techniques et des protocoles spéciaux. Ces exigences prennent nécessairement en 
compte les spécificités de ces réseaux, car les techniques conçues pour les réseaux informatiques 
ad-hoc traditionnels, ne sont plus adaptées aux réseaux de capteurs sans fils. Les différences 
entre eux sont décrites ci-dessous : 
• Dans les réseaux de capteurs, les nœuds sont déployés en un grand nombre et avec une 
densité variable ;  
• Les réseaux de capteurs ne sont pas fiables à tout moment, les nœuds peuvent être défaillants 
ou inhibés ;  
• La topologie des réseaux de capteurs change fréquemment ; 
• Les réseaux de capteurs utilisent principalement le paradigme de communication-diffusion 
tandis que les réseaux ad-hoc sont basés sur le paradigme de communication point-à-point ;  
 
Par ailleurs, les systèmes aux capteurs intelligents ont des avantages tels que leur topologie 
facile à déployer avec un faible coût, leur capacité de détection dans un environnement difficile, 
etc. Cependant, ces capteurs présentent des limitations en consommation d’énergie, en capacité 
de calcul, en étendu de couverture de la zone surveillée et en mémoire. En plus, ils ont besoin de 
sécurité en termes de confidentialité de données et en termes des techniques de cryptage et de 
compression.  
 
Dans tout développement des réseaux de capteurs, on doit en effet prendre en compte leurs 
caractéristiques, leurs spécificités et leurs exigences. Par exemple, dans les réseaux ad-hoc, la 
consommation de l’énergie a été considérée comme un facteur déterminant mais pas primordial, 
car les ressources d’énergie peuvent être remplacées par l’utilisateur. Dans ces réseaux, on 
s’intéresse plus à la QoS qu’à la consommation de l’énergie. Par contre, dans les réseaux de 
capteurs sans fils, la consommation d’énergie et le temps de synchronisation sont deux métriques 
de performance très importantes, car ces capteurs sont déployés dans des zones inaccessibles 
[124]. 
 
II.1  Influence de la topologie 
Les réseaux de capteurs sans fils sont déployés dans des environnements très variés. Cette  
diversité dans leur topologie nécessite divers algorithmes de routage géographique [132], car la 
mise en œuvre de leurs protocoles dépend de la position des nœuds dans ces réseaux. En effet, 
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chaque nœud pourra choisir parmi ses voisins celui qui est le plus proche de la destination 
comme intermédiaire, pour véhiculer ses paquets de données. Par conséquence, les nœuds les 
plus lointains de la station de base consomment plus d’énergie dans leurs communications.  
 
Ces nœuds peuvent établir des communications avec ses homologues et avec le serveur du 
centre de surveillance. Ces communications peuvent être directes ou par l’intermédiaire 
d’Internet à travers un réseau GPRS, un réseau Wi-Max ou par une liaison satellitaire. Cela est 
illustré sur la figure II.2.  
 
 
Figure II.2  Topologie hybride pour les RCSF 
 
Dans ce contexte, il est possible de mettre en place des applications de surveillance ciblant 
une zone de captage très vaste de quelques kilomètres carrés. Cela augmente le temps de retards 
dans les communications. Peu de recherches ont été orientées vers l’étude de l’impact de la 
topologie des réseaux sur les performances des protocoles dans les RCSF. 
 
Puisqu’un système à base de capteurs intelligents est constitué de plusieurs nœuds, sa 
topologie réseau est un facteur décisif dans sa conception, car elle influence fortement sur les 
performances du système relatif et sur ses capacités. Les topologies réseau communes les plus 
utilisées par ces systèmes sont en étoile, maillée, arborescente ou hybride qui combine les entre 
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Tableau II.2  Topologies des réseaux de capteurs et leur usage 
Topologie Consommation en puissance électrique  
Portée de 
communication 
Exige temps de 
synchronisation Utilisation 
Etoile Faible Courte  10-100 m Non 
Petits réseaux avec une 
passerelle centrale de 
coordination 
Arborescente Faible Longue 
> 100 m Oui 
Grands réseaux hiérarchiques 
avec un nœud racine 
Maillée Elevée Longue 
> 100 m Non 
Grands réseaux hiérarchiques 
avec communication multi-sauts 
et multi-chemins entre nœuds 
voisins et passerelle 
Hybride Typiquement faible Longue des kilomètres 
Dépends de la 
configuration 
Grands réseaux hiérarchiques 
avec communication hybride 
optimisée et auto-configuration 
 
II.2  Impact de la hiérarchie du réseau 
La structure des RCSF basée sur les groupements (clusters) était proposée pour réduire le coût 
et la complexité de fonctionnement du réseau, ainsi pour prolonger sa durée de vie. Cette 
configuration par clusters a donné naissance à une communication hiérarchique de deux niveaux. 
En effet, ces réseaux sont composés au moins de deux types des nœuds. Ces membres qui 
collectent les données de l’environnement où ils sont déployés et leurs chefs de groupements CH 
qui sont responsables non seulement de fonctionnalités habituelles mais aussi de recueil et 
d’agrégation des données récoltées par leurs membres. Cette diversité de rôles et de fonctions 
entre les nœuds affecte, d’une façon ou d’une autre, les performances du réseau. 
 
Toutefois, certaines applications nécessitent l’introduction d’un autre type de nœuds plus 
puissants en termes d’énergie et de calcul dans le réseau. Ils sont appelés nœuds avancés. Cette 
coexistence entre les nœuds à faibles ressources (normaux) et les nœuds riches en ressources 
(avancés) permet d’approcher les RCSF de la réalité, car les nœuds d’un réseau homogènes, 
ayant les mêmes capacités d’énergie et de calcul, ne sont pas déployés de la même manière. Ils 
n’occupent pas la même place, n’exécutent pas les mêmes commandes et ne réalisent pas les 
mêmes missions de détection. Donc, l’homogénéité demeure un cas idéal qui ne vérifie pas 
l’équilibre énergétique entre ces nœuds. Alors, l’approche d’hétérogénéité introduit des 
nouveaux défis de recherche en relation avec les protocoles de routage. Cela est pour un 
balancement énergétique optimal tout en maintenant la synchronisation [133]. Dans ce contexte, 
on a proposé trois approches minimisant la consommation d’énergie pour les protocoles de 
routage hétérogènes SEP et TDEEC et pour le protocole homogène LEACH. La première 
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consistait à implémenter un algorithme de logique floue pour choisir les chefs de clusters CH. 
Cela est selon deux critères d’élection (énergie résiduel du nœud candidat et sa distance de la 
station de base) [134]. La deuxième était basée sur la recherche en proximité des nœuds 
candidats d’être chefs de clusters CH. Cela est dans tous les clusters. Par la suite, on a formation 
de nouveaux clusters par élimination des candidats ayant un nombre minimum de membre au 
voisinage [135]. Tandis que la troisième a permis la récupération de la quantité d’énergie 
dissipée dans le processus de localisation effectué par les nœuds lors de la phase d’initialisation 
du réseau [136]. Ces trois méthodes ont montré une perfection considérable des performances du 
réseau. 
 
Un autre problème, qui pourrait être un sujet de recherche, est la minimisation du nombre de 
clusters générés par les algorithmes de formation des regroupements. En effet, on a contribué 
dans ce sens à l’amélioration du protocole de routage TDEEC. On a introduit un algorithme 
d’optimisation du nombre total des clusters du réseau tout en éliminant les nœuds les plus 
proches de toute station de base de réseau. Cette élimination dans le mécanisme d’élection de 
chefs des clusters CH [137, 138] a minimisé l’énergie consommée. Cette technique a donné de 
meilleurs résultats en termes de prolongement de la durée de vie du réseau et d’augmentation du 
nombre des paquets de données envoyés par les nœuds.  La résolution de ce défi est justifiée par 
le fait que la bonne répartition des capteurs sur les chefs de clusters peut aboutir à une bonne 
efficacité énergétique.  
 
II.3  Impact du modèle de données 
Contrairement à la topologie, qui est choisie en fonction du protocole gérant un réseau, le 
modèle de données est une fonction de l’application choisie aussi. Le modèle des données le plus 
approprié est déterminé en fonction des besoins et des exigences fixées. Il influence directement 
les performances du système. Autrement dit, l’envoi d’un grand nombre de paquets de données 
entraîne l’épuisement d’énergie résiduel des nœuds et l’augmentation du temps de retards des 
communications.  
 
Il existe différents modèles pour les applications de télésurveillance. Dans celles-ci, le flux 
des données se dirige à partir des nœuds vers la passerelle (station de base). Par contre, pour des 
applications de contrôle, le flux des données prend le sens inverse de la passerelle aux nœuds. 
Les modèles des données les plus courants sont résumés dans le tableau II.3. L’utilisation d’un 
modèle hybride dans lequel une application combine entre un ou plusieurs types de trafic 
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mentionnés précédemment est possible [133]. 
 
Tableau II.3  Modèles de données selon les applications 
Modèle des 
données Description Avantages Besoins 
Périodique 
- Les données sont acquises à 
partir des nœuds et transmises 
à la passerelle périodiquement 
- La période d’échantillonnage 
s’adapte à la variation de 
l’état de la grandeur capturée 
- Suivre l’évolution d’un 
processus dans le temps 
- Rapidité de réaction 
- Grande quantité 
d’énergie 






- Les nœuds sont au repos avec 
un temps de réveil court 
lorsqu’un événement se 
produit 
- Efficacité énergétique 
- Rapidité de réaction 





- Les données capturées à la 
demande sont stockées ou 
traitées par un nœud avant 
d’être transmises à la 
passerelle 
- Efficacité énergétique  
- Bonne gestion de bande 
passante 
- Capacité de 
mémorisation et de 
calcul très élevés 
 
II.4  Impact de la sécurité 
Comme tout autre système communicant, les RCSF sont vulnérables à des attaques de déni de 
service. Certes, tout réseau peut être victime d’un disfonctionnement manipulé. Ses données  
peuvent être non authentiques. Son trafic peut être entendu dans la diffusion radio. L’altération 
physique des capteurs et leur destruction sont également possibles surtout en zones non 
sécurisées. Il peut être parfois, difficile de distinguer entre une attaque et une défaillance du 
réseau. Ces attaques provoquent aux nœuds, une perte de ressources, qui sont limitées, comme 
l’épuisement de batteries, la surcharge de bande passante, la saturation de mémoires, etc. Cela 
conduit à une dégradation des performances de l’ensemble du réseau [133]. Plusieurs travaux de 
recherche ont été orientés dans ce sens pour remédier à ce problème [8, 139-141].  
 
III. Communication sans fil 
 
Un protocole est un langage commun intégrant un ensemble de règles et de procédures qui 
définissent comment établir une communication entre deux clients. C’est aussi une méthode 
standard qui régit la communication entre des machines où s’exécutent différents programmes, 
pour émettre et recevoir des données [142]. Toute application à base de RCSF nécessite un 
protocole de communication simple et flexible en raison de la complexité, de la consommation 
d’énergie et de coût. Pour cette raison, la standardisation de la communication entre les 
constituants d’un RCSF et la nécessité de compatibilité logicielle et matérielle, imposent à tout 
RCSF d’adopter une pile protocolaire constituée de 5 couches. Celles-ci ont les mêmes fonctions 
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que celles du modèle OSI comme illustré sur la figure II.3. Dans ce modèle, chaque couche 
communique avec une couche adjacente de niveau bas ou haut. Ainsi, chaque couche exploite les 
services des couches inférieures et en fournit à celle de niveau supérieur [143].  
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Figure II.3  Communication dans un RCSF selon les couches OSI 
 
Des applications à base des RCSF, conçues pour le suivi permanent des cibles mobiles 
constituent un vrai challenge. Pour de telles cibles, le seul mode de communication envisageable 
est celui des réseaux cellulaires (UMTS/3G), mais ceux-ci ne réalisent qu’une couverture 
incomplète du terrain. Ils  sont conçus pour favoriser le trafic descendant du réseau vers 
l’utilisateur. Leur supervision de cibles mobiles implique que les données transitent de chaque 
cible vers le réseau. Ces données sont généralement  traitées à distance. Les réseaux cellulaires 
ne sont pas dédiés à la supervision d’état des cibles. Leur disponibilité à transférer les données 
relatives à cet état, ne peut être garantie et assurée. 
 
Une solution alternative réside dans l’exploitation des autres technologies radio (ZigBee, Wi-
Fi, Bluetooth, etc.). Ces dernières offrent des débits de transfert montants plus importants que les 
infrastructures cellulaires. Par contre, la contrainte majeure de ces technologies devant la 
situation de mobilité demeure dans leur faible portée radio. Plus on monte dans le niveau des 
couches plus on s’approche de l’utilisateur (programmeur), plus l’abstraction entre les données 
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• La couche physique : est responsable des spécifications matérielles, comme la sélection ou la 
génération de la fréquence porteuse, la détection du signal, la modulation ou le cryptage des 
données, etc. 
• La couche liaison : est chargée de multiplexage de flux de données, de la détection de trame 
de données, d’accès au support et de contrôle d’erreur. Elle assure les connexions fiables 
point-à-point et celles point à multipoints, dans le réseau. 
• La couche réseau : se charge de l’acheminement des données fournies par les capteurs vers la 
couche transport. Ce routage tient compte de manière optimale de l’efficacité énergétique, de 
la redondance et de l’agrégation des données indiquées, etc. 
• La couche transport : aide à maintenir le contrôle de flux des données. Elle est chargée de 
leur découpage en paquets, de la conservation de leur ordre et de la gestion des éventuelles 
erreurs de transmission.  
• La couche application : assure l’interface logicielle des utilisateurs avec les applications  
fonction des tâches de détection. 
 
Pour fonctionner efficacement, le concepteur de tout RCSF doit tenir compte des plans de 
gestion qui contrôlent l’énergie, de mouvement des nœuds, de la séquence des tâches, de la 
qualité de service QoS et de la sécurité au sein de tout capteur [144]. Cette approche permet aux 
nœuds de coordonner les tâches de détection et de collaborer ensemble en partageant les 
ressources entre eux avec une utilisation efficace de l’énergie disponible. Ainsi, le réseau peut 
prolonger sa durée de vie et optimiser ses performances. 
 
Dans le processus d’acheminement de données, les messages sont découpés en paquets afin 
d’en accélérer le transfert. Chaque paquet est composé d’un en-tête contenant des informations 
sur son contenu et sa destination. Ce sont les adresses nécessaires à son routage. Dans 
les nœuds du réseau, les paquets sont rassemblés dans des mémoires tampon (buffers) selon un 
ordonnancement (file d’attente) basé sur des critères désirés. Après analyse des adresses, les 
paquets sont aiguillés sur des voies de transmission appropriées. A l’arrivée, les messages sont 
reconstitués à partir des paquets reçus. Cela introduit des variations de latence (retards) et de 
débit en fonction de la charge de trafic dans le réseau [144, 145]. 
 
La fluidité de ce trafic dans tout réseau dépend de type des protocoles utilisés. Dans la section 
suivante, une étude comparative des protocoles de communication  sans fil, les plus répandus et 
les plus utilisés dans les RCSF, est faite. Ces  protocoles  sont Bluetooth, UWB, IR-UWB, 
ZigBee, ZigBeeIP, Wi-Fi, Wi-Max et GSM/GPRS. Ils  correspondent aux standards IEEE 
802.15.1, 802.15.3, 802.15.4, 802.11a/b/g, 802.16 et 850-900DCS/PCS respectivement [146-
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148]. L’IEEE définit les couches PHY et MAC. Il existe dans la littérature, le commentaire de 
plusieurs travaux de recherche traitant l’amélioration de la performance et de la sécurité de ces 
protocoles de communication sans fil. En se basant sur les caractéristiques de chaque standard, 
comme illustré sur le tableau II.4, on remarque que le protocole UWB, Wi-Fi et Wi-Max 
fournissent un débit de données plus élevé.  
 
Tableau II.4  Comparaison des protocoles de communication sans fil  
 Protocoles 













fréquence 2.4GHz 3.1-10.6GHz 
868/915MHz;  
2.4 GHz 2.4; 5GHz 
2.4; 
 5.1- 66GHz 
850/900; 
1800/1900MHz 
Débit du signal 
Max  720Kb/s 110Mb/s 250Kb/s 54Mb/s 35-70Mb/s 168Kb/s 
Portée 
nominale 10m 10-102m 10 - 100m 10-100m 0.3-49Km 2-35Km 
puissance 
nominale TX  0 - 10dBm -41.3dBm/MHz -25 - 0dBm 15 - 20dBm 23dBm 0-39dBm 
Nombre de 
canaux RF  79 (1-15) 1/10; 16 
14 (2.4 GHz) 
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Tandis que Bluetooth, ZigBee et GPRS offrent un débit faible. Par contre, on voit que le 
Bluetooth, l’UWB, le ZigBee sont destinés à la communication WPAN, car la portée de leur 
couverture n’atteint que 10m. Le Wi-Fi est légèrement distingué avec sa portée d’environ 100m. 
Il est orienté vers WLAN. Cependant, le Wi-Max et le GPRS permettent un rayon de couverture 
de quelques dizaines de kilomètres. Ils peuvent être appliqués dans tout réseau WMAN. La 
figure II.4 résume la différence entre ces protocoles. 
 
 
Figure II.4  Protocoles sans fil en fonction de la portée et le débit permis 
 
 
III.1  Bluetooth IEEE 802.15.1 
Connue avec la norme IEEE 802.15.1, le Bluetooth est une technologie basée sur un système 
de radiocommunication sans fil de courte portée et à faible énergie ULP. Il est conçu pour 
permettre des liaisons sans fil aux appareils bon marché avec leurs périphériques informatiques 
et électroniques. Le Bluetooth a créé la notion de réseau local ou personnel. Il est organisé en 
mode maître-esclave. Il permet des connexions point-à-point ou point-à-multipoints. Ces liaisons 
permettent aux appareils de former un piconet (un réseau ad-hoc). Celui-ci peut contenir jusqu’à 
huit appareils. Le maître définit l’horloge et les créneaux temporaires pour tous les nœuds de 
réseau. Comme montré sur la figure II.5, deux topologies de base sont possibles en Bluetooth : 
Piconet et Scatternet.  
 
 
Figure II.5  Topologies Piconet et Scatternet de Bluetooth 
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La confidentialité des données pour cette technologie est un point noir surtout si l’appareil 
n’est pas correctement configuré. En plus sa consommation énergétique est élevée avec 
l’application permanente d’une portée correcte [123, 146, 148-152].  
 
III.2  UWB IEEE 802.15.3 
L’UWB ou l’IR-UWB est une technologie radio de transmission d’informations caractérisée 
par une consommation de très faible d’énergie, une courte portée et un haut débit. Une des 
caractéristiques la plus intéressante de l’UWB est de permettre une bande passante de plus 
110Mb/s (jusqu’à 480Mb/s). Il peut satisfaire un grand nombre d’applications. Il permet  aussi 
des liaisons sans fil. L’UWB présente de fortes contraintes de synchronisation en raison de son 
très faible rapport cyclique. Elle peut potentiellement fonctionner à des vitesses plus élevées que 
le Wi-Fi. L’UWB est destinée à la communication WPAN. La technique de multiplexage qu’elle 
utilise est l’OFDM. C’est pourquoi, les systèmes UWB trouvent leurs applications haut débit 
dans le transfert efficace des données, l’imagerie radar, la collection de données par des capteurs 
cibles, et dans la précision de localisation ou de suivi [146, 153]. 
 
III.3  ZigBee IEEE 802.15.4 
Le ZigBee est une technologie de communication sans fil. Il capable de transférer des petits 
paquets sur des grands réseaux. Il fonctionne avec une fréquence de 2,4GHz de 16 canaux. Ils 
sont disponibles à un faible débit de données environ 250kbits/s avec une consommation typique 
de puissance de 125mW à 400mW. Cette disponibilité permet la sélection facile d’un canal en 
évitant les interférences radio. Vu sa capacité d’interconnecter des unités embarquées autonomes 
dans des environnements radio difficiles et dans des endroits isolés, elle est destinée à des 
applications de RCSF à faible coût et à ultra faible consommation d’énergie. Il est très appliqué 
dans tout réseau WPAN ou WLAN. Comme illustré sur la figure II.6, le réseau ZigBee permet 
un fonctionnement sur une topologie en étoile, maillée ou arborescente. Dans ces topologies, 
deux types de modules sont définis au niveau de la couche MAC comme suit. 
• Module à fonction complète FFD a toutes les fonctions possibles. Il peut accomplir trois 
rôles : routeur de paquets, dispositif terminal (capteur) et  coordinateur du réseau PAN. 
Celui-ci gère l’ensemble des fonctions du réseau telles que l’initialisation, 
l’authentification, la sécurité, le trafic, la sélection du canal approprié et la connexion des 
autres périphériques ; 
• Module à fonction réduite RFD a des fonctions limitées. Il est le dispositif terminal 
(capteur). Il ne peut pas devenir un coordinateur PAN ; 
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Figure II.6  Topologies de ZigBee  
 
Tous les modules doivent utiliser le même canal pour dialoguer. En plus, un seul coordinateur 
doit être présent pour le même réseau [123, 146, 148, 154-156]. 
 
Dans n’importe quel réseau, les données sont transmises en trames ou en paquets. La 
transmission par commutation de paquets permet d’optimiser la capacité de connexion, de 
minimiser le temps de réponse et d’augmenter la fiabilité de la communication. La structure des 
trames ZigBee est robuste. La transmission par trames permet de réduire au maximum la 
complexité et d’adapter sa diffusion à un environnement fortement bruité. Elles ont chacune une 
taille maximale de 128Octets.  
 
Cette technologie ZigBee est capable de transférer des petits paquets de données dans des 
grands réseaux. Elle permet d’économiser l’énergie, car plus que le paquet est petit plus que tout 
nœud dans le réseau est capable de se remettre en veille rapidement. Le standard 802.15.4 définit 
4 types de trames usuelles. L’architecture de la trame MAC est flexible donc adaptable aux 
différentes applications [157]. 
 
1) Trame de données : elle est utilisée pour tous les transferts de données. Cette trame permet 
une charge utile allant jusqu’à 104 Octets. Le contenu de cette trame est détaillé sur la figure 
II.7. 
 




















   Address informations   
    
 MAC Header MAC Payload MAC footer 
 
 
 MPDU     127 Octets max 
Figure II.7  Trame de données 
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2) Trame de commande MAC : elle est utilisée pour gérer les transferts de contrôle MAC, 
comme la notification des conflits, la demande de données, etc. Son contenu est détaillé sur 
la figure II.8.  
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 MAC Header MAC Payload MAC footer 
 
 
 127 Octets max 
Figure II.8  Trame de commandes 
 
3) Trame de balise (beacon) : elle est utilisée pour réveiller les nœuds clients. Ceux-ci étaient en 
train d’attendre leurs adresses. Ils se rendorment s’ils ne les reçoivent pas pour garantir une 
consommation d’énergie minimum. Cette trame utilise une structure de super-trame pour 
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 127 Octets max 
Figure II.9  Trame de balise (beacon) 
 
4) Trame d’acquittement ACK : elle est utilisée pour confirmer qu’une trame de données a été 
reçue avec succès et sans erreur. Elle exploite le contrôle de redondance cyclique CRC 16 
bits. Son contenu est détaillé sur la figure II.10.  
 









    
   
 MAC Header MAC footer 
  
Figure II.10  Trame de d’acquittement 
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La structure de la trame PHY est composée de trois parties comme illustré sur la figure II.11. Le 
service de données PHY permet la transmission et la réception des unités de données du 
protocole PHY (PPDU) à travers le canal physique radio. 
 






Length       
(7 bits) 
Reserve 
(1 bit) PHY Service Data Unit (PSDU)  
     
    
 Sync Header PHY Header PHY Payload 
  
Figure II.11  Trame PPDU 
 
Les caractéristiques de la couche PHY sont l’activation de l’émetteur-récepteur radio, la 
désactivation de celui-ci, la détection de niveau d’énergie, l’indication de qualité de liaison, la 
sélection de la fréquence de canal, la commutation de canal, etc. Les différents champs des 
trames MAC sont décrits dans le tableau II.5 suivant. 
  
Tableau II.5  Champs des trames MAC   
Champs Description 
Frame Control Contient des informations définissant le type de trame, champs d’adressage, 
et d’autres drapeaux de contrôle 
Sequence Number Assure l’ordre à la réception et permet l’acquittement des trames MAC 
Adress informations Varie de 0 à 20 octets en fonction du type trame 
Frame Check Sequence Assure que la trame est transmise sans erreur 
Pending address fields spécifie l’attente des messages d’un nœud 
GTS fields Reserve un intervalle de temps pour les nœuds exigeant une bande passante garantie  
Superframe specification 
Mise en place par le coordinateur pour transmettre des trames Beacon à des 
intervalles réguliers 
autorise 16 créneaux de temps (time slot) de largeur égale entre deux 
Beacon pour la compétition d’accès au canal 
Preamble Assure la synchronisation 
Start of  Packet Delimiter Signifie la fin de préambule 
PHY Header Spécifie la longueur de la charge utile de PSDU 
 
 
III .4  ZigBee IP IEEE 802.15.4 basé sur IPv6 
ZigBee IP est la première spécification IPv6. Cette technologie est basée sur des normes 
ouvertes aux réseaux de capteurs sans fil. ZigBee Alliance a fait un investissement important en 
mixant les protocoles réseau IPv6 à IEEE 802.15.4 pour construire des réseaux maillés sans fil. 
La spécification ZigBee IP offre une architecture évolutive bout-en-bout en réseau IPv6. Elle est 
basée sur des protocoles Internet standards. Ceux-ci optimisent le maillage et le routage en créant 
un réseau maillé sans fil rentable et économe en énergie. 
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Le réseau ZigBee IP est construit avec une architecture en couches. Il est adapté à toute 
couche de liaison au sein d’IEEE 802.15.4 basé sur MAC/PHY. De ce mélange des technologies 
résulte une architecture bien adaptée à l’extension des réseaux IP. Ceux-ci permettent l’échange 
d’informations de manière transparente entre les appareils utilisant une IP autorisant MAC/PHY. 
Les distances de transmission varient, de 50m à 200m, en fonction de la puissance de sortie et 
des caractéristiques environnementales de l’application.  
 
Le ZigBee IP se trouve dans un bon nombre d’applications de contrôle et de commande 
comme : la métrologie, l’éclairage, l’acquisition de données industrielles, la surveillance, etc. La 
technologie IP se caractérise par la capacité d’auto-organisation et d’auto-réparation dans tout 
réseau maillé. Cela est très intéressant au cas où on dispose d’une multitude de modules. Ils 
servent d’émetteurs ou seulement de routeurs pour augmenter la portée de la zone couverte [145, 
148, 150, 151]. 
 
III .5  Wi-Fi IEEE 802.11a/b/g 
Le protocole Wi-Fi est un bon élargissement du réseau WPAN. Avec le même procédé, on a 
construit le réseau WLAN. Il est basé sur les normes IEEE 802.11 (a/b/g/n/y), il fonctionne dans 
la gamme de fréquence de 2,45GHz. Son débit peut atteindre 54Mb/s pour le 802.11g et  
150Mb/s pour la norme 802.11n. Il permet aux utilisateurs de surfer sur Internet à haut débit 
lorsqu’ils sont connectés à un point d’accès AP ou en mode ad-hoc. 
 
Cette technologie exploite les techniques d’étalement de spectre et l’OFDM. Elles permettent 
d’atteindre des débits élevés et de mieux résister au bruit. La norme 802.11 a les couches 
du modèle OSI ci-dessous, pour une liaison sans fil : 
• La couche physique PHY, qui définit la modulation et le codage de l’information ; 
• La couche liaison de données, qui définit l’interface entre le bus de la machine et la 
couche PHY, suivant des règles de communication entre les différentes stations. Elle est 
constituée de deux sous-couches : 
− Le contrôle de la liaison logique LLC ; 
− Le contrôle d’accès au support MAC ; 
 
Selon l’application souhaitée, une connexion Wi-Fi peut être mise en œuvre dans deux 
topologies de réseau, en offrant la possibilité de monter un réseau maillé : 
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• La topologie Point-à-Point ou Point-à-Multi-points BSS. Elle nécessite au moins un point 
d’accès AP dédié et plusieurs clients dans tout réseau WLAN. Si une station se déplace 
hors de son BSS, elle ne peut plus communiquer directement avec les autres membres de 
la BSS ; 
• La topologie ad-hoc IBSS : cette configuration permet à tout nœud de fonctionner comme 
un point d’accès et comme un client à la fois sans point d’accès dédié. Sa mise en œuvre 
nécessite un examen minutieux en fonction des exigences de consommation d’énergie du 
système ; 
 
On peut élargir un réseau Wi-Fi pour créer  un réseau ESS de taille et de complexité 
arbitraire. Il est construit avec plusieurs BSS interconnectés via un système de distribution DS 




Figure II.12  Configurations IBSS et ESS du réseau Wi-Fi 
 
Le Wi-Fi est appliqué dans de nombreux domaines tels que : 
− La connexion à Internet et aux réseaux domestiques ou d’entreprises à l’aide des 
hotspots (les transmetteurs domestiques, les relais, la télémesure, la télémédecine, la télé-
identification, les caméras sans fil, la télévision) ; 
− La téléphonie mobile Wi-Fi, exploitant  la technologie VoIP ; 
− Les objets intelligents communicants dans l’industrie ; 
− Le couplage à des technologies de collecte, de type satellite, fibre optique, Wi-Max et 
GPRS, pour constituer un réseau étendu ; 
 
La technologie Wi-Fi possède des caractéristiques de débit et de routage intéressantes, mais 
elle a l’inconvénient de consommer plus d’énergie par rapport aux autres technologies, car tout 
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capteur intelligent se trouvant en module embarqué et alimenté, devra avoir une durée de vie 
considérable sans avoir besoin de recharger sa batterie [122, 123, 128, 145, 146, 148, 152]. 
 
III .6  Wi-Max IEEE 802.16 
Il s’agit d’une technologie de télécommunications sans fil de longue portée, destinée à 
transmettre des données. Sa portée peut aller jusqu’à 50km pour les stations fixes et de 5 à 15km 
pour les appareils mobiles. Son débit peut atteindre entre 40Mbits/s et 1Gbits/s. Elle sert à 
connecter les points d’accès à Internet en reliant les nœuds fixes surtout éloignés. Cette 
technologie est trop onéreuse et exige une forte puissance. Elle est utilisée en transmission de 
haut débit en zone géographique étendue. C’est un protocole de transfert de large bande 
passante. Les réseaux Wi-Max sont une version longue portée des réseaux Wi-Fi. Ils peuvent 
représenter des réseaux sans fil métropolitains WMAN. 
 
La couche MAC du Wi-Max applique un algorithme d’ordonnancement. Il alloue des 
ressources d’accès à chaque station. Ainsi, le réseau peut contrôler les paramètres de QoS en 
répartissant dynamiquement l’allocation des ressources radio entre les stations. Alors que la 
couche PHY permet de partager la ressource radio à la fois en temps et en fréquence entre 
plusieurs terminaux. Elle distribue les données sur un grand nombre de porteuses compris entre 
128 et 2048. 
 
Le caractère de mobilité aisée ainsi que les coûts industriels et d’installations réduits, ont 
permis de multiplier les applications de Wi-Max. En effet, on trouve : 
• Couvertures conventionnelles des zones commerciales : zones d’activité économique, 
parcs touristiques, centres hôteliers, etc. ; 
• Déploiements temporaires : festivals, infrastructure de secours sur une catastrophe 
naturelle, etc. ; 
• Gestion de réseaux de transports intelligents ; 
• Zone hospitalière étendue (lieu médicalisé) ; 
• Sécurité maritime et sécurité civile ; 
• Systèmes d’information géographique déportés ; 
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III .7  Technologie GSM/GPRS 850-900DCS/PCS 
Le GSM est une technologie du téléphone cellulaire de faible puissance et de bonne portée. 
Elle a été spécifiée et mise au point pour la gamme de fréquences 900MHz. Une variante 
DCS utilise la gamme de fréquences  1800MHz. Deux autres variantes PCS existent, 
en 850MHz et en 1900MHz. La norme GSM a été étendue par les extensions GPRS, pour 
supporter des plus hauts débits et plus de  transport des données en mode paquets (textes, sons, 
images). Le GPRS permet de fournir une connectivité à l’aide le protocole standard (IP, X.25). Il 
est constamment disponible en station mobile. Les ressources radio (entre 1 et 8 canaux) sont 
allouées dynamiquement quand les données sont à envoyer ou à recevoir, ce qui permet une 
économie de ces ressources.  
 
Dans ce cas, aucun délai de numérotation n’est nécessaire. Avant le GPRS, l’accès à un 
réseau se faisait par commutation de circuits où le canal radio était réservé en continu à la 
connexion. Le service GPRS est présent partout où la couverture mobile existe. Il assure un débit 
faible (quelques dizaines de kbits/s) et un coût élevé. L’Activation du GPRS sur un réseau GSM 
nécessite l’ajout de deux modules de base : la passerelle (nœud de service GPRS) GGSN et le 
(nœud de service GPRS de desserte) SGSN. Le GGSN agit comme une passerelle entre les 
réseaux de données publiques (IP, X.25,…) et d’autres réseaux GPRS pour faciliter l’itinérance. 
Le nœud SGSN de support GPRS assure le routage des paquets vers et depuis la zone de service 
SGSN pour tous les utilisateurs dans cette zone de service [161-165]. 
 
Cette technologie offre les caractéristiques suivantes : 
• La mobilité : est la capacité de maintenir les communications voix et données constantes 
lors des déplacements ; 
• L’immédiateté : permet aux abonnés d’obtenir une connectivité en cas de besoin, 
indépendamment de leur emplacement et sans une longue session de connexion ; 
• La localisation : permet aux abonnés d’obtenir des informations pertinentes à leur 
emplacement actuel ; 
 
Contrairement à une communication vocale où un et un seul intervalle temporel TS lui est 
alloué pour la transmission de la voix, le nombre de TS peut varier, entre un minimum fixé à 2 
TS et un maximum fixé à 8 TS par canal, dans une liaison GPRS. Cela est en fonction de la 
saturation ou de la disponibilité de la station de base BTS. Celle-ci  peut émettre en couvrant une 
surface de rayon compris entre 2km et 35km.  
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min max2 8TS TS TS= ≤ ≤ =  (II.1)  
 
Le débit de chaque TS est déterminé par le mode de codage CS. Il est illustré sur la figure 
II.13, qui caractérise la qualité de la transmission radio. L’affectation des intervalles de temps se 
fait d’une manière dynamique. Le débit du réseau varie selon les conditions radio. Ce débit par 
intervalle de temps dépend non seulement de la modulation, de la qualité du lien et du temps de 
propagation mais aussi du schéma de codage CS utilisé. Ce dernier agit sur la compression des 
données comme multiplicateur de débit. Ce débit varie alors de 9,05kbits/s (ou CS-1) à 
21,4kbits/s (ou CS-4) par intervalle de temps. Le taux de codage est considéré comme le nombre 
de symboles envoyés dans une certaine période [145, 166].  
 
Donc le débit théorique maximal est de 8TS×CS4= 171,2kbits/s, mais en pratique le débit 
maximal est d’environ 50kbits/s. Le débit usuel de 2TS×CS2×2/3=17,9kbits/s, soit environ 
2koctets/s. Le taux de codage permet d’augmenter le débit lorsque les conditions de propagation 
sont favorables. 
 
Dans le réseau GPRS, les canaux des liaisons montantes et descendantes sont réservés 
séparément. Cela permet d’avoir des stations mobiles avec différentes capacités de liaison 
montante et descendante. Les paquets peuvent aussi être envoyés sur le temps d’inactivité entre 







Figure II.13  Les modes de codage du réseau GPRS 
 
Avec le système GPRS, il est possible de communiquer en architecture Point-à-Point ou 
Point-à-Multi-points. Alors qu’une station mobile GPRS peut fonctionner dans l’un des trois 
modes de fonctionnement suivants : 
• Mode de fonctionnement classe A : où l’utilisation est simultanée des paquets, les  
connexions sont en mode circuit, l’appel vocal GSM est normal et la réception des 
paquets de données GPRS est en même temps ; 
Schémas de codage




CS2 = 13,4 kbits/s
Taux de codage=2/3
Modulation GMSK
CS3 = 15,6 kbits/s
Taux de codage=3/4
Modulation GMSK
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• Mode de fonctionnement classe B : où aucun trafic n’est simultané. Dans ce cas, la 
station mobile en mode veille est nécessaire pour surveiller les canaux de pagination ; 
• Mode de fonctionnement classe C : où l’utilisation est alternative. Là,  une station mobile 
peut être attachée soit au réseau GSM soit au réseau GPRS. La sélection se fait 
manuellement ; 
 
Cette norme GPRS a un large éventail d’applications puisqu’elle offre des solutions de 
communication sur des vastes étendues. C’est-à-dire, elle se trouve opérationnelle là où les 
solutions à bande passante étroite et spectre diffus ne peuvent fonctionner. En effet, elle est 
efficace dans la surveillance, le contrôle, les télécommunications, les services d’information,  le 
E-commerce, la localisation, la métrologie, etc. Dans certains systèmes à capteurs intelligents, le 
réseau GPRS peut être combiné avec le réseau ZigBee. Des capteurs déployés dans une zone de 
captage très étendue, utilisent les services de GPRS pour transmettre les données recueillies au 
centre de surveillance. 
 
Dernièrement, le réseau EDGE est apparu comme une extension améliorée du réseau GPRS. 
Il introduit une nouvelle modulation, de nouveaux schémas de codage et une généralisation du 
principe d’adaptation de lien radio. Ce plus est pour garantir un débit satisfaisant et une 
augmentation de la vitesse de transmission des données [166].  
 
IV. Indicateurs de performance d’un protocole avec simulation 
 
La qualité de transmission dans une communication sans fil se dégrade avec les interférences 
et avec la faiblesse de la puissance d’émission. En effet, les défauts de certains paramètres 
physiques (bande passante, sensibilité aux bruits, taille du réseau, limites des débits possibles, 
limites de puissance requise, schéma de modulation, etc.) perturbent cette communication. Alors, 
leur contrôle cyclique avec correction est donc nécessaire pour assurer la qualité des signaux 
utiles et la performance désirée. Des indicateurs de performance d’un protocole de 
communication sans fil sont mis en évidence ci-après. 
 
IV.1  Taille du réseau : 
La taille du réseau GPRS dépend de niveau des interférences, de la taille des paquets du trafic 
des données, des protocoles de transmission mis en place et de nombre d’utilisateurs connectés à 
ce réseau. Ce nombre peut atteindre 1000 sessions pour une seule cellule. Le réseau ZigBee en 
étoile, occupe la première place avec un nombre maximum de nœuds dépassant 65000. Le réseau 
Wi-Fi a la deuxième place avec un nombre de nœuds atteignant 2007 et une structure BSS. 
Tandis que, le réseau Wi-Max présente une taille de 1600 nœuds. L’UWB, en structure piconet,  
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permet des connexions  de 236 nœuds chacune. Dans la dernière place se trouve le Bluetooth. 
Celui-ci peut construire son réseau piconet avec 8 nœuds. Chacun de ces protocoles a une 
prévision d’extension pour toute structure de réseau plus complexe. Elle est construite à partir 
des cellules de base pouvant servir pour agrandir la taille du réseau. 
 
IV.2  Temps de transmission 
Le temps de transmission dépend de débit des données, de la taille du message, et de la 














dataN     la taille de données utile 
maxPldN  la taille maximale de charge 
ovhdN    la taille de données 
bitT        le temps de transmission d’un bit 
propT      le temps de propagation entre deux nœuds qui sera négligé 
 
Les paramètres typiques des différents protocoles de communication sans fil, utilisés pour 
évaluer le temps de transmission, sont donnés dans le tableau II.6 [167, 168].  
 
Tableau II.6  Paramètres typiques des protocoles de communication sans fil  
Protocole Bluetooth UWB ZigBee Wi-Fi Wi-Max GSM/GPRS 
Débit Max. 
(Mbits/s) 0.72 110 0.25 54 70 0.168 
Bit time  
(µs) 1.39 0.009 4 0.0185 0.0143 5.95 
Max data 








efficiency+ (%) 94.41 97.94 76.52 97.18 98.54 80.86 
+
 Où la taille de données est 10 KOctets           * Pour le Protocole TCP/IP  
 
D’après la figure II.14, on remarque que le temps de transmission pour le GSM/GPRS est le 
plus long par rapport aux autres protocoles. Cela est en raison de son faible débit des données 
(168Kbits/s). L’UWB nécessite moins de temps de transmission en comparaison avec les autres 
technologies,  car son débit est  important. On observe aussi que le temps de transmission requis 
est proportionnel à la taille de la charge utile des données dataN . Ce temps n’est pas proportionnel 
au débit maximum des données. 
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Figure II.14  Temps de transmission selon la taille de données 
 
IV.3  Puissance de transmission et portée 
Dans les transmissions sans fil, la relation entre la puissance reçue et la puissance émise est 


















tP  : puissance émise  
rP  : puissance reçue  
tG
 
: gain d’antenne d’émission omni basique  
rG  : gain d’antenne de réception  
D  : distance (portée) séparant les deux antennes   
λ  : longueur d’onde du signal 
 













On remarque que lorsque la fréquence augmente, cette portée diminue. La figure II.15 ci-
dessous montre la variation de la portée du signal en fonction de la fréquence de transmission à 
puissances fixes. La caractéristique la plus révélatrice de ce graphique est la non-linéarité. Les 
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signaux GSM/GPRS à 900MHz se propagent beaucoup mieux que ceux ZigBee, Wi-Fi, ou 
Bluetooth à 2,4GHz et beaucoup plus que ceux  UWB à 3,1GHz en zone de couverture.  
 
 
Figure II.15  Portée du signal en fonction de la fréquence de transmission 
 
 
IV.4  Consommation d’énergie 
Le rôle principal d’un capteur intelligent dans une zone de captage est de détecter des 
événements, calculer et agréger les données collectées, puis les transmettre à la station de base. 
La consommation d’énergie est concernée en trois opérations : acquisition, communication 
calcul et agrégation des données. La consommation de l’énergie par l’opération d’acquisition 
dépend de la nature d’application choisie [124]. La transmission des données consomme plus 
d’énergie que les autres opérations. Elle dépend de la distance séparant l’émetteur du récepteur 
[125, 126]. 
 
L’énergie consommée par un capteur intelligent dans la transmission d’un message de k bits 
est fonction de la portée de communication d. La valeur de cette énergie est, d’après le modèle 













k d k E d d
k d
















ElecE  : énergie électronique  
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L’énergie électronique ElecE dépend de plusieurs facteurs tels que le codage numérique, la 
modulation, le filtrage, et la propagation du signal. Tandis que l’énergie d’amplificateur dépend 
de la distance d’émetteur au récepteur, de la sensibilité requise par le récepteur et de taux 
d’erreur binaire acceptable. Dans ce modèle, l’émetteur dissipe l’énergie pour faire fonctionner 
l’électronique radio et l’amplificateur de puissance. Le récepteur dissipe de l’énergie pour faire 
fonctionner aussi l’électronique radio. Il est observable que l’atténuation de puissance est 
fonction de la distance entre l’émetteur et le récepteur. 
 
Si la portée de communication est fixe, plus que la taille des messages est élevée plus que 
l’énergie nécessaire pour diffuser cette information le long de cette distance est élevée. De 
même, une augmentation de distance entre l’émetteur et le récepteur conduit à une augmentation 
de l’énergie requise pour la transmission. Ainsi, il est recommandé que la taille des paquets 
doive être choisie avec précision. En effet, si elle diminue, le nombre de paquets de contrôle  
généré, augmente l’overhead. 
 
La figure II.16 illustre l’évolution de la consommation de l’énergie pour le protocole ZigBee 
en fonction de la portée du signal. Une augmentation de la taille des paquets permet alors une 
augmentation de l’énergie de transmission. Les paramètres de simulation sont résumés dans le 
tableau II.7 suivant. 
 
Tableau II.7  Paramètres de simulation de l’énergie de transmission  
Paramètre Valeur 
ElecE  50 nJ/bit 
fsε  10 pJ/bit/m2 




Figure II.16  Consommation de l’énergie en fonction de la portée du signal  
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La puissance reçue, prédite par un capteur intelligent pour chaque paquet de données, en 
fonction de la portée de communication d, est donnée ci-dessous. Elle est définie selon les 
modèles “Two-Ray Ground ” et “Espace libre de Friss”  [127, 170, 171].  
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Lh hd pi λ=  
(II.8) 
L : Perte du trajet 
th : Hauteur de l’antenne  du transmetteur  
rh : Hauteur de l’antenne  du récepteur 
tG : Gain de l’antenne de transmission 
rG : Gain de l’antenne de réception 
λ : Longueur d’onde du signal porteur 
d : Distance entre l’émetteur et le récepteur 
 
La figure II.17 montre l’évolution de la puissance de réception. Elle est en fonction de la portée 
du signal pour les protocoles étudiés et pour tout paquet de données de taille fixe. 
 
Tableau II.8  Paramètres de simulation de puissance reçue selon les protocoles 
Paramètre Valeur 








Protocoles Bluetooth UWB ZigBee Wi-Fi Wi-Max GSM/GPRS 
Puissance 
Transmise (Watt) 0.1 0.04 0.0063 1 0.25 2 
 
On remarque d’après la figure ci-dessus que lorsque la distance entre l’émetteur et le 
récepteur augmente, la puissance de réception diminue. Les protocoles ZigBee, UWB et 
Bluetooth présentent une faible consommation de puissance tandis que Wi-Max, Wi-Fi et GPRS 
absorbent plus de puissance. La technologie ZigBee offre donc une meilleure solution 
économique en termes de consommation énergétique par rapport à toutes les technologies 
étudiées. Les technologies de communication sans fil utilisent chacune un support physique. 
C’est une puce (chipset) qui rassemble l’ensemble des circuits et des composants électroniques 
préprogrammés. 
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Figure II.17  Puissance reçue en fonction de la portée du signal  
 
Ils permettent de contrôler et de gérer les actions ainsi que les flux de données numériques 
entre le processeur, la mémoire et les périphériques d’entrée/sortie du système relatif. Dans le 
but de comparer les consommations d’énergie dans les technologies indiquées, on présente dans 
le tableau II.9 les caractéristiques des ‘chipsets’ relatifs aux différents protocoles [176-181]. 
 
Tableau II.9   Caractéristiques électriques des chipsets  
Protocols Bluetooth UWB ZigBee Wi-Fi Wi-Max GSM/GPRS 
Chipset BlueCore2 XS110 CC2430 CX53111 AT86RF535A SIM300 
VDD (volt) 1.8 3.3 3.0 3.3 3.3 3 
ITX (mA) 57 ~227.3 24.7 219 320 350* 
IRX (mA) 47 ~227.3 27 215 200 230* 
Débit (Mbits/s) 0.72 114 0.25 54 70 0.164* 
*  For GSM 900  DATA mode, GPRS ( 1 Rx,1 Tx ) 
 
La figure II.18 illustre une comparaison des consommations de puissance en (mW) pour les 
protocoles indiqués.  
 
 
Figure II.18  Consommation de puissance pour chaque protocole 
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On remarque avec toute évidence, que Bluetooth et ZigBee consomment moins de puissance 
par rapport à UWB, Wi-Fi, Wi-Max et à une connexion GPRS. En plus, la différence observée 
entre la puissance de transmission et celle de réception pour les protocoles Wi-Max et GPRS est 
justifiée par l’atténuation du signal. Celle-ci est due au trajet de la communication, puisque ces 
deux protocoles couvrent chacun une zone très vaste. 
 
En se basant sur le débit de chaque protocole, la consommation d’énergie normalisée en 
(mJ/Mbits) est représentée sur la figure II.19. On observe clairement que l’UWB, le Wi-Fi et le 
Wi-Max ont une meilleure efficacité dans la consommation d’énergie. On remarque aussi que le 
Bluetooth et le ZigBee sont adaptés aux applications à faible débit de données avec une 
consommation de puissance par batterie limitée (comme les dispositifs mobiles et les réseaux de 
capteurs). Leur faible consommation d’énergie leur permet une longue durée de vie. Par contre, 
l’UWB, le Wi-Fi et le Wi-Max seraient les meilleures pour les implémentations de grand débit 
de données (comme les systèmes de télésurveillance, les contenus multimédia), car leur 
consommation d’énergie normalisée est faible. Alors que le GPRS en vaste zone géographiques, 





=  (II.9) 
 
 
Figure II.19  Consommation d’énergie normalisée par protocole 
 
 
Un autre paramètre, permettant la mesure du coût de l’énergie d’émission d’un nœud du 
réseau de capteurs et de déterminer par la suite la durée de vie du réseau, est l’indice de l’énergie 









Bluetooth UWB ZigBee Wi-Fi Wi-Max GPRS
TX 142,5 6,6 296,4 13,4 15,1 6402,4















































 (II.10)  
be taux d’erreur binaire 
O overhead du paquet  
et énergie d’émetteur-récepteur 
em énergie de collision, repos et d’écoute  
ec énergie de calcul 
 
La figure II.20 présente l’évolution de Ei en fonction de la taille du paquet avec : 
O=2 octets em =200 nJ 
et =100L nJ ec =100 nJ 
 
 
Figure II.20  Indice de l’énergie par rapport à la longueur du paquet  
 
 
On peut donc observer qu’il y a une valeur optimale de la longueur L du paquet qui maximise Ei. 
La valeur optimale de L augmente avec un taux d’erreur binaire plus faible et/ou avec une 
augmentation de l’overhead du paquet O. Donc lors de la conception et le déploiement d’un 
RCSF, il est possible de choisir les valeurs appropriées des paramètres étudiés qui prolongeront la 
durée de vie du système. 
 
IV.5  Débit en temps réel 
Le débit en temps réel est défini pour connaître le nombre d’octets transmis par seconde sur un 
lien spécifique. Ce lien est applicable au trafic de données en temps réel. L’expression analytique 







 (II.11)  
 
m la quantité de données à transmettre 
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Tframe temps requis pour transmettre une trame MAC de données  
Tbackoff temps moyen de retransmissions 
 
Dans un RCSF, un mécanisme d’accès au canal appelé CSMA/CA est utilisé par les nœuds du 
réseau pour détecter ce canal et de vérifier s’il est occupé ou bien en veille ou non. Cela est fait 
avant la transmission des trames de données. Cette technique permet d’éviter les collisions, la 
perte de paquets et la congestion du réseau. Un nœud qui retransmit inutilement les paquets de 
données pour des longues périodes de temps, peut entraver le débit, causer des retards et 
provoquer une plus grande consommation d’énergie. 
 
Pour surmonter ce problème, l’algorithme “backoff” détermine combien de temps devrait être 
passé à attendre avant la transmission lorsque le canal est occupé ou après collision. C’est-à-dire, 
on tient à espacer les retransmissions répétées du même bloc de données par une quantité de 
temps dérivée du temps TS et du nombre de tentatives de retransmission [182-185]. 
 
La figure II.21 met en évidence la variation de débit en fonction du temps de retransmissions 
Tbackoff. La simulation a été réalisée pour deux valeurs de données transmis m1=512Octets et 
m2=1024Octets. En effet, elle est effectuée avec une bande passante d’un nœud du RCSF fixe de 
38,4Kbits/s et avec un temps Tframe=11,39ms. Il semble que le débit en temps réel nécessaire 
pour acheminer les données, diminue avec la diminution de la taille des données transmises. 
 
 
Figure II.21  Evolution de débit en fonction du temps ‘backoff’ 
 
On remarque que le débit décroît brusquement pour les faibles valeurs de Tbackoff. Ensuite, il 
diminue asymptotiquement pour les valeurs croissantes de Tbackoff. Cette chute qui se produit dans 
le débit est due à la perte de la bande passante provoquée principalement par les collisions et les 
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délais de retransmissions. Il est ainsi chaque fois que deux ou plusieurs nœuds essaient de 
transmettre des mesures simultanément. Cela produit un phénomène de saturation. 
 
IV.6  Taux d’erreur binaire B.E.R 
Pour étudier le B.E.R, on a supposé que le signal transmis est corrompu par un bruit blanc 
AWGN. Puis, on a calculé la probabilité d’erreur binaire pour mesurer les performances des 
transmissions numériques sans fil utilisant les modulations B-OQ-Q-PSK, 4PAM, 16QAM, 
GMSK, GFSK, 8DPSK, 8PSK et OFDM. Le choix d’un schéma de modulation d’une 
communication sans fil utilisé dans une application donnée, dépend d’un certain nombre de 
facteurs. Le but d’une technique de modulation n’est pas seulement permettre de transporter un 
paquet de données sur un canal radio, mais aussi atteindre cet objectif avec une meilleure qualité, 
une bonne efficacité énergétique et avec une bande passante plus petite que possible. Ce choix de 
modulation a été donc basé sur les meilleures performances et sur la nature de l’application 
choisie. Le taux d’erreur binaire est un indicateur d’évaluation d’une communication donnée. Il 
permet de mesurer la performance d’une modulation utilisée dans un système de communication. 






=  (II.12) 
ErrN  : le nombre d’erreurs 
TxBitsN  : le nombre de bits transmis 
 
La figure II.22 ci-dessous, montre les variations de taux d’erreur binaire (BER) dans diverses 
modulations utilisées en technologie de communication sans fil en fonction du rapport signal sur 
bruit Eb/N0. 
 
Figure II.22  Taux d’erreur binaire pour différentes modulations 
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Pour toutes les modulations, le BER diminue de façon monotone avec l’augmentation de 
rapport Eb/N0. Ces courbes ont chacune une forme similaire à une chute d’eau [132, 133, 168-
175]. L’évolution de BER pour QPSK et OQPSK, est la même que celle pour BPSK. Le taux 
d’erreur est plus élevé pour les modulations d’ordre (nombre d’états) supérieur. 
 
 Les modulations QPSK et GMSK semblent les meilleures, car chacune d’elles permet un 
compromis entre son BER et son efficacité spectrale. Ces deux modulations sont en effet, 
robustes. Elles sont employées par les technologies Wi-Max, ZigBee, Wi-Fi et GPRS dans des 
canaux et des environnements bruyants. Cependant, en raison de leur sensibilité aux bruits et aux 
non-linéarités, les modulations 4PAM et 8DPSK restent très rarement utilisées. La modulation 
QAM consomme plus d’énergie, surtout lorsque le nombre de bits par symbole augmente, mais 
elle permet d’obtenir une meilleure efficacité spectrale et un plus grand débit binaire. Pour les 
modulations à sauts de fréquence FSK, l’augmentation du nombre de bits par symbole permet la 
diminution du BER et l’augmentation d’occupation spectrale. 
 
 Le principal défaut de ces modulations FSK est leur faible efficacité spectrale. La modulation 
GMSK a été développée pour augmenter l’efficacité spectrale [170, 171]. Elle présente une 
performance très satisfaisante en termes du BER et de résistance au bruit. Cette modulation est 
appliquée dans des systèmes de transmissions des données type MODEM, dans des systèmes 
montés en réseau, dans le GSM, etc. Le tableau II.10 donne les valeurs de Eb/N0 qui annulent le 
BER pour chaque modulation [30, 170, 171, 174, 186-189]. Comme le montre le graphique II.23 
ci dessus, ZigBee à été conçue pour apporter un signal très fiable et robuste dans 
l’environnement bruité radiofréquence. 
 
Tableau II.10 Valeurs de Eb/N0 annulant le BER 
Modulation Eb/N0 (dB) B.E.R 
B-OQ-QPSK 7,8 10-6 
GMSK 12,7 10-6 
FSK 13,3 10-6 
8PSK 13,8 10-6 
OFDM 14,3 10-6 
16QAM 14,8 10-6 
GFSK 15,7 10-6 
4PAM 17,6 10-6 
8DPSK 22,6 10-6 
 
 
En général, la probabilité d’erreur binaire la plus faible est obtenue au détriment du nombre 
d’utilisateurs. Une investigation sur le lien entre la qualité de transmission et le nombre 
d’utilisateurs servis dans un réseau sans fil [188] est à prévoir. 
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IV.7  Efficacité  du codage des données 
L’efficacité du codage est un indicateur de performance d’un protocole de communication, 
car il permet de connaître le pourcentage de données volumineuses qui sont réduites en taille par 
le codage réalisé par les trames. Cela permet d’aboutir à une communication plus rapide par la 
maximisation de la capacité du canal disponible, en minimisant sa redondance. Ce paramètre 

















Sur la figure II.23, l’efficacité du codage augmente avec l’augmentation de la taille des 
données. Pour les données de petites tailles, Bluetooth et ZigBee restent les meilleurs. Tandis 
que pour les données de tailles importantes, les protocoles GPRS, UWB, Wi-Max et Wi-Fi sont 
les dominants. Ils présentent une efficacité environ 94%. 
 
 
Figure II.23  Efficacité du codage en fonction de la taille des données  
 
En application, on peut prendre comme étant un bon choix, les protocoles Bluetooth, ZigBee 
et GPRS surtout dans les systèmes d’automatisation à base de capteurs intelligents, car la plupart 
des données de télésurveillance ou de contrôle industriel sont généralement en nombre faible. En 
effet, dans ces lieux, les mesures de pression ou de température ne dépassent pas 4Octets et 
n’exigent pas un débit important de transmission. Pour les applications exigeant une couverture 
plus large qu’une zone industrielle, comme la télésurveillance des frontières ou 
d’environnement, le GPRS et le Wi-Max sont les plus adéquats et les plus favorisés. Le Wi-Fi, 
l’UWB et le Wi-Max forment une meilleure solution pour les applications ayant un grand taux 
de transfert de données. D’autres facteurs, tels que la sensibilité du récepteur et les interférences, 
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favorisent énormément l’affectation des performances. On les prend en considération dans 
plusieurs implémentations. 
 
IV.8  Efficacité  énergétique de microcontrôleur 
L’énergie dissipée par les calculs réalisés dans le microcontrôleur MCU d’un nœud de réseau 
de capteurs, est un paramètre d’évaluation très important. Elle donne une indication claire sur la 
quantité d’énergie consommée durant le processus de détection [93, 191]. Cette énergie formulée 
par l’équation (II.14) dépend essentiellement du nombre total des instructions exécutées par 
l’algorithme de métrologie implémenté dans l’unité de traitement de ce nœud. Elle peut être 
calculée comme étant la somme de l’énergie requise pour changer les états internes de MCU 
exprimée en (II.15) et de l’énergie de fuite qui se réfère à l’énergie perdue lorsque le MCU est au 
repos. Elle est modélisée par la formule (II.16). 
 
switchE E Etotal leakage= +  (II.14)  
2







NV I e f
  
=      
 (II.16)  
 
Où N est le nombre de cycles pris par le programme pour qu’il soit exécuté. f est la fréquence 
d’horloge de MCU. VT est le voltage thermique. La figure II.24 montre la comparaison entre les 
comportements de l’énergie consommée par instruction en fonction du nombre de cycles 
d’instructions effectuées par deux types de nœuds de capteurs. 
 
 
Figure II.24  Comparaison d’énergie de calcul 
 
La consommation d’énergie augmente avec l’augmentation du nombre de cycles 
d’instructions. Cette consommation est très importante pour un microcontrôleur fonctionnant 
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avec une fréquence d’horloge faible. L’énergie de fuite de MCU est un paramètre important qui 
doit être optimisé lors de la conception de tout nœud de micro-capteur sans fil. Celui-ci doit 
consommer le minimum possible d’énergie lorsqu’il est au repos. 
 
V. Adaptation d’un nœud de capteur 
 
Bien que les types de capteurs particuliers varient fortement en fonction de l’application, une 
panoplie de plates-formes matérielles de capteurs intelligents ont été développés. Elles sont 
réalisées pour faciliter le développement d’applications dans les RCSF, tels que MICA2, 
MICAz, TelosB [93, 182], etc. Sur la Figure II.25, est présentée une comparaison des 
caractéristiques des nœuds les plus populaires. Ils ont été conçus au cours de ces dernières 
années et ils sont disponibles sur marché. Les capacités des plates-formes indiquées varient 
considérablement. Chacune d’entre elles utilise un module radio ZigBee. Leurs portées radio 
sont  différentes. Ces caractéristiques sont prises en compte par les chercheurs, par les 




Figure II.25  Comparaison des caractéristiques des nœuds de capteurs 
 
Parmi les applications des systèmes à base de capteurs intelligents, la production de l’énergie 
électrique à partir des éoliennes. Ces machines nécessitent certaine maintenance contrôlable. La 
concrétisation de ce concept implique la conception d’un système électronique sophistiqué. Le 
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Système de Télésurveillance et de Diagnostic 
en Temps Réel 
 
 
I. Ennuis de télésurveillance des éoliennes 
 
En face de la demande internationale et excessive d’énergie, la recherche de substitution de 
celle à base des combustibles est devenue une obligation. L’élévation des prix de l’énergie 
fossile, l’épuisement des ressources en exploitation et de ses réserves à long terme va entraîner 
une crise mondiale. Cela a supporté la recherche indiquée et signée par l’engagement de presque 
tous les gouvernements à réduire les émissions des gaz à effet de serre par le développement des 
alternatives des sources d’énergie à base des hydrocarbures.  
 
Le recours aux énergies renouvelables devient donc un choix inévitable. Le développement de 
ces alternatives, est encourageant. Elles offrent des sources naturelles, économiques, propres et 
sûres. L’énergie éolienne en est exemple. Son application a  progressé de façon remarquable ces 
dernières années. Elle fournit une production d’énergie électrique considérable avec moins de 
dépenses. Aujourd’hui, l’investissement en exploitation de l’énergie éolienne se multiplie de plus 
en plus. Il est justifié par la multiplication des parcs éoliens (terrestres ou offshores) et par leur 
expansion. Ils sont généralement installés dans des endroits éloignés, difficiles à accéder et 
soumis à des conditions environnementales extrêmes [99-102, 193-196].  
 
Les éoliennes contiennent chacune un système électromécanique complexe. Il est exposé 
souvent à des défauts de fonctionnement. Par conséquent, leur surveillance et leur diagnostic 
périodique deviennent deux tâches essentielles pour assurer leur maintenance et la continuité de 
leur production.  
 
Pour réduire les coûts de maintenance, minimiser les réparations coûteuses et éviter l’arrêt de 
fonctionnement d’installation éolienne, un pilotage automatique s’impose [99]. Même plus, une 
mise en œuvre d’une stratégie de maintenance à distance robuste et efficace est devenue une 
nécessité. Cela est toujours dans le but de garantir une alimentation sans interruption offerte par 
des systèmes éoliens modernes [100-103]. Cette surveillance en ligne permet une détection 
précoce des défauts mécaniques et électriques. Il sera capable de prévenir les principales 
défaillances des composants de la machine éolienne. Cela facilitera l’intervention réparatrice qui 
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anticipe tout arrêt définitif d’éoliennes et minimise les temps d’arrêt. Ce procédé maximise la 
productivité tout en analysant en permanence les signaux physiques mesurés et recueillis auprès 
de différents types de capteurs installés sur la machine éolienne [104-106]. 
 
Plusieurs scientifiques ont actuellement focalisé leurs travaux sur la recherche des procédures 
permettant l’optimisation de la fiabilité des éoliennes. En effet, la plupart des investigations 
récentes ont été orientées vers le contrôle électrique de ces machines, car cette technique est la 
plus pratique et la moins coûteuse. Elle est basée sur l’analyse du courant statorique. Il permet le 
diagnostic du moteur électrique à induction ou de tout générateur de courant CSA [94-121]. Il 
utilise le résultat de l’analyse spectrale du courant de stator pour indiquer une défaillance 
existante ou naissante. 
 
En effet, avec un processeur récent du signal numérique DSP et avec une technologie de 
communication sans fil, il est possible de détecter en temps réel les défauts de toute machine 
électrique avant l’occurrence de défaillance catastrophique. Cette détection est basée sur 
l’examen avec précision et à faible coût, du courant statorique [38, 97]. 
 
L’objectif principal est d’étudier la conception d’un système de contrôle à distance et de 
suivre en temps réel son fonctionnement. Le système éolien intègre des fonctions d’intelligence 
et de robustesse. D’après la littérature, peu d’études ont été développées en analyse des aspects 
théoriques de la télésurveillance appliquée à la supervision des conditions d’exploitation des 
éoliennes [99-121]. 
 
Les défauts de chaque éolienne provoquent, en principe, un effet de modulation du champ 
magnétique dans son générateur. Il se traduit par l’apparition d’importantes harmoniques (pics) 
dans le spectre fréquentiel du courant statorique [99-101]. Plusieurs techniques de traitement du 
signal comme la Transformée de Fourier rapide FFT, la Transformée de Fourier à courte durée 
STFT, le Périodogramme, la Transformée en Ondelettes Discrète DWT, la représentation de 
Wigner-Ville, la Transformée de Concordia CT, la Transformée de Hilbert-Huang et d’autres 
outils avancés peuvent être appliqués dans l’examen du courant statorique. Cela est pour 
diagnostiquer les éventuels défauts électromécaniques d’éolienne relative, dans des situations 
transitoires [107-109, 193]. Par ailleurs, une approche de diagnostic [99] statistique a été 
proposée. Elle se base sur l’analyse des résidus des variables d’état de la machine électrique de 
l’éolienne. Elle est développée en appliquant la méthode de l’analyse des composantes 
principales PCA pour la détection de défauts dans le générateur d’une éolienne offshore. Le 
principal inconvénient de cette approche est lié à l’efficacité de détection. Elle nécessite un bon 
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choix du nombre des composantes principales. Certains chercheurs ont proposé un contrôle et un 
diagnostic du générateur d’éolienne par exploitation de la spectroscopie d’impédance IS [120, 
121]. 
 
En raison de leurs avantages, les méthodes à haute résolution HRM comme MUSIC, ESPRIT 
et leurs techniques de zoom présentent notamment une haute précision d’identification des 
défauts. Elles peuvent détecter des fréquences suspectes à un faible SNR [43-53, 197]. Elles ont 
été récemment introduites dans le domaine des moteurs à induction et dans le diagnostic des 
défauts d’éoliennes. Elles ont amélioré la détection d’un grand nombre de fréquences 
caractérisant des anomalies en toute bande passante. D’autres techniques pratiques de recherche 
en temps réel, sont utilisées pour résoudre les problèmes de maintenance en ligne d’éoliennes. 
Elles sont réalisées à l’aide d’intégration des réseaux de capteurs sans fil et des protocoles de 
communication industriels [103-107, 113-119]. Un exemple de ces systèmes intelligents de 
surveillance à distance, permettant le diagnostic des défauts d’éolienne en temps réel et utilisant 
un module de communication sans fil, est décrit ci-dessous. 
 
Même avec ces systèmes, la télésurveillance en ligne utilisée actuellement dans la 
planification de maintenance et d’entretien des parcs éoliens n’est pas optimisée. Elle comporte 
plusieurs limites à la fois en termes de performance et en termes de coût d’installation. Cela est 
le résultat de diverses raisons: 
• La structure de télésurveillance à câbles, avec ses problèmes (coupures, bruits, et 
configuration), réalisée principalement avec des fibres optiques, n’est pas efficace et ne 
convient pas, car les parcs éoliens sont souvent déployés sur des grandes zones 
géographiques ayant divers obstacles environnementaux comme la mer, le désert, les 
montagnes, etc. Ils sont donc situés très loin du centre de contrôle et de supervision ; 
 
• La télésurveillance d’éoliennes nécessite l’implémentation d’un système de diagnostic et 
de maintenance proactive, rapide et réactif. Il doit être basé sur une détection des défauts 
en temps réel et permettant une communication sécurisée avec une bonne fiabilité pour 
une meilleure gestion de la maintenance. Cette stratégie permet d’éviter toute défaillance 
menant à des graves dégâts, à des réparations coûteuses et à toute perte de production ; 
 
• Le stockage des valeurs des paramètres surveillés dans la base de données du centre de 
contrôle est une nécessité. C’est une opération essentielle. Elle permet de contrôler avec 
précision la durée de vie des composants de l’éolienne. En effet, les données recueillies   
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permettent d’étudier statistiquement les défauts les plus survenants et leur temps 
d’occurrence ; 
 
Pour surmonter ces contraintes d’application imposées, un système embarqué interactif a été 
conçu. Il assure un relais efficace, fiable et économique entre les différents capteurs de 
l’éolienne. Par conséquent, il assure un régime précis de contrôle et de surveillance à distance. 
 
II. Paramètres surveillés dans une éolienne 
 
Etant donné que la machine éolienne est un système complexe. Il contient un grand nombre 
de paramètres à surveiller. Il y a donc, un fort besoin d’installer des capteurs qui collectent en 
permanence des données d’évaluation de performance de l’éolienne et de les transmettre ensuite 
à un contrôleur interne. Celui-ci est conçu pour effectuer un contrôle local et pour activer 
certaines commandes nécessaires au fonctionnement de la machine. Au cas d’anomalies ou 
d’erreurs, les données stockées en base de données de cette machine ou dans son journal 
d’alarme, permettent l’analyse et la gestion des erreurs survenues. Cette procédure permet de  
poursuivre, de contrôler toutes les fonctions de l’éolienne et de garantir son fonctionnement 
optimal à toute vitesse du vent. 
 
Pour le traitement, les paramètres surveillés sont acquis par des convertisseurs 
analogique/numérique ADC. Ils sont reliés directement au système de mesure  par une interface 
RS232, par une interface USB de l’ordinateur ou par une connexion sans fil. Quand une 
défaillance se produit à l’intérieur de l’éolienne, le dispositif de commande réagit 
immédiatement. Cela permet d’éviter l’évolution de n’importe quel type de défauts. Dans cette 
optique, la mise en place d’un système robuste et fiable est nécessaire. Il assure avec une haute 
précision la détection en temps réel des défauts dès leurs stades naissants, avant de se 
transformer en anomalies plus graves causant des arrêts et des dommages indésirables.  
 
La figure III.1 contient une description détaillée de l’emplacement des différents capteurs 
utilisés dans la surveillance d’une machine éolienne. Les capteurs intelligents de courant et de 
tension sont basés sur la technique d’analyse spectrale CSA de courant statorique issu du 
générateur d’éolienne. Ces capteurs sont utilisés en coopération avec d’autres capteurs de 
vibration. Ils permettent la découverte anticipative d’éventuels défauts mécaniques incidents. 
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Figure III.1  Topologie de montage des capteurs 
 
Sur le tableau III.1 est présentée une liste des capteurs et des paramètres à surveiller dans 
l’éolienne. L’ensemble de ces capteurs peut être vu en détails sur l’annexe III. 
 
Tableau III.1  Paramètres à surveiller de l’éolienne et capteurs correspondants 
Paramètres Capteurs 
Lubrification des roulements, boîte à vitesse  SKF Windlub 
Girouette INV-40A 
Anémomètre INA-46A 
Température des roulements PT100 
Température de générateur PT100 
Température de l’air externe PT100 
Température de nacelle PT100 
Température d’huile d’engrenages PT100 
Vitesse de rotor (gear tooth) EI 30 10 PPos, PNP 
Vitesse de générateur  DU 10, EP, PNP 
Position d’inclinaison (linear actuator) Vert-X 22 
Pression atmosphérique  NRG #BP20, WXT520 
Humidité P14 SMD 
Vibration WLNJ-S2-G, HS-100 
Niveau d’huile hydraulique  Gems LS600-150-NO-10 
 
 
III. Structure du système et de son réseau 
 
Le système intelligent proposé est celui embarqué, spécialisé dans le contrôle et la 
télésurveillance à distance. Il est intitulé IESRCM. Il a la capacité de traitement, de suivi et de 
supervision interactive [202-206]. Ce système trouve son application non seulement dans la 
surveillance à distance de l’état électromécanique des éoliennes d’un parc mais également dans 
de nombreux domaines tels que l’agriculture et le domaine médical [93]. 
 
L’idée génératrice de ce système repose sur la création d’un serveur Web miniaturé qui utilise 
seulement 256Octets de mémoire morte ROM pour sa pile TCP. Ce serveur plus petit et moins 
cher, exploite les ressources minimales d’un microcontrôleur : ses mémoires ROM et RAM. Il 
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peut surveiller et contrôler en temps réel les périphériques d’E/S branchés sur les lignes du 
système éolien [201-206]. 
 
En effet, il est constitué des capteurs, d’un microcontrôleur, des mémoires additives, etc. Il a 
généralement une fonction spécialisée à l’aide des programmes stockés sur sa mémoire ROM. 
Une caractéristique de ce système embarqué est sa capacité de communiquer. Cette 
communication peut être réalisée via Wi-Fi, GPRS, Wi-Max ou des câbles Ethernet. Le 
protocole TCP/IP est un standard largement utilisé ici pour la communication numérique 
moderne. Il fournit au système développé IESCRM un trafic de données plus rapide et en temps 
réel. L’objectif principal de ce module de communication est de rendre l’Internet/IP activé pour 
le dispositif embarqué proposé IESCRM. Il sert comme un enregistreur avancé de données à 
distance. Il peut être accessible à distance via Internet par un poste de travail et à n’importe quel 
moment. Le dispositif indiqué est interfacé avec différents capteurs illustrés dans le tableau III.1. 
Les mesures et les données de contrôle sont communiquées au serveur central, adoptant les 
technologies client/serveur et Web/base de données, par l’intermédiaire d’une connexion 
Ethernet ou d’une connexion sans fil. Ce serveur conserve toutes les données de passé, 
transmises par le système à l’aide des pages Web. La figure III.2 illustre l’architecture de ce 
système de contrôle IESCRM permettant le transfert de données en ligne entre les éoliennes et le 
centre de supervision.  
 
Figure III.2  Schéma bloc de l’architecture du système de télésurveillance et de contrôle 
 
Le choix des protocoles GPRS et Wi-Max est justifiée par plusieurs raisons. D’abord, les 
parcs éoliens sont installés sur des vastes zones géographiques. Elles peuvent atteindre quelques 
kilomètres carrés. Par suite, leur surveillance à distance nécessite un protocole de 
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communication sans fil à large portée de couverture. Dans ce contexte, la mise en œuvre des 
technologies sans fil choisies ne nécessite aucune installation de nouvelles infrastructures 
supplémentaires, car elles utilisent le réseau cellulaire de téléphonie mobile 2.5G, 3G ou 4G. 
Certaines différences existent entre les deux protocoles choisis sont le taux de données 
transmises et le temps de transmission [129-131]. 
 
Les capteurs mentionnés dans le tableau III.1, sont reliés aux entrées du microcontrôleur 
MCU. Il est considéré comme un mini ordinateur du système IESCRM. Les sorties du MCU sont 
connectées à la puce Ethernet ENC28J60 [200, 201]. Celle-ci est liée au réseau local LAN avec 
un câble Ethernet via le port RJ45. La figure III.3 montre, en effet, l’interconnexion du circuit 
ENC28J60 avec le MCU. L’alimentation électrique du module IESCRM ne pose aucun 
problème, car ce module peut être alimenté par une batterie rechargeable connectée à un 
convertisseur AC/DC dépendant de l’éolienne en fonctionnement. 
 
 
Figure III.3  Interconnexion entre le circuit d’Ethernet et le MCU  
 
Les modules Wi-Max et GPRS, comme le modem ZTE IX256-RJ45 [198] pour se connecter 
au réseau Wi-Max ou le modem SIM900A-RS232 [199] pour se connecter au réseau GPRS, sont 
utilisés pour établir une connexion sans fil avec le serveur de la station de supervision via le 
réseau Internet. Les différents capteurs sont connectés aux entrées AN0-7. Le MCU est choisi 
parmi la famille des microcontrôleurs PIC24, car il a plusieurs avantages comme le grand 
nombre de ses broches d’E/S et sa capacité mémoire plus large (voir Annexe V). En plus, il est 
conçu avec des canaux analogiques numériques ADC. Ceux-ci le rendent facile à interfacer avec 
des capteurs. Il est développé en utilisant la technologie NanoWatt réduisant la consommation 
d’énergie pendant le fonctionnement. Son écran LCD affiche le courant et toute nouvelle adresse 
IP de la communication. La connexion série RS232 est utilisée pour sa configuration (changer 
par exemple son adresse IP). Elle peut également être utilisée pour des fins de débogage et de 
programmation.  
 
Le module IESCRM peut être considéré comme un automate avec son serveur web intégré. 
Une fois programmé, son logiciel comprenant des pages Web offre la configuration, le contrôle 
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et la visualisation du flux de données des mesures des différents capteurs reliés à ce dispositif. Le 
GPRS et le Wi-Max sont deux protocoles basés sur des services IP. Ils peuvent être utilisés pour 
accéder à plusieurs utilités comme la FTP, la navigation Web et le Simple Mail Transfer E-mail 
SMTP en exécutant la pile protocolaire TCP/IP. Cette pile est divisée en plusieurs couches. Le 
code de mise en œuvre de chaque couche réside dans un fichier source. Les services et les 
interfaces de programmation d’application API sont définis par des fichiers d’entête/inclusion. 
Un autre protocole utilisé dans le module IESCRM est le HTTP. Il permet un échange de 
messages textes suivi d’un transfert de données sur le Web à l’aide de la connexion TCP. En 
effet, pour récupérer une page Web, le navigateur ouvre une connexion TCP sur le port 80 du 
serveur. Puis, celui-ci utilise le protocole HTTP pour envoyer une requête.  
 
Le programme de base, localisé dans l’EPROM du MCU, fonctionne comme un serveur 
fournissant un accès multi-utilisateurs à des bases de données. Un serveur Web/Base de données 
MySQL/PHP, basé sur des API, est utilisé pour implémenter des logiciels adéquats. Cette tâche 
est réalisée à l’aide du protocole CGI permettant l’interfaçage des logiciels d’application avec un 
serveur d’information Web. Avec cette technique, les informations concernant les paramètres 
physiques sont détectées par des capteurs. Ces informations sont reçues par le microcontrôleur et 
stockées dans des variables CGI. Ces variables peuvent être consultées simplement par les 
scripts CGI fonctionnant dans le serveur Web/Base de données. Les données sont, en effet, 
stockées dans la base de données. Leur représentation graphique peut être affichée de manière 
interactive dans le site Web, dynamique comme illustré sur la figure III.4. 
 
 
Figure III. 4  Connexion entre CGI et le serveur Web avec la base de données 
 
Le module développé offre plusieurs fonctionnalités nécessitant une carte SIM : 
- L’accès aux pages Web du module via une connexion Ethernet, GPRS ou Wi-Max 
- Envoi de messages d’alarme par E-mail via GPRS ou Wi-Max 
- Envoi de messages d’alarme par SMS au staff de maintenance 
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Le module IESCRM fournit une procédure de détection précoce des dommages. Il permet la 
maintenance automatique à distance et le contrôle de toute éolienne d’accès difficile. Il permet 
aussi de se débarrasser des tâches répétitives, effectuées par un ingénieur de service sur le 
terrain. En effet, réagissant aux problèmes détectés à distance, tout surveillant d’état d’éolienne 
peut définir les paramètres appropriés et programmer l’intervention adéquate. A toute défaillance 
détectée comme des pompes de lubrification vides,  des lignes d’alimentation coupées ou des 
niveaux d’huile/graisse abaissés, les opérateurs sont avertis immédiatement. En fonction du type 
de défaut et de sa gravité, ces opérateurs choisissent l’un des modes de fonctionnement de 
l’éolienne : 
• On  
• Pause  
• Off   
• Urgence 
 
IV. Conception du circuit de système 
 
Avant la conception de système indiqué, une évaluation de son fonctionnement est réalisée 
par simulation informatique. Elle a été réalisée avec le logiciel Proteus ISIS 7.7 [209]. La figure 
III.5 montre le schéma du circuit électronique de dispositif IESCRM avec un module GPRS.  
 
 
Figure III.5  Schéma électronique du système IESCRM avec GPRS  
 
De même sur la figure III.6, est présenté le schéma du circuit électronique de l’IESCRM 
utilisant un modem Wi-Max. Ces circuits électroniques peuvent être consultés avec clarté sur 
l’annexe IV. Alors que l’architecture du réseau centralisé de la supervision et de la surveillance à 
distance d’un parc éolien est décrite sur la figure III.7. 
 [72]  




Figure III.6  Schéma électronique du système IESCRM avec Wi-Max  
 
Les pages Web contenant les informations métrologiques peuvent être consultées à l’aide de 
réseau Internet. En effet, de l’appareil  utilisant l’adresse IP spécifique au système à partir de la 
station de base ou de n’importe quel autre ordinateur connecté sur le réseau Internet, on navigue 
pour afficher toute information sur l’application. 
 
 
Figure III.7  Structure du système de télésurveillance et de contrôle d’un parc éolien 
 
Pour maximiser l’espace mémoire de programme et d’être capable d’adapter son code dans un 
PIC24FJ128GA010 (voir Annexe V), une mémoire EEPROM 25LC256 série de type externe est 
ajoutée. Elle utilise l’interface SPI et est partagée avec le circuit ENC28J60. Ce dispositif est 
plus rapide que le bus de données I2C. Le modèle d’interface physique du système IESCRM 
échange des paquets de données avec la station de base à travers la connexion de GPRS ou de 
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Wi-Max. Le PIC24 comprend un serveur web simple [210, 211]. Il gère sa propre pile TCP/IP et 
son logiciel. Ce logiciel permet au microcontrôleur MCU de se comporter, en effet, comme un 
serveur de communication [201]. Il fournit un support d’un Web client/serveur. 
 
Au démarrage de la simulation, l’écran de ce système affiche à l’aide de protocole DHCP 
l’adresse IP attribuée au modem de communication sans fil. Pour des fins de démonstration, les 
adresses IP des systèmes IESCRM dans le réseau de parc éolien, sont analogues chacune à 
192.168.11.X. Le paramètre X est de valeur comprise entre 2 et 255. L’adresse IP du serveur 
central Web/base de données est assignée à 192.168.1.1. Ces systèmes sont tous connectés au 
même routeur de réseau. 
 
Dans cette architecture, chaque éolienne est équipée d’un module IESCRM. Il est identifié par 
sa propre adresse IP. Cela permet de collecter et de stocker les données reçues des différents 
capteurs installés sur chaque éolienne, car le système IESCRM assure la transmission régulière, 
périodique et en temps réel de toutes les mesures demandées via le GPRS ou le Wi-Max vers le 
serveur de la station de supervision et de contrôle. Celle-ci dispose d’une adresse IP spécifique. 
Toute communication avec toute éolienne est établie au moyen d’une page Web dynamique 
illustrée sur la figure III.8.  
 
 
Figure III.8  Page Web/Base de données de serveur de télésurveillance 
 
Dans cette page sont indiqués l’heure, la date, l’ID de l’éolienne, son adresse IP et les 
données reçues. Par ailleurs, le système IESCRM collabore avec l’automate central de l’éolienne 
pour choisir le mode de fonctionnement. Le serveur de la station de base gère et traite les 
informations reçues des différentes éoliennes. Les résultats de son analyse lui permettent de 
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prendre une décision ou d’appliquer une commande donnée, à l’aide des algorithmes de 
diagnostic. 
 
V. Simulation et analyse des résultats 
 
Le système de contrôle et de surveillance décrit dans la section précédente est simulé, sur la 
base d’une tâche réaliste, par les logiciels OPNET Modeler version 14.5 [207, 208] et Proteus 
ISIS. Ce dernier est spécialisé dans la simulation des circuits électroniques [210, 211]. La 
collaboration entre ces deux logiciels est faite à l’aide des ports série virtuels de connexion. Cette 
simulation est réalisée pour évaluer et comparer les performances du système IESCRM pour 
deux technologies réseau sans fil différentes. Les scénarios élaborés avec OPNET pour le Wi-
Max et pour le GPRS sous le réseau UMTS sont schématisés sur les figures III.9 et III.10. Les 
paramètres du système, relatifs aux deux réseaux, sont détaillés dans les tableaux III.2 et III.3. 
 
Tableau III.2  Paramètres de simulation de l’environnement Wi-Max 
Paramètres du système 
Simulation time (sec) 3600 
Data traffic rate 10 Mbps 
Basic rate 1.5 Mbps 
Service Class Name Gold/UGS 
Antenna Gain 15 dBi 
PHY profile Wireless OFDMA 20 MHz 
Max. Transmit power  0.5 Watt 
Path loss Pedestrian 
BS MAC address Distance based 
 
 
Tableau III.3  Paramètres de simulation de l’environnement UMTS  
Paramètres du système 
Simulation time (sec) 3600 
UMTS MN cell state CELL_DCH 
UMTS RLC process time 0.015 sec 
CPICH transmission Power 1Watt 
Shadow fading Standard deviation 10 
Processing time 0.02 sec 
Path loss Pedestrian 
UMTS GMM Timer 15/30/10 
 
 
Là, deux technologies différentes ont été employées : HTTP et une base de données. Les 
modèles des réseaux Wi-Max et UMTS étudiés sont composés de deux cellules et de deux 
stations de base. Ces derniers sont schématisés sur les figures III.9 et III.10. Chaque cellule 
contient quatre machines éoliennes fixes. Elles sont équipées des modules IESCRM pour offrir 
leurs services dans tout type d’application. La couverture d’une cellule est d’environ 2km carrés. 
Le module UMTS, illustré à la figure III.9, comprend des équipements d’utilisateurs et un 
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contrôleur de réseau radio RNC. Celui-ci est relié au réseau de commutation par paquet au 
moyen de nœud  support GPRS SGSN, d’un côté et à travers le nœud passerelle de support 




Figure III.9  Scénario d’OPNET pour la 
surveillance d’un parc éolien avec GPRS via 
UMTS  
Figure  III.10  Scénario d’OPNET pour la 
surveillance d’un parc éolien avec Wi-Max 
 
On remarque sur les figures III.11 et III.12 que le temps de réponse moyen de la requête 
relative à la base de données dans le GPRS varie. Il est plus grand presque toujours que son 
correspondant dans le réseau Wi-Max. La figure III.13 montre par contre, que le trafic moyen de 
requête reçu dans la base de données augmente d’une manière significative avec le temps. Il a 
atteint une valeur maximale fixe pour les deux réseaux GPRS et Wi-Max. 
 
  
Figure III.11  Temps de réponse moyen pour une 
requête de la base de données via le réseau Wi-Max 
Figure III.12  Temps de réponse moyen pour une 
requête de la base de données via le réseau GPRS 
 
Le trafic reçu dans le réseau Wi-Max est beaucoup plus important que celui dans le réseau 
GPRS. La différence entre eux est d’environ 80%. 
 
     GPRS 
     Wi-Max 
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Figure III.13  Trafic moyen des requêtes reçues par la base de données 
 
Les résultats de simulation illustrés sur les figure III.14 et III.15, montre que le réseau Wi-
Max est beaucoup plus rapide surtout en affichage de page Web dans le service http. Il dépasse 
le réseau GPRS d’environ 187 fois en moyenne. Cette caractéristique de temps réponse d’accès à 
une page Web est due à une évolution instable de trafic dans le Wi-Max.  
 
  
Figure III.14  Temps de réponse moyen d’accès à 
une page Web avec le service HTTP pour GPRS 
Figure III.15  Temps de réponse moyen d’accès à une 
page Web avec le service HTTP pour Wi-Max 
 
L’évolution de trafic reçu par le service HTTP au moyen des deux réseaux GPRS et Wi-Max, 
est présentée sur la figure III.16. On remarque qu’elle est très supérieure pour le Wi-Max que 
pour  le GPRS. Cette différence est estimée aux alentours de 94%. 
 
Comme illustré sur les figures III.17 et III.18, le délai moyen d’activation de service pour une 
connexion Wi-Max est beaucoup plus grand que celui relatif au GPRS. Il est environ 137 fois. 
Ces résultats peuvent être justifiés par le fait que le réseau GPRS couvre une zone géographique 
étendue. Il ne permet la transmission de données qu’avec un débit réel atteignant une valeur 
pratique entre 35Kbits/s et 87Kbits/s. Ce débit est beaucoup plus inférieur à celui du réseau Wi-
     GPRS 
     Wi-Max 
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Max qui peut atteindre 75Mbit/s au maximum. Ce Wi-Max gère son trafic de données avec une 




Figure III.16  Trafic moyen reçu avec le service HTTP 
 
Le réseau Wi-Max est par exemple, favorisé et bénéfique dans l’implémentation d’un réseau 
de télésurveillance en parc éolien. 
 
Figure III.17  Délai moyen d’activation de service 
au réseau GPRS 
Figure III.18  Délai moyen d’activation de service 
au réseau Wi-Max 
 
Le réseau GPRS lui, a une variation de vitesse d’activation de service énorme. Alors que le 
Wi-Max offre une large bande passante presque constante. Cela se traduit par sa capacité à offrir 
des services de connexion locale ou par Internet, plus rapides. C’est pour cette raison que la 
technologie Wi-Max reste le choix le plus approprié. Elle satisfait les exigences de qualité de 
service et de trafic des données en temps réel, de toute application de télésurveillance et de 
contrôle des éoliennes. 
 
     GPRS 
     Wi-Max 
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Le système IESRCM développé permet de suivre le fonctionnement d’une éolienne par la 
supervision de ses paramètres physiques. Cela à travers des capteurs bien déterminés. Cette 
technique présente des inconvénients lorsque ces capteurs deviennent hors service. Dans ce cas, 
une étude comparative de ce module proposé avec les systèmes de surveillance existants reste 
une tâche nécessaire. Le recours à la surveillance par l’approche d’analyse spectrale à haute 
résolution semble plus efficient. Le chapitre suivant aborde ce volet en détails. 
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I. Estimation à haute résolution 
 
L’énergie éolienne est une énergie renouvelable qui a progressée rapidement dans ces 
dernières années. Toute machine éolienne fournit de l’énergie électrique propre et considérable. 
Elle est presque sans dépenses à l’exception d’un budget de sa construction et de son entretien. 
Les parcs éoliens sont généralement installés dans des endroits éloignés, difficiles à l’accès, et 
soumis à des conditions environnementales difficiles [116]. Leur maintenance pose un problème. 
Pour la faciliter, un système de télésurveillance prédictive et périodique permet de surveiller son 
fonctionnement et de détecter ses défauts électromécaniques. Ce système de diagnostic à 
distance devient essentiel pour réduire les coûts de réparation et assurer la continuité de 
production. En effet, pour anticiper l’arrêt définitif des éoliennes, la surveillance en ligne de leur 
état serait la technique la plus efficace, car elle permet d’évaluer leur état de santé en 
fonctionnement par l’analyse de leurs signaux mesurés en permanence [117]. Différents types de 
capteurs peuvent leur être installés et utilisés pour générer ces signaux physiques. Plusieurs 
méthodes existent et permettent d’exploiter ces indicateurs, de détecter et d’identifier les défauts 
de ces machines [58, 59, 212, 213]. C’est pourquoi la fiabilité des éoliennes devient un sujet 
important dans la recherche scientifique et dans l’industrie. 
 
La plupart des recherches récentes ont été orientées vers la télésurveillance. Pour le cas des 
éoliennes, on a mis l’accent sur l’étude des courants statoriques de leurs moteurs. Parmi les 
méthodes les plus populaires pour le diagnostic de défauts, on cite celle d’analyse de la signature 
du courant CSA. Elle est plus pratique et moins coûteuse [34, 38, 40, 41]. Dans ces dernières 
années, nombreuses études basées sur des techniques de traitement du signal ont été investies 
pour déceler les défauts des machines électriques avant apparition de défaillances 
catastrophiques. Ces techniques sont initialement développées pour les moteurs à induction 
électrique. Elles peuvent actuellement être facilement adaptées aux générateurs d’éoliennes. 
 
En effet, le développement technologique des processeurs de traitement du signal numérique 
DSP, le diagnostic des pannes dans les machines éoliennes peut maintenant être réalisé en temps 
 [80]  
 Chapitre IV 
réel [38]. Parmi les techniques de traitement du signal, existent les méthodes non paramétriques, 
les méthodes paramétriques et les méthodes de haute résolution HRM. Elles sont largement 
adoptées dans le diagnostic des machines à induction. Elles peuvent être utilisées dans 
l’estimation spectrale [57-61, 95]. Toutefois, les travaux de recherche, effectués avec ces 
méthodes HRM, ne mettent pas en évidence les paramètres de précision, le niveau de robustesse 
de chaque approche et le temps de calcul écoulé. Assurer l’exécution de leurs algorithmes est un 
paramètre clé dans leur intégration en temps réel dans toute application de détection. 
 
Par ailleurs, une investigation focalisée sur le calcul de l’erreur quadratique moyenne MSE et 
sur la variance de la détection des harmoniques caractérisant les défauts est faite pour évaluer 
l’exactitude et la robustesse de la détection. Celle-ci est nécessaire lorsque les paramètres du 
signal, contenant des informations sur les défauts, subissent des changements en fonction des 
contraintes de l’application [43-53]. L’objectif principal de cette étude est de rechercher une 
méthode de détection à haute résolution efficace convenablement adaptée pour la mise en œuvre 
de la supervision d’état de santé d’une éolienne. 
 
Dans la littérature, de nombreuses études de recherche concernant l’application des outils 
avancés et des techniques améliorées de traitement du signal, ont été couramment utilisées dans 
l’analyse de courant statorique délivré par tout générateur d’éolienne. Leur but est la surveillance 
et le diagnostique des pannes électromécaniques d’une telle machine. Ces pannes provoquent un 
effet de modulation du champ magnétique dans le générateur de l’éolienne relative. Il se traduit 
par l’apparition des harmoniques (sous forme de pics) dans le spectre fréquentiel du courant 
statorique [38-42]. Néanmoins, ces techniques sont inappropriées, parce qu’elles ont des 
inconvénients tels que la complexité élevée, la résolution dégradée, etc. Cependant, certains 
défauts sont caractérisés par des comportements non stationnaires [34, 38]. Pour cette raison, 
certains chercheurs s’intéressaient en particulier à des méthodes adaptées aux signaux non-
stationnaires. Parmi ces méthodes, l’analyse temps-fréquence, le spectrogramme, la 
décomposition en ondelettes (scalogramme), la représentation de Wigner-Ville, la Transformée 
de Concordia CT et la Transformée de Hilbert-Huang [42], [63-73].  
 
Le périodogramme et ses extensions, évaluées par la transformée de Fourier rapide FFT n’est 
pas un estimateur cohérent de densité spectrale de puissance PSD puisque  sa variance ne tend 
pas vers zéro lorsque la longueur de données tend vers l’infini. Dans plusieurs travaux de 
recherche, le périodogramme a été largement utilisé dans la détection de défauts des machines 
électriques à induction [38], [64]. La FFT ne donne aucune information sur l’instant d’apparition 
de toute composante fréquentielle (pic). Par conséquent, l’approche de Transformée Fourier à 
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fenêtre glissante STFT est utilisée pour éliminer cette lacune. Son inconvénient est qu’elle 
nécessite un temps d’échantillonnage plus grand pour avoir une bonne résolution en fréquence 
[65]. La discrimination des composantes fréquentielles, contenues dans le signal est limitée par 
la longueur de la fenêtre choisie [155]. Par ailleurs, la transformée en ondelettes discrète DWT 
est utilisée dans [56], [100] pour diagnostiquer les défaillances liées aux conditions transitoires. 
Elle est en effet, appliquée dans les systèmes de conversion d’énergie éolienne pour faire des 
résolutions différentes des fréquences. Cette méthode facilite l’interprétation du signal, car elle 
tient compte de toutes les informations contenues dans le signal par une distribution temps-
fréquence. Une des limites de cette technique réside dans le fait qu’elle offre en hautes 
fréquences, une bonne résolution temporelle et une mauvaise résolution fréquentielle. 
Cependant, elle fournit une bonne résolution fréquentielle et une faible résolution temporelle en 
basses fréquences [67, 68]. 
 
En général, les méthodes paramétriques n’ont pu améliorer la performance de résolution 
fréquentielle que lorsqu’elles sont affectées avec un bon rapport signal sur bruit SNR [68, 69]. 
Ces méthodes modernes se basent sur le calcul de la covariance matricielle du signal. La 
détermination de rang de cette matrice permet de diviser l’espace des données (échantillons du 
signal acquis) en deux ensembles. Le sous-espace signal engendré par des sinusoïdes, et le sous-
espace bruit qui est son complémentaire orthogonal. Les méthodes à haute résolution HRM 
offrent une plus grande robustesse en comparaison avec les techniques de prédiction linéaire. 
 
En outre, les méthodes HRM ont la capacité de détecter des fréquences à un faible SNR. Pour 
cette raison, elles sont souvent utilisées dans les antennes de communication. Elles ont été 
introduites dans le développement de diagnostic des défauts des machines électriques. Ce sont 
des moteurs électriques à induction et des générateurs de courant d’éoliennes. En effet, 
l’application de la méthode classification multiple du signal MUSIC dépendante de l’espace 
bruit  et de ses versions zoom conjugués a amélioré la détection par l’identification d’un grand 
nombre de fréquences [67-73, 75-81]. En addition, les méthodes d’analyse propre sont 
particulièrement appropriées au cas où les composantes du signal sont des sinusoïdes 
corrompues par un bruit blanc additif. Ces algorithmes sont basés sur une décomposition propre 
de la matrice de corrélation du signal corrompu par un bruit. Une autre approche utilisée 
s’appuyant sur l’espace signal, est la méthode ESPRIT [74], [85]. Elle permet la détermination 
des composantes harmoniques avec une grande précision. En fait, on examine ici les techniques 
à haute résolution, les plus efficaces dans la détection des défauts d’une éolienne, à l’aide de son 
courant statorique. 
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II. Modélisation des défauts de la machine éolienne 
 
La détection et l’identification (diagnostic) des défauts dans les systèmes électromécaniques 
ont une grande importance pratique. Plus qu’elles sont précoces plus qu’elles permettent d’éviter 
la détérioration de ces machines et la dégradation de leurs performances. Elles permettent 
également d’assurer la sécurité des gents manipulateurs de ces machines. Le diagnostic rapide et 
correct de chacune de leurs composantes défectueuses, facilite son entretien, permet des 
décisions adéquates en cas critiques et d’urgence et entraine la réalisation des bonnes actions 
correctives et réparatrices. 
 
La conception d’un moteur électrique ou d’un générateur de courant impose d’avoir une 
symétrie électrique et mécanique dans son stator et dans son rotor. Cette condition est nécessaire  
pour assurer un meilleur couplage et réaliser une grande efficacité de fonctionnement. A cause 
de l’environnement industriel difficile, toute machine électrique y  utilisée est potentiellement 
exposé aux risques de disfonctionnement, provoqués par des pannes inattendues d’origine 
électrique, mécanique ou chimique. Les raisons de ces pannes sont multiples. Elles peuvent être 
comme suit [38, 59]: 
• Dépassement de la durée de vie nominale des composantes mécaniques ; 
• Mauvaise valeur nominale de puissance; 
• Alimentation instable de tension ou de courant ; 
• Surcharge ou charge déséquilibrée ; 
• Contraintes résiduelles de la fabrication ; 
• Erreurs pendant les réparations ; 
• Environnement dur d’application (présence de poussière, de fuites d’eau, de vibrations, 
de contamination chimique, de haute température, etc.) ; 
 
L’éolienne comme toute machine électrique tournante peut avoir diverses défaillances 
électromécaniques. Elles peuvent principalement affecter cinq de ses composantes : son stator, 
son rotor, ses roulements, sa boîte à vitesses et/ou son espace d’air (excentricité) [76-80]. Ces 
défauts nécessitent une détection prédictive afin d’éviter tout effet secondaire. Il peut causer une 
panne ou un dommage fatal. À cause de ces raisons et des motifs indiqués dans la littérature  
[118, 119, 212, 213] ces défauts nécessitent une surveillance périodique pour éviter toute 
détérioration imprévue. Il y a donc une nécessité de modéliser tout type de signature de défaut 
censé d’apparaître lors du fonctionnement de cette machine éolienne. Chacun de ces défauts est 
traduit par un symptôme anormal pendant le fonctionnement de la machine. Il est  décrit comme 
un phénomène particulier pouvant être: 
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• Une vibration mécanique ; 
• Une augmentation de la température ; 
• Un couplage d’entrefer irrégulier ; 
• Une variation de puissance de sortie instantanée ; 
• Un bruit acoustique ; 
• Une variation de tension ou de courant de ligne ; 
• Une  variation de vitesse de rotor, etc. ; 
 
La plupart des symptômes anormaux ont été recensés pour développer des modèles 
spécifiques concernant chaque état de défaillance de l’éolienne et de sa sévérité. La meilleure 
façon d’analyser chaque symptôme et d’obtenir des informations sur son évolution est 
notamment sa fréquence, sa durée, son amplitude, sa variance et sa phase. En effet, son 
diagnostic se base sur l’analyse des harmoniques contenues dans le courant d’alimentation de la 
machine, de son flux, de son couple ou de sa vitesse de rotation. Des méthodes avancées sont 
appliquées dans ce cas. Elles sont développées avec l’analyse spectrale des signaux issus de cette 
machine ou avec la comparaison de comportement d’installation réelle à celle attendue sur la 
base d’un modèle mathématique. 
 
Plusieurs recherches ont été dirigées vers l’exploitation du courant statorique de cette 
éolienne. On analyse en particulier, le spectre de ce courant pour extraire les composantes 
fréquentielles introduites par le défaut survenu. Les défauts d’éolienne les plus fréquents et leurs 
fréquences connexes sont présentés sur le tableau IV.1.  
 
Tableau IV.1   Signature fréquentielle des défauts d’éolienne  
Défauts Fréquences d’Harmoniques Paramètres 
Barres rotoriques cassées 
(Broken rotor bars)  0
1
brb
sf f k s
p
  −
= ±  
  
 1,3,5,...k =  
Roulements endommagés  
















(Misalignment) 0mis rf f k f= ±  1,3,5,...k =  
Excentricité d’entrefer  





= ±  
  
 1, 2,3,...m =  
 
Où f0 est la fréquence d’alimentation électrique, s est le glissement par unité, P est le nombre de 
pôles, fr est la fréquence du rotor, nb est le nombre des billes d’un roulement, m, k sont des 
nombres entiers enfin fi,o est toute fréquence intérieure ou extérieure. Elle dépend des dimensions 
et des caractéristiques  de vibration des roulements [38, 68, 69, 78-81, 116, 117, 119]. 
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En effet, Il est possible avec des signatures spectrales connues, d’analyser certaines bandes de 
fréquences pour identifier le type de défaut affectant la machine. 
 
III. Modélisation du courant statorique du générateur d’éolienne 
 
La détection des défauts dans les machines à induction électrique a été largement étudiée. Elle 
est basée sur la surveillance de leurs  vibrations. La fiabilité des résultats obtenus est fortement 
dépendante de la position des accéléromètres placés sur ces machines et allongés sur leurs axes 
verticaux, axiaux et radiaux. Cet emplacement est en fait, la tâche difficile  de cette technique de 
modélisation de vibration. En plus, elle est susceptible d’être également altérée par la variation 
de vitesse de la machine, surtout lorsque les composantes mécaniques sont détériorées. 
Cependant, ces techniques sont coûteuses, car elles nécessitent des transducteurs 
supplémentaires. Leur utilisation n’a de sens que dans le cas des grandes machines ou des 
applications critiques. 
 
La surveillance des lignes de courant statorique est en effet, la base de modélisation, la  plus 
intéressante et la plus attrayante pour la détection des défauts. Cela est ainsi pour deux 
principales causes. D’abord, le courant statorique peut être utilisé pour diagnostiquer les défauts 
électriques et mécaniques tels que: déséquilibre de phase, court-circuit dans les enroulements de 
stator, défaillance des roulements, arbre tordu, barre cassée, etc. Ensuite, le courant statorique est 
très facile d’y accéder, parce qu’il est directement mesurable et il est utilisé pour commander la 
machine elle même. Cela offre un avantage important aux techniques de modélisation indiquées. 
 
L’application de la technique d’analyse de courant statorique CSA pour le diagnostic des 
défauts de la machine éolienne nécessite une connaissance précise des diverses composantes de 
fréquence et d’amplitude contenues dans le spectre fréquentiel du courant statorique. Ce courant 
est prélevé de générateur de l’éolienne. En effet, son analyse permet la discrimination correcte 
des modulations et des signatures des défauts de l’éolienne. Pour cela, il est nécessaire de 
construire un signal complexe qui modélise le phénomène physique réel. Ce modèle analytique 
du signal doit décrire précisément le comportement et l’évolution du courant statorique réel. Il 
doit contenir toutes les informations des défauts correspondants. Ce courant est souvent utilisé 
pour des fins de commande et de contrôle. 
 
Pour étudier la détection des défauts mentionnés, le courant statorique du générateur 
d’éolienne est désigné par le signal discret x[n]. Nous l’avons obtenu par échantillonnage de 
courant continu x(t) avec un pas égal à Ts=1/Fs. Ce courant statorique x[n] de la machine à 
 [85]  
 Chapitre IV 
induction électrique en présence des défaillances mécaniques et/ou électriques est exprimé 
comme suit [68, 69, 79-80] : 
 
[ ] ( )( ) [ ]cos 2L k k k
k L s
n





= × + +   
  
∑  (IV.1) 
 
Où x[n] correspond au nième échantillon du courant statorique. b[n] est un échantillon de bruit. Ce 
dernier est gaussien, de moyenne nulle et d’une variance égale à σ2 = 10-4.  Le paramètre L est le 
nombre des fréquences latérales introduites par des défauts de fonctionnement. Les grandeurs 
fk(ω), ak, φk correspondent à la fréquence, à l’amplitude et à la phase  respectivement. ω(n) est 
un paramètre à estimer à chaque instant d’ordre n. Il dépend de défaut étudié. On suppose que le 
temps et l’espace des harmoniques ne sont pas considérés. Le problème à résoudre est traité 
comme un problème d’estimation statistique. Il s’agit d’une estimation de la fréquence 
fondamentale, des fréquences caractérisant les défauts survenus et des amplitudes relatives. Elle 
est réalisée par le calcul du spectre de courant statorique x[n]. 
 
IV. Méthodes d’estimation et application 
 
On va présenter ci après, une brève description de certaines  méthodes d’estimation à haute 
résolution. En effet, on va détailler leurs principales caractéristiques. Les méthodes d’estimation 
fréquentielle utilisent le sous-espace de bruit et celui de signal. Elles sont basées  sur la propriété 
d’avoir les vecteurs propres de la matrice d’auto-corrélation Toeplitz (voir Annexe I), relatifs au 
sous-espace bruit sont orthogonaux aux vecteurs propres relatifs au sous-espace signal. Toute 
matrice dite Toeplitz a les parallèles de sa diagonale principale constituées par des coefficients 
égaux. Ce type de matrices est d’usage fréquent en calcul de la covariance matricielle. Le modèle 
du signal est supposé dans ce cas, une somme de sinusoïdes aléatoires noyées dans un bruit de 
covariance connue. À la différence des méthodes dépendantes de périodogramme, même avec le 
fenêtrage, les méthodes à haute résolution HRM sont de telle sorte que l’erreur tend vers zéro 
lorsque le rapport SNR est bien adapté.  
 
L’application de ces méthodes dans le domaine de détection des défaillances 
électromécaniques des machines à induction électrique est basée sur la procédure décrite sur la 
figure IV.1. 
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Figure VI.1  Procédure de détection des défauts avec une HRM 
 
Pour extraire correctement les harmoniques caractérisant des défauts ainsi que leurs 
amplitudes, on commence par l’acquisition des échantillons numériques du signal de courant 
statorique triphasé, issu de la machine en question. Ensuite, on réalise une estimation de nombre 
de fréquences suspectes, contenues dans ce signal. Ce nombre étant connu, l’algorithme de toute 
méthode HRM est dans ce cas, applicable sur le signal acquis. Cela permet d’extraire toutes les 
composantes fréquentielles se trouvant dans ce signal. L’évaluation de robustesse pour une telle 
méthode se base sur deux critères de performance. On va les aborder en détails ultérieurement. Il 
s’agit de :  
• Temps de calcul ; 
• Erreurs d’estimation fréquentielle et d’amplitude ; 
 
IV.1  Méthode de Prony 
Parmi les HRM, existe la méthode de Prony. Elle est en effet, fondée par Prony et publiée en 
1795. Elle a été utilisée en modélisation des données échantillonnées en tant que combinaison 
linéaire de fonctions exponentielles. Elle permet d’estimer une somme d’exponentielles par des 
techniques de prédiction linéaire. C’est avec cette méthode qu’on peut extraire P signaux 
sinusoïdaux et exponentiels d’une série des données temporelles. Cela est faisable en résolvant 
des équations linéaires [43-54]. En effet, on suppose avoir le signal x(n)=s(n)+b(n). Les 
fonctions b(n) et s(n) sont respectivement un bruit et un signal supposé égal à une somme de 
sinus amorties de fréquences fk vérifiant l’équation récursive suivante: 
 
1 2( ) ( 1) ( 2 ) 0Ps n b s n b s n P+ − + + − =  (IV.2) 
2 2 1
1 2( ) P P PA z z b z b−= + + +  (IV.3) 
 
La fonction Polynômiale A(z) à coefficients réels a 2P racines complexes conjuguées sur le 




piρ ±=  (IV.4) 
 
Unité d’acquisition  
Analogique/Numérique  
Estimation du nombre de 
fréquences selon le 
critère de Rissanen MDL 
Algorithme d’estimation 
à haute résolution  
Fréquences 
Amplitudes 
Courant statorique  i1,2,3(t) 
Machine à induction 
 électrique  
 [87]  
 Chapitre IV 
Il est possible de calculer bk, puis les racines zk ce qui permet de calculer les fréquences fk et les 
coefficients d’amortissement ρk à partir des racines du polynôme A(z).  
Si on part de : 
 
1 2( ) ( 1) .... ( 2 ) ( )Px n b x n b x n P nε+ − + + − =  (IV.5) 
 
Dans ce cas, le problème d’estimation est basé sur la minimisation de l’erreur quadratique ε2. 





(2 ) (2 1) ..... (0) (2 )
(2 1) (2 ) ..... (1) (2 1)




x P b x P b x P
x P b x P b x P




+ − + + =
+ + + + = +




Cela peut être réécrit en forme matricielle :  
.D b e=  (IV.7) 
 
D est une matrice (N-2P)×(2P+1) constituée à partir des données.   
 
[ ]1 21 TPb b b=   (IV.8) 
 
b est donc un vecteur associé aux coefficients de polynôme A(z). Pour estimer b, la méthode de 
Prony permet de minimiser le scalaire :   
 
. . . .
T T Te e b D D b=  (IV.9) 
 
La contrainte de cette minimisation est avoir la première composante de b égale à 1.  
Si on pose :   
 











La matrice R est la covariance de signal x(n). C’est une matrice carrée (2P+1)×(2P+1). Le 
problème à  résoudre est donc de la forme : 
 











En utilisant la méthode des multiplications de Lagrange, on peut substituer le problème formulé 
en  (IV.11) par son équivalent suivant : 
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En dérivant la première équation par rapport à b, on trouve : 
 
. .R b uλ=  (IV.13) 
 
Cela donne : 
 
1
. .b R uλ −=  (IV.14) 
 
Si on prend en considération la contrainte indiquée, on écrit : 
 
1
. . . 1 0Tu R uλ − − =  (IV.15) 
 










=  (IV.16) 
 
Théoriquement le polynôme construit à partir des éléments de b a toutes ses racines sur le cercle 
unité. Pour les obtenir on peut soit calculer directement ses racines, soit évaluer avec la FFT, 






1 j f Pj fP
G f





IV.2  Méthode de Pisarenko 
La décomposition harmonique de Pisarenko PHD d’un signal x(n), dépend de la 
décomposition propre de sa matrice de corrélation. Elle permet d’établir un sous-espace de signal 
et un autre de bruit. Cette procédure est la base des méthodes  d’estimation fréquentielle. Elle a 
une utilité pratique limitée en raison de sa sensibilité au bruit [43-53, 82]. L’algorithme de cette 
méthode est résumé comme suit : 
• Avec la méthode de covariance, on estime la matrice Rx d’ordre (2P+1) à partir d’un 
enregistrement de taille N, comme suit : 
1
1





R x n x n
N
=
= ∑  (IV.18) 
 
• Ensuite, on calcule la décomposition de Rx. On en déduit le vecteur propre v  associé à sa 
plus petite valeur propre. 
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=  (IV.19) 
 







=  (IV.20) 
 
Le calcul des racines de polynôme A(z) sur le cercle unité, se fait à l’aide  de la FFT appliquée 
à ses coefficients sur un grand nombre de points. Puis, on cherche les minimas différents à zéro. 
Les fréquences se déduisent alors des racines du polynôme prédicteur. 
 
IV.3  Méthode MUSIC 
Cette méthode MUSIC est une version améliorée de l’approche de Pisarenko. Dans celle-ci, 
l’espace est divisé en sous-espace signal et sous-espace bruit à l’aide de nombreux filtres. La 
taille de la fenêtre temporelle d’observation est prise de telle sorte qu’elle soit égale à (C > P+1). 
Par conséquent, la dimension du sous-espace bruit est supérieur à 1 et égale à C-P. Cette 
méthode permet d’estimer le sous-espace bruit par moyennage à partir des échantillons 
disponibles. Cela donne une meilleure estimation fréquentielle. Il est faisable  par décomposition 
en valeurs propres de la matrice de corrélation estimée ou par décomposition en valeurs 
singulières de la matrice des données. Une fois la décomposition propre de la matrice de 
corrélation est calculée, elle est utilisée dans la détermination de la matrice G de dimensions     
(C × (CP)). Celle-ci est construite à partir des (C-P) vecteurs propres associés aux (C-P) plus 
petites valeurs propres. Par la suite, la matrice GGH de dimensions (C × C) est calculée pour 
trouver les coefficients de l’équation polynômiale suivante (IV.20), [43-54, 72] : 
 
( ) 1 11 1 TC CQ z z z GG z z− −   =        (IV.21) 
 







=  (IV.22) 
 
Deux possibilités sont offertes : 
1) Calculer les 2(C-1) racines de ( )Q z  en maintenant stables les P racines, les plus proches 
du cercle unité. Cette technique s’appelle la méthode Root-MUSIC ;  
2) Trouver les P minimas, en utilisant la FFT. Cette approche s’appelle la méthode FFT-
MUSIC ; 
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IV.4  Méthode des vecteurs propres EV 
Plusieurs méthodes des vecteurs propres ont été proposées pour l’estimation spectrale des 
exponentielles complexes. Parmi celles-ci, on trouve la méthode des vecteurs propres EV. C’est 
une technique comparable à l’algorithme MUSIC. La méthode EV permet d’estimer les 



















Où les λi sont les valeurs propres associées aux vecteurs propres vi.  e est le vecteur de direction. 
Il contient les fréquences recherchées. La seule différence entre l’approche MUSIC et celle EV 
est l’utilisation des valeurs propres inverses. Les λi sont aussi les valeurs propres de la matrice 
d’auto-corrélation Rx. En plus de sa compensation à la distorsion, ce procédé EV produit moins 
de pics parasites que la méthode MUSIC. 
 
IV.5  Méthode de norme minimale MN 
Cette méthode est celle de décomposition propre. C’est un algorithme de norme minimale 
MN. Dans cette approche, on utilise un seul vecteur α pour l’estimation fréquentielle. On n’a pas 
besoin de former un spectre propre utilisant tous les vecteurs propres. Cette méthode est donc 
basée sur la projection du vecteur du signal ek sur l’ensemble de sous-espace bruit [43-53] :  
 
( )1 221 kk
Tj N fj f
ke e e
pipi − =  …  
(IV.24) 
 
Les fréquences des exponentielles complexes sont estimées à partir des pics du spectre 
fréquentiel, donné par l’équation suivante : 
 
( )2 121ˆ ,kj fMN nHP e P ue
pi α λ
α
= =  (IV.25) 
 
Où Pn est une matrice obtenue par projection de ek sur le sous-espace bruit. Les λ sont les valeurs 
propres de la matrice d’auto-corrélation du signal. 
 
Si la séquence d’auto-corrélation est connue de façon précise, alors |eHα|2 aura des valeurs nulles 
à des fréquences de chaque exponentielle complexe. Par conséquent, la transformée en z des 
coefficients qui se trouvent dans α peut être factorisée en tant que : 
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( ) ( )11 2 1 1
0 1 1




k k k p
A z z e z z zpiα
−−
− − −
= = = +
= = − −∑ ∏ ∏  (IV.26) 
 
Pour k = p+1,…, N-1. Les zk sont les racines parasites existantes hors du cercle unité. Le 
problème est de déterminer le vecteur de sous-espace bruit permettant de réduire au minimum les 
effets des zéros parasites sur les sommets de ˆMNP . L’algorithme de norme minimale consiste donc 
à  trouver un vecteur α vérifiant les trois contraintes suivantes : 
1. α  est un vecteur appartenant au sous-espace bruit; 
2. α  est un vecteur ayant une norme euclidienne minimale;  
3. α  est un vecteur ayant 1 comme première composante. 
 
La première contrainte assure que les p racines de A(z) sont situées sur le cercle unité. Tandis 
que la deuxième contrainte garantit l’emplacement des racines parasites de A(z) à l’intérieur du 
cercle unité : 
1kz <  (IV.27) 
 










IV.6  Méthode ESPRIT 
La méthode ESPRIT est celle  d’estimation des paramètres du signal par la technique 
d’invariance rotationnelle. C’est un algorithme permettant la détermination et la détection des 
harmoniques avec une très grande précision d’estimation de fréquence et d’amplitude. Cela est 
indépendant de la taille de fenêtrage utilisée. C’est une approche appropriée pour avoir des 
résultats d’estimation spectrale fiables et sans effets de synchronisation [43-53, 61, 74, 84, 85]. 
Elle est fondée sur l’invariance à décalage. Elle existe naturellement entre la série temporelle 
discrète  conduisant à une invariance rotationnelle et les sous-espaces signal correspondants. 
Dans ce cas, les vecteurs propres U de la matrice d’auto-corrélation de signal définissent deux 
sous-espaces (signal et bruit) en utilisant deux matrices de sélection Γ1 et Γ2. 
1 1 2 2,S U S U= Γ = Γ  (IV.30) 
 
L’invariance rotationnelle entre les deux sous-espaces conduit à l’équation suivante : 
 
1 2S S= Φ  (IV.31) 
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La matrice Φ contient toutes les informations sur les N composantes fréquentielles. Les matrices 
estimées S1 et S2  peuvent contenir des erreurs [179]. En outre, l’approche de total des moindres 
carrés TLS permet de trouver la matrice Φ par minimisation de la norme de Frobenius relative à 
la matrice d’erreur. La détermination de cette matrice permet d’obtenir les estimations de la 










= =  (IV.33) 
 
L’application de toutes ces méthodes permet de réaliser ci-après, une comparaison entre leurs 
performances. Elles sont utilisées dans la détection des défauts pouvant se produire au sein d’une 
machine éolienne [197]. 
 
V. Critères de robustesse d’estimation 
 
La performance des méthodes indiquées, a été largement étudiée dans la littérature, en 
particulier dans le contexte d’estimation de la direction d’arrivée DOA [54, 66, 74-76]. 
 
Dans ce qui suit, on décrit l’évaluation de l’efficacité de ces méthodes détectrices de défauts, 
leur vitesse de calcul, leur précision et leur degré de dispersion d’estimation fréquentielle. Cela 
est réalisé pour différents niveaux du rapport signal sur bruit SNR et pour des valeurs fixes 
d’amplitude de défauts. 
 
La détection de la sévérité des anomalies est également étudiée en faisant varier les 
amplitudes de défaut dans l’intervalle [0, 0.2a0]. Les méthodes d’estimation fréquentielle 
précédentes sont appliquées en plusieurs scénarios. Cette application est une simulation sous 
Matlab [192] en considérant un générateur d’éolienne défectueux et en utilisant deux pôles pairs 
avec les valeurs nominales 4kW/50Hz, 230/400V. 
 
Le courant statorique induit de générateur d’éolienne est simulé en utilisant le modèle du 
signal décrit dans (IV.1). Il est illustré dans la figure IV.2 sur une fenêtre d’observation de 
largeur  0,25 second. Cela est réalisé pour les différents cas de défaillance décrits dans le tableau 
IV.1. Les paramètres de la simulation indiquée, sont illustrés dans le tableau IV.2 et dans le 
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tableau IV.3. Les  (fk(ω) = fk(f0, s, p, k, m)) sont des paramètres à estimer à chaque instant n selon 
les cas de défauts étudiés. Pour alléger le calcul des estimations fréquentielles, on a choisi la 
taille de la matrice d’auto-corrélation du signal étudié M =11. 
 








f0 50 Hz 






Fs 1000 Hz 
Itérations 200 
SNR [0,100] 
Amplitude du Courant 
Statorique a0 
10 A 
Processeur de calcul Intel Core2 Duo T6570 2,1 GHz 
 
Tableau IV.3  Scénarios de simulation de défauts 
 Fréquences (Hz) Amplitudes (A) Phase (rad) 
Défaut f
- f a-1 a1 φ-1 φ1 
Barres rotoriques cassées 22,53 70,83 1 1 0 0 
Roulements endommagés 89,25 367,74 1 1 0 0 
Désalignement 79,01 137,03 1 1 0 0 
Excentricité d’entrefer 74,18 98,35 1 1 0 0 
 
 
Figure VI.2  Courant statorique d’un générateur défectueux bruité (SNR=30dB) 
 
Choisir un entre plusieurs estimateurs est une tâche difficile. Par conséquent, certains critères 
de qualité sont donc nécessaires pour déterminer le meilleur parmi eux. La comparaison de leurs 
erreurs quadratiques moyennes MSE, définies par l’équation (IV.34) est utile pour l’évaluation 
théorique de leurs précisions en estimation spectrale [43-45, 64, 66, 85, 86] : 
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if est la valeur estimée de la fréquence de défaut. 
if est la valeur exacte de la fréquence indiquant le défaut.  
 N est le nombre d’itérations. 
 
Par conséquent, pour chaque scénario l’amplitude des harmoniques caractérisant les défauts 
est fixée à 0.1a0 comme indiqué dans le tableau IV.3.  
 
  
Figure VI.3  MSE moyenne de l’estimation 
fréquentielle des barres rotoriques cassées 
Figure VI.4  Variance moyenne de l’estimation 
fréquentielle des barres rotoriques cassées 
 
Les résultats de simulation de la détection des défauts des barres rotoriques cassées sont 
illustrés sur les figures IV.3, IV.4. C’est une simulation d’estimation fréquentielle. Ses résultats 
ont permis la représentation de l’évolution de la MSE et de la variance moyenne en fonction de 
la variation de rapport SNR. 
 
Pour tout courant statorique présentant un niveau de bruit élevé dans [0, 30dB], les méthodes 
Root-MUSIC et ESPRIT donnent une précision presque identique et médiocre puisqu’elles ont 
des hautes valeurs de MSE et une grande variance presque constante. Cela peut être justifié par 
leur forte sensibilité au bruit. Les méthodes de Prony et Pisarenko sont aussi presque identiques. 
Elles présentent une précision moyenne. Elles sont suivies par la méthode de Norme Minimale 
MN. Après celle-ci, la technique EV s’impose avec une valeur constante de MSE et une 
variation accrue de la variance moyenne. Cette approche EV donne une bonne précision 
comparée à la MN en raison de sa résistance au bruit. Au contraire, Root-MUSIC et ESPRIT 
deviennent plus précises lorsque le rapport SNR augmente dans l’intervalle [35,100dB]. Le 
niveau de précision de ces méthodes dépasse celui qu’ont donné Prony et Pisarenko. Elles ont 
une bonne valeur moyenne de certitude. La figure IV.5 présente une description statistique de 











































































 [95]  
 Chapitre IV 
temps consacré par chaque méthode pour calculer et trouver les valeurs estimées des fréquences 
suspectes. On peut donc classer ces algorithmes en trois catégories :  
1. Les méthodes de calcul rapide dans lesquelles on trouve MN, Prony et Pisarenko ;  
2. Les méthodes de vitesse moyenne de calcul auxquelles appartiennent Root-MUSIC ;  
3. Les méthodes de calcul lent dans lesquelles on a ESPRIT puis EV avec un temps de calcul 
très élevé ; 
 
Figure VI.5  Temps de calcul moyen pour la détection des barres rotoriques 
cassées par différentes MHR 
 
Cette variation de la vitesse de calcul pour chaque méthode peut être justifiée par la taille de la 
matrice d’auto-corrélation M du signal de courant statorique et par le calcul effectué pour former 
la matrice de covariance. Cela est justifié aussi par la taille des échantillons de courant statorique 
et par la valeur de la fréquence d’échantillonnage utilisée dans cette dernière. En détection des 
défauts des roulements intérieurs par l’estimation fréquentielle, on peut noter que la précision de 
ces méthodes est fixée en trois niveaux.  
 
En se basant sur les résultats de simulation illustrés sur les figures IV.6 et IV.7, le premier 
niveau dans lequel se trouvent ESPRIT et Root-MUSIC conduit à une même précision, même en 
présence d’un faible SNR, car leur variance et leur MSE diminuent rapidement avec 
l’augmentation du rapport SNR. La haute précision est obtenue avec les méthodes MN et EV 
suivies par celles de Pisarenko et Prony. Ces deux dernières offrent des valeurs de MSE et de 
variance presque constantes. La différence de précision remarquée, est due à l’écart existant 
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Figure VI.6  MSE moyenne de l’estimation 
fréquentielle relative aux roulements 
endommagés 
Figure VI.7  Variance moyenne de l’estimation 
fréquentielle relative aux roulements 
endommagés 
 
On remarque aussi sur les figures IV.8, IV.11 et IV.14, que toutes ces méthodes gardent la 
même évolution de temps de calcul que celle observée dans le scénario de détection précédent. 
 
 
Figure VI.8  Temps de calcul moyen de la détection des roulements 
endommagés par différentes MHR 
 
D’après les figures IV.9 et IV.10, la précision de détection de défaut du désalignement est très 
importante avec l’emploi des méthodes ESPRIT et Root-MUSIC. Elle augmente de façon 
significative en augmentant le rapport SNR. Alors que cette précision est modeste avec 
l’utilisation des techniques Prony et Pisarenko surtout pour des valeurs de SNR inférieures 
chacune à 30dB. Pour les autres valeurs, les méthodes EV, Prony et Pisarenko permettent 
presque la même précision. La méthode MN présente une précision relativement bonne mais elle 
n’atteint pas la rigueur des algorithmes ESPRIT et R-MUSIC.  
 
D’après les figures IV.12 et IV.13, et pour un courant statorique bruité issu d’une génératrice 
d’éolienne en présence d’une défaillance d’excentricité d’entrefer, les méthodes MN et EV 
semblent être les meilleures en raison de leur bonne précision. Cependant, les méthodes Prony, 
Pisarenko, Root-MUSIC et ESPRIT donnent une grande erreur d’estimation, mais lorsque le 
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SNR dépasse 25dB les algorithmes Root-MUSIC et ESPRIT occupent la première place dans la 
précision. Ils sont suivis par ceux de Prony et Pisarenko en dépassant l’algorithme MN avec un 
SNR au-delà de 50dB.  
 
  
Figure VI.9  MSE moyenne de l’estimation 
fréquentielle du désalignement 
Figure VI.10  Variance moyenne de l’estimation 
fréquentielle du désalignement 
 
 
Figure VI.11  Temps de calcul moyen pour la détection du désalignement par 
différentes MHR 
 
En principe, il existe quatre niveaux de précision d’estimation fréquentielle. Le meilleur degré 
est affecté à ESPRIT et R-MUSIC.  
 
  
Figure VI.12  MSE moyenne de l’estimation 
fréquentielle d’excentricité d’entrefer 
Figure VI.13  Variance moyenne de l’estimation 
fréquentielle d’excentricité d’entrefer 
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Le second est accordé à Prony et Pisarenko. Tandis que les autres degrés sont destinés à MN 
et EV respectivement. 
 
 
Figure VI.14  Temps moyen du calcul de la détection d’excentricité 
d’entrefer avec différentes MHR 
 
Pour comparer ces méthodes de détection et d’identification des harmoniques caractérisant 
l’apparition des défauts électromécaniques, une simulation a été faite sous différents scénarios 
dans le but d’étudier l’impact de la variation de l’amplitude des harmoniques de défauts sur la 
précision des techniques de discrimination employées dans cette mission. Les figures IV.15, 
IV.16, IV.17 et IV.18 montrent les résultats obtenus. 
 
  
Figure VI.15  MSE moyenne de détection des 
barres rotoriques cassées pour un  SNR=30dB 
Figure VI.16  MSE moyenne de détection des 
roulements endommagés pour un  SNR=30dB 
 
Dans une vision globale, il est conclu que les méthodes ESPRIT et Root-MUSIC sont très 
puissantes dans la détection des fréquences de défauts malgré leurs faibles amplitudes. Alors que 
les techniques EV et MN présentent une grande instabilité dans cette identification vu les 
fluctuations qu’elles présentent pour les défauts ayant une faible amplitude. Leurs précisions 
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Cependant, les méthodes de Prony et Pisarenko ont un modeste degré de performance par rapport 
à celui des méthodes ESPRIT et Root-MUSIC. En effet, ESPRIT et Root-MUSIC sont deux 
méthodes compétitives. Elles ont une bonne capacité de détection et de résolution. Elle dépasse 
fortement celles des autres méthodes étudiées. Quant à la technique ESPRIT, elle permet une 
haute précision et une très bonne fiabilité dans la discrimination des harmoniques des défauts 
contenues dans un courant statorique. Cela justifie l’utilité de cette méthode dans l’analyse 
spectrale des signaux électriques produits par un générateur d’éolienne. Cela est vrai, malgré que 
cet algorithme présente un temps de calcul élevé. Il doit être minimisé. 
 
  
Figure VI.17  MSE moyenne de détection de 
désalignement pour un SNR=30dB 
Figure VI.18  MSE moyenne de détection 
d’excentricité d’entrefer pour un SNR=30dB 
 
Cependant, les méthodes de Prony et Pisarenko ne sont pas performantes en détection lorsque 
le bruit augmente. Elles ont une utilité pratique limitée. Tandis que les algorithmes EV et MN 
sont relativement des bons outils en précision de détection puisqu’elles présentent parfois une 
légère détérioration dans l’estimation fréquentielle des harmoniques des défauts notamment avec 
la diminution de SNR. Cela est dû à la non correspondance des vecteurs propres aux fréquences 
requises.  
 
Ces algorithmes de traitement du signal ont été classés avec trois critères d’évaluation. Ils 
sont précédemment étudiés comme indiqué dans le tableau IV.4 [197]. 
 
Tableau IV.4  Classement des méthodes HRM étudiées selon leurs performances 
Méthode Temps de calcul Précision Risque Rang 
ESPRIT moyen très élevée aucun 1 
R-MUSIC moyen élevée aucun 2 
Min-Norm court moyen moyen 3 
EV long moyen moyen 4 
Pisarenko court faible moyen 5 
Prony court faible moyen 6 
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La méthode ESPRIT-TLS offre une meilleure résolution spectrale. Son amélioration est une 
opération exigée pour la rendre applicable en temps réel dans le diagnostic de défauts 
d’éoliennes. Le chapitre suivant met l’accent sur cette procédure. 
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Optimisation de la méthode ESPRIT-TLS 
 
I. Diagnostic de défauts par l’analyse spectrale 
 
I.1  Nécessité de diagnostic 
Les machines à induction électriques sont des dispositifs électromécaniques complexes. Ils 
sont souvent utilisés dans des applications de conversion de l’énergie électrique en une autre 
mécanique ou inversement. Ces machines sont utilisées en diverses conditions. Leurs 
applications peuvent être dans des endroits dangereux ou dans des environnements sévères. 
 
Cependant, ces machines sont exposées à de nombreuses pannes dues à des défauts de 
structure ou de fonctionnement. Toute panne non identifiée à temps, peut devenir catastrophique. 
La machine peut donc subir des dommages graves. Ainsi, les défauts non détectés peuvent 
générer des arrêts coûteux, des pertes de temps ou de production, des augmentations des coûts de 
maintenance et de gaspillage en matières premières. Nombreux techniciens  étaient préoccupés 
par le suivi d’état de fonctionnement de ces machines. La seule façon d’éviter leurs 
dysfonctionnements est de détecter à temps les défauts relatifs. A cause de cet ennui, la détection 
automatique des défaillances s’impose. 
 
Dans la manipulation de plusieurs appareils de mesure, le rôle de l’opérateur humain a été 
remplacé par des processus automatique à base des capteurs. Ces microsystèmes fournissent des 
informations plus précises sur les variables physiques à contrôler. Ces dispositifs ne sont pas 
idéaux. Ils peuvent avoir des défauts de fonctionnement. Cela peut donc générer des fausses 
alarmes. Le potentiel des défauts dans les capteurs, peut  devenir critique. Cela apparaît souvent 
dans le contrôle automatique des machines. Les dysfonctionnements dans ce cas, peuvent être 
dangereux, néfastes ou dévastateurs. 
 
En effet, avec l’ordinateur, la surveillance automatique en temps réel des machines est 
devenue possible. L’introduction des processeurs du signal numérique DSP dans tout réseau 
câblé ou sans fil avec un logiciel simple, a permis la protection de ces machines. Elle a été 
efficacement mise en œuvre sans coût supplémentaire. L’intelligence de ces nouvelle machines a 
permis d’intégrer des informations provenant de diverses sources. Pour les réseaux, elles 
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permettaient même de localiser tout composant défectueux, y compris les capteurs responsables 
de fausses alarmes.  
 
 La rapidité de réaction à l’apparition d’un défaut est également un paramètre décisif et 
réaliste. Cela est nécessaire avant d’avoir des fonctionnements désastreux des machines. Cette 
procédure est la base de détection et de diagnostic. Elle permet d’identifier et de localiser toutes 
les anomalies survenues dans les systèmes en utilisant leurs entrées, sorties et leurs structures 
[32, 34, 38, 40, 64, 66]. Le rôle principal d’un tel diagnostic est de générer l’alerte des 
défaillances dangereuses, leur reconnaissance et la planification de la maintenance préventive. 
Ce qui permet d’anticiper les risques et de les éviter. 
 
I.2  Type de diagnostic 
Les différentes techniques de diagnostic adoptées dans l’industrie ont été réalisées 
principalement à travers les stratégies suivantes [32, 34, 38, 40, 64, 66] : 
• Diagnostic de défauts, fondé sur l’approche signal, est l’analyse des données sur un  
système donné. Elle permet de décider si son état est normal ou anormal; 
• Diagnostic de défauts, basé sur un modèle de connaissances relatives à un  système 
donné, est le traitement d’un modèle mathématique caractérisant le mode de 
fonctionnement ou l’état de ce système. Il est réalisé à l’aide des algorithmes 
d’intelligence artificielle comme illustré sur la figure V.1; 
 
 
Figure V.1  Diagnostic par modèle de connaissance  
 
L’implémentation pratique du diagnostic de défauts a été faite selon trois phases essentielles 
comme illustrées sur la figure V.2. L’approche de diagnostic de défauts par traitement du signal, 
consiste à surveiller une machine à induction. Cette procédure est réalisée à partir des sources 
d’informations données par différents capteurs. Ceux-ci peuvent être utilisées séparément ou 
traitées dans l’ensemble pour détecter et localiser des défaillances. En effet, tout signal mesuré, 
ayant des oscillations harmoniques ou des fluctuations de nature aléatoire, peut être lié à un 
défaut de la machine. Parmi les méthodes de traitement numérique du signal, occupant une 
grande place dans l’exploration de courant statorique, est la technique MCSA. Elle consiste à 
Modèle mathématique de 
connaissance 
Système physique 
Entrées du système 
Sorties prédites 
Sorties actuelles du 
système 
Algorithme de comparaison 
et de diagnostic 
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indiquer tout défaut par sa signature spectrale qui le caractérise. Elle est facilement accessible. 
Elle a la capacité de détecter les défauts électromagnétiques et mécaniques. Plusieurs travaux de 
recherche ont été orientés dans ce sens [32-41]. 
 
 
Figure V.2  Phases de diagnostic de défauts d’une machine à induction  
 
I.3  Concepts de base de diagnostic 
       Pour comprendre la théorie de diagnostic, il est nécessaire de définir ses propres concepts 
de base [32-41] : 
 
• Défaut : qui est un état indésirable, reflétant un écart entre le comportement normal de 
référence d’un système physique et celui observé lors de son instrumentation. Ce défaut 
peut ne pas affecter le fonctionnement d’un tel système, mais il peut prédire sa 
défaillance future. La recherche des défauts est donc une tâche essentielle en diagnostic. 
 
• Défaillance : définit l’excentricité fonctionnelle dans un système physique. Celui-ci  sera 
dans ce cas, incapable d’achever ses fonctions ou ses services. Un défaut comprend une 
défaillance mais l’inverse n’est pas juste. Il existe plusieurs types de défaillances. Elles 
sont classées selon leurs causes, leurs conséquences, leur degré de gravité, leur apparition 
et leur évolution. 
 
• Panne : est le résultat d’apparition d’une défaillance. Le système relatif cesse de faire 
correctement sa fonction. 
 
• Symptôme : est une caractéristique indiquant l’état anormal de système relatif. 
 
• Perturbation : est l’entrée non contrôlée d’un système physique. Elle a une influence 
gênante. Son effet est la variation inattendue des grandeurs physiques en sortie de 
système. 
 
Les systèmes de diagnostic de défauts exécutent les trois principales tâches suivantes : 
− Domaine temporal  
− Domaine fréquentiel  
− Accumulation des données  
 
− Décider l’existence d’un défaut 
− Décider la sévérité de ce défaut 
 
 
− Limiter le fonctionnement de la 
machine selon la sévérité de défaut 
− Planifier la maintenance 
 
Machine électrique à 
induction 
Phase 1 
Détection de défaut 
 
Phase 2 
Prise de décision 
Phase 3 
Réaction via contrôleur ou IHM 
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1) détection de défaut : c’est l’indication de quelque chose qui ne va pas dans le système 
surveillé ; 
2) localisation de défaut : c’est la détermination de la position exacte de défaut (composant 
défectueux) ; 
3) identification de défaut : c’est la détermination des causes et de la gravité de défaut ; 
 
I.4  Algorithme de diagnostic par analyse spectrale 
Les méthodes de diagnostic par analyse spectrale du signal s’appuient sur la propriété 
d’existence des paramètres fréquentielles relatives au fonctionnement normal ou défaillant de 
système surveillé. Cette approche exige dans un premier temps, la modélisation des signaux. 
Après, une transformation de ces derniers en  domaine fréquentiel s’ensuit. Cette procédure est 
adéquate au diagnostic des machines électrique à induction. L’apparition des phénomènes 
anormaux s’interprètent par l’apparition des fréquences parasites (harmoniques ou raies) dans les 
spectres des grandeurs affectées par les défauts. Ces grandeurs sont soit électriques (souvent les 
courants statoriques de ligne) ou soit mécaniques (vibration, couple électromagnétique). La 
figure V.3 illustre l’organigramme général de diagnostic par analyse spectrale. 
 
 
Figure V.3  Organigramme général de diagnostic par l’analyse spectrale 
 
Machine électrique à 
induction 
Capteurs : mesures et 
observations 




Identification de défaut 
Décision 
Arrêter la machine Autoriser le fonctionnement  
Maintenance Consigne 
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Cette technique nécessite une analyse d’un expert [32-41]. Grâce à son avantage, on a 
employé la méthode ESPRIT-TLS pour la détection spectrale des défauts.  
 
II. Limitations de la méthode ESPRIT-TLS 
 
Pour détecter les défauts dans les machines électriques, des recherches récentes sont orientées 
vers la télésurveillance. Elles sont basées sur l’analyse spectrale du courant statorique CSA. 
Cette technique est très pratique et moins onéreuse. En outre, avec le développement 
technologique des processeurs avancés du signal numérique DSP, le diagnostic des pannes et des 
défaillances des pièces dans les machines électromécaniques peut maintenant être fait en temps 
réel [38, 40, 97]. Plusieurs approches appliquant des techniques avancées de traitement du signal 
ont été utilisées dans ce cas, tels que la FFT, la STFT, la DWT,… Cependant, ces méthodes 
restent limitées parce qu’elles présentent quelques inconvénients affectant leur robustesse. Ils 
sont résumés comme suit :  
• Temps d’échantillonnage accru pour une bonne résolution de fréquence;  
• Discrimination des fréquences limitée par la longueur de la fenêtre d’observation 
relativement à la durée du signal; 
• Résolution fréquentielle dépendante de la résolution temporelle et inversement; 
 
On a réalisé dans [197] une analyse comparative des performances des méthodes d’estimation 
fréquentielle à haute résolution HRM. Ces algorithmes sont basés sur l’analyse des valeurs et des 
vecteurs propres de la matrice d’auto-corrélation de courant statorique corrompu par un bruit.  
 
Dans cette investigation, on a démontré que la méthode ESPRIT-TLS a une haute précision. 
Elle surpasse tous les autres algorithmes. C’est une méthode de haute résolution HRM. Elle est 
nommée méthode de sous-espaces. Elle est largement adoptée au diagnostic des machines 
électromécaniques. Elle est utilisée dans l’estimation fréquentielle [38, 56, 61, 65]. C’est un 
algorithme permettant une précision de détection spectrale très élevée et une haute résistance au 
bruit par rapport aux autres méthodes telles que MUSIC et Root-MUSIC.  
 
Cependant, la méthode ESPRIT-TLS exige un temps de calcul important. Il apparait dans 
l’estimation des fréquences, surtout avec une grande matrice d’auto-corrélation ou avec un grand 
nombre des données du signal acquis.  
 
Une technique à rang réduit [85] a été proposée pour transformer l’algorithme de la méthode 
ESPRIT en algorithme simplifié à faible complexité.  Toutefois, cette version présente une 
dégradation des performances. Elle apparaît notamment lors de diminution de rapport SNR ou 
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lors d’atténuation des harmoniques. Son application dans la détection des anomalies en temps 
réel, reste donc très limitée malgré sa haute précision. Une version améliorée de la méthode 
ESPRIT-TLS pour une détection et un diagnostic des défauts d’éoliennes plus rapides s’impose. 
Un perfectionnement est donc proposé. Il est basé sur une technique de filtrage passe-bande et 
sur une technique de décimation [214]. En effet, cela permet de nombreux avantages :  
• Diminution de coût de complexité de la méthode ESPRIT-TLS et réduction de son temps 
d’exécution ;  
• Économie d’espace mémoire et augmentation de la précision en bande de fréquences 
spécifiées, etc. ; 
 
III. Théorie de la méthode ESPRIT-TLS 
 
Les méthodes à haute résolution HRM sont très utilisées en diagnostic des anomalies des 
machines à induction. Elles permettent de détecter et d’identifier tout élément défaillant de 
celles-ci. Cela est réalisé à l’aide de la fréquence et de l’amplitude de son signal statorique. 
D’après nos tests, la technique la plus exacte et la plus efficace est ESPRIT-TLS. Elle appartient 
à l’ensemble des méthodes paramétriques d’estimation spectrale à sous-espaces. Elle est basée 
sur la décomposition en vecteurs propres. Elle  sépare donc l’espace d’observation en sous-
espace du signal utile et en son complément orthogonal, dit sous-espace de bruit. Ainsi, 
l’invariance rotationnelle entre les deux sous-espaces permet l’extraction des composantes 
spectrales présentes dans le signal étudié [36, 70-75, 85, 86]. On va présenter en détail les 
fondements théoriques de la méthode ESPRIT-TLS pour qu’on puisse l’amender par la suite. 
 
III.1  Estimation de la matrice d’auto-corrélation 
En se basant sur le modèle du courant statorique défini par l’équation (IV.1) abordée au 
chapitre IV, la matrice d’auto-corrélation de ce signal peut alors être estimée comme suit [74] : 
 
( ) ( ) 2. . . .H Hi s b bR E i n i n R R S P S Iσ = = + = +   (V.1) 
 
Elle est composée d’une somme des matrices d’auto-corrélation de signal et du bruit. Le symbole 
H indique la transposée hermitienne. σb² est la variance du bruit blanc. I est la matrice identité de 
taille (NsxNs). Par contre, P est la matrice de puissance des harmoniques définie par : 
 
2 2 2
1 2 LP diag I I I =    (V.2) 
 
S est la matrice de Vandermonde définie par : 
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[ ]1 i LS s s s=    (V.3) 
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La taille finie des données du signal rend le calcul de la matrice d’auto-corrélation Ri imprécis. 
C’est une matrice inconnue au début. Elle doit être singulière. Pour toute détection efficace, il est 
nécessaire de réduire par moyennage, les fluctuations statistiques présentes dans l’estimation de 
cette matrice d’auto-corrélation [43], [74]. En outre, la précision de ESPRIT-TLS dépend de la 
dimension (M ≤ Ns) de Ri. Il est possible de la calculer [43-46], [74] à partir des échantillons de 















Où M et D sont respectivement l’ordre de la matrice des données et la matrice  de Hankel définie 
par (voir Annexe II) : 
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La dimension de Ri doit être suffisamment élevée pour avoir plus de valeurs propres pour le 
sous-espace de bruit. Elle doit être aussi suffisamment faible pour minimiser le temps de calcul. 
Lorsque la valeur de M devient en dessous de Ns/3, on observe une augmentation de l’erreur de 
détection fréquentielle. Au contraire, si M augmente au-delà de Ns/2, le temps de calcul 
augmente. Il y a donc un compromis à prendre en considération pour un bon choix de M. La 
valeur de M est choisie empiriquement. Elle est bornée comme montré dans l’encadrement (V.7) 
afin d’assurer une bonne performance d’estimation: 
 
3 2
s sN NM< <  (V.7) 
 










Le nombre L de fréquences n’est pas connu a priori. C’est la dimension fréquentielle du signal 
FSDO (Frequency Signal Dimension Order). L doit être estimé par la minimisation de la fonction 
coût MDL(k). Elle est nommée longueur minimale de description (Minimum Description 
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Length). Afin d’obtenir une estimation robuste, le critère MDL est utilisé comme exprimé [44, 





































N Lρ = − − (V.10)
 
Les λi sont les valeurs propres de la matrice d’auto-corrélation Ri. L’estimation de L peut alors 
être analytiquement exprimée sous la forme : 
 
( )( )ˆ arg minkL MDL k=  (V.11)
 
Cependant, les performances ESPRIT-TLS deviennent complètement dégradées en choisissant 
une valeur fausse de FSDO. 
 
III.2  Décomposition propre de la matrice d’auto-corrélation 
La décomposition propre de la matrice d’auto-corrélation Ri est donnée par l’exploitation des 
valeurs propres {λ1, λ2, ..., λM} et leurs vecteurs propres correspondants {v1, v2, ..., vM}[44] : 
 
1
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[ ] [ ]1 1,s L s LU v v E diag λ λ= =   (V.13)
2
1 ,s sb L N b b N LU v v E Iσ+ − = =  (V.14)
 
Us représente la matrice des vecteurs propres de sous-espace signal. Ils sont relatifs aux L  
valeurs propres arrangées en ordre décroissant. Tandis que Ub représente la matrice des vecteurs 
propres de sous-espace bruit relatives aux Ns-L vecteurs propres. Ils ont des valeurs propres 
égales à la variance σb² de bruit. Les matrices diagonales ES et Eb contiennent les valeurs propres 
λi correspondantes aux vecteurs propres vi. 
 
III.3  Estimation fréquentielle 
La méthode ESPRIT-TLS est basée sur l’étude de sous-espace signal Es. Elle utilise certaines 
propriétés d’invariance rotationnelle fondée sur le cas d’exponentielle. Une décomposition de la 
matrice S en deux matrices S1 et S2 est considérée comme suit : 
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S1 représente les premières (Ns-1) lignes de la matrice S 
S2 représente les dernières (Ns-1) lignes de la matrice S 
L’invariance rotationnelle entre les deux sous-espaces conduit à l’équation suivante : 
 
1 2S S= Φ  (V.16)
 
La matrice Φ contient toutes les informations sur les L composantes fréquentielles. Pour éviter 
les erreurs, l’algorithme ESPRIT-TLS (Somme des moindres carrés) permet de trouver la 


















































La détermination de cette matrice peut conduire à obtenir les estimations de la fréquence définie 








Argf F k L
pi
Φ
= =  (V.18)
 
III.4  Estimation des puissances des harmoniques 
Au début,  les composantes fréquentielles recherchées dans le signal sont estimées par la 
méthode ESPRIT-TLS. Les valeurs de leurs amplitudes et de leurs puissances sont ensuite  




. . . .
L
H H
s k b k k
k
R S P S v vλ σ
=
= = +∑  (V.19)
 
On suppose que les vecteurs propres de sous-espace signal sont normalisés comme suit : 
 
. 1Hk kv v =  (V.20)
Ainsi, pour k=1, 2,…, L : 
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. .i k k kR v vλ=  (V.21)
 
En multipliant les deux côtés de cette équation par vkH, on a : 
 
. . . .
H H
k i k k k kv R v v vλ=  (V.22)
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= −∑  (V.24)
 
Avec : 
( ) 22 2. kj fHk k ks v Q e pi=  (V.25)
 
L’équation (V.18) peut être écrite comme suit : 
 






k k k b
k
P Q e pi λ σ
=
= −∑  (V.26)
 
Cette formulation est un ensemble de L équations linéaires avec un nombre L de puissances 
d’harmoniques inconnues. Il est très facile d’extraire le vecteur P des puissances des 
harmoniques à partir de l’équation (V.21). 
 
IV. Amélioration des performances de la méthode ESPRIT-TLS 
 
La discrimination des composantes fréquentielles de petites amplitudes autour de la fréquence 
fondamentale f0 par la méthode ESPRIT-TLS est difficile. Cela est essentiellement dû au temps 
du calcul nécessaire à l’exécution de cet algorithme pour trouver les composantes fréquentielles 
correspondantes. En effet, le coût de calcul de la méthode ESPRIT-TLS augmente avec la taille 
de la matrice d’auto-corrélation et avec le nombre des échantillons du signal acquis. Sa 
complexité est multipliée par Ns3. Cela constitue un inconvénient majeur. Il peut causer une 
évolution catastrophique de défaillance de toute machine éolienne. Il peut conduire à des 
dommages graves. Pour appliquer en temps réel, la télésurveillance d’état de santé d’éolienne, 
une version améliorée de l’algorithme ESPRIT-TLS intitulée Fast-ESPRIT a été proposée et 
utilisée. Cet algorithme amélioré est basé sur le filtrage passe-bande à réponse impulsionnelle 
infinie IIR (Infinite Impulse Response) et sur une technique de décimation de toute bande 
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fréquentielle [fl, fh] de défaut à déceler.  Les bornes fl et fh de cette bande sont les fréquences de 
coupure basse et haute du filtre passe-bande utilisé. Le choix de ce type de filtre IIR est justifié 
par le fait qu’il offre de meilleures performances avec un ordre inférieur et avec des très faibles 
coefficients en plus de son implémentation simple et facile. Ce processus permet une réduction 
remarquable du temps de calcul et de la taille mémoire occupée par les données traitées. Le 
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La figure V.4 montre le schéma fonctionnel des différentes étapes de l’algorithme Fast-ESPRIT. 










 estimées Pk 
 
Courant Statorique Triphasé 
Échantillonnage avec Fs pour Ns données 
Calcul de vecteur spatial du courant statorique  
id  par l’équation (31) 
 
i1(t) i2(t) i3(t) 
    i1[n]   i2[n]   i3[n] 
filtrage IIR Passe-bande dans l’intervalle 
fréquentiel  fBW =[fl, fh] 
 
Décimation de idf[n] par le facteur Г 
 
    id[n] 
  idf[n] 
Application de ESPRIT-TLS sur le signal 
décimé avec Ns/Г échantillons de données 
 
   idfr[n] 
Estimation de L par l’équation (14) 
et calcul de Г par l’équation (30) 
 
id[n] 
Estimation de Ri par l’équation (8) et la 
décomposition propre pour obtenir λi et vi 
 
λi 
   id[n] 
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La figure V.5 montre la variation du facteur Г selon fh. Ce facteur de décimation diminue avec 
l’augmentation de la fréquence maximale des harmoniques détectées dans le signal. 
 
 
Figure V.5  Evolution du facteur de décimation avec la fréquence de défaut  
 
Dans un premier temps, les valeurs acquises i1,2,3[n] du courant statorique triphasé échantillonné 
à la fréquence Fs sont utilisées pour calculer le vecteur spatial du courant statorique [217] 
comme suit :  
22





i a i a ii a e
pi+ +
= =  (V.28)
 
Où a, est un opérateur spatial. Ce vecteur permet la détection et le diagnostic des défauts dans 
toutes les phases du courant statorique au lieu de se limiter à examiner leur signature dans ces 
phases. Avec cette nouvelle méthode, le temps du calcul est minimisé. Dans sa deuxième étape, 
une estimation de la matrice d’auto-corrélation Ri est réalisée. Les valeurs propres λi sont ensuite 
extraites. Elles permettent d’estimer le nombre L d’harmoniques à rechercher dans le courant 
statorique en appliquant le critère MDL vu dans les relations (V.9) et (V.10). Ensuite, la séquence 
de signal id[n] est soumise à l’action d’un filtre récursif passe-bande à réponse impulsionnelle 
infinie (IIR). Ce filtre numérique est basé sur un ajustement  des moindres carrés dans la gamme 
de fréquences [fl, fh] caractérisant les défauts recherchés. Il a une réponse plate dans la bande 
passante souhaitée. Son utilisation est justifiée par son efficacité dans l’extraction des 
informations nécessaires à la reconnaissance des défauts.  
 
Dans la troisième étape de cet algorithme, la séquence idf[n] du vecteur spatial relatif au 
courant statorique, est décimée par un facteur Г comme exprimé dans (V.26). La technique de 
décimation appliquée est basée sur utilisation d’un filtre passe-bas assurant l’anti-aliasing ou 
l’anti-crénelage (anti-escalier). Ce filtre élimine les parties du signal ne contenant aucune 
information pertinente. Cela permet de minimiser les effets de distorsion afin de garantir une 
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haute résolution fréquentielle. L’avantage qu’offre cette décimation mise en œuvre, est la 
réduction du coût de traitement et de la taille mémoire nécessaire pour une implémentation bon 
marché. Enfin, l’algorithme ESPRIT-TLS est appliqué sur la séquence du signal décimé de Ns/Г 
échantillons de données. Cette application est dans le but d’identifier toutes les composantes 
fréquentielles et leurs puissances contenues dans le signal du courant statorique triphasé. 
 
V. Simulation, analyse des résultats et champs d’application 
 
L’apparition d’un défaut dans un système éolien conduit à son dysfonctionnement. Il l’oblige 
à se déconnecter de réseau, et d’attendre une opération de maintenance. De plus, si ce défaut 
n’est pas détecté et compensé rapidement, il peut entrainer la destruction des convertisseurs et 
d’autres dégâts. Pour éviter cela, l’application de la méthode proposée Fast-ESPRIT en 
surveillance temps réel d’un tel système éolien sera efficace. Cette solution présente des qualités 
en rapidité de calcul et en précision. L’approche ainsi exposée a été appliquée et simulée sous 
différents scénarios et sous divers types de défaillances d’éoliennes. Elles sont détaillées dans le 
tableau IV.1 de la section II du chapitre IV.  
 
Pour évaluer sa performance dans la détection d’anomalies en temps réel, l’algorithme Fast-
ESPRIT a été intégré avec un contrôleur de diagnostic de pannes qui collabore avec des capteurs 
de vibrations localisés dans des pièces mécaniques spécifiques d’éolienne pour surveiller leurs 
niveaux de vibration au sein de la machine.  
 
Le contrôleur décide d’abord l’existence d’un défaut ou non en fonction de deux paramètres : 
la mesure des vibrations recueillies par ces capteurs et les fréquences des harmoniques avec leurs 
puissances estimées par la méthode Fast-ESPRIT. Puis, ce contrôleur classifie et localise les 
défaillances ainsi détectées selon leurs types. Cela permet au personnel de maintenance 
d’intervenir pour réparer le composant défaillant concerné facilement et au temps exact. La 
figure V.6 illustre la technique expliquée. 
 
En effet, l’algorithme de diagnostic appliqué est basé sur la commutation de la bande 
fréquentielle caractérisant tout défaut. Cet algorithme balaie chaque bande séparément. Il 
recherche les défauts susceptibles de se produire. Dans leur détection, ces défauts sont classés 
selon leur type et en fonction de leurs fréquences. Ainsi, leur diagnostic se fait relativement aux 
intervalles spectraux encadrant la signature de défaut [32, 202-206]. 
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Figure V.6  Diagnostic intelligent des anomalies d’éolienne à l’aide l’algorithme Fast-ESPRIT 
 
Cela signifie que la méthode Fast-ESPRIT n’est pas appliquée à la totalité du signal. Elle 
permet d’inspecter seulement la partie  contenant les informations désirées. Elles sont extraites 
pour les analyser ultérieurement. Lors de détection d’un défaut, un système d’alarme est 
déclenché pour alerter le personnel de surveillance et d’entretien d’urgence. Cette procédure 
offre de nombreux avantages, car elle permet une identification efficace et une classification 
précise des défauts avec une implémentation économique en temps réel [34, 38, 40]. 
 
Des simulations sur ordinateur sont réalisées à l’aide de logiciel Matlab [192]. Un générateur 
d’éolienne présentant des anomalies électromécaniques, ayant deux pôles pairs et les valeurs 
nominales suivantes 4kW/50Hz, 230/400V est utilisé. Le courant statorique issu du générateur 
d’éolienne est simulé selon un modèle décrit dans l’équation (IV.1) de la partie III en chapitre 
IV. Les paramètres de simulation sont résumés dans le tableau V.1. Pour simplifier la simulation, 
une seule phase du courant statorique triphasé a été étudiée. La puissance Pk de chaque défaut 












Échantillonnage avec Fs pour Ns 
données 
Calcul de la composante directe 
Id 
 
i1(t) i2(t) i3(t) 
i1[n] i2[n] i3[n] 
Capteurs de vibration 
Capteurs de Courant/Tension 
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Application de Fast-ESPRIT avec 
un temps de calcul réduit  
Niveau de 
vibration 
  fk Contrôleur de  
diagnostic 
Pas de défaut Commutation de la bande 
fréquentielle de défauts 
fBWi =[fli, fhi] 
+ 
Démarrer le système d’alarme  
et classifier les defaults détectés 
 
  Défaut détecté 
Générateur 
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f0 50 Hz 
fr 29,01 Hz 
nb 12 
Ns 1024 
Fs 1000 Hz 
Amplitude du courant statorique 
 
10 A 
Processeur de calcul Intel Core2 Duo T6570 2,1 GHz 
 
Avant de l’examiner, le signal du courant statorique doit être filtré. Cela permet d’obtenir en 
sortie un signal composite ayant un bruit négligeable par rapport à la fondamentale et à ses 
harmoniques. 
 
V.1  Détection d’excentricité d’entrefer 
Dans le but de comparer les performances de la méthode originale ESPRIT-TLS avec celle 
proposée Fast-ESPRIT, on présente les résultats de simulation sur le tableau V.2. Ils permettent 
d’identifier la signature spectrale de défaut d’excentricité d’entrefer, dans une éolienne ayant les 
caractéristiques techniques décrites précédemment.  
 
Tableau V.2  Comparaison de performance de calcul  










25.82 Hz/ -10.97dB  
74.17Hz/ -13.47dB 
16 511 4.3471 
Fast-ESPRIT 205 
49.99Hz/ 16.96dB 
25.81Hz/ -12.10dB  
74.17Hz/ -14.12dB 
3.2 102 0.03046 
 
Les harmoniques caractérisant ce défaut sont présentés sur le tableau V.3. Cette expérience a été 
effectuée avec un niveau élevé du rapport signal sur bruit (SNR=80dB). Cela permet de 
déterminer le temps de calcul et la taille mémoire nécessaires aux deux algorithmes. 
 
Tableau V.3  Paramètres de défaut d’excentricité d’entrefer  






-13.46 3 80 
 
Selon le tableau V.2, les deux algorithmes ESPRIT-TLS originale et Fast-ESPRIT offrent une 
précision satisfaisante. Elles ont permis d’identifier convenablement la fréquence fondamentale 
f0 et les harmoniques fecc distinguant le défaut (Nh=L=3) et ayant des petites amplitudes. Une 
faible différence en performance d’estimation de la puissance et de la fréquence est observée 
pour l’algorithme Fast-ESPRIT entre les valeurs de référence et celles estimées par cette 
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méthode. Cette négligeable perte est justifiée par les atténuations provoquées par le filtre IIR 
passe-bande utilisé. Les résultats obtenus confirment aussi la réduction importante en temps du 
calcul 142,7 fois inférieur. La taille mémoire nécessaire au traitement a connu également une 
diminution remarquable 5 fois moins. La complexité de cet algorithme a été en effet, modifié de 
Ns3 à (Ns/Г)3. 
 
La figure V.7 illustre l’estimation de la dimension de sous-espace signal à l’aide du critère de 
Rissanen. Ce dernier est basé sur la minimisation de la fonction coût MDL exprimé en (V.9) et 
(V.10). On remarque que l’estimateur MDL est conforme, mais ses performances se dégradent 
pour un signal bruité ayant un faible rapport SNR [44, 216, 217]. 
 
 
Figure V.7  Estimation du nombre de fréquences du signal par le critère MDL selon SNR 
 
Dans la plupart des applications pratiques, le processus de décision sur l’ordre d’un modèle de 
système tient compte de la précision du modèle, des ressources de calcul, de la complexité du 
modèle et de la modélisation des caractéristiques des effets du bruit. 
 
La figure V.8 montre le gain de la réponse fréquentielle du filtre IIR passe-bande de Yule-
Walker, utilisé dans l’algorithme Fast-ESPRIT.  
 
 
Figure V.8  Gain fréquentiel du filtre IIR passe-bande de Yule-Walker 
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Ce filtre a un ordre h=25. De toute évidence, on remarque que ce filtre présente une réponse 
plate dans la bande passante cible. 
 
Sur la figure V.9, on illustre graphiquement les estimations de puissance et de fréquence 
données par la méthode proposée. Il apparaît évident que la technique Fast-ESPRIT a détecté 
avec une haute précision toutes les fréquences existantes dans le signal composite de simulation. 
Elle a identifié aussi toutes ses harmoniques existantes dans la bande fréquentielle [20,80]Hz 
caractérisant tout défaut d’excentricité d’entrefer. 
 
 
Figure V.9  Détection de défaut d’excentricité d’entrefer par Fast-ESPRIT  
 
V.2  Détection de barres rotoriques cassées 
Cette fois ci, la méthode Fast-ESPRIT proposée, a été appliquée au courant statorique du 
générateur d’éolienne. Cette application a été effectuée pour détecter dans l’intervalle de 
fréquences [15, 80]Hz, la signature spectrale de la cassure des barres rotoriques. Les 
caractéristiques de ce défaut sont présentées dans le tableau V.4. Les résultats obtenus sont 
moyennés autour de cinquante réalisations. 
 
Tableau V.4  Paramètres de défaut barres rotoriques cassées 















A partir de la figure V.10, on observe que la méthode Fast-ESPRIT nécessite un temps de 
calcul important. Elle a un taux d’erreur d’estimation plus élevé en détermination des 
harmoniques de défaut et de leurs puissances pour des valeurs de SNR ≤ 15dB. Cela peut être 
interprété par les retards effectués en recherche des valeurs et vecteurs propres de la matrice 
d’auto-corrélation. 
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Figure V.10  Evolution de l’erreur moyenne d’estimation et de temps de calcul selon SNR 
 
Au contraire, le temps de calcul en question diminue progressivement pour un signal 
légèrement bruité ayant un rapport SNR > 15dB. L’erreur d’estimation moyenne diminue jusqu’à 
sa valeur minimale du fait que SNR > 55dB. 
 
On déduit de cette simulation que la méthode proposée a des difficultés en identification des 
défauts dans un environnement très bruyant. Par ailleurs, la figure V.11 montre que pour un 
signal de courant statorique ayant un rapport SNR < 10dB, la détection des puissances et des 
harmoniques de défaut présente des erreurs et une fluctuation remarquable.  
 
 
Figure V.11  Variation d’erreur moyenne d’estimation selon l’ordre du filtre IIR et le 
SNR 
 
Ce taux d’erreur diminue lorsque l’ordre du filtre IIR passe-bande de Yule-Walker augmente. 
Cependant, la performance d’identification s’améliore et atteint un degré acceptable lorsque le 
rapport signal sur bruit SNR dépasse les 10dB. Dans ce cas, le taux d’erreur d’estimation se 
stabilise progressivement pour atteindre une valeur asymptotique. 
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Bien que l’écart type de l’erreur moyenne d’estimation soit faible en augmentant l’ordre du 
filtre IIR passe-bande de Yule-Walker, la précision de la méthode s’améliore 
proportionnellement. 
 
En analysant la figure V.12, la discrimination des harmoniques de défaut ayant de faibles 
amplitudes est difficile. Parce que l’erreur moyenne d’estimation de puissances atteint sa valeur 
maximale lorsque le SNR diminue. Ainsi, pour avoir des résultats satisfaisants en termes de 
reconnaissance correcte de défaut, il est nécessaire d’ajuster le rapport SNR à une valeur 
supérieure à 15dB. Par contre, lorsque l’amplitude de défaut augmente, l’algorithme devient 
capable d’identifier les harmoniques avec plus de précision. 
 
 
Figure V.12  Variation d’erreur moyenne d’estimation selon l’amplitude de défaut et le SNR 
 
La figure V.13 présente le résultat de détection des harmoniques générées par le défaut de la  
cassure des barres rotoriques. Elle est effectuée par la méthode proposée Fast-ESPRIT.  
 
 
Figure V.13  Détection de défaut de barres rotoriques cassées par Fast-ESPRIT 
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Il est remarqué que l’algorithme Fast-ESPRIT est capable de séparer et de distinguer les 
composantes spectrales très proches et ayant des amplitudes plus faibles. Il le fait avec une haute 
précision de résolution et dans un temps de calcul optimal de 0,03021 seconde. 
 
V.3  Détection de roulements endommagés 
Dans le troisième test, l’algorithme Fast-ESPRIT proposé, a été évalué en détection de 
signature spectrale des roulements endommagés dans la plage de fréquences [40, 200Hz]. Sur le  
tableau V.5, on donne les paramètres de défaut simulé. 
 
Tableau V.5  Paramètres de défaut roulements endommagés 






-15.05 3 20 
 
Sur la figure V.14, on montre que l’approche proposée permet de donner un résultat satisfaisant 
avec une bonne précision et un temps minimal de calcul. Il a atteint 0,07093 secondes, même si 
la plage de recherche est large. Il est remarqué que ce temps de calcul est le double de celui  
nécessaire à la détection des défauts précédents. Lorsque l’intervalle fréquentiel de recherche des 
défaillances s’allonge, l’algorithme Fast-ESPRIT consomme beaucoup plus de temps pour 
trouver les harmoniques relatives à un défaut donné. 
 
 
Figure V.14  Détection de défaut de roulements endommagés par Fast-ESPRIT 
 
V.4  Détection de désalignement 
Dans cette simulation, la méthode Fast-ESPRIT a été évaluée pour identifier un nombre 
important d’harmoniques qui caractérisent la signature spectrale de défaut de désalignement dans 
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Tableau V.6  Paramètres de défaut désalignement 





















En se référant à la figure V.15, la méthode appliquée offre une bonne capacité d’estimation 
spectrale. Elle a un bon coût de calcul qui égale à 0,07178 secondes. 
 
 
Figure V.15  Détection de défaut de désalignement par Fast-ESPRIT 
 
Comme illustré sur la figure V.16, lorsque la largeur de la bande fréquentielle [fl, fh] qui 
contient les harmoniques d’un défaut et qui possède une borne supérieure fh croissante et proche 
de la valeur de Nyquist FNyquist/2=Fs/4, le facteur de décimation Г diminue. Par conséquence, le 
nombre des échantillons du signal augmente. Cela provoque l’augmentation de dimension de la 
matrice d’auto-corrélation et conduit à l’élévation du temps de calcul.  
 
Dans l’autre côté, si on a (fh < FNyquist/2) le temps de calcul consommé par l’algorithme Fast-
ESPRIT devient minimal. Il reste presque sans changement malgré l’augmentation du nombre 
d’harmoniques de défaut contenues dans le signal du courant statorique. Cette augmentation 








Où ∆t est le temps nécessaire pour traiter un seul échantillon du signal. 
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Figure V.16  Temps de calcul en fonction de la bande fréquentielle de défaut et le facteur 
de décimation 
 
Dans l’application de cet algorithme, la croissance de Fs provoque l’augmentation du nombre 
des échantillons de signal. Cela conduit à une croissance de taille de la matrice d’auto-
corrélation. Comme résultat, on peut dire que l’approche Fast-ESPRIT consomme un grand 
temps du calcul pour identifier avec précision toutes les fréquences inclues dans le signal traité.  
Donc, pour adapter cet algorithme de détection à un contrôle en temps réel, il faut faire un 
compromis entre le choix d’une fréquence d’échantillonnage et le temps de calcul investi par 
celui-ci. 
 
VI. Implémentation de Fast-ESPRIT sur un DSP 
 
Avec le développement des processeurs du traitement du signal DSP, les défauts 
électromécaniques des machines à induction peuvent être facilement diagnostiqués. Cela est 
rendu possible par l’utilisation d’analyseur de spectre. On commande aujourd’hui avec le même 
DSP, une machine et on décèle ses défaillances à des stades précoces. Cependant, la mise en 
œuvre d’un algorithme de diagnostic et la prise de décision sont des procédures longues et 
compliquées. En effet, l’implémentation de tout algorithme de détection par estimation spectrale 
à haute résolution tel que Fast-ESPRIT sur ce type de processeurs exige la prise en compte de 
plusieurs conditions. Par conséquent, tout l’algorithme doit être déterminé avec soin pour ne pas 
violer le processeur DSP. En effet, les principaux obstacles à surmonter dans l’utilisation de 
Fast-ESPRIT [36, 38, 97] sont comme suit : 
• Le choix de l’ordre du modèle de signal traité ; 
• La dégradation des performances en traitement des signaux complexes, ayant un grand 
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• L’occupation de la capacité d’une mémoire limitée ; 
• La complexité de calcul ; 
• Le niveau du bruit ne dépassant pas le seuil de précision admissible ; 
• Les machines fonctionnent perpétuellement sous des modes transitoires ; 
• L’amélioration de la résolution du spectre requière un enregistrement long des données ; 
• La longueur finie des enregistrements de données engendre des effets de fuite ; 
 
Il est donc important de prendre en considération toutes les précautions précitées pour avoir 
une bonne implémentation. Par exemple, on commence par la suppression de bruit à haute 
énergie de signal composite. Cette action efficace est réalisée par un filtre adapté à réponse 
impulsionnelle finie. Il maximise d’une manière optimale le rapport signal sur bruit SNR. Le 
signal filtré est ensuite échantillonné. Cela n’est réalisable que pour des machines fonctionnant 
dans des modalités stables pendant au moins une période de temps approuvable pour avoir un 
nombre d’échantillons du signal relativement faible. 
 
Une autre technique appropriée permet d’alléger la complexité de calcul en traitement de 
grande quantité de données. C’est le découpage de la bande spectrale du signal en bandes ciblées 
et non ciblées. Cela signifie qu’au lieu de balayer l’ensemble du spectre, on ne se concentre que 
sur des fréquences de défaut attendu. Cela améliore la résolution. Cette technique a l’avantage 
d’éviter le claquage et l’endommagement du processeur DSP. L’élévation de température de ce 
dernier est aussi évitée. L’algorithme Fast-ESPRIT applique ce principe dans la recherche rapide 
des raies relatives aux défauts. La figure V.17 montre les étapes de filtrage, d’acquisition et de 
traitement du signal de courant statorique triphasé à l’aide d’un processeur DSP. 
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 Chapitre V 
En exploitant les résultats de détection de la méthode Fast-ESPRIT, on doit passer à la 
quantification du degré de sévérité d’un défaut dans l’intention de prendre des mesures 
correctives commodes vis-à-vis l’imminence ou l’incidence d’une défaillance. Le chapitre 
suivant présente une solution devant le besoin de classifier les défauts occurrents selon leurs 
types et d’éviter les fausses alarmes éventuelles. 
  
 








I. Méthodes de classification 
 
Les capteurs sont couramment utilisés comme outils de télésurveillance d'état, dans nombreux 
domaines. En effet, plusieurs méthodes liées à ces capteurs, sont actuellement proposées et 
développées pour détecter et diagnostiquer les défauts et les états anormaux dans diverses 
applications. Ces techniques s’appuient sur l’approche modèle, sur la mesure des signaux et sur 
l'informatique intelligente. Celle-ci permet des systèmes de traitement embarqué. Leur calcul est  
fondé sur des mesures. Tout processus de diagnostic doit donc être censé d’appliquer une 
procédure de décision effective et rapide afin de déterminer la cause, la nature et l'emplacement 
d'un défaut. Cela devrait être réalisé avec un minimum d'informations collectées. Le but est de 
minimiser les coûts de détection, d'arrêter le fonctionnement en tout moment s’il est nécessaire, 
d’indiquer les défaillances catastrophiques, de dicter leurs conséquences ultérieures et d’éviter la 
perte de production.  
 
La méthode d’utilisation des mesures des vibrations traditionnelles peut présenter plusieurs 
inconvénients. On a par exemple : difficultés techniques et géographiques d'accès à la machine, 
influence de la voie de transmission et sensibilité à la position du capteur. Par conséquent, la 
façon la plus logique mettant en œuvre cette procédure est de comparer constamment les sorties 
du système avec des valeurs de consigne. En effet, la méthode MCSA basée sur l’analyse 
spectrale a été largement appliquée dans la détection et le diagnostic de défaut des machines 
électriques à induction [96, 38]. Elle a fourni des résultats satisfaisants dans de nombreuses 
applications industrielles. Cependant, cette technique peut mener à des conclusions erronées de 
diagnostic, car elle présente des limitations pratiques dues principalement aux raisons 
suivantes [38], [94] : 
• La fuite spectrale : est le résultat d'échantillonnage du signal basé sur une fenêtre à temps 
fini. L'énergie de la fréquence fondamentale s’étend sur les autres fréquences et masque 
les autres composantes fréquentielles latérales ; 
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• Le besoin d’une haute résolution fréquentielle : est un indice indiquant la capacité 
d'analyse spectrale et discernant deux tonalités différentes ayant des fréquences voisines 
dans le signal, même s’elles sont de faibles amplitudes ;  
• La variation des conditions de charge durant la période d'échantillonnage. Les 
harmoniques de défaut dépendant de glissement, varient avec la vitesse. Cela entraîne 
une difficulté dans l’identification de défaut et une imperfection de diagnostic ; 
• La confusion entre les fréquences des vibrations mécaniques. La réduction de vitesse de 
certains dispositifs tels que la boîte à vitesses ou l’effet de la charge oscillante peuvent 
engendrer des fréquences latérales semblables à celles causées par des défauts réels ;  
 
Tous ces inconvénients ont imposés la nécessité de développer et d’intégrer de nouvelles 
méthodes de diagnostic basées sur des outils avancés de l’intelligence artificielle. En effet, il 
s’est avéré indispensable de mettre en œuvre des techniques de détection robustes afin d’assurer 
une surveillance efficace des machines électriques.  
 
Les méthodes de classification appelées aussi méthodes de discrimination ou de classement 
sont investies dans le développement de ces techniques. Elles sont généralement associées à des 
mécanismes d’aide à la décision. En effet, elles sont appliquées dans la reconnaissance et dans la 
localisation des défauts les plus probables à l’aide d’une base de données d’apprentissage. Elles 
visent la détermination de la classe d’appartenance d’objets, caractérisés par des descripteurs ou 
des symptômes valables qui portent suffisamment d'informations. Cela dépend donc de la 
mesure de similarité entre les objets selon certains critères pour tirer une conclusion de 
ressemblance aidant à construire plusieurs partitions ou regroupements Clustering dans lesquels 
ces objets seront classés [33, 34, 231, 232]. Il existe trois types de méthodes de classification, 
selon les résultats qu’elles génèrent : 
• Booléens: les éléments appartiennent ou non aux classes ou aux ensembles ; 
• Probabilistes: les éléments ont une probabilité d’appartenance à des classes booléennes, 
selon leurs diagnostics ; 
• Graduelles ou floues: les éléments ont un degré d’appartenance aux ensembles ou aux 
classes ;  
 
En outre, ces méthodes de connaissances reposent sur l’expertise humaine. On n’y utilise pas 
un modèle mathématique pour décrire les relations de causalité et de conséquence. Dans la 
littérature, on trouve plusieurs techniques appliquées dans la détection des défauts. Afin de 
s’approcher de l’intelligence humaine et d’améliorer l’efficacité et la précision du diagnostic, on  
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étudie des modèles de pannes connus. Ces techniques sont appliquées  séparément ou en 
arrangement, en employant des algorithmes d’intelligence artificielle tels que la reconnaissance 
des formes, les systèmes experts, les réseaux de neurones, les algorithmes génétiques, la logique 
floue et la décision bayésienne [34, 37, 40, 41, 218, 219]. Dans cette dernière approche, le 
problème de classification des défauts de manière probabiliste est traité. On y quantifie les 
compromis entre les différentes décisions de classification et les coûts qui les accompagnent. 
 
Pour la régulation automatique et le contrôle d'état des machines à induction, cette technique 
est mieux que les méthodes traditionnelles. Toutefois, elle n’est possible que lorsqu’elle est 
adaptée convenablement aux conditions de l’application envisagée. Elles se décomposent en 
deux étapes. La première est une phase d’apprentissage sous forme d’un ensemble de règles de 
décision (hypothèses-conclusions). La deuxième est la phase de test permettant d’étudier les 
performances du système. La figure VI.1 illustre le principe de fonctionnement des méthodes de 




Figure VI.1 Schéma fonctionnel des méthodes de classification 
 
La mise en œuvre d'un système basé sur la connaissance floue doit suivre une méthodologie 
spécifique, car la détermination exacte des règles d’inférence floue et des fonctions 
d’appartenance est une tâche difficile. En outre, la vérification et la validation de ce système 
floue nécessitent de nombreux tests avec du matériel. Par conséquence, tout utilisateur doit être 
conscient de ses exigences et de la limite de cette technique afin de garantir une bonne précision 
et une stabilité acceptable de la commande floue. Dans ce contexte, la recherche d’une solution 
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II. Limitations et problématique de diagnostic d’une éolienne 
 
Malgré les performances remarquées dans l’extraction efficace des harmoniques des 
défaillances et indiquées par le diagnostic de toute éolienne selon la méthode Fast-ESPRIT 
(entamée au chapitre V), cet algorithme ne permet pas de déterminer et de reconnaître plusieurs 
aspects pertinents tels que:  
 
• La quantification de la sévérité (gravité) des défauts détectés ; 
• La relation de cette sévérité avec le nombre des harmoniques de défaut ; 
• La relation de sévérité avec les amplitudes des harmoniques de défaut ; 
• La classification des défauts selon leurs types ; 
 
Devant cette situation, la discrimination de l’ensemble de ces anomalies devient une tâche 
difficile surtout dans le cas de chevauchements entre les valeurs fréquentielles des harmoniques 
latérales caractérisant la signature de chaque type de défaut à part. 
 
Dans la référence [73], les auteurs ont proposé un critère caractérisé par le paramètre  sans 
unité. C’est une métrique pour la mesure de degré de sévérité de tout défaut. Elle se base sur les 
amplitudes des harmoniques générées par celui-ci. Ce critère est exprimé par la formule 















∑  (VI.1) 
 
Où Nh est le nombre des harmoniques de défaut détecté. Les  sont leurs amplitudes estimées. 
 est l’amplitude estimée de la fréquence fondamentale  f0=50Hz. 
 
Cependant, cet indicateur influençant la mise en fonction de la machine, a un inconvénient 
majeur. Il ne permet pas de refléter la sévérité réelle d’un défaut détecté, surtout lorsque : 
• Le nombre des harmoniques de ce défaut augmente. Cela signifie que ce défaut est plus 
grave, la machine nécessite un arrêt immédiat et une intervention de réparation urgente ;  
• Les harmoniques des défauts simples génèrent des petites amplitudes  . Celles-ci n’ont 
pas une grande influence ; 
• L’augmentation de bruit environnant fait apparaître des petites harmoniques qui 
s’interprètent comme des vrais défauts ; 
• Le déclenchement de fausses alarmes peut conduire à la perte de production et à un coût 
de maintenance plus élevé ; 
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Pour mettre en évidence la limitation du paramètre  formulé dans l’équation (VI.1), on prend 
des contre exemples de détection des défauts de désalignement et de barres rotoriques cassées 
comme illustré sur le tableau comparatif ci-dessous. Les paramètres utilisés dans la simulation de 
ces défauts, sont référencés au tableau IV.2 du chapitre IV.  
 
D’après l’analyse de tableau VI.1, on remarque que l’indicateur de sévérité C ne permet pas de 
mesurer correctement le degré de sévérité pour un même type de défauts étudiés. 
 
Tableau VI.1  Comparaison des valeurs d’indicateur C de sévérité pour différents types de défauts 
Type de défaut f0(Hz) Nh fh(Hz) Ih(A)  








































Où f0 est la fréquence du fondamental. Les fh et Ih sont les harmoniques latérales de la signature 
des défauts et leurs amplitudes correspondantes respectivement. 
 
En effet, la valeur du paramètre C reste la même pour les deux cas malgré le changement de 
valeurs du nombre d’harmoniques et des valeurs d’amplitudes d’un cas à un autre. Cela signifie 
que l’algorithme de diagnostic utilisant ce paramètre permet la même décision face aux défauts 
de désalignement1 et de désalignement2, puisque C=43.10-4 dans les deux cas. On note la même 
observation pour les défauts des barres rotoriques cassées1 et des barres rotoriques cassées2 avec 
une valeur de C=58.10-4. En outre, cet indicateur C prend, dans le cas d’une machine saine, la 
valeur 0 traduisant l’inexistence de défauts. Alors que pour une machine défaillante, le paramètre 
C prend des petites valeurs voisines de zéro dans certains cas. Ces valeurs provoquent des 
problèmes dans le calcul et dans la prise de décision pour l’état de la machine, car elles sont mal 
interprétées par le système de diagnostic. Cela veut dire qu’il y a une confusion entre la valeur de 
C  indiquant un état d’anomalie et celle révélant un état sain de la machine surveillée puisque 
cette valeur de C est tellement proche de zéro. En fait, lorsque le nombre des harmoniques d’un 
défaut ou le nombre de ses amplitudes augmentent, cela implique que le défaut évolue et 
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s’aggrave progressivement [37-40, 87, 219]. On en conclut que cette métrique C présente une 
limitation remarquable dans la quantification du degré de sévérité d’un défaut donné. Pour 
résoudre cette problématique, on doit trouver une solution potentielle afin d’achever la détection 
et le diagnostic automatique avec plus de rigueur et de précision. 
 
III. Indicateur de sévérité d’un défaut 
 
Puisqu’une machine électrique tournante à induction est à la conduite d'un système 
mécanique, l'arbre d'entrée de ce système est couplé de manière rigide au rotor de cette machine. 
L'arbre d'entrée de ce système est couplé de manière rigide au rotor de celle-ci. Le couple de 
charge exercé sur son rotor est une fonction de la vitesse d'arbre d'entrée et de ses fréquences 
modulées. Cela affecte le champ électromagnétique du stator. En conséquence, ce stator génère 
un courant dépendant de la variation du champ indiqué. Toute défaillance sera traduite par 
l’apparition d’un courant induit additif ayant des caractéristiques particulières de fréquence et 
d’amplitude. Celles-ci sont exploitables dans l’identification de la nature et de niveau 
d’importance d’anomalie incidente. Pour mesurer exactement l’intensité de sévérité de tout 
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Cet indicateur permet de quantifier précisément la gravité de tout défaut du système 
électromécanique relatif. Dans le cas d’existence d’une défaillance, ce paramètre prend une 
valeur élevée et divergente de 0. Elle est nulle dans le cas contraire, car on a (Nh=0) et (=0) : 
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Cet indicateur permet de contourner la difficulté de l’entrecroisement de ses valeurs, pour des 
défauts de types différents. En effet, dans son perfectionnement, nous  prenons en considération 
la proportionnalité de nombre Nh des harmoniques de défaut avec leurs amplitudes estimées . 
Ainsi, ce paramètre amélioré aide à mettre en place d’un plan précoce et préventif de 
télémaintenance en temps réel. Avec cet indicateur réformé, les mesures de niveau de sévérité 
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Tableau VI.2  Comparaison entre les indicateurs de sévérité pour différents types de défauts 
Type de défaut Nh Ancien C Nouveau C 
Désalignement1 6 43.10-4 116.2649 
Désalignement2 4 43.10-4 48.1793 
Barres rotoriques cassées1 4 58.10-4 45.6676 
Barres rotoriques cassées2 2 58.10-4 10.1579 
 
On remarque d’après le tableau VI.2 que la sévérité des défauts étudiés est correctement 
quantifiée. Elle est satisfaisante dans la mesure où toute valeur de C diffère nettement d’un type 
de défaut à un autre. Cela est proportionnel au nombre d’harmoniques et à la magnitude de leurs 
amplitudes. 
 
IV. Nouvelle approche floue pour la reconnaissance et le diagnostic 
 
Dans la surveillance d'état d’une machine électrique à induction, on doit tenir compte de la 
relation existante entre ses signaux d'entrée et ses indications d'état. Dans la plupart des défauts 
ayant des symptômes prévisibles au cours de leur développement, leur détection et leur 
interprétation ne nécessitent que des capteurs simples.  
 
Par contre, la classification de l’état d’une telle machine et la détermination de la sévérité de 
ses défauts éventuels à partir de ses signaux d’entrée ne sont pas des tâches faciles, car ils sont 
affectés par de nombreux facteurs. Devant cette situation, l'expérience et l'intelligence sont 
extrêmement importantes. Elles le sont en effet, dans toute étape d'interprétation après analyse 
des informations recueillies de différents capteurs. L'état précis est ensuite indiqué en posant 
différentes probabilités de causes radicales provoquant la défaillance remarquée. Des efforts 
considérables sont actuellement forgés dans le développement des systèmes d'intelligence 
artificielle. Ceux-ci peuvent jouer des rôles similaires à ceux de l’homme. L’effort est donc 
concentré sur la conception d’un système informatisé imitant l'intelligence humaine. Il fera des 
diagnostics et prendra des décisions rapides et cohérentes. Cela exige une certaine quantité de 
connaissance, et d’expertise acquises sur la relation entre l'état de la machine et ses symptômes. 
Des informations déterminantes peuvent être exploitées en forme linguistique plutôt que d'être 
quantifiées pour accroître la confiance et l’exactitude de résultats de diagnostic. La logique floue, 
développée par Lotfi Zadeh vers l’année 1965, consiste une solution particulièrement adaptée 
dans telles circonstances. Cette théorie a trouvé un large éventail d’applications dans le contrôle, 
l’aide à la décision, la supervision, etc. notamment avec les travaux de E.H Mamdani dans le 
développement d’un système d’inférence flou FIS [88, 89]. De nombreux travaux de recherche 
avancés ont été réalisés et orientés dans ce sens pour développer des procédures d’identification 
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floue des défauts et leur isolement [89-92, 221-227]. La puissance de la logique floue à ce stade 
est en effet évidente. Elle fournit des informations de plus en plus précises sur l'état réel d’une 
machine électromécanique. 
 
IV.1  Etapes de diagnostic flou 
L’application de la logique floue confère une flexibilité très appréciable dans la prise de 
décision par rapport à d’autres méthodes [221-227]. Cette logique permet de raisonner à partir 
des données d’entrée imprécises pour engendrer des résultats de sortie avec incertitude de 
manière approximative ou graduelle. L’utilisation de cette technique dans l’approche de 
diagnostic décisionnel des défauts d’éoliennes qu’on propose est justifiée par la difficulté de 
mettre un modèle mathématique ou des formulations analytiques de la décision surtout lorsqu’un 
grand nombre d'entrées sont utilisées. Donc ce moyen permet de faire recours à un modèle 
empirique qui s’appuie sur des règles d’expertise humaine dans le domaine des machines 
électriques à induction qui peuvent être incorporées.  
 
Dans la figure VI.2, on résume les étapes fonctionnelles de l’approche proposée. Ces règles 
floues s’appliquent sous les hypothèses suivantes : 
• Le procédé physique est contrôlable ; 
• L’existence d’une expertise humaine, qualitative et graduelle ; 




Figure VI.2  Schéma fonctionnel des méthodes de classification floues 
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La fuzzification permet d’associer à chaque valeur scalaire de domaine réel, une ou plusieurs 
variables linguistiques du domaine flou. Cette opération consiste à évaluer les fonctions 
d’appartenance utilisées dans les prédicats des règles. Alors que la défuzzification combine les 
résultats des conséquences de l'agrégation des règles applicables pour déduire la valeur de sortie 
réelle. 
 
IV.2  Approche de diagnostic proposée 
En mode de diagnostic, le courant statorique est analysé contre la signature associée, obtenue 
précédemment dans le mode d'apprentissage. Elle est en fonction de type de la machine 
surveillée. L’algorithme proposé, génère des décisions sur l’état de santé de cette machine. Il 
tient  compte de divers critères et hypothèses floues. Une alarme est activée lorsque l’amplitude 
des harmoniques de défaut, dépasse un seuil limite. Le choix d’un système FIS comme une 
alternative et comme un outil puissant de représentation et de traitement de l'information est 
justifié par ses nouveaux avantages et ses capacités [91, 224- 226], telles que : 
• Simulation de l’expertise d’un concepteur en conduite, en automatisation, en commande 
et en réglage temps réel  des systèmes physiques ; 
• Résolution simple, facile à réaliser et moins chère pour les systèmes de modélisation 
difficile ; 
• Adaptabilité aux systèmes embarqués comme les contrôleurs flous implantés sur des 
microcontrôleurs ; 
• Prise en compte de plusieurs variables et de fusion pondérée des grandeurs d’influence ; 
 
Dans cette optique, on a focalisé les efforts sur l’amélioration du système de diagnostic. Le 
but est de le rendre sans perte excessive de précision. On a donc proposé l’intégration d’un 
moteur d’inférence floue qui combine deux techniques. Sur la figure VI.3, celui-ci est schématisé 
avec plus de détails. Il contient les différentes étapes effectuées par l’approche de diagnostic 
proposée. Dans un premier temps, il exploite les mesures collectées en temps réel, à partir des 
différents capteurs de vibration. Dans l’autre côté, les fréquences des harmoniques avec leurs 
amplitudes extraites de courant statorique, sont prises en considération pour calculer l’indicateur 
de sévérité C. Ces deux paramètres (vibration et niveau de sévérité) permettent de prendre une 
décision précise et exacte sur l’état de santé de la machine électrique choisie. Cette approche est 
évaluée en application au diagnostic d’un système éolien. Elle consiste à déterminer le nombre 
des sinusoïdes contenues dans le courant statorique acquis, (harmoniques+fondamental). Ce 
nombre est estimé à l’aide du critère MDL de Rissanen [220].  
  
 




Figure VI.3  Etapes de l’algorithme de diagnostic proposé 
 
L’algorithme appliqué calcule les fréquences caractérisant les différents défauts à partir de 
leurs modèles mathématiques indiqués au tableau IV.1 du chapitre IV. Ces défauts sont classés 
selon leurs types, reconnus par un indice i comme montré sur le tableau VI.3 suivant : 
 
Tableau VI.3  Type des différents défauts étudiés selon leur indice 
Type de défaut Indice i 
Barres rotoriques cassées  1 
Roulements endommagés  2 
Désalignement 3 
Excentricité d’entrefer  4 
 
Classification de défauts par 
CAFH et détermination de leur 
degré de sévérité 
Application de l’algorithme 
décisionnel de logique floue 
 
Mesure du niveau 
de vibration Calcul d’indicateur 
de sévérité C 
Estimation de Nh = k -1 
selon le critère MDL 
de Rissanen 
Acquisition du signal 
du courant statorique is 
Calcul des fréquences de défauts 
selon k  
Formation des intervalles 
fréquentiels [fl, fh] pour classifier 
les défauts 
Déclenchement de l’alarme 
Intervention de maintenance 
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En se basant sur les fréquences ainsi calculées, des intervalles bornés caractérisant la marge 
fréquentielle et le type de chaque défaut sont définis. Cela était nécessaire pour faciliter la tâche 
de discrimination. Par la suite, dans chacun de ces intervalles fréquentiels, les harmoniques 
indiquant la signature des défauts et leurs amplitudes sont recherchés à l’aide de l’algorithme 
Fast-ESPRIT. Un autre algorithme précis, décrit avec son organigramme sur la figure VI.4, 
exécute un processus de classification des différents défauts détectés selon leurs types.  
 
 
Figure VI.4  Organigramme de l’algorithme CAFH 
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Avec  sont les harmoniques des défauts i =1…4 estimées par la méthode Fast-ESPRIT.          
Nh étant le nombre d’harmoniques pour chaque défaut i. Kh,i est le compteur d’harmoniques de 
défaut i. fi,j sont les fréquences des défauts i=1…4 calculées à partir de leurs modèles 
mathématiques. Ti étant le tableau contenant les indices j des fréquences  vérifiant la condition 
de l’algorithme CAFH.  sont les amplitudes estimées des harmoniques des défauts i. ε étant 
l’erreur maximale d’estimation spectrale effectuée par la méthode Fast-ESPRIT supposée 
connue.  
 
Cet algorithme qu’on a développé est intitulé CAFH. Il effectue une comparaison entre les 
fréquences référentielles des défauts et celles estimées. Certes, il permet de rechercher les 
harmoniques des défauts modélisées existantes dans le vecteur des fréquences estimées en tenant 
compte de l’erreur d’estimation ε de la méthode Fast-ESPRIT. En effet, les harmoniques 
estimées vérifiant la condition de cette comparaison sont comptées et leurs indices sont stockés 
dans un vecteur pour extraire leurs amplitudes correspondantes à partir des amplitudes estimées 
par la méthode Fast-ESPRIT. Cela dans le but de calculer le niveau de sévérité de chaque défaut 
ainsi reconnu.  
 
Dans la phase finale, un algorithme de prise de décision basé sur la logique floue, est 
appliqué. Il permet la quantification intelligente du niveau d’alarme selon la sévérité des défauts 
occurrents. 
 
Cet algorithme exploite en entrée, les niveaux de vibration, et l’indicateur de sévérité C des 
défauts détectés. En sortie, il génère une décision comme un signal d’alarme. Cette décision 
indique la nature et le temps d’intervention du personnel de maintenance (urgente ou normale). 
Ce système de diagnostic offre plusieurs avantages :  
• Maximiser les performances de système de surveillance et de détection tout en limitant 
l’aggravement des défaillances incidentes ;  
• Connaître au bon moment, le type et la nature de défaillance pour planifier une 
intervention efficace à un temps exact et approprié ; 
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V. Simulation et analyse des résultats 
 
Pour évaluer les performances du système de diagnostic proposé, on a simulé son algorithme 
avec le logiciel Matlab. On a tenu compte des différents types de défauts pouvant se produire 
dans une machine éolienne. Ces défauts sont décrits sur le tableau IV.1 de chapitre IV. Le 
modèle mathématique du courant statorique adopté dans cette simulation, est celui décrit par 
l’équation (IV.1) de chapitre IV. Les paramètres des simulations ainsi que les valeurs nominales 
de la génératrice sont les mêmes valeurs résumées dans le tableau V.1 du chapitre V. Le système 
d’inférence flou FIS qu’on a utilisé est constitué de quatre éléments essentiels : le fuzzificateur, 
le moteur d’inférence, la base des règles et le défuzzificateur. Sur la figure VI.5, on présente une 
description détaillée de l'architecture de ce système avec l’outil de simulation Matlab.  
 
 
Figure VI.5  Architecture du système d’inférence flou 
 
Sur le tableau VI.4, on montre les paramètres et les méthodes employées dans ce système 
d’inférence flou.  
 
Tableau VI.4  Paramètres du FIS        
Paramètre Valeur 
Type de règles floues mamdani 
Nombre d’entrées 2 
Nombre de sorties 1 
Nombre de règles 9 
Mèthode AND min 
Mèthode d’implication min 
Mèthode d’aggrégation max 
Mèthode de défuzzification centroïde 
 
Cependant, l’utilisation de la forme trapézoïdale et triangulaire des fonctions d’appartenance 
pour les variables d’entrées floues (vibration et indicateur de sévérité C) est choisie 
arbitrairement en suivant les conseils de l’expert ou en faisant des études statistiques réalisées 







Système sévérité d’un défaut : 2 entrées, 1 sortie, 9 règles 
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pratiquement. Cela est justifié également par leur adaptation aux valeurs numériques réelles 
nécessaires au diagnostic. En plus de leur simplicité et leur rapidité dans le calcul de la valeur du 
degré d’appartenance [225-227]. Le choix de positions de ces fonctions d’appartenance ainsi que 
leurs chevauchements doit respecter certaines règles : 
− Leur forme doit être convexe ;  
− Les fonctions d’appartenance des sous-ensembles d’entrées voisins doivent se 
chevaucher partiellement (au minimum) afin qu’il n’y ait pas de zones indéterminées de 
non-intervention du régulateur ou zones mortes, tandis que pour ceux de sorties (souvent 
des triangles), cette précaution n’est pas nécessaire ;  
− Eviter d’imbriquer plus de deux sous-ensembles et éviter leurs chevauchements trop 
importants, sinon cela conduit à des problèmes d’instabilité du régulateur ou à 
l’aplatissement de la surface de décisions ; 
 




Figure VI.6  Ensembles flous de la variable vibration 
 
Ces ensembles ainsi construits par l’expertise humaine sont utilisés dans le système d’inférence 
flou FIS. Celui-ci est intégré dans l’algorithme de diagnostic proposé. En outre, la vibration peut 
être mesurée en fonction de déplacement, de vitesse ou d’accélération. En effet, des 
accéléromètres sont utilisés en mesure des vibrations. Ils envoient les données au contrôleur 
central de l’éolienne [38, 40, 41, 219, 229, 230]. Dans les endroits éloignés ou inaccessibles pour 
l'acquisition, la transmission sans fil des données est une solution efficiente. Le système FIS 
employé fonctionne avec deux entrées de trois niveaux différents. Afin de simplifier la lecture 
des niveaux de sortie d’une manière précise et sans ambigüité, on a choisi une sortie alarme de 
trois niveaux possibles. Elle est illustrée sur la figure VI.8.  
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Figure VI.7  Ensembles flous de la variable indicateur de sévérité C 
 
Par ailleurs, ce système permet d’exploiter neuf règles SI-ALORS. Elles sont présentées 
sur le tableau VI.5.  
 
 
Figure VI.8  Ensembles flous de la variable alarme 
 
Elles permettent d’analyser toutes les situations possibles et d’engendrer en conséquence la 
sortie avec plus d’exactitude. Pour produire l’alarme, le système FIS passe à la phase de 
défuzzification. 
 
Tableau VI.5  Règles SI-ALORS du système d’inférence flou 
Entrées Sortie 
Vibration Indicateur de sévérité C Niveau d’alarme 
Faible Faible Mineur 
Faible Moyen Mineur 
Faible Elevé Moyen 
Moyenne Faible Moyen 
Moyenne Moyen Moyen 
Moyenne Elevé Majeur 
Forte Faible Moyen 
Forte Moyen Majeur 
Forte Elevé Majeur 
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Dans cette étape, le processus de production d'un résultat quantifiable en logique floue permet 
d’interpréter les degrés d’appartenance des ensembles flous puis de les transformer en une 
décision spécifique ou en une valeur réelle. 
 
Cependant, avant qu’une sortie soit défuzzifiée, toutes les sorties floues du système sont 
regroupées avec un opérateur d’agrégation utilisant l’union max [226, 227]. La technique de 
défuzzification, la plus courante et la plus précise est appelée « centroïde flou ». Elle est connue 
aussi sous le nom « centre de l’aire » ou « centre de gravité ». Cette technique a été développée 

















Où x* est la sortie défuzzifiée, µ i(x) est la fonction d’appartenance agrégée et x est la sortie. Avec 
cette formule (VI.9), la décision finale qui est la sortie du FIS correspond à l'abscisse du centre 
de gravité de la surface de la fonction d'appartenance résultante caractérisant l’ensemble flou issu 
de l’agrégation des conclusions. La figure VI.9 montre la fonction d'appartenance résultante pour 
la variable de sortie et sa transformation en grandeur réelle numérique. 
 
 
Figure VI.9  Règles d’inférence floues et la sortie du système 
 
Sur la figure VI.10, on voit la surface des décisions en fonction de chacune des variables avec 
le système d’inférence flou qu’on a utilisé. On remarque également que ces décisions sont sans 
discontinuités, flexibles et non linéaires, plus proche de l’intelligence humain. L’algorithme de 
diagnostic proposé, inclut alors la gestion d'alarmes par le système FIS. Lorsque cet algorithme 
identifie les défauts produits dans le générateur d’éolienne, il stocke leurs données 
périodiquement dans des fichiers journaliers. Ceux-ci sont manipulés à partir de la base de 
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données du serveur de télésurveillance. Le système FIS permet de définir les conditions et les 
seuils de déclenchement des alarmes. 
 
Figure VI.10  Ensemble des décisions du système flou 
 
Ces dernières sont des notifications de surveillance. Elles sont activées à toute anomalie 
détectée. Ce FIS peut générer aussi de simples avertissements en fonction de l'évolution des 
conditions de générateur. Il a en plus, la fonctionnalité d’inciter l’exécution des actions 
automatiques immédiates lorsque certaines défaillances s’aggravent. Ces actions ont des degrés 
liés aux niveaux de sévérité de défauts. Le tableau VI.6 résume la signification de chaque niveau 
d’alarme, le mode opératoire de la machine éolienne et la procédure qui lui a été associé [229, 
230]. 
 
Tableau VI.6  Actions et modes opératoires selon le niveau d’alarme 
Niveau d’alarme Action associée 
Mineur - L’état opérationnel de l'éolienne en mode MARCHE  
- Aucune alarme n’est activée  
Moyen 
- Notification d’occurrence d’un événement qui dépasse les seuils de tolérance 
- Mise en mode DEGRADE pour réduire l’impact de la défaillance 
- Déclenchement d’une alarme d’alerte 
- Nécessite d’une consultation et d’une révision 
Majeur 
- Evolution d’une défaillance en état fatal 
- Mise de l'éolienne en mode ARRÊT 
- Information de personnel de maintenance sur l’intervention de réparation immédiate et 
urgente 
 
La localisation des machines éoliennes défaillantes au niveau d’un parc, est très simple. On 
détermine leurs positions  selon leurs adresses IP avec la technologie du système GPS (Global 
Positioning System). On intègre l’interconnexion du système de diagnostic proposé, le module 
du système de contrôle et le module de télésurveillance à distance IESRCM. Cet ensemble  est 
installé sur chaque machine éolienne [202-206, 228]. Dans ce système, on utilise une liaison de 
communication sans fil pour la commande et la collecte des données. Ainsi, par l’intermédiaire 
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d’un centre de supervision, la télémaintenance et le contrôle de tout parc, deviennent des tâches 
aisées grâce à la collaboration des systèmes indiqués [228- 230]. Avec la simulation, on a évalué 
les performances de détection de système de diagnostic proposé. Dans le cas d’existence 
multiple et en même temps, des défauts de différents types, on a caractérisé notre  simulation 
avec les paramètres des défauts indiqués dans le tableau VI.7 suivant. La valeur ajoutée de notre 
contribution, est le décèlement précis des anomalies et leur localisation rapide avant qu'elles 
induisent une défaillance ou une dégradation grave. Cela est dans le but de pouvoir prendre à 
temps, les mesures et les procédures appropriées. 
 
Tableau VI.7  Paramètres de simulation des différents types de défauts 










































Ces mesures permettent de réagir selon le niveau d’alarme déclenchée. En effet, le système de 
régulation de l'éolienne isole, reconfigure les parties et les composantes défaillantes, ayant un 
niveau de sévérité moyen. Dans ce cas, il fonctionne en mode dégradé. Dans le cas d’un défaut 
grave, ce système active le circuit d'arrêt d'urgence et déconnecte la machine éolienne du réseau 
électrique. Cela permet de réaliser une mise de cette machine, en état de réparation, de façon 
sûre. 
 
Les résultats de simulation sont résumés dans le tableau VI.8. On remarque d’après ces 
résultats que l’approche proposée est satisfaisante. Elle est précise dans la détection et dans le 
diagnostic même en présence simultanée de plusieurs défaillances de différentes natures et même 
dans un environnement bruyant. On constate également d’après le tableau VI.8 l’existence d’un 
écart remarquable entre les différents indicateurs de sévérité Ci caractérisant chaque type de 
défaut. Cela reflète la robustesse du paramètre de sévérité qu’on a remédié puisqu’il a évité les 
chevauchements. Une autre remarque concerne les valeurs exactes des compteurs Kh,i. On en 
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conclut que la tâche de classification a été accomplie avec succès. Cela favorise 
l’implémentation de l’algorithme proposé dans la procédure de surveillance et de contrôle 
automatisé d’une éolienne. 
 
Tableau VI.8  Résultats de simulation  
	 (Hz) 
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Le diagnostic automatisé basé sur l’analyse spectrale à haute résolution offre plusieurs 
avantages pour la surveillance et le contrôle à distance d’un système physique en temps réel. Sa 
mise en œuvre fait appel à l’intégration des méthodes de traitement numérique du signal dans les 
systèmes à base des capteurs intelligents. Ces derniers forment des outils puissants d’aide au 
diagnostic. On a choisit dans ce travail d’employer ce type de dispositifs pour contrôler l’état de 
santé de la partie mécanique d’une éolienne. Ce choix est justifié non seulement par l’importance 
de l’énergie électrique éolienne dans la stratégie nationale de l’état qui encourage l’intégration 
des énergies renouvelables au réseau de production d’électricité mais aussi par le fait que les 
machines éoliennes nécessitent périodiquement certaines maintenances afin d’assurer une durée 
de vie acceptable.  
 
Dans le contexte de résoudre les problématiques décrites dans l’introduction, les principaux 
résultats qu’on a apporté dans le cadre de cette thèse résident dans ce qui suit : 
 
Après une étude approfondie, on a pu déterminer les types des systèmes à base de capteurs 
intelligents, leurs exigences ainsi que leurs limitations et leurs principaux défis qu’il faut 
surmonter. Dans le but de les développer et de les rénover, on a contribué par l’introduction de 
nouveaux indicateurs permettant la mesure de l’efficacité et de performance de ce genre de 
systèmes intelligents dans leur mise en exploitation dans une application spécifique.    
 
La proposition d’une architecture centralisée de télésurveillance et de diagnostic des 
défaillances d’un parc éolien puisque la production de l’énergie électrique à l’aide d’éoliennes 
implique des besoins de télémaintenance et de prise de décision. Pour vérifier cette exigence, on 
a réalisé une étude de conception d’un capteur intelligent embarqué, autonome intégrant une 
méthode d’estimation spectrale à super résolution. Son rôle est l’indication instantanée des 
anomalies à partir de la signature spectrale du courant statorique issu de la génératrice d’une 
éolienne. 
 
Néanmoins, l’acheminement sans fil de données à partir de ce dispositif intelligent vers la 
station de base d’analyse doit tenir en compte un compromis entre le coût énergétique, la qualité 
de service et le fonctionnement en temps réel. À cet égard, une étude comparative des 
  
 
 [145]  Conclusion 
performances de six protocoles sans fil : Bluetooth, UWB, ZigBee, Wi-Fi, Wi-Max et 
GSM/GPRS est effectuée. À l’appui de cette comparaison, on a déterminé un ensemble de 
critères d’évaluation quantitative d’un tel protocole qui sont associés aux contraintes et aux 
spécifications d’une application. Ces indicateurs ainsi proposés consistent des véritables 
métriques qui mesurent le niveau de performance d’un protocole. Cela permet aux 
administrateurs du réseau de télésurveillance de faciliter la tâche de choisir un protocole adéquat 
qui convient à une application pratique de détection intelligente ayant des caractéristiques 
optimales au niveau du temps de transmission, d’efficacité du codage de données, du taux 
d’erreur binaire, du type de modulation, d’efficacité énergétique et de la taille du réseau. En 
outre, l’adéquation de ces protocoles est fortement influencée par de nombreux autres facteurs 
décisifs qui s’imposent tels que la fiabilité du réseau, la capacité de liaison radio, la sécurité, la 
conformité avec l’application à envisager et le coût d’installation qui doivent être pris en 
considération. En outre, on a rencontré la difficulté de la coexistence de plusieurs types de 
technologies sans fil dans une même zone de surveillance. La résolution de ce problème consiste 
une perspective qui  nécessite une étude de conception d’un transceiver collaboratif permettant 
de détecter les différentes technologies et par conséquence de s’auto-ajuster pour reconfigurer les 
communications d’un mode à un autre entre les infrastructures hétérogènes tout en évitant les 
ressources et les coûts supplémentaires. Comme perspective de ce travail, on propose d’étendre 
cette recherche pour étudier l’impact du schéma de modulation sur le prolongement de la zone de 
couverture surveillé, sur la bande passante, sur le nombre de capteurs servis et connectés et sur la 
consommation d’énergie. 
 
Par ailleurs, pour résoudre le challenge de dissipation énergétique dans les réseaux de 
capteurs sans fil, on a pu améliorer l’efficacité énergétique de plusieurs protocoles tels que : 
LEACH, SEP, DEEC, TDEEC. Cela à l’aide de diverses techniques : K-means, logique floue, 
algorithmes d’optimisation. Les résultats obtenus dans ces travaux réalisés en collaboration avec 
les collègues de notre équipe de recherche montrent une augmentation remarquable de la durée 
de vie du réseau en plus de la croissance du trafic de paquets de données effectué par les nœuds.  
 
Quant à la détection des harmoniques caractérisant les défauts, la discrimination classique 
reposant sur la technique  DSP (Densité Spectrale de Puissance) estimée par le périodogramme 
n’est pas fiable, car  elle présente des limitations surtout en présence d’une perturbation. Cela 
nous a poussé de rechercher d’autres techniques. En fait, on a montré que les méthodes 
d’estimation spectrale à haute résolution pourraient être efficacement utilisées pour la détection 
de défauts d’éoliennes. Cette mission peut être achevée par la surveillance en ligne des 
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composantes spectrales contenues dans le courant statorique et qui sont générées par le champ 
magnétique créé par l’anomalie occurrente. Le choix du modèle mathématique du courant 
statorique issu de la génératrice d’éolienne forme un premier obstacle qu’on a rencontré. En 
outre, devant la diversité des méthodes d’estimation spectrale à haute résolution, une 
investigation est réalisée avec plusieurs types de défauts et sous un environnement différemment 
bruité. Cela afin de mesurer leur robustesse et pour chercher parmi lesquelles les plus qualifiées 
d’accomplir cette détection. On a déduit à cet égard que la précision de l’estimation  spectrale 
dépend du degré de perturbation du signal, du niveau de sévérité d’un défaut, de la fréquence 
d’échantillonnage et du nombre d’échantillons de données prélevés. La comparaison avec 
simulation sous Matlab qu’on a effectué entre ces algorithmes a prouvé la supériorité de 
l’algorithme ESPRIT sur les autres, suivi par R-MUSIC qui permet à son tour, dans tous les cas 
étudiés, d’atteindre une précision de détection très élevée. Cependant, ces deux algorithmes ont 
un temps de calcul relativement plus grand comparé aux autres approches. Cela peut obstruer 
leur mise en œuvre en temps réel. Malgré cette difficulté, la méthode ESPRIT reste exploitable 
dans la conception d’un système intelligent embarqué dédié au diagnostic des défaillances 
électromécaniques d’une éolienne. 
 
Dans le sens de cette idée, notre apport essentiel qu’on a développé est la proposition d’une 
nouvelle stratégie de surveillance permettant le contrôle et la supervision à distance des 
machines éoliennes d’une manière interactive et en temps réel notamment celles qui se situent 
dans des endroits lointains, inaccessibles ou dans la mer. L’étude et l’analyse de conception du 
circuit électronique du système intelligent de surveillance et de commande IESRCM proposé est 
réalisée à l’aide des simulations informatiques au moyen des outils logiciels Proteus ISIS et 
OPNET. Ce fait, pour évaluer la capacité en détection des défauts par ce système qui offre la 
qualité de suivre l’état des différents paramètres physiques d’une machine d’éolienne de façon 
périodique. Une étude comparative a été également effectuée pour apprécier les performances de 
ce système lors de son intégration avec les modules sans fil GPRS ou Wi-Max pour achever la 
tâche de transfert de données vers le centre de pilotage via une communication IP. Les résultats 
de cette comparaison ont favorisé l’incorporation du module Wi-Max dans le système proposé en 
raison de ses avantages par rapport au module GPRS. Ces résultats montrent que ce dispositif 
conçu est rentable et adapté non seulement à une application dans un parc éolien, mais aussi il 
trouve son application dans d’autres domaines tels que la domotique, l’industrie, etc. Les 
questions de télémaintenance et d’entretien à distance sont maintenant en mesure d’être résolues 
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avec cet outil interactif efficace. Le futur travail sera focalisé sur la réalisation et 
l’expérimentation d’un prototype de ce système de surveillance dans la pratique. 
 
On tire de ce travail que cette structure de surveillance permet de diminuer les coûts de 
déplacement du personnel de maintenance, rentable en termes de l’infrastructure, d’équipements 
et de réalisation. En plus, elle remplace la structure câblée et évite ses problèmes relatifs 
(coupures, parasites, configuration,…). C’est une technique simple et performante qui augmente 
la durée de vie des éoliennes. 
 
L’exploitation de la méthode d’estimation spectrale à haute résolution ESPRIT-TLS dans le 
but d’une surveillance prédictive d’éoliennes constitue une véritable application d’un capteur 
intelligent. Cette suggestion est affirmée par la grande robustesse et la résolution spectrale 
approuvable que possède cette technique dans l’identification des fréquences à partir d’une 
acquisition du signal de données à courte durée même en présence d’un bruit de mesure gênant. 
Pourtant, on a constaté que cet algorithme présente un inconvénient remarquable malgré qu’il 
possède une puissance intéressante dans la précision et malgré sa mise en œuvre à faible coût. En 
réalité, son temps de calcul relatif à sa complexité algorithmique élevée augmente avec 
l’accroissement du nombre d’échantillons d’observation et avec la dimension de la matrice 
d’auto-corrélation du signal d’entrée. Nécessairement, ce traitement demande une taille mémoire 
importante pour l’exécuter. Cela rend leur implémentation en temps réel très limitée. 
 
Pour contourner cet obstacle, on a proposé une amélioration de la technique ESPRIT-TLS 
pour la rendre applicable en temps réel à condition de ne pas dégrader ses performances. Une 
nouvelle version de l’algorithme ESPRIT-TLS est développée dans cette thèse intitulée Fast-
ESPRIT. L’élaboration proposée est effectuée en s’inspirant de la technique de filtrage passe 
bande à l’aide d’un filtre récursif IIR de Yule-Walker et de la technique de décimation. L’étude 
d’évaluation de la technique proposée à travers son application dans la détection de quatre types 
de défauts d’une éolienne est réalisée avec des simulations sous Matlab. L’analyse des résultats 
obtenus confirme que l’algorithme Fast-ESPRIT offre une précision spectrale satisfaisante dans 
l’identification des harmoniques des défauts étudiés ainsi que leurs amplitudes, une complexité 
réduite avec un rapport admissible, une réduction de l’espace mémoire requis pour son exécution 
5 fois inférieur et la diminution du temps de calcul d’environ 14,25 fois moins. On a constaté que 
cette méthode est capable de discriminer les spectres avec une meilleure résolution même en 
présence d’un nombre important d’harmoniques de défauts différents. Comme perspectives de ce 
travail, on propose d’étendre cette étude pour : 
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− Chercher la relation entre l’ordre du filtre récursif IIR de Yule-Walker et l’erreur 
d’estimation de la méthode à l’aide de la borne de Cramer-Rao dans le but de minimiser 
l’effet de filtrage sur la précision de la technique Fast-ESPRIT ; 
− Rechercher la possibilité d’améliorer l’efficacité de détection de la méthode Fast-ESPRIT 
dans le cas des défauts ayant des harmoniques à faibles amplitudes ; 
− Optimiser la taille de la matrice d’auto-corrélation du signal étudié par l’introduction des 
méthodes d’optimisation tel que l’algorithme méta-heuristique FA (FireFly) ;   
− Focaliser l’attention sur l’étude de l’impact du facteur de décimation, de la fréquence 
d’échantillonnage, du nombre d’échantillons du signal et des fréquences du signal sur la 
précision de la méthode Fast-ESPRIT ; 
− Investiguer et appliquer d’autres techniques de filtrage adaptative telles que Wiener, Notch, 
RLS,  Kalman pour augmenter la précision et la vitesse de convergence de la méthode 
ESPRIT en vue de minimiser l’erreur d’estimation dûe au filtrage ; 
− Etudier d’autres types de défauts tels que l’endommagement des engrenages, la détérioration 
des pâles, impact de lubrification, etc. ; 
− L’application de l’algorithme Fast-ESPRIT sur les signaux biomédicaux pour l’amélioration 
du diagnostic spectral des pathologies relatives au système nerveux dans le but d’exploiter la 
totalité des informations contenues dans le signal PEV (Potentiel Evoqué Visuel) puisque la 
méthode de latence utilisée par les médecins dans les hôpitaux présente de fortes limitations ;  
− L’application de l’algorithme Fast-ESPRIT sur les méthodes AOA et DOA pour améliorer en 
temps réel la localisation des nœuds d’un réseau de capteurs sans fil ce qui permet de 
minimiser la quantité d’énergie dissipée par les capteurs dans cette procédure ; 
 
Le diagnostic à l’aide de la technique Fast-ESPRIT reste insuffisant puisqu’il ne permet pas 
de reconnaitre le type et le niveau de gravité d’un défaut détecté par ses harmoniques et ses 
amplitudes. La mise en œuvre d’une technique efficace et robuste permettant de bien 
diagnostiquer avec précision l’état d’une éolienne était nécessaire. Dans ce sens, on a proposé 
une nouvelle approche qui contrôle en temps réel l’état de fonctionnement d’une éolienne. Cette 
approche combine entre la méthode Fast-ESPRIT qu’on a développé, un algorithme de 
classification de défauts selon les valeurs fréquentielles de leurs harmoniques intitulé CAFH et 
un algorithme de la logique floue qui collabore avec les capteurs de vibration localisés sur les 
différentes composantes d’éolienne. Ce dernier algorithme permet la prise de décision face à 
l’imminence d’une défaillance, le déclenchement d’alarmes et la prise des mesures de réaction 
adéquates et instantanées. Un nouvel indicateur de taux de gravité de chaque type de défaut a été 
  
 
 [149]  Conclusion 
formulé afin d’augmenter la précision de détection. La simulation sous Matlab de cette approche 
sous quatre types de défaillances en présence d’un bruit montre que la technique développée a 
une meilleure robustesse dans la classification de défauts et dans l’avertissement rapide et précis 
du niveau de sévérité d’un défaut. Cette approche offre divers avantages pour le diagnostic 
automatisé à distance tels que la réduction d’intervention répétitive du personnel de maintenance 
pour une réparation éventuelle ce qui évite les fausses alarmes. Les résultats obtenus qualifient la 
mise en application de cette approche dans un parc éolien en particulier et dans les réseaux 
électriques intelligents futurs smart grid en général vu les fonctionnalités d’interactivité qu’ils 
offrent. Comme perspective de ce travail de recherche on propose de développer une 
surveillance automatisée des machines éoliennes par le biais des réseaux de neurones artificiels 
combinés à la méthode Fast-ESPRIT. Cela permet de résoudre considérablement le problème de 
classification car le réseau neuronal se charge alors des tâches de la reconnaissance, de la 
localisation et de la classification des défauts à l’aide d’une base de données d’apprentissage ce 
qui augmente la fiabilité de discrimination. 
 
Les problèmes liés à la commande et à la régulation automatique du système éolien peuvent 
également être résolus car le capteur intelligent développé joue un rôle primordial dans la chaîne 
d’asservissement et de prise de décision du système. 
Finalement, on tient à mentionner que toutes les approches qu’on a proposé et développé en 
plus les résultats qu’on a obtenu dans le cadre de ces travaux de recherche ainsi réalisés ont été 
publiés dans des journaux internationaux indexés. Elles ont été également le sujet de notre 
participation dans de nombreuses manifestations scientifiques spécialisées nationales et 
internationales. 
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I. Matrice de Toeplitz  
En algèbre linéaire, une matrice de Toeplitz (d’après Otto Toeplitz) ou matrice à diagonales constantes est 
une matrice dont les coefficients sur une diagonale descendant de gauche à droite sont les mêmes. Par 




A. Définition  





est une matrice de Toeplitz. Si l’élément situé à l’intersection des ligne i et colonne j de A est noté Ai,j, 




B. Propriétés  




Correspond à un système de n équations linéaires à résoudre. Si A est une matrice de Toeplitz, alors le 
système est particulier : il ne contient que 2n-1 informations arrangées d’une manière bien particulière au 
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Si on effectue la multiplication de Un par un vecteur v, cela décale tous les coefficients de v d’une ligne 





On voit qu’elle est de rang au plus 2. On dira que D(A) est la matrice de déplacement de A. Si A est 
inversible et de Toeplitz, son inverse n’est pas de Toeplitz, sauf si A est triangulaire. Néanmoins, 
l’inverse de A a quand même une propriété intéressante : si on multiplie D(A) par l’inverse de A, on 
obtient -D(A-1), qui est donc aussi de rang au plus 2. 
Pour cette raison, si A est une matrice telle que AUn-UnA  soit de rang r, on dira qu’elle est de type 
Toeplitz, de rang de déplacement r. Un couple (G, H)  de matrices de taille nxr telles que : 
 
AUn-UnA=Gt.H (8)  
 
est appelé générateur de déplacement pour la matrice A. Il fournit une façon compacte de représenter une 
matrice de type Toeplitz. 
 
C. Calcul avec des matrices de Toeplitz  
Ces matrices sont très intéressantes du point de vue de la complexité du calcul. Par exemple, le produit 
d’une matrice de Toeplitz par un vecteur peut s’effectuer aussi rapidement que le produit de deux 
polynômes de degrés au plus n-1 et 2n-2, c’est-à-dire en O(nlog n) opérations. 
La somme de deux matrices de Toeplitz est de Toeplitz, et peut être effectuée en O(n) opérations. Le 
produit de deux matrices de Toeplitz n’est pas de Toeplitz, mais il est cependant de type Toeplitz. En 
représentation par générateurs de déplacement, leur produit peut se calculer en O(nlog n) opérations. 
Pour la résolution d’un système linéaire dont la matrice est de Toeplitz, intervenant par exemple pour le 
calcul des coefficients d’un modèle autorégressif pour une série temporelle, l’algorithme de Levinson-
Durbin (complexité : O(n2)) est souvent employé. Pour des n grands, la résolution de tels systèmes peut 
être rendu très rapide - typiquement en O(nlog(n)2) opérations, au moyen de la conjonction de plusieurs 
procédés algorithmiques. Ces procédés s’étendent aux matrices de type Toeplitz, et ils sont intéressants 
pour une matrice de rang de déplacement r petit devant n, car ils fournissent des algorithmes en 
O(nr2log(n)2) opérations, à comparer avec O(n3) opérations pour une matrice pleine quelconque. 
Cependant, une matrice de Toeplitz peut être fort mal conditionnée, et donc la solution obtenue avec une 
erreur relative forte si on calcule en nombres flottants, ou avec des fractions gigantesques, si on calcule 
exactement en rationnels. Ces matrices sont aussi étroitement liées aux séries de Fourier car l’opérateur 
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de multiplication (en) par un polynôme trigonométrique, comprimé (restreint) à un espace de dimension 
finie, peut être représentée par une telle matrice. 
Si une matrice de Toeplitz vérifie de plus ai=ai+n, alors c’est une matrice circulante. 
 
II. Matrice de Hankel 
En algèbre linéaire, une matrice de Hankel, du nom du mathématicien Hermann Hankel, est 
une matrice carrée dont les valeurs sont constantes le long des diagonales ascendantes, c’est-à-dire dont 
les indices vérifient la relation [237] : 
 
ai,j=ai-1,j+1 (1)  
 






Les matrices de Toeplitz ont, elles, des valeurs constantes sur les diagonales descendantes. Sur un espace 
de Hilbert muni d’une base Hilbertienne, on peut définir plus généralement un opérateur de Hankel. Ce 
dernier admet pour représentation une matrice de Hankel infinie, c’est-à-dire que le coefficient 
ai,j=(ei|a(ej)), dépend seulement de i+j. 
 
III. Capteurs d’une éolienne 
Manuel électrique, Capteurs ambiants réf. 941870 R4, éoliennes Vestas, 2000 
 Capteurs ambiants 




La girouette et l’anémomètre se trouvent sur l’arrière d’un support sur la coque en fibres de verre de la 
nacelle. 
2 capteurs optiques sont montés dans la girouette. B302 s’appelle capteur 0° (capteur zéro degré) et B303 
capteur 90°. 
Le principe est basé sur le mouvement d’un écran semi-circulaire provoqué par la girouette. Le signal du 
capteur optique est haut quand le capteur n’est pas protégé par l’écran. Inversement, le signal du capteur 
optique est bas quand le capteur est protégé par l’écran. Voir figure 1. 
Un signal haut constant  ==>  pourcentage d’assombrissement = 0 %. 
Un signal haut et bas 50-50  ==>  pourcentage d’assombrissement = 50 %. 
Un signal bas constant  ==>  pourcentage d’assombrissement = 100 %. 
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Si le pourcentage d’assombrissement est 0 % pour le capteur 0°, l’éolienne doit être orientée dans le sens A-
H (anti-horaire) pour revenir au vent. Si le pourcentage d’assombrissement est de 100 %, l’éolienne doit être 
orientée dans le sens H (horaire) pour revenir dans le vent. 
La girouette oscille dans le vent et lorsque l’éolienne est face au vent, le signal du capteur 0° est haut 50% du 
temps et bas 50% du temps, ce qui résulte en un pourcentage d’assombrissement de 50 % et le capteur 90° 
est haut tout le temps, ce qui donne un assombrissement de 0 %. 
Le signal du capteur 0° est filtré par un filtre de moyenne exponentielle avec une constante de temps de 100 
s. Un exemple d’utilisation de ce filtre est donné plus bas à la figure 2, dans lequel le signal du capteur 0° 
varie continuellement entre un pourcentage d’assombrissement de 0 et de 100 % et au bout de 696 s devient 




Si le pourcentage d’assombrissement filtré est > 50% + limite d’orientation (10%) ou < 50% - limite 
d’orientation (10%), l’éolienne s’oriente de 5 s (≅ 2,5°) dans le sens horaire ou anti-horaire en fonction du 
pourcentage d’assombrissement. Quand l’éolienne commence à s’orienter le pourcentage d’assombrissement 
calculé est fixé par l’ordinateur à 50% + limite d’orientation ou 50% - limite d’orientation. Si le pourcentage 
d’assombrissement < 50% - limite d’orientation ou > 50% + limite d’orientation lorsque l’éolienne est en 
cours d’orientation, l’orientation se poursuit. 
Si % d’assombrissement < 50% - limite d’orientation => orientation A-H. 
Si % d’assombrissement > 50% + limite d’orientation => orientation H. 
 
Dans l’exemple de la figure 1, le signal du capteur 0°devient constant au bout de 696 s (assombrissement 
100% ) ; quand cela se produit, le signal filtré a un pourcentage d’assombrissement de 50%. Environ 22 s 
plus tard, le signal filtré a un pourcentage d’assombrissement de 60% et l’éolienne commence à s’orienter. Il 
est très théorique de dire que le signal non filtré fluctue entre un assombrissement de 0% et de 100 % parce 
que le signal provient du module CT-3218 dans lequel le signal réel des capteurs est calculé par un 
pourcentage d’assombrissement toutes les secondes.   





































Tim e  [sec ]
S imu la te d da rken in g p erce ntag e, filte re d (lo w pa ss filte r w ith  timec on stan t o f 10 0 se c.) a nd n onfilte re d.
No nfilte red
filte re d
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La vitesse du vent est mesurée par l’anémomètre. L’anémomètre donne un signal tachymétrique avec une 
fréquence proportionnelle à la vitesse du vent. 
Pendant 1 s, le nombre de flancs avant est compté et calculé par l’ordinateur pour avoir une expression de la 
fréquence. La vitesse du vent est calculée au moyen de deux paramètres (BASE et PENTE), voir l’expression 
ci-dessous. 
 
Vitesse du vent  =  Pente x fréquence + Base [m/s] 
 
Où Pente = (P4.1)/1000 
 Base =  (P4.2)/10 
 
Au cours de la surveillance de l’éolienne, la vitesse du 
vent est une moyenne exponentielle de la vitesse du 
vent de l’anémomètre (filtre passe-bas avec une 
constante de temps de 100 s, tout comme le filtre décrit 
à la section précédente). Si la vitesse du vent est 
supérieure à 30 m/s pour la V39, 25 m/s pour la V42 et 
20 m/s pour la V44, l’ordinateur met l’éolienne en 
PAUSE. Un palier de vent passant de 23 m/s à 26 m/s 
donne la réponse illustrée sur le tracé. La moyenne 
exponentielle est sur 63 % du palier au bout d’une 
constante de temps (≅ 25 m/s). Si c’est le cas pour une 
V42, l’ordinateur arrête l’éolienne. 
 
3. Surveillance de la température de l’ordinateur 
Pour permettre un traitement correct des données dans l’ordinateur, la température doit être supérieure à 0°C. 
Une résistance chauffante est donc incorporée dans le contrôleur haut et dans le contrôleur au sol. Dans le 
contrôleur haut et le contrôleur au sol, le chauffage veille à ce que la température soit supérieure à 0°C, dans 
des conditions ambiantes descendant à -20°C. 
La surveillance de la température de l’ordinateur est particulièrement nécessaire si la température dans les 
environs est au-dessous de 0°C et en cas de coupure de courant. Les résistances chauffantes ne peuvent pas 
alors maintenir la température au-dessus de 0°C. Dans ce cas l’éolienne ne peut pas démarrer tant que la 
température dans le contrôleur haut et celui au sol n’est pas supérieure à 0°C.  
 
Si la température dans le contrôleur haut dépasse 0°C, le capteur de température B304 concerné se ferme et 
le relais D304 active S304 (entrée du processeur haut). Si la température du contrôleur au sol dépasse 
également 0°C, le capteur de température concerné B305 se ferme et le relais ferme le contact D305 qui 
active S305 (entrée du contrôleur au sol). 
Quand la température est inférieure à 0°C et qu’un capteur de température (B304 ou B305) est désactivé, 
K330 a un retard de 60 s avant de couper l’alimentation de l’ordinateur. Au cours de ces 60 s l’ordinateur a le 
temps de passer à l’état PAUSE. Quand B304 est désactivé, le relais D304 désactive S304 (entrée du 
processeur haut), et quand B305 est désactivé, le relais D305 désactive S305 (entrée du processeur au sol). 
 
Comme il y a une régulation des températures basses, il y a également une régulation des températures 
hautes. La température dans le contrôleur haut est mesurée par un capteur PT100 (R310). Quand elle est 
supérieure à 35°C (P4.64 TopTemp TopFan start – temp. haute dém. ventil. haut), l’ordinateur active le 
contacteur K315 qui met en marche le ventilateur (E953) du contrôleur haut. Quand la température est de 
Figure 2 
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5°C (P4.65 TopTemp TopFan hyst. – temp. haute hyst. ventil. haut) au-dessous de la température donnée 
dans P4.64 l’ordinateur désactive le contacteur et le ventilateur s’arrête. 
 
La température dans la section de jeu de barres est contrôlée par les thermistances (S309 et S311). Quand la 
température est supérieure à 40°C, la thermistance S309 se met à l’état “bas” et l’ordinateur active le 
contacteur K312 qui met en marche les ventilateurs (E946A et E946B) dans la section jeu de barres. Quand 
la température repasse au-dessous de 40°C, la thermistance S309 passe à l’état “haut” et l’ordinateur 
désactive le contacteur K312 et arrête les ventilateurs si et seulement si la puissance moyenne produite est 
90% de la puissance moyenne produite la dernière fois que la thermistance S309 était à l’état “bas”. 
 
Si la température dans la section jeu de barres est au-dessus d’environ 70°C, la thermistance S311 passe à 
l’état “bas” et l’ordinateur met l’éolienne à l’état PAUSE. 
4. Résistance chauffante 
Une résistance chauffante 400W, 230V est placée dans le contrôleur haut et dans le contrôleur au sol (E941 
et E939). Les résistances chauffantes sont commandées par une unité PTS 5, dont l’une est dans la section 
processeur du contrôleur haut (E942) et l’autre dans le contrôleur au sol (E940).  
 
L’unité PTS 5 fonctionne ainsi :  
 
Quand la température est inférieure à 2°C, la résistance chauffante produit une puissance maximale 
constante. Si la température est comprise entre 2°C et 10°C, la puissance de la résistance chauffante est 
régulée. L’unité PTS 5 maintient la résistance chauffante désactivée pendant un temps plus ou moins long au 
sein d’une période de 2 s. Quand la température est supérieure à 10°C, la résistance chauffante est toujours 
désactivée. 
5. Capteur de température dans la nacelle et de température ambiante 
Le capteur de température dans la nacelle (R306) est monté au-dessous au contrôleur haut. La température de 
la nacelle sert à mettre en marche et à arrêter le refroidisseur d’huile d’engrenage. 
Le ventilateur (M340) du refroidisseur d’huile d’engrenage démarre à basse vitesse quand la température de 
la nacelle est supérieure à 35°C (P4.48 NacTemp NacFan Low - temp nac ventil. nac basse) et s’arrête 
quand la température passe au-dessous de 30°C (P4.48 NacTemp NacFan Low - P4.50 NacTemp Nacfan 
hyst. (temp nac ventil. nac hyst)). Le ventilateur (M340) démarre à grande vitesse quand la température de la 
nacelle est supérieure à 40°C (P4.49 NacTemp Nacfan High - temp nac ventil. nac haute) et passe en basse 
vitesse quand la température redevient inférieure à 35°C (P4.49 NacTemp Nacfan High - P4.50 NacTemp 
Nacfan hyst. (temp nac hyst. ventil. nac)). 
 
NB : Le refroidisseur d’huile d’engrenage est contrôlé par la température de la nacelle et la température 
de l’huile d’engrenage. Il marche toujours en fonction de la demande la plus élevée de l’une ou 
l’autre des températures. 
 
Le capteur de température ambiante (R300) est monté au-dessous de la nacelle. Si la température est 
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6. Capteur de température PT-100 
Temp. [°C] R [ohm] Temp. [°C] R [ohm] 
-20 92,2 +70 127,1 
-10 96,1 +80 130,9 
0 100,0 +90 134,7 
+10 103,9 +100 138,5 
+20 107,8 +110 142,3 
+30 111,7 +120 146,1 
+40 115,5 +130 149,8 
+50 119,4 +140 153,6 
+60 123,2 +150 157,3 
Augmentation :  0,38 ohm/°C 
7. Calcul de moyenne exponentielle 
Le calcul de moyenne exponentielle sert à la fois à déterminer le pourcentage d’assombrissement (voir 
section 1) et la vitesse d’arrêt (voir section 2). Le calcul de moyenne exponentielle s’effectue de la manière 
suivante : 
y(n) = x(n)⋅(1-KATT/100) + y(n-1)⋅(KATT/100) 
 
Où, y(n) = Sortie filtrée de l’échantillon no. n 
 x(n) = Entrée filtrée de l’échantillon no. n 
 KATT = Coefficient d’amortissement exponentiel en %. 
 
En rapport avec le calcul de moyenne exponentielle, Vestas utilise la constante de temps (τ) au lieu du 
coefficient d’amortissement. Il est possible d’exprimer τ en fonction de KATT quand le temps 
d’échantillonnage est Ts de la manière suivante : 
 
τ = -Ts/ln(KATT/100) ==> KATT = 100⋅e(-Ts/τ) 
Quand τ = 100s et que le temps d’échantillonnage Ts = 1s, le filtre de calcul de moyenne exponentielle 
s’exprime ainsi : 
 
y(n) = 0,01⋅x(n) + 0,99⋅y(n-1) 
 
qui est également un filtre passe-bas. Cette expression est identique à celle qui est utilisée pour déterminer le 
pourcentage d’assombrissement et la vitesse d’arrêt. 
8. Régulation de la température 
L’éolienne est dotée d’une régulation de température ajustant la puissance active si la génératrice ou le 
multiplicateur de vitesse fonctionne à une température trop élevée. 
a) Régulation de la température de la génératrice 
La régulation de température de la génératrice est activée si la température ambiante est inférieure de 
(P4.31) 5 °C à la température limite supérieure ambiante (P4.13) 40°C, ou si la tension de réseau est de 
(P4.30) –15% au-dessus de la tension nominale (P1.128). 
 
Quand le contrôleur est activé, un régulateur PI contrôle la puissance limite si la température de la 
génératrice dépasse la limite d’alarme (P5.21) °C moins (P4.29) 10 °C. 
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Dans le même temps le message ”Hot Generator ___°C ______kW” (haute température 
génératrice_°C_kW) est consigné dans le journal des événements toutes les (P4.46) 1800 s (toutes les 30 
min). 
Puisque la limite de tension est réglée à –15% le contrôleur est toujours activé. 
b)  Régulation de la température de l’engrenage 
La régulation de température de l’engrenage est activée si la température ambiante est inférieure de 
(P4.36) 5 °C à la température limite supérieure ambiante (P4.13) 40°C. 
Quand le contrôleur est activé, un régulateur PI contrôle la puissance limite si la température de 
l’engrenage dépasse la limite d’alarme (P5.18) °C moins (P4.35) 5 °C. 
Dans le même temps le message ”Hot gear  ___°C ______kW” (haute température engrenage_°C_kW) 
est consigné dans le journal des événements toutes les (P4.46) 1800 s (toutes les 30 min). 
c) Liste des capteurs utilisés 
Contrôleur VMP-500/600/660kW-(690V-50Hz / 60Hz), Application : Réseau 
N° comp. Réf. Description Type Fournisseur Commentaire 
S102-
S105 
091180 Capteur de torsion de câble, 3693 
S1825 
X/2FR6/150-091170 TER DEMEX 
Electric 
Z = 10, M = 12 
S200 109090 Capteur de niveau d’huile 
hydraulique 
Gems LS600-150-NO-10 Berendsen 
PMC A/S 
Pos. 2 
S201 ------ Pressostat, filtre  Berendsen 
PMC A/S 
Pos. 10 
S202 109155 Pressostat, réservoir de frein Hydropa DS302/F-55/SS Berendsen 
PMC A/S 
Pos. 26.1 
A203  Transducteur de pression 
analogique hyd. 





R206 109102 Capteurs Pt-100, huile hydraulique ½” RG, L = 200 mm Berendsen 
PMC A/S 
Pos. 4 
R300 114279 Capteur de température ambiante Pt100 Micro Matic  
B301 872300 Anémomètre  Vestas  
B302-
B303 
835783 Girouette  Vestas  
B304 114219 Thermostat, contrôleur haut 0°C EBERLE type 6704 J. D. Fridrichen 0°C 
R306 114279 Capteur de température, nacelle Pt100 Micro Matic  
R310 114279 Capteur de température, contrôleur 
du haut 
PT100 Micro Matic  
B400 114252 Capteur inductif, rotor EI 30 10 PPos, PNP Carlo Gavazzi  
B401 114264 Capteur inductif, génératrice DU 10, EP, PNP Carlo Gavazzi Forme en 
fourche 
R402 ------ Capteur de température, engrenage  Flender  
S403 114855 Capteur de vibration WLNJ-S2-G OMRON  
U405 791275 
095355 
Protection Vestas contre les 
survitesses 







Introduit en 1997 
R406 ------ Capteur de température, roulement 
d’engrenage 
PT100 ------  
S412 131028 Pressostat, refroidissement d’huile 
d’engrenage 
KPS-31 1/4” Danfoss  
B430 114252 Capteur inductif, VOG EI 30 10 PPos, PNP Carlo Gavazzi  
R503 ------ Température génératrice 1 Pt-100 ------  
R504 ------ Température génératrice 2 Pt-100 ------ Gén. 2 
R963 114289 Capteur de température sur E940 NTC 4,7kΩ-A25 Promax  
R964 114289 Capteur de température sur E942 NTC 4,7kΩ-A25 Promax  
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VI. Notions de base de la logique floue 
Pour un système de diagnostic flou, les signaux de ses entrées, utilisés en surveillance d’état peuvent 
être associés à certaines fonctions d’appartenance ou de vraisemblance. Une fonction d’appartenance 
permet à une valeur donnée, d’être associée à une variable linguistique avec un certain degré de vérité ou 
de validité. Une variable linguistique n’est en réalité qu’une expression de langage courant [219, 221-
227]. Différentes formes de fonctions d’appartenance peuvent être choisies pour une application donnée. 
La construction de  ces fonctions d’appartenance nécessite un aperçu significatif au sens physique des 
signaux et des variables linguistiques à utiliser. Elle nécessite aussi de l’expérience pratique. Une fonction 
d’appartenance µ est une fonction caractéristique de valeur contenue dans l’intervalle [0, 1]. Elle fait 
correspondre à chaque valeur possible de toute variable ou signal d’entrée de l’ensemble flou, un degré 
d’appartenance : c’est l’opération de ‘fuzzification’. Elle permet de passer du domaine réel au domaine du 
flou. Plusieurs ensembles flous peuvent donc être définis sur la même variable. Un ensemble flou est 
défini par sa fonction d’appartenance. Un point x de l’univers flou, appartient à un ensemble A, avec le 
degré d’appartenance suivant : 
 
( )0 x 1Aµ≤ ≤  (1)  
 
Le Support d’un ensemble flou est l’ensemble des points pour lesquels le degré d’appartenance est non 
nul : 
( ){ }| x 0A AS x µ= >  (2)  
 
Par exemple, la variable amplitude d’harmonique peut avoir trois ensembles flous. Ils sont associés à 
leurs termes linguistiques : amplitude petite, moyenne et grande, comme illustré sur la figure 1.  
 
 
Figure 1.  Fonctions d’appartenance linéaires et termes linguistiques 
 
Ainsi, l’ensemble flou des amplitudes d’harmoniques sera défini par une «fonction d’appartenance µ». 
Elle peut prendre n’importe quelle valeur (degré d’appartenance) dans l’intervalle [0, 1] pour les 
harmoniques ayant une amplitude dans l’intervalle [0,5A, 2A] comme schématisé sur la figure 2.  
 



















Variable amplitude d'harmoniques (A)
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Figure 2.  Fonction d’appartenance de la variable amplitude moyenne 
 
Comme dans la logique booléenne, les opérations de base de la logique floue pourraient inclure «ET», 
«OU» et «NON». Mais au lieu d’avoir un résultat «Vrai» ou «Faux», les opérateurs de logique floue 
permettent une valeur de degré comprise entre 0 et 1. Pour ce degré, l’état combiné de l’opération logique 
est vrai. 
 
A. Intersection  
L’opérateur logique ET corresponds à l’intersection des ensembles flous. Le degré de vérité de la 
proposition «A ET B» est le minimum des degrés de vérité de A et de B:  
 




A=«Amplitude moyenne» est vraie à 0.7 
B=«Vibration faible» est vraie à 0.4 
µ(A ET B)=MIN(µA, µB)=MIN(0.7,0.4)=0.4 
 
B. Union  
L’opérateur logique OU correspond à l’union des ensembles flous. Le degré de vérité de la proposition 
«A OU B» est le maximum des degrés de vérité de A et de B: 
( ) ( ) ( )( )A OU B MAX A , Bµ µ µ=  (4)  
Exemple : 
 
A=«Amplitude moyenne» est vraie à 0.7 
B=«Vibration faible» est vraie à 0.4 
µ(A OU B)=MAX(µA, µB)=MAX(0.7,0.4)=0.7 
 
C. Complément  
L’opérateur logique relatif au complément d’un ensemble flou est la négation. Il est exprimé comme suit : 
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( )( ) ( )NON A 1 Aµ µ= −  (5)  
Exemple : 
 




D. Inférence  
 
Le mécanisme d’inférence représente une simplification basée sur l’implication floue qui utilise les bases 
de règles floues.  
 
E. Conclusion  
 
La logique flou est une combinaison de relations ou de propositions du prédicat liées par l’opérateur  de 
conjonction «ET» et l’opérateur de dis conjonction «OU». 
 
F. Règles floues et moteur d’inférence 
 
L’outil le plus adopté dans les applications s’appuyant sur des algorithmes de diagnostic flous, est la base 
des règles floues.  
Ces dernières dérivent d’une base de connaissance issue de l’expertise humaine. Elles sont utilisées en 
parallèle ou en série. Chaque règle est de type : 
 
SI « Condition » ALORS « Conclusion » 
 
(6)  
 
 
