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Abstract
The transition pathways between two metastable states of a physi-
cal system and the energy barrier associated with these transitions
is of great interest in the natural sciences. Mathematically, these
metastable states are local minima of some potential energy sur-
face, and the most probable transition paths between these states
are minimum energy paths (MEPs). Finding the saddle points of
the potential energy surface allows the calculation of the reaction
rates.
The String Method was developed to find MEPs between two given
local minima. The Climbing String Method was used to find a saddle
point directly connected to a local minimum. In this thesis, the
different parametrizations for these methods will be analyzed and
compared. Moreover, an alternative method - the Climbing MEP
is proposed for the second problem. By forcing the string to climb
along an MEP, it will definitely converge to a saddle point.
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1 Introduction
The study of rare events has gathered attention from different research
groups in the field of mathematics, physics, chemistry, among others in the
past decades [8]. Several methods and ideas, with the rapid progress in
technology and computing machines, were developed in order to address
some basic problems in transition state theory. The study revolves on how a
particular object or system changes from one metastable state into another.
Questions that are commonly asked in this field are:
1. How does a system change its state? In particular, what are the
transition paths between two particular metastable states?
2. How often does a particular transition happen? What is the probabil-
ity that the transition occurs from one particular state into another?
3. What is the energy needed to transfer from one state into another?
Transitions between metastable states are considered as rare events. It is
rare in the sense that in the internal clock of a system, such an event rarely
happens, and that it unusually happens too quickly. Attempts to observe
such transitions require a lot of effort.
One of the common applications is molecular dynamics which could be a
high-dimensional problem depending on the number of moving particles.
Consider a system of particles governed by the equation:
γx˙ = −∇V (x) + η(t) (1)
where γ is the friction coefficient, x is the position of points in space, V is a
(smooth) energy landscape, and η(t) is some noise.1 The potential force V
1The noise term satisfies a correlation function 〈ηj(t)ηk(0)〉 = 2γkBTδjkδ(t).
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of the system can be calculated as the sum of the pairwise forces between
atoms. When a system lies in a particular state characterized by a local
minimum in the potential V, the system is said to be metastable, and the
system will stay around this local minima until the noise is large enough
to drive a jump into another state. It takes a long time for this jump or
transition to occur [8].
A potential surface can have many local minima. Each local minima is
located inside a basin of attraction. If a point lies in this basin, applying
steepest descent on the point will make the point fall into the local min-
imum like a ball rolling down a slope. Consider a domain Ω and a finite
number n of local minima Ai, i = 1, . . . , n. Then Ω is partitioned into basins
bi, i = 1, . . . , n. Between the basins is a dividing surface which is commonly
not known. Normally, only the potential function or the dynamics of the
system is given. In this thesis, the knowledge of one or two local minima
will be assumed.
1.1 The Problems
There are two main problems that have been addressed in various litera-
ture, and will be discussed in this thesis: finding minimum energy paths
and finding saddle points.
1.1.1 Finding MEPs
Given any two identified local minima, say A and B on a potential surface
V, the system can be driven from state A to state B in many ways. It is an
2
established fact in transition state theory that this transition occurs along
a minimum energy path (MEP) between these two states with exponential
likelihood [3]. Note that an MEP between two states may not be unique
(see Figure 1). To be precise, an MEP is a (piecewise) smooth curve ϕ∗
connecting two points satisfying the condition
[∇V ]⊥(ϕ∗) = 0 (2)
where [∇V ]⊥ = −∇(V )+(∇V, τ)τ, with (·, ·) as the usual dot product and
τ is the unit tangent vector of the curve ϕ at each point. Intuitively, the
force perpendicular to the curve at each point is zero. If a point lies on
the MEP, its tendency is to move along, or parallel, to the string, requiring
the minimum energy for a point to move. Note that an MEP between two
local minima may pass through other local minima.
Figure 1: Given Toy Example 1:V (x, y) = sin(x) cos(y) and two local minima (−pi2 , 0)
and ( 3pi2 , 0), two MEPs are traced between them. These MEPs pass through other local
minima: (pi2 , pi) or (
pi
2 ,−pi). Each MEP passes through two saddle points. The MEP
on top (marked by ◦) passes through saddle points (0, pi2 ) and (pi, pi2 ). The MEP below
(marked by + signs) passes through saddle points (0,−pi2 ) and (pi,−pi2 ).
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The String Method is a method developed to address the problem of find-
ing the MEP between two local minima. For smooth energy surfaces, the
Zero-temperature, or as will be referred throughout this thesis as the string
method or the Original String Method, will suffice.2 In the string method,
a random initial curve, called a string, is evolved according to a differential
equation such that the points of the string are pushed according to the the
normal component of the full force, pushing the string towards the MEP.
1.1.2 Finding Saddle Points
A saddle point is characterized by a local maximum along an MEP, or a
local minimum along the dividing surface between basins. Physically, sad-
dle points serve as the bottlenecks of the transitions between two states.
Knowing a saddle point allows the calculation of the transition path (if
not yet known) and the calculation of the activation energy needed for a
system to change form one state to another.
A Climbing String Method has been devised to answer this second problem
[20]. It is essentially a string method with a climbing image on one end-
point, while the other endpoint is fixed on the local minimum. By using
the string method which evolves a curve into the MEP, the climbing image
will eventually converge to the saddle point. The saddle points found are
directly connected to the given local minimum.
The calculation of the activation energies and other physical interpretation
that requires a bit more extensive physical study is not covered in this
2This thesis assumes that the energy surface is sufficiently smooth. For rough energy
surfaces, a finite-temperature String Method is used [18].
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thesis. The focus will be the string method, with some of its varities and
modifications, particularly, the different parametrizations that can be used
in the string method. Moreover, an alternative method to the Climbing
String Method will be proposed.
1.2 Existing Methods
Other methods have been developed to answer these two basic questions.
The list that will be identified here is not exhaustive. The most basic is the
transition path sampling which performs a Monte Carlo simulation of all
possible paths leading from a local minimum to the neighboring minima,
allowing the calculation of the mean exit times between two states, the
identification of the paths, among others [6]. However, such a method is
exhaustive and requires a lot of computational effort. A famous method
is the Nudged Elastic Band method which, similar to the string method,
has a band connecting the two local minima discretized into a number of
images, where each image is evolved by summing up parallel and perpen-
dicular forces acting on it [10, 11]. The perpendicular force is the same as
the perpendicular force on the string method while the parallel force on
the ith image is ((ϕi+1 − 2ϕi + ϕi−1, τi)τi multiplied by an artificial spring
constant κ, with τi as the unit tangent vector at the ith image.
The Activation-Relaxation method was also developed, but primarily, to
look for a transition path from a given local minimum to some yet unknown
local minimum [2, 12]. The path is traced by first escaping the harmonic
basin around the local minimum by a random direction and then finding
a valley in the potential surface characterized by a negative eigenvalue in
5
the Hessian. Obtaining the direction associated with lowest eigenvalue, the
point climbs up and eventually reaches the saddle point. Upon reaching the
saddle point and pushing forward along the unstable direction, the point is
then relaxed and allowed to roll down the energy surface by any convenient
minimization method like the conjugate gradient or the steepest descent
method.
Some other methods include a growing string method and minimum action
method. The growing string method is an adaptation of the string method
but performing the method from the endpoints of the string until the two
“strings” merge into one [17]. Under more general settings, the Minimum
Action Method and its different varieties can also be used. Here, the curve
is mapped onto a (time) interval and the points are distributed based on a
differential equation [4, 25]. Other optimization methods applied to these
existing methods also exist so as to take advantage of established optimiza-
tion techniques.
For the second problem, the famous Dimer method is a method that finds
saddle point in the domain by continuously translating and rotating a two-
point segment, called a dimer, towards a saddle point by orientating the
direction towards an unstable direction and then climbing along that direc-
tion [9]. This is a good method but it does not guarantee that any found
saddle point is directly connected to a given local minimum.
A more recent method is the Gentlest Ascent method [7]. From a local
minimum, a point is evolved to climb up the energy surface at a direction
determined by calculating the Hessian and finding the eigenvector associ-
ated with a negative eigenvalue.
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1.3 Outline of the Thesis and New Contributions
Without discounting the advantages and efficiency of these other methods,
the focus of the thesis will be the variations of the string method. Chapter
2 is a discussion of the String Method along with different versions of ob-
taining the MEP or saddle point given one or two local minima. Moreover,
a new method will be discussed: the Climbing MEP Method which is a
general form of the Climbing String Method.
Chapter 3 will be a discussion of some modifications of the String Method
in the different aspects of the code or method. This will contain some
discussion on the choice of number of images N , the ODE solver, the cal-
culation of the tangent, use of acceleration methods, and a brief comment
on the parametrization of the string.
A whole chapter, Chapter 4, is dedicated to the discussion of three partic-
ular parametrizations: Equal Arclenth (EA), Weighted Energy (WE), and
Adaptive Mesh (AM) parametrization. These three parametrizations will
be compared and analyzed in different manners in Chapter 5.
Chapter 5 will be dedicated to some examples and comparisons between
methods and parametrizations. The examples used are some 2-dimensional
potential energy surfaces (to be called Toy Examples 1 and 2), the Mu¨ller’s
Potential, and a seven-atom island on a 336-atom substrate, where the en-
ergy potential will be calculated by the sum of pairwise Morse potential
between any two atoms.
The new contributions of the author are the following:
7
1. The Climbing MEP method
2. Implementation and analysis of the Adaptive Mesh parametrization
3. Modification to the Weight Function in the Weighted Energy Parametriza-
tion
4. Various analysis of the different parametrizations on both String
Method and Climbing String Method.
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2 String Method
The string method had been originally devised to find minimum energy
paths. A brief discussion on the different improvements of the string
method will follow, as well as adapting the string method to find sad-
dle points.
2.1 Finding the MEP
Consider a sufficiently smooth potential energy surface V with at least two
local minima A,B. The string method is developed to find a minimum
energy path ϕ∗ connecting A and B. An initial string ϕ|t=0 is selected with
endpoints at A and B.3 The string is parametrized by α ∈ [0, 1] to keep
track of the points. The points on the string are then denoted by ϕ(t, α)
with two fixed points
ϕ(t, 0) = A, ϕ(t, 1) = B (3)
for all time t. Furthermore, N points on the string are chosen to be the N
images into which the string is discretized, including the endpoints. The
whole string can be obtained simply by connecting these N images by
linear or spline interpolation. The parametrization and discretization is a
numerical method to keep track of the string in an efficient way. The string
method works well because intrinsic parametrizations can be enforced eas-
ily.4
3The default option for the initial string is the line that connects the two local minima.
4Intrinsic parametrizations are parametrizations which rely on the data obtained
from the string alone (e.g. length, energy associated with the string).
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The string is then evolved according to a differential equation asociated
with the dynamics of the system. The Original String Method and Simpli-
fied String Method differ in this regard. The Original String Method evolves
an image on the string along a plane normal to the curve ϕ at that image.
The simplified string method on the other hand performs a simpler method
of steepest descent. However, both methods perform reparametrizations to
enforce the correct dynamics. Numerically, the string method consists of
two parts: the curve evolution, and the reparametrization.
2.1.1 Original String Method
In the original String Method, also known as Zero-temperature String
Method, the curve ϕ is evolved according to the equation
∂
∂t
ϕ = −[∇V ]⊥(ϕ) (4)
where [∇V ]⊥ = ∇V − (∇V, τ)τ, is the projection of the gradient force in
the plane normal to the curve, and τ is the unit tangent vector. By the
enforcement of a parametrization, (4) can be written as
∂
∂t
ϕ = −[∇V ]⊥(ϕ) + rτ





where ϕα denotes the derivative of ϕ with respect to α. To determine
r, the parametrization enforces a constraint. For example, if an equal
10




An energy-weighted parametrization requires the constraint
∂
∂α
[f(V (ϕ))|ϕα|] = 0
for some monotone decreasing function f. As the value of the energy at
a point on the string increases, the distance to the next point becomes
shorter. With boundary conditions as fixed as in (3), the system can be
solved. Numerically, however, r need not be solved. The curve can simply
be evolved as in (4) while reparametrization is performed after (a number




is less than a prescribed tolerance δ > 0, which is the equivalent of the
definition of the MEP (2).5
2.1.2 Simplified String Method
In both Original String Method and Nudged Elastic Band Method, some
effort is required in the calculation of the normal projection, particularly
the calculation of the tangent. A finite-difference approximation of the
tangent may lead to instabilities. A simplified string method has been
developed to avoid this calculation. The string is evolved according to
ϕt = −∇V (ϕ) + r¯τ, (6)
5Note that ϕi, i = 1, . . . , N give the location of the ith image of the string, not to be
confused with ϕt and ϕα which represents derivatives of the curve.
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where r¯ is another Lagrange multiplier.6 The curve evolution is terminated
by prescribing the same error as in (5), ensuring that the curve is an MEP.
In (6), the curve is evolved according to the steepest descent dynamics. By
enforcing reparametrization, the images will not all fall into the local min-
ima. The simplified string method avoids the instabilities and cost incurred
in calculating the tangential force. Accuracy, stability, and efficiency is im-
proved [5]. The accuracy also becomes a function of N. Most importantly,
it is simpler than the original string method.
Figure 2: The initial string (with images marked by +) and the final string (with images
marked by ◦) of the Simplified String Method on Mu¨ller Potential are shown.
2.2 Finding the Saddle Point
Saddle points can be approximated by finding the points which are local
maxima along a minimum energy path. Since a minimum energy path be-
tween A and B may pass through several local minima and local maxima,
6Note that the simplified method will be equivalent to the original string method if
r¯ = r + (∇V, τ).
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it is possible to locate several saddle points. Using this method, how-
ever, requires a very large number of points N near the real saddle point
to achieve sufficient accuracy for a candidate saddle point. The following
methods present alternatives. The first method deals with finding the sad-
dle points less expensively along the MEP connecting two local minima.
The other methods find saddle points directly connected to a given local
minimum.
2.2.1 String Method-Climbing Image
This method is similar to the preceding method but will require less num-
ber N of images. By first evolving and solving for the minimum energy
path using a small N , and then evolving a candidate saddle point using the
climbing image, the saddle point can be located with an arbitrary accuracy
but will involve less calculation than the method above [5, 11].
First, the MEP is calculated using the string method with minimal N, and
then a candidate saddle point is selected by obtaining the image on the
string with the highest energy. The candidate saddle point ϕ(s) is then
evolved according to
ϕt = −[∇V (ϕ)]⊥ + ν¯(∇V (ϕ), τ)τ, with ν¯ > 0, (7)
or simply
ϕt = −∇V (ϕ) + ν(∇V (ϕ), τ)τ, with ν > 1. (8)
A higher value for ν increases the step size of the climbing image.7
7A default value that can be used is ν = 2. The speed of the evolution increases
but is open to error if one overestimates the step size too much, in particular, if the
surface provides many alternative saddle points, which is common in high-dimensional
problems.
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The point ϕ(s) will be evolved according to (8) until |∇V (ϕ(s))| < δ for a
certain user-provided tolerance δ > 0 is achieved. Since, the initial point is
a candidate saddle point supposedly near the real saddle point, and with
the choice of the evolution as in (8) the candidate saddle point converges
to the saddle point. If there are multiple saddle points along the MEP, this
method is performed to each of the candidate saddle points found.
2.2.2 Climbing String Method
If the problem is to find a saddle point that is directly connected to a
particular local minimum A, then the Climbing String Method (CSM) will
provide to be a suitable method. Unlike the dimer method which randomly
locates saddle points in the domain, the CSM is a three-step algorithm to
find a nearest saddle point given only one local minimum. Given local min-
imum A, and another point C at an arbitrarily short (but sufficiently long
so that |∇V (ϕN)| is not very small) distance ∆x from A, an initial string
ϕ is obtained with endpoints at A = ϕ0 and C = ϕN .
The string is discretized and parametrized as usual. To locate a saddle
point, the endpoint C is evolved according to (8) while the rest of the
points are evolved according to (4).8 Clearly, the local minimum A is fixed
at the local minimum. To ensure that the saddle point that will be located
is directly connected to the local minimum, the energy of the images in
the string is checked to be monotonic (non-decreasing) from A to C. If the
energy of the images in the string is not monotonic, the string will be cut
at the image corresponding to the local maximum of the energy nearest to
8The simplified string method can also be used to evolve the non-climbing images.
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Figure 3: The Climbing String Method is performed given a local minimum (−pi2 , 0) of
the Toy Example 1: V (x, y) = sin(x) cos(y). The initial string marked by + is shown as
well as the final string marked by ◦.
A. Then, the usual reparametrization occurs. In outline form, the three
steps are:
1. Evolve curve.
2. Check monotonicity of energy along the string.
3. Reparametrize the string.








is greater than a particular tolerance δ > 0.
2.2.3 Climbing MEP Method
Similar to the Climbing String Method, the Climbing MEP (CMEP) Method
solves the problem of finding a nearby saddle point to a given local mini-
mum A. Later comparisons show that the Climbing String Method outper-
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forms the Climbing MEP method by requiring less force evaluations.
Given an initial string connecting A to C, a “partial MEP” is calculated
by evolving the images of the string according to (4), except the fixed local




is less than a particular tolerance δ1 > 0. Once a partial MEP is obtained,
the image on the moving endpoint then climbs up along the MEP by the
full force ∇V (ϕN).9
The resulting curve is then again evolved into a partial MEP if the MEP
error above exceeds δ1 > 0. The partial MEP-climbing image loop is per-
formed until a saddle point is found, quantitatively measured when the
saddle point error given by (9) is less than another prescribed tolerance
δ2 > 0. Hence, the method is composed of four parts:
1. Evolve into partial MEP.
2. Check monotonicity of energy along the string.
3. Reparametrize the string.
4. Perform Climbing Image using full force.
A drawback of this method is the need to perform the string method to
obtain the partial MEP many times. Moreover, the accuracy of the method
requires that δ1 to be very small so that the full force will be calculated
9This is similar to the Climbing String Method since along the MEP, it is known that
[∇V ]⊥ = ∇V − (∇V, τ)τ = 0, from which it is clear that ∇V = (∇V, τ)τ. Performing
the climbing image on C given by (8), the resulting force is simply the full force.
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properly.10 Such a restriction increases the number of force evaluations
required until convergence.
Figure 4: The Climbing MEP Method is performed given a local minimum (−pi2 , 0) of
the Toy Example 1: V (x, y) = sin(x) cos(y). At some stages, the string is relaxed into
a partial MEP, and once the error is small, the moving endpoint climbs with full force.
In this case, the string is plotted every 50 iterations towards the MEP.
An alternative method, named as modified CMEP is to perform the string
method to get the partial MEP only once in a while, however performing
the normal projection on the images near the end of the string at every
iteration. This requires less force evaluations than the full Climbing MEP
method, but still significantly more force evaluations than the CSM. If one
looks at the Climbing String method, it is a simplification of the CMEP
method - simplified by performing the evolution of the points to the MEP
and the climbing image method simultaneously.
10In the examples performed, it seems necessary to require δ1 ≤ δ2 for the method to
converge.
17
2.2.4 Convergence of the Climbing Image
Note that the stationary points of (7) or (8) are the local extrema and
saddle points. It is more evident in (7) that the climbing image has a force
component which goes towards an MEP, and a tangential component which
climbs up the slope (an upwind calculation is used for the tangent). More-
over, the other points in the string evolve towards an MEP. As stated in
the Climbing MEP method, climbing along an MEP will reach the saddle
point. Since the tangential force climbs near an MEP, then convergence
towards a saddlepoint. This is even more evident in the case of choosing
a candidate saddle point from the images of an MEP since the tangential
force is already calculated between points on the MEP.
From (8), note that an image following such an evolution will not converge
towards the local minimum since the tangent is moving away from the local
minimum. It will also not converge to the local maximum because of the
component provided by the negative of the gradient. The only possible
points of convergence are saddle points.
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3 Modifications on the String Method
In implementing the various versions of the string method to find an MEP
or a saddle point, several options are available in each of the substeps. It
will be stated in each option for which variations of the string method it
may be used.
3.1 Arbitrary Initial String
This modification concerns the problem of finding the MEP given two lo-
cal minima. Consider the problem of finding an MEP given two random
points in two different basins. A trivial approach is to first find the local
minima by some minimization algorithm after which the String Method is
performed. It is possible however to perform this minimization together
with the String Method.
Given an initial string of N images, perform the string method as usual on
the intermediate points. The endpoints on the other hand will be evolved
by the stepest descent method, following the differential equation
∂
∂t
ϕ = −∇V (ϕ).
The method is terminated when
max
(
|∇V (ϕ1)|, |∇V (ϕN)|, max
1<i<N
∣∣[∇V (ϕi)]⊥∣∣) (10)
is less than a prescribed tolerance δ > 0, similar to (5).





, 0)), however, when the local extrema are connected by
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Figure 5: The string method is performed on Toy Example 2: V (x, y) = (1 − x2 −
y2)2 + y
2
x2+y2 . The origin is a point of singularity so the usual method of using the line
connecting the local minima (−1, 0) and(0, 1) cannot be used. The initial string selected
is marked by + while the final evolved string is marked by ◦. The saddle point is found
at (0, 1).
a straight line which satisfies the error criteria for MEP, the string will not
evolve and locate a saddle point. To resolve this, the given local minima A
and B may be perturbed by some displacement ∆x and perform the string
method with this modification. Another simple example is the potential
V (x, y) = sin(pix) sin(piy) used as a toy example in [22].
3.2 Choice of N or 
Choosing the number of images N (or the value of  in the case of the
Adaptive Mesh parametrization) is part of the String Method in all its
variations.11 While a small N is ideal so as to minimize the number of
11The parameter  > 0 is used by the Adaptive Mesh parametrization to determine the
number of images to be used in the string. The distance between the images distributed
by the parametrization will be fixed at . Hence, as  increases, then N decreases, and
vice-versa. The algorithm is available in the next chapter.
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computations, this would reflect a bigger distance between points which
may account for more error. In particular, corner cutting may occur. Also,
the climbing image relies on the calculation of the tangent which requires
knowing the location of the images. More points will give a more accurate
calculation of the tangent. Moreover, if the potential has a lot of local ex-
trema and saddle points, the String Method may fail to sufficiently capture
the MEP and the Climbing String Method may converge to a saddle point
not directly connected to the local minima.
The choice of N or  still depends on the problem. By specifying the dis-
tance between images, given an assumption that the distance is sufficiently
small to avoid multiple stationary points between two images, the choice
of N will be settled. Satisfying this assumption is another task to be con-
sidered but not in this thesis. It may be possible also that the saddle point
is too far thereby increasing the number of images, causing the method to
run slower because of the number of force evaluations needed.
3.3 Choice of ODE Solver
All variations of the String Method require evolving the points according to
a differential equation thereby requiring a method to solve such equations.
Recall that a given differential equation
ϕt = F (ϕ(t, α)), ϕ(0, α) = ϕinit, (11)
can be solved numerically by established methods. The function F differs
depending on the variation of the string method to be used, as well as the
point that is in question. In general, the following forms of F are possible
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for the different points of the string method:
1. F (ϕ) = −∇V (ϕ)
2. F (ϕ) = −[∇V (ϕ)]⊥
3. F (ϕ) = −∇V (ϕ) + ν(∇V, τ)τ, with ν > 1 and the unit tangent τ.
Two classic solvers will be briefly described: the Forward Euler and the
Runge-Kutta. More in-depth discussion can be found in any textbook on
numerical analysis.
The Forward Euler is considered one of the basic numerical integrators.




i + ∆tF (ϕ
old
i ).
This is performed until desired convergence is satisfied. The Forward Euler
will be used in this thesis because of the simplicity of the implementation.
Care must be exercised in selecting the timestep used as the Forward Euler
can be unstable.
A more general class are the Runge-Kutta methods. Indeed, the Forward
Euler can be considered as a first-order Runge-Kutta method. Higher order
Runge-Kutta methods may decrease the error at the expense of making the
calculations more complicated, especially if implicit or semi-implicit meth-
ods are used. Higher-order Runge-Kutta methods involve taking several
steps to calculate the next point. These steps involve calculating the func-
tion values of shorter distances from the given point relative to the distance
covered by a simple Forward Euler step. Such estimates will be used to
calculate the next point - and with more data on the intermediate values,
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the point will be more accurate. Of course, this method requires more cal-
culations.
In particular, the option used is the known explicit fourth-order Runge-
























where the intermediate values k
(j)
i are given by
k
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As expected, the calculations show that the Runge-Kutta method performs
poorly in terms of time and number of force evaluations.12
3.4 Calculating the Tangent
Calculating the tangent is an important step in all variations of the String
Method as the tangent is used to evolve the curve and calculate the er-
ror. While using finite differences may work in some examples, kinks may
form in the string [10, 21]. These kinks appear when the projection of
the potential force parallel to the MEP is large relative to the perpendicu-
lar projection [18]. To get around this, the Simplified String Method was
devised. If one prefers the Original String Method, using an upwind calcu-
12The fourth-order Runge-Kutta method will not be used in this thesis. It was however
verified that this ODE solver may be used, but that more computational time is needed
for convergence.
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lation of the tangent will remove the kinks.13 This will require additional
steps in calculating the tangent.
The tangent at the endpoints of the string can be calculated by using fi-
nite difference scheme.14 As endpoints usually lie at the local minima, the
tangents at the endpoints will only be used in the Climbing String Method
where it is used to identify the direction of the climbing image.
The upwind scheme is as follows [10]. Denote ϕα as the derivative of the
string with respect to α, τ as the unit tangent, and ϕi as the location of







+(t, αi), if V (ϕi−1) < V (ϕi) < V (ϕi+1)
ϕ−(t, αi), if V (ϕi−1) > V (ϕi) > V (ϕi+1)
(13)









In the event that ϕi is a local minimum or a local maximum, a weighted
13An upwind calculation is also known as a first-order Essentially Non-Oscillatory
method, also known as ENO methods. There exists high order methods of ENO (r =
1, 2, 3, · · · ), but the simplest case of r = 1 will be used for the codes since such an
approximation for the tangent shall be enough to avoid the instabilities that occur.
14ENO can still be used if extra points are extrapolated beyond the curve.
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+(t, αi) + ∆V
min
i ϕ
−(t, αi) if V (ϕi−1) < V (ϕi+1)
∆V mini ϕ
+(t, αi) + ∆V
max
i ϕ
−(t, αi) if V (ϕi−1) > V (ϕi+1)
(15)
where
∆V maxi = max(|V (ϕi+1)− V (ϕi)|, |V (ϕi)− V (ϕi−1)|)
∆V mini = min(|V (ϕi+1)− V (ϕi)|, |V (ϕi)− V (ϕi−1)|)
. (16)
3.5 Use of Acceleration Methods
The use of acceleration methods applies both to the problem of finding the
MEP and finding the saddle point, although there will be different meth-
ods for each. The advantage of such methods is evident as convergence
is accelerated - the error is minimized with less number of iterations and
computation time. A limited-memory Broyden-Fletcher-Goldfarb-Shanno
(BFGS) is used to accelerate the convergence of the String Method [3].
The BFGS method is a well-known and widely used quasi-Newton method
which does not need to calculate the Hessian matrix unlike the Newton
method. Only gradient evaluations are performed to approximate the Hes-
sian or its inverse. To minimize storage needed to calculate the Hessian,
only vectors are stored at each iteration.15
In the case of the Climbing String method and the Climbing MEP method,
another quasi-Newton method may be employed. Suppose that the climb-
15A more extensive explanation can be found in [18] and the appendix of [4].
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ing image ϕN is already located near a saddle point characterized by a low
magnitude of |∇V (ϕN)|. Set x0 = ϕN and solve xk+1 = xk + pk for some
step pk satisfying
|Hkpk +∇V (xk)| ≤ η|∇V (xk)|, (17)
where Hk is the Hessian of V at xk and η is a prescribed parameter.
16 A
new iterate xk+1 is generated until the full force of the climbing image is
sufficiently small, or |∇V (xk)| < δNewt for some very small δNewt > 0.17
This method accelerates the convergence towards the real saddle point. In
general, only a few steps are needed for this quasi-Newton method to con-
verge with high accuracy.18
Solving for the step pk requires solving the equation
Hkpk = −∇V (xk) (18)
since a solution to this system is approximately close to the solution of
(17). Since V is sufficiently smooth, the Hessian is symmetric, but since
xk is near a saddle point - characterized often as a point having a Hessian
with negative eigenvalue(s), then Hk is an indefinite matrix.
To solve the system (18), an iterative method requiring D steps is used,
where D is the dimension of the system. Similar to the Conjugate Gradient
method, the Lanczos iteration is also based on Krylov subspaces. After D
iterations, the matrix Hk is converted into a tridiagonal symmetric matrix
16The increase in computational effort is not sensitive to the size of η. As such, η = 0.01
will be the default value in this thesis.
17In this thesis, δNewt = 10
−6 is used.
18More details about the method and the code can be found in [20].
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but can be stored in two vectors, one representing the values on the main
diagonal, and the other the values on the subdiagonal and superdiagonal.
This tridiagonal system is then solved by LQ factorization which decom-
poses this tridiagonal matrix into the product of a lower triangular matrix
and an orthogonal matrix.19
Part of the Lanczos iteration is the multiplication of Hk and a vector v.
Without calculating for the Hessian, the product can be calculated by using
a simple Taylor series expansion giving:
Hkv =
∇V (xk + λv)−∇V (xk)
λ
for some sufficiently small λ > 0.20 This forward difference scheme is pre-
ferred than the central difference approximation because the number of
force evaluations is minimized.
3.6 Choice of Parametrization
This modification concerns all variations of the string method. There are
many intrinsic parametrizations available such as having equal arclengths to
safely capture the geometry of the curve, or weighted energy reparametriza-
tion to distribute more points in the areas of interest, or a parametrization
which fixes the distances between any two images, or any parametrization
which may seem practical.
This will be more extensively discussed in the next section. However, the
19Although originally designed to calculate the lowest eigenvalue and eigenvector of
the system [12], this can also be used to find the solution to the system (18).
20This can be any very small number. In this thesis, λ = 10−3.
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reparametrization need not be performed at every step so as to save on nu-
merical expenses without sacrificing the method. It is possible to perform
this step every 10 or 20, or whatever number of iterations depending on the
user. If the step sizes are small, it is best to not perform this too often. On
the other hand, a big step size may require more frequent parametrization
as errror may accumulate.
Parametrization is performed once at the start to identify the N images in
the initial string. It is also performed in the loop every so often, and in
the case of the Climbing String Method and the Climbing MEP Method,
whenever the string is cut due to the string not being monotonic.
Note that the reparametrization does not change the interpolated curve -
the only error incurred is the interpolation method itself. By reparametriza-
tion, the images are redistributed in the different parts of the interpo-
lated string while keeping the locatons of the images of the string prior to
reparametrization fixed. The usual linear interpolation and cubic spline
are the most common.21




The focus of this thesis is to discuss and compare different parametrizations
that can be used for the different varities of string method. Three main




In comparing and analyzing these parametrizations, a variety of factors may
be considered such as number of times of force evaluations, computation
time, or number of iterations. A fourth parametrization is described but
will not be analyzed. This is the Fixed Parametrization.
4.1 Equal Arclengths
The Equal Arclength parametrization, or simply referred henceforth as EA,
is a parametrization which divides the total length of the string into seg-
ments of equal arclengths, distributing the N images evenly throughout
the string. This can be done by interpolating the curve ϕ into an equally-
spaced mesh of the interval [0, 1] with respect to its parameter α.
To track the old curve ϕ with the N images which have locations denoted
by ϕi, i = 1, . . . , N set
s1 = 0, si = si−1 + |ϕi − ϕi−1|, i = 2, . . . , N (19)
and let αi =
si
sN
. Then, αi gives the current location of the points in ϕ(t, α)
with respect to α. With the current αi and the images ϕi, the curve is inter-
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polated into an equally-spaced mesh of the interval [0, 1] with N images.22
Other than performing reparametrization after a fixed number of iterations,





|∆ϕ|max = max1<i≤N |ϕi − ϕi−1|
|∆ϕ|min = min1<i≤N |ϕi − ϕi−1|
,
and making sure that the value of ρ does not go beyond a fixed number
ρ > 1. Everytime that the longest interval between the images is at least
ρ times as long as the shortest interval, then the reparametrization will be
triggered.23
4.2 Weighted Energy
The Weighted Energy parametrization, or simply referred henceforth as
WE, is a parametrization which distributes N images of the string with
respect to the energy potential of the string at each point. With this
parametrization, more images are distributed in areas of higher energy
value. along the string. This allows a higher resolution in the areas which
are more important-near the saddle point.
22Note that in the case of the Climbing String Method where the string may be
truncated intom < N images, then the old string will havem images and the calculations




1, . . . ,m and the values ϕi, i = 1, . . . ,m, a new string of N images can still be computed
with these N images evenly-spaced.
23For example, let ρ = 1.5 Choosing a ρ very close to 1 may trigger parametrization
more often than the periodic criterion, thereby increasing the number of force evaluations
and the calculation efforts.
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To track the old curve ϕ, set
s1 = 0, si = si−1 +W (Vi− 1
2





(V (ϕi)+V (ϕi−1)) with V (ϕi) as the energy value at ϕi, and
W is a monotonic increasing (non-decreasing) positive weight function.24
Again, let αi =
si
sN
. Then, αi gives the current location of the points in
ϕ(t, α) with respect to α. With the current αi and the images ϕi, the curve
is interpolated into an equally-spaced mesh of the interval [0, 1] with N
images.
By multiplying the distances between images by W (Vi− 1
2
), the distances
between images are artificially stretched such that the distances where
W (Vi− 1
2
) is high are increased much higher than those where W (Vi− 1
2
)
is low. Since W is positive, si is guaranteed to be bigger than si−1. To
ensure that areas of high energy will have more points, W is needed to be
monotonic increasing. This gives the illusion that the images in areas of
high energy are spaced farther away from each other. When interpolating
with respect to the calculated α, the new images will be closer to each other.
4.2.1 Choosing the Weight Function W
In choosing the weight function, the main condition is that it is easy to
evaluate. However, a desirable property to satisfy is that if the potential V
is increased or decreased by any constant, the chosen weight function give
24If W is a constant function of positive value, then WE is the same parametrization
as EA.
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the same reparametrization, that is, for all i,
∑
j≤i |ϕj − ϕj−1|W (Vj− 12 )∑
1<j≤N |ϕj − ϕj−1|W (Vj− 12 )
=
∑
j≤i |ϕj − ϕj−1|W (Vj− 12 + c)∑
1<j≤N |ϕj − ϕj−1|W (Vj− 12 + c)
for a fixed constant c. One such function W that satisfies this is the expo-
nential function.
Any weight function W such that W (x+y) = W (x)×W (y) will work, but
the only continuous function which satisfies this splitting property is the
exponential function. Taking W (x) = ex, the factor of ec is simply cancelled
in the right side of the equation thereby preserving the parametrization.25
4.2.2 Modification to the Weight Function W
Consider the exponential function given by
W (x) = aeb(x−c).
A simple analysis (cancellation of factors) will show that any choice of the
variables a and c will not alter the parametrization, while changing b may
cause the parametrization to differ. Considering b = 1 as the default, if
b > 1, the images are pulled down the string because too much emphasis
is given on the segments adjacent to the image with the highest energy
value. This is clearly the case since the exponential function grows rapidly.
If b < 1, possibly negative, then the images move up the slope since more
points are distributed near areas of high energy value.
For some systems like the Mu¨ller potential or some high-dimensional molec-
25Any base for the exponential function will work, but the natural exponential function
is selected for simplicity.
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ular system, there is a huge disparity between the minimum energy values
and the energy values near the saddle point. Performing WE parametriza-
tion will cause the computer processors to parametrize with respect to
numbers that are very big and are considered to be infinity (in Matlab,
NaN). To compensate for this, alter the energy potential by scaling it by a
factor less than 1. Note that this method is akin to changing the value of
b to some b < 1.
To avoid the problem of selecting this factor per problem, first map the
energy values of the images on the string into a short fixed interval, say
[x, y], where the difference of ex and ey will not be very big to cause nu-
merical instability, and put the resulting values into the weight function.
The effect is that the weight function is an exponential function of the form
W (x) = eb(x−c).
To map [Vmin, Vmax] into [x, y], with Vmin and Vmax being the minimum and
maximum energy values along the string, a simple linear map is performed




Vmax − Vmin (V − Vmin) + x. (21)
This result is obtained by solving a system of two linear equations which
gives a one-to-one mapping between the two intervals, mapping Vmin to
x and Vmax to y. Note that if there is a big difference between Vmin and
Vmax, and with a conservative choice of x and y, then the coefficient of V
in (21) will be less than 1.26 This coefficient, in fact, corresponds to the
factor b in the exponential weight function above. By doing this, the WE
26A simple choice is the interval [−1, 1].
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parametrization will be stable.
4.3 Adaptive Mesh
The Adaptive Mesh parametrization, or simply referred henceforth as AM,
is a parametrization which distributes Nnew images equally along the curve,
where Nnew is a changing number depending on the length of the string,
calculated based on a parameter  > 0 which approximates the distance
between the images. By limiting the number of images especially when the
string is short, the number of force evaluations will be reduced.
To track the curve ϕ with Nold images, set
s1 = 0, si = si−1 + |ϕi − ϕi−1|, i = 2, . . . , Nold. (22)
Again, let αi =
si
sNold
. Then, αi gives the current location of the points in
ϕ(t, α) with respect to α. With the current αi and the images ϕi, the curve
is interpolated into an equally-spaced mesh of the interval [0, 1] with Nnew
images.
By setting  > 0 to be a fixed constant, the new number of images Nnew






The notation dxe denotes the ceiling function which rounds up to the near-
est integer greater than or equal to x. Note that Nold can be equal to Nnew,
in which case, will be similar to the EA parametrization. To ensure that
the string will not have very few or very many images, a minimum and
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maximum number for N is set.27 The value of  will vary depending on
the problem. To facilitate comparison,  is chosen so that the number of
final images using the AM parametrization will match the number of im-
ages using the other parametrizations. In real problems, the choice of  is
arbitrary.
4.4 Fixed Parametrization
This parametrization may be calculated by any of the above calculations
with only one difference. Instead of being interpolated into an equally-
spaced mesh of the interval [0, 1] with N or Nnew images, the current string
will be interpolated onto a fixed identified mesh which is not necessarily
evenly-spaced. For example, the string can be interpolated to the mesh
[0, 0.3, 0.6, 0.9, 0.95, 1] to produce a string with 6 images with αi corre-
sponding to the mesh.
This can be particularly useful in the CSM since more points can be easily
allocated in the areas near the moving endpoint - the endpoint converging
to the saddle point. This parametrization will not be analyzed or discussed
as there are many ways to select the interpolation mesh.
27For the calculations done here, Nmin = 5 and Nmax = 100.
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5 Examples and Comparisons
All the examples that are used in this thesis are the following potential
energy surfaces:
1. Toy Example 1:
V (x, y) = sin(x) cos(y) (23)
with local minima of the form (−pi
2
+k1pi+2k2pi, k1pi) and saddle points
of the form (k3pi + 2k4pi,
pi
2
+ k3pi) for some integers k1, k2, k3, k4.
Figure 6: The contour of Toy Example 1 is mapped. The points marked with ◦ are local
minima. The points marked with × are saddle points. The points marked with + are
local maxima.
2. Toy Example 2:




with local minima (−1, 0) and (1, 0), and saddle points (0,−1) and
(0, 1). The origin (0, 0) is a point of singularity.
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Figure 7: The contour of Toy Example 2 is mapped. The points marked with ◦ are local
minima. The points marked with × are saddle points.
3. The Mu¨ller potential given by
V (x, y) =
4∑
i=1
Ai exp [ai(x− x0i )2 + bi(x− x0i )(y − y0i ) + ci(y − y0i )2]
(25)
where
A = [−200,−100,−170, 15]
a = [−1,−1,−6.5, 0.7]
b = [0, 0, 11, 0.6]
c = [−10,−10,−6.5, 0.7]
x0 = [1, 0,−0.5, 1]
y0 = [0, 0.5, 1.5, 1].
This is a non-trivial example that is commonly used to check if a
method works in extreme cases [13]. The local minima are (approxi-
mately) given byM1(−0.558, 1.442), M2(−0.05, 0.46), andM3(0.623, 0.028).
The saddle points are located at S1(−0.822, 0.624) and S2(0.2125, 0.2930).
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Figure 8: The contour of Mu¨ller Potential is mapped. The points marked with ◦ are
local minima. The points marked with × are saddle points.
4. A seven-atom platinum (Pt(111)) configuration on top of a substrate
composed of six layers of 56 atoms each [15]. All in all, this is a
343-atom configuration. By letting k atoms move, a 3k-dimensional
problem is solved. The potential energy of a particular configuration
of atoms can be derived by summing up the pairwise energy potential
between two atoms, where this pairwise potential is given by the
Morse potential:
V (r) = D
(
e−2α(r−r0) − 2e−α(r−r0))
where D = 0.7102, α = 1.6047, r0 = 2.8970, and r is the distance





where 1 ≤ i, j ≤ 343 refer to the ith and jth atom of the config-
uration. Periodic boundary conditions are applied in the x and y
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directions. For easy recall, refer to this example as the 7-atom island
example. The Climbing String Method was used and has been exam-
ined for this example [20].
Allowing one atom to move gives a 3-dimensional problem. Starting
from a given minimum configuration, with the lower left atom of the
island allowed to move, there are 5 immediate saddle points.28 For
brevity, the five will be called as saddle points A,B,C,D,E where
the location of the moving atom is given below, rounded to 4 decimal
digits.
A = (5.8910, 7.1686, 14.8449)
B = (6.3617, 5.5562, 14.6783)
C = (7.5992, 9.2843, 16.8926)
D = (8.5547, 5.3499, 14.7045)
E = (9.0382, 8.4532, 16.8937)
In the seven-atom island example, the code is optimized to minimize this
number. In other cases, in light of the goal of simply comparing methods
or parametrizations, the code is simplified without maximizing efficiency.
A general code was written wherein changing parameters and methods is
convenient, maintaining uniformity.
28The coordinates of this atom are (7.4940,7.4261,14.5737).
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Figure 9: The contour the 7-atom island with 1 atom free to move is mapped with
the third dimension at the local minimum. The five strings all come from the local
minimum. The five saddle points found are at the end of the five strings.
5.1 Comparison of Methods and Parametrizations to
Find MEP
Using Toy Example 1 and the Mu¨ller potential, the general code was used
to compare the number of iterations and time required to drive an ini-
tial string into a minimum energy path between two local minima across
the different parametrizations. Both Simplified String and Original String
methods were performed.
For Toy Example 1, two points (−1.9058, 0.3712) and (1.8772, 3.5367) are
randomly selected around the local minima (−pi
2
, 0) and (pi
2
, pi).29 Results
are tabulated in Table 1.30
29These points lie at a distance of ∆x = 0.5 in the basin of the respective minima.
This is necessary since selecting the local minima as endpoints of the initial string will
give an initial string satisfying the error condition for convergence.
30The timestep used is dt = 0.03 and an allowable error of 0.01. The number of images




Iter 131 131 131
Time 0.1254 0.1261 0.1321
Simplified
Iter 131 131 131
Time 0.0982 0.1450 0.1464
Table 1: With N = 10 or  = 0.045, timestep dt = 0.03, and allowable error 0.01, the
different variations of the String Method was performed on a perturbed initial config-
uration of Toy Example 1. The number of iterations and time needed for convergence
were calculated.
For the Mu¨ller potential, two of the local minima, M1,M2 were selected as
the endpoints of the initial string. The MEP connecting these minima pass




Iter 1071 1071 1072
Time 5.8284 4.9893 4.9466
Simplified
Iter 1014 1012 1014
Time 4.4249 4.7459 2.8961
Table 2: With N = 50 or  = 0.0365, timestep dt = 0.0003, and allowable error 0.01, the
different variations of the String method was performed on the Mu¨ller Potential. The
number of iterations and time needed for convergence were calculated.
With respect to time, the Simplified String Method is more advantageous
given the same desired error. As for parametrizations, there is no clear
best choice. The AM parametrization is not advantageous in Toy Example
1, but its advantage is evident in the Mu¨ller potential. Given the same
timestep, the number of iterations hardly differ. The EA parametrization
is the is slightly faster in Toy Example 1.
31The timestep used is dt = 0.0003 and an allowable error of 0.01. The number of
images of the final string is fixed at 50, giving  = 0.0365 for the AM parametrization.
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5.2 Comparison of Methods to Find Saddle points
5.2.1 Finding Saddle points on MEP
Given a minimum energy path, there are various ways of finding the saddle
point as enumerated in the discussion in Chapter 2. The following methods
are compared such that the saddle point is found with a maximum error of
10−6.
1. Climbing Image
2. Climbing Image with Quasi-Newton Acceleration
3. Quasi-Newton Acceleration
In all cases, a candidate saddle point is selected to be the point with the
maximum energy in the MEP when the MEP has at most 0.01 error. The
required number of iterations and the total time requried are listed in Table
3.32
EA WE AM
CI CI-QN QN CI CI-QN QN CI CI-QN QN
Toy 1
Iter 408 105+2 3 394 92+2 2 408 105+2 3
Time 0.24 0.20 0.13 0.21 0.14 0.17 0.27 0.18 0.14
Mu¨ller
Iter 2641 930+3 4 3212 1042+3 4 2693 934+3 4
Time 6.11 6.11 5.83 6.30 5.58 4.98 6.01 4.81 4.90
Table 3: The number of iterations for each step and time needed to find the saddle
point with error less than 10−6 were calculated, across different parametrizations and
comparison is done between Climbing Image, A Quasi-Newton Acceleration method,
and both.
The Quasi-Newton Acceleration performs the best by minimizing the num-
ber of iterations and time required to perform the method.33 The two-step
32For simplicity, the Original String Method will be used, using Forward Euler as
the ODE solver. All the parameters used are as used in the comparison of methods to
find an MEP. In the case of finding using both Climbing Image and the Quasi-Newton
Method, the climbing image is performed until the image has an error of 0.01 calculated
by taking the full force.
33There is an implicit assumption however, that the initial candidate saddle point is
sufficiently close to the real saddle point.
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calculation of the climbing image with acceleration method comes up sec-
ond, while as expected, the Climbing Image alone will require the most
number of iterations and effort to calculate. Hence, whenever possible, an
acceleration method will be applied to speed up convergence, though it will
not be necessary.
There is no remarkable advantage of any parametrization as the WE parametriza-
tion performed better in the first example, while the AM parametrization
did better for the second example. Note that the EA and AM parametriza-
tion have approximately the same number of iterations and calculation
time.
5.2.2 Finding Saddle points given one local minimum
To test the new Climbing MEP method against the Climbing String Method,
the 7-atom island example is used. One atom is allowed to move giving
3 degrees of freedom. Ten fixed initial points were taken at a distance of
∆x = 0.5 such that all these converge to saddle point A using the Climbing
String Method. The number of force evaluations, number of iterations, and
calculation time are noted of and the averages are taken.34
A modified CMEP method was also performed, denoted by ModCMEP(p1-
p2) where p1 denotes the number of images, starting from the moving end-
point, that are evolved into the partial MEP at each iteration, while p2
refers to the number of iterations between the times that the whole string
is evolved into a partial MEP. The results are tabulated in Table 4.
34Equal parametrization is used with N = 8 and timestep dt = 0.03. The methods
are terminated when the final error is less than 0.001.
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FE Iter Time
CSM 1076 121 0.1511
CMEP 24766 287 2.7407
ModCMEP
(2-10) 4258 146 0.5257
(2-18) 4200 147 0.5532
(2-19) 4190 147 0.5726
(2-20) 4194 148 0.5093
(2-30) 5235 167 0.6347
(3-10) 5117 146 0.6096
(3-18) 4979 146 0.6055
(3-19) 4971 145 0.627
(3-20) 4979 146 0.621
(3-30) 4984 148 0.6362
Table 4: The average number of force evaluations(FE), iterations(Iter), and time(Time)
are calculated for the Climbing String Method, the Climbing MEP method, and the
modified Climbing MEP method. Ten different initial configurations are used. The
modified climbing MEP method is denoted by CMEP(p1-p2) where at each iteration, p1
images, starting from the moving end of the string, are evolved into a partial MEP, and
the whole string is evolved into a partial MEP every p2 iterations.
The Climbing String Method far outperforms the Climbing MEP method
and the modified version of the Climbing MEP. The number of force eval-
uations of the Climbing MEP is around 23 times as many as the Climbing
String, mainly because of the frequent evolution to the partial MEP. The
modified version greatly reduces the number of force evaluations, iterations,
and calculation time of Climbing MEP. The number of force evaluations is
reduced to just around 4 times as many.
Between the different possible choices of p1 and p2, it was found that p1 = 1
(the case when only the moving endpoint is evolved into the partial MEP
at each iteration) does not converge by experiment. Having p1 = 2 is suf-
ficient. The choice of p2 = 19 for both p1 = 2, 3 was deemed to be the
optimum setting among the different possible values of p2 so as to mini-
mize the number of force evaluations.
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For the Climbing String Method and the modified Climbing MEP method,
all 10 initial configurations converged to saddle point A. For the Climb-
ing MEP however, only 4 of these initial points converged to saddle point
A. Twice it converged to saddle point D, and four times, it converged to
saddle point C. Breaking down the table for the CMEP method, the big
difference in the number of force evaluations can be attributed to the fact
that the other saddle points are further away from the local minimum and
hence, requiring more iterations and force evaluations. The averages for
each saddle point are presented in Table 5.
Saddle point Number FE Iter Time
A 4 7290 138 0.8449
C 4 47234 388 5.1402
D 2 14784 389 1.7332
Table 5: The number of force evaluations(FE), iterations(Iter), and time(Time) are cal-
culated for the Climbing MEP Method. The average is calculated among configurations
which converge to the same saddle point. Number represents the number of times an
initial configuration converged to a particular saddle point.
If the data is limited to the configurations which converged to the same
saddle point A, then the Climbing MEP method takes around 8 times as
many force evaluations. Still, however, a modified Climbing MEP over the
original CMEP is still preferred as the number of force evaluations are cut
down by nearly half.
A possible explanation for the deviation of the Climbing MEP to converge
from Saddle point A is that in the Climbing String Method, the string is
not confined to climb along any MEP. In contrast, the climbing MEP al-
ways first reduces the string into a partial MEP. Hence, the string climbs
along a particular MEP right from the start. The modified Climbing MEP
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however still converges to Saddle point A because of the liberty of not be-
ing confined to a partial MEP at each iteration. The diversity of points
obtained from the CMEP method may however be an indication that this
method will be able to locate more and various saddle points given a lim-
ited number of initial configurations.
The CMEP method and its modified version also increases the success rate
of the method given a particular set of parameters. Running the methods
on the same set of 100 initial random configurations and the same set
of parameters, the CMEP method managed to converge to saddle points
without any case of blowing up or converging to a point which is not part
of the five expected outputs, as compared to the Climbing String Method
using the same parameters which produced 15 errors. The modified version
also has a 100% success rate. This suggests that these methods have a
different stability region from the Climbing String Method.
5.3 Comparison of Parametrizations on Climbing String
Method
Using ten images, the Climbing String method is performed on 100 fixed
random initial configurations to compare the three parametrizations.35 In
the case of the AM parametrization, three runs were performed at different
 so that the number of images of the final string is 10 regardless of which
saddle point is being discussed:A ( = 0.25), B and D ( = 0.35), and C
and E ( = 0.5).
In all saddlepoints, the AM parametrization is optimal whether the num-
35The initial configurations were chosen at a distance of ∆x = 0.5 from the local
minima. The stepsize isdt = 0.03; the tolerance for error is 0.0001.
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Force Evaluations Iterations Time
Saddle EA WE AM EA WE AM EA WE AM
A 1297 1299 1254 166 166 160 0.1597 0.1605 0.1548
B 3798 3814 3693 492 494 488 0.4348 0.4509 0.4321
C 3463 3602 3155 448 465 419 0.3892 0.4069 0.3600
D 4410 4029 3762 571 521 497 0.5023 0.4661 0.4324
E 3494 3770 3480 451 487 458 0.3924 0.4188 0.3930
Table 6: The number of force evaluations(FE), iterations(Iter), and time(Time) are
calculated for the Climbing String Method on the 7-atom island example. The average
is calculated among all configurations which converge to the concerned saddle point.
Note that the values for the AM parametrization come from 3 different runs.
ber of force evaluations, number of iterations, or calculation time is con-
cerned.36 Second comes the EA parametrization, which often has less force
evaluations, less iterations, and less calculation time than WE.
To make the analysis more focused, 10 initial configurations are randomly
chosen such that performing the Climbing String on these configurations
will give saddle point A. The number of force evaluations, iterations and
calculation time for various allowable error (from 10−1 up to 10−6) are av-
eraged. The calculations are found in Table 7.
Force Evaluations Iterations Time
Error EA WE AM EA WE AM EA WE AM
0.1 363 449 337 46 56 49 0.0561 0.0657 0.0541
0.01 650 722 620 83 92 86 0.0874 0.0948 0.0863
0.001 959 1033 928 123 132 126 0.1193 0.1315 0.1218
0.0001 1269 1346 1236 164 173 166 0.1580 0.1700 0.1523
0.00001 1579 1661 1545 204 214 206 0.1926 0.1973 0.1908
0.000001 1889 1974 1855 244 254 246 0.2246 0.2432 0.2224
Table 7: The number of force evaluations(FE), iterations(Iter), and time(Time) are
calculated for the Climbing String Method for different errors. The average is calculated
among 10 configurations which converge to Saddle point A.
It is clear that the AM parametrizations requires less force evaluations than
36In number of successful runs, the AM parametrization also gives the higher turnout,
avoiding more blow-ups than EA or WE parametrization.
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the other two simply because when the string is short, it performs less cal-
culations. The WE parametrization on the other hand is least efficient even
if a higher resolution in the areas of higher energy potential should have
given a more accurate calculation of the tangential force. This expected
increase in accuracy did not seem to be significant since the number of
iterations even increased.37
The three parameters observed: FE, Iter, and Time have a pairwise linear
relationship with each other. Also, s the error is decreased by ten times,
the number of force evaluations increase linearly by around 300 force eval-
uations. This is more evident as the error becomes smaller. This suggests
a logarithmic relationship between the error and the number of force eval-
uations, number of iterations, and calculation time.
5.4 Analysis on Parametrizations of String Method
In both the String Method and the Climbing String Method, the choice of
N must be carefully done. Suppose that the goal is to identify the saddle
point without using climbing image or any acceleration methods. This can
then be achieved by first finding the MEP using the string method and
then getting the point which has a maximum energy potential along this
curve. The error can be calculated by getting the distance of the calculated
saddle point to the real saddle point.
Toy Example 2 and the Mu¨ller potential will be used in this analysis.38 In
the case of Toy Example 2, a slight perturbation from the local minima
37By the design of the code, the number of force evalations for both EA and WE
should be the same. The rate of increase of force evaluations with respect to number of
iterations is the same for both.
38The initial curve in Toy Example 1 can be a straight line in the simplest case of two
adjacent local minima, thereby giving the MEP at once.
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is added to avoid the initial string to pass through the singularity at the
origin.39 On the other hand, the local minima chosen for the Mu¨ller po-
tential are the two which are furthest from each other: M1,M3. This gives
an MEP which passes through two saddle points and the error is taken to
be the maximum error between the two errors from each saddle point.40
Comparing the three parametrizations, WE parametrization gives a smaller
error for smaller N in Toy Example 2 than EA or AM parametrization. In
the case of the Mu¨ller potential, the AM and EA parametrization give the
same errors. Any parametrization is good as the smaller error shifts in
between the parametrizations. However, in terms of calculation time, the
AM parametrization requires less time in both examples.
5.4.1 Different N for EA parametrization
Since the Toy Example 2 is symmetric, having an odd N will force the
middle image to lie very near the saddle point.41 The even case is more
interesting. Table 8 presents the results.
Aside from the error of the code when N = 8 and the case of N = 10, the
behavior is as expected in terms of the decrease of error - that as the num-
ber of images increases, there are more points in the vicinity of the saddle
point. However, the increase in N will eventually not in anyway affect the
39The evolution of the string is terminated when the MEP achieves an error of 0.01.
The timestep is taken to be dt = 0.03.
40Similar to Toy Example 2, the evolution of the string is terminated when the MEP
achieves an error of 0.01. The timestep is, however, dt = 0.0003.
41After 61 iterations, all odd-valued N starting from N = 3 terminated with the
saddle point found within an error of 1.7576 × 10−6, which is very small and does not
differ much as the odd N increases. At N = 7, the error is 1.7570× 10−6, and did not
change at all until N = 19.
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N Error Iter Time
4 1.0541 61 0.0583
6 1.0541 61 0.0583
10 0.1723 147 0.1546
12 1.9896 95 0.1345
14 1.9925 93 0.1364
16 0.1033 80 0.1315
18 0.0913 61 0.1258
20 0.0818 61 0.1284
40 0.0388 61 0.2101
60 0.0152 61 0.2645
80 0.0028 61 0.4317
100 0.0003 61 0.4844
Table 8: The error, number of iterations and the time to evolve the MEP with EA
parametrization and calculate the saddle point for different even N in Toy Example 2.
The case N = 8 did not converge.
number of iterations needed, except for small N. Also, the calculation time
has a linear relationship with the number of images.
The same observation can be seen in the Mu¨ller potential. As the curve is
more complex, a larger N is used. The same decrease in error is observed
as N increases. However, the number of iteration also increases at low N
but stabilizes when a much higher N is reached. The results are shown in
Table 9.
N Error1 Error2 Error Iter Time
10 0.0955 0.0685 0.0955 663 0.6739
20 0.0233 0.0379 0.0379 689 1.3366
40 0.0119 0.0239 0.0239 750 2.7481
60 0.0222 0.0195 0.0222 716 3.8215
80 0.0053 0.0165 0.0165 729 5.1664
100 0.0049 0.0110 0.0110 736 6.3452
150 0.0004 0.0036 0.0036 734 9.5175
200 0.0018 0.0001 0.0018 733 12.5841
Table 9: The error, number of iterations and the time to evolve the MEP with EA
parametrization and calculate the saddle point for different N in the Mu¨ller Potential.
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5.4.2 Different N for WE parametrization
The same observations can be said using the WE parametrization on both
examples. This time, an error occured for N = 6 in Toy Example 2. The
effect of N on the number of iterations is also more evident. As for the
Mu¨ller potential, the same observations can be said. For completeness, the
calculated errors can be seen in Tables 10 and 11.
N Error Iter Time
4 1.0291 61 0.0607
8 1.9888 61 0.0772
10 0.1125 61 0.0932
12 0.0919 61 0.0864
14 0.0776 61 0.1041
16 0.0672 61 0.1081
18 0.0593 61 0.1163
20 0.0530 61 0.1047
40 0.0258 61 0.2189
60 0.0021 61 0.3070
80 0.0072 61 0.4162
100 0.0046 65 0.4890
Table 10: The error, number of iterations and the time to evolve the MEP with WE
parametrization and calculate the saddle point for different even N in Toy Example 2.
The case N = 6 did not converge.
N Error1 Error2 Error Iter Time
10 0.0150 0.0141 0.0150 709 0.7621
15 0.0522 0.0329 0.0522 804 1.2029
20 0.0828 0.0415 0.0828 701 1.4126
40 0.0361 0.0122 0.0361 703 2.5593
60 0.0232 0.0120 0.0232 714 3.9104
80 0.0167 0.0065 0.0167 719 5.0710
100 0.0128 0.0070 0.0128 723 6.3978
150 0.0023 0.0077 0.0077 735 9.5044
200 0.0049 0.0028 0.0049 730 12.5109
Table 11: The error, number of iterations and the time to evolve the MEP with WE
parametrization and calculate the saddle point for different N in the Mu¨ller Potential.
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5.4.3 Different  for AM parametrization
The same analysis is performed using the AM parametrization. For the
Toy Example 2, the decrease of time compared to both parametrizations
is evident. However, the error of the candidate saddlepoint from the real
saddlepoint is a slightly bigger than the other parametrizations given the
same final N. For some , there are also cases where the final N does not
end up as expected (e.g. N = 8) or when it accidentally finds two saddle-
points, only one of which is correct (e.g. N = 16).
As for the Mu¨ller Potential the errors incurred are exactly as in the EA
parametrization if  is chosen so that the final N match. The marked
difference is that the iteration time is decreased as expected. The results
are found in Tables 12,13.
 N Error Iter Time
0.79 4 0.5176 61 0.0508
0.52 4 1.0541 61 0.0604
0.39 6 1.0198 61 0.0669
0.31 10 0.1718 61 0.0806
0.23 14 0.1192 61 0.1183
0.2 16 0.0003 61 0.4522
0.18 18 0.0912 99 0.1579
0.16 20 0.0818 61 0.1230
0.079 40 0.0399 61 0.1636
0.052 60 0.0264 61 0.2819
0.046 70 0.0091 61 0.3138
Table 12: The error, number of iterations and the time to evolve the MEP with AM
parametrization and calculate the saddle point for different even final N (also different
) in Toy Example 2.
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N  Error1 Error2 Error Iter Time
10 1.865 0.0955 0.0685 0.0955 652 0.6364
20 0.135 0.0233 0.0379 0.0379 703 1.2283
40 0.0675 0.0119 0.0239 0.0239 746 2.5284
60 0.045 0.0222 0.0195 0.0222 716 3.5026
80 0.03375 0.0053 0.0165 0.0165 732 4.6885
100 0.027 0.0049 0.0110 0.0110 735 5.7529
150 0.018 0.0004 0.0036 0.0036 734 8.6595
200 0.0135 0.0018 0.0001 0.0018 733 11.9061
Table 13: The error, number of iterations and the time to evolve the MEP with AM
parametrization and calculate the saddle point for different ,N in the Mu¨ller Potential.
5.5 Analysis on Parametrizations of Climbing String
Method
An analysis is performed on the Climbing String Method by varying the
number of images N , or distance between images . In addition to an anal-
ysis of the accuracy and speed of the method, a short analysis will also be
done in the development of the string.
Among the three parametrizations, the AM parametrization performs the
fastest in terms of calculation time, followed by WE parametrization. Both
parametrizations perform similarly in reducing the number of iterations.
The EA parametrization performs best in greatly reducing the number of
iterations in more cases than the other parametrizations.
5.5.1 Different N for EA parametrization
Evolution of the Climbing Image By differing the number N of im-
ages, the evolution of the climbing image in the three 2-dimensional exam-
ples is mapped out in Figures 10,11, and 12.42 A low N tends to overshoot
42In the case of Toy Example 1, 15 initial configurations were used, while 5 different
examples were used for Toy Example 2 and the Mu¨ller Potential.
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the saddle point and go back to the saddle point in a circular or spiral
manner. As N increases, the path that the climbing image takes becomes
shorter accompanied generally by a decrease in the number of iterations.
The path also becomes a bit linear as it approaches the saddle point. Hence,
there will be less circling towards the saddle point. As the value of N con-
tinues to become bigger, the path stabilizes.
If part of the potential energy surface blows up to infinity, some initial
strings may also blow-up. Altering the evolution speed ν of the climbing
image as well as adjusting the timestep may minimize some of these blow-
ups.43 It is also possible that a string gets cut as characteristic of the
Climbing String Method and an initial string which would have blown up
to infinity suddenly finds itself converging into a saddle point. One may also
note that for different values of N, an initial configuration may converge to
different saddle points.44
On Number of Iterations and Calculation Time As expected, a
higher value of N decreases the number of iterations since the direction of
the ascent is more accurate. However, the pay-off is the calculation time as
more images will have to be evolved at any time. In some cases however,
the decrease in number of iterations is not as big as other initial configu-
rations. These initial configurations which converge directly to the saddle
point without circling or spiraling do not improve much as N increases.
Table 14,15, and 16 show some of the sample number of iterations and
43This was observed in both Toy Example 2 and the Mu¨ller Potential.
44This was seen in the Mu¨ller Potential.
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(a) N = 5 (b) N = 20
(c) N = 30 (d) N = 35
Figure 10: Fifteen randomly selected initial strings in Toy Example 1 are evolved accord-
ing to the Climbing String Method with EA parametrization. The path of the climbing
image is shown for different number of images.
calculation time in the three examples cited.45 It should be noted that in
Toy Example 2, as N increases, the number of iterations also increases but
this stabilizes.
45The EA parametrization was used on the seven-atom island example and for most
cases, the observations are in line with the results in the other examples. An ideal
number of images in this example is from N = 5 to N = 9 which share roughly the same
number of force evaluations per image as those with higher N but requires less time.
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(a) N = 2 (b) N = 3
(c) N = 7 (d) N = 20
Figure 11: Five randomly selected initial strings in Toy Example 2 are evolved according
to the Climbing String Method with EA parametrization. The path of the climbing
image is shown for different number of images.
Toy 1 Number of images N
Sample 2 5 10 15 20 30 35
1
Iter 151 151 151 151 151 151 151
Time 0.13 0.17 0.23 0.24 0.28 0.35 0.43
2
Iter 181 170 169 168 167 162 156
Time 0.16 0.19 0.23 0.31 0.33 0.37 0.39
3
Iter 158 154 153 153 153 152 152
Time 0.14 0.18 0.21 0.24 0.28 0.35 0.39
4
Iter 159 154 154 154 153 152 152
Time 0.15 0.18 0.21 0.26 0.28 0.36 0.39
5
Iter 180 169 167 166 165 161 156
Time 0.17 0.20 0.23 0.27 0.32 0.38 0.40
Table 14: Five samples are selected from the trials of Toy Example 1 with EA
parametrization and the number of iterations and calculation time are tabulated across
different N .
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(a) N = 2 (b) N = 5
(c) N = 6 (d) N = 10
Figure 12: Five randomly selected initial strings in the Mu¨ller Potential are evolved
according to the Climbing String Method with EA parametrization. The path of the
climbing image is shown for different number of images.
Toy 2 Number of images N
Sample 2 5 10 15 20 25
1
Iter 105 114 114 114 116
Time 0.16 0.20 0.23 0.26 0.30
Saddle None [0,−1] [0,−1] [0,−1] [0,−1] [0,−1]
2
Iter 97 102 94 100 142
Time 0.15 0.15 0.17 0.20 0.33
Saddle None [0, 1] [0, 1] [0, 1] [0, 1] [0, 1]
3
Iter 98 106 107 128 142
Time 0.13 0.16 0.19 0.27 0.33
Saddle None [0, 1] [0, 1] [0, 1] [0, 1] [0, 1]
4
Iter 86 61 136 77 156
Time 0.11 0.10 0.28 0.17 0.38
Saddle None [0,−1] [0,−1] [0,−1] [0,−1] [0,−1]
5
Iter 132 151 169
Time 0.25 0.34 0.43
Saddle None None None [0,−1] [0,−1] [0,−1]
Table 15: Five samples are selected from the trials of Toy Example 2 with EA
parametrization and the number of iterations and calculation time are tabulated across
different N .
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Mu¨ller Number of images N
Sample 2 4 6 8 10 15
1
Iter 64 41 40 40 39 39
Time 0.10 0.08 0.10 0.09 0.10 0.10
Saddle S2 S2 S2 S2 S2 S2
2
Iter 87 65 61 60 60 58
Time 0.09 0.08 0.10 0.09 0.10 0.11
Saddle S1 S1 S1 S1 S1 S1
3
Iter 57 43 43 63 87
Time 0.06 0.06 0.06 0.07 0.14
Saddle S2 S2 S2 S2 S2 None
4
Iter 70 51 52 56 69 86
Time 0.07 0.07 0.07 0.08 0.11 0.17
Saddle S1 S1 S1 S1 S1 S1
5
Iter 23 52 98 102 62 60
Time 0.03 0.07 0.14 0.15 0.10 0.13
Saddle S2 S1 S1 S2 S2
Table 16: Five samples are selected from the trials of Mu¨ller Potential with EA
parametrization and the number of iterations and calculation time are tabulated across
different N .
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5.5.2 Different N for WE parametrization
Evolution of the Climbing Image Similar to the EA parametrization,
there is a change in the path of the climbing image using WE parametriza-
tion on Toy Example 1. However, the change is small and does not vary
the path as much as the EA parametrization. The change in the number
of iterations is also not big. Using the same parameters for Toy Exam-
ple 2 leads to instability. Reducing the timestep to dt = 0.01 gives some
result for some values of N. As for the Mu¨ller Potential, a similar obser-
vation to the EA parametrization is present, except a difference in stability.
Though it makes sense that the ascent direction should be more accurate
given a shorter interval between the last two images by which the tangent
is calculated, the evolution of the curve will vary slightly. Since the rest
of the curve evolves towards an MEP, it can be inferred that the closer an
image is to the climbing image, the farther it will be from the MEP - hence
defeating the purpose of calculating the tangent properly. A good estimate
of the tangent, and hence, the ascent direction, would be achieved if the
images adjacent to the climbing image are near the MEP.46
On Number of Iterations and Calculation Time The decrease in
number of iterations is seen as expected in the Mu¨ller Potential. However,
there is not much decrease in the Toy Example 1. The number of iterations
using the WE parametrization in Example 2 is not comparable to the one
in EA parametrization because the timestep is changed to ensure stability.
46This motivates the (modified) Climbing MEP method.
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(a) N = 5 (b) N = 20
(c) N = 30 (d) N = 35
Figure 13: Fifteen randomly selected initial strings in Toy Example 1 are evolved ac-
cording to the Climbing String Method with WE parametrization. The path of the
climbing image is shown for different number of images.
Toy 1 Number of images N
Sample 2 5 10 15 20 30 35
1
Iter 151 151 151 151 151 151 153
Time 0.13 0.16 0.19 0.23 0.26 0.32 0.36
2
Iter 181 173 173 174 174 174 237
Time 0.15 0.18 0.22 0.26 0.30 0.37 0.58
3
Iter 158 154 154 154 155 155 221
Time 0.13 0.17 0.20 0.23 0.27 0.33 0.58
4
Iter 159 155 155 155 156 156 184
Time 0.14 0.17 0.20 0.24 0.27 0.34 0.45
5
Iter 180 171 172 172 173 173 224
Time 0.16 0.18 0.23 0.27 0.31 0.38 0.55
Table 17: Five samples are selected from the trials of Toy Example 1 with WE
parametrization and the number of iterations and calculation time are tabulated across
different N .
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(a) N = 2 (b) N = 7
(c) N = 10 (d) N = 20
Figure 14: Five randomly selected initial strings in Toy Example 2 are evolved according
to the Climbing String Method with WE parametrization. The path of the climbing
image is shown for different number of images.
Toy 2 Number of images N
Sample 7 10 15 20
1
Iter 360 361 361 480
Time 0.54 0.57 0.66 1.05
Saddle [0,−1] [0,−1] [0,−1] [0,−1]
2
Iter 373 348 387 472
Time 0.50 0.52 0.67 0.96
Saddle [0, 1] [0, 1] [0, 1] [0, 1]
3
Iter 344 336 361 449
Time 0.46 0.50 0.64 0.91
Saddle [0, 1] [0, 1] [0, 1] [0, 1]
4
Iter 369 366 409 464
Time 0.50 0.54 0.75 0.96
Saddle [0,−1] [0,−1] [0,−1] [0,−1]
5
Iter 357 113 563
Time 0.48 0.28 1.20
Saddle [0,−1] None [0, 1] [0,−1]
Table 18: Five samples are selected from the trials of Toy Example 2 with WE
parametrization and the number of iterations and calculation time are tabulated across
different N .
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(a) N = 2 (b) N = 7
(c) N = 9 (d) N = 20
Figure 15: Five randomly selected initial strings in the Mu¨ller Potential are evolved
according to the Climbing String Method with WE parametrization. The path of the
climbing image is shown for different number of images.
Mu¨ller Number of images N
Sample 2 4 6 8 10 15 20
1
Iter 64 41 40 40 40 40 39
Time 0.05 0.07 0.07 0.08 0.09 0.09 0.10
Saddle S2 S2 S2 S2 S2 S2 S2
2
Iter 87 63 61 60 60 58 81
Time 0.07 0.06 0.07 0.07 0.08 0.09 0.18
Saddle S1 S1 S1 S1 S1 S1 S1
3
Iter 57 43 43 43
Time 0.05 0.05 0.05 0.06
Saddle S1 S1 S1 S1 None None None
4
Iter 70 53 115 77 85 99 93
Time 0.06 0.06 0.13 0.10 0.11 0.16 0.27




Saddle None None None None None S2 S2
Table 19: Five samples are selected from the trials of Mu¨ller Potential with WE
parametrization and the number of iterations and calculation time are tabulated across
different N .
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5.5.3 Different  for AM parametrization
Evolution of the Climbing Image Similar to the previous parametriza-
tions, a decrease in the the number of iterations was observed as  decreases,
or alternatively, N increases. The decrease is more comparable to the path
of the climbing image in the WE parametrization than the EA parametriza-
tion. The AM parametrization however allows a higher number of final
images. Instability occurs at a much higher N in all examples.
The spiraling effect is more evident in the AM parametrization especially
when  is big. As far as these examples are concerned, given the same initial
string, the string will converge to the same saddle point regardless of the
 or final N used unlike the previous two parametrizations. The paths of
the climbing image of the three examples are shown in Figure 16, 17, and 18.
On Number of Iterations and Calculation Time The decrease in
iterations is evident using the AM parametrization, but not as evident as
the EA parametrization. It is comparable to the WE parametrization in
this aspect. With regards to calculation time, AM parametrization requires
less time than EA and WE, but WE parametrization sometimes performs
as fast as AM parametrizations. The results for the AM parametrization
are in Tables 20, 21, and 22.
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(a) N = 5 (b) N = 30
(c) N = 64 (d) N = 74
Figure 16: Fifteen randomly selected initial strings in Toy Example 1 are evolved ac-
cording to the Climbing String Method with AM parametrization. The path of the
climbing image is shown for different . For N = 74, the method still converges but
requires more iterations.
Toy 1
 1.2 0.48 0.23 0.15 0.11 0.75 0.066 0.445 0.35
Final N 2 5 10 15 20 30 35 50 65
1
Iter 151 151 151 151 151 151 151 151 151
Time 0.15 0.19 0.19 0.22 0.24 0.29 0.33 0.41 0.46
2
Iter 181 176 173 172 172 172 172 173 173
Time 0.18 0.20 0.23 0.26 0.37 0.36 0.44 0.50 0.59
3
Iter 158 156 154 154 154 154 154 154 154
Time 0.16 0.18 0.20 0.25 0.26 0.30 0.33 0.41 0.49
4
Iter 159 157 155 155 155 155 155 155 155
Time 0.16 0.18 0.21 0.24 0.26 0.31 0.33 0.49 0.49
5
Iter 180 175 171 171 171 171 171 171 172
Time 0.18 0.21 0.24 0.27 0.30 0.36 0.39 0.49 0.58
Table 20: Five samples are selected from the trials of Toy Example 1 with AM
parametrization and the number of iterations and calculation time are tabulated across
different .
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(a) N = 2 (b) N = 3
(c) N = 5 (d) N = 50
Figure 17: Five randomly selected initial strings in Toy Example 2 are evolved according
to the Climbing String Method with AM parametrization. The path of the climbing
image is shown for different . The blot in the case N = 2 is due to the spiraling effect.
Instabilities do not appear even in the case of final N = 50. At N = 65, some instabilities
show but convergence is still guaranteed.
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(a) N = 2 (b) N = 5
(c) N = 10 (d) N = 20
Figure 18: Five randomly selected initial strings in the Mu¨ller Potential are evolved
according to the Climbing String Method with AM parametrization. The path of the
climbing image is shown for different .
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Toy 2
 0.3 0.16 0.078 0.062 0.052 0.031 0.023
Final N 5 10 20 25 30 50 65
1
Iter 79 113 117 117 116 115 204
Time 0.12 0.18 0.22 0.25 0.26 0.34 0.76
Saddle [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1]
2
Iter 75 105 109 109 109 107 862
Time 0.09 0.14 0.18 0.23 0.22 0.33 2.93
Saddle [0, 1] [0, 1] [0, 1] [0, 1] [0, 1] [0, 1] [0, 1]
3
Iter 85 107 111 111 111 109 442
Time 0.10 0.14 0.19 0.21 0.22 0.31 1.52
Saddle [0, 1] [0, 1] [0, 1] [0, 1] [0, 1] [0, 1] [0, 1]
4
Iter 74 98 101 101 101 96 631
Time 0.09 0.14 0.18 0.20 0.22 0.36 2.09
Saddle [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1]
5
Iter 64 59 52 34 40 42 34
Time 0.08 0.09 0.12 0.09 0.13 0.16 0.15
Saddle [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1] [0,−1]
Table 21: Five samples are selected from the trials of Toy Example 2 with AM




 0.2 0.08 0.058 0.04 0.032 0.022 0.017 0.13
Final N1 2 4 6 8 10 15 20 26
Final N2 4 10 14 20 25 36 47/36 −
1
Iter 64 44 45 43 41 40 40 40
Time 0.07 0.08 0.09 0.09 0.09 0.10 0.11 0.12
Saddle S2 S2 S2 S2 S2 S2 S2 S2
2
Iter 66 64 64 63 63 74 1001
Time 0.07 0.09 0.09 0.11 0.12 0.18 2.85
Saddle S1 S1 S1 S1 S1 S1 S1 None
3
Iter 57 42 43 43 42 43 43 41
Time 0.06 0.05 0.06 0.06 0.07 0.08 0.09 0.09
Saddle S2 S2 S2 S2 S2 S2 S2 S2
4
Iter 49 47 46 44 50 70 1001
Time 0.06 0.07 0.07 0.08 0.10 0.19 2.80
Saddle S1 S1 S1 S1 S1 S1 S1 None
5
Iter 69 46 45 50 50 69 65 71
Time 0.07 0.07 0.06 0.09 0.09 0.15 0.16 0.14
Saddle S2 S2 S2 S2 S2 S2 S2 S2
Table 22: Five samples are selected from the trials of Mu¨ller Potential with AM
parametrization and the number of iterations and calculation time are tabulated across
different . Final N1 refers to the final number of images in the string in trials 1,3,5
where the saddlepoint S2 is closer to the local minimum M2. Final N1 refers to the final
number of images in the string in trials 2,4 where the saddlepoint S1.
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6 Conclusion
This thesis primarily studies different options and variations of the string
method. There is no significant advantageous parametrization in the Orig-
inal String Method, though the Adaptive Mesh parametrization and the
Equal Arclength parametrization seem to be conveniently fast parametriza-
tions. For the Climbing String Method however, the AM parametrization
offers a faster way to calculate the MEP or find the saddle point assuming
that a suitable choice for  is known. The AM parametrization requires less
force evaluations and less calculation time than the other parametrizations.
The EA parametrization does not fall far from the AM parametrization in
most instances, while the WE parametrization, though sometimes advan-
tageous, generally performs slowest.
It is interesting to note that the path of the climbing image in the Climbing
String method slightly differs depending on the parametrization and num-
ber of images used. In particular, the path of the climbing image using the
EA parametrization differs greatly depending on the choice of number of
images. At low values of N , it was also observed that some sort of spiraling
happens as the climbing image converges towards the saddle point. As N
increases, the spiraling vanishes. Similar observations were seen in WE
and AM parametrizations although not as evident. In these instances, the
AM parametrization still offers the fastest implementation of the Climbing
String method.
As for the proposed alternative to the Climbing String Method, the Climb-
ing MEP and its modified version perform well in terms of convergence.
However, it suffers from a very large increase in force evaluations or calcu-
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lation effort as a partial MEP needs to be obtained with sufficient accuracy.
Given the same fixed initial data, the CMEP method finds a directly con-
nected saddlepoint different from what the Climbing String Method or the
Modified CMEP Method would have identified. Given sufficient initial
data, all methods are able to identify the same saddlepoints directly con-
nected to a local minimum, albeit with different distributions. The Climb-
ing String Method is perceived to be an improved version of the Climbing
MEP Method and its modified version, although a question that is open
is how to compare these two methods with regards to stability region and
region of convergence.
This thesis focuses on low-dimensional examples to compare the parametriza-
tions as well as the new method. A possible direction is to confirm these
behaviors in higher dimension. Another possible direction is to find either
a clear advantage to the use of CMEP method justifying the increase in
calculation effort, or to simplify these calculations at least to the point that
it can match the Climbing String Method. The more complex problem of
finding all saddlepoints, whether directly connected to a local minima or
not, remains to be answered.
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The mathematical program Matlab is used to perform all the calculations in this thesis.
Some of the codes are presented below for referential purposes.
A String Method
A general code is written so that the selection of different options is easy. The code
presented below gives the main code and describes the subcodes needed.
String Method
% Input: Endpoints x0, x1, mode
% mode is a ordered quintuple describing the different options
% mode1 selects between Original and Simplified String Method
% mode2 selects between Forward Euler and Runge Kutta (4th Order)
% mode3 selects the parametrization, EA, WE, or AM
% mode4 selects the use of Climbing Image to find the saddlepoint
% mode5 selects the use of Quasi-Newton Method
% to accelerate convergence to saddlepoint
% Output: string, error, saddlepoints, number of iterations
% Required functions
% potential - to calculate the energy potential
% gradV - to calculate the gradient. Use approximation if needed
% tangent - to perform the upwinf calculation of the tangent
% ForEul (forward euler) or RK (Runge-Kutta) - perform ODE calculation
% EA (equal arclength) or WE (weighted energy) or AM (Adaptive Mesh)
% - perform the parametrization
% OSM (original SM) or SSM (simplified SM) perform the String Method
% saddlefind - to find candidate saddlepoints
% CI - to perform climbing image on candidate saddlepoints
% RKsad - perform for RK on climbing image
% Newt - to perform the Quasi-Newton Acceleration
% Lanczos - to solve for the direction, used in the code Newt
% W - weight function used by WE, may include the modification
% errorf - to calculate the error

























































%% Find candidates for saddlepoint %%
[saddlecand,saddleloc]=saddlefind(string);
[p,D]=size(saddlecand);

































B Climbing String Method
Two main codes will be presented in the Climbing String Method, which is supposedly
representative only of the codes that are used. The first is a code that is used for
the 2-D examples. The second is the code used for the Seven-Atom Island Example.
The first code will use the AM parametrization while the second code will use the WE
parametrization. The EA parametrization will be used in the CMEP code.
B.1 2-D Examples
This code performs the Climbing String Method on the 2-D examples using EA parametriza-
tion. The number of force evaluations is being tallied.
CSMAM
% Input: Endpoints x0, x1
% Output: string, Number of Iterations, time T
% Required functions
% potential - to calculate energy potential
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B.2 Seven-Atom Island Example
This code performs the Climbing String Method on the Seven-Atom Island Example
using WE parametrization. The number of force evaluations is being tallied. The code
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is long because the number of force evaluations is minimized.
CSMWE
% Input: Endpoints x0,x1, Data initpos
% Output: string, total time T, number of force evaluations,
% number of iterations
% Required functions
% W - the weight function
% energy - to calculate the energy and gradient at a point
tic;




















































































































































C Climbing MEP Method
The Climbing MEP Code for the Seven-Atom Example is given below. The EA parametriza-
tion is used. The modified version just requires an extra function which will perform the
modification. The code is long because the number of force evaluations is minimized.
CMEP
% Input: Endpoints x0, x1, initial data initpos
% Output: string, time T, number of force evaluations,
% number of iterations
% Required functions
% energy - to calculate the energy potential and the gradient
% at a particular point
% MEP - converts the string into a partial MEP by performing normal
% projection at each point
% MEP2 - converts k images of the string near the moving endpoint










































































































































% This converts the string into a partial MEP anew
[string,forcetemp,stringv,FE]=MEP(string,forcetemp,init,stringv,dt,FE);
%% This part may be used to perform the modified versionof the CMEP
%% Change into MEP
%if 0==mod(C,20)
% [string,forcetemp,stringv,FE]=MEP(string,forcetemp,init,stringv,dt,FE);
%else
% [string,forcetemp,stringv,FE]=MEP2(string,forcetemp,init,stringv,dt,FE);
%end
end %if
end %while
T=toc;
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