In this work we present the on-the-fly workload prediction and redistribution techniques used in Zeus [12,13], a Distributed Model Checker that evolves from the tool Kronos [14].
Introduction
An obstacle for a wide adoption of model checking technology is scalability. Verifying even medium-size designs can quickly exhaust memory or processing capacity of rather powerful computers. In recent years, there has been an increasing interest in the use of Distributed Computing as a way to increase the size of the models tools can deal with [24, 6, 29] . This is a preliminary version. The final version will be published in Electronic Notes in Theoretical Computer Science URL: www.elsevier.nl/locate/entcs
Much successful work has been done to distribute untimed model checkers [29, 24, 4, 17, 26, 7, 18, 21, 8, 19, 23] . However, except for some work on a distributed version of UPPAAL [6, 5] and our own [12, 13] , not much has been previously done about parallelizing or distributing timed model checkers. Because of the inherently different data structures involved, the timed and untimed cases lead to inherently different parallelization strategies and challenges. Timed model checkers are usually based on Difference Bound Matrices (DBM) [16] . Though they are symbolic representations of state space, they conceptually differ from Binary Decision Diagrams which are the basic data structure for a large class of untimed model checking tools and their distributed counterparts. Thus, most of the strategies and ideas for distributing BDD-based model checking algorithms (e.g., slicing large BDDs [21] ) seem not to be directly applicable to the timed setting.
The rest of the article is organized as follows: in section 2 we recall Zeus architecture. The problems found on both asynchronous and synchronous versions are described in section 3. Then we present the techniques developed to overcome such issues. Section 5 showcases some case-studies where these methods improved verification times. Finally, we outline future research paths.
Recalling Zeus
Zeus is a distributed model checker that evolves from Kronos [14] . As such, it works over models expressed in terms of timed automata, by means of a backwards propagation calculus. It was first presented in [12] and [13] , being its main features a rigorous correctness proof for its distributed algorithm, and a high degree of flexibility due to its software architecture approach. Also, it runs on any network of Unix-like workstations, not requiring a Beowulf or similar clustering environment.
It was built with "design for change" in mind. That was a key requirement since there are many degrees of freedom that are very hard to set in advance when building a distributed tool. This flexibility allowed us to easily construct both synchronous and asynchronous versions with a variety of communication strategies, and also implement various distribution methods.
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Zeus Conceptual Architecture
To handle the required flexibility, an architecture as shown in fig. 1 was built. Its apparent complexity obeys to a key design decision: separation of concerns. The architecture was built as a testbed for experimenting with a family of design decisions concerning synchronization, region exchange and load balance. Thus, we aimed at a loosely coupled solution where issues like fixed point calculation and the communication schema remain as independent as possible. This strategy led us to the identification of some aspects that were mapped into different components. Each processor working in a distributed Zeus computation is called a capsule. We also use capsule to refer to the processes running inside the processors and their associated data structures and components.
The basic components are a Fixpoint Engine that performs the computation (reading and writing regions into the local regions' storage and remote regions' storage), and connectors which are used to communicate with other capsules. The remote regions' storage is made of embassies, which receive the remote regions from the connectors.
There is also a global coordinator , which starts the process, partitions the control graph, distributes the workload and establishes whether global fix point has been reached or not.
Some more details can be found in appendix B. It should be noted that this architecture corresponds to the asynchronous version, the synchronous one being simpler.
The Counterintuitive Wrong Way -Why it's Hard
In this section we will present, in a somehow historical order, the process that led to the current version of Zeus. We will address the motives for the decisions taken, the problems that appeared and what our response to them was.
Asynchronous Version
When building a distributed algorithm the intuition is that an asynchronous one would make better use of computational resources, because waiting times tend to be minimized. With this idea in mind, the first version of Zeus was asynchronous. While it was able to handle cases unfit for the monoprocessor version 7 , an unexpected result was observed: in some models adding processors increased verification times. For instance, the RCS5 8 case study behaves this way, as can be seen in fig. 2 (a). The Speedup factor for n processors is defined based on time to completition as time 1 /time n . Digging into this strange behavior showed a very interesting issue. The asynchronicity changed the relative order of operations, and although at the end the result is semantically the same set of regions, its syntactic representation is different, involving more zones. It can be viewed as a fragmentation of the data structure. Some authors reported similar findings when breadth-first traversal is not followed to calculate fix points [6, 11] . 7 Even showing super-scalar speedups. These happen because of a distribution that gives little work to the processor with the initial location: almost all of its work is to check for inclusion of the timed initial state into the reached set. 8 RCS5 is an example inspired in the well-known Railroad Crossing System [1] , with 5 trains. In this model, the error state can be made reachable or unreachable just by modifying a few constants.
The most computational expensive operation of the fix point calculus is region differentiation, which takes O(n m) being n and m the number of zones in each region (this bound disregards the number of clocks, which is fixed for a given system). So, that different growing order led to an increase in computation time, and thus wall-clock time.
The number of zones grew that much that this problem alone outweighed all the performance features such as communication piggybacking, delaying messaging, minimal cut distribution, dead-time utilization, etc.
To gain some insight in the fragmentation phenomenon, the tool was instrumented to accumulate the cost of each differentiation (i.e., the number of operations actually required). For the unreachable instance of the RCS5 casestudy, in a monoprocessor version the cost was approx. 697 millions while the calculus of the 2-processor asynchronous version produced approximately 1.3 billion. Other examples presented similar behavior.
Considering this problem, two research lines forked: on one hand, a search for a new representation structure more fit for distribution started. On the other, we decided to try a synchronous version, which was relatively easy to construct due to Zeus modular architecture.
Synchronous Version
This new version was aimed at reproducing the relative order of operations that the monoprocessor would do, knowing that the synchronicity introduced could waste some potential parallel operations.
A sketch of its main cycle is shown as figure 3(a). Every capsule notifies the coordinator the end of each iteration. When all the capsules have finished, the coordinator broadcasts the clearance to begin the exchange phase, where capsules exchange new regions as needed. Once done, they resume the iteration process without coordinator intervention. P redT = pred τ (P redE) 4: Although times improved -as can be seen in figure 2(b)-, still some cases showed a decrease in verification times while adding processors. Our first attempt was to use different partitioning strategies, including METIS-based [22] minimum cut, random distribution and an oracle-provided partition that bal- anced the actual weights of a previous exploratory run. There were still dips in the curve.
Researching that problem, we decided to measure the wasted time in each iteration, computed as the accumulation of idle times (line 4 of figure 3(a) ) over the complete verification. More precisely, being #cap the number of capsules and #it the number of iterations, we get:
This metric, along with the previously mentioned results, pinpointed that the workload varied in each iteration, so an initially fair distribution could become extremely heavy on some processors and light on others in a matter of a few iterations. Table 1 shows the correlation between bad speedups in figure 2(b) and the total wasted time.
Very unbalanced iterations, specially the latter ones where the number of zones is larger, could mean that in practice only one processor is doing the work while the others are idle, undermining the time previously gained and producing a worst result in the overall process.
Going Dynamic
The obvious conclusion was going to a dynamic version -dynamic in the sense that locations and their associated computational work, could migrate from a processor to another in each iteration, so the workload could be evenly distributed during the whole verification.
Two problems had to be solved to migrate locations: the workload for the next iteration had to be predicted, and then the data had to be exchanged without breaking the distributed invariant (see appendix B for an overview).
Workload Prediction
As was previously said, region differentiation (line 4 of figure 3(b) ) is the most expensive operation performed by the Fixpoint Engine, so in order to predict the workload, the first thing to do is to obtain a stricter bound on its computational complexity.
To get that bound, the code was instrumented to report the function's elapsed time as well as the actual cost for different candidate formulae, bearing in mind that a good formula should be able to predict run times. Early enough it became obvious that the O(n m) bound was very thick, and did not distinguish between pairs of operands with very different run times.
A closer inspection of the code revealed a Θ(f (dim(r 2 ), d(r 1 , r 2 ))) bound, where:
• r 1 and r 2 are the two regions being differenced,
• dim represents the dimension of the parameter region in terms of accumulated number of clock differences over the set of zones (that is, the number of zones times the square of the number of clocks),
• f encodes the details of the implementation (which are not presented because they are meaningless to the general result and very dependent on the particular coding used), and
• d represents the number of zones that the actual difference will have. Including such a value in the computational complexity of a function is a license we are taking, because it might not fit perfectly on the definition, but it certainly influences the run time.
Two tricky parts arose: first, f includes the number of malloc() 9 invocations made, as well as integer comparisons. Clearly both kinds of operations do not take the same amount of clock-time, as the first involves requesting a service to the underlying OS, probably at the expense of some contex switches. We decided to establish a factor k, so we can express that a malloc() call takes as much as k integer operations. This factor is determined at the beginning of the verification, because it is platform dependent. Readers familiar with low-level system coding might have noticed that the real cost of a malloc() depends on the fragmentation of the memory at the time of the call. This is indeed the case on most platforms, so k is no more that an estimate. As can be seen further on, other uncertainties also had to be filled with estimates.
The most complicated part was guessing what the value of d will be for a particular pair of parameters. This problem was two-fold, because although the second parameter (R s ) for the next iteration is known at the end of the current one (line 5 of fig. 3(b) ), the other (P redT ) is yet to be determined and expensive enough to compute in advance.
To obtain reasonable values for the two uncertainties (P redT and d(P redT, R s )), the following mechanism was developed, based on the intuition that many calculi are usually repeated and some that are not, have only slightly different inputs: each time the real operation was performed, the size of its parameters was rounded to its most significant digit, and was stored along with the size of the result (for example, if two regions of size 23456 and 337 were subtracted, obtaining a region of size 128, the tuple 20000, 300, 128 ) would have been stored). If a new operation has the same rounded parame-ters size, the old values are overwritten, on the assumption that recent values would predict better future results.
So when the real value needs to be estimated, its rounded estimated parameters sizes are looked up in the collected information. If no match is found, a default value is used. This is the worst case of the estimation. It should be noted that this is kind of a simplistic approach to best-fit matching, and more sophisticated algorithms could be used, but it has the advantage of having a small overhead in terms of both space and time, and featured very good results. Experimenting with other alternatives is in our to-do list for future research.
The technique showed a surprising predicting power, featuring a 80% to 90% hit ratio after the first few iterations -which don't usually take considerable time-on most examples. Also the combined workload predicting method showed a very good match ratio when compared to the actual metric. It should be noted that this match ratio does not mean that the predicted and actual values are the same. It means that their relative percentual difference is very close, along all the locations of a same iteration. This is what is needed in order to evenly distribute workload.
The prediction process takes place at the coordinator , which feeds from statistical data sent by all of the capsules at the end of each iteration. The volume of this data is O(l) where l is the number of locations at each capsule, but being packed integers, they are really not very significant compared to a typical region exchange. Also, it should be remembered that in timed model checking the size of the control graph is not usually that big, even for large models.
Dynamic Location Redistribution
Once the relative weights of each location have been predicted, a new distribution has to be established. On one hand minimum workload difference is desired, but on the other a large number of location migrations could take a long time by themselves. The current version uses the ParMETIS library [28] which is based on heuristic methods to handle efficiently graph repartitioning problems. ParMETIS tries not only to balance weight while minimizing number of movements, but also tries to reach minimum cut. Although that would seem like a good idea because it minimizes communication, this is not such a pressing issue in a synchronous environment over a fast local area network. We are still looking for a method that will not aim at minimum cut, so an even better balance could be achieved 10 . It should be pointed out that a number of good methods exist for rebalancing in the untimed scenario (see [21, 25] among others). Unfortunately they are not directly applicable as they usually don't have to deal with locations having different (unsplitable) weights.
The coordinator runs the redistribution algorithm -which is neglectably fast-, computes the difference with the previous partition and broadcasts it to the capsules. They receive it along with their clearance to go into the region exchange phase, so prior to going into the proper exchange, the first part of the migration begins.
For each location migrated from c i to c j (note that always c i = c j ), there are three possible cases, from the perspective of the c k capsule:
• Both the previous and current capsules are remote (c i = c k = c j ).
• The location used to be remote, but now is local (c i = c k = c j ).
• The location used to be local, but now is remote (c i = c k = c j ).
In all of the cases connectors need to be reconfigured, so they know which locations they are actually serving. Because the topology and boundaries changed, there could be connectors to some other capsules no longer needed, and new ones might have to be created. In the last two cases, besides reconfiguring connectors, new embassies might need to be instantiated, or old ones destroyed.
More importantly, in the last two cases the content of the local regions' storage for the affected location needs to be exported by a capsule and imported by another. The corresponding locations are marked, and said regions are exchanged during the region exchange phase. Once finished, the migrations list is processed again, so clean up activities can take place, including the removal of former local regions.
The results of the process must be that each capsule is reconfigured as if the current partition has never changed since the beginning. Although conceptually simple ( fig. 4) , implementation details make it a quite involved process. 
Preliminary Experimental Results
Finding case studies for this particular work was a hard task, because in "toy" size examples, like RCS5, which verify completely in a few minutes in a monoprocessor, the migration time itself outweighs the benefits of the gained parallelism. On the other hand, real-size examples usually require many processors to finish, so even exhibiting speedups because of the redistribution, it is hard to know how good they are. The experiments were run on a cluster consisting of 6 Linux 2.4 workstations connected through a 100 Mbps Ethernet network, each one running on a 1.8 GHz AMD Athlon XP processor, with 256 MB of RAM.
Due to space restrictions, we selected two representative examples:
• RCS6 : This is a 6-train version of the previously mentioned Railroad Crossing System case-study, with an unreachable error state. It was processed by ObsSlice [10] , which reduces timed automata preserving the validity of TCTL formulae. The system has 5288 locations, 36072 transitions and 9 clocks.
• MinePump: This model is based on a design for a fault-detection mechanism for a distributed mine-drainage controller as found in [9] . It also has an unreachable error state. The system -reduced by ObsSlice and Optikron 11 -has 4452 locations, 21932 transitions and 6 clocks. Table 2 (first half) shows that although the static run of RCS6 did exhibit increased running times while adding processors in some steps, the dynamic version didn't. Also, the 6-processor run shows a very stepped decreased of the wasted time.
It can be seen in the second half of table 2 (corresponding to MinePump) that although times did improve considerably with the dynamic version, there is still a lot of wasted parallelism. The explanation lies not in the predictions, which were quite accurate, but in the repartitionings computed by ParMETIS, which could be much better if they didn't consider the edge cut of the discrete graph as an optimization target.
Conclusions and Future Work
We introduced the on-the-fly workload prediction and redistribution techniques used in Zeus.
After reviewing why it is so hard to have good speedups in distributed timed model checking, both in the synchronous and asynchronous setting, we presented the algorithms used to get promising results. Although the workload prediction seems to be quite good, more work needs to be done to find a better repartitioning method.
It is worth mentioning that the same principles could be applied to predict memory utilization. Balancing by size would allow verification to succeed with less processors, which is also a goal of the distributed effort.
Future work includes improving the redistribution mechanism, fine tuning the workload prediction algorithm, as well as looking into new data structures. In this last sense, we are working in a CDD-like data structure [30] that doesn't seem to suffer from the fragmentation problem, at least with the same intensity. It is very tempting because it might allow us to use the full potential of the asynchronous version.
Also, we plan to extend these concepts to an on-the-fly model checking algorithm, where the complete discrete graph is not necessary known a priori. Among the preliminary ideas is predicting new composite locations, so they can be evenly distributed before they are found. manipulate such kind of information. Non-convex sets are represented as union of convex sets. Zeus performs reachability queries as a backwards propagation of non-convex sets over the graph of control locations. This propagation is a fix point calculation that can be informally described as: starting with the set of target states and adding in each iteration every other state that can reach in a single step some state within the set. In our case, the final answer is whether or not the initial states belong to the computed fix point (i.e., we want to know if the target states can be reached from the initial states, or not). When the target states are unreachable the complete state space needs to be explored, so this is usually considered a worst-case scenario.
Although currently only reachability is supported in Zeus, full TCTL verification is a possible extension. For instance, Kronos' is based on the previously explained algorithm [20] .
As well as there are delta accumulator to benefit the sending phase of a regions' exchange, there are embassies to benefit the receiving phase. They are contained inside the remote regions' storage. One can think that there is an embassy at the opposite end of every delta accumulator . It is also responsible of showing the same content to every request during an iteration.
A capsule A has a connector A,B iff there is at least one edge between a location in A and a location in B. Connectors handle network communication. That is, given two capsules, A and B, there might be many edges in the control graph going from locations assigned to A to locations assigned to B, call it k. Although A can have up to k delta accumulators and k embassies, it has only one connector handling bi-directional communication to B. The same happens at B.
The helper performs data representation compression (i.e., representing regions with a smaller number of zones if possible). Compression is applied in the local repository and the delta accumulator . This leads to a "semantically innocuous" dead time utilization that hopefully will make future computations and messaging lighter.
The coordinator starts the process, partitions the graph, distributes the workload and establishes whether global fix point has been reached or not. It also collects statistics. It receives information from the iterators on the capsules to make decisions.
A formal description of the architecture including state machines and transducers can be found in [27] .
