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ERGODICITY OF UNIPOTENT FLOWS AND KLEINIAN
GROUPS
AMIR MOHAMMADI AND HEE OH
Abstract. Let M be a non-elementary convex cocompact hyperbolic
3-manifold and δ be the critical exponent of its fundamental group. We
prove that a one-dimensional unipotent flow for the frame bundle of M
is ergodic for the Burger-Roblin measure if and only if δ > 1.
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1. Introduction
In this paper we study dynamical properties of one-parameter unipotent
flow for the frame bundle of a convex cocompact hyperbolic 3-manifold M.
When the critical exponent of the fundamental group π1(M) exceeds one, we
show that this flow is conservative and ergodic for the Burger-Roblin mea-
suremBR: almost all points enter to a given Borel subset of positive measure
for an unbounded amount of time. Such a manifold admits a unique positive
square-integrable eigenfunction φ0 of the Laplacian with base eigenvalue.
Our result implies that a randomly chosen unipotent orbit, normalized by
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the time average of the eigenfunction φ0, becomes equidistributed with re-
spect to the Burger-Roblin measure.
To state our result more precisely, let G = PSL2(C), which is the group of
orientation preserving isometries of the hyperbolic space H3. Let Γ be a non-
elementary, torsion-free, discrete subgroup of G which is convex cocompact,
that is, the convex core of Γ is compact. Equivalently, Γ\H3 admits a finite
sided fundamental domain with no cusps. Convex cocompact groups arise
in topology as fundamental groups of compact hyperbolic 3-manifolds with
totally geodesic boundary.
The frame bundle of the manifold M = Γ\H3, which is a circle bundle
over the unit tangent bundle T1(M), is identified with the homogeneous
space X = Γ\G. We consider the unipotent flow on X given by the right
translations of the one-parameter unipotent subgroup
(1.1) U = {ut :=
(
1 0
t 1
)
: t ∈ R}.
This flow is called ergodic with respect to a fixed locally finite Borel
measure on X, if any invariant Borel subset is either null or co-null. We
denote by δ the critical exponent of Γ, which is equal to the Hausdorff
dimension of the limit set of Γ [34]. When δ = 2, X is compact ([37],
[34]) and the classical Moore’s theorem in 1966 [23] implies that this flow is
ergodic with respect to the volume measure, i.e., the G-invariant measure.
When δ < 2, the volume measure is not ergodic any more, and furthermore,
Ratner’s measure classification theorem [30] says that there exists no finite
U -ergodic invariant measure on X. This raises a natural question of finding
a locally finite U -ergodic measure on X. Our main result in this paper is
that when δ > 1, the Burger-Roblin measure is conservative and ergodic,
and is never ergodic otherwise.
The conservativity means that for any subset S of positive measure, the
U -orbits of almost all points in S spend an infinite amount of time in S.
Any finite invariant measure is conservative by the Poincare´ recurrence the-
orem. For a general locally finite invariant measure, the Hopf decomposition
theorem [14] says that any ergodic measure is either conservative or totally
dissipative (i.e., for any Borel subset S, xut /∈ S for all large |t| ≫ 1 and a.e.
x ∈ S). For δ < 2, there are many isometric embeddings of the real line in
X, by t 7→ xut, giving rise to a family of dissipative ergodic measures for U .
We refer to the Burger-Roblin measure as the BR measure for short, and
give its description using the Iwasawa decomposition G = KAN : K =
PSU2, A = {as : s ∈ R}, N = {nz : z ∈ C} where
as =
(
es/2 0
0 e−s/2
)
and nz =
(
1 0
z 1
)
.
Furthermore let M denote the centralizer of A in K.
The groups A and N play important roles in dynamics as the right trans-
lation by as on X is the frame flow, which is the extension of the geodesic
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flow on T1(M) and N -orbits give rise to unstable horospherical foliation on
X for the frame flow.
Fixing o ∈ H3 stabilized by K, we denote by νo the Patterson-Sullivan
measure on the boundary ∂(H3), supported on the limit set of Γ, associated
to o ([26], [34]), and refer to it as the PS measure. Sullivan showed that the
PS measure coincides with the δ-dimensional Hausdorff measure of the limit
set of Γ. Using the transitive action of K on ∂(H3) = K/M , we may lift νo
to an M -invariant measure on K.
Burger-Roblin measure Define the measure m˜BR on G as follows: for
ψ ∈ Cc(G),
m˜BR(ψ) =
∫
G
ψ(kasnz)e
−δsdνo(k)ds dz
where ds and dz are the Lebesgue measures on R and C respectively. It is left
Γ-invariant and right N -invariant. The BR measure mBR is a locally finite
measure on X induced by m˜BR. When δ = 2, mBR is simply a G-invariant
measure, but it is an infinite measure if δ < 2.
Roblin showed that the BR measure is the unique NM -invariant ergodic
measure on X which is not supported on a closed NM -orbit in X [31]. For
Γ Zariski dense (which is the case if δ > 1), Winter [36] proved that mBR
is N -ergodic, and this implies that mBR is the unique N -invariant ergodic
measure on X which is not supported on a closed N -orbit in X, by Roblin’s
classification. We note that the analogous result for G = PSL2(R) was
established earlier by Burger [5] when Γ is convex-compact with δ > 1/2.
The main result of this paper is:
Theorem 1.1. Let Γ be a convex cocompact subgroup of G which is not
virtually abelian. The U -flow on (X,mBR) is ergodic if and only if δ > 1.
We also show the conservativity of the BR-measure for δ > 1, without
knowing its ergodicity a priori. Indeed we establish the non-ergodicity in
the case 0 < δ ≤ 1 by proving the failure of “sufficient” recurrence; see
Section 9.
Remark 1.2. We remark that most of arguments in the proof of Theorem
1.1 works for a higher dimensional case as well. Namely, the same proof
will show that if G is the group of orientation preserving isometries of the
hyperbolic n-space, Γ is a Zariski dense, convex cocompact subgroup of G,
U is a k-dimensional connected unipotent subgroup of G, then the U action
is ergodic with respect to the BR-measure on Γ\G if δ > n − k and not
ergodic if δ < n − k. The case of δ = n − k is more subtle. Our argument
for n = 3 uses certain known facts about the limit sets of Kleinian groups
of PSL2(C); see section 9.
For a probability measure µ on X, the Birkhoff pointwise ergodic theorem
(1931) says that the ergodicity of a measure preserving flow {ut} implies that
the time average of a typical orbit converges to the space average: for any
BURGER-ROBLIN 4
ψ ∈ L1(X) and a.e. x ∈ X, as T →∞,
(1.2)
1
T
∫ T
0
ψ(xut)dt −→
∫
X
ψ dµ.
A generalization of the Birkhoff theorem for an infinite locally finite con-
servative ergodic measure was obtained by E. Hopf [11] in 1937 and says
that the ratio of time averages of a typical orbit for two functions converges
to the ratio of the space averages: for any ψ1, ψ2 ∈ L1(X) with ψ2 ≥ 0 with∫
X ψ2 dµ > 0, as T →∞,
(1.3)
∫ T
0 ψ1(xut)dt∫ T
0 ψ2(xut)dt
−→
∫
X ψ1 dµ∫
X ψ2 dµ
a.e. x ∈ X.
For our X = Γ\G with Γ convex cocompact and δ > 1, there is a unique
positive eigenfunction φ0 ∈ L2(M) for the Laplacian with the smallest eigen-
value δ(2−δ) and with ‖φ0‖2 = 1, [34]. In the upper half-space coordinates,
H
3 = {z + jy : z ∈ C, y > 0} with ∂(H3) = C ∪ {∞}, the lift φ˜0 of φ0 to
H
3 is realized explicitly as the integral of a Poisson kernel against the PS
measure νo (with o = j):
φ˜0(z + jy) =
∫
ξ∈C
(
(‖ξ‖2 + 1)y
‖z − ξ‖2 + y2
)δ
dνo(ξ).
The BR measure on X projects down to the absolutely continuous mea-
sure on the manifold M and its Radon-Nikodym derivative with respect to
the hyperbolic volume measure is given by φ0.
We deduce the following from Theorem 1.1 and Hopf’s ratio theorem
(1.3):
Corollary 1.3. Let δ > 1.
(1) For mBR almost all x ∈ X, the projection of xU to M is dense.
(2) For any ψ ∈ L1(X,mBR) and for almost all x ∈ X,
lim
T→∞
∫ T
0 ψ(xut)dt∫ T
0 φ0(xut)dt
=
∫
X
ψ dmBR.
We explain the proof of Theorem 1.1 in the case δ > 1, in comparison
with the finite measure case. This account makes our introduction a bit
too lengthy but we hope that this will give a summary of the main ideas
of the proof which will be helpful to the readers. The proof of Moore’s
ergodicity theorem is based on the following equivalence for a finite invariant
measure µ: µ is ergodic if and only if any U -invariant function of L2(X,µ)
is constant a.e. Through this interpretation, his ergodicity theorem follows
from a theorem in the unitary representation theory that any U -invariant
vector in the Hilbert space L2(X,µG) is G-invariant for the volume measure
µG.
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For an infinite invariant measure, its ergodicity cannot be understood
merely via L2-functions, but we must investigate all invariant bounded mea-
surable functions. This means that we cannot depend on a convenient the-
orem on the dual space of X, but rather have to work with the geometric
properties of flows in the spaceX directly. We remark that as we are working
with a unipotent flow as opposed to a hyperbolic flow, the Hopf argument
using the stable and unstable foliations of flows, which is a standard tool in
studying the ergodicity for hyperbolic flows, is irrelevant here.
We use the polynomial divergence property of unipotent flows to estab-
lish that almost all U -ergodic components of mBR are invariant under the
full horospherical subgroup N . The N -ergodicity of the BR measure then
implies the U -ergodicity as well. This approach has been noted by Margulis
as an alternative approach to show the ergodicity of the volume measure µG
in the finite volume case.
However, carrying out this argument in an infinitemeasure case is subtler.
Indeed the heart of the argument, as is explained below, lies in the study of
two nearby orbits in the “intermediate range”. To the best of our knowledge,
such questions in infinite measure spaces have not been understood before.
Let us present a sketch of the argument in the probability measure case.
Let (X,µ) be a probability measure space. Then it is straightforward from
(1.2) that for any generic point x, any 0 < r < 1, and any ψ ∈ Cc(X)
(1.4)
1
(1− r)T
∫ T
rT
ψ(xut)dt→
∫
X
ψ(x)dµ.
Statements of this nature will be called a “window theorem” in the sequel.
We now explain how a suitable window theorem can be used in acquiring
an additional invariance by an element of N − U. This idea was used by
Ratner; see [29, 30] and the references therein. We also refer to [17, 18]
where similar ideas were used by Margulis in the topological setting.
Let Nˇ and Uˇ denote the transpose of N and U respectively. Denote by
NG(U) the normalizer of U in G.
Choose sequences of generic points xk and yk inside a suitably chosen
compact subset ofX,moreover suppose that yk = xkgk with gk /∈ NG(U) and
gk → e. Put Vˇ =
{(
1 it
0 1
)
: t ∈ R
}
, and assume that the Vˇ -component
and the Uˇ -component 1 of gk are of “comparable” size.
Flowing by ut, we compare the orbits xkut and ykut = xkut(u
−1
t gkut). The
divergence properties of unipotent flows (a simple computation in our case),
in view of our above assumption on gk’s, says that the divergence of the
two orbits is comparable to u−1t gkut. Furthermore, the (2, 1)-matrix entry of
u−1t gkut dominates other matrix entries. Let p(t) denote the (2, 1)-matrix
entry of u−1t gkut. This is a polynomial of degree two whose leading coefficient
has comparable real and imaginary parts. Therefore, the divergence of the
1these components are well defined for all gk close enough to e.
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two orbits is “essentially” in the direction of N − U . Choose a sequence
of times Tk so that p(Tk) converges to a non-trivial element v ∈ N − U .
Letting ε > 0 be small, since p(t) is a polynomial, ykut remains within an
O(ε)-neighborhood of xkutv for any t ∈ [(1 − ε)Tk, Tk]. Hence the window
theorem (1.4) applied to the sequence of windows [(1 − ε)Tk, Tk] implies
that µ(ψ) − µ(v.ψ) = O(ε) and hence µ(ψ) = µ(v.ψ) as ε > 0 is arbitrary.
Repeating this process for a sequence of vn → e, we obtain that the measure
µ is invariant under N.
We now turn our attention to an infinite measure case, assuming δ > 1.
There is a subtle difference for the average over the one-sided interval [0, T ]
and over the two sided [−T, T ], and the average over [−T, T ] is supposed
to behave more typically in infinite ergodic theory. We first prove that the
BR measure mBR is U -conservative based on a theorem of Marstrand [19],
which allows us to write an ergodic decomposition mBR =
∫
x µx where µx
is conservative for a.e. x. Letting x be a generic point for Hopf’s ratio
theorem and IT = [−T, T ], in order to deduce
∫
IT−IrT
ψ1(xut)dt
∫
IT−IrT
ψ2(xut)dt
∼ µx(ψ1)µx(ψ2) , it
is sufficient to prove that there is some c > 0 such that for all T ≫ 1,
(1.5)
∫
IT−IrT
ψ2(xut)dt ≥ c
∫
IT
ψ2(xut)dt.
This type of inequality requires strong control on the recurrence of the
flow, and seems unlikely that (1.5) can be achieved for a set of positive
measure, see [1, Section 2.4]. Hence formulating a proper replacement of
this condition (1.5) and its proof are simultaneously the hardest part and
at the heart of the proof of Theorem 1.1.
We call x ∈ X a BMS point if both the forward and backward endpoints of
the geodesic determined by x belong to the limit set of Γ. These points pre-
cisely comprise the support of the Bowen-Margulis-Sullivan measure mBMS
on X, which is the unique measure of maximal entropy for the geodesic flow,
up to a multiplicative constant; see Section 2.3. We will call mBMS the BMS
measure for simplicity. The support of mBMS is contained in the convex core
of Γ, and in particular a compact subset. By a BMS box, we mean a subset
of the form x0NˇρAρNρM where x0 ∈ X is a BMS point, ρ > 0 is at most
the injectivity radius at x0 and Sρ means the ρ-neighborhood of e in S for
any S ⊂ G.
Theorem 1.4 (Window Theorem). Let δ > 1. Let E ⊂ X be a BMS box
and ψ ∈ Cc(X) be a non-negative function with ψ|E > 0. Then there exist
0 < r < 1 and T0 > 1 such that for any T ≥ T0,
mBR{x ∈ E :
∫ rT
−rT
ψ(xut)dt ≤ (1− r)
∫ T
−T
ψ(xut)dt} > r2 ·mBR(E).
We call x a good point for the window IT − IrT if∫
IrT
ψ(xut)dt ≤ (1− r)
∫
IT
ψ(xut)dt,
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or equivalently if
∫
IT−IrT ψ(xut)dt ≥ r
∫
IT
ψ(xut)dt. The window theorem
says that the set of good points for the window IT − IrT has a positive
proportion of E for all large T . It follows that for any ε > 0, we can choose
a sequence Tk = Tk(ε) such that the set Ek, of good points for the window
[(1 − ε)Tk, Tk] (or [−Tk,−(1 − ε)Tk]), has positive measure. Let xk, yk =
xkgk ∈ Ek. To be able to use this in obtaining an additional invariance, we
need to control the size as well as the direction of the divergence u−1Tk gkuTk .
More precisely, we need to be able to choose our generic points yk = xkgk so
that the size of gk is comparable with
1
T 2k
and the size of its Vˇ -component
is comparable with that of Uˇ -component.
We emphasize here that we work in the opposite order of a standard
way of applying the pointwise ergodic theorem where one is usually given
a sequence gk and then find window ITk depending on gk (as the window
theorem works for any Tk). In our situation, we cannot choose Tk, and
rather have to work with given Tk (depending on ε). So only after we know
which Tk’s give good windows for ε-width, we can choose good points xkgk
for those windows. What allows us to carry out this process is that we have
a good understanding of the structure of the generic set along contracting
leaves. To be more precise, the PS-measures on the contracting leaves are
basically δ-dimensional Hausdorff measures on R2, and the assumption that
δ > 1 enables us to find gk for the “right scale”, see Section 4.
Hoping to have given some idea about how the above window theorem
1.4 will be used, we now discuss its proof, which is based on the interplay
between the BR measure and the BMS measure. We mention that the close
relationship between the BR and the BMS measure is also the starting point
of Roblin’s unique ergodicity theorem for NM -invariant measures.
Unlike the finite measure case, mBR is not invariant under the frame flow,
which is the right translation by as in X. However, as s → +∞, the nor-
malized measure µBRs := (a−s)∗mBR|E (the push-forward of the restriction
mBR|E by the frame flow a−s) converges to mBMS in the weak* topology.
Under the assumption δ > 1, the BMS measure turns out to be U -
recurrent and hence almost all of its U -leafwise measures are non-atomic.
This will imply that the analogue of (1.5) holds for “most” of the U -leafwise
measures of mBMS.
The goal is to utilize this and the fact that µBRs weakly converges to
mBMS, in order to deduce that many of the U -leafwise measures of mBR
must also satisfy (1.5). We mention that in general it is rather rare to be
able to deduce “interesting” statements regarding leafwise measures from
weak* convergence of measures. One possible explanation for this is that the
leafwise measures of a sequence of measures may change “very irregularly”
as one moves in the transversal direction, e.g. approximation of Lebesgue
measure by atomic measures.
We succeed here essentially because we have a rather good understanding
of the N -leafwise measures of µBRs . To be more precise, we can show (i) the
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N -leafwise measures of µBRs change rather regularly, see Section 3, further-
more, (ii) the projection of an N -leafwise measure of µBRs converges in the
L2-sense to its counterpart of mBMS in most directions, see Section 5.1.
We emphasize that we establish the L2-convergence of these measures,
not merely the weak* convergence, and this is crucial to our proof; see the
Key Lemma 5.12 and Section 7. The proof of this L2-convergence requires
a certain control of the energy of the conditional measures of µBRs which is
uniform for all s ≫ 1. Our energy estimate is obtained using the following
deep property of the PS measure: for all ξ in the limit set of Γ and for all
small r > 0, νo(B(ξ, r)) ≍ rδ (with the implied constant being independent
of ξ and r), together with the Besicovitch covering lemma. Lastly we remark
that our proof of the window theorem makes use of the rich theory of entropy
and is inspired by the low entropy method developed by Lindenstrauss in
[15].
AcknowledgmentWe are very grateful to Tim Austin for numerous helpful
discussions regarding various aspects of this project. We also thank Chris
Bishop and Edward Taylor for helpful correspondences regarding totally
disconnected limit sets of Kleinian groups.
2. Ergodic properties of BMS and BR measures
2.1. Measures on T1(Γ\H3) associated to a pair of conformal den-
sities. Let (H3, d) denote the hyperbolic 3-space and ∂(H3) its geometric
boundary. We denote by T1(H3) the unit tangent bundle of H3 and by π
the natural projection from T1(H3)→ H3.
Denote by {gs : s ∈ R} the geodesic flow. For u ∈ T1(H3), we set
u+ := lim
s→∞ g
s(u) and u− := lim
s→−∞ g
s(u)
which are respectively the forward and backward endpoints in ∂(H3) of the
geodesic defined by u.
Definition 2.1. (1) The Busemann function β : ∂(H3)×H3 ×H3 → R
is defined as follows: for ξ ∈ ∂(H3) and x, y ∈ H3,
βξ(x, y) = lim
s→∞ d(x, ξs)− d(y, ξs)
where ξs is a geodesic ray tending to ξ as s→∞ from a base point
o ∈ H3, fixed once and for all.
(2) For u ∈ T1(H3), the unstable horosphere H+u and the stable horo-
sphere Hˇu denote respectively the subsets
{v ∈ T1(H3) : v− = u−, βu−(π(u), π(v)) = 0};
{v ∈ T1(H3) : v+ = u+, βu+(π(u), π(v)) = 0}.
Each element of the group PSL2(C) acts on Cˆ = C ∪ {∞} as a Mobius
transformation and its action extends to an isometry of H3, giving the iden-
tification of PSL2(C) as the group of orientation preserving isometries of H
3.
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Note that (g(u))± = g(u±) for g ∈ G. The map T1(H3) → ∂(H3) given by
u 7→ u+ is called the visual map.
For discussions in this section, we refer to [31], [24] and [22]. Let Γ be
a non-elementary (i.e., non virtually abelian) torsion-free discrete subgroup
of G. Let {µx : x ∈ H3} be a Γ-invariant conformal density of dimension
δµ > 0 on ∂(H
3). That is, each µx is a non-zero finite Borel measure on
∂(H3) satisfying for any x, y ∈ H3, ξ ∈ ∂(H3) and γ ∈ Γ,
γ∗µx = µγx and
dµy
dµx
(ξ) = e−δµβξ(y,x),
where γ∗µx(F ) = µx(γ−1(F )) for any Borel subset F of ∂(H3).
Let {µx} and {µ′x} be Γ-invariant conformal densities on ∂(H3) of di-
mension δµ and δµ′ respectively. Following Roblin [31], we define a measure
mµ,µ
′
on T1(Γ\H3) associated to the pair {µx} and {µ′x}. Note that, fixing
o ∈ H3, the map
u 7→ (u+, u−, βu−(o, π(u)))
is a homeomorphism between T1(H3) with (∂(H3) × ∂(H3) − {(ξ, ξ) : ξ ∈
∂(H3)}) × R.
Definition 2.2. Set
dm˜µ,µ
′
(u) = eδµβu+ (o,π(u)) eδµ′βu−(o,π(u)) dµo(u
+)dµ′o(u
−)dt.
It follows from the Γ-conformal properties of {µx} and {µ′x} that m˜µ,µ
′
is
Γ-invariant and that this definition is independent of the choice of o ∈ H3.
Therefore it induces a locally finite Borel measure mµ,µ
′
on T1(Γ\H3).
2.2. BMS and BR measures on T1(Γ\H3). Two important densities we
will consider are the Patterson-Sullivan density and the G-invariant density.
We denote by δ the critical exponent of Γ, that is, the abscissa of conver-
gence of the Poincare series PΓ(s) :=
∑
γ∈Γ e
−sd(o,γ(o)) for o ∈ H3. As Γ is
non-elementary, we have δ > 0. The limit set Λ(Γ) is the set of all accumula-
tion points of orbits Γ(z), z ∈ H3. As Γ acts properly discontinuously on H3,
Λ(Γ) ⊂ ∂(H3). Generalizing the work of Patterson [26] for n = 2, Sullivan
[34] constructed a Γ-invariant conformal density {νx : x ∈ H3} of dimension
δ supported on Λ(Γ). Fixing o ∈ H3, each νx is the unique weak limit as
s→ δ+ of the family of measures on the compact space H3 := H3∪∂∞(H3):
νx,s :=
1∑
γ∈Γ e−sd(o,γ(o))
∑
γ∈Γ
e−sd(x,γ(o))δγ(o)
where δγ(o) is the dirac measure at γ(o). This family will be referred to as
the PS density. When Γ is of divergence type, i.e., PΓ(δ) = ∞, the PS-
density is the unique Γ-invariant conformal density of dimension δ (up to a
constant multiple) and atom-free [31, Cor. 1.8].
We denote by {mx : x ∈ H3} a G-invariant conformal density on the
boundary ∂(H3) of dimension 2, unique up to homothety. In particular,
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each mx is invariant under the maximal compact subgroup which stabilizes
x.
Definition 2.3. (1) The measuremν,ν on T1(Γ\H3) is called the Bowen-
Margulis-Sullivan measure mBMS associated with {νx} [35]:
mBMS(u) = eδβu+ (o,π(u)) eδβu− (o,π(u)) dνo(u
+)dνo(u
−)dt.
(2) The measuremν,m on T1(Γ\H3) is called the Burger-Roblin measure
mBR associated with {νx} and {mx} ([5], [31]):
mBR(u) = e2βu+ (o,π(u)) eδβu−(o,π(u)) dmo(u
+)dνo(u
−)dt.
We will refer to these measures as the BMS and the BR measures re-
spectively for short. It is worth mentioning that the Riemannian volume
measure, in these coordinates, is mm,m.
The quotient Γ\C(Λ(Γ)) of the convex hull C(Λ(Γ)) of the limit set mod-
ulo Γ is called the convex core of Γ, denoted by C(Γ). A discrete subgroup
Γ of G is called geometrically finite if a unit neighborhood of the convex core
C(Γ) has finite volume. It is equivalent to saying that Γ\H3 admits a finite
sided fundamental domain. A geometrically finite group Γ is called convex
cocompact if one of the following three equivalent conditions hold (cf. [4]):
(1) C(Γ) is compact;
(2) Γ\H3 admits a finite sided fundamental domain with no cusps;
(3) Λ(Γ) consists only of radial limit points: ξ ∈ Λ(Γ) is radial if any ge-
odesic ray ξt toward ξ returns to a compact subset for an unbounded
sequence of t.
The BMS measure is invariant under the geodesic flow. Sullivan showed
that for Γ geometrically finite, it is ergodic and moreover the unique measure
of maximal entropy ([35], [25]). For Γ convex cocompact, the support of the
BMS measure is compact, as its projection is contained in C(Γ).
Theorem 2.4. [9] If Γ is geometrically finite and Zariski dense, the PS
density of any proper Zariski subvariety of ∂(H3) is zero.
2.3. BMS and BR measures on X = Γ\G. We fix a point o ∈ H3
whose stabilizer group is K := PSU(2). Then the map g 7→ g(o) induces a
G-equivariant isometry between G/K and H3. Set
M := {mθ = diag(eiθ, e−iθ)}.
By choosing the unit tangent vector X0 based at o stabilized by M , G/M
can be identified with the unit tangent bundle T1(H3) via the orbit map
g 7→ g(X0). This identification can also be lifted to the identification of the
frame bundle of H3 with G. These identifications are all Γ-equivariant and
induce identifications of the frame bundle of the manifold Γ\H3 with Γ\G.
We set X = Γ\G. Abusing the notation, we will denote by mBMS and mBR,
respectively, the M -invariant lifts of the BMS and the BR measures to X.
For g ∈ G, we set g± = (gM)± where gM ∈ G/M = T1(H3).
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For x = Γ\Γg, we write x± ∈ Λ(Γ) if g± ∈ Λ(Γ); this is well-defined
independent of the choice of g. With this notation, the supports of mBMS
and mBR are given respectively by
Ω := {x ∈ X : x+, x− ∈ Λ(Γ)}
and
ΩBR := {x ∈ X : x− ∈ Λ(Γ)}.
The right translation action of the diagonal subgroup
A := {as := diag(es/2, e−s/2) : s ∈ R}
on G is called the frame flow and it projection to G/M corresponds to the
geodesic flow. For this action, mBMS is A-invariant and mBR is A-quasi-
invariant: (a−s)∗mBR = e(2−δ)smBR.
Set
N := {nz =
(
1 0
z 1
)
: z ∈ C} and Nˇ := {nˇz =
(
1 z
0 1
)
: z ∈ C}
and for g ∈ G,
H(g) := gN and Hˇ(g) := gNˇ .
The restriction of the projection G → G/M induces a diffeomorphism
from H(g) (resp. Hˇ(g)) to the horosphere HgM (resp. HˇgM ) in T1(H3)
and hence the visual maps u→ u± induce diffeomorphisms PH(g) : ∂(H3)−
{g−} → H(g) and PHˇ(g) : ∂(H3) − {g+} → Hˇ(g), respectively, for each
g ∈ G.
Definition 2.5. Let y ∈ G.
(1) Set
dµLebH(y)(v) = e
2βv+ (o,π(vM))dmo(v
+) for v ∈ H(y).
The measure µLebH(y) is G-invariant: g∗µ
Leb
H(y) = µ
Leb
g(H(y)); in particular,
it is an N -invariant measure on H(y).
(2) Set
dµPSH(y)(v) = e
δβv+ (o,π(vM))dνo(v
+).
We note that {µPSH(y)} is a Γ-invariant family.
Fix a left G-invariant and right K-invariant metric on G which induces
the hyperbolic distance d on G/K.
Notation 2.6. (1) For ρ > 0 and a subset Y of G, we denote by Yρ the
intersection of Y and the ρ-ball centered at e in G.
(2) The M -injectivity radius ρx at x ∈ X is the supremum of ρ such
that for Bρ := NˇρAρMNρ, the map Bρ → x0Bρ given by g → x0g is
injective.
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Definition 2.7. A box in X (around x0) refers to a subset of the form
x0Bρ = x0NˇρAρMNρ
with 0 < ρ < ρx0 for some x0 ∈ X. Note that x0Bρ coincides with
x0NˇρAρNρM . We call this box a BMS box if x
±
0 ∈ Λ(Γ), i.e., if x0 be-
longs to the support of the BMS measure.
We fix a box x0Bρ. Set T˜ρ := NˇρAρ and Tρ := NˇρAρM . Since the
measuresmBMS andmBR have the same transverse measures for the unstable
horospherical foliations, we have for any ψ ∈ C(x0Bρ),
mBMS(ψ) =
∫
y∈x0T˜ρ,m∈M
∫
n∈Nρ
ψ(ynm)dµPSH(y)(yn)dν˜x0T˜ρ(y)dm
=
∫
ym∈x0T˜ρM
∫
n∈Nρ
ψ(ymn)dµPSH(ym)(ymn)d(ν˜x0T˜ρ ⊗m)(ym);
mBR(ψ) =
∫
y∈x0T˜ρ,m∈M
∫
Nρ
ψ(ynm)dµLebH(y)(yn)dν˜x0T˜ρ(y)dm
=
∫
ym∈x0T˜ρM
∫
n∈Nρ
ψ(ymn)dµLebH(ym)(ymn)d(ν˜x0T˜ρ ⊗m)(ym)
that is, dνx0Tρ := dν˜x0T˜ρ⊗dm denotes the transverse measure of mBMS (and
hence of mBR) on x0Tρ.
The following easily follows from Theorem 2.4:
Corollary 2.8. If Γ is geometrically finite and Zariski dense, and E is a
box in X, then mBR(∂(E)) = 0.
2.4. BR measure in the Iwasawa coordinates G = KAN . The canon-
ical map ι : Nˇ → G/MAN = K/M has a diffeomorphic image S := ι(Nˇ)
which is K/M minus a single point. By abuse of notation, we use the same
notation νo for the measure on K which is the trivial extension of the PS
measure νo on S
2 = K/M : for ψ ∈ C(K),∫
K
ψ dνo =
∫
M
∫
S
ψ(sm) dνo(sX
−
0 )dm
where dm is the probability Haar measure ofM . The lift of the BR measure
m˜BR on G can also be written as follows (cf. [24]): for ψ ∈ Cc(G),
m˜BR(ψ) =
∫
G
ψ(kasnz)e
−δsdνo(k)ds dz
where kasnz ∈ KAN , ds and dz are some fixed Lebesgue measures on R
and C respectively. As usual, this means that for Ψ(Γg) =
∑
γ∈Γ ψ(γg) with
ψ ∈ Cc(G), mBR(Ψ) = m˜BR(ψ).
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2.5. BR measure associated to a general unipotent subgroup. A
horospherical subgroup N0 is a maximal unipotent subgroup of G, or equiv-
alently, N0 = {g ∈ G : bngb−n → e as n→∞} for a non-trivial diagonal-
izable element b ∈ G. Since A normalizes N , it follows from the Iwasawa
decomposition G = KAN that any horospherical subgroup N0 is of the form
k−10 Nk0 for some k0 ∈ K. The BR measure associated to N0 is defined to
be
mBRN0 (ψ) := m
BR(k0.ψ)
where ψ ∈ Cc(X) and k0.ψ(g) = ψ(gk0). As mBR is M = NK(U)-invariant
(here NK(U) being the normalizer of U in K), this definition does not
depend on the choice of k0 ∈ K. If U0 is a one-parameter unipotent subgroup
of G, its centralizer CG(U0) in G is a horospherical subgroup. The BR
measure associated to U0 means m
BR
N0
for N0 = CG(U0).
2.6. Mixing of frame flow and its consequences. Some of important
dynamical properties of flows on X have been established only under the
finiteness assumption of the BMS measure. Examples of groups with finite
BMS measure include all geometrically finite groups [34] but not limited to
those (see [27]). Roblin showed that if |mBMS| <∞, then Γ is of divergence
type. In the following two theorems, we consider the groups Γ with |mBMS| <
∞. We normalize νo so that |mBMS| = 1.
The following two theorems were proved by [36], based on the the previous
works of Babillot [2], Roblin [31], and Flaminio-Spatzier [9].
Theorem 2.9. [36] Suppose that Γ is Zariski dense and |mBMS| = 1.
(1) The frame flow on X is mixing with respect to mBMS, that is, for
any ψ1, ψ2 ∈ L2(X,mBMS), as s→ ±∞,∫
X
ψ1(xas)ψ2(x) dm
BMS(x)→ mBMS(ψ1)mBMS(ψ2).
(2) The BR measure mBR on X is N -ergodic.
(3) If Γ is geometrically finite, mBR is the only N -ergodic measure on
X which is not supported on a closed N -orbit.
Theorem 2.10. [36] Let Γ be Zariski dense and |mBMS| = 1. Then for all
ψ1, ψ2 ∈ Cc(X) or for ψ1 = χE1 , ψ2 = χE2 where Ei ⊂ X is a bounded Borel
subset with mBMS(∂(Ei)) = 0, we have: as s→ +∞,∫
X
ψ1(xa−s)ψ2(x) dmBR(x)→ mBMS(ψ1)mBR(ψ2).
We note that by the quasi-invariance of the BR measure,∫
X
ψ1(xa−s)ψ2(x) dmBR(x) = e(2−δ)s
∫
X
ψ1(x)ψ2(xas) dm
BR(x).
In particular, the above theorem implies that if δ < 2,∫
X
ψ1(x)ψ2(xas) dm
BR(x)→ 0 as s→ +∞.
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Lemma 2.11. If Γ is a discrete subgroup of G with δ > 1, then Γ is Zariski
dense in G.
Proof. Let G0 be the identity component of the Zariski closure of Γ. Suppose
G0 is a proper subgroup of G. Being an algebraic subgroup of G, G0 is
contained either in a parabolic subgroup of G or in a subgroup isomorphic
to PSL2(R). In either case, the critical exponent of G0 is at most 1. This
leads to a contradiction and hence G0 = G. 
3. Weak convergence of the conditional of µBRE,s
In this section, we suppose that Γ is a Zariski dense discrete subgroup of
G admitting a finite BMS measure, which we normalize so that |mBMS| = 1.
Fix a bounded M -invariant Borel subset E ⊂ X with mBR(E) > 0 and
mBR(∂(E)) = 0.
For each s > 0, define a Borel measure µBRE,s on X to be the normalization
of the push-forward (a−s) ∗mBR|E : for Ψ ∈ Cc(X),
µBRE,s(Ψ) :=
1
mBR(E)
∫
E
Ψ(xa−s) dmBR(x).
Equivalently,
µBRE,s(Ψ) =
e(2−δ)s
mBR(E)
∫
X
Ψ(x)χE(xas)dm
BR(x).
Note that µBRE,s is a probability measure supported in the set Ea−s.
The following is immediate from Theorem 2.10:
Theorem 3.1. As s → +∞, µBRE,s weakly converges to mBMS, that is, for
any Ψ ∈ Cc(X),
lim
s→+∞µ
BR
E,s(Ψ) = m
BMS(Ψ).
For simplicity, we will write for x ∈ X,
dλx(n) = dµ
Leb
H(x)(xn) and dµ
PS
x (n) = dµ
PS
H(x)(xn)
so that λx and µ
PS
x are respectively the conditional measures of m
BR and
mBMS on xN .
Recall that ρx denotes the injectivity radius at x.
Definition 3.2. Fix x ∈ X. For s > 0, define a Borel measure λE,x,s on
xNρx as follows: for ψ ∈ Cc(xNρx),
λE,x,s(ψ) :=
e(2−δ)s
mBR(E)
∫
n∈Nρx
ψ(xn)χE(xnas)dλx(n).
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Recall the notation Tρ = NˇρAρM for ρ > 0. Let x0 ∈ X and let 0 < ρ ≤
ρx0 . For any box x0Bρ = x0TρNρ and Ψ ∈ C(x0Bρ), we have
µBRE,s(Ψ) =
e(2−δ)s
mBR(E)
∫
x∈X
Ψ(x)χE(xas)dm
BR(x)
=
e(2−δ)s
mBR(E)
∫
x∈x0Tρ
∫
n∈Nρ
Ψ(xn)χE(xnas)dλx(n)dνx0Tρ(x)
=
∫
x∈x0Tρ
λE,x,s(Ψ|xNρ)dνx0Tρ(x).
Hence λE,x,s is precisely the conditional measure of µ
BR
E,s on xNρ.
The aim of this section is to prove:
Theorem 3.3. Suppose that x− ∈ Λ(Γ) and 0 < ρ < ρx. For any ψ ∈
Cc(xNρ),
λE,x,s(ψ) −→ µPSx (ψ) as s→ +∞.
The condition x− ∈ Λ(Γ) is needed to approximate the measure λE,x,s by
its thickening in the transverse direction.
For a function Ψ on X and ε > 0, we define functions on X as follows:
Ψ+ε (y) := sup
g∈Oε
Ψ(yg) and Ψ−ε (y) := inf
g∈Oε
Ψ(yg)
where Oε is a symmetric ε-neighborhood of e in G. We also set
E+ε := EOε and E−ε = ∩u∈OεEu.
Lemma 3.4. Let x ∈ X and 0 < ρ < ρx. For all small ε > 0, there exists
ε1 > 0 such that for any non-negative Ψ ∈ C(xTε1Nρ) and any t ∈ Tε1 , we
have
e−ελx(Ψ−ε ) ≤ λxt(Ψ) ≤ eελx(Ψ+ε ).
Proof. Let 0 < ε < ρx − ρ. Consider the map φt : xN → xtN given by
φt(xn) = xtn, so that φ
∗
tλxt = λx. Since φt is a translation by n
−1tn, there
exists ε1 > 0 such that for all n ∈ Nρ and t ∈ Tε1 , n−1tn ∈ Oε and the
Radon-Nikodym derivative satisfies e−ε ≤ dλxtdλx (n) ≤ eε.
Therefore
λxt(Ψ) =
∫
Ψ(xn(n−1tn))dλxt(n) ≤ eε
∫
Ψ+ε (xn)dλx(n) = e
ελx(Ψ
+
ε ).
The other inequality follows similarly. 
Lemma 3.5. Let x ∈ X and 0 < ρ < ρx. For any ε > 0, there exists ε1 > 0
such that for any non-negative Ψ ∈ C(xTε1Nρ), any t ∈ Tε1 and any s > 0,
e−ελE−ε ,x,s(Ψ
−
2ε) ≤ λE,xt,s(Ψ) ≤ eελE+ε ,x,s(Ψ
+
2ε).
Proof. Let ε1 > 0 be as in Lemma 3.4. We may also assume that nOε1n−1 ⊂
Oε for all n ∈ Nρ.
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For t = ( α w0 α−1 ) ∈ NˇAM and nz ∈ N with α+ zw 6= 0, define
ψt(z) =
z2w+αz−α−1z
α+zw and bt,z = (
α+zw w
0 ψt(z)w+α−1−zw ).
Then by a direct computation, we verify that
(3.1) tnz = nz+ψt(z)bt,z.
Therefore we may assume that ε1 > 0 is small enough so that for all
t ∈ Tε1 and nz ∈ Nρ, we have {nψt(z) : nz ∈ Nρ} ⊂ Nε, bt,z ∈ Tε, and the
absolute value of the Jacobian of the map ψt|Nρ is at most ε/2.
We observe that nzas = nz+ψt(z)as(a−sbt,zas) and since the conjugation
by a−s contracts NˇA for s > 0, we have nzas ∈ nz+ψt(z)asOεM .
Since E is M -invariant, we deduce that χE(xtnzas) ≤ χE+ε (xnz+ψt(z)as)
for all t ∈ Tε1 and nz ∈ Nρ. Together with Lemma 3.4, we now obtain that
for any t ∈ Tε1 ,
λE,xt,s(Ψ) = e
(2−δ)s
∫
nz∈Nρ
Ψ(xtnz)χE(xtnzas)dλxt(z)
≤ e(2−δ)s
∫
nz∈Nρ
Ψ+ε (xnz)χE+ε (xnz+ψt(z)as)dλxt(z)
≤ eεe(2−δ)s
∫
nz∈Nρ
Ψ+ε (xnz)χE+ε (xnz+ψt(z)as)dλx(z)
≤ e2εe(2−δ)s
∫
nz∈Nρ+ε
Ψ+ε (xnz−ψt(z))χE+ε (xnzas)dλx(z)
≤ e2εe(2−δ)s
∫
nz∈Nρ+3ε
Ψ+2ε(xnz)χE+ε (xnzas)dλx(z)
= e2ελE+ε ,x,s(Ψ
+
2ε)
where the last inequality follows since Nρ+3ε contains xN ∩ supp(Ψ+2ε). The
other inequality can be proven similarly. 
Theorem 3.3 follows from:
Theorem 3.6. Let x− ∈ Λ(Γ) and ρ < ρx. Let ψ ∈ C(xNρ) be a non-
negative function. For ε > 0, there exists s0 ≫ 1 such that for any s > s0,
e−4ελE,x,s(ψ) ≤ µPSx (ψ) ≤ e4ελE,x,s(ψ).
Moreover, if x+ ∈ Λ(Γ) and ψ is positive, then the above integrals are all
non-zero.
Proof. Let ε1 be as in Lemma 3.5. We note that as x
− ∈ Λ(Γ), ν(xTε1) > 0.
Hence there exists a non-negative continuous function φ ∈ C(xTε1) with
ν(φ) = 1. Define Ψ ∈ C(xTε1Nρ) by
Ψ(xtn) := ψ(xn)φ(xt) for xtn ∈ xTε1Nρ.
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Set ψ+ε (xn) = supu∈Nε ψ(xnu) and ψ
−
ε (xn) = infu∈Nε ψ(xnu). Then by
Lemma 3.5,
µBRE,s(Ψ) =
∫
xTε1
λE,xt,s(Ψ)dνxTρ(xt)
≤ eε
∫
xTε1
λE+ε ,x,s(ψ
+
2ε)φ(xt)dνxTρ(xt)
= eελE+ε ,x,s(ψ
+
2ε).
We can prove the other inequality similarly and hence
(3.2) e−ελE−ε ,x,s(ψ
−
2ε) ≤ µBRE,s(Ψ) ≤ eελE+ε ,x,s(ψ
+
2ε).
Since the map t 7→ µPSxt is continuous by [31, Lemma 1.16], we have
e−εµPSx (ψ) ≤ mBMS(Ψ) ≤ eεµPSx (ψ)
by replacing ε1 by a smaller one if necessary.
Since µBRE,s(Ψ) → mBMS(Ψ) by Theorem 3.1, we deduce from (3.2) that
there exists s0 > 1 such that for all s > s0,
(3.3) e−2ελE−ε ,x,s(ψ
−
2ε) ≤ µPSx (ψ) ≤ e2ελE+ε ,x,s(ψ
+
2ε).
We claim that
(3.4) e−4ελE,x,s(ψ) ≤ λE±ε ,x,s(ψ
±
2ε) ≤ e4ελE,x,s(ψ)
which will complete the proof of the theorem by (3.3).
We can deduce from (3.2) that
e−εµBR
E−
2ε,s
(Ψ−4ε) ≤ λE−ε ,x,s(ψ
−
2ε) ≤ λE+ε ,x,s(ψ
+
2ε) ≤ eεµBRE+
2ε,s
(Ψ+4ε).
Since it follows from Theorem 3.1 that
e−εµBRE,s(Ψ) ≤ µBRE±
2ε,s
(Ψ±4ε) ≤ eεµBRE,s(Ψ) for all large s≫ 1,
we have
e−2εµBRE,s(Ψ) ≤ λE−ε ,x,s(ψ
−
2ε) ≤ λE+ε ,x,s(ψ
+
2ε) ≤ e2εµBRE,s(Ψ).
This implies
λE+ε ,x,s(ψ
+
2ε) ≤ e4ελE−ε ,x,s(ψ
−
2ε)
and hence (3.4) follows. 
4. PS density and its non-focusing property when δ > 1
Let Γ be a (non-elementary) convex cocompact subgroup of G.
The assumption on Γ being convex cocompact is crucial for the following
theorem:
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Theorem 4.1. For any compact subset F0 of X, there exists c0 = c0(F0) > 1
such that for any x ∈ F0 with x+ ∈ Λ(Γ) and for all 0 < r ≪ 1,
c−10 r
δ ≤ µPSH(x)(xNr) ≤ c0rδ
where xNr = {xnz : |z| < r}.
Similarly, for any x ∈ F0 with x− ∈ Λ(Γ) and for all 0 < r ≪ 1, we have
c−10 r
δ ≤ µPS
Hˇ(x)
(xNˇr) ≤ c0rδ
for xNˇr = {xnˇz : |z| < r}.
Proof. As F0 is compact, up to uniform constants, µ
PS
H(x)(xNr) ≍ νo(B(x+, r))
where B(x+, r) is the ball around x+ of radius r in ∂(H3) in the spherical
metric. As x+ ∈ Λ(Γ), the above result is then due to Sullivan [35] who
says νo(B(ξ, r)) ≍ rδ uniformly for all ξ ∈ Λ(Γ) and for all small r > 0 for
Γ convex cocompact. 
Lemma 4.2. Let δ > 1 and F0 ⊂ X be a compact subset. For every ε > 0,
there exists a positive integer d = d(ε, F0) such that for any x ∈ F0 with
x− ∈ Λ(Γ) and for all small 0 < r ≪ 1, we have
µPS
Hˇ(x)
{xnˇz : |z| < r, |ℑ(z)| ≤ |ℜ(z)|d } ≤ ε · µPSHˇ(x)(xNˇr).
Proof. Let r be small enough to satisfy Theorem 4.1. For an integer d ≥ 1,
consider
Bd(x, r) := {xnˇz : |z| < r, |ℑ(z)| < r/d}
which clearly contains the set in question. Theorem 4.1 implies that
µPS
Hˇ(x)
(Bd(x, r)) ≤ c0 d·rδdδ = c0d1−δrδ,
where c0 > 1 is an absolute constant independent of d and r.
Let d = d(ε) ≫ 1 be such that c0d1−δ < c−10 ε. Then µPSHˇ(x)(Bd(x, r)) ≤
ε · µPS
Hˇ(x)
(xNˇr), implying the claim. 
Lemma 4.3. There exists b0 > 1 such that for all small 0 < η ≪ 1
Nb−1
0
ηAb−1
0
ηNˇb−1
0
ηM ⊂ NˇηAηNηM ⊂ Nˇb0ηAb0ηNb0ηM.
Proof. The claim follows since the product maps Nˇ × A×N ×M → G by
(nˇ, a, n,m) 7→ nˇanm and N ×A× Nˇ ×M → G by (n, a, nˇ,m) 7→ nanˇm are
local diffeomorphisms at the identity. 
We will use the above results to prove the following proposition 4.4. The
proof is elementary and is based on the fact we have a good control of the
conditional measures on contracting leaves, i.e., Nˇ -orbits. However, the fact
that this statement holds is quite essential to our approach. Indeed, as we
explained in the introduction, one major difficulty we face is that the return
times for our U -flow do not have the regularity one needs in order to get the
required ergodic theorem on the nose. In our version of the window theorem,
the set where a window estimate holds depends on time; see Section 7, and in
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particular Theorem 7.7 below. Usually in arguments with similar structure
as ours, this fact is fatal as one has very little control on the structure of the
“generic” set for the measure in question. In our case however the following
proposition saves the day and provides us with a rather strong control.
In the following proposition we fix a BMS box E = x0NˇρAρNρM with
x±0 ∈ Λ(Γ) and 0 < ρ < 1b0 infx∈Ω ρx where b0 is as in Lemma 4.3 and ρx is
the injectivity radius at x.
Proposition 4.4. Let δ > 1. Fix 0 < r < 1. There exist positive numbers
d0 = d0(r) > 1 and s0 ≫ 1 such that for any Borel subset F ⊂ E with
mBR(F ) > r · mBR(E) and any s ≥ s0, there exists a pair of elements
xs, ys ∈ F satisfying
(1) xs = ysnˇws for nˇws ∈ Nˇ ,
(2) 1d0s ≤ |ws| ≤ d0s and
(3) |ℑ(ws)| ≥ |ℜ(ws)|d0 .
Proof. Let c0 > 1 be as in Theorem 4.1 where F0 is the 2ρ-neighborhood
of Ω. We will write B(z, ρ) = zNˇρ in this proof. For all x ∈ x0NρAρM ,
x− = x−0 and hence x
− ∈ Λ(Γ). Hence by Theorem 4.1,
(4.1) c−10 η
δ ≤ µPS
Hˇ(x)
(B(x, η)) ≤ c0ηδ for all 0 < η < 1.
Set d1 :=
ν(x0Nb0ρAb0ρM)
mBR(E)
where ν denotes the transverse measure of
mBR on x0Nρx0Aρx0M . We claim that there exists z ∈ x0Nb0ρAb0ρM with
µPS
Hˇ(z)
(B(z, b0ρ) ∩ F ) > rd1 . Suppose not; then
mBR(F ) ≤
∫
z∈x0Nb0ρAb0ρM
µPS
Hˇ(z)
(B(z, b0ρ) ∩ F ) dν(z)
≤ rd1 ν(x0Nb0ρAb0ρM) = r ·mBR(E)
which contradicts the assumption on F .
Set Q := B(z, b0ρ) ∩ F ∩ supp (µPSHˇ(z)) and for each s > 1, consider the
covering {B(x, s−1) ⊂ Hˇ(z) : x ∈ Q} of Q. By the Besicovitch covering
lemma (cf. [20]), there exists κ > 0 (independent of s) and a finite subset
Qs such that the corresponding finite subcover {B(x, s−1) : x ∈ Qs} of Q is
of multiplicity at most κ.
Note that for q > 1, by (4.1),
µPS
Hˇ(z)
(∪x∈QsB(x, 1qs)) ≤ κ2q−δc20 µPSHˇ(z)(∪x∈QsB(x, 1s )) ≤ κ2q−δc30bδ0ρδ.
Hence by taking q ≥ 1 large so that κ2q−δc30bδ0ρδ < r3d1 , we have
µPS
Hˇ(z)
(∪x∈QsB(x, 1qs)) < r3d1 .
If we set
R(s, d) := ∪x∈Qs{w ∈ B(x, 1s ) : |ℑ(w)| ≤
|ℜ(w)|
d
},
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it follows from Lemma 4.2 that there exist d2 > 1 and s0 > 1 such that for
any s > s0,
µPS
Hˇ(z)
(R(s, d2)) <
r
3d1
.
Hence for any s > s0, the set
Q− (∪x∈QsB(x, 1qs) ∪R(s, d2))
has a positive µPS
Hˇ(z)
measure (at least r3d1 ). In particular, there exists xs ∈ Q
such that (Q∩B(xs, 1s ))−(B(xs, 1qs)∪R(s, d2)) has a positive µPSHˇ(z) measure.
Picking ys from this set, we have found a desired pair xs, ys from F with
d0 = max(q, d1). 
5. Energy estimate and L2-convergence for the projections
Let Γ be a convex cocompact subgroup of G with δ > 1 and fix a BMS
box E ⊂ X (see 2.7 for its definition). We have mBR(E) > 0 and by Lemma
2.11 and Corollary 2.8, mBR(∂(E)) = 0.
In the entire section, we fix x ∈ X with x± ∈ Λ(Γ) and 0 < ρ < 1√
2
ρx.
Recall the definition of the measure λE,x,s on xNρx from (3.2): for ψ ∈
C(xNρx),
λE,x,s(ψ) =
e(2−δ)s
mBR(E)
∫
n∈Nρx
ψ(xn)χE(xnas)dλx(n).
5.1. Projections of µPSH(x) and λE,x,s. The N -orbit of x can be identified
with R2 via the visual map xn 7→ (xn)+ ∈ ∂(H3) − {x−} and the identi-
fication of ∂(H3) − {x−} with R2 by mapping x− to the point at infinity.
Therefore we may consider λE,x,s and µ
PS
H(x) as measures on R
2.
Let
U = {
(
1 0
t 1
)
: t ∈ R}; V = {
(
1 0
it 1
)
: t ∈ R}.
In the sequel by a measure on [0, 2π] we mean the normalized Lebesgue
measure. For each θ ∈ [0, 2π), we set Uθ = mθUm−1θ and Vθ = mθV m−1θ .
We may identify Uθ as the line in R
2 in the θ-direction and Vθ as the line in
the θ + π/2 direction.
We denote by pθ : UθVθ → Vθ the projection parallel to the line Uθ. For
τ > 0, set
U τθ := {t exp(iθ) : t ∈ [−τ, τ ]} and V τθ := {it exp(iθ) : t ∈ [−τ, τ ]}.
Definition 5.1. Fix 0 < θ < π, 0 < τ ≤ ρ and s > 1. We define the
measures on xV τθ as follows: for ψ ∈ Cc(xV τθ ),
στx,θ(ψ) :=
∫
xV ρ
θ
Uτ
θ
ψ(pθ(y)) dµ
PS
H(x)(y),
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and
στx,θ,s(ψ) :=
∫
xV ρ
θ
Uτ
θ
ψ(pθ(y)) dλE,x,s(y).
That is, στx,θ and σ
τ
x,θ,s are respectively the push-forwards of µ
PS
H(x)|xV ρθ Uτθ
and λE,x,s|xV ρ
θ
Uτ
θ
via the map pθ.
5.2. Energy and Sobolev norms of the projections. Consider the
Schwartz space S := {f ∈ L2(xVθ) : tαf (β) ∈ L2(xVθ)}, where α, β ∈ N∪{0}
and f (β) is the β-th derivative of f . Denote by S ′ the dual space of S with
the strong dual topology, which is the space of tempered distributions. For
r > 0, we consider the following Sobolev space
Hr(xVθ) := {f ∈ S ′ : (1 + |t|)r fˆ ∈ L2(xVθ)}
with the norm
‖f‖2,r := ‖(1 + |t|)r fˆ‖L2(xVθ)
where fˆ denotes the Fourier transform of f .
We recall the notion of α-energy:
Definition 5.2 (α-energy). For α > 0 and a Radon measure µ on R2, the
α-energy of µ is given by
Iα(µ) :=
∫
R2
∫
R2
1
|x− y|αdµ(x)dµ(y).
It is a standard fact that Iα(µ) can be written as
(5.1) Iα(µ) = α
∫
R2
∫ ∞
0
µ(B(x, ℓ))
ℓ1+α
dℓdµ(x)
where B(x, ℓ) is the Euclidean disc around x of radius ℓ.
The α-energy of a measure µ is a useful tool in studying the projections
of µ in various directions. See [28, Proposition 2.2] or [21, Theorem 4.5] for
the following theorem:
Theorem 5.3. Let ν be a Borel probability measure on R2 with compact
support. If the 1-energy of ν is finite, i.e., I1(ν) < ∞, then the following
hold:
(1) pθ∗ν is absolutely continuous with respect to the Lebesgue measure
for almost all θ;
(2) there exists c > 1 (independent of ν) such that for any 0 < r < 12 ,
c−1I1+2r(ν) ≤
∫
‖D(pθ∗ν)‖22,rdθ ≤ c I1+2r(ν),
where D(pθ∗ν) is the Radon-Nikodym derivative of pθ∗ν with respect
to the Lebesgue measure.
BURGER-ROBLIN 22
Lemma 5.4. Let Q ⊂ R2 be a compact subset, c > 0 and β > 0 be fixed.
Let M be a collection of Borel measures on Q such that
(5.2) µ(B(x, ℓ)) < c · ℓβ for all µ ∈ M, x ∈ supp(µ) and ℓ > 0.
Then for any 0 < α < β,
sup
µ∈M
Iα(µ) <∞.
Proof. Fix 0 < α < β. We use (5.1). Note that since µ(B(x, ℓ)) ≤ µ(Q),
(5.2) has meaning only when ℓ is not too big. We use (5.2) only for 0 < ℓ < 1
and use the upper bound of µ(Q) for ℓ ≥ 1. We have
1
αIα(µ) =
∫
Q
∫ 1
0
µ(B(x, ℓ))
ℓ1+α
dℓdµ(x) +
∫
Q
∫ ∞
1
µ(B(x, ℓ))
ℓ1+α
dℓdµ(x)
≤ c · ℓβ−α|ℓ=1ℓ=0 · µ(Q) + ℓ−α|ℓ=∞ℓ=1 · µ(Q)2
= µ(Q)(c+ µ(Q)).
Now, since Q is compact, the assumption implies that supµ∈M µ(Q) < ∞.
Hence Iα(µ) is uniformly bounded for all µ ∈ M. 
Corollary 5.5. Fix 0 < τ ≤ ρ. The following holds for almost all θ:
(1) στx,θ is absolutely continuous with respect to the Lebesgue measure on
xV τθ ;
(2) its support has a positive Lebesgue measure;
(3) its Radon-Nikodym derivative satisfies D(στx,θ) ∈ Hr(xV τθ ) for any
0 < r < δ−12 .
Proof. It follows from Theorem 4.1 and Lemma 5.4 that for any 0 < α < δ,
Iα(µ
PS
H(x0)
|x0Nρ) <∞.
Now, the fact that the support of the projection has positive measure
follows from [19, Theorem I]. The other two claims follow from Theorem
5.3. 
We fix 0 < r < δ−12 for the rest of this section.
Terminology 5.6 (PL-direction). If θ satisfies Corollary 5.5 with respect
to r, we will call θ as a “PL” direction for (x, τ), or simply for τ when x is
fixed.
5.3. Uniform bound for the energy of λE,x,s, s ≥ 1. In this subsection,
we set
λ†E,x,s := λE,x,s|xNρ .
We will show that the collection M = {λ†E,x,s : s ≥ 1} of measures on xNρ
satisfies the hypothesis of Lemma 5.4 with β = δ. We may consider λ†E,x,s
as a measure on R2 supported on the ρ-ball around the origin.
Since E is a BMS box, E is of the form x0N
−
r0Ar0Nr0M for some 0 < r0 <
ρx0 where x
±
0 ∈ Λ(Γ).
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Lemma 5.7. For all s ≥ 1, we have
xNρ ∩ Ea−s ⊂ {xn ∈ xNρ : d(xn, P−1H(x)(Λ(Γ) − {x−})) ≤ e−sr0}
where PH(x) : ∂∞(H3) − {x−} → H(x) is defined in the subsection 2.3 and
d denotes the Euclidean distance: d(xnz, xnz′) = |z − z′|.
Proof. Suppose xn ∈ E, so that xn = x0nˇwatnzmθa−s with |z| < r0. We
may write it as
xn = x0nˇwat−smθne−se2πiθz.
If we set y := x0nˇwat−smθ, then y+ = x+0 . Hence y
+ ∈ Λ(Γ). Since
xn = yne−se2πiθz and |e−se2πiθz| < e−sr0, the claim follows. 
Theorem 5.8. There exists c > 0 such that for all s≫ 1, y ∈ supp(λ†E,x,s)
and any ℓ > 0,
λ†E,x,s(B(y, ℓ)) < c · ℓδ
where B(y, ℓ) = {ynz : |z| < ℓ}.
Proof. Since B(y, 2ρ) contains xNρ, it suffices to show the above for 0 < ℓ <
2ρ. Since supp(λE,x,s) ⊂ Ea−s ∩ xNρ, it follows from Lemma 5.7 that for
each z ∈ supp(λ†E,x,s), B(z, 3ρe−s) contains B(w, ρe−s) for some w ∈ H(z)
with w+ ∈ Λ(Γ).
Hence by Theorem 4.1 we have
µPSH(z)(B(z, 3ρe
−s)) ≥ µPSH(z)(B(w, ρe−s)) ≥ c−10 (3ρ)δe−δs
where c0 is as in Theorem 4.1 with F0 being the ρ-neighborhood of Ω.
Consider the covering of supp(λ†E,x,s) given by the balls B(z, 3ρe
−s), z ∈
supp(λ†E,x,s). By the Besicovitch covering lemma we can choose a finite set
Js ⊂ supp(λ†E,x,s) such that the corresponding finite collection {B(z, 3ρe−s) :
z ∈ Js} has multiplicity at most κ (independent of s) and covers supp(λ†E,x,s).
Now we consider two cases for ℓ.
Case 1. 0 < ℓ ≤ e−s.
In this case, for any y ∈ supp(λ†E,x,s), we have
λ†E,x,s(B(y, ℓ)) ≤ πe(2−δ)sℓ2 ≤ πℓδ.
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Case 2. e−s < ℓ < 2ρ. Let Jy,s = {z ∈ Js : B(z, 3ρe−s) ⊂ B(y, 3ℓ)}. We
have
λ†E,x,s(B(y, ℓ)) ≤
∑
z∈Js
{λE,x,s(B(z, 3ρe−s)) : B(z, 3ρe−s) ∩B(y, ℓ) 6= ∅}
≤
∑
z∈Jy,s
λE,x,s(B(z, 3ρe
−s))
≤
∑
z∈Jy,s
e(2−δ)s(3ρ)2e−2s
≤ c0(3ρ)2−δ
∑
z∈Jy,s
µPSH(y)(B(z, 3ρe
−s))
≤ κc0(3ρ)2−δµPSH(y)(B(y, 3ℓ))
≤ 3δκc20(3ρ)2−δℓδ.
Hence for all 0 < ℓ < 2ρ and y ∈ supp(λE,x,s),
λ†E,x,s(B(y, ℓ)) ≤ c1ℓδ
for some constant c1 > 0 independent of s≫ 1. 
Therefore by Lemma 5.4, we deduce:
Corollary 5.9. For any 0 < α < δ,
sup
s≫1
Iα(λ
†
E,x,s) <∞.
5.4. L2-convergence of projected measures.
Recall the notation στx,θ,si and σ
τ
x,θ from Definition 5.1.
Theorem 3.3 is used crucially in the following proposition:
Proposition 5.10. Fix 0 < τ ≤ ρ, a PL-direction θ ∈ M for (x, τ) and a
sequence si → +∞. If supi ‖D(στx,θ,si)‖2,r <∞, then
D(στx,θ,si)
L2(xVθ)−−−−−→ D(στx,θ) as i→∞.
Proof. By Theorem 3.3 and the assumption of x± ∈ Λ(Γ), λx,si |xUρθ V τθ weakly
converges to µPSH(x)|xUρθ V τθ as si → ∞. Therefore σ
τ
x,θ,si
weakly converges to
στx,θ as i→∞. Hence it suffices to show that the collection
{D(στx,θ,si) ∈ L2(xV τθ )}
is relatively compact in L2(xV τθ ). Since this collection is uniformly bounded
in the Sobolev space Hr(xV τθ ) by the assumption, the claim follows from
the fact that we have Hr(xV τθ ) embeds compactly in L
2(xV τθ ) for any r > 0
(see [16, Theorem 16.1]). 
Recall that by a measure on [0, 2π), we mean the Lebesgue measure nor-
malized to be the probability measure.
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Theorem 5.11. Let si → +∞ be a fixed sequence. For any ε > 0 and any
finite subset {τ1, . . . , τn} of (0, ρ], there exists a Borel subset Θε(x) ⊂ [0, 2π),
of measure at least 1− ε, such that
(1) every θ ∈ Θε(x) is a PL direction for (x, τℓ) for each 1 ≤ ℓ ≤ n;
(2) for each θ ∈ Θε(x), there exists an infinite subsequence {sji}(depending
on (x, θ)) such that for each 1 ≤ ℓ ≤ n,
D(στℓx,θ,sji
)
L2(xVθ)−−−−−→ D(στℓx,θ).
Proof. Recall that we fixed some 0 < r < (δ − 1)/2. By Corollary 5.9 and
Theorem 5.3, there is a constant L > 1 such that
sup
i
∫
‖D(στℓx,θ,si)‖22,rdθ ≤ L for 1 ≤ ℓ ≤ n.
Hence using Corollary 5.5 and Chebyshev’s inequality, we deduce that for
any ε > 0, there exists some L0 > 0 such that if we let
Θτℓsi = {θ : θ is a PL direction for (x, τℓ) and ‖D(στℓx,θ,si)‖22,r < L0},
then for all i > 0, we have m(Θτℓsi) > 1 − ε2n . Let Θi = ∩ℓΘτℓsi and let
Θ = lim supiΘi. Then m(Θ) > 1 − ε. For θ ∈ Θ, θ lies in infinitely many
of Θi’s, i.e., θ ∈ Θji for some infinite subsequence {ji}. Hence the claim
follows from Proposition 5.10 applied to {sji}. 
5.5. Key lemma on the projections of λ†E,x,s. The following is the key
technical lemma in the proof of the window theorem.
Lemma 5.12 (Key Lemma). Fix 0 < τ < ρ and a sequence si → +∞. For
any ε > 0, there exists a Borel subset Θε(x) ⊂ [0, 2π) of measure at least
1− ε such that if θ ∈ Θε(x) and Eim−1θ ⊂ X is a sequence of Borel subsets
satisfying
λE,x,si(xNτ − Eim−1θ )→ 0,
then there is an infinite subsequence {sji} such that for any Borel subset
Oθ(x) ⊂ xV ρθ ,
lim sup
i
σρx,θ,sji
(Oθ(x)−pθ(Eim−1θ ∩xNτ )) ≤ σρx,θ{t ∈ Oθ(x) : D(στx,θ)(t) = 0}.
By Theorem 5.11, the Key Lemma follows from the following lemma.
Observe that this is a rather strong control on the conditional measures,
as one can easily construct counter-examples in a general setting. Here our
L2- convergence result of the projection measures to a “rich” measure is
crucially used.
Lemma 5.13. Fix 0 < τ < ρ and a PL direction θ ∈ [0, 2π), simultaneously
for (x, τ) and (x, ρ). Let Wim
−1
θ ⊂ xNτ be a sequence of Borel subsets and{si} be a sequence tending to infinity. Assume the following holds as i→∞:
(1) D(στx,θ,si)
L2(xVθ)−−−−−→ D(στx,θ);
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(2) D(σρx,θ,si)
L2(xVθ)−−−−−→ D(σρx,θ);
(3) λE,x,si(xNτ −Wim−1θ )→ 0.
Then for any Borel subset Oθ(x) ⊂ xV ρθ ,
lim sup
i
σρx,θ,si(Oθ(x)− pθ(Wim−1θ )) ≤ σ
ρ
x,θ{t ∈ Oθ(x) : D(στx,θ)(t) = 0}.
Proof. Set Pτ := {t ∈ Oθ(x) : D(στx,θ)(t) > 0} and
Lτi := pθ(Oθ(x)U τθ ∩Wim−1θ ) = Oθ(x) ∩ pθ(Wim−1θ ).
For n0 > 1, define
Σn0 = {t ∈ Pτ : D(στx,θ)(t) ≥ 1n0 , D(σ
ρ
x,θ)(t) < n0}.
Let ε > 0 be arbitrary. There exists n0 = n0(ε) > 1 such that
σρx,θ(Σn0) > (1− ε)σρx,θ(Pτ ).
Since D(στx,θ,si)→ D(στx,θ) in L2(xVθ), denoting by λ the Lebesgue measure
on xVθ, we have
|στx,θ(Oθ(x)− Lτi )− στx,θ,si(Oθ(x)− Lτi )|
≤
∫
xVθ
|D(στx,θ)−D(στx,θ,si)|dλ
≤ ‖D(στx,θ)−D(στx,θ,si)‖2 · λ(xVθ)1/2 → 0.
Since στx,θ,si(Oθ(x)−Lτi ) ≤ λE,x,si(xNρ−Wim−1θ )→ 0 by the assumption
on Wimθ, it follows now that there is some i0 = i0(n0) such that for all
i ≥ i0,
στx,θ(Oθ(x)− Lτi ) < εn2
0
.
Note that for any set Υ ⊂ Σn0 with στx,θ(Υ) < εn2
0
, we have σρx,θ(Υ) < ε. To
see this, note that if
1
n0
λ(Υ) ≤
∫
Υ
D(στx,θ, t)dλ(t) ≤ εn2
0
,
then λ(Υ) ≤ εn0 and hence
σρx,θ(Υ) =
∫
Υ
D(σρx,θ)(t)dλ(t) ≤ n0λ(Υ) ≤ εn0 ≤ ε.
Therefore we have
σρx,θ(Oθ(x)− Lτi )
≤ σρx,θ((Oθ(x)− Lτi ) ∩ Σn0) + σρx,θ((Oθ(x)− Lτi ) ∩ (Oθ(x)− Σn0))
≤ ε+ ε · σρx,θ(Pτθ ) + σρx,θ(Oθ(x)− Pτθ ).
Since ε > 0 is arbitrary,
(5.3) lim sup
i
σρx,θ(Oθ(x)− Lτi ) ≤ σρx,θ(Oθ(x)− Pτθ ).
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Now since D(σρx,θ,si)→ D(σ
ρ
x,θ) in L
2(xV ρθ ), we have
|σρx,θ(Oθ(x)−Lτi )−σρx,θ,si(Oθ(x)−Lτi )| ≤
∫
xVθ
|D(σρx,θ,si)−D(σ
ρ
x,θ)|dλ→ 0.
Combined with (5.3), this implies that
lim sup
i
σρx,θ,si(Oθ(x)− Lτi ) ≤ σ
ρ
x,θ(Oθ(x)− Pτθ ).

6. Recurrence properties of BMS and BR measures
6.1. Theorems of Marstrand on Hausdorff measures. Let Λ ⊂ R2.
The s-dimensional Hausdorff measure of Λ is defined to be
Hs(Λ) = inf
η↓0
Hsη(Λ),
where Hsη(Λ) := {
∑
i d(Wi)
s : Λ ⊂ ∪∞i=1Wi, d(Wi) ≤ η} and d(Wi) denotes
the diameter of Wi.
The Hausdorff dimension of Λ is
dim(Λ) = sup{s : Hs(Λ) > 0} = inf{s : Hs(Λ) =∞}.
A set Λ is called an s-set if 0 < Hs(Λ) < ∞. Following Marstrand [19],
a point ξ ∈ Λ is called a condensation point for Λ if ξ is a limit point from
(ξ, θ)∩Λ for almost all θ where (ξ, θ) denotes the ray through ξ lying in the
direction θ.
Let Λ be an s-set in the following three theorems:
Theorem 6.1. [19, Theorem 7.2] If s > 1, Hs-almost all points in Λ are
condensation points for Λ.
Theorem 6.2. [19, Lemma 19] If s > 1, almost every lines L through Hs-
almost all points in Λ intersect Λ in a set of dimension s− 1.
Theorem 6.3. [19, Theorem II] If s ≤ 1, then the projections of Λ have
Hausdorff dimension s for almost all directions.
6.2. U-Conservativity of mBR. In the rest of this section, we assume that
Γ is convex cocompact.
Theorem 6.4. [35] For x ∈ G, the measure µPSH+(x) on xN is a δ-dimensional
Hausdorff measure supported on the set {xn ∈ H+(x) : (xn)+ ∈ Λ(Γ)}. Fur-
thermore, this is a positive and locally finite measure on xN .
For U = {ut = ( 1 0t 1 ) : t ∈ R}, we recall the definition of a conservative
action:
Definition 6.5 (Conservative action). Let µ be a locally finite U -invariant
measure onX. The U -action onX is conservative for µ if one of the following
equivalent conditions holds:
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(1) for every positive Borel function ψ of X,∫
t∈R ψ(xut)dt =∞ for a.e. x ∈ X;
(2) for any Borel subset B of X with µ(B) > 0,∫
t∈R χB(xut)dt =∞ for a.e. x ∈ B;
The following is Maharam’s recurrence theorem (cf. [1, 1.1.7]).
Lemma 6.6. If there is a measurable subset B ⊂ X with 0 < mBR(B) <∞
such that for almost all x ∈ X, ∫∞0 χB(xut)dt = ∞, then U is conservative
for mBR.
Theorem 6.7. If δ > 1, then U is conservative for mBR.
Proof. Recall the notation Ω = supp(mBMS) and ΩBR = supp(m
BR). Set
F := {x ∈ X : x− ∈ Λ(Γ), xut /∈ Ω for all large t≫x 1 }.
Hence x ∈ F means (xut)+ /∈ Λ(Γ) for all large t≫x 1. We claim that
(6.1) mBR(F) = 0.
Suppose not. Then by the Fubini theorem, there is a set O ⊂ ΩBR with
mBR(O) > 0 such that for all x ∈ O, xmθ ∈ F for a positive measurable
subset of θ’s. Note that νo({x− ∈ Λ(Γ) : x ∈ O}) > 0 where νo is the PS
measure on Λ(Γ). Fix ξ0 /∈ Λ(Γ) and identify ∂(H3) − {ξ0} with R2. Since
νo|∂(H3)−{ξ0} is equivalent to the δ-dimensional Hausdorff measure Hδ on
Λ(Γ) ⊂ R2 by Theorem 6.4, we have Hδ{x− ∈ Λ(Γ) : x ∈ O} > 0. Note
that Lθ(x) := {(xmθut)+ ∈ R2 = ∂(H3) − {ξ} : t ≥ 0} is the line segment
connecting x+ (at t = 0) and x− (at t = ∞). Hence x ∈ O implies that
x− is not a limit point of the intersection Lθ(x) ∩ Λ(Γ) for a positive set of
directions θ. This contradicts Theorem 6.1 and proves the claim (6.1).
Let O be an r-neighborhood of Ω for some small r > 0. If x ∈ X−F , then
xut ∈ Ω and xut+s ∈ O for all |s| < r. Hence if xuti ∈ Ω for an unbounded
sequence ti,
∫
t∈R χO(xut)dt = ∞. As mBR(F) = 0 and 0 < mBR(O) < ∞,
this implies the claim by Lemma 6.6. 
6.3. Leafwise measures. LetW be a closed connected subgroup of N . Let
M∞(W ) denote the space of locally finite measures on W with the smallest
topology so that the map ν 7→ ∫ ψ dν is continuous for all ψ ∈ Cc(W ) (the
weak∗ topology). A locally finite Borel measure µ onX gives rise to a system
of locally finite measures [µWx ] ∈ M∞(W ), unique up to normalization,
called the leafwise measures or conditional measures on W -orbits. There is
no canonical way of normalizing these measure. For our purpose here, we
fix a normalization so that µWx (N1 ∩W ) = 1. With this normalization, the
assignment x 7→ µWx , is a Borel map, furthermore, for a full measure subset
X ′ of X, µWxu = u.µWx for every x, xu ∈ X ′; for a comprehensive account on
leafwise measures we refer the reader to [7].
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In the case when W = N , we have µPSH(x) = µ
PS
x and µ
Leb
H(x) = λx,, which
are precisely the N -leafwise measures of BMS and BR measure respectively,
up to normalization. We will be considering the U leafwise measures of
mBMS as well as of µBRE,s.
We will use the following simple lemma.
Lemma 6.8. Let µ be a locally finite M -invariant measure on X. For any
0 < τ ≪ 1, and any 0 ≤ θ < π we have
|µUτxmθ | = |µ
Uτθ
x |
for µ a.e. x ∈ X.
Proof. Since µ is M -invariant, for Tρ = AρNˇρMρ, we have
|µUτθx |
|µUτxmθ |
= lim
ρ→0
µ(xmθU
τm−1θ (mθVρTρm
−1
θ ))
µ(xmθU τ (VρTρ))
= 1.

6.4. Recurrence for mBMS. Since the frame flow is mixing by Theorem
2.9 with respect to mBMS, we have:
Proposition 6.9. For any non-trivial a ∈ A, mBMS is a-ergodic.
Theorem 6.10. Let δ > 1. For a.e. x ∈ Ω, (mBMS)Ux is atom-free.
Proof. Setting F := {x ∈ Ω : (mBMS)Ux has an atom}, we first claim that
mBMS(F) = 0. Suppose not. Fix any non-trivial a ∈ A. Since U is normal-
ized by a, F is a-invariant. Hence mBMS(F) = 1 by Proposition 6.9. Using
the Poincare recurrence theorem, it can be shown that
F ′ := {x ∈ Ω : (mBMS)Ux is the dirac measure at e}
has a full measure in Ω (cf. [13], [15, Theorem 7.6]).
Since for any x ∈ Ω, µPSx is a positive δ-dimensional Hausdorff measure
on {xn ∈ H(x) : (xn)+ ∈ Λ(Γ)} by Theorem 6.4 and (mBMS)Ux = (µPSH(x))Ux
for a.e. x ∈ Ω, it follows that for a.e. x ∈ Ω, (µPSH(x))Ux is the Dirac measure
at e. By the Fubini theorem, there exists x ∈ Ω and a measurable subset
D0 ⊂ H(x) with µPSH(x)(D0) > 0 such that for each y ∈ D0, (µPSH(ymθ))Uymθ
is the dirac measure at ymθ for a positive measurable subset of mθ’s. For
s ≥ 0, denote by Hs the s-dimensional Hausdorff measure on Λ(Γ)− {x−};
so Hδ = µPSH(x). In the identification of H(x) with R2 via the map y 7→ y+,
this implies that there is a subset D′0 ⊂ Λ(Γ)−{x−} ⊂ R2 with Hδ(D′0) > 0
such that for all ξ ∈ D′0, there is a positive measurable subset of lines L
through ξ such that 0 < H0((Λ(Γ) − {x−}) ∩ L) < ∞. This contradicts
Theorem 6.2 which implies that (Λ(Γ)−{x−})∩L has dimension δ− 1 > 0
for almost all lines L through ξ. 
Corollary 6.11. If δ > 1, mBMS is U -recurrent, i.e., for any measurable
subset B of X, {t : xut ∈ B} is unbounded for a.e. x ∈ B.
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Proof. By [7, Theorem 7.6], Theorem 6.10 implies that (mBMS)Ux is infinite
for a.e. x. [7, Theorem 6.25] implies the claim. 
6.5. Doubling for the (µBMS)Ux . As before, we assume |mBMS| = 1. Since
Ω is a compact subset, we have
(6.2) ρ := 12 inf{ρx : x ∈ Ω} > 0.
Fix a small number ε > 0. It follows from Theorem 6.10 that there exist
0 < β = β(ε) ≪ ρ and a compact subset Ω′ε ⊂ Ω with mBMS(Ω′ε) > 1 − ε
2
2
such that
(6.3) (mBMS)Ux [−3β, 3β] < 12(mBMS)Ux [−(ρ− β), ρ− β] for all x ∈ Ω′ε.
Since the covering {xBτ : x ∈ Ω, τ > 0} admits a disjoint subcovering of Ω
with full BMS measure (see [20, Theorem 2.8]), there exist x0 = x0(ε) ∈ Ω′ε
and 0 < τ < β(ε) such that for Bx0(τ) := x0NˇτAτMNτ ,
(6.4) mBMS(Bx0(τ) ∩ Ω′ε) > (1− ε
2
2 ) ·mBMS(Bx0(τ)).
We fix x0 ∈ Ω′ε and τ > 0 for the rest of this section.
Recall the notation Tτ = NˇτAτM, so that Bx0(τ) = x0TτNτ . Set ν = νx0Tτ
for simplicity. Using Theorem 6.10, we will prove:
Theorem 6.12. Let δ > 1. Let c0 > 1 be as in Theorem 4.1 where F0 is
the 2ρ-neighborhood of Ω. Then there exists a Borel subset ΞPSε (x0) ⊂ x0Tτ
which satisfies the following properties:
(i) ν(ΞPSε (x0)) ≥ (1− c40 · ε)ν(x0Tτ );
(ii) for any xmθ ∈ ΞPSε (x0), with θ a PL direction for (x, τ), there exists
a Borel subset Oθ(x) of the set {t ∈ xVθ : D(στx,θ)(t) > 0} such that
µPSx (Oθ(x)U
ρ
θ ) ≥ 2µPSx (Oθ(x)U2τθ ) ≥ τ
δ
4c0
.
Despite the rather complicated formulation of this theorem, which is tai-
lored towards our application later, the theorem is intuitively clear. Indeed
Bx0(τ) is chosen so that for “most” BMS points, we have (6.3). On the other
hand, in view of Corollary 5.5, for a PL direction θ, the Radon-Nikodym
derivative D(στx,θ) is positive σ
τ
x,θ-almost everywhere. Therefore, by Fubini’s
theorem, for “most” BMS points x ∈ Bx0(τ), “most” points in xNρ satisfy
both (6.3) and the non-vanishing of the Radon-Nikodym derivative implies
Theorem 6.12. The precise treatment of the above sketch of the proof is
given in the rest of this subsection.
Lemma 6.13. Let xmθ ∈ x0Tτ . For any Borel subset O′θ(x) ⊂ pθ(xNτ ∩
Ω′εm
−1
θ ),
µPSx (O
′
θ(x)U
ρ
θ ) ≥ 2µPSx (O′θ(x)U2τθ ).
BURGER-ROBLIN 31
Proof. If t ∈ pθ(xNτ ∩ Ω′εm−1θ ) and hence t = xvθ for vθ ∈ Vθ where ztm−1θ =
xvθuθ for zt ∈ Ω′ε, we can write it as tmθ = ztm−1θ u−1θ mθ = ztu0 for some
u0 ∈ U τ . Hence by (6.3),
|µUρtmθ | ≥ |µU
ρ−τ
zt | ≥ 2|µU
3τ
zt | ≥ 2|µU
2τ
tmθ
|.
Using this and since O′θ(x) ⊂ pθ(xNτ ∩ Ω′εm−1θ ), we have
µPSx (O
′
θ(x)U
ρ
θ ) =
∫
O′
θ
(x)
|µU
ρ
θ
t |dσρx,θ(t) =
∫
O′
θ
(x)
|µUρtmθ |dσ
ρ
x,θ(t)
≥ 2
∫
O′
θ
(x)
|µU2τtmθ |dσ
ρ
x,θ(t) = 2
∫
O′
θ
(x)
|µU2τθt |dσρx,θ(t) = 2µPSx (O′θ(x)U2τθ ).

Lemma 6.14. There exists a compact subset Ωε ⊂ Ω′ε with mBMS(Ωε) >
1− ε2 such that
mBMS(Bx0(τ) ∩ Ωε) > (1− ε2) ·mBMS(Bx0(τ))
and that
pθ(xNτ ∩ Ωεm−1θ ) ⊂ {t ∈ xVθ : D(στx,θ)(t) > 0}
for all xmθ ∈ x0Tτ with θ a PL-direction for (x, τ).
Proof. Setting xV ′θ := {t ∈ xVθ : D(στx,θ, t) = 0}, we have
mBMS(∪xmθ∈x0TτxV ′θU τθ )
=
∫
xmθ∈x0Tτ
µPSx (xV
′
θU
τ
θ )dν(xmθ)
=
∫
xmθ∈x0Tτ
∫
t∈xV ′θ
|(µPSx )U
τ
θ
x |dστx,θ(t)dν(xmθ) = 0.
Hence there exists an open subset Oε of Bx0(τ) which contains the subset
∪xmθ∈x0TτxV ′θU τθ and mBMS(Oε) ≤ ε
2
2 ·mBMS(Bx0(τ)). Now set Ωε := Ω′ε −Oε. It is easy to check that this Ωε satisfies the claim. 
We set
ΞPSε (x0) := {x ∈ x0Tτ : µPSx (xNτ ∩Ωε) > (1− ε)µPSx (xNτ )}.
Lemma 6.15. We have
ν(ΞPSε (x0)) ≥ (1− c40 · ε)ν(x0Tτ ).
Proof. Set b1 := infx∈x0Tτ
µPSx0 (x0Nτ )
µPSx (xNτ )
and b2 := supx∈x0Tτ
µPSx0 (x0Nτ )
µPSx (xNτ )
. Since
x+0 ∈ Λ(Γ) and x+0 = x+, we have x+ ∈ Λ(Γ) and hence it follows from
Theorem 4.1 that c−40 <
b2
b1
< c40.
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Note that
mBMS(Bx0(τ) ∩ Ωε)
≤
∫
ΞPSε (x0)
µPSy (yNτ )dν(y) + (1− ε)
∫
x0Tτ−ΞPSε (x0)
µPSy (yNτ )dν(y)
≤ mBMS(Bx0(τ))− εb2 ν(x0Tτ − ΞPSε (x0)) · µPSx0 (x0Nτ ).
By Lemma 6.14, it follows that
ε2 ·mBMS(Bx0(τ)) ≥ εb2 ν(x0Tτ − ΞPSε (x0)) · µPSx0 (x0Nτ )
and hence
ε · b−11 ν(x0Tτ ) · µPSx0 (x0Nτ ) ≥ 1b2 ν(x0Tτ − ΞPSε (x0)) · µPSx0 (x0Nτ ).
Therefore
ν(x0Tτ − ΞPSε (x0)) ≤ ε · b2b1 ν(x0Tτ ),
implying the claim. 
By the M -invariance of mBMS, by Lemma 6.8,
µPSxmθ(Ωε ∩ xmθNτ ) = µPSxmθ(Ωε ∩ xNτmθ) = µPSx (Ωεm−1θ ∩ xNτ ).
Note that for any xmθ ∈ ΞPSε (x0), we have
µPSx (xNτ ∩ Ωεm−1θ ) > (1− ε)µx(xNτ ) ≥ τ
δ
2c0
.
By setting Oθ(x) := pθ(xNρ ∩ Ωεm−1θ ), we note that Oθ(x)U2τθ contains
xNτ ∩ Ωεm−1θ and hence for all small 0 < ε≪ 1,
µPSx (Oθ(x)U
2τ
θ ) ≥ (1− ε)µPSx (xNτ ∩ Ωεm−1θ ) ≥ τ
δ
2c0
.
Therefore the above three lemmas prove Theorem 6.12.
7. Window theorem for Hopf average
We will combine the results from previous sections and prove the window
theorem 7.7 in this section. We first show that the disintegration along U
of λs, notation as in Section 3, has certain doubling properties, see The-
orem 7.1. This is done by applying results in Section 5, in particular the
key lemma, to λE,x,s and the limiting measure µ
PS
x , in combination with
Theorem 6.12, which gives a rather strong doubling property for the dis-
integration of the PS measure. As we mentioned in the introduction, in
general, the weak* convergence of measures does not give control on the
corresponding conditional measures, e.g., one should recall the well-known
discontinuity of the entropy. However, here the key lemma gives a good
control both on the prelimiting measures λE,x,s and the limit measure µ
PS
x ,
and helps us to draw some connection between the conditionals.
In order to obtain the Window Theorem 7.3, we flow by a−s for a suitably
big s and bring [−T, T ] to size [−ρ, ρ].We are now working with mBRE,s rather
than 1
mBR(E)
mBR|E , and the desired estimate follows from Theorem 7.1
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7.1. Window theorem for χE. Let Γ be a convex cocompact subgroup
with δ > 1. Let E be a BMS box. For simplicity, we set
µs := µ
BR
E,s and λx,s = λE,x,s
defined in section 5. For 0 < r ≤ 1 and ρ > 0 as in (6.2), we put
Es(r) := {x ∈ Ea−s : (µs)
U
x [−2ρr, 2ρr]
(µs)Ux [−2ρ, 2ρ]
> 1− r}.
Theorem 7.1. There exist 0 < r0 < 1 and s0 > 1 (depending on E) such
that for all s > s0, we have
µBRE,s(Es(r0)) < 1− r0.
Proof. Suppose not; then there is a subsequence ri → 0 and a subsequence
si → +∞ such that µBRE,si(Esi(ri)) ≥ 1− ri. Set
µi = µ
BR
E,si and Ei := Esi(ri).
Fix ε > 0. Let x0 ∈ Ω′ε, 0 < τ < ρ, c0 > 1 and ΞPSε (x0) be as in Theorem
6.12. Set q0 := m
BMS(Bx0(τ)) > 0 and
x0Ti := {y ∈ x0Tτ : λsi,y(Ei ∩ yNτ ) >
(
1−
√
2ri
q0
)
λsi,y(yNτ )}.
Recall the measure ν = νx0Tρ from Theorem 6.12. We claim that for all
large i≫ 1, we have
(7.1) ν(x0Ti) ≥ (1− 4√ri)ν(x0Tτ ).
We will first show that for all large i≫ 1,
(7.2) µi(Ei ∩Bx0(τ)) ≥ (1− 2riq0 )µi(Bx0(τ)).
If this does not hold, by passing to a subsequence, we have that
1− ri < µi(Ei) = µi(Ei ∩Bx0(τ)) + µi(Ei −Bx0(τ))
≤ |µi| − 2riq0 µi(Bx0(τ)).
Since |µi| = 1, it follows that
2
q0
µi(Bx0(τ)) ≤ 1.
On the other hand, since µi weakly converges to m
BMS by Theorem 3.1, we
have
µi(Bx0(τ))
q0
→ 1,
which gives a contradiction. This shows (7.2). Now, by the same type of
argument as the proof of Lemma 6.15, we can show (7.2) implies (7.1).
Passing to a subsequence, which we continue to denote by ri, we assume
that 4
∑
i
√
ri < ε/2 and 2ri/q0 < ε for all i. If we set
Ξ∗(x0) := ∩ix0Ti,
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then it follows that
ν(Ξ∗(x0)) > (1− ε)ν(x0Tτ ).
Hence for all sufficiently small ε > 0,
ν(ΞPSε (x0) ∩ Ξ∗(x0)) > (1− (1 + c40)ε)ν(x0Tτ ) > 0.
Let Θε(x) be given as in the Key Lemma 5.11 for {ρ, τ} applied to the set
E and the sequence si. Since supp(ν) ⊂ {x ∈ X : x− ∈ Λ(Γ)}, we can find
xmθ ∈ Ξ∗(x0) ∩ ΞPSε (x0) (depending on ε > 0) with (xmθ)− = x− ∈ Λ(Γ)
and θ ∈ Θε(x). Since x+ = x+0 , we have x± ∈ Λ(Γ).
By the M -invariance of the measure µsi and as xmθ ∈ x0Ti, we have
λx,si(Eim
−1
θ ∩ xNτ )
= λxmθ ,si(Ei ∩ xmθNτ )
≥ (1−
√
2ri
q0
)λxmθ,si(xmθNτ )
= (1−
√
2ri
q0
)λx,si(xNτ ),
and hence
(7.3) λx,si(xNτ − Eim−1θ )→ 0.
Let {sji} be the corresponding subsequence given by Lemma 5.11 depend-
ing on (x, θ). By passing to that subsequence, we set si := sji .
For Oθ(x) as in Theorem 6.12, we consider Li := pθ(Oθ(x)U
τ
θ ∩ Eim−1θ ).
By Lemma 7.2 below,
λx,si(LiU
ρ
θ ) ≤ 11−riλx,si(LiU
2τ
θ ).
Since Li = pθ(Eim
−1
θ ) ∩ Oθ(x) and {t ∈ Oθ(x) : D(στx,θ, t) = 0} = ∅, it
follows from the key Lemma 5.12 and (7.3) that for all large i≫ 1,
λx,si(Oθ(x)U
ρ
θ ) = σ
ρ
x,θ,si
(Oθ(x))(7.4)
≤ (1 + ε)σρx,θ,si(Li) = (1 + ε)λx,si(xLiU
ρ
θ ).(7.5)
Therefore we have
λx,si(Oθ(x)U
ρ
θ ) ≤ (1+ε)(1−ri)λx,si(Oθ(x)U
2τ
θ )
≤ (1 + 2ε)λx,si(Oθ(x)U2τθ ).
Recall we chose si = sji so that Theorem 5.11 holds for {ρ, τ}. Hence by
sending si →∞, the above implies
µPSx (Oθ(x)U
ρ
θ ) ≤ (1 + 2ε)µPSx (Oθ(x)U2τθ ).
Together with Theorem 6.12, this gives
2ε · µPSx (Oθ(x)U2τθ ) ≥ µPSx (Oθ(x)U2τθ ),
however, µPSx (Oθ(x)U
2τ
θ ) ≥ τ
δ
8c0
> 0. This gives a contradiction and finishes
the proof of Theorem 7.1. 
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Lemma 7.2. Let xmθ ∈ x0Tτ for x0 ∈ Ω and s > 0. For any Borel subset
Lθ(x) ⊂ pθ(xNτ ∩ Es(r)m−1θ ) and for all sufficiently small 0 < r ≪ 1,
(7.6) λx,s(Lθ(x)U
ρ
θ ) ≤ 11−rλx,s(Lθ(x)U2τθ ).
Proof. Set
L˜ = pθ(xNτ ∩ Es(r)m−1θ ).
Note that if t ∈ L˜ and hence t ∈ pθ(Es(r)m−1θ ), then tmθ = ztu0 for some
zt ∈ Es(r) and u0 ∈ U τ . On the other hand, it follows from the definition
of Es(r) that
|(µs)U2ρzt | ≤ 11−r |(µs)U
2rρ
zt |
and hence
|(µs)Uρtmθ | ≤ |(µs)U
ρ+τ
zt | ≤ |(µs)U
2ρ
zt | ≤ 11−r |(µs)U
2rρ
zt | ≤ 11−r |(µs)U
2rρ+τ
tmθ
|.
Therefore, since µBRE,s is M -invariant, by Lemma 6.8,
λx,s(Lθ(x)U
ρ
θ ) =
∫
t∈Lθ(x)
|(µs)U
ρ
θ
t | dσρs,x,θ(t)
=
∫
t∈Lθ(x)
|(µs)Uρtmθ | dσ
ρ
x,θ,s(t)
≤ 11−r
∫
t∈Lθ(x)
|(µs)U2τtmθ | dσ
ρ
x,θ,s(t)
= 11−r
∫
t∈Lθ(x)
|(µs)U
2τ
θ
t | dσρx,θ,s(t)
= 11−rλx,s(Lθ(x)U
2τ
θ ).

We deduce the following from Theorem 7.1:
Theorem 7.3. There exist 0 < r < 1 and T0 > 1, depending on E, such
that for all T > T0
mBR{x ∈ E :
∫ rT
−rT
χE(xut)dt < (1− r) ·
∫ T
−T
χE(xut)dt} ≥ r ·mBR(E).
Proof. Setting
E(s, r) := {x ∈ E :
∫ 2rρes
−2rρes
χE(xut)dt
∫ 2ρes
−2ρes
χE(xut)dt
≥ 1− r},
it suffices to prove that for some 0 < r < 1 and for all s large.
(7.7) mBR(E(s, r)) < (1− r)mBR(E).
We note that
E(s, r) = {x ∈ E : (µ
BR
0,E)
U
x [−2rρes,2rρes]
(µBR
0,E)
U
x [−2ρes,2ρes] ≥ 1− r},
where (µBRE,0)
U
x denotes the leafwise measure of µ
BR
E,0 =
mBR|E
mBR(E)
.
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Note that (7.7) follows from Theorem 7.1 if we show
mBR(E(s, r)) = mBR(E) · µBRE,s(Es(r)) for all 0 < r < 1.
We now show the above identity. Let s be fixed. Then for BR a.e. points
x, we have
(µBRE,0)
U
x [−2rρes, 2rρes]
(µBRE,0)
U
x [−2ρes, 2ρes]
=
∫ 2rρ
−2rρ χE(xa−sutas)dt∫ 2ρ
−2ρ χE(xa−sutas)dt
since mBR is U -invariant
=
∫ 2rρ
−2rρ χEa−s(yut)dt∫ 2ρ
−2ρ χEa−s(yut)dt
y = xa−s
=
(µBREa−s,0)
U
y [−2rρ, 2rρ]
(µBREa−s,0)
U
y [−2ρ, 2ρ]
since mBR is U -invariant
=
(e(δ−2)sµBRE,s)
U
y [−2rρ, 2rρ]
(e(δ−2)sµBRE,s)Uy [−2ρ, 2ρ]
by the definition of mBRE,s.
Hence a−sE(s, r) coincides with Es(r), up to a BR null set. This implies
the claim using the definition of µBRE,s. 
7.2. Ergodic decomposition and the Hopf ratio theorem. In this
subsection, let µ be a locally finite U -invariant conservative measure on X.
Let M∞(X) denote the space of locally finite measures on X with weak∗
topology.
Let A denote a countably generated σ-algebra equivalent to the σ-algebra
of all U -invariant subsets of X. There exist a A-measurable conull set X ′
of X, a family {µx = µAx : x ∈ X ′} of conditional measures on X and a
probability measure µ∗ on X which give rise to the ergodic decomposition
of µ:
µ =
∫
µx dµ∗(x)
where the map X ′ → M∞(X), x 7→ µx, is Borel measurable, µx is a U -
invariant, ergodic and conservative measure on X and for any ψ ∈ L1(X,µ),
µ(ψ) =
∫
x∈X
µx(ψ) dµ∗(x);
see [7, 5.1.4].
The following is the Hopf ratio theorem in a form convenient for us ([11],
see also [38]).
Theorem 7.4. Let ψ, φ ∈ L1(mBR) with φ ≥ 0. Furthermore suppose that
ψ and φ are compactly supported. Then
lim
T
∫ T
0 ψ(xut)dt∫ T
0 φ(xut)dt
= lim
T
∫ 0
−T ψ(xut)dt∫ 0
−T φ(xut)dt
=
µx(ψ)
µx(φ)
BURGER-ROBLIN 37
for µ-a.e. x ∈ {x ∈ X : supT
∫ T
0 φ(xut)dt > 0}.2
Lemma 7.5. Fix a compact subset E ⊂ X with µ(E) > 0. Let φ be a
non-negative compactly supported Borel function on X such that φ|E > 0.
For any ρ > 0 there exists a compact subset Eρ(φ) ⊂ E with µ(E−Eρ(φ)) <
ρ · µ(E) satisfying:
(1) the map x 7→ µx is continuous for all x ∈ Eρ(φ);
(2) infx∈Eρ µx(φ) > 0;
(3) for any ψ ∈ Cc(X) the convergence∫ T
0 ψ(xut)dt∫ T
0 φ(xut)dt
→ µx(ψ)
µx(φ)
is uniform on Eρ(φ).
Proof. By Lusin’s theorem, there exists a compact subsetE′ ⊂ E with µ(E−
E′) < ρ3µ(E) and the map x 7→ µx is continuous on E′. Since
∫ T
0 φ(xut)dt→
+∞ for a.e. x ∈ E by the conservativity of µ, we have µx(φ) > 0 almost all
x ∈ E. Since x 7→ µx(φ) is a measurable map, it follows again by Lusin’s
theorem that there exists a compact subset E′′ ⊂ E′ with µ(E′ − E′′) <
ρ
3µ(E
′),
∫∞
0 φ(xut)dt =∞ for all x ∈ E′′, and infx∈E′′ µx(φ) > 0.
We claim that for any ε > 0 and any compact subset Q of X, there exists
a compact subset E0 = E0(Q, ε) ⊂ E′′ such that µ(E′′ − E0) < εµ(E′′) and
for all ψ ∈ C(Q), the convergence∫ T
0 ψ(xut)dt∫ T
0 φ(xut)dt
→ µx(ψ)
µx(φ)
is uniform on E0. Let B = {ψj} be a countable dense subset of C(Q)
which includes the constant function χQ. We can deduce from the Hopf
ratio Theorem 7.4 and Egorov’s theorem that there is a compact subset
E1 ⊂ E′′ such that µ(E′′−E1) < ε3µ(E′′), supx∈E1 µx(Q) <∞, and for each
ψj ∈ B, the convergence
(7.8)
∫ T
0 ψj(xut)dt∫ T
0 φ(xut)dt
→ µx(ψj)
µx(φ)
is uniform on E1. We will show the uniform convergence in E1 for all
ψ ∈ C(Q). For any η > 0, there exists ψj ∈ B such that ‖ψj −ψ‖∞ < η. Let
T0 ≫ 1 be such that∣∣∣∣∣
∫ T
0 ψj(xut)dt∫ T
0 φ(xut)dt
− µx(ψj)
µx(φ)
∣∣∣∣∣ ≤ η,
∣∣∣∣∣
∫ T
0 χQ(xut)dt∫ T
0 φ(xut)dt
− µx(χQ)
µx(φ)
∣∣∣∣∣ ≤ η
2note that for a.e. x in this set µx(φ) > 0, see [38, Page 3].
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for all x ∈ E1 and T ≥ T0. Now for any x ∈ E1 and T ≥ T0, we have∣∣∣∣∣
∫ T
0 ψ(xut)dt∫ T
0 φ(xut)dt
− µx(ψ)
µx(φ)
∣∣∣∣∣
≤
∫ T
0 |ψ(xut)− ψj0(xut)|dt∫ T
0 φ(xut)dt
+
∣∣∣∣∣
∫ T
0 ψj0(xut)dt∫ T
0 φ(xut)dt
− µx(ψj0)
µx(φ)
∣∣∣∣∣+
∣∣∣∣µx(ψj0)µx(φ) −
µx(ψ)
µx(φ)
∣∣∣∣
≤
∫ T
0 χQ(xut)dt∫ T
0 φ(xut)dt
‖ψ − ψj‖∞ + η + µx(Q)
µx(φ)
‖ψ − ψj‖∞
≤ µx(Q)
µx(φ)
η + η2 + η +
µx(Q)
µx(φ)
η
≤ η(2a0 + η + 1)
where a0 := supx∈E1
µx(Q)
µx(φ)
<∞. This proves the claim. Let Q1 ⊂ Q2 ⊂ · · ·
be an exhaustion of X by compact sets. Then Eρ(φ) := ∩iE0(Qi, ρ4i+1 )
satisfies all the desired properties. 
7.3. Window theorem for ψ ∈ Cc(X) with ψ|E > 0. Let Γ be a convex
cocompact subgroup with δ > 1. Let A denote a countably generated σ-
algebra which is equivalent to the σ-algebra of all U -invariant subsets of X,
as before.
Since mBR is U -conservative by Theorem 6.7, we may write an ergodic
decomposition
mBR =
∫
x∈X′
µx dm
BR
∗ (x)
where X ′ is a A-measurable conull set of X, mBR∗ is a probability measure
on X, and for all x ∈ X ′, µx = µAx is a U -invariant ergodic conservative
measure.
Lemma 7.6. Let E and 0 < r < 1 be as in Theorem 7.3. Let ψ ∈ Cc(X)
with ψ|E > 0. For any ρ > 0, there exists s0 ≥ 1 such that for all s > s0,
mBR{x ∈ E :
∫ rs
−rs
ψ(xut)dt ≤ (1− r+ρ)
∫ s
−s
ψ(xut)dt} ≥ (r−2ρ) ·mBR(E).
Proof. For simplicity, set
Fρ(s) := {x ∈ E :
∫ rs
−rs
ψ(xut)dt ≤ (1− r + ρ)
∫ s
−s
ψ(xut)dt}.
Let Eρ(χE) ⊂ E be as in Lemma 7.5. Since ψ|E > 0, there is a subset E′ρ
of Eρ(χE) such that m
BR(E − E′ρ) < 2ρ ·mBR(E) and infx∈E′ρ µx(ψ)µx(E) > 0.
Then for all large s (uniformly for all x ∈ Eρ(χE)),∫ s
−s
ψ(xut)dt =
(
µx(ψ)
µx(E)
+ ax(ψ, s)
) ∫ s
−s
χE(xut)dt
where |ax(ψ, s)| ≤ a(s)→ 0 as s→∞ by Lemma 7.5.
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Setting
E˜(s, r) = {x ∈ E :
∫ rs
−rs
χE(xut)dt ≥ (1− r) ·
∫ s
−s
χE(xut)dt},
we claim that
E′ρ ∩ (E − E˜(s, r)) ⊂ Fρ(s) for all large s,
from which the lemma follows by Theorem 7.3. For any x ∈ E′ρ ∩ (E −
E˜(s, r)),∫ rs
−rs
ψ(xut)dt = (
µx(ψ)
µx(E)
+ ax(ψ, rs))
∫ rs
−rs
χE(xut)dt
≤ (µx(ψ)µx(E) + |ax(ψ, rs)|)(1 − r)
∫ s
−s
χE(xut)dt
≤ (1− r)
∫ s
−s
ψ(xut)dt+ (|ax(ψ, s)|+ |ax(ψ, rs)|)(1 − r)
∫ s
−s
χE(xut).
Let s1 > 1 be such that for s ≥ s1 and for all x ∈ E′ρ,
(|ax(ψ, s)| + |ax(ψ, rs)|)(1 − r)
| µx(ψ)µx(E) + ax(ψ, s)|
≤ ρ;
this is possible since µx(ψ)µx(E) is uniformly bounded from below by a positive
number. Then the claim holds. 
By taking ρ = r/4 and replacing 3r/4 by r in the above lemma, we now
obtain:
Theorem 7.7 (Window Theorem). Let ψ ∈ Cc(X) be a non-negative func-
tion such that ψ|E > 0. Then there exist 0 < r < 1 and T0 > 1 such that
for any T ≥ T0,
mBR{x ∈ E :
∫ rT
−rT
ψ(xut)dt < (1− r)
∫ T
−T
ψ(xut)dt} > r2 ·mBR(E).
It is worth mentioning that r obtained here may be rather small. The
following lemma demonstrates how the window estimates for a sequence will
be used.
Lemma 7.8. Let ε > 0 and a sequence sk → +∞ be given. Let E and ψ be
as in Theorem 1.4. Fix ρ > 0. Let xk ∈ Eρ(ψ) be a sequence satisfying∫ sk
(1−ε)sk
ψ(xkut)dt ≥ c ε
∫ sk
0
ψ(xkut)dt
for some c > 0 independent of k. Then for any f ∈ Cc(X), as k →∞,∫ sk
(1−ε)sk f(xkut)dt∫ sk
(1−ε)sk ψ(xkut)dt
∼ µxk(f)
µxk(ψ)
.
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Proof. By the Hopf ratio theorem, and Lemma 7.5, we have∫ s
0
f(xkut)dt =
µxk (f)
µxk (ψ)
∫ s
0
ψ(xkut)dt+ axk(s)
∫ s
0
ψ(xkut)dt
with lims→∞ axk(s) = 0, uniformly in {xk}. Therefore∫ sk
(1−ε)sk
f(xkut)dt =
µxk (f)
µxk (ψ)
∫ sk
(1−ε)sk
ψ(xkut)dt
+ axk(sk)
∫ sk
0
ψ(xkut)dt− axk((1− ε)sk)
∫ (1−ε)sk
0
ψ(xkut)dt.
Since ∣∣∣∣∣axk(sk)
∫ sk
0
ψ(xkut)dt− axk((1− ε)sk)
∫ (1−ε)sk
0
ψ(xkut)dt
∣∣∣∣∣
≤ |axk(sk) + axk((1− ε)sk)| ·
∫ sk
0
ψ(xkut)dt
≤
|axk(sk) + axk((1− ε)sk)|
∫ sk
(1−ε)sk ψ(xkut)dt
c · ε ,
we obtain that∫ sk
(1−ε)sk f(xkut)dt∫ sk
(1−ε)sk ψ(xkut)dt
=
µxk(f)
µxk(ψ)
+O
( |axk (sk)+axk ((1−ε)sk)|
cε
)
.
Since axk(sk)+axk((1−ε)sk)→ 0, uniformly in {xk}, the lemma follows. 
8. Additional invariance and Ergodicity of BR for δ > 1
Let Γ be a convex cocompact subgroup with δ > 1.
8.1. Reduction. Let A,X ′ and mBR = ∫x∈X µxd(mBR)∗(x) be the decom-
position of mBR into U -ergodic components, see Section 7.2.
Our strategy in proving the U -ergodicity of mBR is to show that for a.e.
x ∈ X, µx is N -invariant.
Fix a BMS box E and a non-negative function ψ ∈ Cc(X) with ψ|E > 0.
Let 0 < r < 1 be as in the window theorem 7.7 and r0 :=
r
16 . Recall
Er0(ψ) ⊂ E from Lemma 7.5.
The next subsection is devoted to a proof of the following:
Theorem 8.1. For any x0 ∈ Er0(ψ) ∩ supp(mBR), µx0 is N -invariant.
Lemma 8.2. There exists a BR-conull set X ′′ such that if x, xn ∈ X ′′ for
n ∈ N , then µxn = n.µx.
Proof. Since N is abelian and U < N , n.µx is U -invariant and ergodic for
every n ∈ N and for a.e. x. Now since mBR is N -invariant, we have mBR =∫
n.µxd(m
BR)∗(x) is also a U -ergodic decomposition of mBR for each n ∈ N .
The claim now follows from the uniqueness of ergodic decomposition. 
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Corollary 8.3. mBR is U -ergodic.
Proof. Set
F := {x ∈ X : µx is N -invariant}.
By Lemma 8.2, the characteristic function χF is an N -invariant measurable
function. Since mBR is N -ergodic by Theorem 2.9 and mBR(F ) > 0 by
Theorem 8.1, it follows that mBR(X − F ) = 0. That is, µx = mBR for a.e.
x, and since µx’s are U -ergodic components of m
BR, the claim follows. 
8.2. Proof of Theorem 8.1. As we explained in the introduction, we will
flow two nearby points in the generic set and study their divergence in the
“intermediate range”. We first need to prove a refinement of the window
theorem, see Propositions 8.5 and 8.6 below.
Fix x0 ∈ Er0(ψ) ∩ supp(mBR).
Proposition 8.4. There is a Borel subset E′ ⊂ E such that mBR(E−E′) =
0 and for any x ∈ E′ and all integers m ≥ 1,
xN ∩B(x0, 1m) ∩Eρ(ψ) 6= ∅.
Proof. Set Nk := {nz : |z| < k}. Since mBR is N -ergodic, by [10], there
exists a full measure subset E′m of E such that for all x ∈ E′m
lim
k
∫
Nk
χB(x0,1/m)∩Er0 (ψ)(xnz)dz∫
Nk
ψ(xnz)dz
=
mBR(B(x0, 1/m) ∩ Er0(ψ))
mBR(ψ)
.
It suffices to take E′ := ∩mE′m. 
Since infx∈Er0(ψ) µx(ψ) > 0 and x 7→ 1µx(ψ)µx is continuous on Er0(ψ),
there exists a symmetric neighborhood O such that
(8.1) 0 < inf
g∈O,x∈Er0(ψ)
|µx(gψ)|
µx(ψ)
≤ sup
g∈O,x∈Er0(ψ)
|µx(gψ)|
µx(ψ)
<∞.
Set Kψ := supp(ψ)O and K ′ψ := ∩g∈Osupp(ψ)g. By Theorem 7.7, for all
s ≥ T0, the following set has BR measure at least 5r16mBR(E):
Es := {x ∈ Er0(ψ) ∩Er0(χKψ) ∩ Er0(χK ′ψ) :∫ rs
−rs
ψ(xut)dt < (1− r)
∫ s
−s
ψ(xut)dt}.
Therefore for each s ≥ T0, there exists a compact subset G(s) of Es ∩ E′
with mBR(G(s)) > r8mBR(E).
We may write G(s) as G(s)+ ∪ G(s)− where
G(s)+ = {x ∈ G(s) :
∫ rs
0
ψ(xut)dt ≤ 1−r2
∫ s
0
ψ(xut)dt};
G(s)− = {x ∈ G(s) :
∫ 0
−rs
ψ(xut)dt ≤ 1−r2
∫ 0
−s
ψ(xut)dt}.
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Therefore there exists an infinite sequence pi → +∞ such thatmBR(G(pi)+) ≥
r
16 for all i or m
BR(G(pi)−) ≥ r16 for all i.
In the following, we assume the former case that mBR(G(pi)+) ≥ r16 for
all i. The argument is symmetric in the other case.
Proposition 8.5. Fix integers ℓ,m > 1. There exist an infinite sequence
sk = sk(ℓ,m) and elements xk = xk(ℓ,m), yk = yk(ℓ,m) ∈ G(sk)+ which
satisfy the following:
(1) yk = xknˇwk where c
−1
1 s
−2
k ℓ
−1 ≤ |wk| ≤ c1s−2k ℓ−1 and |ℑ(wk)| ≥
|ℜ(wk)|
c1
where c1 > 1 is independent of ℓ, ε, k.
(2) each xk satisfies∫ sk
(1−ε)sk
ψ(xkut)dt ≥ r
4m
∫ sk
0
ψ(xkut)dt.
Proof. If x ∈ G+(s), then, as r < 1,∫ s
rs
ψ(xut) ≥ r
∫ s
0
ψ(xut)dt.
By subdividing [r, 1] into m subintervals Ii = (r+
(j−1)
m , r+
j
m)’s of length
1
m , there exists an integer 1 ≤ j = j(x, s) ≤ m such that∫ (r+j/m)s
(r+(j−1)/m)s
ψ(xut)dt ≥ r
4m
∫ s
0
ψ(xut)dt.
Let d0 = d0(r/16) > 0 be as in Proposition 4.4. Applying Proposition 4.4
to each G(pi)+ and a sequence (piℓ)2, we can find xi, yi ∈ G(pi)+ satisfying
yi = xinˇwi with d
−1
0 p
−2
i ℓ
−1 ≤ |wi| ≤ d0p−2i ℓ−1 and |ℑ(wi)| ≥ |ℜwi|d0 . Choose
a subsequence xik of {xi} such that j(xik , pik) is a constant, say, j0. Setting
sk := (r +
j0
m )pik , xk := xik and yk = yik , we have∫ sk
(1−ε)sk
ψ(xkut)dt ≥ r
4m
∫ sk
0
ψ(xkut)dt
and rpik ≤ sk ≤ (r+1)pik . Hence the claim follows with c1 = d0(r+1)2. 
We now use the fact that the two orbits xkut and ykut stay “close” to
each other for all t ∈ [0, sk], to show that yk’s in Proposition 8.5 also satisfy
the same type of window estimate. Let us fix some notation; writing ykut =
xkut(u−tnˇwkut), we set
pk(t) := u−tnˇwkut =
(
1 + twk wk
−t2wk 1− twk
)
,
and gk = pk(sk).
Proposition 8.6. There are positive constants c2 = c2(ψ) and ε0 = ε0(ψ)
such that for all ε = 1m < ε0 and all k ≫ 1,∫ sk
(1−ε)sk
ψ(ykut)dt ≥ c2 · ε
∫ sk
0
ψ(ykut)dt,
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where yk = yk(ℓ, ε) is as in Proposition 8.5.
Proof. There is a constant c > 0 (independent of ε) such that |pk(t)g−1k | < cε
for all t ∈ [(1 − ε)sk, sk]. Hence for all ℓ ≫ 1 (independent of ε), we have
pk(t) ∈ O for all t ∈ [0, sk].
Claim (1): For some constant b1 > 0, independent of ε, we have for all
k ≫ 1,
(8.2)
∫ sk
0
ψ(xkut)dt ≥ b1
∫ sk
0
ψ(ykut)dt.
By the definition ofKψ andK
′
ψ, since ykut ∈ xkutO, we have χK ′ψ(ykut) ≤
χKψ(xkut) for all t ∈ [0, sk]. In particular we have∫ sk
0
χKψ(xkut)dt ≥
∫ sk
0
χK ′ψ(ykut)dt.
On the other hand, we have∫ sk
0 ψ(ykut)dt =
µyk (ψ)
µyk (χK′ψ
)
∫ sk
0 χK ′ψ(ykut)dt+ axk(ψ, sk)
∫ sk
0 χK ′ψ(xkut)dt;∫ sk
0 ψ(xkut)dt =
µxk (ψ)
µxk (χKψ )
∫ sk
0 χKψ(xkut)dt+ axk(ψ, sk)
∫ sk
0 χKψ(xkut)dt
with max{|axk(ψ, sk)|, |ayk (ψ, sk)|} ≤ a(sk)→ 0 as k →∞.
As
µyk (ψ)
µyk (χK′ψ
) and
µxk (ψ)
µxk (χKψ )
are uniformly bounded from below and above,
by the choice of xk and yk, there exists b > 0 such that for all large k ≫ 1,∫ sk
0
ψ(xkut)dt ≥ b
∫ sk
0
χKψ(xkut)dt ≥ b
∫ sk
0
χK ′
ψ
(ykut)dt ≥ b2
∫ sk
0
ψ(ykut)dt
finishing the proof of Claim (1).
Claim (2): For some constant b2 > 0, independent of ε, we have for all
k ≫ 1,
(8.3)
∫ sk
(1−ε)sk
χKψ(xkut)dt ≤ b2
∫ sk
(1−ε)sk
ψ(xkut)dt.
By Lemma 7.8 and its proof, we have
(8.4)
∫ sk
(1−ε)sk
χKψ(xkut)dt =
µxk (χKψ )
µxk (ψ)
∫ sk
(1−ε)sk
ψ(xkut)dt
+ 4(a(sk)+a(εsk))rε ·
∫ sk
(1−ε)sk
ψ(xkut)dt.
Since
µxk (ψ)
µxk (χKψ )
is uniformly bounded from above and below by positive con-
stants, it suffices to take k large enough so that (a(sk)+a(εsk)) ≤ ε to finish
the proof of Claim (2).
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We have∫ sk
(1−ε)sk
ψ(ykut)dt =
∫ sk
(1−ε)sk
ψ(xkutpk(t))dt
≥
∫ sk
(1−ε)sk
ψ(xkutgk)dt−
∫ sk
(1−ε)sk
|ψ(xkutpk(t))− ψ(xkutgk)|dt.
By (8.3), for all large k,∫ sk
(1−ε)sk
|ψ(xkutpk(t))− ψ(xkutgk)|dt ≤ cψε
∫ sk
(1−ε)sk
χKψ(xkut)dt
≤ cψb2ε
∫ sk
(1−ε)sk
ψ(xkut)
where cψ is the Lipschitz constant of ψ. Since gk ∈ O and hence µxk (gkψ)µxk (ψ)
is uniformly bounded from above and below, we can deduce that for some
c > 1,
(8.5) c−1
∫ sk
(1−ε)sk
ψ(xkut)dt ≤
∫ sk
(1−ε)sk
ψ(xkutgk)dt ≤ c
∫ sk
(1−ε)sk
ψ(xkut)dt.
Therefore the above estimates together with (8.2) imply that for all k large,∫ sk
(1−ε)sk
ψ(ykut)dt ≥ (c−1 − cψb2ε)
∫ sk
(1−ε)sk
ψ(xkut)dt
≥ (c
−1 − cψb2ε)rε
4
∫ sk
0
ψ(xkut)dt
≥ b1(c
−1 − cψb2ε)rε
4
∫ sk
0
ψ(ykut)dt.
Now the proposition follows with c2 =
b1r
8c and ε0 =
1
2b2cψc
. 
We will now flow xk and yk for the period of time [(1 − ε)sk, sk]. By the
construction of these points, these two pieces of orbits are almost parallel
and they essentially differ by gk which is of size O(1). More importantly
these “short” pieces of the orbits already become equidistributed. This will
show that some ergodic component is invariant by a nontrivial element in
N−U and the proof can be concluded from there using standard arguments.
Fix ℓ ∈ N. Let εi = 1i > 0 for i ∈ N. We choose sk(ε1, ℓ) and
xk(ε1, ℓ), yk(ε1, ℓ) ∈ G(sk(ε1, ℓ))+ as in Proposition 8.5. Together with
Proposition 8.6, there exists α1 > 0 independent of ε1 and k such that∫ sk(ε1,ℓ)
(1−ε1)sk(ε1,ℓ)
ψ(xk(ε1, ℓ)ut)dt ≥ α1ε1
∫ sk(ε1,ℓ)
0
ψ(xk(ε1, ℓ)ut)dt and
∫ sk(ε1,ℓ)
(1−ε1)sk(ε1,ℓ)
ψ(yk(ε1, ℓ)ut)dt ≥ α1ε1
∫ sk(ε1,ℓ)
0
ψ(yk(ε1, ℓ)ut)dt.
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By passing to a subsequence, we assume that xk(ε1, ℓ)→ xε1,ℓ, and hence
yk(ε1, ℓ) → yε1,ℓ, and pk(sk(ε1, ℓ)) converges to nvε1,ℓ :=
(
1 0
vε1,ℓ 1
)
∈ N
where 1c1ℓ ≤ |vε1,ℓ| ≤ c1ℓ and |ℑ(vε1,ℓ)| ≥
|ℜ(vε1,ℓ)|
c1
.
We proceed by induction: by dividing the interval [(1−εi)sk(εi, ℓ), sk(εi, ℓ)]
into subintervals of length εi+1 as in the proof of Proposition 8.5, we can find
a sequence sk(εi+1, ℓ) and subsequences xk(εi+1, ℓ) of xk(εi, ℓ) and yk(εi+1, ℓ)
of yk(εi, ℓ) satisfying∫ sk(εi+1,ℓ)
(1−εi+1)sk(εi+1,ℓ)
ψ(xk(εi+1, ℓ)ut)dt ≥ α1εi+1
∫ sk(εi+1,ℓ)
0
ψ(xk(εi+1, ℓ)ut)dt;
∫ sk(εi+1,ℓ)
(1−εi+1)sk(εi+1,ℓ)
ψ(yk(εi+1, ℓ)ut)dt ≥ α1εi+1
∫ sk(εi+1,ℓ)
0
ψ(yk(εi+1, ℓ)ut)dt
and pk(sk(εi+1, ℓ)) converges to some element nvεi+1,ℓ :=
(
1 0
vεi+1,ℓ 1
)
∈ N
where 1c1ℓ ≤ |vεi+1,ℓ| ≤ c1ℓ and |ℑ(vεi+1,ℓ)| ≥
|ℜ(vεi+1,ℓ)|
c1
.
Clearly, as i → ∞, we have xk(εi, ℓ) → xε1,ℓ and yk(εi, ℓ) → xε1,ℓ. By
passing to a subsequence, we may assume that vεi,ℓ converges to an element
vℓ ∈ N . Note that 1c1ℓ ≤ |vℓ| ≤ c1ℓ and |ℑ(vℓ)| ≥
|ℜ(vℓ)|
c1
.
Let ℓ0 > 1 be large enough so that nvℓ ∈ O for all ℓ > ℓ0.
Proposition 8.7. Let ℓ > ℓ0 and set xℓ := xε1,ℓ. For any f ∈ Cc(X), we
have
µxℓ(f)
µxℓ(ψ)
=
µxℓ(nvℓ .f)
µxℓ(nvℓ .ψ)
.
Proof. We claim that there exists a constant b > 0 such that for each i ≥ 1,
the following holds for all k ≫i 1:
(8.6)
∣∣∣∣∣µyk(εi,ℓ)(f)µyk(εi,ℓ)(ψ) −
µxk(εi,ℓ)(nvεi,ℓ .f)
µxk(εi,ℓ)(nvεi,ℓ .ψ)
∣∣∣∣∣ < bεi.
We first deduce the proposition from this claim. Since both yk(εi, ℓ), xk(εi, ℓ)
belong to the set Er/16(ψ) and converge to xℓ, and f, ψ ∈ Cc(X) have
compact supports, µyk(εi,ℓ)(f) → µxℓ(f) and µyk(εi,ℓ)(ψ) → µxℓ(ψ) as k →∞.
Since nvεi,ℓ .f converges to nvℓ .f pointwise as i→∞ and the supports of all
functions involved are contained in one fixed compact subset of X, we have
µxk(εi,ℓ)(nvεi,ℓ .f) → µxℓ(nvεi,ℓ .f) as k → ∞. Similarly, µxk(εi,ℓ)(nvεi,ℓ .ψ) →
µxℓ(nvεi,ℓ .ψ) as k →∞. Hence (8.6) implies, by taking k →∞, that∣∣∣∣∣µxℓ(f)µxℓ(ψ) −
µxℓ(nvεi,ℓ .f)
µxℓ(nvεi,ℓ .ψ)
∣∣∣∣∣ ≤ bεi.
Now by taking i→∞, this proves the proposition as εi → 0.
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To prove Claim (8.6), fixing ε := εi, we set v = vεi , sk = sk(εi), xk =
xk(εi, ℓ) and yk = yk(εi, ℓ) for simplicity. By Lemma 7.8, we have, as k →∞,
(8.7)
∫ sk
(1−ε)sk f(ykut)dt∫ sk
(1−ε)sk ψ(ykut)dt
∼ µyk(f)
µyk(ψ)
.
Since n+vℓ ∈ O, similar calculation implies that, as k →∞,
(8.8)
∫ sk
(1−ε)sk nv · f(xkut)dt∫ sk
(1−ε)sk nv.ψ(xkut)dt
∼ µxk(nv.f)
µxk(nv.ψ)
.
Therefore the claim follows if we show for all large k ≫i 1,
(8.9)
∣∣∣∣∣
∫ sk
(1−ε)sk f(ykut)dt∫ sk
(1−ε)sk ψ(ykut)dt
−
∫ sk
(1−ε)sk nv.f(xkut)dt∫ sk
(1−ε)sk nv.ψ(xkut)dt
∣∣∣∣∣ ≤ bε
for some b > 0 independent of ε. Let cf and cψ denote the Lipschitz con-
stants of f and ψ respectively. Hence for all t ∈ [(1 − ε)sk, sk] and large
k ≫ 1,
|f(xkutpk(t))− f(xkutvℓ)| < cf (ε+ s−1k ) ≤ 2εcf
and
|ψ(xkutpk(t))− ψ(xkutvℓ)| < cψ(ε+ s−1k ) ≤ 2εcψ .
We have∫ sk
(1−ε)sk f(ykut)dt∫ sk
(1−ε)sk ψ(ykut)dt
=
∫ sk
(1−ε)sk f(xkutpk(t))dt∫ sk
(1−ε)sk ψ(xkutpk(t))dt
=
∫ sk
(1−ε)sk nv · f(xkut)dt∫ sk
(1−ε)sk ψ(xkutpk(t))dt
+
∫ sk
(1−ε)sk f(xkutpk(t))− nv · f(xkut)dt∫ sk
(1−ε)sk ψ(xkutpk(t))dt
.
Let K0 = Kψ ∪Kf . Then the above estimate, (8.5) and (8.8) with f =
χK0 , imply that∣∣∣∣∣
∫ sk
(1−ε)sk f(xkutpk(t))− nv.f(xkut)dt∫ sk
(1−ε)sk ψ(xkutpk(t))dt
∣∣∣∣∣ ≤ 2cf cε
∫ sk
(1−ε)sk χK0(xkut)dt∫ sk
(1−ε)sk ψ(xkut)dt
≤ 4cf cε µxk(K0)
µxk(ψ)
.
On the other hand we have∫ sk
(1−ε)sk nv.f(xkut)dt∫ sk
(1−ε)sk ψ(xkutpk(t))dt
=
∫ sk
(1−ε)sk nv.f(xkut)dt∫ sk
(1−ε)sk nv.ψ(xkut)dt
·
(
1 +
∫ sk
(1−ε)sk ψ(xkutpk(t))− nv.ψ(xkut)dt∫ sk
(1−ε)sk nv · ψ(xkut)dt
)−1
.
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Similar estimate as above gives∣∣∣∣∣
∫ sk
(1−ε)sk ψ(xkutpk(t))− nv.ψ(xkut)dt∫ sk
(1−ε)sk nv.ψ(xkut)dt
∣∣∣∣∣ ≤ 4cψcε µxk(K0)µxk(ψ) .
All these together imply there exists a constant c′ > 0 (depending on f and
ψ but independent of ε) such that∫ sk
(1−ε)sk f(ykut)dt∫ sk
(1−ε)sk ψ(ykut)dt
= (1 + c′ε)
∫ sk
(1−ε)sk nv.f(xkut)dt∫ sk
(1−ε)sk nv.ψ(xkut)dt
+ c′ε.
Now by (8.7), (8.8), this implies the claim (8.9).

The following proposition finishes the proof of Theorem 8.1.
Proposition 8.8. µx0 is invariant under N .
Proof. The set {n ∈ N : n.µx0 = µx0} is a closed subgroup which contains
U . Let xℓ and vℓ be as in Proposition 8.7. Since
1
c1ℓ
≤ |vℓ| ≤ c1ℓ and
|ℑ(vℓ)| ≥ |ℜ(vℓ)|c1 , it suffices to show that µx0 is invariant under nvℓ for all
ℓ > ℓ0. Note that xℓ ∈ Eρ(ψ). Set N0 := {n ∈ N : xℓn ∈ Eρ(ψ)}. We have
for any n ∈ N0 and f ∈ Cc(X),
µxℓ(n.f)
µxℓ(n.ψ)
= lim
T
∫ T
0 f(xℓutn)dt∫ T
0 ψ(xℓutn)dt
=
µxℓn(f)
µxℓn(ψ)
.
On the other hand, by Proposition 8.7, we have
µxℓ(n.f)
µxℓ(n.ψ)
=
µxℓnvℓ (n.f)
µxℓ.nvℓ (n.ψ)
=
µxℓn(nvℓ .f)
µxℓ.n(nvℓ .ψ)
.
Therefore for any n ∈ N0,
µxℓn(f)
µxℓn(nvℓ .f)
=
µxℓn(ψ)
µxℓ.n(nvℓ .ψ)
(6= 0).
As xℓ ∈ E′, it follows from the definition of E′ that we can take a sequence
nm such that xℓnm ∈ Eρ(ψ)∩B(x0,m−1) and hence xℓnm → x0 as m→∞.
In particular,
µx0(f)
µx0(nvℓ .f)
= lim
m→∞
µxℓnm(f)
µxℓnm(nvℓ .f)
= lim
m→∞
µxℓnm(ψ)
µxℓnm(nvℓ .ψ)
=
µx0(ψ)
µx0(nvℓ .ψ)
.
It follows that µx0 and nvℓ .µx0 are not mutually singular to each other.
Hence by Lemma 8.2, µx0 = nvℓ .µx0 . 
Finally we state the following: recall the notation mBRN0 from the subsec-
tion 2.5.
Theorem 8.9. If U0 is a one-parameter unipotent subgroup of G and Γ
is a convex cocompact subgroup with δ > 1, then mBRN0 is U0-ergodic for
N0 = CG(U0).
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Proof. Let k0 ∈ K be such that U0 = k−10 Uk0. If B ⊂ X is a Borel subset
which is U0 invariant, then Bk0 is U -invariant. Hence by Corollary 8.3,
mBR(Bk0) = 0 or m
BR(X −Bk0) = 0. By the definition of mBRN0 , it follows
that mBRN0 (B) = 0 or m
BR
N0
(X −B) = 0. 
9. BR is not ergodic if 0 < δ ≤ 1
Let Γ be a non-elementary torsion-free discrete subgroup of G. In this
final section, we show that mBR is never U -ergodic if Γ is convex cocompact
and δ ≤ 1.
By the Hopf decomposition theorem (cf. [11]), any ergodic measure pre-
serving flow on a σ-finite measure space is either completely dissipative or
completely conservative. In the former case, the action is isomorphic to the
translation action of R on R with respect to the Lebesgue measure [1], Since
Γ is non-elementary, it follows that if mBR were U -ergodic, then it must be
completely conservative.
We first consider Fuchian groups: Γ is called Fuchsian if it is contained in
a conjugate of PSL2(R). For a Fuchsian group Γ, Γ is geometrically finite if
and only if it is finitely generated.
Theorem 9.1. If Γ is a finitely generated Fuchsian group, then mBR is not
U -ergodic.
Proof. The support of m˜BR consists of xnzmθ on the unstable horospheres
H(x) based on Λ(Γ), i.e., x ∈ G with x− ∈ Λ(Γ), z ∈ C and mθ ∈ M . As
Γ is Fuchsian, the convex hull of Λ(Γ) is contained in a geodesic plane, say,
H, preserved by Γ. Let d denote a right K-invariant and left G-invariant
metric on G. Then xnzmθut = xnz+teiθmθ and hence d(xnzmθut,H) =
d(xnz+teiθ ,H) → ∞ as t → ∞, except for two directions of θ parallel to
H. Since H is Γ-invariant, we have d(γxnz+teiθ ,H) = d(xnz+teiθ ,H) for any
γ ∈ Γ. Therefore for any z ∈ C and θ not parallel to H, Γ\Γxnzmθut →∞.
This implies that almost all mBR-points w ∈ X, wut goes to ∞ as t → ∞.
ThereforemBR cannot be completely conservative for the U action and hence
is not U -ergodic. 
To prove the non-ergodicity in the remaining cases we begin by recalling
some standard facts. For a 1-set Λ in the plane (see 6.1 for the definition),
Λ is called purely unrectifiable if H1(Λ ∩ C) = 0 for every rectifiable curve
C. We will use the following:
Theorem 9.2. (cf. [8, Theorem 6.4] or [21]) If Λ ⊂ R2 has Hausdorff
dimension δ ≤ 1, then the orthogonal projection of Λ on a.e. direction has
also Hausdorff dimension δ. Moreover if Λ ⊂ R2 is a 1-set which is purely
unrectifiable, then the orthogonal projection of Λ on a.e. direction has zero
Lebesgue length.
Our proof in the non-Fuchsian case follows much the same philosophy
that the BR measure and the BMS measure are very closely related. To
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be more precise, Theorem 9.2 and the definition of the BMS-measure imply
that the BMS measure is not recurrent when 0 < δ < 1.We will use this fact
to show somewhat weaker non-recurrence holds for the BR measure. The
following makes this more precise.
Definition 9.3. A measure preserving flow ut on a σ-finite measure space
(X,µ) is called strongly recurrent if for any two measurable subsets A1, A2
with µ(Ai) > 0 we have {t : xut ∈ A2} is unbounded for µ-a.e. x ∈ A1.
Note that by the Hopf ratio ergodic theorem, any conservative, ergodic
measure preserving flow is strongly recurrent. In particular since Γ is non-
elementary, it follows that if mBR were U -ergodic, then it must be strongly
recurrent.
Theorem 9.4. Let Γ be convex cocompact. Suppose either that 0 < δ < 1
or that Λ(Γ) is a purely unrectifiable 1-set. Then the action of U = {ut}
on X = Γ\G is not strongly recurrent for mBR. In particular mBR is not
U -ergodic.
Proof. We will prove this by contradiction. So let us assume that the action
of U is strongly recurrent. We fix a BMS box E = x0Bρ in X with small
0 < ρ≪ 1. We claim that there exists a Borel subset E′ of E ∩ supp(mBR)
with mBR(E − E′) = 0 such that for any x ∈ E′, {t ∈ R : xnut ∈ E} is
unbounded for almost all n ∈ N (with respect to the Lebesgue measure of
N).
To show this, for any ℓ ∈ N, let ε(ℓ) = ε(ℓ, E) > 0 be chosen so that if
we let Bℓ = Nˇε(ℓ)Aε(ℓ)NℓM, then the map b 7→ xgb is injective on Bℓ for all
x ∈ E and all g in the ρ-neighborhood of e in G. This is possible as Γ does not
contain any parabolic element. Recalling the notation Tε(ℓ) = Nˇε(ℓ)Aε(ℓ)M ,
let {xjTε(ℓ)Nε(ℓ) : j ∈ Jℓ} be a finite cover of E. Then the assumption on
the strong recurrence and the Fubini theorem imply that for any j ∈ Jℓ
and almost every x ∈ xjTε(ℓ)Nε(ℓ), we have that for a. e. n ∈ Nℓ, the set
{t : xnut ∈ E} is unbounded. Hence the claim follows.
Fix x′ ∈ E′ and consider a sequence x′bℓ for bℓ = alog(ρ/ℓ), ℓ ∈ N. Since
(x′)− ∈ Λ(Γ) there exists a subsequence ℓi → +∞ such that {x′bℓi} con-
verges to some y′ ∈ Ω. As (y′)+ ∈ Λ(Γ), µPSy′ |y′Nρ is a positive δ-dimensional
Hausdorff measure. By the assumption, Theorem 6.3 and Theorem 9.2 imply
that for almost all mθ ∈M we have pθ(y′Nρ∩ supp(µPSy′ )) has zero Lebesgue
length (see Section 5.1 for the notation pθ). Since E is M -invariant and E
′
is of full measure in E, we can choose mθ ∈ M such that x′mθ ∈ E′ and
pθ(y
′Nρ ∩ supp(µPSy′ )) has zero Lebesgue length. We set
x = x′mθ, xℓi := x
′bℓimθ = x
′mθbℓi , and y = y
′mθ.
Then xℓi → y as ℓi → +∞, {t : xnut ∈ E} is unbounded for a.e. n ∈ N and
the projection p0(yNρ ∩ supp(µPSy )) has zero Lebesgue length.
By the Fubini theorem, there exists a Borel subset V ′ ⊂ V of co-measure
zero that for each v ∈ V ′, the set {t : xvut ∈ E} is unbounded. Hence
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for each j ∈ Z, we can find a sequence v′j ∈ V ′ ∩ {nit : t ∈ [j − 1, j + 1]}.
With abuse of notation, we consider v′j as an element of R and write v
′
j ∈
[j − 1, j + 1].
Since E = x0Bρ with x
±
0 ∈ Λ(Γ), the condition gnz ∈ E with g− ∈ Λ(Γ)
implies that gnz+w ∈ Ω for some w ∈ C with |w| ≤ ρ. Therefore for each
v′j ∈ V ′, xv′jut ∈ E for some t ∈ R implies the existence of w ∈ C with
|w| ≤ ρ such that xv′jutnw ∈ Ω. This in particular implies that for each
j ∈ Z, there exists xvj ∈ xV ∩ p0(supp(µPSx )) with |vj − v′j | ≤ ρ ≤ 1. Note
that vj ∈ [j − 2, j + 2] for each j ∈ Z.
Flowing xvj by bℓ, we get xvjbℓ = xℓ(b
−1
ℓ vjbℓ). Setting v
ℓ
j := (b
−1
ℓ vjbℓ) ∈
V , we have
(j−2)ρ
ℓ ≤ vℓj ≤ (j+2)ρℓ and vℓj ∈ p0(supp(µPSxℓ )).
Therefore xℓVρ ∩ p0(supp(µPSxℓ )) contains xℓvℓj whenever
|j±2|
ℓ < 1.
Note that xℓiNρ ∩ supp(µPSxℓi ) = {xℓinz : |z| < ρ, (xℓinz)
+ ∈ Λ(Γ)} and
that any limit of xℓin is of the form yn as xℓi → y. Since the visual map,
g 7→ g+, is continuous and Λ(Γ) is closed, it follows that the sequence of
subsets xℓiNρ∩ supp(µPSxℓi ) converges to yNρ∩ supp(µ
PS
y ) in the sense that if
wi ∈ xℓiNρ∩supp(µPSxℓi ) converges to w, then w ∈ yNρ∩supp(µ
PS
y ). Therefore
as i→∞, p0(xℓiNρ∩supp(µPSxℓi )) converges to p0(yNρ∩supp(µ
PS
y )) as well in
the similar sense as above. Thus we have obtained that yVρ ⊂ p0(supp(µPSy ))
and hence the Lebesgue length of p0(Nρ ∩ supp(µPSy )) is positive, yielding a
contradiction. 
A Fuchsian group Γ is called of the first kind if Λ(Γ) is a great circle and
of the second kind otherwise. By Canary and Taylor [6], any torsion-free
and convex cocompact group Γ with δ = 1 is either a Fuchsian subgroup of
the first kind or a quasi-conformal conjugation of a Fuchsian group of the
second kind, and in the latter case, the limit set Λ(Γ) is totally disconnected.
We thank Chris Bishop for providing the proof of the following theorem:
Theorem 9.5 (Bishop). If the limit set of a convex cocompact Kleinian
group is totally disconnected, it is always purely unrectifiable.
Proof. If the limit set of a convex co-compact group hits a rectifiable curve
in positive length, then the limit set contains a circle (or line). This can be
proved by taking a sequence of balls shrinking to a point of density of the
set of positive length that is also a point of tangency for the rectifiable curve
and rescaling the balls by group elements to approximately unit size (this
can always be done in a convex co-compact group). The rescaled sets must
have a subsequence that converges to a line segment or circular arc in the
limit set. Rescaling of the arc leads to a full circle or line in the limit set.
In particular, a convex co-compact limit set that is totally disconnected
cannot hit any rectifiable curve in positive length. Thus it is purely unrec-
tifiable. 
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Therefore by Theorem 9.1, Theorem 9.4, and Theorem 9.5, we have:
Theorem 9.6. Let Γ be torsion-free and convex cocompact with 0 < δ ≤ 1.
Then mBR is not U -ergodic.
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