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Resumo
Neste trabalho apresentamos uma metodologia bayesiana em dois esta´gios para
estimar a func¸a˜o de distribuic¸a˜o conjunta entre tempos de sobreviveˆncia bivariados,
com censura intervalar. A estrutura de dependeˆncia das varia´veis foi representada
por um modelo co´pula, em particular usando uma func¸a˜o da famı´lia das co´pulas
arquimedianas. As distribuic¸o˜es marginais foram modeladas assumindo tempos de
falha simulados com distribuic¸a˜o Weibull e ajustados seguindo o contexto bayesiano,
utilizando o me´todo de simulac¸a˜o MCMC (Monte Carlo via Cadeias de Markov)
Metropolis-Hastings. Para a estimac¸a˜o da func¸a˜o de distribuic¸a˜o conjunta foram
simuladas amostras da distribuic¸a˜o a posteriori conjunta, obtida via metodologia
bayesiana com uso de func¸a˜o co´pula. Os resultados experimentais demonstram que
o me´todo proposto fornece estimativas satisfato´rias quando os modelos marginais e
de co´pulas sa˜o supostos corretamente. Todo o co´digo foi implementado utilizando o
software estat´ıstico livre R.
Palavras Chave: Ana´lise de Sobreviveˆncia, ana´lise Bayesiana, censura intervalar
bivariada, distribuic¸a˜o Weibull, func¸a˜o co´pulas, me´todos MCMC.
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Abstract
We present a Bayesian methodology in two stages to estimate the joint distribu-
tion function of bivariate interval censored survival data. The dependence structure of
the variables was represented by a copula model, in particular by using a Archimedean
copula. The marginal distributions were modeled assuming simulated failure times
with Weibull distribution and adjusted using the Bayesian framework, using the
Metropolis-Hastings MCMC simulation method (Markov chain Monte Carlo). To get
the bivariate distribution function we need sample from the posterior distribution,
gotten by bayesian methodology using copulas. The experimental results demon-
strate that the proposed method provides good estimates when the marginal and
copulas models are supposed correctly. All the code was implemented using the free
statistical software R.
key words: Survival analysis, Bayesian analysis , bivariate interval censored,
Weibull distribution, Copulas function, MCMC methods.
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1. Introduc¸a˜o
A ana´lise do tempo ate´ a ocorreˆncia de determinado evento, comumente chamada
de Ana´lise de Sobreviveˆncia esta´ presente em va´rias a´reas do conhecimento, como
na medicina, biologia, engenharia e economia. Esse tipo de estudo caracteriza-se
principalmente por apresentar dados censurados ou informac¸a˜o parcial da varia´vel
resposta.
O expressivo avanc¸o computacional nas u´ltimas de´cadas permitiu o surgimento
na literatura de diversos me´todos para lidar com dados de sobreviveˆncia, entre eles
podemos citar modelos parame´tricos, na˜o-parame´tricos, modelos bayesianos e ate´
mesmo modelos mistos que envolvem mais de uma te´cnica.
Quando lidamos com dados de sobreviveˆncia bivariados, a suposic¸a˜o de inde-
pendeˆncia entre os tempos de falha pode na˜o ser adequada, e portanto abordagens
cla´ssicas usuais podem levar a concluso˜es equivocadas. Diversos me´todos tem sido
considerados para lidar com dados de sobreviveˆncia multivariados, com destaque para
o modelo de fragilidade. Nesse modelo, um efeito aleato´rio (fragilidade) e´ inclu´ıdo na
func¸a˜o de risco para tentar descrever a poss´ıvel interac¸a˜o entre os tempos de falha.
Como um meio alternativo, podemos modelar marginalmente cada tempo de falha,
em um primeiro esta´gio, e depois considerar o uso de func¸o˜es co´pulas para obter a
distribuic¸a˜o conjunta H. Dado que em um modelo co´pula as distribuic¸o˜es marginais
na˜o dependem da escolha da estrutura de dependeˆncia, e portanto podemos proceder
a estimac¸a˜o em duas etapas. Na ana´lise de sobreviveˆncia diversos autores estudaram
modelos baseados em func¸o˜es co´pulas, por exemplo, Hougaard (1989), Oakes (1989),
Shih & Louis (1995) e Gustafson et. al. (2003).
Nesta dissertac¸a˜o, iremos modelar dados de sobreviveˆncia bivariados, com censura
intervalar em ambos os tempos de falha, utilizando func¸o˜es co´pulas em um contexto
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bayesiano, em que os resultados a posteriori sera˜o obtidos via simulac¸a˜o MCMC
(Monte Carlo via Cadeias de Markov). Para captar a estrutura de correlac¸a˜o entre
as varia´veis sera´ considerada uma func¸a˜o pertencente a` classe das co´pulas arquime-
dianas. A estimac¸a˜o sera´ realizada em duas etapas, na primeira sera´ realizado o
ajuste bayesiano das distribuic¸o˜es marginais, e a segunda etapa consiste na estimac¸a˜o
bayesiana conjunta, via co´pulas.
O trabalho esta´ estruturado da seguinte forma: No cap´ıtulo 2, sa˜o apresentados
os conceitos ba´sicos em ana´lise de sobreviveˆncia, no cap´ıtulo 3, introduzimos a parte
conceitual da metodologia bayesiana e descrevemos os dois me´todos de simulac¸a˜o
MCMC mais conhecidos, Amostrador de Gibbs e Metropolis-Hastings. No cap´ıtulo
4, sa˜o apresentados os modelos de co´pulas, em especial a famı´lia de co´pulas arquime-
dianas, e as medidas de associac¸a˜o. No cap´ıtulo 5, sa˜o descritos os procedimentos de
simulac¸a˜o dos tempos de falha dependentes e estimac¸a˜o da distribuic¸a˜o conjunta H.
No cap´ıtulo 6, sa˜o apresentados os resultados obtidos atrave´s dos procedimentos de
simulac¸a˜o realizados. Por fim, o cap´ıtulo 7 traz as concluso˜es do nosso estudo. Os
programas desenvolvidos esta˜o apresentados no apeˆndice.
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2. Conceitos Ba´sicos em Ana´lise de
Sobreviveˆncia
2.1 Introduc¸a˜o
A ana´lise de sobreviveˆncia pode ser definida como um conjunto de te´cnicas e pro-
cedimentos para ana´lise de dados relacionados ao tempo. O seu objeto de estudo ou
varia´vel resposta e´ o tempo T transcorrido ate´ a ocorreˆncia de um evento de interesse,
comumente denominado de ”falha”, a partir de um tempo inicial pre´-estabelecido. A
principal caracter´ıstica de dados de sobreviveˆncia e´ a presenc¸a de censura, que e´ a
observac¸a˜o parcial da resposta.
O termo ana´lise de sobreviveˆncia refere-se basicamente a situac¸o˜es da a´rea me´dica
que envolvem dados censurados. Entretanto, encontramos em outras a´reas, dados que
necessitam do mesmo tipo de tratamento. Em engenharia, por exemplo, podemos es-
tar interessados em estimar o tempo de vida de determinado componente, ou mesmo,
o tempo ate´ que este componente apresente alguma falha. Tambe´m e´ comum encon-
trar situac¸o˜es semelhantes nas cieˆncias sociais.
Na a´rea me´dica, esse tempo, denominado de tempo de falha, pode ser o tempo
ate´ o o´bito de um paciente, bem como ate´ a cura ou recidiva de uma doenc¸a. Na
a´rea industrial podemos estar interessados no tempo decorrido ate´ a falha de um
equipamento, nesse caso denominamos este estudo como ana´lise de confiabilidade.
Em dados biome´dicos, normalmente, o in´ıcio da medic¸a˜o do tempo coincide com
o final do tempo de recrutamento dos indiv´ıduos, enquanto que o final do tempo de
estudo depende dos interesses e recursos do pesquisador. Pore´m, em muitas situac¸o˜es
o tempo de in´ıcio coincide com o instante de recrutamento do indiv´ıduo.
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Para pesquisas industriais, o in´ıcio da medic¸a˜o do tempo coincide, na maioria das
vezes, com o momento em que o produto em estudo e´ colocado em funcionamento
para o teste, enquanto que o tempo final coincide com a falha do produto ou com o
final do estudo.
A varia´vel de interesse, o tempo transcorrido ate´ o momento de falha, e´ estrita-
mente positiva e apresenta-se, muitas vezes, em escala cont´ınua. Algumas particu-
laridades da ana´lise de sobreviveˆncia e confiabilidade devem-se a caracter´ısticas dos
tipos de dados que normalmente esta˜o dispon´ıveis. As duas principais caracter´ısticas
dos dados de sobreviveˆncia sa˜o: a presenc¸a de censura e a presenc¸a de covaria´veis.
O tempo de sobreviveˆncia ou de falha T, pode ser descrito pela sua distribuic¸a˜o
de probabilidades, que e´ expressa atrave´s das seguintes func¸o˜es matematicamente
equivalentes, ou seja, a especificac¸a˜o de uma delas e´ suficiente para se obter as outras.
As seguintes func¸o˜es sera˜o descritas a seguir: func¸a˜o densidade de probabilidade f(t),
func¸a˜o de sobreviveˆncia S(t) e func¸a˜o taxa de falha instantaˆnea ou de risco h(t).
Seja T um varia´vel aleato´ria cont´ınua e na˜o negativa que representa o tempo de
sobreviveˆncia de indiv´ıduos de uma populac¸a˜o. Todas as func¸o˜es, exceto quando
indicado de outra forma, sa˜o definidas no intervalo [0,∞).
A func¸a˜o densidade de probabilidade (fdp) e´ expressa como o limite da probabili-
dade de um indiv´ıduo vir a experimentar o evento de interesse no intervalo de tempo
[t, t+ dt) por unidade de tempo e e´ expressa como,
f(t) = lim
dt→0
P (t ≤ T < t+ dt)
dt
, (2.1)
em que f(t) ≥ 0 para todo t, e portanto a a´rea abaixo da curva e´ igual a 1. Seja
F (t) a func¸a˜o de distribuic¸a˜o, ou a probabilidade de um indiv´ıduo experimentar o
evento de interesse ate´ o tempo t, temos




A probabilidade de sobreviveˆncia de um indiv´ıduo pelo menos ate´ o instante de
tempo t e´ dada pela func¸a˜o de sobreviveˆncia:
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S(t) = 1− F (t) = P (T > t)
Notam-se que S(t) e´ uma func¸a˜o mono´tona decrescente com S(0) = 1 e S(∞) =
lim
t→∞
S(t) = 0. A func¸a˜o taxa de falha ou de risco, h(t), e´ a taxa instantaˆnea de falha
no tempo t, e e´ definida por
h(t) = lim
dt→0




P (t ≤ T < t+ dt)





















Em particular, h(t)dt e´ a probabilidade do indiv´ıduo falhar no intervalo de tempo
[t, t+dt), dado que ele tenha sobrevivido ate´ o instante t. As func¸o˜es f(t), F (t), S(t)
e h(t) fornecem especificac¸o˜es matematicamente equivalentes sobre T. E´ fa´cil derivar




h(t) = − d
dt
log (S(t)) (2.4)













qual e´ relacionada com a func¸a˜o de sobreviveˆncia por S(t) = − exp(−H(t)). Ja´ que
S(∞) = 0, segue que H(∞) = lim
t→∞
H(t) =∞. Portanto, a func¸a˜o de risco, h(t), tem
as seguintes propriedades
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E finalmente a partir de (2.4) e (2.5), temos







ou f(t) = h(t)S(t) (2.6)
2.2 Censura
Estudos cl´ınicos que envolvem uma resposta temporal sa˜o normalmente prospec-
tivos e de longa durac¸a˜o. Apesar desses estudos serem longos, muitas vezes ha´ perda
de informac¸a˜o porque a pesquisa e´ encerrada antes de se observar falha em todos
os pacientes, ou porque alguns pacientes abandonam a pesquisa antes de ocorrer o
evento de interesse. Note que a u´nica informac¸a˜o obtida para estes ind´ıviduos e´ que
o tempo de ocorreˆncia do evento de interesse e´ maior que o tempo registrado.
Sem a presenc¸a de censura, as te´cnicas estat´ısticas cla´ssicas usuais, como ana´lise
de regressa˜o e planejamento de experimentos, poderiam ser utilizadas na ana´lise desse
tipo de dados. Podemos citar o exemplo em que o interesse seja comparar o tempo
me´dio de vida de treˆs grupos de pacientes. Se na˜o houver censuras, pode-se usar a
ana´lise de variaˆncia para se fazer tal comparac¸a˜o. Se houver censuras, na˜o poder´ıamos
usar as te´cnicas usuais como a ana´lise de variaˆncia, pois estas te´cnicas necessitam de
todos os tempos de falha. Portanto, e´ necessa´rio o uso dos me´todos de ana´lise de
sobreviveˆncia, pois estes possibilitam incorporar na ana´lise estat´ıstica a informac¸a˜o
contida nos dados censurados.
E´ importante que, mesmo censurados, todos os resultados proveninentes de um
estudo de sobreviveˆncia devem ser usados na ana´lise estat´ıstica. Duas razo˜es justi-
ficam esse procedimento: (i) mesmo sendo incompletas, as observac¸o˜es censuradas
fornecem informac¸o˜es sobre o tempo de vida de pacientes; (ii) a omissa˜o das cen-
suras no ca´lculo das estat´ısticas de interesse pode acarretar estimativas viciadas e
concluso˜es equivocadas.
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Alguns tipos de censuras sa˜o diferenciados na ana´lise de sobreviveˆncia. A censura
do tipo I ocorre quando a pesquisa tem uma durac¸a˜o pre´-estabelecida independen-
temente do nu´mero de falhas observadas. A censura do tipo II e´ aquela em que
define-se no in´ıcio do estudo quantas falhas devem ser observadas e, atingido este
nu´mero, termina-se o estudo. Um terceiro tipo de censura, o do tipo aleato´rio, ocorre
quando um paciente e´ retirado do estudo antes de ter ocorrido falha, ou tambe´m, por
exemplo se o paciente falecer por outra causa.
As censuras podem aparecer de treˆs formas, nos diferentes tipos de censura:
Censura a` Direita: Caracteriza-se pelo fato do tempo de ocorreˆncia da falha
ser maior que o tempo registrado.
Censura a` Esquerda: Ocorre quando o tempo de ocorreˆncia do evento de inte-
resse e´ menor que o tempo registrado, ou seja, a falha ocorreu antes do indiv´ıduo ser
observado.
Censura Intervalar: Este e´ o tipo mais geral de censura que acontece, por e-
xemplo, quando sa˜o feitos exames perio´dicos nos pacientes, e´ conhecido somente que
o evento de interesse ocorreu num determinado intervalo de tempo. Pelo fato do
tempo T na˜o ser conhecido exatamente, mas sim pertencer a um intervalo, isto e´,
T ∈ (U, V ], estes dados sa˜o denominados por sobreviveˆncia intervalar ou, usualmente,
por dados de censura intervalar.
Quando somente uma observac¸a˜o do tempo e´ registrada, tem-se uma estrutura
de dados conhecida como caso 1 de censura intervalar. Tal caso e´ comum quando
a realizac¸a˜o de dois exames e´ imposs´ıvel ou invia´vel, por exemplo, quando deseja-se
estimar o prazo de validade de um determinado produto embalado. Na˜o se sabe o
instante de in´ıcio da deteriorac¸a˜o, mas somente depois que o produto e´ aberto, e´
poss´ıvel verificar se ja´ houve deteriorac¸a˜o.
Quando sa˜o feitos exames perio´dicos, ou seja, pode-se ter duas informac¸o˜es de
tempo para um mesmo caso, tem-se uma estrutura de dados conhecida como caso
geral de censura intervalar. Este caso e´ observado, por exemplo, quando deseja-
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se identificar o tempo que determinado equipamento leva para apresentar problemas.
Como muitos problemas na˜o causam falhas fatais ao equipamento, na˜o e´ poss´ıvel iden-
tifica´-los imediatamente quando ocorrem. Mas e´ poss´ıvel fazer vistorias perio´dicas e
identificar se o equipamento apresenta algum problema. Estes dados sa˜o representa-
dos com as func¸o˜es indicadoras:
δi =
1, se Ti ≤ Li0, se Ti > Li,
e
γi =
1, se Li < Ti ≤ Ui0, se Ti > Ui ou Ti ≤ Li.
em que Li e Ui sa˜o, respectivamente, os limites inferior e superior do intervalo obser-
vado para o i-e´simo ind´ıviduo.
Vale ressaltar que a censura intervalar generaliza as outras formas de censura
(esquerda ou direita). No caso da censura a esquerda temos T ∈ (0, L], ou seja,
L = 0. Para a censura a direita temos que T ∈ [U,∞), isto e´, U =∞.
Censura Intervalar
Sa˜o estudados dois casos de censura intervalar:
Caso 1. Seja (T1, L1), . . . , (Tn, Ln) uma amostra de varia´veis aleato´rias no espac¸o
R2+ em que os Ti e Li sa˜o varia´veis independentes (na˜o negativas) com func¸a˜o de
distribuic¸a˜o F e G, respectivamente. Neste caso, a u´nica varia´vel que e´ observada e´
Li (“observac¸o˜es de tempo”) e seja δi = I{Ti≤Li} em que IA e´ a varia´vel indicadora de




{δi logF (Li) + (1− δi) log(1− F (Li))}, (2.7)
em que F (t) = P (Ti ≤ t) e´ estritamente cont´ınua.
Caso 2. Seja (T1, L1, U1), . . . , (Tn, Ln, Un) uma amostra aleato´ria no espac¸o R3+,
em que Ti e´ uma varia´vel aleato´ria (na˜o negativa) com func¸a˜o de distribuic¸a˜o F , e Li
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e Ui sa˜o varia´veis aleato´rias (na˜o negativas), independentes de Ti, com distribuic¸a˜o
conjunta H e P (Li ≤ Ui) = 1. Neste caso, as varia´veis que podem ser observadas sa˜o
(Li, Ui) (as “observac¸o˜es do tempo”) e δ = I{Ti≤Li}, γi = I{Ti∈(Li,Ui]}. Nesse caso, as









{δi logF (Li) + γi log(F (Ui)− F (Li)) + (1− δi − γi) log(1− F (Ui))}.
(2.9)
2.2.1 Presenc¸a de Varia´veis Explicativas
Ale´m do tempo de sobreviveˆncia e da varia´vel indicadora de censura, tambe´m pode-
mos observar nos dados algumas varia´veis que explicam parte da variac¸a˜o no tempo
de sobreviveˆncia, como: sexo, idade, tratamento, dentre outras. Estas varia´veis sa˜o
chamadas de “varia´veis explicativas” ou “covaria´veis”. Quando os tempos de sobre-
viveˆncia esta˜o relacionados com essas varia´veis, dizemos que a populac¸a˜o em estudo
e´ heterogeˆnea, caso contra´rio ela e´ homogeˆnea.
Muitas vezes, o objetivo da pesquisa na˜o e´ apenas estudar o tempo que certo
evento leva para ocorrer, mas tambe´m poss´ıveis tratamentos ou caracter´ısticas que
podem alterar esse tempo. Assim, temos na ana´lise de sobreviveˆncia a varia´vel tempo
de sobreviveˆncia, a varia´vel indicadora de censura e um vetor de varia´veis explicativas
dispon´ıveis para ana´lise. Um complicador para essa ana´lise ocorre quando as varia´veis
explicativas dependem do tempo, ou seja, no fim do experimento a varia´vel explicativa
pode ter valores diferentes dos valores do in´ıcio do estudo. Isso acontece quando, por




A famı´lia de distribuic¸o˜es Weibull foi proposta originalmente em 1939 e sua am-
pla aplicabilidade foi tambe´m discutida em 1951 e 1954, pelo f´ısico sueco Waloddi
Weibull (Weibull, 1951). Devido a` sua grande flexibilidade e simplicidade em se
adaptar a diversos fenoˆmenos, essa distribuic¸a˜o tem sido muito utilizada para ex-
plicar a variabilidade de fenoˆmenos temporais e na˜o-temporais, tendo grande apli-
cabilidade na modelagem de dados biome´dicos e industriais. Alguns exemplos de
ocorreˆncia de varia´veis aleato´rias na˜o-negativas e temporais podem ser observados
em tempos de sobreviveˆncia, tempos de espera, durac¸a˜o de epidemias etc. Exem-
plos na˜o-temporais de varia´veis na˜o-negativas incluem resisteˆncia de materiais, di-
menso˜es de part´ıculas, n´ıveis pluviome´tricos etc. Embora as distribuic¸o˜es Exponen-
cial e Gama fornec¸am ajustes razoa´-veis para a distribuic¸a˜o de frequ¨eˆncia de algumas
dessas varia´veis aleato´rias, em alguns casos esse ajuste pode ser insatisfato´rio. A
distribuic¸a˜o de Weibull se mostra mais eficiente para o estudo desses fenoˆmenos. Sua















, t ≥ 0, (2.10)
em que β > 0 e λ > 0 sa˜o os paraˆmetros. O paraˆmetro β determina a forma da curva
da func¸a˜o densidade. Alguns valores de β podem resultar em outras distribuic¸o˜es.
Como exemplo temos, quando β = 1, a distribuic¸a˜o exponencial com paraˆmetro
θ = 1
λ
e, sendo assim, a distribuic¸a˜o exponencial e´ um caso particular da distribuic¸a˜o
de Weibull. O paraˆmetro β e´ chamado de paraˆmetro de forma. Temos que λ e´ o
paraˆmetro de escala. Ao avaliarmos graficamente a func¸a˜o densidade de probabili-
dade, alterar o valor de λ equivale a mudar a escala do eixo das abscissas.
A func¸a˜o de distribuic¸a˜o e´ dada por:
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Uma caracter´ıstica relevante para o uso da distribuic¸a˜o Weibull na modelagem
de tempos de sobreviveˆncia e´ sua abrangeˆncia com relac¸a˜o a`s diferentes formas de
func¸o˜es de risco. Para β < 1, teˆm-se func¸a˜o de risco mono´tona decrescente (ocorre
em processos onde o nu´mero de falhas e´ grande no in´ıcio e decai com o tempo, como
por exemplo, mortalidade infantil). Para β > 1, a func¸a˜o sera´ mono´tona crescente
(geralmente em processos em que ha´ materiais submetidos a desgaste). E para β = 1,
teˆm-se a distribuic¸a˜o exponencial com func¸a˜o de risco constante.
As expresso˜es para a me´dia e a variaˆncia da distribuic¸a˜o Weibull incluem o uso
da func¸a˜o gama, isto e´,




























A distribuic¸a˜o gama e´ caracterizada por dois paraˆmetros λ e β, e pertence a famı´lia
das distribuic¸o˜es de probabilidade cont´ınuas. As distribuic¸o˜es exponencial e Qui-
quadrado sa˜o casos especiais da distribuic¸a˜o gama.




xλ−1 e−βx; E(X) =
λ
β
; V ar(X) =
λ
β2
em que x, λ e β > 0.
2.3.3 Distribuic¸a˜o Log-Normal
Assim como a distribuic¸a˜o Weibull, a distribuic¸a˜o log-normal e´ muito utilizada na
caracterizac¸a˜o de tempos de sobreviveˆncia.
Uma varia´vel aleato´ria Y ∼ LN(µ, σ2), se seu logaritmo X = log(Y ) segue uma











; x > 0
Sua func¸a˜o de sobreviveˆncia e´ denotada por





em que Φ(.) e´ a func¸a˜o de distribuic¸a˜o acumulada de uma varia´vel normal padra˜o.
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2.4 Tempos de Falhas Multivariados
No caso univariado de dados de sobreviveˆncia, e´ considerado que os tempos de
sobreviveˆncia de indiv´ıduos distintos sa˜o independentes. Embora essa suposic¸a˜o seja
adequada para muitos estudos, ela pode na˜o ser va´lida para outros. Algumas vezes,
os tempos de sobreviveˆncia sa˜o observados em grupos homogeˆneos de indiv´ıduos, e
portanto os tempos, dentro de cada grupo, podem na˜o ser mutuamente independentes.
Por exemplo quando sa˜o observados tempos de sobreviveˆncia em indiv´ıduos de uma
mesma famı´lia, espera-se que esses tempos apresentem certa semelhanc¸a que na˜o
seriam observadas entre indiv´ıduos sem lac¸os familiares. Portanto e´ razoa´vel supor
que existe associac¸a˜o entre os tempos de um mesmo grupo.
Outra situac¸a˜o em que podemos observar associac¸a˜o entre os tempos e´ quando,
por exemplo, cada individuo de um estudo esta´ sujeito a mu´ltiplos eventos do mesmo
tipo, conhecidos como eventos recorrentes, tais como ataques epile´ticos ou ataques
card´ıacos. Podem-se observar tambe´m eventos de tipos diferentes no mesmo indi-
viduo, tais como mu´ltiplas sequelas em pacientes com doenc¸as croˆnicas.
Situac¸o˜es como as citadas, em que e´ razoa´vel supor a existeˆncia de associac¸a˜o entre
os tempos de sobreviveˆncia, caracterizam dados de sobreviveˆncia multivariados. Neste
trabalho sera˜o considerados apenas os casos de tempos de sobreviveˆncia bivariados.
Os tempos de sobreviveˆncia multivariados sa˜o obtidos quando:
• Dois ou mais eventos, do mesmo tipo ou de tipos diferentes, ocorrem no mesmo
indiv´ıduo;
• Eventos ocorrem em indiv´ıduos que esta˜o agrupados pelo planejamento usado no
estudo, e existe raza˜o para assumir uma poss´ıvel estrutura de correlac¸a˜o entre os
tempos de falha de indiv´ıduos do mesmo grupo, sendo que existe independeˆncia
entre os grupos.
2.4.1 Caso Bivariado
Sejam T1 e T2 varia´veis aleato´rias cont´ınuas e positivas, e H sua func¸a˜o de distribuic¸a˜o
conjunta. Suponha que existe um mecanismo de censura, independente de (T1, T2),
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portanto o par (T1, T2) na˜o e´ observado diretamente. Enta˜o, em vez de uma ob-
servac¸a˜o (t1, t2), observaremos uma regia˜o retangular R ⊂ R2. Portanto os dados
consistem de N observac¸o˜es de retaˆngulos R1, . . . , RN , e o objetivo e´ calcular o esti-
mador de ma´xima verossimilhanc¸a (EMV) Hˆn de H.
Nossa amostra sera´ composta pelos tempos de observac¸a˜o ou ve´rtices dos retaˆngulos
R1, . . . , RN representados por [L11, U11] × [L21, U21], . . . , [L1N , U1N ] × [L2N , U2N ] em
que T1i ∈ [L1i, U1i] e T2i ∈ [L2i, U2i], ressaltando que podemos ter L.i = 0 e U.i =∞.
Na figura (2.1) apresentamos um exemplo gra´fico para esse tipo de dados.
Figura 2.1: Representac¸a˜o gra´fica Censura Intervalar Bivariada





[H(U1i, U2i)−H(U1i, L2i)−H(L1i, U2i) +H(L1i, L2i)] (2.16)
Calcular o estimador de ma´xima verossimilhanc¸a parame´trico Hˆn diretamente a
partir de (2.16) pode na˜o ser uma tarefa trivial, pois na˜o sabemos se estamos lidando
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com tempos de falhas independentes, e portanto obter a estrutura de dependeˆncia
entre T1 e T2 exige o conhecimento do tipo e grau de dependeˆncia entre as varia´veis.
Para tentar lidar com esse problema, utilizaremos os modelos de co´pulas. Assim
como no caso univariado o estimador de ma´xima verossimilhanc¸a na˜o-parame´trico de




O uso de co´pulas se mostrou uma ferramenta muito u´til para modelar uma func¸a˜o
de distribuic¸a˜o conjunta de varia´veis de interesse. Em particular, ganhou importaˆncia
por ser uma func¸a˜o relativamente simples para descrever estrutura de dependeˆncia
entre varia´veis aleato´rias com distribuic¸a˜o conjunta. Como um modelo de estrutura
de dependeˆncia, as co´pulas possuem diversas vantagens sobre outras medidas de de-
pendeˆncia, como por exemplo, o coeficiente de correlac¸a˜o linear. O uso de co´pulas
permite modelar dependeˆncias lineares e na˜o lineares, e tambe´m mensurar o grau de
dependeˆncia na cauda de distribuic¸o˜es.
Co´pula e´ uma func¸a˜o de distribuic¸a˜o multivariada com func¸o˜es de distribuic¸a˜o
marginais uniformes, denotada por C. Seja T1 e T2 os tempos de falha, e seja (S1, S2)
e (F1, F2) as respectivas func¸o˜es de sobreviveˆncia e distribuic¸a˜o, enta˜o as func¸o˜es de
sobreviveˆncia e distribuic¸a˜o conjuntas de T1 e T2 (Nelsen 2006), sa˜o dadas por
S (t1, t2) = C (S1 (t1) , S2 (t2))
F (t1, t2) = C (F1 (t1) , F2 (t2))
Para o caso bivariado, a forma da co´pula e´ a maneira mais fa´cil de expressar e gerar
distribuic¸o˜es conjuntas. No caso bivariado, a co´pula e´ uma func¸a˜o C : [0, 1]2 → [0, 1]
tal que:




C(u1, u2) = 0 para algum i,
lim
ui→1
C(u1, u2) = 1 para i = 1, 2,
e
C(u, 1) = u e C(1, v) = v
Para todo u1, u2, v1, v2 em [0, 1] tal que 0 ≤ u1 ≤ u2 ≤ 1 e 0 ≤ v1 ≤ v2 ≤ 1,
C(u2, v2)− C(u1, v2)− C(u2, v1) + C(u1, v1) ≥ 0
Quando F1 (t1) = u e F2 (t2) = v, a func¸a˜o co´pula C (F1 (t1) , F2 (t2)) e´ a func¸a˜o
de distribuic¸a˜o bivariava. Inversamente qualquer func¸a˜o de distribuic¸a˜o bivariava
F (t1, t2) com func¸o˜es marginais continuas F1 e F2 podem ser unicamente expressas
por uma func¸a˜o co´pula.
C (u, v) = F
(




Teorema de Sklar: Seja F uma func¸a˜o de distribuic¸a˜o conjunta bivariada das
varia´veis cont´ınuas T1 e T2 com marginais F1 e F2 respectivamente. Existe uma co´pula
C (isto e´, uma func¸a˜o de distribuic¸a˜o bivariada em [0, 1]2 com func¸o˜es de distribuic¸a˜o
marginais uniformes) de tal modo que, para −∞ < t1 <∞,−∞ < t2 <∞,
F (t1, t2) = P (T1 < t1, T2 < t2) = C (F1 (t1) , F2 (t2)) (3.1)
Note que o teorema de Sklar implica simplesmente que C(u, v) = P (U < u, V < v)
para varia´veis aleato´rias uniformes U e V em [0, 1].
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Teorema (Limites de Fre´chet-Hoeffding) Para toda co´pula C e todo (u, v) em
[0, 1]2,
max(u+ v − 1, 0) ≤ C(u, v) ≤ min(u, v)
Note que pelo teorema de Sklar’s F (t1, t2) = C(F1(t1), F2(t2)), em que C (u, v) =
F
(




e u = F1(t1), v = F2(t2). Enta˜o
max(F1(t1) + F2(t2)− 1, 0) ≤ F (t1, t2) ≤ min(F1(t1), F2(t2))
Para se obter a func¸a˜o de distribuic¸a˜o conjunta multivariada a partir de uma
co´pula, e´ necessa´ria apenas uma simples transformac¸a˜o em cada varia´vel marginal,
em que cada marginal transformada tem distribuic¸a˜o uniforme. Portanto a estrutura
de dependeˆncia pode ser expressa como uma distribuic¸a˜o multivariada sobre as uni-
formes obtidas, e uma co´pula e´ precisamente uma distribuic¸a˜o multivariada a partir
de varia´veis aleato´rias marginalmente uniformes.
Especificar a dependeˆncia entre os tempos de falha T1 e T2, e´ o mesmo que es-
pecificar a dependeˆncia entre U e V , o que pode ser uma tarefa infinitamente mais
simples.
Neste caso, ha´ muitas famı´lias de co´pulas que diferem no detalhe da dependeˆncia
que elas representam.
3.1.1 Co´pulas Arquimedianas
A Co´pula Arquimediana e´ um me´todo conveniente para modelar um distribuic¸a˜o
bivariada, devido a` sua forma simples e uma variedade de estruturas de dependeˆncia.
O uso de transformadas de Laplace leva a construc¸a˜o de co´pulas Arquimedianas.
Especificamente, seja ϕ uma func¸a˜o monotonicamente decrescente de [0, 1]→ [0,∞)
tal que ϕ(1) = 0 e ϕ
′′
(x) > 0. Defina a pseudo inversa como: ϕ[−1](x) = ϕ−1(x)
para 0 ≤ x ≤ ϕ(x) e zero para ϕ(0) ≤ x ≤ ∞. Note que se ϕ(0) = ∞, enta˜o
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ϕ[−1] = ϕ−1. Para nu´meros reais u e v, uma co´pula Arquimediana C, de varia´veis
aleato´rias bivariadas U e V e´ definda:
C(u, v) = ϕ[−1](ϕ(u) + ϕ(v)) (3.2)
em que ϕ : [0, 1]→ [0,∞), e ϕ e´ chamado de gerador da co´pula.
Co´pula Arquimedianas envolvem um paraˆmetro de dependeˆncia caudal, tambe´m
conhecido com paraˆmetro de associac¸a˜o. Este paraˆmetro descreve a magnitude da
dependeˆncia na cauda inferior ou superior de uma distribuic¸a˜o multivariada e pode
ser utilizado para analisar a dependeˆncia entre valores extremos. O gerador ϕ conte´m
todas a informac¸a˜o sobre a estrutura de dependeˆncia de uma distribuic¸a˜o multivari-
ada de varia´veis aleato´rias em termos do paraˆmetro de associac¸a˜o θ.
Baseado no n´ıvel da estrutura de dependeˆncia caudal, sera˜o consideradas qua-
tro famı´lias de co´pulas Arquimedianas: Gumbel, Clayton, Frank e co´pula da inde-
pendeˆncia. Como pode-se observar na figura 3.1:
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Figura 3.1: Densidade das co´pulas de Independeˆncia, Gumbel, Clayton e Frank (Lee
et al., 2011)
Gumbel:








e ϕ (t) = (− log t)θ para θ ≥ 1. θ = 1 implica independeˆncia entre as distribuic¸o˜es.
Quando θ → ∞, a co´pula de Gumbel atinge o limite inferior de Fre´chet, portanto a
distribuic¸a˜o e´ caracterizada por valores extremos. Isso implica alta dependeˆncia na
cauda superior.
Clayton:
C (u, v; θ) =
(
u−θ + v−θ − 1)− 1θ
e ϕ (t) =
t−θ − 1
θ
para θ > 0. Quando θ →∞, a co´pula de Clayton atinge o limite
superior de Fre´chet, portanto implica alta dependeˆncia na cauda inferior. E θ → 0
implica independeˆncia entre as distribuic¸o˜es.
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Frank:






e−θu − 1) (e−θv − 1)
(e−θ − 1)
]





para θ 6= 0. Quando θ →∞, a co´pula de Frank atinge
o limite superior de Fre´chet, e quando θ → −∞ atinge o limite inferior de Fre´chet.
Quando θ → 0 implica independeˆncia entre as distribuic¸o˜es.
Independeˆncia:
C(u, v) = u.v
e ϕ (t) = − log t
A dependeˆncia caudal de co´pulas pode ser ilustrada pela sua func¸a˜o densidade.
f(x1, x2) = c(F1(x1), F2(x2))f1(x1)f2(x2)
em que c e´ a densidade de C e f1 e f2 sa˜o as marginais.
3.1.2 Associac¸a˜o






C(u, v)dC(u, v)− 1 (3.3)
Pela expressa˜o (4.3) Kendall’s τ e´ calculado pela co´pula que conte´m o paraˆmetro
de associac¸a˜o θ. Por outro lado, o paraˆmetro de associac¸a˜o θ pode ser obtido pelo
Kendall’s τ calculado a partir dos dados. Para co´pulas Arquimedianas bivariadas, em
que as duas varia´veis sa˜o absolutamente cont´ınuas, o coeficiente τ pode ser calculado
pela seguinte expressa˜o:
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O gerador da co´pula possui o paraˆmetro de associac¸a˜o, e a partir de (4) o gerador


















et − 1 dt
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3.1.3 Distribuic¸o˜es Marginais Weibull
Dadas duas distribuic¸o˜es marginais Weibull




, i = 1, 2
E´ poss´ıvel construir uma distribuic¸a˜o bivariada F (t1, t2) tal que F (t1, t2) =



































O paradigma Bayesiano consiste em especificar um modelo de probabilidade para
os dados observados D, dado um vetor de paraˆmetros desconhecidos θ, levando em
conta a func¸a˜o de verossimilhanc¸a L(θ|D). Enta˜o assume-se que o vetor θ e´ aleato´rio
e tem distribuic¸a˜o a priori denotada por pi(θ). A infereˆncia quanto a θ e´ em seguida
baseada na distribuic¸a˜o a posteriori, obtida pelo teorema de Bayes. A distribuic¸a˜o a




em que Θ denota o espac¸o parame´trico de θ. A partir de (3.1) nota-se que pi(θ|D)
e´ proporcional a verossimilhanc¸a multiplicada pela priori,
pi(θ|D) ∝ L(θ|D)pi(θ)
e portanto envolve a contribuic¸a˜o dos dados observados atrave´s de L(θ|D), e uma
contribuic¸a˜o da informac¸a˜o a priori quantificada em pi(θ). A quantidade m(D) =∫
Θ
L(θ|D)pi(θ) dθ e´ a constante normalizadora de pi(θ|D), e e´ comumente chamada
de distribuic¸a˜o marginal dos dados ou distribuic¸a˜o a priori preditiva.
Na maioria dos modelos e aplicac¸o˜es, m(D) na˜o possui uma forma anal´ıtica
fechada, e portanto pi(θ|D) nao possui forma fechada. No entanto, existem diver-
sos me´todos computacionais para simulac¸a˜o de amostras da distribuic¸a˜o a posteriori
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pi(θ|D) assim como me´todos para estimar m(D). Um dos mais conhecidos me´todos
computacionais para simulac¸a˜o de amostras de pi(θ|D) e´ chamado de Amostrador
de Gibbs. O Amostrador de Gibbs e´ um poderoso algor´ıtimo de simulac¸a˜o que
permite amostrar a partir de pi(θ|D) sem precisar do conhecimento da constante
normalizadora m(D). Outro importante me´todo computacional e´ o algoritmo de
Metropolis-Hastings. Existem tambe´m diversos outros algoritmos hibr´ıdos.
Entre os me´todos de Monte Carlo via Cadeias de Markov (MCMC), os mais uti-
lizados sa˜o o Amostrador de Gibbs e Metropolis-Hastings. Quando a gerac¸a˜o na˜o-
iterativa da distribuic¸a˜o da qual se deseja obter uma amostra for muito complicada
ou custosa, recomenda-se em geral o uso de algoritmos MCMC.
Os me´todos MCMC consistem em simular observac¸o˜es diretas de alguma dis-
tribuic¸a˜o complexa de interesse, no caso bayesiano a distribuic¸a˜o a posteriori, que sa˜o
ligeiramente dependentes. A ide´ia desse me´todo e´ transformar um problema esta´tico,
em um problema de natureza dinaˆmica, construindo um processo estoca´stico tem-
poral artificial, simples de simular e que convirja na distribuic¸a˜o de interesse. Este
processo temporal artificial simulado e´ em geral uma Cadeia de Markov homogeˆnea.
Para melhor entendimento desse me´todo, precisamos de algumas definic¸o˜es.
Processo Estoca´stico: E´ uma famı´lia de varia´veis aleato´rias {Xt}t≥0 definidas
sobre o espac¸o de probabilidade (Ω,F ,P), no qual t e´ um paraˆmetro linear ao longo
de um conjunto de ı´ndices T .
Cadeia de Markov: E´ um caso particular de um processo estoca´stico, de tempo
discreto e varia´veis discretas, no qual os estados futuros sa˜o independentes dos estados
passados, dado o estado presente.
p(θ(t+1) | θ(1), θ(2), ... , θ(t)) = p(θ(t+1) | θ(t))
A propriedade que a distribuic¸a˜o do estado seguinte e´ conhecida, sabendo-se ape-
nas o estado atual, e´ conhecida como ”perda de memo´ria”, ou propriedade de Markov.
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Integrac¸a˜o de Monte Carlo: Simulac¸o˜es que aproximam numericamente inte-
grais.
Se queremos resolver uma integral qualquer I, podemos aproximar I a partir do
estimador Iˆn e Iˆn → I e´ um estimador simulado consistente se n → ∞. Isso deve
ser verdade a partir da Lei Forte dos Grandes Nu´meros para Cadeias de Markov,
pore´m e´ necessa´rio que a sequeˆncia de observac¸o˜es seja independente. Na˜o e´ poss´ıvel
gerar uma sequeˆncia de amostras independentes, mas e´ poss´ıvel simular uma sequeˆncia
ligeiramente dependente utilizando uma Cadeia de Markov, e enta˜o obter quantidades
de interesse a partir das amostras simuladas (posteriori).
E´ importante salientar que os valores gerados a partir de uma simulac¸a˜o iterativa
na˜o sa˜o considerados independentes. Desse modo, e´ usual obter muitas iterac¸o˜es do
me´todo, e descartar uma quantidade suficiente das primeiras observac¸o˜es simuladas,
para obter amostras independentes da distribuic¸a˜o, processo conhecido como Burn-in.
4.1.1 Amostrador de Gibbs
O Amostrador de Gibbs e´ um dos mais conhecidos algoritmos MCMC na literatura
computacional Bayesiana. Como discutido em Besag & Green (1993), o Amostrador
de Gibbs foi baseado nas ide´ias de Grenander (1983), e formalmente desenvolvido por
Geman & Geman (1984). Foi primeiramente utilizado em problemas de infereˆncia
Bayesiana por Gelfand & Smith (1990).
O me´todo consiste em obter amostras de uma distribuic¸a˜o conjunta p(θ1, ..., θk), no
nosso caso a distribuic¸a˜o a posteriori, a partir de um processo iterativo de amostragem
de uma cadeia de Markov. Para utilizar o me´todo, precisamos conhecer as dis-
tribuic¸o˜es condicionais completas dos k paraˆmetros da distribuic¸a˜o conjunta, rep-
resentadas por
pi(θ1 | θ2, θ3, . . . , θk−1, θk),
pi(θ2 | θ1, θ3, . . . , θk−1, θk),
...
pi(θk | θ1, θ2, θ3, . . . , θk−1)
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As etapas do algoritmo sa˜o:
1. Escolha arbitrariamente um vetor de valores iniciais θ(0) = (θ
(0)
1 , . . . , θ
(0)
k ), e
defina i = 0
2. Gere θ(i+1) = (θ
(i+1)
1 , . . . , θ
(i+1)
k ), como a seguir:
• Gere θ(i+1)1 ∼ pi(θ1|θ(i)2 , θ(i)3 , . . . , θ(i)k , D);
• Gere θ(i+1)2 ∼ pi(θ2|θ(i+1)1 , θ(i)3 , . . . , θ(i)k , D);
...
• Gere θ(i+1)k ∼ pi(θk|θ(i+1)1 , θ(i+1)2 , . . . , θ(i+1)k−1 , D).
3. Defina i=i+1 e volte ao passo 2.
Assim cada componente do vetor θ e´ visitado em sua ordem natural e um ciclo
nesse esquema requer a gerac¸a˜o de k amostras aleato´rias. Gelfand & Smith (1990)
mostrou que, sob certas condic¸o˜es de regularidade, a sequeˆncia
{
θ(i), i = 1, 2, . . .
}
tem distribuic¸a˜o estaciona´ria pi(θ|D). Schervish & Carlin (1992) forneceram condic¸a˜o
suficiente que garantiu a convergeˆncia geome´trica da sequeˆncia.
4.1.2 Metropolis-Hastings
O algoritmo Metropolis-Hastings foi desenvolvido por Metropolis et al. (1953) e gen-
eralizado por Hastings (1970). Assim como o Amostrador de Gibbs, esse e´ um dos
me´todos mais importantes e difundidos dentre os algoritmos MCMC, e particular e´
utilizado quando as distribuic¸o˜es condicionais a posteriori sa˜o complexas, na˜o pos-
suem forma fechada, impossibilitando a gerac¸a˜o direta a partir dessas distribuic¸o˜es.
Para aplicac¸a˜o do algoritmo e´ necessa´ria a escolha de uma densidade de transic¸a˜o
q(θ,θ∗) que representara´ a regra de passagem que define a cadeia. Tambe´ define-se
U ∼ Uniforme(0, 1).
Enta˜o, uma versa˜o geral do algoritmo Metropolis-Hastings para amostragem da
distribuic¸a˜o a posteriori pi(θ|D) pode ser descrita como a seguir:
1. Escolha arbitrariamente um ponto de partida θ(0) e defina i = 0.
2. Gere um valor candidato θ∗ a partir de q(θ(i), .) e u ∼ U(0, 1).
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3. Defina θ(i+1) = θ∗ se u ≤ α(θ(i),θ∗) ou θ(i+1) = θ(i) caso contra´rio, em que a




pi(θ(i)|D) q(θ(i),θ∗) , 1
}
4. Defina i = i+ 1, e volte para o passo 2.
Repita o procedimento acima ate´ atingir a convergeˆncia da cadeia. Geralmente
e´ escolhido um nu´mero N de iterac¸o˜es e depois verificada se a cadeia (amostra de
pi(θ|D)) gerada e´ estaciona´ria.
4.2 Metodologia Bayesiana versus Frequentista
Uma pergunta natural sobre a metodologia bayesiana e´ o que ela oferece de vantagem
em relac¸a˜o aos me´todos frequentistas na ana´lise de sobreviveˆncia. Existem diversas
vantagens como:
• Modelos de sobreviveˆncia sa˜o em geral dif´ıceis de se ajustar, especialmente
na presenc¸a de esquemas complexos de censura. Utilizando o Amostrador de
Gibbs ou qualquer outra te´cnica MCMC, ajustar modelos de sobreviveˆncia com-
plexos se torna uma tarefa bem mais simples. Ale´m disso, simulac¸o˜es MCMC
nos permitem realizar infereˆncias para qualquer tamanho de amostra sem pre-
cisar recorrer a` ca´lculos assinto´ticos. No paradigma frequentista, estimativas
de variaˆncia, por exemplo, usualmente requerem argumentos assinto´ticos o que
pode ser bastante complicado ou mesmo na˜o poss´ıvel, ou seja, necessita-se que
o tamanho da amostra seja suficiente para que a aproximac¸a˜o assinto´tica seja
va´lida. Enquanto isso, na metodologia bayesiana basta obter a distribuic¸a˜o a
posteriori seja analiticamente ou por simulac¸a˜o.
• O me´todo bayesiano permite incorporar informac¸a˜o a priori ao modelo, por
exemplo, no caso de dados histo´ricos. Para muitos modelos a infereˆncia cla´ssica
pode ser considerada como um caso especial da infereˆncia bayesiana com prioris
na˜o informativas, como uma priori uniforme. Nesse caso a posteriori sera´ a
estimativa de ma´xima verossimilhanc¸a.
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• A ana´lise bayesiana fornece ferramentas simples para comparac¸a˜o de ajuste
entre modelos via BIC (bayesian information criterion) ou crite´rio de selec¸a˜o
do modelo obtido pelo amostrador de Gibbs. Na estat´ıstica frequentista na˜o
existe um me´todo unificado para comparac¸a˜o entre modelos e muitas vezes sa˜o
requeridos argumentos assinto´ticos.
• Varia´veis com na˜o resposta ou valores missings sa˜o tratados como paraˆmetros na
infereˆncia bayesiana e resultam apenas em pequenas mudanc¸as nos algor´ıtimos
computacionais, enquanto na metodologia cla´ssica exigem me´todos computa-
cionais mais sofisticados, o que pode se tornar algo complicado.
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5. Simulac¸a˜o
5.1 Simulac¸a˜o dos tempos de falha dependentes
Trabalhar com dados simulados tem grande importaˆncia no cena´rio cientifico atual,
em que dispomos de equipamentos e softwares robustos para realizar diversos tipos de
ana´lises, nos permitindo estudar novos modelos matema´ticos ou te´cnicas estat´ısticas,
antes de aplica´-los a dados reais. Tambe´m nos permite comparar novos me´todos com
os ja´ existentes, quanto a`s suas propriedades assinto´ticas ou qualidade do ajuste.
A partir de amostras univariadas uniformes independentes pode-se obter amostras
de uma distribuic¸a˜o univariada qualquer, atrave´s de va´rios procedimentos. Um desses
me´todos e´ conhecido como me´todo da func¸a˜o de distribuic¸a˜o inversa ou me´todo da
transformac¸a˜o integral de probabilidade. Para se obter uma observac¸a˜o t de uma
varia´vel aleato´ria T com func¸a˜o de distribuic¸a˜o F , gere uma varia´vel U ∼ U(0, 1) e
fac¸a t = F (−1)(u), em que F (−1) e´ a func¸a˜o quasi-inversa de F .
Nosso objetivo e´ gerar uma amostra (t1, t2) de um vetor aleato´rio dos tempos de
falha (T1, T2) com distribuic¸a˜o conjunta H, em que T1 e T2 possuem distribuic¸o˜es
marginais F e G respectivamente. Poder´ıamos simular um par (t1, t2) a partir das
varia´veis aleato´rias U ∼ U(0, 1) e V ∼ U(0, 1) e realizar as seguintes transformac¸o˜es
t1 = F
(−1)(u) e t2 = F (−1)(v), pore´m na˜o ter´ıamos, caso exista, a representac¸a˜o da
estrutura de dependeˆncia entre os tempos (t1, t2).
Enta˜o para simular amostras do vetor (T1, T2) com dependeˆncia entre os tempos
de falha, utilizaremos o me´todo da distribuic¸a˜o condicional por co´pulas. Pelo teorema
de Sklar, temos que o par (T1, T2) de varia´veis aleato´rias com func¸a˜o de distribuic¸a˜o
conjunta H(t1, t2) possui uma co´pula associada C(u, v), em que u = F (t1) e v = G(t2).
Para simular a amostra (t1, t2) pelo me´todo da distribuic¸a˜o condicional, pre-
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cisamos gerar primeiramente o par (u, v) de observac¸o˜es uniformes (0, 1) das variave´is
aleato´rias (U, V ) com distribuic¸a˜o conjunta C. Para tal necessitamos da distribuic¸a˜o
condicional de V dado U = u, denotada por FV |U (v|u):






















Enta˜o o seguinte algoritmo e´ utilizado para gerar os tempos de falha (t1, t2):
1. Gere u ∼ U(0, 1) e x ∼ U(0, 1) independentes;






3. Fac¸a t1 = F
(−1)
U (u) e t2 = G
(−1)
V (v).
O par (t1, t2) possui func¸a˜o de distribuic¸a˜o conjunta H unicamente determinada
pela co´pula Cα, com paraˆmetro de dependeˆncia α.
O procedimento descrito gera tempos exatos (T1, T2) com distribuic¸o˜es marginais
F e G respectivamente, e distribuic¸a˜o conjunta H . Pore´m o interesse esta´ em como
trabalhar com dados censurados, enta˜o tambe´m iremos gerar observac¸o˜es das varia´veis
aleato´rias dos tempos de observac¸a˜o L1, U1, L2 e U2, que sa˜o independentes de T1 e
T2. A partir das varia´veis T1, L1, U1, T2, L2 e U2 obtemos as varia´veis indicadoras
de censura δ1, γ1, δ2 e γ2. Para o desenvolvimento deste trabalho sera˜o utilizadas as
amostras simuladas compostas pelas vaia´veis (L1i, U1i,δ1i, γ1i) e (L2i, U2i,δ2i, γ2i).
As co´pulas Cα utilizadas para gerac¸a˜o das amostras do estudo sa˜o as co´pula de
Clayton, Frank e Gumbel.























(e−θ − 1) + (e−θu − 1)(e−θv − 1) = x
x(e−θ − 1) + x(e−θu − 1)(e−θv − 1) = (e−θv − 1)e−θu
xeθu(e−θ − 1) + xeθu(e−θu − 1)(e−θv − 1) = (e−θv − 1)
xeθu(e−θu − 1)(e−θv − 1)− (e−θv − 1) = −xeθu(e−θ − 1)
(e−θv − 1) [xeθu(e−θu − 1)− 1] = −xeθu(e−θ − 1)
(e−θv − 1) = −xe
θu(e−θ − 1)







1 + x(eθu − 1)
]
Utilizaremos a distribuic¸a˜o Weibull F e G, e com isso temos:
F
(−1)








5.1.1 Estimac¸a˜o MCMC em duas etapas
Apo´s a gerac¸a˜o dos tempos de falha dependentes utilizando o procedimento descrito
acima, foram simulados de forma independente, observac¸o˜es das varia´veis aleato´rias
dos tempos de observac¸a˜o L1, U1, L2 e U2. Primeiro foi realizada a estimac¸a˜o
Bayesiana dos paraˆmetros das distribuic¸o˜es marginais, utilizando o algoritmo Metropolis-
Hastings.
Como na˜o existe priori conjunta conjugada ao assumirmos os paraˆmetros β e λ
desconhecidos. Consideraremos β e λ independentes, em que β tem distribuic¸a˜o gama
e λ tem distribuic¸a˜o log-normal.
No primeiro esta´gio, temos as prioris para os vetores de paraˆmetros θ1 e θ2 dadas
por piθj (.), j = 1, 2, e a func¸a˜o de ma´xima verossimilhanc¸a
L(Lj, U j, δj, γj|θj) =
n∏
i=1
{[F (Lij)]δij [F (Uij)− F (Lij)]γij
× [1− F (Uij)]1−δij−γij}, j = 1, 2
(5.2)
e a distribuic¸a˜o a posteriori fica,
pi(θj|Lj,U j, δj,γj) ∝ L(Lj, U j, δj, γj|θj)piθj (θj) (5.3)
Se θ˜j e´ o estimador de θj enta˜o na segunda etapa, o estimador do paraˆmetro de
associac¸a˜o α e´ obtido pela posteriori
pi(α|L1,U 1,L2,U 2, δ1, δ2,γ1,γ2, θ˜1, θ˜2) ∝
L(L1,U 1,L2,U 2, δ1, δ2,γ1,γ2, θ˜1, θ˜2|α)piα(α)
(5.4)
em que piα(α) e´ a priori do paraˆmetro de associac¸a˜o.




[H(U1i, U2i)−H(U1i, L2i)−H(L1i, U2i) +H(L1i, L2i)] (5.5)
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com a func¸a˜o de distribuic¸a˜o conjunta H(t1, t2) para o caso da co´pula de Frank




























6. Resultados e aplicac¸a˜o a` dados
reais
6.1 Simulac¸o˜es
Nos cap´ıtulos anteriores foram expostos os me´todos utilizados para estimac¸a˜o dos
paraˆmetros das distribuic¸o˜es marginais com censura intervalar e para estimac¸a˜o do
paraˆmetro de associac¸a˜o entre essas distribuic¸o˜es, a partir de um modelo de co´pula.
Nesse cap´ıtulo sera˜o descritos os paraˆmetros utilizados nas simulac¸o˜es e os seus re-
sultados.
Um dos objetivos desse estudo de simulac¸a˜o e´ verificar se o algoritmo consegue
recuperar o valor real dos paraˆmetro. Ao lidar com dados simulados, quando sabemos
o valor real de cada paraˆmetro, podemos realizar tal verificac¸a˜o. Ale´m disso tambe´m
iremos verificar como se comportam esses estimadores com relac¸a˜o a sua variabilidade
e consisteˆncia.
Foram geradas amostras com distribuic¸a˜o Weibull e distribuic¸a˜o conjunta determi-
nada por treˆs modelos de co´pulas: Clayton, Gumbel e Frank. Para cada co´pula foram
considerados treˆs valores para o paraˆmetro de associac¸a˜o α = 1, 2 e5 e treˆs tamanhos
de amostras diferentes n = 50, 100 e 200. Para os paraˆmetros de ambas marginais
foram adotados os valores λ = 5 (paraˆmetro de escala) e beta = 2, 5 (paraˆmetro de
forma). Esse esquema resulta em 9 casos de simulac¸a˜o para cada modelo de co´pula
utilizado. Ale´m de trabalhar com o modelo de co´pula certo para ajustar os valores
dos paraˆmetros em cada caso, tambe´m ajustaremos os dados simulados utilizando os
outros dois modelos de co´pula, com isso podemos ter uma ideia dos poss´ıveis prob-
lemas que a escolha de um modelo de co´pula errado pode acarretar nas estimativas.
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Enta˜o no total desse estudo, teremos 81 casos de simulac¸a˜o. Para cada caso foram
geradas 200 amostras, totalizando 16.200 simulac¸o˜es.
Como estamos trabalhando com tempos de sobreviveˆncia na presenc¸a de censuras,
precisamos tambe´m simular os instantes de observac¸a˜o do fenoˆmeno de interesse. E
como pressuposto, esses tempos de observac¸a˜o devem ser independentes dos tempos
de falha. No algoritmo esses instantes de observac¸a˜o sa˜o gerados a partir de uma
distribuic¸a˜o uniforme. Para o primeiro instante sa˜o considerados como limites da
distribuic¸a˜o uniforme os quantis 0, 2 e 0, 4 da distribuic¸a˜o Weibull utilizada para
simular a amostra, ja´ o segundo instante utiliza como limites os quantis 0, 6 e 0, 8.
Ao realizar esse procedimento buscou-se manter um equil´ıbrio na quantidade de tipos
de censura (esquerda, intervalar e direita) para os dados simulados. Todo o restante
da metodologia utiliza essas amostras de instantes de observac¸a˜o para a estimac¸a˜o
dos paraˆmetros.
Para a estimac¸a˜o dos paraˆmetros em cada amostra gerada, foram simuladas a
partir da distribuic¸a˜o a posteriori, utilizando o algoritmo Metropolis-Hastings, uma
cadeia com 22 mil elementos. Enta˜o, sa˜o descartadas os primeiros 2 mil elementos,
procedimento conhecido como burn-in, e sa˜o selecionados 1 a cada 20 dentre os 20 mil
elementos restantes, esse me´todo visa minimizar a correlac¸a˜o entre os elementos da
cadeia (tornar a se´rie estaciona´ria), resultando em uma amostra pseudo aleato´ria de
tamanho n = 1000. A me´dia dessa amostra e´ a estimativa do paraˆmetro de interesse.
Foram consideradas as seguintes prioris vagas para os paraˆmetros das marginais:
Gama(1, 0.001) para o paraˆmetro de forma β e Lognormal(0, 100) para o paraˆmetro
de escala λ. Para os paraˆmetros de associac¸a˜o do modelo de co´pulas foram utilizadas
as prioris Gama(1, 0.001) para as co´pulas de Clayton e Frank e Normal(0, 100) para
a co´pula de Frank.
As tabelas a 6.1, 6.2 e 6.3 conte´m o valor esperado e o desvio padra˜o das estimati-
vas dos paraˆmetros das distribuic¸o˜es marginais. O modelo exposto nesse trabalho pos-
sui duas etapas independentes entre si, ou seja, na˜o ha´ associac¸a˜o entre as marginais e
o modelo co´pula adotado. Sendo assim, independente do modelo de co´pula utilizado,
na˜o se espera diferenc¸as nas estimativas dos paraˆmetros das marginais, fato que pode
ser comprovado observando essas tabelas.
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Tabela 6.1: Me´dia e [desvio padra˜o] dos paraˆmetros das marginais - Clayton
n θj, j = 1, 2 α = 1 α = 2 α = 5
50
λ1 = 5 5,15 [0,17] 5,08 [0,15] 5,10 [0,13]
β1 = 2, 5 2,57 [0,25] 2,38 [0,19] 2,50 [0,21]
λ2 = 5 5,12 [0,15] 5,15 [0,14] 5,05 [0,13]
β2 = 2, 5 2,63 [0,31] 2,47 [0,24] 2,50 [0,29]
100
λ1 = 5 5,05 [0,07] 5,03 [0,07] 5,08 [0,07]
β1 = 2, 5 2,63 [0,15] 2,56 [0,11] 2,59 [0,11]
λ2 = 5 5,11 [0,07] 5,06 [0,06] 5,04 [0,06]
β2 = 2, 5 2,48 [0,14] 2,55 [0,10] 2,63 [0,12]
200
λ1 = 5 5,01 [0,03] 5,02 [0,05] 5,02 [0,04]
β1 = 2, 5 2,49 [0,04] 2,55 [0,07] 2,50 [0,05]
λ2 = 5 5,07 [0,02] 4,99 [0,04] 5,03 [0,03]
β2 = 2, 5 2,57 [0,06] 2,56 [0,09] 2,51 [0,06]
Tabela 6.2: Me´dia e [desvio padra˜o] dos paraˆmetros das marginais - Gumbel
n θj, j = 1, 2 α = 1 α = 2 α = 5
50
λ1 = 5 5,10 [0,11] 5,04 [0,18] 5,07 [0,19]
β1 = 2, 5 2,73 [0,30] 2,60 [0,20] 2,67 [0,47]
λ2 = 5 5,08 [0,15] 5,20 [0,26] 5,16 [0,23]
β2 = 2, 5 2,59 [0,19] 2,47 [0,32] 2,62 [0,22]
100
λ1 = 5 5,09 [0,10] 5,05 [0,07] 5,02 [0,08]
β1 = 2, 5 2,49 [0,12] 2,50 [0,14] 2,59 [0,09]
λ2 = 5 5,05 [0,06] 5,06 [0,06] 5,05 [0,09]
β2 = 2, 5 2,58 [0,10] 2,44 [0,13] 2,56 [0,10]
200
λ1 = 5 4,99 [0,03] 5,07 [0,04] 5,02 [0,04]
β1 = 2, 5 2,55 [0,05] 2,49 [0,06] 2,53 [0,08]
λ2 = 5 5,02 [0,02] 5,11 [0,04] 5,01 [0,04]
β2 = 2, 5 2,53 [0,05] 2,47 [0,06] 2,56 [0,09]
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Tabela 6.3: Me´dia e [desvio padra˜o] dos paraˆmetros das marginais - Frank
n θj, j = 1, 2 α = 1 α = 2 α = 5
50
λ1 = 5 5,01 [0,16] 5,16 [0,11] 5,13 [0,21]
β1 = 2, 5 2,56 [0,30] 2,53 [0,26] 2,54 [0,28]
λ2 = 5 5,00 [0,13] 5,22 [0,18] 5,12 [0,11]
β2 = 2, 5 2,58 [0,26] 2,52 [0,29] 2,57 [0,20]
100
λ1 = 5 5,15 [0,07] 5,07 [0,07] 5,07 [0,07]
β1 = 2, 5 2,55 [0,17] 2,56 [0,10] 2,49 [0,11]
λ2 = 5 5,00 [0,06] 5,05 [0,08] 5,04 [0,06]
β2 = 2, 5 2,52 [0,12] 2,53 [0,13] 2,61 [0,11]
200
λ1 = 5 5,03 [0,03] 5,05 [0,05] 5,03 [0,03]
β1 = 2, 5 2,47 [0,04] 2,53 [0,07] 2,46 [0,10]
λ2 = 5 5,00 [0,03] 5,00 [0,03] 4,97 [0,04]
β2 = 2, 5 2,44 [0,05] 2,50 [0,06] 2,47 [0,07]
Como poˆde ser observado, em todos os casos o me´todo apresentou bons resultados
quanto ao valor das estimativas, ale´m de ter seu v´ıcio e variaˆncia reduzidos para
amostras maiores.
Os resultados das simulac¸o˜es para a estimac¸a˜o do paraˆmetro de associac¸a˜o α
esta˜o dispon´ıveis nas tabelas 6.4 e 6.5. Em algumas situac¸o˜es o me´todo apresentou
estimativas significativamente distantes do valor real do paraˆmetro, esse problema
ocorreu quando os dados foram gerados a partir da Co´pula de Gumbel com α = 5,
para esse valor o coeficiente de dependeˆncia τ de Kendall e´ τ = 0, 8, e representa forte
associac¸a˜o entre as varia´veis. Esse problema ocorreu em cerca de 18% das estimativas,
e estas foram descartadas.
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α = 1 α = 2 α = 5 α = 1 α = 2 α = 5 α = 1 α = 2 α = 5
Clayton
n = 50 1,17 2,72 7,16 1,35 2,31 8,21 3,67 6,35 26,33
n = 100 1,22 2,08 6,05 1,09 2,27 6,12 3,31 5,96 15,29
n = 200 1,03 1,94 5,20 1,09 2,04 5,42 3,14 5,78 12,95
Gumbel
n = 50 1,13 2,14 12,65 1,13 2,51 9,01 0,92 6,00 36,26
n = 100 1,06 2,05 9,88 1,08 2,17 6,82 0,64 6,03 31,61
n = 200 1,03 1,89 8,73 1,06 2,13 5,62 0,43 5,52 24,35
Frank
n = 50 0,42 0,69 1,98 1,19 1,36 2,13 1,44 2,12 5,70
n = 100 0,27 0,60 1,86 1,17 1,29 2,01 1,33 2,26 5,33
n = 200 0,26 0,56 1,71 1,15 1,28 1,97 1,22 2,07 5,26





α = 1 α = 2 α = 5 α = 1 α = 2 α = 5 α = 1 α = 2 α = 5
Clayton
n = 50 0,71 1,16 3,33 0,68 1,10 5,19 1,50 2,13 12,86
n = 100 0,39 0,48 2,23 0,40 0,63 1,82 0,94 1,20 8,74
n = 200 0,27 0,37 0,90 0,23 0,40 1,30 0,62 0,98 4,37
Gumbel
n = 50 0,06 0,89 7,38 0,07 0,64 5,34 0,49 1,53 6,36
n = 100 0,01 0,75 5,30 0,04 0,29 2,75 0,30 1,53 10,45
n = 200 0,00 0,48 2,56 0,02 0,19 1,17 0,22 0,71 10,55
Frank
n = 50 0,22 0,40 0,78 0,19 0,19 0,48 0,88 0,98 1,82
n = 100 0,13 0,21 0,59 0,12 0,11 0,26 0,65 0,75 0,86
n = 200 0,11 0,16 0,34 0,06 0,09 0,20 0,44 0,52 0,79
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Algumas considerac¸o˜es podem ser feitas a partir dos resultados apresentados nas
tabelas acima. Quando o modelo de co´pula escolhido para ajustar os dados e´ o
correto (o mesmo da co´pula que gerou os dados), o me´todo se mostra eficiente em
retornar valores pro´ximos ao do paraˆmetro real. Pore´m para valores de α elevados,
o me´todo apresenta alguns resultados imprecisos, como evidenciado para a co´pula de
Gumbel com α = 5. Na pra´tica valores elevados do paraˆmetro de associac¸a˜o na˜o
sa˜o ta˜o comuns e portanto o me´todo desenvolvido nesse trabalho pode ser uma boa
ferramenta para o estudo de dados dessa natureza.
Todas as estimativas se mostram consistentes, a variac¸a˜o e´ reduzida com o au-
mento do tamanho da amostra, com excec¸a˜o para os dados gerados pela co´pula de
Gumbel e ajustados com a co´pula de Frank.
A escolha errada do modelo de co´pula pode resultar em estimativas imprecisas,
fato evidenciado pelo estudo de simulac¸a˜o realizado. Dentre os 3 modelos de co´pulas
considerados, apenas as co´pulas de Clayton e Gumbel, quando utilizadas para ajustar
os dados gerados pela outra co´pula, apresentaram resultados pro´ximos aos valores
reais dos paraˆmetros, com ressalva para os valores altos de α. Apesar do bom ajuste
no valor do paraˆmetro, vale ressaltar que a co´pula de Gumbel apresenta dados com
dependeˆncia na cauda superior, enquanto que na co´pula de Clayton a dependeˆncia e´
na cauda inferior, abaixo segue a representac¸a˜o gra´fica dessas dependeˆncias:
Figura 6.1: Dependeˆncia Caudal das co´pulas para amostras n = 1000
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6.2 Aplicac¸a˜o
Nesta sec¸a˜o iremos utilizar o algoritmo Bayesiano via co´pulas, considerado neste tra-
balho, para estimar os paraˆmetros de interesse do conjunto de dados (Betensky, 1999)
de um estudo observacional sobre AIDS, que foi conduzido pelo AIDS Clinical Trials
Group (ACTG). A proposta do estudo ACTG 181 e´ determinar o comportamento
natural de infecc¸o˜es causadas pelo cytomeglovirus (CMV) em pacientes portadores
de HIV. Como as infecc¸o˜es causadas pelo CMV na˜o esta˜o associadas a` sintomas
nos pacientes, foram realizados exames cl´ınicos de sangue e urina para detectar a
presenc¸a desta infecc¸a˜o. Uma importante questa˜o a ser respondida pelo estudo e´
acerca da relac¸a˜o entre o tempo de infecc¸a˜o no sangue e na urina. O conhecimento
da distribuic¸a˜o conjunta dos tempos desses eventos e´ necessa´ria para determinar a
associac¸a˜o entre eles.
Os dados conte´m o tempo em meses de 204 pacientes ate´ que a presenc¸a do CMV
no sangue ou na urina fosse detectada em algum exame cl´ınico, portanto temos as
informac¸o˜es censuradas em ambos eventos de interesse do estudo.
O ajuste das marginais foi realizado utilizando um me´todo na˜o parame´trico e o
me´todo parame´trico Bayesiano, em que foram ajustados dois modelos Weibull para
as marginais.
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Figura 6.2: Ajuste na˜o parame´trico e curva da Weibull ajustada - CMV Sangue
Figura 6.3: Ajuste na˜o parame´trico e curva da Weibull ajustada - CMV Urina
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O ajuste da Weibull nas marginais sa˜o bem pro´ximas a`s curvas obtidas pelo
me´todo na˜o parame´trico, de maneira geral o ajuste parame´trico e´ satisfato´rio para os
dados do estudo. Abaixo seguem as estimativas dos paraˆmetros das marginais e das
co´pulas.
Tabela 6.6: Estimativas dos paraˆmetros das marginais
Paraˆmetro CMV Urina CMV Sangue
λˆ 11,307 32,649
βˆ 0,625 1,465






7. Concluso˜es e trabalhos futuros
7.1 Concluso˜es
Dados de sobreviveˆncia bivariados com presenc¸a de censuras sa˜o comuns principal-
mente na a´rea me´dica, em estudos longitudinais em que o evento de interesse pode
ser observado em mais de um instante de tempo. Portanto a varia´vel resposta podera´
ter censura a` esquerda, direita ou intervalar. O uso do modelo Bayesiano via co´pulas
se mostra uma ferramenta poderosa para se obter estimativas de interesse.
Para o estudo de simulac¸a˜o foi implementado o modelo bayesiano em duas etapas para
dados com censuta intervalar bivariado. Foram simuladas duas varia´veis aleato´rias
com distribuic¸a˜o Weibull e seus respectivos instantes de observac¸a˜o, a dependeˆncia
entre os tempos foi simulada via co´pulas (Clayton, Gumbel e Frank).
A partir dos resultados do estudo de simulac¸a˜o, observou-se que o ajuste feito con-
siderando a mesma co´pula utilizada para simular os dados, apresentou resultados
satisfato´rios quanto ao v´ıcio e variaˆncia, em especial quando a dependeˆncia entre os
tempos de falha na˜o e´ muito alta. Pore´m quando trabalhamos com dados reais, a
qualidade do ajuste ficara´ limitado a escolha adequada da co´pula, podendo enta˜o
levar a resultados equivocados.
Para os dados reais analisados neste trabalho, obtivemos bons resultados, em com-
parac¸a˜o com o me´todo na˜o parame´trico, para o ajuste das distribuic¸o˜es marginais
modeladas segundo o modelo parame´trico Weibull. Ficamos limitados ainda a um
me´todo que permita a escolha correta do modelo de co´pula para dados em que na˜o
conhecemos os paraˆmetros ou modelos reais. Essa limitac¸a˜o sera´ trabalhada em estu-
dos futuros. O algoritmo utilizado foi todo desenvolvido no software R e encontra-se
no apeˆndice deste trabalho.
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7.2 Trabalhos Futuros
Tabalhos futuros incluem estender o algoritmo a outros me´todos de estimac¸a˜o das
marginais, como por exemplo, um modelo na˜o parame´trico suavizado, para dar maior
liberdade quanto adequamento do ajuste dos dados. Ale´m disso, incorporar outros
modelos de co´pula ao co´digo, pois os tipos de dependeˆncia na˜o se limitam apenas aos
modelos de co´pulas apresentados.
E´ essencial para uma escolha de um modelo co´pula candidato ao ajuste dos dados,
alguma soluc¸a˜o gra´fica para dados censurados que permita a visualizac¸a˜o do tipo de
dependeˆncia. Ressaltando que para esse tipo de dados na˜o observamos pontos, e sim
retaˆngulos que conte´m o evento de interesse.
Estabelecer alguma medida que comprove a qualidade do ajuste do modelo co´pula,
podendo ser trabalhada em comparac¸a˜o com algum ajuste na˜o parame´trico da dis-
tribuic¸a˜o conjunta dos dados.
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### n = tamanho da amostra ###
n = 1000
### Para^metro de associac¸~ao alfa (co´pula) ###
alfa = 4
### beta = valor real do parametro beta (forma) ###
beta1 = 2.5
beta2 = 2.5




# Gerac¸~ao de distribuic¸~oes marginais de t1 e t2 Weibull com depende^ncia (Co´pula de Frank) #
###########################################################################################




# Gerando u e v diretamente pelo pacote QRM
r1 = rAC("frank", n = n, d = 2, theta = alfa)
#r1 = rAC("clayton", n = n, d = 2, theta = alfa)









## Gerac¸~ao dos instantes de observac¸~ao da varia´vel t2 ##
inf2 <- runif(n,qweibull(0.2,beta2,lambda2),qweibull(0.4,beta2,lambda2))
sup2 <- runif(n,qweibull(0.6,beta2,lambda2),qweibull(0.8,beta2,lambda2))
### delta = indicadora de t < l ###
delta1 <- 1*(t1<=inf1)
delta2 <- 1*(t2<=inf2)






































### Func¸~ao qtr calcula o valor do kernel de transic¸~ao (comum para lambda e beta) ###
####################################################################################
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# phi = valor atual do para^metro
# phi.line = novo valor do para^metro




### Func~ao pri.lambda calcula a densidade de lambda ###
#######################################################




### Funcao "pri.beta" calcula a densidade de beta ###
#####################################################




### Func¸~ao "post" calcula a densidade a posteriori ###
######################################################
#pb.a & pb.b: para^metro de forma e escala respectivamente da priori de beta







### Algoritmo Metropolis-Hastings MH ###
########################################
lambda.MH = beta.MH = numeric(0)
mu = 0 #me´dia da priori de lambda
sd = 100 #desvio da priori de lambda
bf = 1 #para^metro de forma da priori de beta




























ind = seq(1,20000,by=20) #indı´ces que far~ao parte da amostra
MH1.t1 = MH1(inf1,sup1,delta1,gama1)
MH1.t1 = MH1.t1[2001:22000,1:2] #Burn-in 2000
MH1.t1 = MH1.t1[ind,1:2] #Selec¸~ao de 1 a cada 20
MH1.t2 = MH1(inf2,sup2,delta2,gama2)
MH1.t2 = MH1.t2[2001:22000,1:2] #Burn-in 2000








### Estimac¸~ao Bayesiana Conjunta de H(t1,t2) ###
################################################
##########################################################
### Funcao "H" calcula a densidade conjunta de t1 e t2 ###
##########################################################





########### Co´pula de Clayton ############







########### Co´pula de Frank ##############
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########### Co´pula de Gumbel #############















### Funcao "pri.alfa" calcula a densidade do para^metro de associac¸~ao alfa ###
#############################################################################
########## co´pula de Clayton ############




########## co´pula de Frank ##############




########## co´pula de Gumbel #############





### Func¸~ao "post.biv" calcula a densidade a posteriori ###
##########################################################








### Algoritmo Metropolis-Hastings MH ###
########################################
alfa.MH = numeric(0)
############ Co´pula de Clayton ####################
af1 = 1 #para^metro de escala da priori de alfa
af2 = 0.001 #para^metro de forma da priori de alfa
############ Co´pula de Frank ####################
#af1 = 0 #me´dia da priori de alfa
#af2 = 100 #desvio da priori de alfa
############ Co´pula de Gumbel ####################
#af1 = 0 #me´dia da priori de alfa












if(is.na(p.aceit)==TRUE) p.aceit=0 else {p.aceit = p.aceit}
z = runif(1,0,1)







ind = seq(1,20000,by=20) #indı´ces que far~ao parte da amostra
MH2 = MH2()
MH2 = MH2[2001:22000] #Burn-in 2000
MH2 = MH2[ind] #Selec¸~ao de 1 a cada 20
alfa.MH = mean(MH2)
#alfa.MH #valor final estimado do para^metro de associac¸~ao da co´pula
61
