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We conclude this paper with counterexamples to various questions which arise
naturally in light of our results. Q 1996 Academic Press, Inc.
1. INTRODUCTION
In this paper, we examine group-gradings of a class of algebras which is
nearly associative. Our motivation is to extend results on group-gradings
and the invariants of derivations and automorphisms from associative
algebras to various nonassociative algebras. The results we are interested
in relate the identity component of an algebra to the entire algebra. The
study of group-graded rings has proven quite useful in the study of the
invariants of derivations and automorphisms, since the eigenvalues of
derivations and automorphisms often induce group-gradings of the algebra
with the invariants lying in the identity component.
It is well known for associative rings graded by a group G with finite
support that if the identity component is zero then the algebra is nilpotent.
As is shown in Example 3.8, this result does not even extend to Lie
algebras graded by abelian groups. However, even for algebras more
general then Lie algebras, a great deal can still be said for gradings by
certain types of abelian groups.
The results on group-gradings that we will prove in this paper hold for a
class of algebras sufficiently large to include Lie algebras, Lie color
algebras, right alternative algebras, left alternative algebras, antiassociative
algebras, and associative algebras. Our results will be an improvement over
existing results on gradings of Lie algebras in two ways. The first is that
our results hold for more general algebras. However, the larger improve-
ment is that whereas most of the Lie algebra results hold for finite-dimen-
sional Lie algebras, our results will hold for algebras over commutative
rings. The arguments used for finite-dimensional Lie algebras often make
use of Engel’s theorem or Jacobson’s work on weakly nil sets; however, our
arguments will be primarily combinatorial in nature. At this point, we can
define our class of nonassociative algebras.
DEFINITION. An algebra A over a commutative ring K is a left
 .  .a , b , g -algebra if there exists a multiplicatively closed set S s S A
which generates A as a K-module and there exist functions a , b , g :
S = S ª K such that
x yz s a x , y y xz q b x , y xy z q g x , y yx z , .  .  .  .  .  .  .
for all x, y g S and z g A.
 .Analogously, A is a right a , b , g -algebra if is satisfies the identity
zx y s a x , y zy x q b x , y z xy q g x , y z yx , .  .  .  .  .  .  .
for all x, y g S and z g A.
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 .Algebras which are both left and right a , b , g -algebras are simply
 .called a , b , g -algebras.
 .We now give several examples of a , b , g -algebras.
 .EXAMPLES OF a , b , g -ALGEBRAS. 1. Associative algebras are
 .a , b , g -algebras with S s A and a ' 0, b ' 1, g ' 0.
 .2. Antiassociative algebras are a , b , g -algebras with S s A and
a ' 0, b ' y1, g ' 0.
 .3. Left alternative algebras are left a , b , g -algebras with S s A
and a ' y1, b ' 1, g ' 1. Analogously, right alternative algebras are
 .right a , b , g -algebras with S s A and a ' y1, b ' 1, g ' 1.
 .4. Lie algebras are a , b , g -algebras with S s A and a ' 1, b ' 1,
g ' 0.
5. Let L s [ L be a Lie color algebra where G is an abeliang g G g
group and e : G = G ª KU is a bicharacter. Recall that L satisfies the
w x  .w x ww x x w w xxhomogeneous identities x, y s ye g, h y, x and x, y , z s x, y, z
 .w w xxy e g, h y, x, z , for all x g L , y g L , and z g L. Then L is ang h
 .a , b , g -algebra with S s D L and a s e , b ' 1, g ' 0.g g G g
Our first four examples all have the property that the values of a s
 .  .  .a x, y , b s b x, y , and g s g x, y g K are constants. When this is the
 .case we say that A is an a , b , g -algebra with constant coefficients. It is
easy to see that if the values of a , b , and g are constants, then we could
choose all of A as our spanning set.
At this point, we need to define many of the objects we will be
examining in this paper. We should note that since all of the groups which
arise in this paper will be abelian, we will use additive group notation.
 .  .DEFINITION. A left a , b , g -algebra A with spanning set S A is a
 .G-graded left a , b , g -algebra if G is a group such that
i. A s [ A where each A is a K-submodule of A andg g G g g
A A : A , for all g, h g Gg h gqh
 .  .ii. S A s D S , where S s S A l A , for all g g G.g g G g g g
 .  .G-graded right a , b , g -algebras and a , b , g -algebras are defined
analogously.
 .  .Note that for an a , b , g -algebra A to be a G-graded a , b , g -algebra,
it is not sufficient for A to be a G-graded algebra. It is also necessary,
from property ii, that the grading be compatible with the spanning set S.
However, it is clear that if A has constant coefficients, then this compati-
bility condition is automatically satisfied.
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 .DEFINITION. If A is a left a , b , g -algebra and V is a left K-module
then V is a left A-module if there exists a K-module homomorphism f :
 .  .  .A ª End V such that f (f s a x, y f (f q b x, y f qK x y y x x y
 .  .g x, y f , for all x, y g S. We will often denote f ¨ by x ? ¨ .y x x
Furthermore, we say that V is a G-graded left A-module if A is a
 .G-graded left a , b , g -algebra and V s [ V , where the V are K-g g G g g
submodules of V with A ? V : V , for all g, h g G.g h gqh
Right A-modules and G-graded right A-modules are defined analo-
gously.
 .Note that if A is a G-graded left a , b , g -algebra, then left multiplica-
tion makes A into a G-graded left A-module.
 .If A is a G-graded left a , b , g -algebra and V s [ V is a G-gradedg g G g
 .  .  .left a , b , g -algebra, we let E s E V denote the subring of End VK
 < 4generated by f x g A . E is an associative K-algebra which we call thex
associati¨ e en¨elope of the action of A on V. For g g G, we let E be theg
 < mK-submodule of E generated by f (f ( ??? (f x g S ,  g sx x x g g is1 ig g g j j1 2 m
4g . It is clear that E E : E and E s  E . Now suppose thatg h gqh g g G g
 4g , . . . , g are distinct elements of G and let f g E l  E . Then,1 m g j/ i gi j
for every g g G, we have f ? V : V l  V s 0. Thus f ? V s 0,g gqg j/ i gqgi j
and so f s 0. As a result the sum E s  E is actually a direct sum,g g G g
hence E s [ E is an associative G-graded ring. This fact will be quiteg g G g
important in the next section.
 .If B s [ B is any G-graded K-module, we let supp B denote theg g G g
 .set of all g g G such that B / 0. If supp B is finite, we say that B isg
 .graded with finite support. Now suppose that supp V has finite support,
 <  .4then for any g g G it is clear that h g G h q g g supp V is also finite.
 .  <  .4However, supp E : D h g G h q g g supp V . Therefore, ifg g suppV .
V has finite support, then E also has finite support.
 .If A is a left a , b , g -algebra and V is a left A-module, for any X : A,
we can inductively define the sets X w nx ? V as follows: X w0x ? V s V and
w nq1x  w nx .  .X ? V s X ? X ? V . In an analogous way, if A is a right a , b , g -
algebra and V is a right A-module, we can define sets V ?w nx X correspond-
ing to the action of X on V on the right. If there exists an integer N such
that X w N x ? V s 0, we say that the action of X on V is left nilpotent. If V
is both a left and right A-module such that X w N x ? V s 0 s V ?w N x X, then
we say that the action of X is nilpotent on both sides.
For any algebra A, we can inductively define the sets An as A1 s A and
nq1  n. NA s A A . If there is some integer N such that A s 0, we say that
A is left nilpotent. In an analogous way, we can also talk about A being
right nilpotent.
 .  .For any a , b , g -algebra A with spanning set S s S A , we can also
inductively define the sets An. and S n.. In defining An., we let A1. be
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the additive group generated over K by AA and let Anq1. be the additive
group generated over K by An.An.. In a similar manner, we can define
S n. by letting S 1. s SS and S nq1. s S n.S n.. If there is some integer N
such that AN . s 0, we say that A is solvable. Although the properties of
being left and right nilpotent can be different, solvability is defined in a
symmetric fashion. In Section 2, we will need the following
 . n.LEMMA 1.1. If A is a G-graded a , b , g -algebra then so is A , for any
 1..n  1..nn G 1. In addition, A A : A , for any n G 1.
 .Proof. If S s S A is our spanning set for A then, since S is multi-
plicatively closed, it follows that S n. is a multiplicatively closed spanning
n.  .set for A . In addition, since S s D S l A , it is easy to see thatg g G g
n.  n.  n.. . n.  .S s D S l A . Thus A is a G-graded a , b , g -algebra.g g G g
 1..n  1..nTo show that A A : A , we proceed by induction with the
n s 1 case being clear. Using the induction hypothesis along with the
 .  1..nq1  1. 1..n.identity for left a , b , g -algebras, we have A A s A A A :
1.  1..n.  1.. 1..n  1. . 1..n 1. 1..n 1. 1..nA A A q AA A q A A A : A A q A A
1. 1. n 1. 1. n 1. nq1 .  .  .qA A s A A s A .
s If A is any algebra and s is an automorphism of A, we let A s a g
<  . 4A s a s a . Similarly, if D is any collection of derivations of A, we let
D  <  . 4A s a g A d a s 0, for all d g D .
We conclude this section with a straightforward observation which will
be useful in Section 3.
 .LEMMA 1.2. If A is a left a , b , g -algebra o¨er a field K with spanning
 .set S s S A and F is a field extension of K, then A m F is a left
 X X X.  . X Xa , b , g -algebra o¨er F, where S A m F s S m 1, a s a m 1, b s b
m 1, and g X s g m 1.
 .2. GRADINGS OF a , b , g -ALGEBRAS
In this section, we prove the three main results of this paper, all of
 .which relate the structure of a , b , g -algebras to the structure of their
identity components under various gradings. The first result deals with
 .a , b , g -algebras A which are graded by torsion free abelian groups. We
will first require,
LEMMA 2.1. Let V s [ V be a G-graded left A-module with finiteg g G g
 .support, where A s [ A is a G-graded left a , b , g -algebra. If E sg g G g
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 .E V is the associati¨ e en¨elope of the action of A on V, then the following
are equi¨ alent:
i. The action of A on V is left nilpotent.
ii. E is nilpotent.
iii. E is nilpotent.0
Proof. The equivalence of i and ii follows directly from the definition of
E. Since V has finite support, so does E. A result of Cohen and Rowen
w xCR says that if an associative ring R is graded with finite support by a
group G, then R is nilpotent if and only if the identity component of R is
nilpotent. Since E is an G-graded associative algebra, the equivalence of ii
and iii then follows by applying the Cohen and Rowen result.
We can now prove the first main result of this paper. It generalizes work
w xof Winter W on finite-dimensional Lie algebras which applied Jacobson’s
w xresults J1, Chap. II, Section 2 on weakly nil sets.
 .THEOREM 2.2. Let A be a G-graded left a , b , g -algebra and V s
[ V a G-graded left A-module with finite support, where G is a torsiong g G g
free abelian group. If A acts nilpotently on V, then A also acts nilpotently on0
V.
 .Proof. Since V has finite support, it follows that E s E V also has
finite support. Therefore in examining the action of E on V, we may
assume that G is a finitely generated torsion free abelian group. As a
result, we can fix an ordering - on G and we let l - l - ??? - l be1 2 n
 .the ordering of the elements of supp V . Next, we let
k
<B s f ( ??? (f x g S , g s 0 .x x g g ig g i i 5k 1
is1
Certainly, E is spanned over K by B and, by Lemma 2.1, it suffices to0
show that the associative algebra E is nilpotent. If B s f ( ??? (f g0 x xg gk 1
 .B, we define the length of B to be k and we denote this as l B s k. Next
 .  < 4we let w B s max g 1 F j F k and we note the important fact that forj
 .any B g B, either w B ) 0 or g s 0 for all j F k.j
 .  .It will suffice to construct a sequence of positive integers f n - f ny1
 .  .- ??? - f 1 such that for each k F n, f k has the property that
 .B ( B ( ??? ( B V s 0, for all B , . . . , B g B. It would thenf k . f k .y1 1 l 1 f k .k
easily follow that E f 1. s 0.0
We begin with the case where k s n. If N is a positive integer such that
w N x  .A ? V s 0, we claim that f n s N suffices. By way of contradiction,0
 .suppose B , . . . , B g B such that B ( ??? ( B V / 0 and assume that1 N N 1 lnN  .the B have been chosen to make  l B minimal. Certainly somei is1 i
 .w B ) 0, otherwise we would be composing the action of m elements ofi
 . w m xA , where m G N, resulting in B ( ??? ( B V : A ? V s 0.0 N 1 l 0n
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 .Therefore we may assume that for some l F N, we have w B s g ) 0,l j
where B s f ( ??? (f ( ??? (f , x g S , and s g s 0. Since A isl x x x g g ts1 tg g g t ts j 1
 .a left a , b , g -algebra, there exist a , b , g g K such that1 1 1
f (f s a f (f q b f x q g f .x x 1 x x 1 x g 1 x xg g g g g jy1 g gj jy1 jy1 j j jy1 j
If we let BX be an element of B obtained by replacing f (f in Bx x lg gj jy1X  .by either f or f , then B ( ??? ( B ( ??? ( B V s 0, sincex x x x N 1 lg g g g nj jy1 jy1 j
 X.  . N  .l B - l B and  l B was chosen to be minimal. Now suppose thatl is1 i
BU is the element of B obtained by replacing f (f in B byx x lg gj jy1
 .f (f . Then it follows that B ( ??? ( B ( ??? ( B V : B ( ??? (x x N l 1 l Ng g njy1 j
U  .B ( ??? ( B V .1 ln
Continuing in this manner, we can repeatedly shift f further andx g j
further to the right until we obtain an element C g B such that f is thex g j .right-most element of C and B ( ??? ( B ( ??? ( B V : B ( ??? (C(N l 1 l Nn
 .  .??? ( B V . However, f V : V s 0, since l q g ) l and l is1 l x l l qg n j n nn g n n jj  .  .the largest element of supp V . As a result C V s 0, and so, B ( ??? (l Nn
 .  .  .B V : B ( ??? (C( ??? ( B V : B ( ??? (C V s 0.1 l N 1 l N ln n n
 .  .We can now suppose that f n - ??? - f k q 1 have already been
 .  .constructed and we will proceed to construct f k . We claim that f k s
 .  . .  .N n y k ? f k q 1 q 1 will suffice. Note that the construction of f k
depends only on N and n, which are respectively the index of nilpotency of
 .the action of A on V and the size of supp V . By way of contradiction, we0
 .may assume that there exist B , . . . , B g B such that B ( ??? ( B V1 f k . f k . 1 lkf k .  ./ 0, where the B are chosen such that  l B is minimal. Recall thati is1 i
 .B ( ??? ( B V s 0, for all i ) k.f kq1. 1 l i
 .  .The first possibility is that for some B , w B q l f supp V . We canl l k
 .now proceed as in the previous case. More precisely, suppose w B s gl j
and B s f ( ??? (f ( ??? (f ; as before we can use the minimality ofl x x xg g gs j 1
f k .  . l B to replace B by other elements of B in which f appearsis1 i l x g j
further to the right. Continuing in this manner, we finally obtain the
element C s f ( ??? (f (f g B with the property that B ( ??? (x x x f k .g g gs 1 j
 .  .  .B ( ??? ( B V : B ( ??? (C( ??? ( B V . However, f V : Vl 1 l f k . 1 l x l l qgk k g k k jj .  .s 0, hence C V s 0, and so B ( ??? ( B V : B ( ??? (C( ??? (l f k . 1 l f k .k k
 .B V s 0.1 lk
 .  .Therefore, we may assume that w B q l g supp V , for all i. Wei k
 .now let t denote the number of i such that w B ) 0 and we will bei
concerned with the size of t. The product B ( ??? ( B is a compositionf k . 1
 .  .  . .of at least f k s N n y k ? f k q 1 q 1 elements of the form f ,x g
 .  .x g S . If t - n y k ? f k q 1 q 1, then at least N consecutive B haveg g i
 .  .the property that w B s 0. However, whenever w B s 0 we know thati i
B is a composition of elements of the form f , where x g S . Therefore,i x 0 00
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at some point in B ( ??? ( B is the composition of at least N elementsf k . 1
w N x  .of the form f . Since A ? V s 0, it follows that B ( ??? ( B V s 0.x 0 f k . 1 l0 k
 .  .Finally, we may assume that t G n y k ? f k q 1 q 1. We know that
 .the number of elements of supp V which are greater than l is n y k.k
 .Therefore, there exists some g g G such that at least f k q 1 q 1 of the
 .  .B have the property that w B s g ) 0. Hence, if r s f k q 1 q 1,i i
there exists a subcollection B , . . . , B of the B with the property thati i i1 r
 .  .w B s g, for all j F r and f k G i ) ??? ) i G 1. Each B is ai r 1 ij j
composition of functions, one of which must be of the form f , wherex  j.f k .  .x g S . As we have done before, the minimality of  l B allows us to j. g is1 i
replace each B by some C g B with property that f is the right-mosti j xj  j.
 .element of C and B ( ??? ( B V : B ( ??? (C ( ??? (C ( ??? (j f k . 1 l f k . r 1k
 .B V .1 lk
For all l - r, let D denote the product of all terms in B ( ??? (C (l f k . r
??? (C ( ??? ( B lying between C and C . Therefore the product B (1 1 lq1 l f k .
??? (C ( ??? (C ( ??? ( B contains a subproduct of the form C ( D (r 1 1 r ry1
C ( ??? (C ( D (C . Next, for all l F r let E be the element C withry1 2 1 1 l l
the f term deleted at the right and, for all l - r, let F be thex l l .
composition f ( D ( E . Since every C and D belongs to B, it followsx l l l l lq1.
that each F also belongs to B. As a result, we can rewrite the productl
C ( D (C ( ??? (C ( D (C as E ( F ( ??? ( F (f . Therefore,r ry1 ry1 2 1 1 r ry1 1 x 1.
we now have
C ( ??? (C ( ??? ( B V : C ( ??? (C V .  .r 1 1 l r 1 lk k
: E ( F ( ??? ( F (f V . .r ry1 1 x l1. k
 .However, since x g S and g ) 0, it follows that f V : V , for1. g x l l1. k i
 .some i ) k. We can now use the facts that each F g B, r y 1 s f k q 1 ,l
and i ) k to conclude that
F ( ??? ( F (f V : F ( ??? ( F V s 0. .  .ry1 1 x l ry1 1 l1. k i
 .Thus B ( ??? ( B V s 0 as required, thereby proving the result.f k . 1 lk
As noted in the proof of Theorem 2.2, a bound for the index of
nilpotence of the action of A on V can be found which depends only on
the index of nilpotence of the action of A on V and the size of the0
support of V. Of particular interest is the special case of Theorem 2.2 in
which A s 0. We record this as0
 .COROLLARY 2.3. Let A be a G-graded left a , b , g -algebra with finite
support, where G is a torsion free abelian group. If A s 0 then A is left0
nilpotent.
Proof. A is a G-graded left A-module with the action of A on A being
left multiplication. Since A certainly acts nilpotently on A, therefore, by0
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Theorem 2.2, there exists an integer N such that Aw N x ? A s 0. However,
Nq1 w N xA s A ? A s 0, thus A is left nilpotent.
We now move from torsion free abelian groups to finite cyclic groups.
Our second main result generalizes work of Strade on finite-dimensional
w x  .Lie algebras S, Theorem 1.5 to a , b , g -algebras.
 .THEOREM 2.4. Let A s [ A be a Z -graded a , b , g -algebrang Z n mm
such that A acts nilpotently on A on both sides. Then A is sol¨ able.0
In order to prove Theorem 2.4, we will need five lemmas. The first of
these is
 .  .LEMMA 2.5. Let A be an a , b , g -algebra and let x , . . . , x g S s S A .1 n
If w is a nonassociati¨ e word in the x , then there exist u , . . . , u , ¨ , . . . , ¨ gi 1 n 1 n
A such that w s n x u q n ¨ x .is1 i i is1 i i
 .Proof. For any nonassociative word w, we will let l w denote the
 .number of multiplications occurring in w. If l w s 0 then there is nothing
 .to prove. If l w G 1, then there exist unique subwords w , w such that1 2
 .  .w s w ? w and we will define n w to be the minimum of l w and1 2 1
 .  .  .l w . We will now proceed by induction on n w . If n w s 0, then either2
w or w is equal to one of the x and we are done in this case. We now1 2 i
 .  .  .suppose that n w ) 0 and we consider the case where 1 F l w F l w .1 2
As a result, there exist subwords u, ¨ such that w s u ? ¨ and since A is a1
 .right a , b , g -algebra, there exist a , b , g g K such that w s w w s1 1 1 1 2
 .  .  .  .u¨ w s a uw ¨ q b u ¨w q g u w ¨ .2 1 2 1 2 1 2
 . .  .  .   ..  .We now observe that n uw ¨ F n ¨ - n w , n u ¨w F n u -2 2
 .   ..  .  .n w , and n u w ¨ F n u - n w . Therefore, we can apply the induc-2
tion hypotheses to each of the three summands in the equation w s
 .  .  .a uw ¨ q b u ¨w q g u w ¨ to obtain the result in this case. On the1 2 1 2 1 2
 .  .other hand, if 1 F l w - l w we can use an analogous argument along2 1
 .with the fact that A is a left a , b , g -algebra to obtain the result.
We continue with
 .LEMMA 2.6. Let A s [ A be a Z -graded a , b , g -algebra and letng Z n mm
S s S l A , for all n g Z . If we let T denote the subalgebra of An n m k
generated by the subsets S , S , . . . , S , then A ? T , T ? A : T .k kq1 my1 0 k k 0 k
Proof. It suffices to show that aw, wa g T , for all a g S and nonasso-k 0
ciative words w obtained by multiplying elements from the set S j ??? jk
S . Using the notation of the previous lemma, we proceed by inductionmy 1
 .  .on l w . If l w s 0, then w is an element of S j ??? j S , hencek my1
 .aw, wa g S j ??? j S . If l w G 1, then there exist words u, ¨ suchk my1
 .  .  .that w s u ? ¨ with u, ¨ g T and l u , l ¨ - l w . By the inductionk
hypothesis, it follows that au, a¨ , ua, ¨a g T . Furthermore, since A isk
 .both a left and right a , b , g -algebra, there exist a , a , b , b , g , g g K1 2 1 2 1 2
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 .  .  .  .  .  .such that a w s a u¨ s a u a¨ q b au ¨ q g ua ¨ and w a s1 1 1
 .  .  .  .u¨ a s a ua ¨ q b u ¨a q g u a¨ . As a result, both aw and wa be-2 2 2
long to T , as desired.k
We proceed onward with
LEMMA 2.7. Suppose A satisfies the hypotheses of Theorem 2.4; then for
 w nx . w nx  w nx . w nxe¨ery n G 0, we ha¨e A ? A A : A ? A and A A ? A : A ? A .0 0 0 0 0 0
Proof. We will prove the first inclusion by induction on n; the n s 0
case is clear because of our convention that Aw0x ? A s A. We will now0
assume that the result holds for n and we will prove it for n q 1. Since A
 .  w nq1x .   w nxis a right a , b , g -algebra, it follows that A ? A A s A ? A ?0 0 0 0
..  . w nx .  w nx . .   w nx ..A A : A A A ? A q A A ? A A q A A A ? A . Since0 0 0 0 0 0 0 0 0 0
 . w nq2x w nq1xA A : A and A ? A : A ? A, we can use the induction hy-0 0 0 0 0
 w nq1x . w nq1x w nq1x w nq1xpothesis to conclude that A ? A A : A ? A q A ? A q A0 0 0 0 0
? A s Aw nq1x ? A. The proof of the second inclusion follows in an analogous0
 .way using the fact that A is a left a , b , g -algebra.
Given elements a , . . . , a , b , . . . , b , x g A, we can inductively define a1 n 1 n
 .sequence of elements P a , . . . , a , x, b , . . . , b for i F n as follows:i i 1 1 i
 .  . P x s x and given P a , . . . , a , x, b , . . . , b we let P a , . . . , a ,0 n n 1 1 n nq1 nq1 1
.  . x, b , . . . , b s a P a , . . . , a , x, b , . . . , b q P a , . . . , a , x,1 nq1 nq1 n n 1 1 n n n 1
.b , . . . , b b .1 n nq1
 .It is clear that P a , . . . , a , x, b , . . . , b is a sum of nonassociativen n 1 1 n
words, each consisting of n multiplications. Each word in P a , . . . , a , x,n n 1
.  4b , . . . , b contains j members of the set a , . . . , a to the left of x and1 n 1 n
 4n y j members of the set b , . . . , b to the right of x, for some j F n. If1 n
A , . . . , A , B , . . . , B , X : A, we can now define P A , . . . , A , X, B ,1 n 1 n n n 1 1
.   . < 4. . . , B to be P a , . . . , a , x, b , . . . , b a g A , b g B , x g X . Usingn n n 1 1 n i i i i
Lemma 2.7, we easily obtain the following:
 . LEMMA 2.8. If A is an a , b , g -algebra, then P A , . . . , A , A, A ,2 ny1 0 0 0
. w nx w nx. . . , A : A ? A q A ? A . In particular, if A acts nilpotently on A on0 0 0 0
both sides then there exists a positi¨ e integer N such that P A , . . . , A , A,N 0 0
.A , . . . , A s 0.0 0
The final fact we need before proving Theorem 2.4 is the following
w xlemma of Kreknin Kr , which we state without proof:
LEMMA 2.9. If a, b, c and m are positi¨ e integers such that 1 F a F m y
 .1, 1 F b F m y 1, 1 F c F m y 1, and a q b ' c mod m , then either
both a and b are greater than c or both a and b are less than c.
We can now prove Theorem 2.4.
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Proof of Theorem 2.4. As in Lemma 2.6, we let T denote the subalge-k
bra of A generated by S j ??? j S and, by convention, we let T s 0.k my1 m
 .  .Our goal is to construct a sequence of positive integers f 0 - f 1 - ???
 .  f n..- f m y 1 with the property that A : T , for all 0 F n F m y 1.nq1
This will suffice, as it will show that A f my1.. s 0.
We begin with the case where n s 0. If M is a positive integer such that
w M x  .A ? A s 0, we claim that f 0 s M will suffice. Recall from Lemma 2.60
that A T , T A : T . Therefore, since A s A q T , it follows that A1.0 1 1 0 1 0 1
 . . 1.s A q T A q T : A q T . It is then easy to see, by induction on0 1 0 1 0 1
k, that Ak . : Ak . q T , for any k G 0.0 1
Next we examine Ak ., for all k G 0, and we claim that Ak . : Aw k x ? A .0 0 0 0
We proceed by induction on k with the k s 0 case being clear since
A0. s A and Aw0x ? A s A . Now, applying the induction hypothesis,0 0 0 0 0
kq1. k . k .  w k x . w kq1x w M xA s A A : A A ? A s A ? A , as desired. Since A ? A0 0 0 0 0 0 0 0 0 0
: Aw M x ? A s 0, it follows that AM . s 0. As a result, A f 0.. s AM . : AM .0 0 0
q T s T and then the n s 0 case is complete.1 1
 .Therefore, we may now assume that f n y 1 has been constructed and
 f ny1..  .A : T , where n - m y 1. In fact, in attempting to construct f n ,n
 f ny1..  .we may assume that A : T for e¨ery Z -graded a , b , g -algebra.n m
The next step will be to show that for any k G 1, Ak f ny1.. l A :n
 .P A , . . . , A , A , A , . . . , A q T . We proceed by induction on kky1 0 0 n 0 0 nq1
 .with the k s 1 case being clear as P A s A .0 n n
 .Since A is a Z -graded a , b , g -algebra with a homogeneous, multi-m
plicatively closed spanning set S s D my 1S , it follows by Lemma 1.1 thatis0 i
 j.  .for any j G 1, A is a Z -graded a , b , g -algebra with homogeneous,m
multiplicatively closed spanning set S  j.. We now let B s Ak f ny1.., let
 . k f ny1..  .S B s S l S , and, as in Lemma 2.6, we will let T B be thei i i
 .  .subalgebra of B generated by S B j ??? j S B . Therefore, since Bi my1
 . f ny1.is an a , b , g -algebra, we may assume from our work above that B
: T . Hence if w g B f ny1. l B , we can apply Lemma 2.5 to concluden n
that w is a linear combination over K of elements of the form x u andi i
 .  .¨ x , where x g S B j ??? j S B and u , ¨ g B. Furthermore, byi i i n my1 i i
 .Lemma 2.9, for each x either x g S B with u , ¨ g B : A or x , u , ¨i i n i i 0 0 i i i
 .  .all belong to S B j ??? j S B .nq1 my1
f ny1.  .  .  .As a result, B l B : S B A q A S B q T B . Using then n 0 0 n nq1
 . k f ny1..induction hypothesis on k, we obtain S B : A l A :n n
 .P A , . . . , A , A , A , . . . , A q T . However, by the definition ofky1 0 0 n 0 0 nq1
 . P A , . . . , A , A , A , . . . , A , it easily follows that both P A , . . . ,k 0 0 n 0 0 ky1 0
.  .A , A , A , . . . , A A and A P A , . . . , A , A , A , . . . , A are con-0 n 0 0 0 0 ky1 0 0 n 0 0
 .tained in P A , . . . , A , A , A , . . . , A . In addition, by Lemma 2.6,k 0 0 n 0 0
T A , A T : T . Combining all of these facts, we see thatnq1 0 0 nq1 nq1
B f ny1.. l B : P A , . . . , A , A , A , . . . , A q T . .n k 0 0 n 0 0 nq1
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Thus
  ..f ny1 kq1. f ny1... k f ny1..A l A s A l A .n n
s B f ny1.. l Bn
: P A , . . . , A , A , A , . . . , A q T , .k 0 0 n 0 0 nq1
thereby proving the desired conclusion for k q 1. Thus it is the case that
Ak f ny1.. l A : P A , . . . , A , A , A , . . . , A q T , .n ky1 0 0 n 0 0 nq1
for all k G 1. However, we know from Lemma 2.8 that there is an integer
 .N such that P A , . . . , A , A , A , . . . , A s 0. Letting k s N q 1 inN 0 0 n 0 0
the above inclusion results in ANq1. f ny1.. l A : T .n nq1
In order to conclude the argument, we let C s ANq1. f ny1.. and D s
N f ny1..  .C . C and D are a , b , g -algebras and we can examine their
 .  .  .  .subsets S D , T D , S C , and T C which are defined analogously toi i i i
 .  .S B and T B . Using the definitions of C and D along with thei i
inclusion from the paragraph above, we see that
S D : S C : C l C : ANq1. f ny1.. l A : T . .  .n n n n nq1
 f ny1..  .However, D also have the property that D : T D . We know thatn
 .  .  .T D is generated by the sets S D , . . . , S D , all of which aren n my1
contained in T . Thus D f ny1.. : T . However, it now easily followsnq1 nq1
that
A2Nq1. f ny1.. s C Nq1. f ny1.. s D f ny1.. : T .nq1
 .  .  .  .As a result, if we let f n s 2 N q 1 f n y 1 then f n has the desired
 f n..property that A : T , thereby concluding the proof.nq1
Of particular interest is the special case of Theorem 2.4 in which A is
graded by Z with A s 0. We record this asm 0
 .COROLLARY 2.10. Let A s [ A be a Z -graded a , b , g -algebrang Z n mm
such that A s 0. Then A is sol¨ able.0
w x w x w xIn H , KK , and Kr it is shown that if a Lie algebra L of arbitrary
dimension is graded by Z such that L s 0, where p is a prime number,p 0
then L must be nilpotent. An important part of the proof consists of
showing that L must be solvable, even when p is not prime. In light of
 .Corollary 2.10, we see that this part of the result extends to all a , b , g -
algebras. At this point, we can use Corollary 2.10 along with an adaptation
of the original arguments to extend the result on Lie algebras graded by
 .Z to a , b , g -algebras.p
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 .THEOREM 2.11. Let A s [ A be a Z -graded a , b , g -algebrang Z n pp
such that A s 0, where p is a prime. Then A is nilpotent on both sides.0
Proof. We will prove that A is left nilpotent. An analogous argument
shows that A is also right nilpotent. If B is any subset of A, we can
 .  .  .inductively define subsets F B as follows: F B s B and F B sk 0 kq1
 .  1.. l.AF B . We begin with the claim that, for any l G 1, F A :k py1
 1.. lq1 py1  1.. lA . If S s D S is our spanning set for A, let b g A l Sjns0 n
   .. .and a g S for t F p y 1. It suffices to show that a ??? a a b ???t i py1 2 1t
 1.. lq1g A . Certainly we are done if any i s 0.t
 .Since A is a left a , b , g -algebra, if x, y, z g S it follows that there
 .  .  .  .exist a , b , g g K such that x yz s a y xz q b xy z q g yx z.1 1 1 1 1 1
 1.. l  .  .  1.. lq1Thus, if z g A , then it follows that xy z, yx z g A . Further-
 1.. lmore, in Lemma 1.1, we saw that the set A has the property that
 1.. l  1.. lA A : A . Combining these two facts, we see that if p is any
 4permutation of the set 1, 2, . . . , p y 1 then there exist a g K andp
 1.. lq1    .. . u g A such that a ??? a a b ??? s a a ???p py1 2 1 p p  py1.
  .. .a a b ??? q u . Since we may assume that all the i are nonzero,p 2. p 1. p t
w xwe can apply a combinatorial lemma in HB, Lemma 10.8b , which states
that there exists some permutation p and positive integer s F p y 1 such
that j q i q ??? qi s 0 in Z . Therefore, we can find a permutationp 1. p  s. p
   .. .    ..p such that a ??? a a b ??? s 0, and so a ??? a a bp  py1. p 2. p 1. py1 2 1
.  1.. lq1??? g A .
 py1. lq2  1.. lq1We now claim that for any l G 1, A : A . We proceed by
2  1..1induction with the l s 0 case being clear as A s A . By applying the
induction hypothesis along with the inclusion above, we obtain
A py1. lq1.q2 s A py1. lq2q py1.
lq1 lq2 py1. lq2 1. 1.s F A : F A : A , .  .  . /py1 py1
as desired.
 .  . For any integer s G 1, we define f p, s s 1 q p y 1 q ??? q p y
. sy1 f  p, s.q1  s.1 . We claim that A : A . We proceed by induction with the
s s 1 case being clear as A2 s A1.. If we apply the induction hypothesis
 . 1.and the above inclusion with l s f p, s along with the fact that A is
 .also an a , b , g -algebra, we obtain
 .  .f p , s q1 sf  p , sq1.q1  py1. f  p , s.q2 1. 1.  sq1.A s A : A : A s A , .  .  .
as desired.
Finally, by Corollary 2.10, there is some integer N such that AN . s 0.
f  p, N .q1As a result, A s 0 and A is left nilpotent.
We now combine Theorems 2.2 and 2.4 to obtain the third main result
of this section.
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 .THEOREM 2.12. Let A be a G-graded a , b , g -algebra with finite sup-
port, where G s T = Z and T is a torsion free abelian group. If the identitym
component A acts nilpotently on A on both sides, then A is sol¨ able.0, 0.
Proof. For any n g Z , let B s [ A ; then [ B is am n t g T  t, n. ng Z nm
grading of A by Z with identity component B . Furthermore, B sm 0 0
 .[ A is a T-graded a , b , g -algebra with identity component A .t g T  t, 0. 0, 0.
Since A is a T-graded left B -module and A acts nilpotently on A0 0, 0.
then, by Theorem 2.2, it follows that B acts nilpotently on A on the left.0
However, we can also view A as a right B -module and can apply the0
analogous right-sided version of Theorem 2.2 to conclude that B acts0
nilpotently on A on the right. We can now apply Theorem 2.4 to conclude
that A is solvable.
3. APPLICATIONS AND EXAMPLES
In the beginning of this section, we will apply our results on G-graded
 .a , b , g -algebras to the action of automorphisms and derivations of Lie
 .color algebras and more general a , b , g -algebras. After these applica-
tions, we will conclude this paper with several examples which show that,
in many ways, the results obtained in Sections 2 and 3 are best possible.
 .Recall that if an a , b , g -algebra A is graded by a group G, then A
 .only becomes a G-graded a , b , g -algebra if the grading is compatible
with the multiplicatively closed spanning set S. Therefore, if we decom-
 .pose an a , b , g -algebra A into the eigenspaces of a derivation or
automorphism, this grading of A only makes A into a G-graded
 .a , b , g -algebra if we assume that our derivations and automorphisms are
in some way homogeneous. To be more precise, if L s [ L is a Lieg g G g
color algebra then we say that a derivation or automorphism s is homoge-
 .neous if s L : L , for all g g G. Our first application will generalizeg g
w x w xwork of Kreknin Kr and Winter W on Lie algebras. In their work, they
looked at automorphisms of finite order of Lie algebras of arbitrary
dimension and arbitrary automorphisms of finite-dimensional Lie algebras.
They showed that if Ls s 0, then L must be solvable. We will extend
these results to Lie color algebras of arbitrary dimension.
When studying finite-dimensional algebras over a field K, all auto-
morphisms and derivations are automatically algebraic as K-linear trans-
formations. In our situation, we will need to explicitly state that our
automorphisms and derivations are algebraic as K-linear transformations.
If the minimum polynomial satisfied over K by an automorphism or
derivation s has no multiple roots in any extension field of K, then we say
that s satisfies a separable polynomial.
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COROLLARY 3.1. Let L s [ L be a Lie color algebra o¨er a field Kg g G g
and let s be a homogeneous automorphism of L which is algebraic as a
K-linear transformation of L. If either Ls s 0 or Ls acts nilpotently on L
where s satisfies a separable polynomial, then L is sol¨ able. Furthermore, if
Ls s 0, where the order of s is prime, then L is nilpotent.
Proof. If we tensor L by K, the algebraic closure of K, we can extend
the action of s to L m K and the invariants of the action are now
sL m K. Since L is solvable if and only if L m K is solvable, we may
assume that the ground field K is algebraically closed. As a result, we may
assume that K contains all the eigenvalues of s . Next, we let H be the
subgroup of KU , the nonzero elements of K, generated by the eigenvalues
of s . Therefore H is a finitely generated abelian group and since all finite
subgroups of KU are cyclic, it follows that H is of the form T = Z , wherem
 .T is torsion free abelian. Thus we have the decomposition L s [ L l ,lg H
 .where L l is the eigenspace for l. Furthermore, since each L is stableg
 .under s , we can also decompose each L as L s [ L l . If we letg g lg H g
 .S s D L l and let S s D S , then L is now an H-gradedl g g G g lg H l
 .a , b , g -algebra with homogeneous, multiplicatively closed spanning set
S.
In the first case, if Ls s 0 then the identity component of L under the
grading by H must also equal 0. In the second case, Ls is equal to the
identity component of L under the grading by H. Therefore, in both cases
the identity component of the grading acts nilpotently on L, thus by
Theorem 2.12 L is solvable.
Finally, we consider the case where the order of s is the prime number
 . pp. If p equals the characteristic of K, then s y 1 s 0. Since s y 1 is a
nilpotent linear transformation of L, it follows that if Ls s 0 then it must
also be the case that L s 0. On the other hand, if p is not the characteris-
tic of K, then the eigenvalues of s are the p distinct pth roots of 1. As a
result, L is now graded by the cyclic group of order p in such a way that
the identity component is equal to 0. Therefore, by Theorem 2.11, L must
be nilpotent.
We can now prove an analogous result for derivations. We must require
that the ground field have characteristic 0, however, we obtain the stronger
conclusion that L must be nilpotent.
COROLLARY 3.2. Let L s [ L be a Lie color algebra o¨er a field Kg g G g
of characteristic 0 and let d be a homogeneous deri¨ ation of L which is
algebraic as a K-linear transformation of L. If either Ld s 0 or Ld acts
nilpotently on L where d satisfies a separable polynomial, then L is nilpotent.
Proof. The proof is almost the same as that of Corollary 3.1. The main
difference is that L is now graded by a subgroup of the additive group K.
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Since K has characteristic 0, K is torsion free, therefore in both cases we
can apply Theorem 2.2 as the identity component of the grading acts
nilpotently on L. Thus L is nilpotent.
w xIn J2 , Jacobson shows that if D is a nilpotent Lie algebra of derivations
of a finite-dimensional Lie algebra of characteristic 0 such that LD s 0,
then L is nilpotent. We can now generalize that result to Lie color
algebras of arbitrary dimension as we extend Corollary 3.2.
COROLLARY 3.3. Let L s [ L be a Lie color algebra o¨er a field ofg g G g
K of characteristic 0 and let D be a finite-dimensional nilpotent Lie algebra of
homogeneous deri¨ ations of L which are algebraic as K-linear transformations
of L. If LD s 0 then L is nilpotent.
Proof. Once again, we may assume that K is algebraically closed and L
is now graded by the dual of the Lie algebra D. If we let L denote the0
identity component of the grading, then D acts as nilpotent derivations on
L . Since D is finite-dimensional, we can use a version of Engel’s theorem0
to conclude that D acts nilpotently on L . Therefore if LD s 0, it must be0
the case that L s 0. Since the dual of D is torsion free in characteristic0
0, we can again apply Theorem 2.2 to conclude that L must be nilpotent.
We note that Corollary 3.3 cannot be generalized to the case where we
merely assume that LD is nilpotent. Consider the case where L is a
nonnilpotent Lie algebra over an infinite field and D is any Cartan
subalgebra of L. Then D is both nilpotent and self-normalizing. It then
follows that LD : D is nilpotent, whereas L is not nilpotent. In fact, even
if we consider the action of a single derivation, Corollary 3.3 cannot be
generalized. To this end, recall that D is equal to the zero-eigenspace of
w xad , for some regular x g L J1, Chap. 3, Theorem 1 . Therefore ifx
d s ad , we have that Ld : D is nilpotent, yet L is not nilpotent.x
w xWe can use an example of Dorofeev D to show that the analogs of
Corollaries 3.2 and 3.3 for alternative algebras do not generalize to the
case where Ad is nilpotent. In this example, A s A [ A is a nonnilpo-0 1
tent Z -graded alternative algebra such that A2 s A2 s 0. The projection2 0 1
d from A onto A is a derivation satisfying the separable polynomial1
x 2 y x and Ad s A is nilpotent.0
 .All of our examples of a , b , g -algebras in Section 1, with the excep-
tion of Lie color algebras, have constant coefficients. Recall that if A has
constant coefficients, then we could choose all of A as our spanning set
and any grading of A by a group G automatically makes A into a
 .  .G-graded a , b , g -algebra. By Lemma 1.2, if A is a left a , b , g -algebra
over a field K then, for any field extension F of K, A m F is a left
 X X X.a , b ,g -algebra over F. Therefore, if A has constant coefficients,
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analogs of Corollaries 3.1, 3.2, and 3.3 hold without any additional homo-
geneity assumptions. We record this revised version of Corollary 3.1 as
 .COROLLARY 3.4. Let A be an a , b , g -algebra with constant coefficients
o¨er a field K and let s be an automorphism of A which is algebraic as a
K-linear transformation of A. If either As s 0 or As acts nilpotently on A
where s satisfies a separable polynomial, then A is sol¨ able.
 .We also have a revised version of Corollary 3.4 for a , b , g -algebras
 .with constant coefficients. Since we are looking at a , b , g -algebras, we
once again must distinguish between an algebra being left nilpotent or
right nilpotent.
 .COROLLARY 3.5. Let A be a left a , b , g -algebra with constant coeffi-
cients o¨er a field K of characteristic 0 and let D be a finite-dimensional
nilpotent Lie algebra of deri¨ ations of A which are algebraic as K-linear
transformations of A. If AD s 0 then A is left nilpotent.
In Corollaries 3.2, 3.3, and 3.5, we saw that algebraic derivations of
 .a , b , g -algebras always act with a nonzero set of invariants, provided the
algebra is not nilpotent. In our first example, we see that this is not the
case for arbitrary nonassociative rings, regardless of the characteristic. We
should point that all of our examples will be finite-dimensional, thus all of
our derivations will automatically be algebraic.
EXAMPLE 3.6. A simple nonassociative finite-dimensional algebra A of
characteristic not equal to 2, with a derivation d such that Ad s 0. If K is
any field with characteristic not equal to 2 and n G 2 is an integer, let A
 4be the vector space with basis x , . . . , x , x , . . . , x . In addition, if Kyn y1 1 n
has characteristic p, we will also assume that n - p. We now give A an
algebra structure by defining x ( x s x if yn - i q j - n with i q j /i j iqj
0, and x ( x s 0 otherwise. Now suppose that I is a nonzero ideal of A;i j
then I certainly contains an element of the form a s a x q ??? qa x ,j j j j1 1 t t
where 0 / a g K and 1 F j - ??? - j . Then I also contains the ele-j 1 t1
ment x s a( ay1 x . By continuing to multiply x by either x orn j nyj n y11 1
x , it is easy to see that I contains every element of our basis. Thusy2
I s A, and so A is simple. We now consider the K-linear map d : A ª A
 .  .defined on all basis elements as d x s ix . We note that d x ( x qi i i j
 .  .x ( d x s ix ( x q x ( jx s i q j x ( x . Therefore, if x ( x s 0, theni j i j i j i j i j
 .  .  .d x ( x s 0 s d x ( x q x ( d x . On the other hand, if x ( x / 0,i j i j i j i j
 .  .  .  .  .then d x ( x s d x s i q j x s d x ( x q x ( d x . Thus d is ai j iqj iqj i j i j
derivation of A. However, by the definition of d, it is clear that Ad s 0.
We now show that our assumption that the field K has characteristic 0
in Corollaries 3.2, 3.3, and 3.5 is necessary.
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EXAMPLE 3.7. A solvable nonnilpotent finite-dimensional Lie algebra
L of characteristic p with a derivation d such that Ld s 0. Let K be a
 4field of characteristic p and let z, x , . . . , x be the basis of our Lie0 py1
algebra L. The only nonzero Lie brackets of these basis elements will be
w xz, x s x , for 0 F i F p y 1, where all subscripts are computed mod-i iq1
ulo p. It is easy to see that L is solvable, but not nilpotent. We now define
 .  .a K-linear map d : L ª L defined by the properties d z s z and d x si
ix q x , for 0 F i F p y 1. In order to see that d is a derivation, we notei iq1
w x.  .  .that for any i, d z, x s d x s i q 1 x q x s x q ix qi iq1 iq1 iq2 iq1 iq1
w x w x w  . x w  .xx s z, x q z, ix q x s d z , x q z, d x . Finally, supposeiq2 i i iq1 i i
py1 d  .  .a s  a x q b z g L . Then 0 s d a s a x q a q a xis0 i i py1 0 0 1 1
 .   . .q ??? q a q ia x q ??? q a q p y 1 a x q b z. As a re-py2iy1 i i py1 py1
 .sult, we have 0 s b s a q p y 1 a s ??? s a q a s a . Itpy2 py1 0 1 py1
now easily follows that every a s 0, hence a s 0, and so Ld s 0.i
In Theorems 2.2 and 2.11 and in Corollary 2.10 we looked at cases
 .where A is a G-graded a , b , g -algebra and G is a cyclic group. In these
cases, if A s 0, then A is solvable and furthermore, if G is infinite or of0
prime order then A is nilpotent. In the next example, we see that this is no
longer the case if we merely assume that G is an abelian group.
EXAMPLE 3.8. A finite-dimensional simple Lie algebra L of character-
istic not equal to 2 graded by Z = Z , such that L s 0. Let L s2 2 0, 0.
 .  4sl 2, K , where the characteristic of K is not 2. Let x, y, h be the basis of
w x w x w xL such that h, x s 2 x, h, y s y2 y, and x, y s h. Then L is graded
 .  .by Z = Z with L s 0, L s K x y y , L s K x q y , and2 2 0, 0. 1, 0. 0, 1.
L s Kh.1, 1.
From Theorems 2.2 and 2.11, we know that if A is a G-graded
 .a , b , g -algebra where either G is torsion free abelian with A acting0
nilpotently on A or if G is of prime order and A s 0, then A must be0
nilpotent. In the next example we see that in the first case, G cannot be
replaced by a finite cyclic group and in the second case, we cannot replace
the assumption A s 0 by the assumption that A acts nilpotently on A.0 0
EXAMPLE 3.9. For any n G 2, there exists a solvable, nonnilpotent
finite-dimensional Lie algebra L of arbitrary characteristic which is graded
by Z such that L acts nilpotently on L. Let K be any field and let Ln 0
 4have as a basis z, x , . . . , x such that the only nonzero Lie brackets of0 ny1
w xthese basis elements are z, x s x , where all subscripts are computedi iy1
modulo n. It is easy to see that L is solvable, but not nilpotent. We can
now grade L by Z by letting L s Kx , for 0 F i F n y 2 and L sn i i ny1
Kx q Ky. This is indeed a grading of L, for if i, j - n y 1 we haveny1
w x w x w x w xL , L s K y, x s L , L , L s 0 : L , and L , L sny1 i i iy1 j i jqi ny1 ny1
w x w w xx w w xxK y, x s L . However L , L , L s L , L , L sny 1 ny 2 0 0 0 0 ny 1
w xL , Kx s 0, and so L acts nilpotently on L.0 ny1 0
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 .In Theorem 2.11, we see that if A is a Z -graded a , b , g -algebrap
where A s 0, then A must be nilpotent. By Corollary 2.10, even if p fails0
to be prime, then A must still be solvable. However, we conclude this
paper with a short example which shows that A can fail to be nilpotent if
p is not prime.
EXAMPLE 3.10. A solvable, nonnilpotent finite-dimensional Lie algebra
L of arbitrary characteristic graded by Z such that L s 0.4 0
 4Let K be any field and let L have basis x, y, z , where the only
w x w xnonzero Lie brackets of these basis elements are x, z s y and y, z s x.
We can then grade L by Z by letting L s 0, L s Kx, L s Kz, and4 0 1 2
L s Ky. It easy to see that although L s 0, L is not nilpotent.3 0
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