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Trace and categorical sln representations
Zaur Guliyev
Abstract
Khovanov-Lauda [27] define a 2-category U such that the split Grothendieck group K0(U) is
isomorphic to an integral version of the quantized universal enveloping algebra U(sln), n ≥
2. Beliakova-Habiro-Lauda-Webster [2] prove that the trace decategorification Tr(U) of the
Khovanov-Lauda 2-category is isomorphic to the the current algebra U(sln[t]) – the universal
enveloping algebra of the Lie algebra sln ⊗ C[t]. A 2-representation of U is a 2-functor from U
to a linear, additive 2-category. In this note we are interested in the 2-representation, defined by
Khovanov-Lauda using bimodules over cohomology rings of flag varieties. This 2-representation
induces an action of the current algebra U(sln[t]) on the cohomology rings. We explicitly com-
pute the action of U(sln[t]) generators using the trace functor. It turns out that the obtained
current algebra module is related to another family of U(sln[t])-modules, called local Weyl mod-
ules. Using known results about the cohomology rings, we are able to provide a new proof of the
character formula for the local Weyl modules.
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Introduction
Categorification is a process of finding category-theoretic analogs of set-like mathematical
structures by replacing sets with categories, functions with functors and equations between
functions by natural isomorphisms between functors. Decategorification is the inverse pro-
cess which ’forgets’ the morphisms in the category and identifies the isomorphic objects.
Decategorification is usually understood as a functor that returns the split Grothendieck
group K0(C) of an additive category C. The split Grothendieck group K0(C) is the abelian
group generated by isomorphisms classes {[x]∼=}x∈Ob(C), modulo the relation
[x⊕ y]∼= = [x]∼= + [y]∼=.
A 2-category is a category with an additional structure – the hom-sets are also categories.
The split Grothendieck group of a 2-category can be thought of as a procedure for turning
the 2-categorical structure of an additive category into a 1-categorical structure of an
abelian group. We get a 1-category if we forget 2-morphisms in a 2-category and identify
all isomorphic 1-morphisms.
We say that a category is k-linear if the set of morphisms form a k-linear vector space,
and compositions are bilinear over k. The trace of a k-linear category C is defined by
Tr C =
 ⊕
x∈Ob(C)
EndC(x)
 / Span
k
{f ◦ g − g ◦ f},
where f and g run through all pairs of morphisms f : x → y and g : y → x with x, y ∈
Ob(C). The trace Tr C of a 2-category C is a category who has the same object set as C,
and morphisms of Tr C are the trace classes of 2-endomorphisms of C.
2
A milestone in categorification was achieved independently by M. Khovanov and A.
Lauda [27] and by R. Rouquier [39]. They define a 2-category UQ(sln) whose split Grothendieck
group gives the integral version of the idempotent completion U˙q(sln) of the associated
quantum group Uq(sln). In this note we will mainly work with the diagrammatic 2-
category defined by Khovanov-Lauda [27]. They categorify Beilinson-Lusztig-MacPherson
[1] idempotent version U˙q(sln), in which the unit in Uq(sln) is replaced by a collection
of idempotents {1ν}, indexed by elements ν of the integral sln weight lattice X . The
Q(q)-module U˙q(sln) has a natural category structure with the object set X , and hom-sets
from ν ∈ X to µ ∈ X are given by 1µU˙q(sln)1ν . The algebra U˙q(sln) is generated over
Q(q) by elements 1ν , 1ν+αiEi1ν and 1ν−αiFi1ν , modulo certain relations, where ν ∈ X ,
i ∈ I = {1, . . . , n− 1} and αi is the i-th simple root.
Khovanov and Lauda define UQ(sln) to be the 2-category with the object set X and 1-
morphisms generated by the identity 1-morphism 1ν¯ and the morphisms Ei1ν¯ : ν → ν+αi,
Fi1ν¯ : ν → ν − αi for all i ∈ I. For each 1-morphism f there is also a degree shifted
1-morphism f〈t〉 in UQ(sln) for each t ∈ Z. The 2-morphisms are k-vector spaces spanned
by certain oriented planar diagrams, modulo isotopies and local relations. For example,
OOOO
Ei Ej
Ej Ei〈1〉
νν+αi+αj
is a 2-morphism EiEj1ν¯ → EjEi1ν¯〈1〉. Let U˙Q(sln) be the smallest 2-category which contains
UQ(sln) and has splitting idempotents. The split Grothendieck group K0(U˙Q(sln)) can
be regarded as a Z[q, q−1]-module if we forget the 2-morphisms, identify isomorphic 1-
morphisms and let the degree shift 〈1〉 of a 1-morphism correspond to a multiplication by
q. Khovanov and Lauda prove that there is a Z[q, q−1]-module isomorphism between an
integral form of U˙q(sln) and the split Grothendieck group K0(U˙Q(sln)) which maps q
tEi1ν
to [Ei1ν¯〈t〉]∼=, q
tFi1ν to [Fi1ν¯〈t〉]∼= for all i ∈ I and q
t1ν to [1ν¯〈t〉]∼=.
Let U be the modification of UQ(sln), where degree shifts of each 1-morphism are
identified, and 2-morphisms are not required to preserve the degree. The split Grothendieck
groupK0(U) is a Z-module rather than a Z[q, q
−1]-module since identifying morphisms that
differ by a degree shifts will correspond to setting q = 1 on the K0 level.
The trace TrU turns out to be a larger algebra with a Z-grading. Let sln[t] = sln⊗k[t]
be the extension of sln by the polynomials in parameter t. The Lie bracket [a⊗ t
r , b⊗ ts] =
[a, b] ⊗ tr+s defines a graded Lie algebra structure on sln ⊗ k[t] with deg(a ⊗ t
r) = 2r.
We call the universal enveloping algebra U(sln[t]) the current algebra. Current algebra is
generated over k by Ei,r = Ei ⊗ t
r, Fi,r = Fi ⊗ t
r, Hi,r = Hi ⊗ t
r for all r ≥ 0 and i ∈ I,
where Ei, Fi, Hi are the Chevalley basis of sln. Beliakova-Habiro-Lauda-Webster [2] prove
that TrU is algebraically isomorphic to U(sln[t]).
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Representations of Uq(sln) are used to obtain invariants of links and 3-manifolds. A
motivation for categorifying the representations is to achieve even stronger invariants. A
2-representation or categorical representation of Uq(sln) is a graded, additive 2-functor
UQ(sln) → K for some graded, additive 2-category K. Categorical representations of
Uq(sln) have been studied even before the categorification of the quantum group Uq(sln)
itself. A categorification of the tensor products of the fundamental sl2 representation
was first algebraically formulated by Bernstein-Frenkel-Khovanov [6], later extended to
the quantum group Uq(sl2) by Frenkel-Khovanov-Stroppel [22], Stroppel [43], Chuang-
Rouquier [20], and to Uq(sln) by Mazorchuk-Stroppel [36], Webster [46]. A big role here
has always played the graded, parabolic BGG category O of certain finitely generated glm
weight modules.
A modification of K by allowing 2-morphisms of any degree lets us to define a 2-
representation U → K. We define the center Z(x) of an object x ∈ Ob(K) to be the
endomorphism ring End(1x) and the center of objects Z(K) to be Z(K) =
⊕
x∈Ob(K) Z(x).
In [5] it has been proven that any 2-representation U → K induces an action of U(sln[t])
on TrK and on Z(K).
Our first result is a construction of a current algebra module using a 2-representation
defined by Khovanov-Lauda [27]. We first present their 2-representation in terms of sym-
metric polynomials and then compute the current algebra action on the center of objects.
A n-composition of N is an ordered n-tuple of non-negative integers which sum up
to a fixed integer N . Let ν = (ν1, ν2, . . . , νn) be a n-composition of N and Pν be the
subalgebra of the polynomial ring in variables X1, X2, . . . , XN , which is symmetric in the
first ν1-tuple of variables, in the second ν2-tuple of variables and so forth. This ring is
generated by complete symmetric polynomials hr(ν; i) in i-th tuple of νi variables over all
r ≥ 0, 1 ≤ i ≤ n, as well as by elementary symmetric polynomials er(ν; i) or by power sum
symmetric polynomials pr(ν; i).
We will construct a 2-category PolN together with a 2-representation ΘN : U → PolN .
Objects in PolN are the graded rings Pν for each n-composition of N , 1-morphisms are
bimodules over Pν , and 2-morphisms are bimodule maps. PolN is equivalent to the 2-
category EqFlagN , which is defined by Khovanov-Lauda to show the non-degeneracy of U .
EqFlagN is constructed using bimodules over equivariant cohomology rings of partial flag
varieties, and mapping Chern classes in EqFlagN to elementary symmetric polynomials
in PolN defines an equivalence of 2-categories.
The split Grothendieck group of PolN gives the finite-dimensional, simple highest
weight sln module V (λ0) of the highest weight λ0 = Nω1 for the first fundamental weight
ω1. This proven by Frenkel-Khovanov-Stroppel [22] for the case n = 2 and by Khovanov-
Lauda [27] for general n.
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Let Rˇλ be the deformed KLR algebra assigned to a dominant weight λ (see [46], section
3.3), and let Rˇλ-pMod be the category of finitely generated, projective, graded Rˇλ-modules.
The 2-functor ΘN factors through Rˇ
λ-pMod:
U PolN
Rˇλ0-pMod
ΘN
Θ′
N
,
where Θ′N is a strongly equivariant 2-functor in the sense of Webster [46].
The 2-representation ΘN induces a current algebra action on the center of objects
Z(PolN ) =
⊕
ν Pν . We identify the current algebra module structure in
⊕
ν Pν explicitly
in our next result.
Theorem 1. Let ν be an n-composition of N , i ∈ I, αi = (0, . . . , 0, 1,−1, 0, . . .0), ki =∑i
l=1 νl and m, j ≥ 0. The action of the current algebra U(sln[t]) on
⊕
ν Pν is defined as
follows.
1. The map Fi,j : Pν → Pν−αi is the Pν−αi-module homomorphism such that
Fi,j(X
m
ki
) =
νi−1∑
l=0
(−1)lel(ν − αi; i)hm+j+νi−νi+1−1−l(ν − αi; i+ 1).
2. The map Ei,j : Pν → Pν+αi is the Pν+αi-module homomorphism such that
Ei,j(X
m
ki+1
) =
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)hm+j+νi+1−νi−1−l(ν + αi; i).
3. The map Hi,j : Pν → Pν is the multiplication by (−1)
j(pj(ν; i+1)− pj(ν; i)) if j > 0,
and by νi − νi+1 if j = 0.
The proof of Theorem 1 follows from a direct computation using diagrammatic descrip-
tion of 2-morphisms in U and some relations in the polynomial algebra. The action of Ei,j
and Fi,j for j = 0 are already given by Brundan [9] using Schur-Weyl duality, Theorem 1
generalizes it for a current algebra parameter j in the context of 2-representation theory.
Brundan [9] defines a finite-dimensional quotient Cλν of the algebra Pν for a given n-
composition ν and n-partition λ of N . We will show that the current algebra action defined
in Theorem 1 descends to the quotient ring
⊕
ν C
λ
ν , following a similar proof for sln action
given by Brundan [9].
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The rings Cλν appear naturally in geometry and 2-representation theory. Brundan and
Ostrik [13] prove that Cλν is isomorphic to the cohomology ring of a Spaltenstein variety –
a quiver variety of type A. Mackaay [33] shows that
⊕
ν C
λ
ν is isomorphic to the center of
the slm web algebra and to the center of the foam category. Brundan [9] proves an algebra
isomorphism between
⊕
ν C
λ
ν and the center of parabolic category O
λ. Varagnolo-Vasserot-
Shan [42] and Webster [45] prove a graded algebra isomorphism between the center of the
cyclotomic KLR algebra and
⊕
ν C
λ
ν .
It turns out that the current algebra action on
⊕
ν C
λ
ν is related to a certain family
of current algebra modules, called local Weyl modules. A local Weyl module W (λ) of the
current algebra U(sln[t]) assigned to a dominant weight λ ∈ X is defined to be the graded
module generated by vλ over U(sln[t]), subject to the following relations for all i ∈ I and
j ≥ 0:
Ei,jvλ = F
λi+1
i,0 vλ = 0, Hi,jvλ = δ0,j λivλ,
where δ is the Kronecker symbol. W (λ) is finite-dimensional, inherits degree from the
current algebra, and each homogeneous piece W (λ){2r}, r ≥ 0 is an sln-module.
Local Weyl modules play an important role in the study of finite-dimensional represen-
tations of affine Lie algebras. Chari-Pressley [19] were first to introduce them, where they
prove certain universality properties. Since then local Weyl modules and their infinite-
dimensional analogues, called global Weyl modules, have attracted a vast amount of inter-
est. Chari-Loktev [18] show that local Weyl modules are isomorphic to another families of
current algebra modules, called Demazure modules and fusion modules. Fusion modules
are certain graded tensor products of fundamental sln representations, and by setting t = 1
we recover the usual tensor products. Kodera-Naoi [29] prove that radical and socle series
of local Weyl modules coincide with their grading filtration. They also relate local Weyl
modules to the homology groups of Nakajima’s quiver varieties of type A.
The graded character and dimension formulas for
⊕
ν C
λ
ν are given by Brundan [9]. This
result allows us to compute graded characters and dimensions of the local Weyl modules
in terms of the Kostka-Foulkes polynomials (see [32]). The Kostka-Foulkes polynomials
Kλ,ν(t), indexed by a partition λ and a composition ν play major role in the representation
theory of affine Lie algebras and symmetric groups.
Theorem 2. Let λ be a n-partition of a positive integer N . Let λ =
∑n−1
i=1 (λi − λi+1)ωi,
where ωi, i ∈ I are fundamental sln weights. The graded character of the local Weyl module
W (λ) is given by the formula
chtW (λ) =
∑
τ
KτT ,λT (t) ch V (τ¯),
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and the graded dimension of the weight space ν is given by∑
r≥0
dimC Wν(λ){2r} t
r =
∑
τ
Kτ,ν(1)KτT ,λT (t),
where the summations on the right hand sides are over all n-compositions of N , V (τ¯) is
the finite-dimensional, simple sln module with the highest weight τ¯ =
∑n−1
i=1 (τi − τi+1)ωi,
and Wν(λ) is the weight space Wν(λ) = {w ∈ W(λ) |Hi,0w = (νi − νi+1)w}.
The proof of Theorem 2 follows easily from the work of Shan-Varagnolo-Vasserot [42]
(also see Webster [45]). They show that
⊕
ν C
λ
ν is isomorphic to the dual Weyl module
W ∗(λ). We only need to adjust the degree, and this will gives a character formula. This
formula can be understood as a character decategorification ofW (λ). The graded dimension
is obtained from the character formula.
Theorem 2 is probably already known to experts. We, however, give a new proof
with a different approach and a simpler formula. Sanderson [41] computes characters of
Demazure modules, and this can be combined with results of Chari-Loktev [18] to derive
the characters for local Weyl modules. Chari-Ion ([17], Theorem 4.1) also give a character
formula, however they use an entirely different approach, combinatorics and proof of which
is beyond our understanding.
Organization. The structure of this note is organized as follows. We start by giving
the relevant definitions concerning traces and 2-categories. In the second section we define
the Khovanov-Lauda 2-category using the diagrammatic presentation. We also state main
results in trace decategorification of categorified quantum groups. In the third and fourth
sections, we concern ourselves with the local Weyl modules of current algebra and 2-
representations of categorified quantum sln. The last section is devoted to the polynomial
construction of the 2-category PolN . We then explicitly describe the current algebra action
on the center of objects of PolN and use it to derive the character formula of local Weyl
modules.
Acknowledgements. The author thanks Anna Beliakova for suggesting this project and
teaching a great deal about the categorified quantum groups; Jonathan Brundan and
Aaron Lauda for valuable comments on earlier versions of this note. The author was
supported by the Swiss National Science Foundation.
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1 Trace functor
1.1 Trace of a ring
Let k be a field of zero characteristics. The trace of a square matrix with elements in k
is the sum of its diagonal entries. Given two square matrices A,B, the trace satisfies the
property
tr(AB) = tr(BA) . (1.1)
More generally, for any finite-dimensional k-vector space V , a trace is a linear map
tr : End
k
(V )→ k
such that the trace relation holds:
tr(fg) = tr(gf) for any f, g ∈ End
k
(V ) .
As a simple invariant of a linear endomorphism, the trace has many important applications.
For example, given a representation ϕ : G→ Aut
k
(V ) of a group G, the character χϕ : G→
k of the representation ϕ is the function sending each group element g ∈ G to the trace of
ϕ(g). The character of a representation carries much of the essential information about a
representation.
We now generalize the notion of the trace from the ring of endomorphisms of V to any
k-algebra. For a k-algebra A, the Hochschild homology HH∗(A) of A can be defined as the
homology of the Hochschild chain complex
C• = C•(A) : · · · −→ Cn(A)
dn−→Cn−1(A)
dn−1
−→ . . .
d2−→C1(A)
d1−→A −→ 0, (1.2)
where Cn(A) = A
⊗n+1 and
dn(a0 ⊗ · · · ⊗ an) :=
n−1∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an + (−1)
nana0 ⊗ a1 ⊗ · · · ⊗ an−1
for a0, . . . , an−1 ∈ A. We define the trace or the cocenter of A to be the zeroth Hochschild
homology HH0(A) of A.
Definition 1.1.1. The trace of a k-algebra A defined as
TrA = HH0(A) = A/[A,A] = A/ Span
k
{ab− ba | a, b ∈ A}.
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Many interesting algebras can be presented by diagrams in the plane modulo some local
relations. Multiplication in A is represented by stacking diagrams on top of each other:
a ◦ b =
b
a
for a, b ∈ A. Then the trace TrA can be described by diagrams on the annulus, modulo
the same local relations as those for A and the map
A −→ A/[A,A]
has a diagrammatic description
a 7→ a .
Notice that by sliding elements of A around the annulus we see that ab = ba in the
quotient HH0(A).
The Hochschild cochain complex is defined as
C• = C•(A) : 0 −→ A
δ0−→ C0(A)
δ1−→ C1(A)
δ2−→ . . .
δn−1
−−→ Cn−1(A)
δn−→ Cn(A) −→ . . . ,
where Cn(A) = Homk(A
⊗n+1, A) and
δn(f)(a0⊗· · ·⊗an) =
n−1∑
i=0
(−1)if(a0⊗· · ·⊗aiai+1⊗· · ·⊗an)+(−1)
nf(ana0⊗a1⊗· · ·⊗an−1),
δ0(a0)(a1) = a0a1 − a1a0
for a0, . . . , an−1 ∈ A, f ∈ Homk(A
⊗n, A). The Hochschild cohomology is
HHn(A) = ker δn/im δn−1
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for n ≥ 0. In particular,
HH0(A) = ker δ0 = {a ∈ A | δ0(a) = 0} = {a ∈ A | a0a− aa0 = 0 for all a0 ∈ A}.
The zeroth Hochschild cohomology HH0(A) of a ring A can be identified with the center
of A:
HH0(A) ∼= Z(A).
The center Z(A) acts naturally on the trace TrA. This action can be graphically un-
derstood by cutting the diagram of an element b ∈ TrA and inserting the diagram of
a ∈ Z(A):
a ✄
b
=
b
a
1.2 Trace of a linear category
A small category C consists of a set of objects Ob(C) and a set of morphisms C(x, y) for each
pair x, y ∈ Ob(C). We assume that categories are small for the rest of this section. A k-
linear category is a category in which hom-sets are k-linear vector spaces, and compositions
of morphisms are bilinear over k. A k-algebra can be understood as a k-linear category
with one object. We generalize the notion of trace to k-linear categories.
Definition 1.2.1. The trace Tr C of the category C is defined as
Tr C =
 ⊕
x∈Ob(C)
EndC(x)
 / Span
k
{f ◦ g − g ◦ f}, (1.3)
where f and g run through all pairs of morphisms f : x→ y, g : y → x and x, y ∈ Ob(C).
We denote the trace class of a morphism f by [f ]. A k-linear functor between two
k-linear categories C and D is a functor F : C → D such that the map F : C(x, y) →
D(F (x), F (y)) is an abelian group homomorphism for x, y ∈ Ob(C). The trace Tr is a
k-linear functor.
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An additive category is a k-linear category equipped with a zero object and biproducts,
also called direct sums.
Lemma 1.2.2. If C is an additive category, then for f : x→ x and g : y → y we have
[f ⊕ g] = [f ] + [g]
in Tr C.
Proof. Since f ⊕ g = (f ⊕ 0) + (0⊕ g) : x⊕ y → x⊕ y, we have
[f ⊕ g] = [f ⊕ 0] + [0⊕ g].
Now we have [f ⊕ 0] = [ifp] = [pif ] = [f ], where p : x ⊕ y → x and i : x → x ⊕ y are the
projection and the inclusion maps. Similarly, [0⊕ g] = [g] holds.
Example 1.2.3. Let C = Vect
k
be the category of finite-dimensional k-vector spaces.
Since any finite-dimensional vector space is isomorphic to a finite direct sum of copies of
k, by Lemma 1.2.2 we have TrVect
k
= k.
Example 1.2.4. Let C = grVect
k
be the category of finite-dimensional Z-graded vector
spaces, i.e. any V ∈ Ob(C) decomposes as V =
⊕
n∈Z Vn with deg(x) = n for any x ∈ Vn,
and morphisms in grVect
k
are degree preserving. Then Tr grVect
k
=
⊕
n∈Z k = k[q, q
−1].
The multiplication by q is interpreted as a shift of the degree by one.
The previous examples can be further generalized. For a linear category C there is a
universal additive category generated by C, called the additive closure C⊕, in which the
objects are formal finite direct sums of objects in C, and the morphisms are matrices of
morphisms in C. There is a canonical fully faithful functor C → C⊕. Every linear functor
F : C → D to an additive category D factors through C → C⊕ uniquely up to natural
isomorphism. We consider the trace of the additive closure C⊕ of a linear category C. The
homomorphism
Tr i : Tr C → Tr C⊕
induced by the canonical functor i : C → C⊕ is an isomorphism. The inverse tr : Tr C⊕ →
Tr C is defined by
tr[(fk,l)k,l] =
∑
k
[fk,k]
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for an endomorphism in C⊕
(fk,l)k,l∈{1,...,n} : x1 ⊕ · · · ⊕ xn → x1 ⊕ · · · ⊕ xn
with fk,l : xl → xk in C.
1.3 Idempotent completions and split Grothendieck group
A projection or idempotent in Vect
k
is an endomorphism p : V → V satisfying the relation
p2 = p. In this case (IdV − p) : V → V is also an idempotent, and together these two
idempotents decompose the space V into a direct sum of the image of the projection p and
the image of the projection IdV − p.
More generally, an idempotent in a k-linear category C is an endomorphism e : x → x
satisfying e2 = e. An idempotent e : x → x in C is said to split if there is an object
y and morphisms g : x → y, h : y → x such that hg = e and gh = 1y. The Karoubi
envelope Kar(C) is the category whose objects are pairs (x, e) of objects x ∈ Ob(C) and an
idempotent endomorphism e : x→ x in C. The morphisms
f : (x, e)→ (y, e′)
are morphisms f : x → y in C such that f = e′fe. Composition is induced by the com-
position in C, and the identity morphism is e : (x, e) → (x, e). Kar(C) is equipped with
a k-linear category structure. The Karoubi envelope can be thought of as a minimal
enlargement of the category C in which all idempotents split.
We can identify (x, 1x) with the object x of C. This identification gives rise to a
natural embedding functor ι : C → Kar(C) such that ι(x) = (x, 1x) for x ∈ Ob(C) and
ι(f : x → y) = f . The Karoubi envelope Kar(C) has the universality property that if
F : C → D is a k-linear functor to a k-linear category D with split idempotents, then F
extends to a functor from Kar(C) to D uniquely up to natural isomorphism. The following
proposition illustrates one of the key advantages of the trace, namely its invariance under
passing to the Karoubi envelope.
Proposition 1.3.1. The map Tr ι : Tr C −→ TrKar(C) induced by ι is bijective.
Proof. Recall that an endomorphism f : (x, e) → (x, e) in Kar(C) is just a morphism
f : x→ x in C satisfying the condition that f = efe. Define a map u : TrKar(C) −→ Tr C
sending [f ] ∈ TrKar(C) to [f ] ∈ Tr C. Then one can check that u is an inverse to Tr ι.
The split Grothendieck group K0(C) of an additive category C is an abelian group
generated by isomorphism classes [x]≃ of objects x ∈ Ob(C) modulo the relation [x⊕y]≃ =
12
[x]≃ + [y]≃. The split Grothendieck group K0 defines a functor from additive categories to
abelian groups.
Example 1.3.2. K0(Vectk) = Z is generated by [k]∼=.
Define a homomorphism
hC : K0(C) −→ Tr C
by
hC([x]∼=) = [1x]
for x ∈ Ob(C). Indeed, one can easily check that
hC([x⊕ y]∼=) = [1x] + [1y] ,
since 1f⊕g = 1f ⊕ 1g. The map hC defines a natural transformation
h : K0 ⇒ Tr: AdCat→ Ab,
where AdCat denotes the category of additive small categories. The map hC is called
Chern character map. It is neither injective nor surjective in general.
A graded k-linear category is a k-linear category equipped with an auto-equivalence
〈1〉 : C → C. In a graded k-linear category, for objects x, y ∈ Ob(C) and a morphism
f : x → y, there exist objects x〈t〉, y〈t〉 ∈ Ob(C) and a morphism f〈t〉 : x〈t〉 → y〈t〉 for
each t ∈ Z, where 〈t〉 is 〈1〉 applied t ∈ Z times. The trace and the split Grothendieck
groups of a graded linear category C are Z[q, q−1]-modules such that [x〈t〉]≃ = q
t[x]≃, and
[f〈t〉] = qt[f ] for x ∈ Ob(C) and f ∈ End(x).
A translation in C is a family of natural isomorphisms x ≃ x〈t〉 for all x ∈ Ob(C) and
t ∈ Z. Given a graded k-linear category C, we can form a category C⋆ with the same
objects as C and morphisms
C⋆(x, y) =
⊕
t∈Z
C(x, y〈t〉). (1.4)
The category C⋆ admits a translation, since for any x ∈ Ob(C) and t ∈ Z the natural
isomorphism x ≃ x〈t〉 is given by 1x ∈ C(x, x) = C(x, x〈t〉〈−t〉) ⊂ C
⋆(x, x〈t〉) together with
the inverse map 1x〈t〉 ∈ C(x〈t〉, x〈t〉) = C(x〈t〉, x〈0〉〈t〉) ⊂ C
⋆(x〈t〉, x).
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The isomorphism x ≃ x〈t〉 forgets the q-grading by setting q = 1 on the split Grothendieck
group and makes K0(C
⋆) a Z-module. The same is also true for Tr C⋆ since [f〈t〉] = [f ] for
any endomorphism f : x→ x.
However, hom-spaces of C⋆ contain degree t morphisms C⋆(x, y〈t〉) for all t ∈ Z. Hence
Tr C⋆ decomposes into equivalence classes of morphisms of degree t:
Tr C⋆(x, y) =
⊕
t∈Z
Tr C(x, y〈t〉). (1.5)
Thus, Tr C⋆(x, y) is a Z-graded abelian group.
1.4 2-categories and trace
Definition 1.4.1. A 2-category C consists of the following data.
• A collection of objects.
• For each pair of objects x, y, a category C(x, y). The objects of C(x, y) are called
1-morphisms from x to y. For any u, u′ ∈ Ob(C(x, y)), morphisms f : u → u′ are
called 2-morphisms.
• There is a composition of 1-morphisms: if u ∈ Ob(C(x, y)) and v ∈ Ob(C(y, z)),
then vu ∈ Ob(C(x, z)). This composition is associative: for any object ζ and w ∈
Ob(C(z, ζ)) we have
(wv)u = w(vu).
• There is a horizontal composition of 2-morphisms: if u, u′ ∈ Ob(C(x, y)), f : u → u′
and v, v′ ∈ Ob(C(y, z)), g : v → v′, then there exists a 2-morphism g ∗ f : vu → v′u′.
The horizontal composition is associative.
• 2-morphisms can also be composed vertically: if u, u′, u′′ ∈ Ob(C(x, y)), f : u → u′
and, f ′ : u′ → u′′, then there is a 2-morphism f ′f : u → u′′. This composition is
associative. Moreover, let v, v′, v′′ ∈ Ob(C(y, z)), g : v → v′ and, g′ : v′ → v′′. The
following rule holds between horizontal and vertical compositions of 2-morphisms:
(g′g) ∗ (f ′f) = (g′ ∗ f ′)(g ∗ f).
• For every object x there is an identity 1-morphism 1x ∈ Ob(C(x, x)) such that for
any u ∈ Ob(C(x, y)), we have 1yu = u1x = u.
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• For every 1-morphism u ∈ Ob(C(x, y)) there exists an identity 2-morphism 1u such
that for all u′ ∈ Ob(C(x, y)) and f : u→ u′, we have 1u′f = f1u = f and 11y ∗f = f ∗
11x = f . Additionally, the identity 2-morphisms must be compatible with composition
of 1-morphisms: 1v ∗ 1u = 1vu for any v ∈ Ob(C(y, z)).
Definition 1.4.2. A 2-functor F : C → D from a 2-category C to a 2-category D consists
of
• a function F : Ob(C)→ Ob(D), and
• for each pair of objects x, y in C, a functor F : C(x, y)→ D(Fx, Fy).
1.5 Kar, K0 and Tr for 2-categories
A 2-category C is k-linear if the categories C(x, y) are k-linear for all objects x, y in C, and
the composition functor preserves the k-linear structure. Similarly, an additive k-linear
2-category is a k-linear 2-category in which the categories C(x, y) are additive.
A graded linear 2-category is a 2-category whose hom-spaces form graded linear cate-
gories, and the composition map preserves degree.
The following definitions extend notions of trace, split Grothendieck group and Karoubi
envelope to the 2-categorical setting.
• Given an additive k-linear 2-category C, define the split Grothendieck group K0(C)
of C to be the k-linear category with Ob(K0(C)) = Ob(C) and with K0(C)(x, y) :=
K0(C(x, y)) for any two objects x, y ∈ Ob(C). For [f ]∼= ∈ K0(C)(x, y) and [g]∼= ∈
K0(C)(y, z) the composition in K0(C) is defined by [g]∼= ◦ [f ]∼= := [g ◦ f ]∼=.
• The trace Tr C of a k-linear 2-category is the k-linear category with Ob(Tr C) =
Ob(C) and with Tr C(x, y) := Tr C(x, y) for any two objects x, y ∈ Ob(C). For a
2-endomorphism σ in C(x, y) and a 2-endomorphism τ in C(y, z), we have [τ ] ◦ [σ] =
[τ ◦ σ]. The identity morphism for x ∈ Ob(Tr C) = Ob(C) is given by [11x ].
• The Karoubi envelope Kar(C) of a k-linear 2-category C is the k-linear 2-category
with Ob(Kar(C)) = Ob(C) and with hom-categories Kar(C)(x, y) := Kar(C(x, y)).
The composition functor Kar(C)(y, z) × Kar(C)(x, y) → Kar(C)(x, z) is induced by
the universal property of the Karoubi envelope from the composition functor in C.
The fully-faithful additive functors C(x, y)→ Kar(C(x, y)) form an additive 2-functor
C → Kar(C) that is universal with respect to splitting idempotents in the hom-
categories C(x, y).
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A 2-functor F : C → D between k-linear 2-categories C and D is a k-linear 2-functor if
for objects x, y in C the functor F : C(x, y)→ D(x, y) is k-linear. In this case F induces a
k-linear functor
TrF : Tr C → TrD,
such that
TrF = F : Ob(Tr C)→ Ob(TrD)
on the objects, and for x, y ∈ Ob(C)
(TrF )x,y = Tr(Fx,y) : Tr C(x, y)→ TrD(F (x), F (y)).
Let C be a k-linear 2-category. The center Z(x) of an object x ∈ Ob(C) is the com-
mutative ring of endomorphisms C(1x, 1x). We call Z(C) =
⊕
x∈Ob(C) Z(x) the center of
objects of C.
We call C a pivotal 2-category if for every 1-morphism u : x→ y there exists a biadjoint
morphism u∗ : y → x, together with 2-morphisms
evu : u
∗u→ 1x, coevu : 1y → uu
∗, (1.6)
e˜vu : uu
∗ → 1y, c˜oevu : 1x → u
∗u (1.7)
such that biadjointness relations
(e˜vu ⊗ 1u) (1u ⊗ c˜oevu) = (1u ⊗ evu) (coevu ⊗ 1u) = 1u, (1.8)
(evu ⊗ 1u∗) (1u∗ ⊗ coevu) = (1u∗ ⊗ e˜vu) (c˜oevu ⊗ 1u∗) = 1u∗ (1.9)
hold. Pivotal 2-categories admit rich a diagrammatic presentation in the following way.
We denote the objects by areas labeled with the objects. Then 1-morphisms are described
by the vertices of the diagrams separating two regions, and 2-morphisms are the edges of
the diagrams. The horizontal composition of two diagrams A ◦ B places A to the right of
B in the plane. The vertical composition AB of two diagrams means the stacking of A on
top of B. The 2-morphisms (1.6) and (1.7) can be depicted as
WW


x
u∗ u
, TT
y
u u∗
;
GG 
y
u u∗
,  JJ
x
u∗ u
,
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and the relations (1.8) and (1.9) are
OOOO
x
y
u
u
= OO  OO
x
y
u
u
= OO
u
u
xy ,
 OO 
y
x
u∗
u∗
= OO
y
x
u∗
u∗
= 
yx
u∗
u∗
.
In a pivotal 2-category C we can define the left and right duals of a given 2-morphism
f : u→ v as follows:
f ∗ := (evv ⊗ 1u∗) (1v ⊗ f ⊗ 1u∗) (1v∗ ⊗ coevu) : v
∗ → u∗,
∗f := (1u∗ ⊗ e˜vv) (1u∗ ⊗ f ⊗ 1v∗) (c˜oevu ⊗ 1v∗) : v
∗ → u∗.
Diagrammatically, the right and left duals of the 2-morphism
•f
OO
u
v
can be depicted as
•f ∗

v∗
u∗
= •f 
v∗
u∗
, • ∗f

v∗
u∗
=  •f
v∗
u∗
.
A pivotal 2-category C is called cyclic if the left and right duals of all 2-morphisms are
equal. In a cyclic category C there is a well-defined action of the trace Tr C on the center
of objects Z(C) as follows. Let u : x→ y be a 1-morphism, [f ] denote the trace class of a
2-morphism f : u→ u, and a ∈ Z(x). Then we define the map [f ] : Z(x)→ Z(y),
[f ](a) = e˜vu ◦ (f ⊗ a⊗ 1u∗) ◦ coevu.
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In terms of diagrams an element in Z(x) is a closed diagram at a region labeled by x. The
action of the trace corresponds to the closure of diagram f around a, and this will give us
a closed diagram at region y:
a
∗
x
7→ ••f
xx
a
∗
y
, (1.10)
2 The categorified quantum sln
In this section we will set our notation for sln weight lattice. We will then introduce
the quantum sln and its diagrammatic categorification UQ(sln) by Khovanov and Lauda.
There is an alternative categorification of the quantum sln, which is given by Rouquier
[39]. Brundan [8] proves the isomorphism between Rouquier’s 2-category and UQ(sln).
2.1 Cartan datum for sln
Let I = {1, 2, . . . , n− 1} be the set of vertices of the Dynkin diagram of type An−1, n ≥ 2:
◦ ◦ ◦ ◦
1 2 3 n−1
· · · . (2.1)
Simple roots are defined as αi = (0, . . . , 0, 1,−1, 0, . . . , 0) ∈ Z
n, i ∈ I, where 1 occurs in
the i-th component. Let (·, ·) be the standard scalar product on Zn. Then
aij = (αi, αj) =

2 if i = j,
−1 if |i− j| = 1,
0 if |i− j| > 1
are the entries of the Cartan matrix associated to sln.
We will call the elements ωi = (1, . . . 1, 0, . . . , 0) ∈ Z
n
+, i ∈ I with i number of 1’s the
fundamental weights. Notice that we have (ωi, αj) = δij. Fundamental weights generate
the integral sln-weight lattice X over Z.
By P(n,N) we denote n-compositions of N – the set of n-tuples of non-negative integers
which sum up to a positive integer N , and by P+(n,N) the set of n-partitions of N ,
that is, elements λ = (λ1, λ2, . . . , λn) ∈ P(n,N) such that λi ≥ λi+1 for all i ∈ I. For
each composition ν = (ν1, ν2, . . . , νn) ∈ P(n,N) there is a corresponding sln weight ν¯ =∑
i∈I(νi − νi+1)ωi. Note that ν does not define ν uniquely unless we fix N . We will
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sometimes abuse the notation and write ν = (ν1, ν2, . . . , νn−1) ∈ Z
n−1, νi = νi − νi+1
although ν is not a composition. If νi ≥ 0 for all i ∈ I, we call ν a dominant integral
weight. If λ ∈ P+(n,N), then λ is a dominant weight.
Define the composition ν + αi ∈ P(n,N) as
ν + αi = (ν1, . . . , νi−1, νi + 1, νi+1 − 1, νi+2, . . . , νn)
if νi+1 > 0 and ∅ otherwise. Similarly,
ν − αi = (ν1, . . . , νi−1, νi − 1, νi+1 + 1, νi+2, . . . , νn)
for νi > 0 and ∅ if νi = 0. In this case we have
ν + αi =

(ν1 + 2, ν2 − 1, ν3, . . . , νn−2, νn−1) if i = 1,
(ν1, ν2, . . . , νn−2, νn−1 − 1, νn−1 + 2) if i = n− 1,
(ν1, . . . , νi−1 − 1, νi + 2, νi+1 − 1, . . . , νn−1) if 1 < i < n− 1,
ν − αi =

(ν1 − 2, ν2 + 1, ν3, . . . , νn−2, νn−1) if i = 1,
(ν1, ν2, . . . , νn−2, νn−1 + 1, νn−1 − 2) if i = n− 1,
(ν1, . . . , νi−1 + 1, νi − 2, νi+1 + 1, . . . , νn−1) if 1 < i < n− 1.
2.2 The quantum group Uq(sln)
The algebra Uq(sln) is the unital Q(q)-algebra generated by the elements Ei, Fi and Ki,
K−i for i ∈ I together with the following relations:
K−1i Ki = KiK
−1
i = 1, KiKj = KjKi,
KiEjK
−1
i = q
aijEj , KiFjK
−1
i = q
−aijFj,
EiFj − FjEi = δij
Ki −K
−1
i
q − q−1
,
E2iEj − (q + q
−1)EiEjEi + EjE
2
i = 0 if aij = −1,
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0 if aij = −1,
EiEj = EjEi, FiFj = FjFi if aij = 0.
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Let U˙q(sln) be Lusztig’s idempotented version of Uq(sln), where the unit is replaced by a
collection of orthogonal idempotents 1ν indexed by the weight lattice X of sln,
1ν1ν′ = δνν′1ν , (2.2)
such that if ν = (ν1, ν2, . . . , νn−1), then
Ki1ν = 1νKi = q
νi1ν , Ei1ν = 1ν+αiEi, Fi1ν = 1ν−αiFi. (2.3)
U˙q(sln) can be viewed as a category with objects ν ∈ X and morphisms given by
compositions of Ei and Fi with 1 ≤ i < n modulo the above relations.
For A := Z[q, q−1], the A-algebra AU˙q(sln), the integral form of U˙q(sln) is generated
by products of divided powers E
(a)
i 1ν :=
Eai
[a]!
1ν , F
(a)
i 1ν :=
F ai
[a]!
1ν for ν ∈ X and i ∈ I. The
subalgebra AU˙
+
q (sln) generated by E
(a)
i 1ν , ν ∈ X is called the positive half of AU˙q(sln).
2.3 The 2-category UQ(sln)
Here we describe a categorification of Uq(sln) by M. Khovanov and A. Lauda. From now
on we assume that the underlying field is complex field. Fix the following choice of scalars
Q consisting of {tij}i,j∈I such that
• tii = 1 for all i ∈ I and tij ∈ C
∗ for i 6= j,
• tij = tji if aij = 0,
and a choice of bubble parameters ci,ν ∈ C
∗ for i ∈ I and a weight ν such that
cj,ν+αj/ci,ν = tij .
Definition 2.3.1. The 2-category UQ(sln) is the graded linear 2-category consisting of:
• objects are sln weights ν¯.
• 1-morphisms are formal direct sums of (degree shifts of) compositions of
1ν¯ , 1ν+αiEi = 1ν+αiEi1ν¯ = Ei1ν¯ , and 1ν−αiFi = 1ν−αiFi1ν¯ = Fi1ν¯
for i ∈ I and a weight ν¯.
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• 2-morphisms are C-vector spaces spanned by compositions of the following tangle-like
diagrams label by i ∈ I:
OO ν¯ν+αi
i
: Ei1ν¯ → Ei1ν¯ ,
 νν−αi
i
: Fi1ν¯ → Fi1ν¯ , (2.4)
OO
•
ν¯ν+αi
i
: Ei1ν¯ → Ei1ν¯〈2〉,

•
νν−αi
i
: Fi1ν¯ → Fi1ν¯〈2〉, (2.5)
OOOO
i j
ν : EiEj1ν¯ → EjEi1ν¯〈−aij〉,
i j
ν : FiFj1ν¯ → FjFi1ν¯〈−aij〉, (2.6)
 JJ
i ν
: 1ν¯ → FiEi1ν¯〈1 + νi〉, TT
i ν
: 1ν¯ → EiFi1ν¯〈1− νi〉, (2.7)
WW


i ν : FiEi1ν¯ → 1ν¯〈1 + νi〉, GG 
i ν : EiFi1ν¯ → 1ν¯〈1− νi〉. (2.8)
The two 2-morphisms (2.4) are identity 2-morphisms. We read diagrams from right
to left and from bottom to top. That is, the horizontal composition of the 2-morphisms
corresponds to drawing the respective diagrams side by side from right to left, and vertical
composition means stacking diagrams on top of each other. If the labels of the strands do
not match in the vertical composition, then we set the composition to zero. Isotopies are
allowed as long as they do not change the combinatorial type of a diagram.
The 2-morphisms satisfy the following relations:
1. The identity morphisms of Ei1ν¯ and Fi1ν¯ are biadjoint up to a degree shift:
OO  OO
ν
ν + αi
i
= OO
νν + αi
i
, OO
ν
ν − αi i
= 
νν − αi
i
, (2.9)
OOOO
ν
ν + αi i
= OO
νν + αi
i
,  OO 
ν
ν − αi
i
= 
νν − αi
i
. (2.10)
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2. The 2-morphisms are cyclic with respect to this biadjoint structure:
OO


ν
ν − αi •
i
=

•
ν − αi ν
i
= OO


ν
ν − αi i
•
. (2.11)
The cyclicity for crossings are given by
i j
ν =
OO 
 OO
ν
 OO
OO
j i
ji
=
OO
OO
ν
OO
 OO
ij
i j
. (2.12)
Sideways crossings are defined by the equalities:
OO
j i
ν =
OO
ν
 OO
OO
i j
ij
=

ν
OO
OO 
ji
j i
, (2.13)

OO
ij
ν =
OO
ν
OO
 OO
ji
j i
=
 ν
OO 
OO
i j
ij
, (2.14)
where the second equalities in (2.13) and (2.14) follow from (2.12).
3. The following local relations hold for upwards oriented strands:
i)
ν
OOOO
i j
=

0 if aij = 2,
tij
OOOO
ν
i j
if aij = 0,
tij
OOOO
ν•
i j
+ tji
OOOO
ν•
i j
if aij = −1.
(2.15)
ii) The nilHecke dot sliding relations
OO
•
OO
i i
ν −
OO
•
OO
i i
ν =
OOOO
•
i i
ν −
OOOO
•i i
ν =
OO OO
i
ν
i
(2.16)
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hold.
iii) For i 6= j the dot sliding relations
OO
•
OO
i j
ν =
OO
•
OO
i j
ν,
OOOO
•
i j
ν =
OOOO
•i j
ν (2.17)
hold.
iv) If i 6= k and aij ≥ 0, the relation
OOOO OO
ν
i j k
=
OOOOOO
ν
i j k
(2.18)
holds. Otherwise if aij = −1, we have
OOOO OO
ν
i j i
−
OOOOOO
ν
i j i
= tij
OOOO OO
ν
i j i
. (2.19)
4. When i 6= j one has the mixed relations
OO

OO
ν
i j
= OO ν
i j
, 

OO
OO
ν
i j
= OO ν
i j
. (2.20)
5. Negative degree bubbles are zero. That is, for all m ∈ Z+ one has
i
MM
•
m
ν
= 0 if m < νi − 1,
i QQ
•
m
ν
= 0 if m < −νi − 1. (2.21)
A dotted bubble of degree zero is just the scaled identity 2-morphism:
i
MM
•
νi−1
ν
= ci,ν Id1ν for νi ≥ 1,
i
QQ
•
−νi−1
ν
= c−1i,ν Id1ν for νi ≤ −1.
6. It is convenient to introduce so called fake bubbles. These diagrams are dotted
bubbles where the number of dots is negative, but the total degree of the dotted
bubble taken with these negative dots is still positive.
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• Degree zero fake bubbles are equal to the identity 2-morphisms
i
MM
•
νi−1
ν
= ci,ν Id1ν if νi ≤ 0,
i QQ
•
−νi−1
ν
= c−1i,ν Id1ν if νi ≥ 0.
• Higher degree fake bubbles for νi < 0 are defined inductively as
i
MM
•
νi−1+j
ν
=

− ci,ν
∑
a+b=j
b≥1
MM
•
νi−1+a
QQ
•
−νi−1+b
ν
if 0 ≤ j < −νi + 1
0 if j < 0.
(2.22)
• Higher degree fake bubbles for νi > 0 are defined inductively as
i QQ
•
−νi−1+j
ν
=

− c−1i,ν
∑
a+b=j
a≥1
MM
•
νi−1+a
QQ
•
−νi−1+b
ν
if 0 ≤ j < νi + 1
0 if j < 0.
(2.23)
These equations arise from the homogeneous terms in t of the Grassmannian equation
(
i QQ
•
−νi−1
ν
+
i QQ
•
−νi−1+1
ν
t+ · · ·+
i QQ
•
−νi−1+q
ν
tq + · · ·
)(
i
MM
•
νi−1
ν
+
i
MM
•
νi−1+1
ν
t + · · ·+
i
MM
•
νi−1+p
ν
tp + · · ·
)
= Id1ν¯ .
(2.24)
Using the Grassmannian relation, we can express clockwise bubbles in terms of fake
and real counterclockwise bubbles. We will use the following notation in order to
emphasize the degree of bubble:
ν
i
MM
•
♠+r
:=
ν
i
MM
•
νi−1+r
,
ν
i QQ
•
♠+r
:=
ν
i QQ
•
−νi−1+r
.
7. The following set of relations are sometimes called extended sl2 relations:
νKK
LL
RR
VV
i
= −
∑
f1+f2
=−1
ν
OO
i
i
MM
•
f2
•f1
,
ν SS
RR
LL
HH
i
=
∑
g1+g2
=−1
i
ν
OOi QQ
•
g2
•g1
, (2.25)
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OO

OO
ν
i i
= −
i i
OO  ν +
∑
f1+f2+f3
=−2
ν
NN•
f3
		OO
•f1
i QQ
•
f2
i
i
, (2.26)


OO
OO
ν
i i
= −
i i
 OO ν +
∑
g1+g2+g3
=−2 RR•
g3
II
•g1
i
MM
•
g2
i
i
ν
. (2.27)
We prove the following relation which we will need for our main result.
Proposition 2.3.2. Let k, l ≥ 0 be integers such that k + l > 0. We have
ν
OOOO
i i
lk •• =
k−1∑
s=0
OOOO
i i
ν
• •k+l−1−s s −
l−1∑
s=0
OOOO
i i
ν
• •k+l−1−s s = (2.28)
=
k−1∑
s=0
OOOO
i i ν
• •k+l−1−s s
−
l−1∑
s=0
OOOO
i i ν
• •k+l−1−s s
.
Proof. We apply the following two nilHecke relations for the proof of the statement:
OO
•
OO
i i
ν −
OO
•
OO
i i
ν =
OOOO
•
i i
ν −
OOOO
•i i
ν =
OO OO
i
ν
i
,
ν
OOOO
i i
= 0.
First assume l = 0. Then by sliding the k dots upwards through the crossing, we get
ν
OOOO
i i
k• =
ν
OOOO
i i
k−1•
•
+
OOOO
i i
ν•k−1 =
ν
OOOO
i i
k−2•
•2
+
OOOO
i i
ν•k−1 +
OOOO
i i
ν• •k−2 = . . .
=
ν
OOOO
i i
•k
+
k−1∑
s=0
OOOO
i i
ν• •k−1−s s =
k−1∑
s=0
OOOO
i i
ν• •k−1−s s . (2.29)
We now let l ≥ 0 and slide the l dots upwards:
ν
OOOO
i i
lk •• =
ν
OOOO
i i
l−1k ••
•
−
OOOO
i i
ν
• •k l−1 =
ν
OOOO
i i
l−2k ••
•2
−
OOOO
i i
ν
• •k l−1 −
OOOO
i i
ν
• •k+1 l−2 = . . .
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=
ν
OOOO
i i
k•
•l
−
l−1∑
s=0
OOOO
i i
ν
• •k+l−1−s s (2.29)=
k−1∑
s=0
OOOO
i i
ν
• •k+l−1−s s −
l−1∑
s=0
OOOO
i i
ν
• •k+l−1−s s .
The proof of the second equality is entirely similar, we slide the dots downwards through
the crossing.
Let U˙Q(sln) be the Karoubi envelope of UQ(sln), the smallest 2-category which contains
UQ(sln) and has splitting idempotents. The diagrammatic description of U˙Q(sl2) is given in
[28], but has not been worked out yet in full generality for any n. The split Grothendieck
group K0(U˙Q(sln)) is the additive category with objects ν ∈ X , and the abelian group
of morphisms ν → µ, µ ∈ X is the split Grothendieck group K0
(
U˙Q(sln)(ν, µ)
)
of the
additive category U˙Q(sln)(ν, µ). We can view K0(U˙Q(sln)) as a A = Z[q, q
−1] module,
since the degree shift functor on U˙Q(sln) induces a multiplication by q in K0(U˙Q(sln)). The
following theorem is the categorification of quantum sln by Khovanov and Lauda.
Theorem 2.3.3. [31] There is A-module isomorphism
γ : AU˙q(sln)→ K0(U˙Q(sln)), (2.30)
such that γ(1ν) = [1ν¯ ]∼=, γ(Ei1ν) = [Ei1ν¯ ]∼=, and γ(Fi1ν) = [Fi1ν¯ ]∼=.
We define U = U⋆Q(sln) to be the 2-category with the same objects and 1-morphisms as
UQ(sln) and with 2-morphisms
U(ν, µ¯)(f, g) =
⊕
t∈Z
UQ(sln)(ν, µ¯)(f, g〈t〉)
for all ν, µ¯ ∈ Ob(U)) and f, g : ν → µ¯. Horizontal composition in U is induced from
the horizontal composition in UQ(sln). We will work mainly with the 2-category U from
now on. K0 decategorification of U is the same as that of UQ(sln), however, it has more
interesting trace decategorification as we will see next.
2.4 The current algebra and the trace of U
Here we will compute the trace of the 2-category U and compare it to the split Grothendieck
group. Let Ei, Fi, Hi, i ∈ I be the Chevalley generators of sln. By sln[t] = sln ⊗ k[t], we
denote the extension of sln by polynomials in t. Then sln[t] is a Lie algebra with the Lie
bracket is defined as [a ⊗ tr, b ⊗ ts] = [a, b] ⊗ tr+s, for a, b ∈ sln and r, s ≥ 0. We call
U(sln[t]) the current algebra. Current algebra is graded with deg(a ⊗ t
k) = 2k. This
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algebra is generated over k by Ei,r = Ei ⊗ t
r, Fi,r = Fi ⊗ t
r, Hi,r = Hi ⊗ t
r for r ≥ 0 and
i ∈ I modulo the following relations:
C1 For i, j ∈ I and r, s ≥ 0
[Hi,r, Hj,s] = 0,
C2 For any i, j ∈ I and r, s ≥ 0,
[Hi,r, Ej,s] = aijEj,r+s, [Hi,r, Fj,s] = −aijFj,r+s,
C3 For any i, j ∈ I and r, s ≥ 0,
[Ei,r+1, Ej,s] = [Ei,r, Ej,s+1], [Fi,r+1, Fj,s] = [Fi,r, Fj,s+1],
C4 For any i, j ∈ I and r, s ≥ 0
[Ei,r, Fj,s] = δi,jHi,r+s,
C5 Let i 6= j and set m = 1− aij. For every r1, . . . , rm, s ≥ 0
∑
π∈Sm
m∑
l=0
(−1)l
(
m
l
)
Ei,kpi(1) . . . Ei,kpi(l)Ej,sEi,kpi(l+1) . . . Ei,kpi(m) = 0,
∑
π∈Sm
m∑
l=0
(−1)l
(
m
l
)
Fi,kpi(1) . . . Fi,kpi(l)Fj,sFi,kpi(l+1) . . . Fi,kpi(m) = 0.
We identify U(sln) as a subalgebra of U(sln[t]) generated by degree zero elements
Ei,0, Fi,0, Hi,0, i ∈ I. Let U˙(sln[t]) be the idempotented version of the current algebra
U(sln[t]), where the unit is replaced by the collection of mutually orthogonal idempotents
1ν for each sln-weight ν, such that
1ν1ν′ = δν.ν′1ν , 1νHi,0 = Hi,01ν = νi1ν , 1ν+αiEi,j = Ei,j1ν , 1ν−αiFi,j = Fi,j1ν .
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Now we describe the trace TrU of the 2-category U . The trace class of a 2-morphisms
in U can be depicted by closing a 2-morphism diagrams to the right:
[ OOOO
ii
• ν
]
=
OO
OOOO  
OO
ν
ii
• .
Let Ei,r1ν , Fj,r1ν ,Hi,r1ν denote the following trace classes:
Ei,r1ν =
[
ν
OO•r
i
]
, Fj,r1ν =
[
ν

j
•r
]
, Hi,r1ν = [pii,r(ν) Id1ν¯ ] ,
where
pii,r(ν) =
r∑
l=0
(l + 1)
i
MM
•
♠+l
i
QQ
•
♠+r−l
ν
for r > 0 and pii,0(ν) = νi.
The following theorem is a fundamental result proved by A. Beliakova, K. Habiro, A.
Lauda, B. Webster [2].
Theorem 2.4.1. There is an algebra isomorphism
ρ : U˙(sln[t]) −→ TrU , (2.31)
given by
Ei,r1ν 7→ Ei,r1ν , Fi,r1ν 7→ Fi,r1ν , Hi,r1ν 7→ Hi,r1ν .
Let Z(ν), the center of an object ν ∈ Ob(U), to be the endomorphism ring End(1ν).
The ring Z(ν) is a commutative ring, diagrammatically given by closed diagrams label by
ν on the outside of the diagram. By [27], Z(ν) is freely generated by counterclockwise
oriented fake and real bubbles. We will define the center of objects Z(U) of U as
Z(U) =
⊕
ν∈Ob(U)
Z(ν).
Cyclicity relations show that U is cyclic as a 2-category. Hence, we can define an action of
TrU on the center of objects Z(U), and thus an action of the current algebra.
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Corollary 2.4.2. The vector space Z(U) is a U(sln[t])-module with
Ei,j : Z(ν)→ Z(ν + αi), ∗
ν
7−→ OO
i
•j
∗
ν ν + αi
, (2.32)
Fi,j : Z(ν)→ Z(ν − αi), ∗
ν
7−→ OO
i
•j
∗
ν ν − αi
, (2.33)
Hi,j : Z(ν)→ Z(ν), ∗
ν
7−→ pii,j(ν) ∗
ν
. (2.34)
Proof. This theorem follows immediately from Theorem 2.4.1. In particular, the fact
that the current algebra relations hold in the trace TrU imply that these relations hold
under the action described above.
Notice that the maps Fi,j and Ei,j send an element of degree d to an element of degree
d + 2(j + νi − 1) and d + 2(j − νi − 1), respectively. In order to see this for Fi,0, let ∗
the empty diagram and j = 0. Then Fi,0 sends it to a counterclockwise bubble of degree
2(νi − 1):
∗
ν Fi,0
−−→ OO
i
ν ν − αi
=
ν − αi
i
QQ
•
−(ν−αi)i−1+νi−1
=
ν − αi
i
QQ
•
♠+νi−1
, (2.35)
where we use the identity (ν − αi)i = νi − 2.
3 Local Weyl modules of current algebra
3.1 Local Weyl modules
Let X be the integral sln weight lattice and λ ∈ X be a dominant integral weight. There
is a partial order on X , defined as λ¯ ≥ ν if λ¯− ν is a positive linear combination of simple
roots. A sln-module is called a weight module if it is a direct sum of its weight spaces, and
an integrable module if Ei and Fi act nilpotently for all i ∈ I.
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We define V (λ) to be the U(sln)-module generated by a vector vλ over U(sln), subject
to the following relations for all i ∈ I:
Eivλ = F
λi+1
i vλ = 0, Hivλ = λivλ.
V (λ) is the unique, up to isomorphism, finite-dimensional irreducible U(sln)-module with
the highest weight λ. We can also view V (λ) as a U(sln[t])-module, where the action
of positive degree elements of U(sln[t]) are trivial. Let Z[X ] be the integral group ring
spanned by elements e(ν), ν ∈ X . We call the element
chV (λ) =
∑
λ≥ν
dimC Vν(λ) e(ν)
in Z[X ] the character of V (λ), where Vν(λ) = {v ∈ V(λ) |Hiv = νiv}.
In this section we give a short introduction to U(sln[t])-modules, called local Weyl
modules. The simple sln-modules V (λ) are sometimes also called Weyl modules. In this
work, however, we apply the term only to the following current algebra modules.
Definition 3.1.1. The local Weyl module W (λ) is the U(sln[t])-module generated by the
element vλ over U(sln[t]) together with the following relations for all i ∈ I and j ≥ 0:
Ei,jvλ = F
λi+1
i,0 vλ = 0, Hi,0vλ = δj,0 λivλ. (3.1)
W (λ) is a weight module, that is, it decomposes into a direct sum of weight spaces:
W (λ) =
⊕
λ≥ν
Wν(λ), (3.2)
where Wν(λ) = {v ∈ W(λ) |Hi,0v = νiv}.
In the simplest case n = 2 and λ = 2ω1, the local Weyl module and the current algebra
action can be illustrated by the following graph. The upward oriented edge describes the
action of H1 := H1,1, the left and right oriented edges shows the actions of Ej := E1,j and
Fj := F1,j , respectively.
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F1vλ
vλ
F0vλ
F 20 vλ
F1
F0
1
2E0
F0
−12H1
1
2E0
−12E1
As a module generated by a single element vλ over a graded algebra, W (λ) inherits the
degree from the current algebra, where we set the degree of vλ to zero. Since the degree of
t-parameter of the current algebra is 2, we can write W (λ) as
W (λ) =
⊕
r≥0
W (λ){2r},
where each homogeneous 2r-graded piece W (λ){2r} = {v ∈ W (λ), deg(v) = 2r} is a
sln-module. Then the character of a local Weyl module W (λ) is
chtW (λ) =
∑
r≥0
chW (λ){2r} tr. (3.3)
The local Weyl modules have the following universal property.
Theorem 3.1.2. [19] Any finite-dimensional current algebra module generated by an ele-
ment vλ satisfying the relations (3.1) is a quotient of the local Weyl module W (λ).
3.2 Duals of local Weyl modules
Let P (n,N) be the set of n-compositions of N . We define a partial order, called the
dominance order, on P (n,N) by setting µ ≥ ν for ν, µ ∈ P (n,N) if µ − ν is a positive
linear composition of simple roots.
For any compositions ν, µ ∈ P(n,N) define the integer
dµν = max{(µ, µ)− (ν, ν), 0}. (3.4)
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Notice that dµν is an even non-negative integer, and it depends on µ¯ and ν rather than µ
and ν. To see this, take the partition µ′ = µ + (m,m, . . . ,m) ∈ P + (n,N + nm) and
ν ′ = ν + (m,m, . . . ,m) ∈ P + (n,N + nm) for any m ∈ Z+. Then we have d
µ′
ν′ = d
µ
ν .
We now define the duals of V (λ) and W (λ) as follows. Let V ∗ν (λ) be the dual vector
space of the weight space Vν(λ). Namely, for each w ∈ Vν(λ), V
∗
ν (λ) is spanned by linear
maps δw : Vν(λ)→ C such that δw(v) equals the Kronecker delta function δw,v.
The dual of V (λ) is the U(sln) -module
V ∗(λ) =
⊕
λ≥ν
V ∗ν (λ)
in which the action is defined as
(x · δw)v = δw(ω(x)v). (3.5)
In the equation (3.7), v, w ∈ V (λ), δw ∈ V
∗(λ), x ∈ U(sln) and ω is the anti-involution
on U(sln) which sends Fi to Ei and fixes Hi. Under this definition the dual V
∗(λ) is
isomorphic to V (λ) as a U(sln)-module.
As we will see next, the dual local Weyl module W ∗(λ) is defined similarly, by dualizing
each weight space and taking the direct sum. However, we have to consider the fact that
the weight spaces Wν(λ), ν ∈ X are graded. We will need the following statement which
is proven in Proposition 4.2 in [38].
Proposition 3.2.1. The top degree elements of the weight space Wν(λ) have degree d
λ
ν .
Definition 3.2.2. Let W ∗ν (λ) be the dual space of the vector space Wν(λ), spanned by
elements {δw}w∈Wν(λ). We define the grading on W
∗
ν (λ) as follows:
W ∗ν (λ){2r} :=
(
Wν(λ){d
λ
ν − 2r}
)∗
,
and let W ∗ν (λ) =
⊕
r≥0W
∗
ν (λ){2r}. Then
W ∗(λ) :=
⊕
λ≥ν
W ∗ν (λ), (3.6)
is called the dual Weyl module of highest weight λ, together with a current algebra action
(x · δw)v = δw(ω(x)v), (3.7)
where v, w ∈ W (λ), x ∈ U(sln[t]), and ω is the anti-involution on U(sln[t]) which sends
Fi,j to Ei,j and fixes Hi,j.
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There is a non-degenerate bilinear pairing (δw, v) 7→ δw(v) of degree d
λ
ν between W
∗
ν (λ)
and Wν(λ). Note that current algebra action on local Weyl modules preserves the degree,
but the generators Ei,j and Fi,j does not preserve the degree on dual Weyl module. The
action of Hi,j : W
∗
ν (λ)→W
∗
ν (λ) increases the degree by 2j, while Ei,j : W
∗
ν (λ)→W
∗
ν+αi
(λ)
increases the degree by dλν − d
λ
ν+αi
+ 2j = 2(−νi − 1 + j), and Fi,j : W
∗
ν (λ) → W
∗
ν−αi
(λ)
increases the degree by dλν − d
λ
ν−αi
+ 2j = 2(νi − 1 + j).
For the case n = 2 and λ = 2ω, the dual Weyl module W ∗(λ) and the current algebra
action has the following graphical description:
δF0vλ
δv
λ
δF1vλ
δF 2
0
v
λ
E0
1
2F0
1
2F0
E1 -12F1
−12H1
-
1
2E0
4 2-representations
While classical representation theory studies actions on vector spaces, 2-representation the-
ory concerns with actions on k-linear categories. Instead of linear maps, 2-representation
theory studies linear functors and natural transformations between them. There has been
significant progress in understanding 2-representations of U . In this section we define some
important examples of 2-representations of U .
4.1 Integrable 2-representations
Definition 4.1.1. A 2-representation of U is a graded, additive 2-functor Φ: U → K for
some graded, additive 2-category K.
We will denote the image of an object ν ∈ Ob(U) under the 2-functor by Kν . A 2-
representation Φ: U → K is called integrable if the 1-morphisms Φ(Ei) and Φ(Fi) are locally
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nilpotent for all i ∈ I. Integrability condition implies that only finite number of objects
can be non-zero in K.
Definition 4.1.2. Let Φ1 : U → K1 and Φ2 : U → K2 be two representations. A strongly
equivariant functor γ : K1 → K2 is a collection of functors γ(ν) : Φ1(ν) → Φ2(ν) for each
ν ∈ Ob(U) together with natural isomorphisms of functors cu : γ ◦ Φ1(u) ∼= Φ2(u) ◦ γ for
every 1-morphism u ∈ U such that
cv(Idγ ◦ Φ1(α)) ∼= (Φ2(α) ◦ Idγ)cu (4.1)
for every 2-morphism α : u → v in U . In (4.1), we use ◦ for horizontal composition, and
multiplication for vertical composition of 2-morphisms. We call γ a strongly equivariant
equivalence if γ(ν) is an equivalence for each ν ∈ Ob(U).
Fix a highest weight λ. We define Rouquier’s universal categorification L(λ) of the
simple sln-module V (λ) following Brundan-Davidson [10]. Let Φλ : U → R(λ) be the 2-
representation defined by R(λ)ν = HomU(λ, ν), in words, Φλ sends each ν ∈ Ob(U) to a
the graded category of 1-morphisms HomU(λ, ν) in U . The 1-morphisms Φλ(Ei) and Φλ(Fi)
are composing 1-morphisms on the left by Ei and Fi, and 2-morphisms horizontally on the
left by
OO
i
ν and

i
ν respectively. The 2-morphisms are generated by the 2-morphisms in U .
Now let I(λ) be the full, additive 2-subcategory of R(λ) in which the objects are
generated by objects of the form R Ei, i ∈ I for a 1-morphism R in U from λ+ αi to
ν. We define the 2-category V(λ) = R(λ)/I(λ) as a quotient of additive 2-categories.
V(λ) has the same objects as in R(λ) and HomV(λ)(a, b) = HomR(λ)(a, b)/HomI(λ)(a, b).
Φλ : U → R(λ) induces a well-defined 2-representation Φλ : U → V(λ).
There is another construction of a 2-representation called the minimal categorification
Φmin
λ
: U → Vmin(λ) of the irreducible sln-module V (λ). The image Φ
min
λ
(λ) of the object
λ is isomorphic to the ground field k, and the image of 2-morphisms of U in Vmin(λ) is
finite-dimensional. Actually, Rouquier [39, 40] proves that any 2-representation Φ which
categorifies V (λ) such that Φ(λ) ≃ k is strongly equivariantly equivalent to Φmin
λ
.
The 2-representations Φ
λ
and Φmin
λ
are integrable. They are related to module categories
of cyclotomic KLR algebras as we will see next.
4.2 Cyclotomic KLR algebras
In this subsection we define the cyclotomic quotients of KLR algebras. Their module
category is a 2-representation and has an interesting trace decategorification. We start by
defining KLR algebras using the diagrammatics that is given in [26].
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Let β =
∑
i∈I βiαi be a linear combination of simple roots over Z
+. We define R(β) to
be the graded k-algebra generated by diagrams
xri =
OO
i
• r , i ∈ I, r ≥ 0 τij =
OOOO
i j
, i, j ∈ I (4.2)
with βi number of i labeled strands subject to the relations (2.15)-(2.19). The multipli-
cation is given by stacking two diagrams on top of each other from bottom to top if the
labels of strands at the conjunction match, and zero otherwise. The diagrams are subject
to the following relations:
OOOO
i j
=

0 if aij = 2,
OOOO
i j
if aij = 0,
OOOO
•
i j
+
OOOO
•
i j
if aij = −1,
(4.3)
OO
•
OO
i i
−
OO
•
OO
i i
=
OOOO
•
i i
−
OOOO
•i i
=
OO OO
i i
. (4.4)
For i 6= j we also have
OO
•
OO
i j
=
OO
•
OO
i j
,
OOOO
•
i j
=
OOOO
•i j
. (4.5)
If i 6= k and aij ≥ 0, the relation
OOOO OO
i j k
=
OOOOOO
i j k
(4.6)
holds. Otherwise if aij = −1, we have
OOOO OO
i j i
−
OOOOOO
i j i
= tij
OOOO OO
i j i
. (4.7)
The multiplication is zero if the labels at the conjunction of diagrams do not match. We
will call both R(β) and R =
⊕
β R(β) KLR algebra when there is no confusion. Let
R(β)-pMod be the category of graded, finitely-generated, projective R(β)-modules. In [26]
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Proposition 3.18, Khovanov and Lauda showed that
R-pMod =
⊕
β
R(β)-pMod
categorifies the positive half AU˙
+
q (sln) of AU˙q(sln).
Definition 4.2.1. For a dominant sln weight λ ∈ X, the cyclotomic quotient R
λ(β) of the
KLR algebra R(β) is the quotient, in which leftmost strand with color i and λi dots is set
to be zero for all i ∈ I: OO
· · ·•
i
λi = 0 . (4.8)
The algebra
Rλ :=
⊕
β∈N[I]
Rλ(β). (4.9)
is called cyclotomic KLR algebra and its summand Rλ(β) is called cyclotomic KLR algebra
of rank β.
Rλ is a graded, unital and finite dimensional algebra. The algebra Rλ is interesting for
the following reason. There is a 2-representation U → Rλ-pMod (see Theorem 3.17 in [46]
for the details). Rλ-pMod categorifies the irreducible finite dimensional AU˙q(sln)-module
with the highest weight λ. This result was first conjectured by Khovanov and Lauda in
[26], and proved later independently by Brundan and Kleshchev [12], Kang and Kashiwara
[25], Webster [46].
We now define a deformation of Rλ according to Webster [46]. Let EndU(⊕i1λEi) be
the endomorphism algebra of directs sums of 1-morphisms in U of form 1λE
a1
i1
. . . Ealil , l ≥ 0,
a1, . . . , al ≥ 0, i1, . . . il ∈ I.
Definition 4.2.2. Let Rˇλ be the quotient of EndU(⊕i1λEi) by the relations
OO
· · ·•
i
λiλ
+
OO
· · ·•
i
λi−1
λ
i
QQ
•
♠+1
+ · · ·+
OO
· · ·
i
λ
i
QQ
•
♠+λi−1
= 0 , (4.10)
λ
i
QQ
•
r
= 0 for all r ≥ 0. (4.11)
for all i ∈ I.
The following result is due to Webster [46], section 3.5:
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Theorem 4.2.3. The algebra Rˇλ is a flat deformation of Rλ.
Unlike Rλ, Rˇλ is infinite-dimensional. The category Rˇλ-pMod also admits an action of
U , and this action gives another categorification of V (λ). The next theorem, proven by
Rouquier (see Theorem 4.19 in [9]), relates universal categorification V(λ) and Rˇλ-pMod.
Theorem 4.2.4. There is a strongly equivariant equivalence between Rˇλ-pMod and the
Karoubi envelope of V(λ).
The next theorem shows the universality property of Rˇλ-pMod (see Corollary 3.27 in
Webster [46]). It emphasizes the importance of Rˇλ-pMod in higher representation theory
and its relation to other integrable 2-representations.
Theorem 4.2.5. Given a 2-representation Φ: U → K for some additive, idempotent com-
plete 2-category such that Φ(Ei)(Kλ) = 0 for all i ∈ I there is a unique strongly equivariant
functor Rˇλ-pMod→ K.
Let Φ: U → K be a 2-representation. By functoriality of the trace, Φ induces a C-
algebra homomorphism
TrU
TrΦ
−−→ TrK. (4.12)
We compose TrΦ with U˙(sln[t])
ρ
−→ TrU to obtain a C-algebra homomorphism
U˙(sln[t])
TrΦ
−−→ TrK. (4.13)
Since K is a cyclic 2-category, TrK acts on the center of objects Z(K). Thus, combining
this action with the algebra homomorphism (4.13), we deduce that Z(K) is a current
algebra module.
Let Z(Rλ-pMod) =
⊕
ν≤λ Z(R
λ(λ − ν))-pMod be the center of objects of Rλ-pMod,
and it is the same as the center Z(Rλ) of the cyclotomic KLR algebra Rλ. Hence, by the
homomorphism (4.13), both TrRλ and Z(Rλ) becomes a current algebra module.
There is a map t : Rλ → C which is a Frobenius trace (see Theorem 3.18, [46]). This
means that the kernel of the map t : Rλ → C contains no nonzero left ideal of Rλ. The
map can be realized diagrammatically by closing the diagram representing an element in
Rλ to the right. We obtain an element in Rλ(0) ≃ C:
aλ 7−→ aλ (4.14)
37
The map t : Rλ → C is symmetric, that is, t(aa′) = t(a′a) for all a, a′ ∈ Rλ. This map
induces a non-degenerate Z(Rλ(β))-bilinear form t : Z(Rλ(β)) × TrRλ(β) → C of degree
−dλ
λ−β
(see [42], Prop. 3.10).
We will need the following crucial result, which is proven by independently Beliakova-
Habiro-Lauda-Webster [2], Theorem 7.3 and Shan-Varagnolo-Vasserot [42], Theorem 3.34.
Theorem 4.2.6. As a current algebra module, TrRλ is isomorphic to the local Weyl module
W (λ). Dually, Z(Rλ) is isomorphic to the dual local Weyl module W ∗(λ).
5 The 2-category PolN
In this section we will construct an integrable 2-representation of U using symmetric poly-
nomials. This is very similar to Khovanov-Lauda’s construction of the 2-representation us-
ing cohomology ring of flag varieties. We will compare this 2-representation to Rouquier’s
universal categorification.
5.1 Symmetric polynomials
We denote the set of n-compositions and n-partitions of N by P (n,N) and P+(n,N),
respectively. The algebra of polynomials P = C[X1, X2, . . . , XN ] in N commuting variables
admits an action of the symmetric group SN . The action of σ ∈ SN on a polynomial
q(X1, X2, . . . , XN) ∈ P is defined as
σq(X1, X2, . . . , XN) = q(Xσ(1), Xσ(2), . . . , Xσ(N)).
We will assume that all variables are of degree 2. By SymN = P
SN , we denote the
subalgebra of symmetric polynomials. Consider a n-composition ν = (ν1, ν2, . . . , νn) ∈
P (n,N) and the parabolic subgroup Sν = Sν1 × Sν2 × · · · × Sνn . To be clear, there are
many subgroups of SN isomorphic to Sν , but all of them are conjugate. Let Pν = P
Sν be
the subalgebra of P which is symmetric separately in the first ν1 variables, in the second
ν2 variables and so on. We have P(1,1,...,1) = P and P(N,0,...,0) = SymN .
For r ≥ 0 and 1 ≤ i ≤ n, let er(ν; i), hr(ν; i) and pr(ν; i) be the r-th elementary,
complete and power sum symmetric polynomials respectively, in variables
Ωi = {Xk | ν1 + · · ·+ νi−1 + 1 ≤ k ≤ ν1 + · · ·+ νi} .
For example, if N = 6, n = 3, and ν = (2, 1, 3), then er(ν; 1) = er(X1, X2), e1(ν; 2) =
e1(X3) = X3, and er(ν; 3) = er(X4, X5, X6). The algebra Pν is generated by {er(ν; i)}r≥0, 1≤i≤n,
as well as by {hr(ν; i)}r≥0, 1≤i≤n or by {pr(ν; i)}r≥0, 1≤i≤n.
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We extend our notation by defining the following symmetric polynomials:
hr(ν; i1, . . . , im) =
∑
r1+···+rm=r
hr1(ν; i1)hr2(ν; i2) · · ·hrm(ν; im), (5.1)
er(ν; i1, . . . , im) =
∑
r1+···+rm=r
er1(ν; i1)er2(ν; i2) · · · erm(ν; im), (5.2)
where 1 ≤ i1 < · · · < im ≤ n, m > 0. It is not difficult to see that er(ν; i1, i2, . . . , im) and
hr(ν; i1, i2, . . . , im) are the r-th elementary and complete symmetric polynomials, respec-
tively, in variables Ωi1 ∪ · · · ∪ Ωim . This follows from the following well-known identities
about symmetric polynomials, which can be found in [32]. We have
r∑
s=0
(−1)ses(x1, . . . , xn)hr−s(x1, . . . , xn) = 0 for all r ≥ 1, (5.3)
and for r ≥ 0 we have
hr(X1, . . . , Xp, Y1, . . . , Yq) =
r∑
s=0
hs(X1, . . . , Xp)hr−s(Y1, . . . , Yq), (5.4)
er(X1, . . . , Xp, Y1, . . . , Yq) =
r∑
s=0
es(X1, . . . , Xp)er−s(Y1, . . . , Yq), (5.5)
hr(Y1, . . . , Yq) =
r∑
s=0
(−1)ses(X1, . . . , Xp)hr−s(X1, . . . , Xp, Y1, . . . , Yq), (5.6)
er(Y1, . . . , Yq) =
r∑
s=0
(−1)shs(X1, . . . , Xp)er−s(X1, . . . , Xp, Y1, . . . , Yq). (5.7)
By convention, er(X1, . . . , Xp) = hr(X1, . . . , Xp) = pr(X1, . . . , Xp) = 0 for r < 0, and
e0(X1, . . . , Xp) = h0(X1, . . . , Xp) = p0(X1, . . . , Xp) = 1. Moreover, er(X1, . . . , Xp) = 0
holds for all r > p.
Let ν = (ν1, . . . , νn) ∈ P(n,N) be a n-composition of a fixed positive integer N as
before. By ν − αi ∈ P(n,N) and ν + αi ∈ P(n,N), we mean the linear sum
ν − αi = (ν1, . . . , νi−1, νi − 1, νi+1 + 1, νi+2, . . . , νn),
ν + αi = (ν1, . . . , νi−1, νi + 1, νi+1 − 1, νi+2, . . . , νn),
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if all components are non-negative, otherwise we set them to ∅. We will also need the
following compositions. Define the compositions (ν−αi, ν) ∈ P(n+1, N) and (ν+αi, ν) ∈
P(n + 1, N)
(ν − αi, ν) = (ν1, . . . , νi−1, νi − 1, 1, νi+1, νi+2, . . . , νn),
(ν + αi, ν) = (ν1, . . . , νi−1, νi, 1, νi+1 − 1, νi+2, . . . , νn),
if all components are non-negative, and ∅ otherwise. Recall the definition of the ring
Pν = P
Sν . We can also define the rings Pν−αi,ν and Pν+αi,ν corresponding to the com-
positions (ν − αi, ν) and (ν + αi, ν) as well. Notice that Pν−αi,ν is a free Pν-module
with basis {1, Xki, . . . , X
νi−1
ki
}, where ki =
∑i
j=1 νj, and a free Pν−αi-module with basis
{1, Xki, . . . , X
νi+1
ki
}. This is due to the fact that P Sl−1 is a free P Sl -module with basis
{1, Xl, X
2
l , . . . , X
l−1}.
Example 5.1.1. If ν = (2, 1, 3) and i = 1, then ν−α1 = (1, 2, 3), k1 = 2 and (ν−α1, ν) =
(1, 1, 1, 3) and we have
Pν = 〈er(X1, X2), X3, er(X4, X5, X6)〉,
Pν−α1 = 〈X1, er(X2, X3), er(X4, X5, X6)〉,
Pν−α1,ν = 〈X1, X2, X3, er(X4, X5, X6)〉.
It is easy to see that we have X1 = e1(X1, X2)−X2, and Pν−α1,ν is a free Pν-module with
basis {1, X2}.
We agree that Pν−αi,ν is a right Pν-module and a left Pν−αi-module, although this is ar-
tificial, since Pν,ν−αi is a commutative ring. Similarly, Pν+αi,ν is a free right Pν-module with
basis {1, Xki+1, . . .X
νi
ki+1
} and a free left Pν+αi-module with basis {1, Xki+1, . . .X
νi+1−1
ki+1
}.
The following relations hold in Pν−αi,ν:
er(ν; i+ 1) =
r∑
s=0
(−1)ser−s(ν − αi; i+ 1)X
s
ki
. (5.8)
er(ν − αi; i) =
r∑
s=0
(−1)sXskier−s(ν; i), (5.9)
er(ν − αi; i+ 1) = Xkier−1(ν; i+ 1) + er(ν; i+ 1), (5.10)
er(ν; i) = er−1(ν − αi; i)Xki + er(ν − αi; i), (5.11)
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hr(ν; i+ 1) = hr(ν − αi; i+ 1)− hr−1(ν − αi; i+ 1)Xki, . (5.12)
hr(ν − αi; i) = hr(ν; i)−Xkihr−1(ν; i), (5.13)
hr(ν − αi; i+ 1) =
r∑
s=0
Xskihr−s(ν; i+ 1), (5.14)
hr(ν; i) =
r∑
s=0
hr−s(ν − αi; i)X
s
ki
, (5.15)
which are easily seen to follow from the properties (5.4), (5.6) of symmetric polynomials.
Similarly, in Pν+αi,ν , we have the identities
er(ν + αi; i+ 1) =
r∑
s=0
(−1)sXski+1er−s(ν; i+ 1). (5.16)
er(ν; i) =
r∑
s=0
(−1)sXski+1er−s(ν + αi; i), (5.17)
er(ν; i+ 1) = Xki+1er−1(ν + αi; i+ 1) + er(ν + αi; i+ 1), (5.18)
er(ν + αi; i) = Xki+1er−1(ν; i) + er(ν; i), (5.19)
hr(ν + αi; i+ 1) = hr(ν; i+ 1)−Xki+1hr−1(ν; i+ 1), . (5.20)
hr(ν; i) = hr(ν + αi; i)−Xki+1hr−1(ν + αi; i), (5.21)
hr(ν; i+ 1) =
r∑
s=0
Xski+1hr−s(ν + αi; i+ 1), (5.22)
hr(ν + αi; i) =
r∑
s=0
Xski+1hr−s(ν; i). (5.23)
The following identities will also be useful:
Xrki =
r∑
l=0
(−1)lhr−l(ν − αi; i+ 1)el(ν; i+ 1), (5.24)
Xrki =
r∑
l=0
(−1)lel(ν − αi; i)hr−l(ν; i), (5.25)
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Xrki+1 =
r∑
l=0
(−1)lel(ν + αi; i+ 1)hr−l(ν; i+ 1), (5.26)
Xrki+1 =
r∑
l=0
(−1)r−lhl(ν + αi; i)er−l(ν; i). (5.27)
We can extend the definition of the bimodule Pν+αi,ν by letting
Pν+αi±αj ,ν = Pν+αi±αj ,ν+αi ⊗Pν+αi Pν+αi,ν ,
and hence, inductively define the bimodule Pν+∑miαi,ν for mi ∈ Z. Note that these bi-
modules are graded, and by Pν+αi,ν〈s〉 we will mean the degree shift of Pν+αi,ν by s ∈ Z.
5.2 The 2-functor U → PolN
Let PolN be the additive 2-category, in which
• objects are Pν for all ν ∈ P(n,N),
• 1-morphisms between the objects Pν and Pν+
∑
miαi are the finite direct sums of
bimodules Pν+
∑
miαi,ν ,
• 2-morphisms are matrices of bimodule homomorphisms.
The next theorem is due to Khovanov and Lauda [27], however, we replace their
EqFlag∗N 2-category with the 2-category PolN . While the 2-category EqFlag
∗
N is pre-
sented in terms of GLC(n)-equivariant cohomology rings of partial flag varieties in [27], we
can pass to PolN by identifying the Chern classes with elementary symmetric polynomials.
Theorem 5.2.1. [27] There is a 2-representation ΘN : U → PolN , which is defined as
follows:
• On objects
ν 7→
{
Pν if ν ∈ P(n,N) and νi = νi − νi+1 for each i ∈ I,
0 otherwise.
• On 1-morphisms
1ν¯〈t〉 7→ Pν〈t〉,
Ei1ν¯〈t〉 7→ Pν+αi,ν〈t〉,
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Fi1ν¯〈t〉 7→ Pν−αi,ν〈t〉.
• On 2-morphisms
ΘN
(
 JJ
ν
i
)
:
 Pν −→ (Pν,ν+αi ⊗Pν+αi Pν+αi,ν) 〈2νi〉,1 7→ c−1ν,i ∑νi
r=0
(−1)νi−rXrki+1 ⊗ eνi−r(ν; i),
ΘN
(
TT
ν
i
)
:
 Pν −→ Pν,ν−αi ⊗Pν−αi Pν−αi,ν〈2νi+1〉,1 7→ ∑νi+1
r=0
(−1)νi+1−rXrki ⊗ eνi+1−r(ν; i+ 1),
ΘN
(
WW


ν
i
)
:

Pν,ν+αi ⊗Pν+αi Pν+αi,ν → Pν〈2(1− νi+1)〉,
Xr1ki+1 ⊗X
r2
ki+1
7→ hr1+r2+1−νi+1(ν; i+ 1),
ΘN
(
GG 
ν
i
)
:

Pν,ν−αi ⊗Pν−αi Pν−αi,ν → Pν〈2(1− νi)〉,
Xr1ki ⊗X
r2
ki
7→ ci,ν hr1+r2+1−νi(ν; i),
ΘN
 OO
i
•s
νν + αi
 :

Pν+αi,ν → Pν+αi,ν〈2s〉,
Xrki+1 7→ X
r+s
ki+1
, s ≥ 0,
ΘN
 
i
•s
ν − αi ν
 :

Pν−αi,ν → Pν−αi,ν〈2s〉,
Xrki 7→ X
r+s
ki
, s ≥ 0,
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ΘN
( OOOO
i j
ν
)
: Pν+αi+αj ,ν+αj⊗Pν+αjPν+αj ,ν → Pν+αi+αj ,ν+αi⊗Pν+αiPν+αi,ν〈−aij〉,
Xr1ki+1 ⊗X
r2
kj+1
7→

∑r1−1
f=0
Xr1+r2−1−fki+2 ⊗X
f
ki+1
−
∑r2−1
g=0
Xr1+r2−1−gki+2 ⊗X
g
ki+1
if aij = 2,(
tijX
r2
kj+1
⊗Xr1+1ki+1 + tjiX
r2+1
kj+1
⊗Xr1ki+1
)
〈−1〉 if i = j + 1,(
Xr2kj+1 ⊗X
r1
ki+1
)
〈1〉 if i = j − 1,
Xr2kj+1 ⊗X
r1
ki+1
if aij = 0,
ΘN
(
 i j
ν
)
: Pν−αi−αj ,ν−αj⊗Pν−αjPν−αj ,ν → Pν−αi−αj ,ν−αi⊗Pν−αiPν−αi,ν〈−aij〉,
Xr1ki ⊗X
r2
kj
7→

∑r2−1
f=0
Xr1+r2−1−fki−1 ⊗X
f
ki
−
∑r1−1
g=0
Xr1+r2−1−gki−1 ⊗X
g
ki
if aij = 2,
tji
(
Xr2kj ⊗X
r1
ki
)
〈−1〉 if i = j + 1,
tji
(
Xr2+1kj ⊗X
r1
ki
+Xr2kj ⊗X
r1+1
ki
)
〈1〉 if i = j − 1,
Xr2kj ⊗X
r1
ki
if aij = 0.
Proof. Theorem is proved in [27]. We, however, show a way to do it using symmetric
polynomials instead of Chern classes. Clearly, the 2-functor ΘN preserves the degrees of
2-morphisms. We need to check that Φ preserves the relations between 2-morphisms.
• Biadjointness property of 1-morphisms can be shown the following way:
ΘN
 •s
i
OO  OO
νν + αi
 (1) =
= ΘN
(
GG 
ν + αi•s
i
)(
c−1ν,i
νi∑
l=0
(−1)νi−lXski+1 ⊗X
l
ki+1
⊗ eνi−l(ν; i)
)
=
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= Xski+1
νi∑
l=0
(−1)νi−lhl−νi(ν + αi; i)eνi−l(ν; i) = X
s
ki+1
= ΘN
 OO
i
•s
νν + αi
 (1) .
• The following relations are easy computations obtained by applying the images of
crossings twice:
ΘN
( OOOO
i j
ν
)
(Xr1ki+1 ⊗X
r2
kj+1
) =
=

0 if aij = 2,
tij(X
r1
ki+1
⊗Xr2kj+1) if aij = 0,
tij(X
r1+1
ki+1
⊗Xr2kj+1) + tji(X
r1
ki+1
⊗Xr2+1kj+1) if aij = −1,
• We only show the following relation for i = j + 1 :
ΘN

OOOO OO
i j i
 − ΘN

OOOOOO
i j i
 = tijΘN

OOOO OO
i j i
 . (5.28)
We prove this relation by applying the 2-morphisms on the both sides of the equalities
on Xr3ki+2 ⊗X
r2
kj+1
⊗Xr1ki+1. Since
Xr3ki+2 ⊗X
r2
kj+1
⊗Xr1ki+1 = ΘN

OOOO OO
i j
•r3•r2•r1
i
 (1⊗ 1⊗ 1)
holds, without loss of generality we can take r1 = r2 = r3 = 0:
ΘN

OOOO OO
i j i
ν
 (1⊗1⊗1) = ΘN
( OOOO OO
j i i
ν
)
(tij 1⊗Xki+2⊗1+tjiXkj+1⊗1⊗1)〈1〉 =
= ΘN
( OOOO OO
j i i
ν
)
(tij 1⊗ 1⊗ 1)〈1〉 = tij 1⊗ 1⊗ 1,
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ΘN

OOOOOO
i j i
 (1⊗ 1⊗ 1) = 0.
We leave the remaining relations for the readers to check. They all follow from the identities
(5.8) to (5.23) via direct computations.
Under the 2-functor ΘN , the images of the clockwise and counterclockwise bubbles are:
ΘN
 νi MM
•
νi−1+r
 ,ΘN
 νi QQ
•
−νi−1+r
 : Pν → Pν ,
ΘN
 νi MM
•
νi−1+r
 (1) = ci,ν∑rl=0(−1)lel(ν; i+ 1)hr−l(ν; i), (5.29)
ΘN
 νi QQ
•
−νi−1+r
 (1) = c−1i,ν ∑rl=0(−1)lel(ν; i)hr−l(ν; i+ 1). (5.30)
If we replace the ring Pν with ring Cν := Pν/SymN for each ν ∈ Λ(n,N), we can still
define a 2-category CPolN with objects Cν and a 2-functor Ψ: U → CPolN in an entirely
similar way. Khovanov-Lauda [27] construct a 2-category Flag∗N using the ordinary coho-
mology of partial flag varieties to show the non-degeneracy of U . The isomorphism between
EqFlag∗N and PolN descends to a isomorphism between Flag
∗
N and CPolN . Taking the
quotients of the objects in PolN by SymN corresponds to imposing Grassmannian relation
on the objects of EqFlag∗N . The 2-morphisms in CPolN are finite-dimensional, and we
have Cλ0 := Pλ0/SymN ≃ C. The following result is also due to Khovanov-Lauda [27],
Theorem 6.14.
Theorem 5.2.2. The 2-categories PolN and CPolN categorify the finite-dimensional,
simple sln representation V (λ0).
It is easy to check that both PolN and CPolN are integrable. Recall the two cat-
egorifications of V (λ0) – the categories of graded, finitely generated, projective modules
Rˇλ-pMod and Rλ-pMod over the deformed cyclotomic KLR algebra Rˇλ and the cyclotomic
KLR algebra Rλ respectively. By Theorem 4.2.5, they carry a universality property which
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can depicted in the following commuting diagrams:
U PolN
Rˇλ0-pMod
ΘN
Θ′N ,
U CPolN
Rλ0-pMod
ΨN
Ψ′N ,
where Θ′N and Ψ
′
N are strongly equivariant 2-functors. The 2-category CPolN is a minimal
categorification since Cλ0 ≃ C, i.e., Ψ
′
N is a strongly equivariant equivalence.
5.3 Z(PolN) as a current algebra module
The 2-functor ΘN : U → PolN induces a C-linear functor TrΘN : TrU → TrPolN . The
center of the object Pν of the 2-category PolN is isomorphic to Pν , since Pν is a com-
mutative ring and acts on itself by multiplication. Composing the linear isomorphism
ρ : U˙(sln[t]) −→ TrU with the functor TrΘN : TrU → TrPolN gives the current algebra
module structure on
⊕
ν∈P(n,N) Pν , where each ring Pν corresponds to the sln weight space
ν. Recall the definition of the generators Fi,j , Ei,j , Hi,j of TrU in the equation (2.31). In
what follows, we will define the action of TrPolN on the the center of objects
⊕
ν∈P(n,N) Pν
to be the images of the trace maps, defined in (2.32) to (2.34), under the functor ΘN :
Fi,j = TrΘN(Fi,j) : Pν → Pν−αi ,
Ei,j = TrΘN(Ei,j) : Pν → Pν+αi ,
Hi,j = TrΘN(Hi,j) : Pν → Pν ,
for all i ∈ I and j ≥ 0. The next theorem defines the current algebra action and generalizes
Brundan’s formula ([9], Theorem 3.4) for the action of sln.
Theorem 5.3.1. 1. The map Fi,j : Pν → Pν−αi is the Pν−αi-module homomorphism
such that
Fi,j(X
m
ki
) = c−1i,ν
νi−1∑
l=0
(−1)lel(ν − αi; i)hm+j+νi−1−l(ν − αi; i+ 1).
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2. The map Ei,j : Pν → Pν+αi is the Pν+αi-module homomorphism such that
Ei,j(X
m
ki+1
) = ci,ν
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)hm+j−νi−1−l(ν + αi; i).
3. The map Hi,j : Pν → Pν is the multiplication by (−1)
j(pj(ν; i+1)− pj(ν; i)) if j > 0,
and by νi if j = 0.
Proof.
1. We compute the action of Fi,j on p ∈ Pν . To do this, we first apply the map
ΘN

 JJ
ν − αi
ν
 on p :
ΘN

 JJ
ν − αi
ν
 (p) = c−1
i,ν−αi
∑νi−1
r=0
(−1)lel(ν−αi; i)p⊗X
νi−1−l
ki
∈ Pν−αi,ν⊗PνPν,ν−αi.
Every element p ∈ Pν′,ν can be written as p =
∑νi+1
m=0 p
′
mX
m
ki
for some elements
p′m ∈ Pν−αi .
Now we apply the cap ΘN
(
WW


ν − αi•
j
)
:
ΘN
(
WW


ν − αi•
j
)(
c−1
i,ν−αi
νi+1∑
m=0
p′m
νi−1∑
l=0
(−1)lel(ν − αi; i)X
m
ki
⊗Xj+νi−1−lki
)
=
= c−1i,ν
νi+1∑
m=0
p′m
νi−1∑
l=0
(−1)lel(ν − αi; i)hm+j+νi−1−l(ν − αi; i+ 1).
Thus,
Fi,j(X
m
ki
) = c−1i,ν
νi−1∑
l=0
(−1)lel(ν − αi; i)hm+j+νi−1−l(ν − αi; i+ 1).
2. Similarly, the action of the Ei,j on p ∈ Pν is defined by closing it with a cup and a cup
consecutively, and hence obtaining an element of Pν+αi . As an element of Pν,ν+αi, we
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can write p =
∑νi+1−1
m=0 p
′
mX
m
ki+1
for some elements p′m ∈ Pν+αi . Then we have
ΘN

TT
ν + αi
i ν
 (p) = ∑νi+1−1
r=0
(−1)lel(ν + αi; i+ 1)p⊗X
νi+1−1−l
ki
=
=
νi+1−1∑
m=0
p′m
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)X
m
ki+1
⊗X
νi+1−1−l
ki+1
∈ Pν+αi,ν ⊗Pν Pν,ν+αi.
We close the diagram by applying the cap:
ΘN
(
GG 
ν + αi
i
j
•
)(
νi+1−1∑
m=0
p′m
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)X
m
ki+1
⊗X
j+νi+1−1−l
ki+1
)
=
= ci,ν+αi
νi+1−1∑
m=0
p′m
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)hm+j−νi−1−l(ν + αi; i).
Thus, we get
Ei,j(X
m
ki
) = ci,ν
νi+1−1∑
l=0
(−1)lel(ν + αi; i+ 1)hm+j−νi−1−l(ν + αi; i).
3. The map Hi,j , j ≥ 1 is a multiplication by TrΘN(pii,j(ν)), where
pii,j(ν) =
j∑
l=0
(l + 1)
i
MM
•
♠+l
i
QQ
•
♠+j−l
ν
. (5.31)
We define the following generating functions:
i QQ
•
ν
(t) =
∞∑
l=0
i QQ
•
−νi−1+l
ν
tl,
i
MM
•
ν
(t) =
∞∑
l=0
i
MM
•
νi−1+l
ν
tl, E(ν; i)(t) =
νi∑
l=0
el(ν; i)t
l,
H(ν; i)(t) =
∞∑
l=0
hl(ν; i)t
l, p(ν; i)(t) =
∞∑
l=0
pl(ν; i)t
l−1, pii(ν)(t) =
∞∑
l=0
pii,l(ν)t
l−1.
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Then the equation 5.31 can be written as
pii(ν)(t) =
(
i
MM
•
ν
(t)
)′
i QQ
•
ν
(t) =
(
i
MM
•
ν
(t)
)′
i
MM
•
ν
(t)
=
(
log
i
MM
•
ν
(t)
)′
. (5.32)
The equation (5.29) implies
TrΘN
(
i
MM
•
ν
(t)
)
= H(ν; i)(−t)E(ν; i+ 1)(t) =
E(ν; i+ 1)(t)
E(ν; i)(t)
,
so we have
TrΘN (pii(ν)(t)) =
(
log
E(ν; i)(t)
E(ν; i+ 1)(t)
)′
= (5.33)
= (log E(ν; i+ 1)(t))′ − (log E(ν; i)(t))′ = p(ν; i+ 1)(−t)− p(ν; i)(−t).
The last equality in the equation (5.33) is given on page 23 in [32]. Thus, TrΘN (pii,j(ν)) =
(−1)j(pj(ν; i+ 1)− pj(ν; i)).
5.4 The coinvariant algebra Cλν
Fix a partition λ ∈ P+(n,N). Let ν ∈ P(n,N) and Iλν be the ideal of Pν generated by{
hr(ν; i1, . . . , im)
∣∣∣∣ 1 ≤ m ≤ n, 1 ≤ i1 < · · · < im ≤ n,r > λ1 + · · ·+ λm − νi1 − · · · − νim
}
. (5.34)
We will need the following statement for the special case λ0 = (N, 0, . . . , 0) ∈ P
+(n,N).
Proposition 5.4.1. If λ0 = (N, 0, . . . , 0), then I
λ0
ν = SymN .
Proof. We have
Iλ0ν =
〈
hr(ν; i1, . . . , im)
∣∣∣∣ 1 ≤ m ≤ n, 1 ≤ i1 < · · · < im ≤ n,r > N − (νi1 + · · ·+ νim)
〉
.
Since SymN = 〈hr(ν; 1, 2, . . . , n) | r > 0〉, we have SymN ⊆ I
λ0
ν . To prove I
λ0
ν ⊆ SymN , let
hr(ν; i1, . . . , im) be a generator of I
N
ν with r > N − (νi1 + · · ·+ νim). Define
{j1, j2, . . . , jn−m} = {1, 2, . . . n} \ {i1, i2, . . . im}.
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to be the ordered set. Then according to (5.6), we have
hr(ν; i1, . . . , im) =
r∑
s=0
(−1)r−ser−s(ν; j1, . . . , jn−m)hs(ν; 1, 2, . . . , n) =
= (−1)rer(ν; j1, . . . , jn−m) +
r∑
s=1
(−1)r−ser−s(ν; j1, . . . , jn−m)hs(ν; 1, 2, . . . , n).
since er(ν; j1, . . . , jn−m) is an elementary symmetric polynomial in N − (νi1 + · · · + νim)
variables, it is zero when r > N − (νi1 + · · ·+ νim). Thus, I
λ0
ν ⊆ SymN holds.
Let Cλν = Pν/I
λ
ν . Notice that SymN ⊆ I
λ
ν holds, thus we can regard the ring C
λ
ν as a
quotient of Cν = C
λ0
ν . Since Pν is a finitely generated free module over SymN , Cν is finite
dimensional and hence so is Cλν . Notice that C
λ
ν 6= 0 if and only if λ ≥ ν with respect to
the dominance order.
Proposition 5.4.2. The ideal
⊕
ν I
λ
ν of
⊕
ν Pν is invariant under the action of generators
Ei,j and Fi,j for all i ∈ I and j ≥ 0.
Proof. We will only show Ei,j
(
Iλν
)
⊆ Iλν+αi, and the proof of Fi,j(I
λ
ν ) ⊆ I
λ
ν−αi
will be
similar. We have to show that images of all hr(ν; i1, . . . , im) under Ei,j are in I
λ
ν+αi
for all
j ≥ 0, m ≥ 1, 1 ≤ i1 < · · · < im ≤ n and r > λ1 + · · ·+ λm − νi1 − · · · − νim . We proceed
with the case distinction.
1. If i ∈ {i1, . . . , im} and i+1 ∈ {i1, . . . , im}, then hr(ν; i1, . . . , im) = hr(ν+αi; i1, . . . , im)
holds. In this case, we have
Ei,j(hr(ν; i1, . . . , im)) = hr(ν + αi; i1, . . . , im)Ei,j(1),
which belongs to Iλν+αi . The same is true when i /∈ {i1, . . . , im} and i+1 /∈ {i1, . . . , im}
hold simultaneously .
2. We consider the case i ∈ {i1, . . . , im} and i+ 1 /∈ {i1, . . . , im}.
We have the identity (5.21):
hr(ν; i1, . . . , im) = hr(ν + αi; i1, . . . , im)−Xki+1hr−1(ν + αi; i1, . . . , im).
Since r−1 > λ1+· · ·+λm−(ν+αi)i1−· · ·−(ν+αi)im = λ1+· · ·+λm−νi1−· · ·−νim−1,
the element
hr(ν + αi; i1, . . . , im)Ei,j(1)− hr−1(ν + αi; i1, . . . , im)Ei,j(Xki+1)
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belongs to Iλν+αi .
3. Finally suppose that i /∈ {i1, . . . , im} and i+ 1 = im. By (5.22), we have that
hr(ν; i1, . . . , i+ 1) =
r∑
l=0
hl(ν + αi; i1, . . . , i+ 1)X
r−l
ki+1
.
Applying Ei,j on hr(ν; i1, . . . , i+ 1), we get the element
ci,ν
νi+1−1∑
s=0
(−1)ses(ν+αi; i+1)
r∑
l=0
hr−l+j−νi−1−s(ν+αi; i)hl(ν+αi; i1, . . . , i+1). (5.35)
Notice that since r > λ1 + · · ·+ λm − νi1 − · · · − νim = λ1 + · · ·+ λm − (ν + αi)i1 −
· · · − (ν + αi)im − 1, the second summand in the identity
hr+j−νi−1−s(ν+αi; i1, . . . , i+1, i) =
r∑
l=0
hr−l+j−νi−1−s(ν+αi; i)hl(ν+αi; i1, . . . , i+1)
+
r+j−νi−1−s∑
l=r+1
hr−l+j−νi−1−s(ν + αi; i)hl(ν + αi; i1, . . . , i+ 1)
is in Iλν+αi . Therefore,
hr+j−νi−1−s(ν + αi; i1, . . . , i+ 1, i) ≡
≡
r∑
l=0
hr−l+j−νi−1−s(ν + αi; i)hl(ν + αi; i1, . . . , i+ 1) mod I
λ
ν+αi
.
We can insert this equivalence in the element (5.4.4). To finish the proof, we need to
check that the element
ci,ν
νi+1−1∑
s=0
(−1)ses(ν + αi; i+ 1)hr+j−νi−1−s(ν + αi; i1, . . . , i+ 1, i)
also belongs to Iλν+αi . Another polynomial identity shows that it is equal to ci,νhr+j−νi−1(ν+
αi; i1, . . . , im−1, i), which is an element of I
λ
ν+αi
, since r+ j − νi− 1 > λ1+ · · ·+ λm− (ν +
αi)i1 − · · · − (ν + αi)im−1 − (ν + αi)i+1.
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The proof of Proposition 5.4.2 is a generalization of Lemma 4.1 of Brundan [9] for the
j parameter. This proposition implies the following statement.
Corollary 5.4.3. The ring
⊕
ν C
λ
ν is a finite-dimensional graded current algebra module
with the highest weight λ = (λ1 − λ2, . . . , λn−1 − λn).
The current algebra action on
⊕
ν Pν descends to
⊕
ν C
λ
ν . In other words, the following
diagrams commute:
Pν
Ei,j
−−−→ Pν+αiyp yp′
Cλν −−−→
Ei,j
Cλν+αi,
Pν
Fi,j
−−−→ Pν−αiyp yp′′
Cλν −−−→
Fi,j
Cλν−αi ,
where p, p′ and p′′ are projections with kernels Iλν , I
λ
ν+αi
and Iλν−αi respectively.
Recall that we defined an integer
dλν = max{(λ, λ)− (ν, ν), 0}. (5.36)
It is easy to show that if λ > ν with respect to the dominance order, we have dλν >
0. Brundan-Ostrik [13] prove that the ring Cλν is isomorphic to the cohomology ring of
Spaltenstein variety – the variety of partial flags of type ν which are annihilated by matrices
of Jordan type λT .
For a graded, finite-dimensional current algebra module M , graded composition multi-
plicity of a simple sln-module V is the polynomial∑
s≥0
[M{2s} : V ] ts,
where [M{2s} : V ] is the number of copies of V in M{2s}. Given a partition τ , the graded
composition multiplicity of V (τ¯) in
⊕
ν C
λ
ν is given by Brundan [9] via the formula∑
r≥0
[⊕
νC
λ
ν {d
λ
ν − 2r} : V (τ¯)
]
tr = KτT ,λT (t), (5.37)
where τT and λT are the transposes of the partitions τ , λ, and KτT ,λT (t) is the Kostka-
Foulkes polynomial. We refer to [32], section III.6 for the definition of the Kostka-Foulkes
polynomial. We will use their following property.
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Proposition 5.4.4. Let λ, µ ∈ P+(n,N) be partitions, and let λ′ = λ+(m,m, . . . ,m), µ′ =
µ+ (m,m, . . . ,m) for some non-negative integer m. Then the following equations hold:
Kλ,µ(t) = Kλ′,µ′(t), (5.38)
KµT ,λT (t) = K(µ′)T ,(λ′)T (t).
Proof. Kλ,µ(t) is nonzero if and only if λ ≥ µ with respect to the dominance order. Let
αi = (0, . . . , 0, 1,−1, 0, . . . , 0) be the i-th simple root as before, and let
R+ = {αi + αi+1 + · · ·+ αj | 1 ≤ i ≤ j ≤ n− 1}
be the set of positive roots. For any ξ = (ξ1, . . . , ξn) ∈ Z such that
∑
i ξi = 0, we define
the polynomial
P (ξ; t) =
∑
{mα}α∈R+
t
∑
mα ,
where the sum is over all families {mα}α∈R+ of non-negative integers such that ξ =
∑
mαα.
The polynomial P (ξ; t) is nonzero if and only if ξ =
∑
i ηiαi for some non-negative integers
ηi, 1 ≤ i ≤ n− 1.
By example III.6.4 in [32],
Kλ,µ(t) =
∑
σ∈Sn
sgn(σ)P (σ(λ+ δ)− (µ+ δ); t), (5.39)
where δ = (n − 1, n − 2, . . . , 1, 0). The first equality in (5.38) immediately follows from
(5.39).
To prove the second equality, notice that (λ′)T = (n, . . . , n︸ ︷︷ ︸
m times
, λT1 , . . . , λ
T
N), (µ
′)T =
(n, . . . , n︸ ︷︷ ︸
m times
, µT1 , . . . , µ
T
N). We take SN to be the subgroup of Sm+N which fixes the first
m entries, then
K(µ′)T ,(λ′)T (t) =
∑
σ∈Sm+N
sgn(σ)P (σ((µ′)T + δ)− ((λ′)T + δ); t). (5.40)
Notice that summand is zero if σ ∈ Sm+N \ SN . Therefore, we can write (5.40) as
K(µ′)T ,(λ′)T (t) =
∑
σ∈SN
sgn(σ)P (σ((µ′)T + δ)− ((λ′)T + δ); t) = (5.41)
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=
∑
σ∈SN
sgn(σ)P (σ(µT + δ)− (λT + δ); t) = KµT ,λT (t).
The graded dimension of Cλν is also given by Brundan [9]:∑
r≥0
dimC C
λ
ν {2r} t
r = td
λ
ν/2
∑
τ∈P+(n,N)
Kτ,ν KτT ,λT (t
−1), (5.42)
where Kτ,ν = Kτ,ν(1) denotes the Kostka number. The Kostka-Foulkes polynomial Kτ,ν(t)
for a composition ν is defined to be Kτ,ν̂(t), where ν̂ is the partition obtained by permuting
the entries of ν.
By [2] and [42], the center Z(Rλ) of the cyclotomic KLR algebra Rλ is isomorphic
to the dual local Weyl module W ∗(λ) . The next theorem is proved independently by
Shan-Vasserot-Varagnolo [42] and Webster [45], section 3.
Theorem 5.4.5. [45] The current algebra module
⊕
ν C
λ
ν is isomorphic to the dual local
Weyl module W ∗(λ).
Proof. We give a proof of existence of an injective map ϕ :
⊕
ν C
λ
ν → W
∗(λ). The
module
⊕
ν C
λ
ν is cocyclic, cogenerated by the identity element 1λ of the highest weight
space Cλλ ≃ C. This means that for any v ∈
⊕
ν C
λ
ν , there exist u ∈ U(sln[t]) such that
uv = 1λ. Moreover,
⊕
ν C
λ
ν is a finite-dimensional highest weight module with the highest
weight λ. The remaining part of the proof follows from the dualization of the Theorem
3.1.2 – the universality property of local Weyl modules. More explicitly, any cocyclic
finite-dimensional highest weight module of highest weight λ injects into a dual local Weyl
module W ∗(λ). The injective, degree zero U(sln[t])-invariant map ϕ, which is uniquely
defined ϕ(1λ) = δvλ .
In order to prove surjectivity, it must shown that the co-kernel W ∗(λ)
/
ϕ(
⊕
ν C
λ
ν ) is
zero.
Socle of a U(sln[t])-module M is the largest semisimple submodule of M . Cosocle of
M is the largest semisimple quotient of M . The dual of the socle of M is isomorphic to
the cosocle of the dual M∗. Kodera-Naoi [29] show that the socle of the local Weyl module
W (λ) is the degree dλν homogeneous piece, and it is isomorphic to the simple sln-module
V (λmin) where λmin is the unique minimal dominant weight amongst those ≤ λ.
Dually, the cosocle of W (λ) is V (λmin), consisting of degree zero elements. By the
multiplicity formula (5.37), the cosocle of
⊕
ν C
λ
ν is also isomorphic to V (λmin) in degree
zero, generated by the unit of the algebra Cλλmin over sln. Hence, W
∗(λ)
/
ϕ(
⊕
ν C
λ
ν ) has no
degree zero elements.
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The dual local Weyl moduleW ∗(λ) has a finite length, therefore every quotient ofW ∗(λ)
contains a simple submodule, which lies in the cosocle, by the definition of the cosocle.
Since the cosocle of W ∗(λ) is simple, it is contained in the co-kernel W ∗(λ)
/
ϕ(
⊕
ν C
λ
ν ).
However, W ∗(λ)
/
ϕ(
⊕
ν C
λ
ν ) has no degree zero elements, and hence is zero.
Shan-Vasserot-Varagnolo [42] and Webster [45] also prove that there is a graded algebra
isomorphism between the Cλν and the center Z
(
Rλ(λ− ν)
)
of the cyclotomic KLR algebra
Rλ(λ − ν) of rank λ − ν. Theorem 5.4.5 and graded dimension formula in [9] gives the
grade dimension of the center Z
(
Rλ(λ− ν)
)
:
∑
r≥0
dimC Z
(
Rλ(λ− ν)
)
{2r} tr = td
λ
ν/2
∑
τ∈P+(n,N)
Kτ,ν KτT ,λT (t
−1). (5.43)
By Proposition 5.38, the right hand side of the equation (5.43) depend on λ and ν
rather than actual λ and ν.
Theorem 5.4.6. The graded character of the local Weyl module is given by the formula
chtW (λ) =
∑
τ∈P+(n,N)
KτT ,λT (t) ch V (τ¯), (5.44)
and the graded dimension of the weight space ν is given by
dimC Wν(λ) =
∑
r≥0
dimC Wν(λ){2r} t
r =
∑
τ∈P+(n,N)
Kτ,ν KτT ,λT (t). (5.45)
Proof. Combining the muliplicity formula (5.37) with the Theorem 5.4.5, we have∑
r≥0
[⊕
νW
∗
ν (λ){d
λ
ν − 2r} : V (τ¯ )
]
tr = KτT ,λT (t), (5.46)
Since W ∗ν (λ){d
λ
ν − 2r} = (Wν(λ){2r})
∗ and V (τ¯) ≃ V ∗(τ¯ ), the multiplicity formula for the
local Weyl module is ∑
r≥0
[⊕
νWν(λ){2r} : V (τ¯)
]
tr = KτT ,λT (t), (5.47)
which implies (5.44). The graded dimension formula follows similarly from the equation
(5.42).
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Remark 5.4.7. Let λ ∈ P+(n,N) and W (λ) be the local Weyl module with the highest
weight λ. If we set t = 1 in the formula (5.44), we get
chtW (λ) |t=1 =
∑
τ∈P+(n,N)
KτT ,λT (1) ch V (τ¯) = ch
(∧λT1 Cn ⊗∧λT2 Cn ⊗ · · · ⊗∧λTp Cn) ,
(5.48)
where the λT = (λT1 , λ
T
2 , . . . , λ
T
p ) is the transpose of λ. The equation (5.48) also follows
from Chari-Loktev [18], where they prove that W (λ) is isomorphic to a certain graded
tensor product of fundamental representations, called the fusion product, where recover the
usual tensor product
∧λT1 Cn ⊗∧λT2 Cn ⊗ · · · ⊗∧λTp Cn = ⊕
τ∈P+(n,N)
(V (τ¯ ))⊕KτT ,λT (5.49)
if we set t = 1.
A computation shows that if λ0 = (N, 0, . . . , 0), the graded dimension of C
λ0
ν is given
by the quantum multinomial coefficient(
N
ν
)
t
=
(
N
ν1, . . . , νn
)
t
=
[N ]t!
[ν1]t! · · · [νn]t!
,
where [a]t! denotes the t-factorial
(1− t)(1− t2) · · · (1− ta)
(1− t)a
= (1 + t)(1 + t+ t2) · · · (1 + t+ t2 + · · ·+ ta−1).
Example 5.4.8. Let N = 9, n = 4, λ = (5, 2, 1, 1) and ν = (3, 1, 2, 3). We compute the
graded dimension of Z
(
Rλ(λ− ν)
)
. We have λT = (4, 2, 1, 1, 1), dλν = 31− 23 = 8.∑
r≥0
dim Z
(
Rλ(λ− ν)
)
{2r} tr = t4
∑
τ∈P+(4,9)
Kτ,(3,1,2,3) ·KτT ,(4,2,1,1,1)(t
−1) = (5.50)
= t4[K(3,3,2,1),(3,1,2,3) ·K(4,3,2,0,0),(4,2,1,1,1)(t
−1) +K(5,2,1,1),(3,1,2,3) ·K(4,2,1,1,1),(4,2,1,1,1)(t
−1)+
+K(4,3,1,1),(3,1,2,3) ·K(4,2,2,1,0),(4,2,1,1,1)(t
−1) +K(4,2,2,1),(3,1,2,3) ·K(4,3,1,1,0),(4,2,1,1,1)(t
−1)] =
= t4(t−2 + t−3 + t−4 + 2 + 2(t−2 + t−1) + (t−3 + t−2 + t−1)) = 2t4 + 3t3 + 4t2 + 2t+ 1.
It is easy to check that we get the same graded dimension if we choose λ′ = (4, 1, 0, 0) and
ν ′ = (2, 0, 1, 2). In both cases, λ = λ′ = (3, 1, 0) and ν = ν ′ = (2,−1,−1).
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Example 5.4.9. Let N = 5, n = 3, λ = (5, 0, 0) and ν = (3, 1, 1). The graded dimension
of the center Z
(
Rλ(λ− ν)
)
is computed as follows. We have λT = (1, 1, 1, 1, 1), dλν = 14.∑
r≥0
dimC Z
(
Rλ(λ− ν)
)
{2r} tr = t7
∑
τ∈P+(3,5)
Kτ,(3,1,1) ·KτT ,(1,1,1,1,1)(t
−1) = (5.51)
= t7(K(5,0,0),(3,1,1) ·K(1,1,1,1,1),(1,1,1,1,1)(t
−1) +K(4,1,0),(3,1,1) ·K(2,1,1,1),(1,1,1,1,1)(t
−1)+
+K(3,2,0),(3,1,1) ·K(2,2,1,0,0),(1,1,1,1,1)(t
−1) +K(3,1,1),(3,1,1) ·K(3,1,1,0,0),(1,1,1,1,1)(t
−1)) =
= t7(1+2(t−1+t−2+t−3+t−4)+(t−2+t−3+t−4+t−5+t−6)+(t−3+t−4+2t−5+t−6+t−7)) =
= t7 + 2t6 + 3t5 + 4t4 + 4t3 + 3t2 + 2t1 + 1 =
(
5
3, 1, 1
)
t
.
References
[1] A. Beilinson, G. Lusztig and R. McPherson, A geometric setting for the quantum
deformation of GLn. Duke Math. J. , 61:655–677, 1990.
[2] A. Beliakova, K. Habiro, A. Lauda and B. Webster, Current algebras and categorified
quantum groups. J. London Math. Soc., 95:248–276, 2017. arXiv:1412.1417.
[3] A. Beliakova, K. Habiro, A. Lauda and B. Webster, Cyclicity for categorified quantum
groups. Journal of Algebra, 452:118–132, 2016. arXiv:1506.04671.
[4] A. Beliakova, K. Habiro, A. Lauda and M. Zivkovic, Trace decategorification of cate-
gorified quantum sl2. Math. Annalen, 367:397–440, 2017. arXiv:1404.1806.
[5] A. Beliakova, Z. Guliyev, K. Habiro and A. Lauda, Trace as an alternative decate-
gorification functor. Acta Math. Viet. 39:425–480, 2014. arXiv:1409.1198 .
[6] J. Bernstein, I. Frenkel and M. Khovanov, A categorification of the Temperley-Lieb
algebra and Schur quotients of U(sl2) via projective and Zuckerman functors. Selecta
Mathematica, 5:199–241, 1999. arXiv:0002087 .
[7] J. Brundan, Centers of degenerate cyclotomic Hecke algebras and parabolic category
O. Represent. Theory, 12:236– 259, 2008. arXiv:0607717.
[8] J. Brundan, On the definition of Kac-Moody 2-category. J. Math. Ann., 364: 353–372,
2016. arXiv:1501.00350.
58
[9] J. Brundan, Symmetric functions, parabolic category O, and the Springer fiber. Duke
Math. J., 143(1):41–79, 2008. arXiv:math/0608235.
[10] J. Brundan and N. Davidson, Categorical actions and crystals. to appear in
Contemporary Mathematics, Special Volume ”Perspectives on Categorification”.
arXiv:1603.08938.
[11] J. Brundan and A. Kleshchev, Blocks of cyclotomic Hecke algebras and Khovanov-
Lauda algebras. Invent. Math., 178(3):451–484, 2009. arXiv:0808.2032.
[12] J. Brundan and A. Kleshchev, Graded decomposition numbers for cyclotomic Hecke
algebras. Advances in Math., 222:1883–1942, 2009. arXiv:0901.4450.
[13] J. Brundan and V. Ostrik, Cohomology of Spaltenstein varieties. Transform. Groups,
16(3):619–648, 2011. arXiv:1012.3426.
[14] S. Cautis, J. Kamnitzer, S. Morrison, Webs and quantum skew Howe duality. Math.
Annalen, 360:351–390, 2014. arXiv:1210.6437.
[15] S. Cautis and A. Lauda, Implicit structure in 2-representations of quantum groups.
Selecta Mathematica, 21:201–244, 2015. arXiv:1111.1431.
[16] V. Chari, G. Fourier and T. Khandai, A categorical approach to Weyl modules. Trans-
form. Groups, 15(3):517–549, 2010. arXiv:0906.2014.
[17] V. Chari and B. Ion, BGG reciprocity for current algebras. Compositio Mathematica,
151:1265 –1287, 2015. arXiv:01307.1440.
[18] V. Chari and S. Loktev, Weyl, Demazure and fusion modules for the current algebra
of slr+1. Adv. Math., 207:928–960, 2006. arXiv:0502165.
[19] V. Chari and A. Pressley, Weyl Modules for Classical and Quantum Affine algebras.
Represent. Theory 5:191–223, 2005. arXiv:0004174.
[20] J. Chuang and R. Rouquier, Derived equivalences for symmetric groups and sl2-
categorification. Annals of Math., 167:245–298, 2008. arXiv:0407205.
[21] L. Crane and I. Frenkel, Four dimensional topological quantum field theory, Hopf cat-
egories, and the canonical bases. J. Math. Phys., 35:5136–5154, 1994. arXiv:9405183.
[22] I. Frenkel, M. Khovanov and C. Stroppel, A categorification of finite-dimensional irre-
ducible representations of quantum sl2 and their tensor products. Selecta Mathematica
12(3-4):379–431, 2007. arXiv:0511467.
59
[23] W. Fulton, Young tableaux: with applications to representation theory and geometry.
Cambridge University Press, 1997. London Mathematical Society Student Texts.
[24] N. Ganter and M. Kapranov, Representation and character theory in 2-categories.
Adv. Math., 217(5):2268–2300, 2008. arXiv:math/0602510.
[25] S. Kang and M. Kashiwara, Categorification of highest weight modules via Khovanov-
Lauda-Rouquier algebras. Invent. Math. 190:699–742, 2012. arXiv:1102.4677.
[26] M. Khovanov and A. Lauda, A diagrammatic approach to categorification of quantum
groups I. Represent. Theory, 13:309–347, 2009. arXiv:0803.4121.
[27] M. Khovanov and A. Lauda, A diagrammatic approach to categorification of quantum
groups III. Quantum Topology, 1:1–92, 2010. arXiv:0807.3250.
[28] M. Khovanov, A. Lauda, M. Mackaay and M. Stosic, Extended graphical calculus for
categorified quantum sl2. Memoirs of the AMS, 219, 2012. arXiv:1006.2866.
[29] R. Kodera and K. Naoi, Loewy series of Weyl modules and the Poincare polynomials
of quiver varieties. Publications of RIMS 48:477–500, 2012. arXiv:1103.4207.
[30] A. Lauda, A categorification of quantum sl2. Adv. Math., 225:3327–3424, 2008.
arXiv:0803.3652.
[31] A. Lauda, An introduction to diagrammatic algebra and categorified quantum sl2.
Bulletin Inst. Math. Academia Sinica, 7:165–270, 2012. arXiv:1106.2128.
[32] I. G. Macdonald, Symmetric functions and Hall polynomials. The Clarendon Press
Oxford University Press, New York, 1979. Oxford Mathematical Monographs.
[33] M. Mackaay, The slN -web algebras and dual canonical bases. Journal of Algebra,
9:54–100, 2014. arXiv:1308.0566.
[34] M. Mackaay, M. Stosˇic´ and P. Vaz, A diagrammatic categorification of the q-Schur
algebra. Quantum Topology, 4:1–75, 2013. arXiv:1008.1348.
[35] A. Malkin, Tensor product varieties and crystals: The ADE case. Duke Math. J.,
116:477–524, 2003. arXiv:0103025.
[36] V. Mazorchuk and C. Stroppel, A combinatorial approach to functorial quantum
slk knot invariants. American Journal of Mathematics, 131(6):1679–1713, 2009.
arXiv:0709.1971.
60
[37] M. Mu¨ger, From subfactors to categories and topology I. Frobenius algebras in and
Morita equivalence of tensor categories. J. Pure Appl. Algebra, 180:81–157, 2003.
arXiv:0111204.
[38] K. Raghavan, B. Ravinder and S. Viswanath, On Chari-Loktev bases for local Weyl
modules in type A. arXiv:1606.01191.
[39] R. Rouquier, 2-Kac-Moody algebras. arXiv:0812.5023.
[40] R. Rouquier, Quiver Hecke algebras and 2-Lie algebras. Algebra Colloq., 19:359–410,
2012. arXiv:1112.3619.
[41] Y. B. Sanderson, On the connection between Macdonald polynomials and Demazure
characters. Journal of Algebraic Combinatorics, 11:269–275, 2000. Online version.
[42] P. Shan, M. Varagnolo and E. Vasserot, On the center of Quiver-Hecke algebras.
arXiv:1411.4392.
[43] C. Stroppel, Categorification of the Temperley-Lieb category, tangles, and cobordisms
via projective functors. Duke Math. J. 126(3): 547–596, 2005.
[44] M. Varagnolo and E. Vasserot, Canonical bases and Khovanov-Lauda algebras. Jour-
nal fu¨r die reine und angewandte Mathematik, 659:67–100, 2011. arXiv:0901.3992.
[45] B. Webster, Centers of KLR algebras and cohomology rings of quiver varieties.
arXiv:1504.04401.
[46] B. Webster, Knot invariants and higher representation theory. to appear in the
Memoirs of the AMS. arXiv:1309.3796.
Institute of Mathematics, University of Zurich,
Winterthurerstr. 190, 8057 Zurich, Switzerland,
E-mail: zaur.guliyev@math.uzh.ch
61
