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RESUMEN 
 
En este artículo se describe un proyecto de 
investigación relacionado al procesamiento 
de textos estructurados, en particular a 
archivos de códigos fuentes en algún 
lenguaje de programación.  
Se propone abordar este problema 
obteniendo información a diferentes niveles 
de abstracción, adaptando técnicas que son 
específicas de implicación textual. 
El proyecto se inserta en una línea de 
investigación de aprendizaje automático y 
de lingüística computacional. 
Se describe el proyecto, los resultados 
obtenidos hasta el momento, como así 
también,  los resultados que se esperan de la 
utilización del sistema. Finalmente, se 
presenta la línea de investigación en la que 
se enmarca este proyecto. 
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CONTEXTO 
 
El proyecto acreditado por la Universidad 
Tecnológica Nacional denominado 
Modelado para el procesamiento de textos 
estructurados (código UTN4518) se 
encuentra consolidado dentro de la línea de 
investigación relacionada con lingüística 
computacional y es llevado a cabo en el 
Laboratorio de Investigación de Software 
LIS1 del Departamento de Ingeniería en 
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Sistemas de Información de la Universidad 
Tecnológica Nacional Facultad Regional 
Córdoba. 
A su vez, este proyecto se encuentra 
dentro del grupo de investigación 
denominado Grupo de Inteligencia 
Artificial (o GIA) de la UTN-FRC. 
El grupo GIA reúne a proyectos de 
investigación que se hayan todos en 
temáticas concernientes a la inteligencia 
artificial entre las que podemos destacar 
análisis de imágenes, algoritmos evolutivos, 
y su aplicabilidad en problemas de la 
ingeniería, de las ciencias naturales, y de las 
ciencias sociales. 
Este grupo está compuesto de becarios, 
pasantes, docentes investigadores y 
doctores. 
 
1. INTRODUCCIÓN 
 
En el proyecto de procesamiento de textos 
estructurados se plantea el desarrollo de un 
modelo para detección de similitudes de 
código fuente para poder determinar la 
existencia de prácticas de reutilización 
aplicando técnicas vinculadas a la 
lingüística computacional, tales como 
minería de datos sobre texto y 
procesamiento del lenguaje natural, dado 
que según [1] “los lenguajes de 
programación se parecen a los lenguajes 
naturales en tanto que ambos, códigos 
fuente y textos escritos en lenguaje natural, 
se pueden representar como cadenas de 
símbolos (caracteres, palabras, etc.)”.  
La identificación de similitudes de 
código puede servir para varios propósitos 
[2], entre los que se puede mencionar el 
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estudio de la evolución del código fuente de 
un proyecto, detección de prácticas de 
plagio, detección de prácticas de 
reutilización, extracción de un fragmento de 
código para “refactorización” del mismo y 
seguimiento de defectos para su corrección. 
La detección de similitudes de código 
fuente con fines de reutilización es una 
tarea laboriosa que puede demandar altos 
costos de tiempo y dinero, dependiendo del 
impacto de la tarea de detección según el 
ámbito de aplicación. 
Actualmente existen diferentes 
aproximaciones para abordar la 
problemática planteada en el presente 
proyecto, alguna de ellas se mencionan a 
continuación: 
• Aproximaciones basadas en 
atributos, donde las métricas se calculan a 
partir del código fuente y se utilizan para la 
comparación de los distintos archivos. Un 
ejemplo sencillo sería: utilizar el tamaño del 
código fuente (número de caracteres, 
palabras y líneas) como atributo 
comparable de tamaño [3], o también el 
número de variables, el número de 
funciones, el número de clases, entre otros. 
• Aproximaciones basadas en Tokens, 
en las cuales se convierte el código fuente 
en una secuencia de “tokens” o marcas, 
para una posterior evaluación y selección de 
estas secuencias de tokens según ciertas 
métricas [4] [5]. 
• Aproximaciones basadas en la 
estructura, donde el código fuente es 
convertido a una representación intermedia 
interna (IR), la cual es utilizada 
posteriormente para la comparación [6] [7]. 
 
Dentro de este contexto, se propone la 
construcción de un sistema, basado en un 
modelo que utiliza técnicas de Aprendizaje 
Automático Supervisado, comúnmente 
utilizadas para minería de datos [8], que 
permita la detección de similitudes de 
código fuente en los lenguajes de 
programación Java y Python en base a un 
corpus que será elaborado especialmente 
para tal fin. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
La línea de investigación en las que se 
enmarca el proyecto de modelado para el 
procesamiento de textos estructurados es el 
área de inteligencia artificial, más 
concretamente una sub-especialidad que se 
denomina computación lingüística. En 
particular, nos enfocamos en los enfoques 
basados en aprendizaje automático. 
Los desarrollos de esta línea de 
investigación, lo constituyen, por un lado, 
las herramientas elaboradas para facilitar el 
análisis y procesamiento de archivos de 
textos, en este caso de código fuente, y por 
el otro, los sistemas de reconocimiento de 
similitudes entre dos archivos de código 
fuente.  
 
La innovación del proyecto concierne a 
los nuevos métodos propuestos para el 
análisis y procesamiento de textos, como 
así también a los algoritmos creados para 
abordar las problemáticas anteriormente 
mencionadas. Los algoritmos diseñados 
aprovechan las diferentes características 
que se pueden aprender de los textos y que 
son recolectados y creados a partir de las 
herramientas de procesamiento de textos. 
Son múltiples las posibles sub-
disciplinas que podrían valerse de los 
resultados de este proyecto, entre las que 
podemos destacar a las tareas de 
recuperación de información, evaluación de 
las traducciones automáticas [9], evaluación 
de la calidad de las traducciones, 
reconocimiento de paráfrasis [10] e 
implicación de textos [11][12][13][14][15].  
Adicionalmente, la creación de corpus 
sobre texto estructurado es una actividad de 
relevancia y que puede impactar en otras 
tareas relacionadas al procesamiento del 
lenguaje. 
La confluencia del trabajo de varias 
líneas de investigación que se desarrollan 
en el Laboratorio de investigación de 
software LIS, lugar donde se lleva a cabo 
este proyecto, ha llevado a la necesidad de 
plantear el surgimiento de un nuevo grupo 
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UTN que nuclee a las siguientes líneas de 
investigación: teoría de autómatas y 
gramáticas formales, modelos de 
predicciones de fenómenos climatológicos, 
y el modelado de problemas del área de 
ciencias sociales.  
En este contexto, el presente proyecto se 
haya incluido en la presentación de este 
nuevo grupo de investigación en UTN. 
Actualmente, la aprobación de dicho grupo 
se encuentra en trámite dentro de la UTN. 
 
 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
 
Este proyecto se encuentra en sus primeras 
etapas y, hasta el momento, se han 
conseguido los siguientes resultados. 
Se ha desarrollado un prototipo que 
permite seleccionar  dos archivos de 
códigos fuentes de Java o Python, sobre los 
que se puede aplicar un conjunto de 
medidas de similitud léxica. A su vez, se 
está integrando una medida de similitud 
sintáctica.   
Hasta el momento, el sistema puede 
identificar dos archivos con alto grado de 
superposición léxica, pero no es capaz de 
identificar archivos similares que utilizan 
estructuras sintácticas equivalentes pero que 
se escriben utilizando sintaxis diferente. 
Claramente, se debe a la imposibilidad de 
capturar la información presente a un nivel 
más profundo que el nivel léxico. 
Uno de los inconvenientes que se 
presentan actualmente es el tiempo 
necesario para la ejecución de las métricas 
sobre un conjunto de archivos. Supongamos 
que se desee obtener los dos archivos más 
similares de un conjunto. Para ello es 
necesaria una comparación entre cada par 
de elementos del conjunto, la cual es una 
operación muy costosa desde el punto de 
vista computacional, y es por esto que los 
algoritmos propuestos como medidas de 
similitud no solo tienen que ser efectivos, 
sino también escalables y paralelizables.   
 Un sistema de detección de similitudes 
que contemple a todos los elementos de un 
conjunto de N-elementos requerirá (N*N)/2 
comparaciones entre los archivos de código 
fuente.  
Por consiguiente, se están desarrollando 
algoritmos que sean capaces de modelar de 
manera precisa el fenómeno de similitud 
textual a diferentes niveles léxico, sintáctico 
y semántico, pero al mismo tiempo 
cumpliendo con el requerimiento no 
funcional de que debe tratarse de un 
algoritmo de baja complejidad 
computacional. 
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de investigación está formado por 
docentes investigadores del Laboratorio de 
Investigación de Software LIS2 del Dpto. de 
Ingeniería en Sistemas de Información de la 
Universidad Tecnológica Nacional Facultad 
Regional Córdoba, se detallan a 
continuación los responsables del proyecto: 
 Una magister en ingeniería en sistemas 
de información que está evaluando la 
posibilidad de desarrollar su tema de 
tesis de doctorado en la esta temática 
con una variación del enfoque desde el 
punto de vista de los sistemas de 
Generación del Lenguaje Natural 
(NLG), y dirige a los integrantes 
miembros del equipo. 
 Un doctor en ciencias de la 
computación que desarrolló su tesis de 
doctoral en la temática de implicación 
de textos y paráfrasis, y colaborara en la 
coordinación de becarios. 
 
 Participan del proyecto alumnos que 
necesitan realizar su práctica 
supervisada que es uno de los  
requisitos  para  la  obtención del  grado  
de  Ingeniero. Los  alumnos que 
intervienen aprenden  a  realizar  
actividades  de investigación, y cómo  
integrarse en un equipo existente.  
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 Por año participan uno o dos becarios 
alumnos a los que se les enseña como 
trabajar en un proyecto de 
investigación, y como llevar adelante 
actividades de investigación. 
 Un becario de investigación de 
posgrado se ha incorporado 
recientemente, por lo cual el proyecto 
complementará su formación 
profesional.  
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