This paper presents a multiobjective optimization study of cutting parameters in turning operation for a heat-treated alloy steel material (J-Steel) with Vickers hardness in the range of HV 365-395 using uncoated, unlubricated Tungsten-Carbide tools. The primary aim is to identify proper settings of the cutting parameters (cutting speed, feed rate, and depth of cut) that lead to reasonable compromises between good surface quality and high material removal rate. Thorough exploration of the range of cutting parameters was conducted via a five-level full-factorial experimental matrix of samples and the Pareto trade-off frontier is identified. The tradeoff among the objectives was observed to have a "knee" shape, in which certain settings for the cutting parameters can achieve both good surface quality and high material removal rate within certain limits. However, improving one of the objectives beyond these limits can only happen at the expense of a large compromise in the other objective. An alternative approach for identifying the trade-off frontier was also tested via multiobjective implementation of the Efficient Global Optimization (m-EGO) algorithm. The m-EGO algorithm was successful in identifying two points within the good range of the trade-off frontier with 36% fewer experimental samples.
Introduction
Heat-treated alloy steels exhibit many attractive properties, such as wear resistance, high strength, and high thermal stability. Examples of uses of heat-treated alloy steels include dies, automotive structures, bearings, and gears. In a highly competitive world, there is much need for optimizing the manufacturing and processing technologies to achieve highquality products at low cost and high productivity. Focus of this research is on optimizing the cutting parameters of CNCturning operations of J-Steel material in order to achieve (i) high-quality surface finish (which translates to product quality) and (ii) high material removal rate (which translates to productivity). Cost is not modeled in this study due to it being (at least partially) correlated with productivity and due to several uncertainties that can be site-specific (e.g., cost of labor, energy, and transport).
Examples of notable related work in the literature of machinability of other types of hardened steels include [1] [2] [3] , and a review of state of the art and identification of active research areas is summarized in [4] . The primary control parameters (also termed "design variables" within an optimization framework) in CNC turning are the machining parameters (cutting speed, feed rate, and depth of cut), material, and geometry of the cutting tools and cutting fluids. Hard-turning operations require no cutting fluids, which is advantageous in terms of cost (purchase and disposal of cutting fluids), environmental impact (elimination of the need to posttreat the cutting fluids for safe disposal), and process tenability (fewer parameters to adjust). By selecting a set of standard Tungsten-Carbide insert tools, thereby considering the tooling as a fixed parameter, this study conducts a thorough examination of the three machining parameters and how they relate to the trade-off between surface quality and material removal rate.
Tuning of the cutting parameters is conducted in this paper within the context of Pareto-optimality in order to find good compromises between surface quality and process 2 Advances in Materials Science and Engineering productivity. The tuning is done via "dense sampling" (fivelevel full-factorial design of experiments) as well as multiobjective implementation of an optimization technique from metamodeling based design optimization, "Efficient Global Optimization" (EGO) [5] [6] [7] [8] . EGO seeks to locate the optimum of a processes while conducting as few experiments as possible. This is done via incrementally updating a Gaussian process metamodel that approximates the behavior of the actual process. Multiobjective versions of EGO such as Par-EGO [9] and m-EGO, which is some of the authors' earlier work in [10, 11] , have been proposed and tested via numerical models. To the best of the authors' knowledge, the present study is the first experimentation with utilizing m-EGO in real machining experiments.
This paper started with a brief introduction and motivation of the performed research. The rest of the paper is organized as follows. Section 2 provides details of the experimental setup and material to be machined. Section 3 showcases the results from a five-level full-factorial experimental matrix (125 samples). Section 4 presents the m-EGO approach for identification of the Pareto trade-off frontier. Section 5 discusses the results and implications from both approaches, and then the paper concludes with a brief summary.
Experimental Setup
EMCO Concept Turn 45 CNC lathe equipped with Sinumeric 840-D was used to conduct experimental work. An uncoated Tungsten-Carbide insert was clamped with the tool holder to carry out this work. The specifications for insert and tool holder are TR-V13JBL 2020K and TR-VB1304-F. Clearance angle, cutting edge angle, and nose radius are maintained by 7 ∘ , 75 ∘ , and 0.4 mm, respectively. After machining, a surface roughness tester TESA was used to measure the surface roughness over a 50 mm length of the machined surface. Photos of the test rig are shown in Figure 1 .
Chemical composition of J-Steel material is listed in Table 1 . The heat treatment for involved Austenitizing at 850 ∘ C for 4-5 hours, quenching in oil, tempered at 600-630 ∘ C for 6-7 hours and then air-cooled. Hardness was HV 365-395. 
Full-Factorial Sampling
A five-level full-factorial experimental matrix was used to explore various settings of the machining parameters. To frame the experiments within an optimization framework, the three machining parameters of cutting speed, depth of cut, and feed rate are referred to as the design variables 1 , 2 , and 3 , respectively. Additionally, the two performance measures of interest (surface quality and material removal rate) are formulated in a minimization setting, so that the objective is to minimize:
1 is the arithmetic average deviation of the assessed machined surface profile ( m).
2 is machining time needed to remove a unit volume of the J-Steel material (min/cm 3 ).
Listing of the five-level settings of the design variables is provided in Table 2 . For three design variables, the number of samples corresponding to five levels is 5 3 = 125. The corresponding objective values are plotted in Figure 2 and full listing of all 125 samples is provided in the appendix.
As the general consensus is that surface roughness in turning operations has high sensitivity to the feed rate [12] , Figure 2 was constructed with separate markers for samples that have different feed rate values. And while this consensus is observed to be mostly true in Figure 2 (samples with the same feed rate tend to cluster together), the following observations are also noted:
(i) For any given feed rate, there is a relatively large range of variation in both surface roughness ( 1 ) and the machining time ( 2 ). Thus, identification of the proper combination of cutting speed and depth of cut to match the selected feed rate is of significant importance. (ii) There is quite a bit of overlap between clusters of same feed rate samples, especially at the submicron range for values of ( 1 ). This implies that the proper (simultaneous) selection of cutting parameters is of higher significance than simply adjusting the parameter with high sensitivity.
Extracting the "undominated" trade-off frontier results in the Pareto plot shown in Figure 3 . In Pareto analysis, a sample is considered "dominated" if another sample exists that has better value in one objective and no-worse values among all the objectives. In two-objective minimization problems, this dominance criterion translates to a sample being dominated if another sample exists towards its lower left in the Pareto plot. Listing of the undominated samples is provided in Table 3 . An important observation in Figure 3 is that the Pareto frontier appears to be "knee-shaped," which is one of the interesting types of multiobjective problems [13] . In these types of problems, the "knee-cap" of the Pareto frontier (highlighted in Figure 3 ) is where a process planner would likely focus their attention because this is where meaningful tradeoff decisions can be made. Excluding sample P5 (because it is near-dominated by P6), there are reasonable gains in machining time at the expense of moderate compromise in surface roughness by going from P3 to P4 to P6. On the other hand, outside of the knee-cap zone, there is very little gain in machining time at the expense of large compromise in surface roughness by going from P6 to P7-P10. Likewise, there is 4 Advances in Materials Science and Engineering very little gain in surface roughness at large compromise in machining time by going from P3 to P1-P2.
Multiobjective Efficient Global Optimization
When full-factorial sampling with large number of levels is feasible in terms of cost and time to conduct the experiments, it is typically the approach of choice since it provides assurance that the entire space of tunable parameters has been explored. When the number of experiments needed becomes large (e.g., exponential growth of the number of samples becomes prohibitive when there are more than three tunable parameters or if the same process needs to be repeated for different tool/inserts), it is often desirable to seek approaches that focus on generating samples in the vicinity of the Pareto frontier instead of exploring the entire space of tunable parameters. This section explores the "what-if" scenario of how many experimental samples would have been needed to generate a Pareto plot like Figure 3 by utilizing an alternative approach from the literature on metamodeling based design optimization. Metamodeling based design optimization, as described in the review articles in [14, 15] , includes approaches that utilize (computationally inexpensive) numerical approximation models to what is otherwise a highly time/cost expensive process to model. The approximate models are then used to "guide" the sampling within the expensive process to what is predicted to be samples with more desirable performance. The approach adopted in this paper is an extension of Jones' "Efficient Global Optimization" (EGO) algorithm [5] , which has been further developed and applied in many application studies [6] [7] [8] . Multiobjective versions of EGO were also developed, such as the work in [9, 10] . A brief recap of the adopted algorithm is provided in the next subsection. For full details of the most recent version of the algorithm, readers are referred to [11] .
The m-EGO Algorithm.
All variations of the EGO algorithm use Kriging [16] metamodels. Like all metamodels, Kriging provides a prediction (x) that approximates time/costly to evaluate process (x), with x being a vector of design variables and and being the approximate and true process response, respectively. This prediction is done after "training" the metamodel to a number of known samples x 1 , x 2 , . . . , x and their corresponding values of 1 , 2 , . . . , . However, what is rather unique in Kriging compared to other metamodels is that it also provides an expected variation (x), which can also be interpreted as a measure of uncertainty in the predicted values (x). This allows an optimization algorithm to make predictions about the expected limits for the process output (regions with good expected improvement become candidates for exploring new samples) at various points within the search space, as well as identifying which regions of the search space have too low density of samples (and these locations also become candidates for sampling in order to further refine the metamodel). At a high level, the basic steps of an EGO algorithm are as follows:
(1) Train a Kriging model using known samples.
(2) Solve an "Infill Optimization Problem" using the Kriging model predictions (x) & (x) to generate new sample point(s).
(3) Evaluate the real process (x) for the new sample points.
(4) Add the new sample points to the set of known samples.
(5) Repeat step 1 unless a termination criterion is met.
(6) Output the best sample point(s).
Primary differences between different implementations of the EGO algorithm are usually in step 2, in particular,
(1) objective(s) for the infill optimization problem, (2) optimization algorithm to solve the infill problem, (3) whether new sample points are generated one at a time or in batches.
Other minor differences in implementation of the EGO algorithm can include the initial set of samples (which can be random or structured), as well as the termination criteria (which may be things like reaching a target process output, preset budget on number of samples, or number of iterations without new improved samples). The m-EGO algorithm (as implemented in [10, 11] ) formulates the infill problem as an augmented multiobjective problem that seeks to minimize { (x), − (x)} and solves it via the evolutionary optimization algorithm SPEA2 [17] . The output of SPEA2 is an "archive" of points distributed on the trade-off frontier of the Kriging model predictions, as well as regions of the search space with high uncertainty. A clustering technique is then applied to the archive of points in order to select a batch of new candidate sample points.
Implementation and Results.
The m-EGO algorithm was tested to see if it would be successful in generating the Pareto trade-off frontier for the same ranges of tunable cutting parameters. Details of m-EGO implementation in this study are as follows:
(i) Structured initial set of samples, using four-level full factorial (64 initial samples). Listing of the design variables at different levels is provided in Table 4 .
(ii) Termination condition which is upon reaching a preset budget of 80 experimental samples.
(iii) New samples generated in batches of 8 (thus the termination condition is met after two iterations of the algorithm, since 64 + 2 × 8 = 80).
Since this is a "what-if" study, the four levels in the fullfactor initial set of samples were selected to coincide with samples that were already experimented in the five-level fullfactorial study in Section 3 (relieving the need to conduct Advances in Materials Science and Engineering 5 64 new experiments). New experiments were conducted to evaluate the performance of the 16 new samples generated by two iterations of the algorithm and are shown in Figure 4 . It is notable in Figure 4 how the newly generated samples are mostly biased towards the Pareto frontier (implying that the m-EGO algorithm does in fact work as intended), with some of the new samples leading to discovery of new undominated samples, two of which within the knee-cap zone of the Pareto frontier. Listing of the undominated samples obtained via the approach is provided in Table 5 .
Discussion
J-Steels have relatively high hardness that correlates well with good surface quality in machining processes. This is mainly due to possessing low plastic flowability which results in better surface finish. This is attributed to the brittle nature of the interaction between the cutting tool and the workpiece surface, for the hard materials, that leads to material separation rather than plastic flow that would result in surface irregularities. Surface roughness was found to increase with increasing feed rate and depth of cut which both result in bigger cut areas that are consequently associated with higher cutting forces and higher friction which lead to poor surface finish. It was noticed from the surface roughness profile that high feed rates were associated with lager roughness markings horizontal spacing. Also, with higher depth of cuts, the vertical spacing between peaks and troughs of the surface irregularities was larger. Thus, higher feed rates and depth of cuts generally lead to higher surface roughness. However, higher feed rates and depth of cut are favorable in terms of increasing material removal rate. Thus, there is good motivation for finding the right combination of settings of the cutting parameters in order to obtain a good compromise between surface quality and machining time. Search for this good compromise may be done via "dense sampling" (such as the five-level full-factorial design of experiments) or through optimization techniques (such as m-EGO). A comparison of obtained Pareto frontiers via the two approaches (five-level full factorial and m-EGO) is shown in Figure 5 . Noted observations include the following: Table 3 ) were exactly identified by the m-EGO approach (samples E7-E10 in Table 5 ).
(ii) Undominated samples to the top of the knee-cap zone of the Pareto frontier (five-level full-factorial samples P1, P2 in Table 3) were not identified by the m-EGO approach.
(iii) Sample P4 (from five-level full factorial) is dominant with respect to samples E3 and E4 (from m-EGO). However, sample E4 is fairly close in performance to P4.
(iv) m-EGO approach achieved a higher density of Pareto points (more alternative choices) within the knee-cap zone of the Pareto frontier, which is the primary area of interest for making trade-off decisions.
Overall, neither approach is decisively better in terms of quality of the generated Pareto frontiers. However, the m-EGO approach only required 80 sample experiments, while the five-level full factorial required 125 experiments. Thus, m-EGO achieved a comparable quality Pareto frontier for tuning the cutting parameters with 36% fewer experiments. It is also notable that this study presents the first demonstrated success of m-EGO with real machining experiments, as opposed to previous m-EGO studies [10, 11] that used numerical model/simulations of the machining processes.
Conclusion
This paper presented a multiobjective optimization study for tuning the cutting parameters in turning operation of J-Steel material. Exploration of the search space was conducted via five-level full factorial, as well as a metamodeling based optimization approach (m-EGO). Both approaches had qualitatively similar results that revealed the Pareto trade-off frontier as having a knee-shape, where the kneecap zone becomes the primary area of interest for reasonable trade-off decisions. The knee-cap zone included trade-off settings of the machining parameters that range from Ra surface roughness of 0.32 m to 0.52 m at machining time of 0.25 min/cm 3 to 0.1 min/cm 3 , respectively. Testing of the m-EGO approach was demonstrated as a success in generating the Pareto frontier with 36% fewer sample experiments, which is sizable saving in time and resources. The m-EGO approach is thus recommended for similar future studies that would seek to tune cutting parameters for different tools and/or materials. 
