Abstract B-spline neural network (BSNN), a type of basis function neural network, is trained by gradient-based methods that may fall into local minima during the learning procedure. When using feed-forward BSNNs, the quality of approximation depends on the control points (knots) placement of spline functions. This paper describes the application of an artificial immune network inspired optimization method − the opt-aiNet − to provide a stochastic search to adjust the control points of a BSNN. The numerical results presented here indicate that a artificial immune network optimization methods useful for building a good BSNN model for the nonlinear identification of an experimental nonlinear balland-tube system.
Introduction
The use of neural networks to model chaotic systems and nonlinear identification problems has attracted considerable attention in recent years [1] - [4] . A relevant approach is to find the best approximation with respect to a certain class of basis functions for the representation neural of networks. In this case, there are many possible choices of basis functions, such as radial basis function [5] , associated memory networks [6] , wavelets [7] , and B-spline functions [8] .
The main advantage of the B-spline functions over other radial functions are the local controls of the curve shape, since the curve only changes in the vicinity of a few control points that have been changed [9] . A B-spline neural network (BSNN) consists of the piecewise polynomials with a set of local basis functions to model an unknown function for which a finite set of input-output samples are available. The identification performance depends largely on an optimization algorithm for the training procedure of the BSNN in order to avoid any possible local minima.
In this context, the development of training methods and improvements for BSNN is an emerging research area. Several heuristics have been developed in recent years to improve the performance and set up the parameters of the BSSN design and the fuzzy system approaches [10] - [17] . Recently, as an alternative to the conventional mathematical approaches based on gradient information [18] , modern heuristic optimization techniques such as evolutionary algorithms [19] and swarm intelligence [20] have received much attention by many researchers due to their ability to find an almost global optimal solution.
Artificial immune systems (AIS) are learning and optimization methods that can be used for the solution of many different types of optimization problems [21] , [22] , [23] . A meta-heuristic optimization approach employing artificial immune networks called opt-aiNET algorithm to solve the knots of BSNN is proposed in this paper. The aiNET algorithm is a discrete immune network algorithm based on the artificial immune systems paradigm that was developed for data compression and clustering [24] , and was also extended slightly and applied to optimization to create the algorithm opt-aiNET [25] . Opt-aiNET, proposed in [25] , evolves a population, which consists of a network of antibodies (considered as candidate solutions to the function being optimized). These undergo a process of evaluation against the objective function, clonal expansion, mutation, selection and interaction between themselves.
In this paper, we propose modified opt-aiNET approach to train a BSNN. Numerical results for identification of the nonlinear dynamics of an experimental ball-and-tube system confirm the feasibility and effectiveness of the proposed approach.
B-spline neural network
BSNN is introduced as a class of one-hidden-layer feedforward neural networks composed of B-spline functions. BSNN is an example of associate memory networks. The input space is defined over an n-dimensional lattice with basis functions defined for each cell. Each basis function is composed of q polynomial segments. A simple, stable recursive relationship exists to evaluate the membership of a B-spline basis function of order k,
is defined as the j-th univariate basis function of order q and j λ the j-th knot and I j is the j-th interval. The output of neural network is
where x k and k ô are, respectively, the inputs and output of the network, w j is the weight attached to the j-th basis function, and
is given by the recursive form (2) . The index j is associative with the region of local support
, whereas the index q indicates the order of the basis functions [20] .
The main advantage of B-spline functions over other radial functions e. g., the Bezier curve, is the local control of the shape of the curve, as the curve only changes in the vicinity of a few control points that been changed [9] .
The quality of approximation depends on the placement of knots of B-spline functions. The purpose of optimizing a BSNN by opt-aiNET is to determine the knots of each B-spline basis function. In particular, the number of basis functions here depends on the user's choice.
Opt-aiNET
Opt-aiNET is capable of performing local and global search, as well as to adjust dynamically the size of population [27] . Opt-aiNET creates a memory set of antibodies (points in the search space) that represent (over time) the best candidate solutions to the objective function. Opt-aiNET is capable of either unimodal or multimodal optimization and can be characterized by five main features [26] : (i) the population size is dynamically adjustable; (ii) it demonstrates exploitation and exploration of the search space; (iii) it determines the locations of multiple optima; (iv) it has the capability of maintaining many optima solutions; and (v) it has defined stopping criteria. The steps of opt-aiNET are summarized as follows:
A. Initialization of the parameter setup
The user must choose the key parameters that control the opt-aiNET, i.e., population size (M), suppression threshold (σ s ), number of clones generated for each cell (N c ), percentage of random new cells each iteration (d), scale of affinity proportion selection (β), and maximum number of iterations allowed (stop criterion), N gen .
B. Initialization of cell populations
Set iteration t=0. Initialize a population of i=1,..,M cells (real-valued ndimensional solution vectors) with random values generated according to a uniform probability distribution in the n dimensional problem space. Initialize the entire solution vector population in the given upper and lower limits of the search space.
C. Evaluation of each network cell
Evaluate the fitness value of each cell (in this work, the objective of the fitness function is to maximize the cost function).
D. Generation of clones
Generate a number N c of clones for each network cell. The clones are offspring cells that are identical copies of their parent cell [25] .
E. Mutation operation
Mutation is an operation that changes each clone proportionally to the fitness of the parent cells, but keeps the parent cell. Clones of each cell are mutated according to the affinity (Euclidean distance between two cells) of the parent cell. The affinity proportional mutation is performed according to equations (4) and (5), given by: 
F. Evaluation the fitness of all network cells
Evaluate the fitness value of all network cells of the population including new clones and mutated clones.
G. Selection of fittest clones
For each clone select the most fit and remove the others.
H. Determination of affinity of all network cells
Determine the affinity network cells and perform network suppression.
I. Generate randomly d network cells
Introduce a percentage d of randomly generated cells. Set the generation number for t = t + 1. Proceed to step C until a stopping criterion is met, usually a maximum number of iterations, t max . The stopping criterion depends on the type of problem.
Case study: Identification of ball-and-tube prototype
The prototype of the ball-and-tube process consists in a plastic tube, a DC motor and a polystyrene sphere. The aim of this project is to control the height of the sphere (ball) by applying a flux of air through the tube base, considering that this air flux is generated by the application of tension in the DC motor.
A photograph and a general view of the ball-and-tube prototype design are shown in figures 1 and 2, respectively. The project contains three main modules: (i) ball-and-tube structure, (ii) hardware, and (iii) software. The hardware module of ball-and-tube prototype involves the distance sensor, DC motor, interface circuit, and firmware. The interface circuit is composed by the serial communication circuit, the distance sensor multiplexer circuit, and the PWM (Pulse Width Modulator) circuit, as shown in figure 3 . The Circuit Maker Student Version software was chosen to build up the circuit diagrams. A personal computer with an acquisition data board to transmit the control sign and to register the value of the height of the sphere in the tube (by the use of a group of sensors based on phototransistors) is utilized. Through the acquisition data board, a tension is converted into an output tension to be acquired by the acquisition data board. In figure 4 it is presented the ball-and-tube prototype with 55 cm of height and 4.5 cm of diameter. The chosen DC motor (fan generation) allows change the input tension from 0 to 20 V, those converted to values between 0 and 5 V (TTL level) to facilitate the construction of the power electronics circuit.
The conception of this low cost ball-and-tube prototype aims at validating nonlinear identification methods and the configuration of adaptive and fuzzy control algorithms.
Identification results using BSNN with opt-aiNET
System identification is a procedure to identify a model of an unknown process, for purposes of forecasting and/or understanding the dynamic behavior of a dynamic system. In practice, system identification is an iterative procedure. The lack of a priori information regarding the process model will require that each step initially be examined superficially. The mathematical model employed in this work to represent the yo-yo motion system is a NARX (Nonlinear AutoRegressive with eXogenous inputs). In this case, the NARX model with series-parallel conception is used for one-step ahead forecasting of the BSNN model (see figure  4) .
A computer with a data acquisition board for generating the input signal was used to obtain system measurements. In the identification procedure based on the BSNN model, 330 samples of input (tension applied to the DC motor) and output (ball height) were collected with a time sampling of 200ms. The tension value corresponds to the maximum value configuration of the driver in PWM control of a DC motor. The operation range used in experiments was between 9 cm (0.094 V) and 53 cm (4.707 V) of full height of tube (see details of data in figure 5 ). Experiments for the estimation phase of the mathematical model of the balland-tube system are carried out using samples 1 to 170. For the validation phase, the BSNN model uses the input and output signals of samples 171 to 330. The system identification by BSNN model based on opt-aiNET is appropriate if a performance index is in values permissible for the user's needs. In this case, the fitness function for maximization proposes using opt-aiNET and is given by the harmonic mean of multiple correlation indices of estimation and validation phases.
The fitness function (to be maximized) is calculated using the expression of R value between 0.9 and 1.0 is considered sufficient for applications in identification and model-based controller designs [28] .
All the computational programs were run on a 3.2 GHz Pentium IV processor with 3 MB of RAM. In each case study, 30 independent runs were made for each of the optimization methods involving 30 different initial trial solutions for each optimization method. The setup of opt-aiNET algorithm used was: suppression threshold = 5, percentage of newcomers: d=40%, scale of the affinity proportional selection using a linear reduction of β with initial and final values of 10 and 100, respectively, and the number of clones generated for each cell is N c =10.
In the above case studies, the population size N was 20 and the stopping criterion, t max , was 200 generations for the opt-aiNET algorithm. The three chosen vectors of the BSNN's input were [ u(t-1); y(t-2); and y(t-1) ]. The space searches for the knots of each B-spline basis function are [-1.0; 1.0]. Simulation tests were conducted using 3 to 5 knots in each input of the BSNN. Table 1 presents the simulation results (best of 30 experiments) using optaiNET for optimization of the BSNN using 4 knots. As indicated in Table 1 , the results of the optimized BSNN are precise, providing an appropriate experimental mathematical model for the ball-and-tube prototype. The best result shown in Figure 5 represents the BSNN using opt-aiNET with 4 knots for each network input. R for BSNN using opt-aiNET (see Table 1 ).
Conclusion and future research
There is a natural parallel between the immune system and optimization. In this context, one well-known immune inspired algorithm for function optimization is the opt-aiNET. The op-aiNET is inspired by the idiotypic network theory for explaining the immune system dynamics. This paper describes the application of opt-aiNET algorithm to adjust the control points of a BSNN. Our simulation results confirmed the potential of optaiNET algorithm for BSNN optimization for the nonlinear identification of an experimental nonlinear ball-and-tube system. Further studies are needed to test the opt-aiNET algorithm on benchmark optimization problems in system identification and power systems.
