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Chapter 1
Introduction
A presentation is a pair S,R, often written as 〈S | R〉, where R is a subset of the free
group F (S) on S. Let 〈〈R〉〉 be the normal subgroup of F (S) generated by R. We say
that the presentation 〈S | R〉 defines the group G if G is isomorphic to F (S)/〈〈R〉〉.
We note that every groupG is defined by a presentation: the epimorphism pi : F (G)→
G, induced by the identity map onG, yieldsG ∼= 〈G | K〉, whereK is the kernel of pi.
We refer to the book by Lyndon and Schupp [19] for an introduction to presentations
and their properties.
A presentation 〈S | R〉 is called finite if both S and R are finite. Interesting exam-
ples of finite presentations arise naturally in topology and homological algebra: the
fundamental group of a closed, differentiable n-manifold (n ≥ 4) has a natural fi-
nite presentation [24], which provides a compact way of describing the fundamental
group.
A presentation 〈S | R〉 is called finitely generated if S is finite. We note that every
finitely generated group has a presentation with finite S and countable R, as F (S)
is countable. However, not every finitely generated group has a finite presentation.
For example, the Grigorchuck group [16] or the Gupta-Sidki group [17] are finitely
generated, but not finitely presentable.
Investigating the structure of a group defined by a presentation can be difficult. For
instance, the problem of checking whether 〈S | R〉 defines the trivial group or solving
the word problem in 〈S | R〉 is in general algorithmically undecidable, even if 〈S | R〉
is finite. For an introduction to the theory of algorithms for finitely presented groups
we refer to the book by Sims [30]. A collection of undecidable problems can be found
in the book by Miller [24].
1.1 Finitely generated groups and categories
It is the aim of this work to describe finitely generated groups using sequences of
finitely presentable groups and tools of category theory. Let G1, G2, ... be an infinite
sequence of groups with epimorphisms φi : Gi → Gi+1 (i ∈ N). Then the sequence
G1
φ1−→ G2 φ2−→ G3 φ3−→ ... (1.1)
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defines a group G as the direct limit of the sequence. Sequence 1.1 is also called a
diagram in category theory, and the direct limit is then also called the colimit of this
diagram [21]. We say that the direct limit G is finitary presented if every group Gi
is finitely presented. We say that G is specially presented if every group Gi has a
finite presentation 〈S | Ri〉, where Ri ⊆ Ri+1 holds and each φi is induced by the
identity on S. In these cases, we will call the sequence 1.1 a finitary (resp. special)
presentation for the group G, and say that G is finitary (resp. specially) presented. We
will prove a theorem equivalent to the following in Chapter 3:
Theorem 1.1.1 The following statements concerning a group G are equivalent:
• G is finitely generated,
• G is finitary presentable,
• G is specially presentable.
In category theory, each diagram of the type as in 1.1 defines a functor from the cate-
gory ω of natural numbers to the category Grp of groups. Theorem 1.1.1 then trans-
lates to the following: A group G is finitely generated if and only if there exists a
functor F : ω → Grp such that every object F (i) is finitely presented, every mor-
phism in the image of F is an epimorphism and the colimit of F is isomorphic to G.
This is proved as Theorem 3.1.2 below.
Example 1.1.2 Let G be a group defined by the finite presentation 〈S | R〉. Then the
chain
G
idG−→ G idG−→ G idG−→ ...
induces a special presentation for G. It follows that every finitely presented group is
specially presentable.
Example 1.1.3 Let G be given by the finite L-presentation 〈S | Q | Φ | R〉 as defined
by Bartholdi [3], i.e. the group G has a presentation
〈S|Φ∗(R) ∪Q〉 ,
where Φ∗ is the submonoid of End(F (S)) generated by the elements of Φ, F (S) is
the free group over S and Q,R ⊆ F (S). Then the sequence of presentations
〈S | Q ∪R〉, 〈S | Q ∪R ∪ Φ(R)〉, 〈S | Q ∪R ∪ Φ(R) ∪ Φ(Φ(R))〉, ...
induces a sequence of groups and epimorphisms that is a special presentation for G.
Thus it follows that every finitely L-presented group is specially presentable, hence
we get specific, special presentations for the Grigorchuk group [16], the Gupta-Sidki
group [17] or the Lamplighter group [12], [13].
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1.2 Isomorphisms of finitely generated groups
The isomorphism problem asks whether the groups defined by two given presenta-
tions are isomorphic. It was originally proposed by Max Dehn in 1911 [14] as one of
the fundamental problems of combinatorial group theory. Even when restricting our-
selves to finitely presented groups, the isomorphism problem is undecidable in general
[24]. There is a theorem by Tietze, however, that states that any two finitely presented
groups are isomorphic if and only if there is a finite number of Tietze transformations,
changing the first of the given presentations into the second [9],[19].
One of the aims in this thesis is to prove a similar statement for finitary presented
groups. As a first step, we introduce coarsenings of finitary presented groups to
model the process of adding or removing a relator. Consider a finitary presentation
G1
φ1−→ G2 φ2−→ ... for a group G. This is a sequence of finitely presented groups Gi,
together with epimorphisms φi, where φi : Gi → Gi+1. A coarsening of this finitary
presentation is a subsequence Gi1
ψ1−→ Gi2 ψ2−→ ... of the Gi’s if the epimorphisms ψi
are the obvious compositions of the epimorphisms φi. One can show that replacing
a finitary presentation with a coarsening of itself does not change its colimit (or di-
rect limit). This is an application of the concept of final functors [21] and proven as
Lemma 4.1.4 below.
Given two finitary presented groupsG andH as factors of the same, finitely generated
free group F (S), we can choose special presentations (over the same generating set
S) for both groups via Theorem 1.1.1. Thus we assume G and H to be specially
presented. Our result is the following: The identity on S induces an isomorphism
from G to H if and only if there are coarsenings G′ and H ′ of G and H such that both
of the following diagrams commute:
G1 //

G2 //

G3 //

...
H ′1 // H
′
2
// H ′3 // ...
H1 //

H2 //

H3 //

...
G′1 // G
′
2
// G′3 // ...
The horizontal arrows in these diagrams arise from the special presentations, and the
vertical ones are induced by the identity on S. This is shown as Theorem 3.2.6 below,
and models the way a computer program would generate new relators in a recursively
defined presentation like an L-presentation. Furthermore, if we have two different,
recursively defined presentations of two isomorphic groups on the same generating
set, we can use Theorem 3.2.6 to show them isomorphic or construct the isomorphism
from the special presentations induced by the recursive definitions.
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1.3 Isomorphisms and category theory
1.3.1 Isomorphisms and abstract categories
In many parts of this thesis, we will make heavy use of so-called comma categories.
For details concerning comma categories, we recommend the book by Mac Lane [21].
There are two obvious ways to generalize Theorem 3.2.6 described in the last section:
one is to drop the restriction that we are investigating the category of groups. If we
allow for a more general categories (in which all small colimits exist), we can prove
Theorem 4.2.6, which is an almost exact abstract copy of Theorem 3.2.6. The only
difference is that we used the universal property of factor groups in the proof to ensure
compatibility of the natural transformations with the generating set. Since this univer-
sal property neither holds nor is defined in abstract categories, we need to change the
assumptions slightly: we assume that our objects are not finitely presentable in the
base category, but in a comma category (which we use to ensure that our objects come
equipped with a morphism from the same object). Thus we see that the structure of
finitary presentations and the way in which they contain information about isomor-
phisms does not completely depend upon the category in question.
1.3.2 An equivalence of categories
The other way to generalize Theorem 3.2.6 is to observe that taking colimits is a
functor from the category E of finitary presentations (and suitably defined, commu-
tative diagrams) to the category of finitely generated groups Grp
fg
. Define a quasi-
isomorphism in E to be any morphism µ such that the colimit of µ is an isomorphism.
We can localise the category E at this class of quasi-isomorphisms and identify dif-
ferent, parallel morphisms with the same colimit to get a category called E[S−1]/ ≡
and a functor
C∗ : E[S−1]/ ≡ −→ Grp
fg
.
The functor C∗ has the following properties:
• C∗ is full, that is, given objects X, Y in E[S−1]/ ≡ and a morphism of groups
f : C∗(X) → C∗(Y ), there is a morphism µ : X → Y such that C∗(µ) = f
holds.
• C∗ is faithful, that is, given two morphisms f, g : X → Y in E[S−1]/ ≡, the
implication f 6= g ⇒ C∗(f) 6= C∗(g) is valid.
• C∗ is isomorphism-dense - every finitely presented group is isomorphic to an
object of the form C∗(X).
This is shown as Theorem 5.2.6 below, and is the main result of this work. A func-
tor that is full, faithful and isomorphism-dense is called an equivalence in category
theory, because it preserves almost all of the categorial structure up to isomorphism
[21]. Thus we see that we do not loose any information in considering finitary pre-
sentations of groups instead of groups, and can completely recover any information
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about the groups and their morphisms using this equivalence. This is much stronger
than Theorem 3.2.6, since we do not need to choose special presentations. Neither do
we need to ensure compatibility with any generating set, and we can apply the result
to all morphisms of finitely generated groups. Since we are not bound to a particular
generating set we can also model the addition or removal of a generator, completing
the analogy to Tietze transformations.
1.4 Equivariant homology and long exact sequences
In Chapter 6, we give a very short description of equivariant homology theory. We then
apply a spectral sequence approach to some of the finitely generated groups mentioned
earlier. Using groups acting on trees (contractible CW -spaces), this approach leads
to long, exact sequences of homology groups, which we will make explicit in the
following cases:
• groups with an ascending, injective L-presentation [3]. This is done in Example
6.2.4.
• Self-similar groups as defined by Nekrashevych [25], [26] (Example 6.2.5).
• Groups that act on trees such that no vertex or edge is stabilised by the whole
group, and such that no edge is inverted by G (Example 6.2.6).
We briefly discuss these results, including a reflection of the self-similarity of the
groups in Example 6.2.5 in their homology groups.
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Chapter 2
Categorial Preliminaries
The aim of this chapter is to lay the categorial foundation for the rest of this work.
Note that it is not intended or sufficient as an introductory text on these matters. The
goal is to define the required concepts, so that the reader is able to understand the
terminology of the following chapters and knows where to find further information.
To this end, we define the category ω, comma-categories, colimits, adjoints and (cate-
gorial) equivalences. Before we start, we adopt the following notation.
Notation 2.0.1 To be able to better distinguish between categories and other objects,
symbols for categories will be underlined, i.e. A,B.
All of the material in this chapter can also be found in the books by Mac Lane [21] or
Borceux [4].
2.1 Preorders as Categories
A preorder (P,≤) is, by definition, a set P with a reflexive and transitive relation ≤
on P . We can turn (P,≤) into a category by using the following construction.
Definition 2.1.1 (cf. [21]) Let (P,≤) be a preorder. Consider a category with P as
its set of objects. Let there be exactly one morphism p1 → p2 if p1 ≤ p2, and no
morphisms from p1 to p2 otherwise. This category is called the preorder category of
(P,≤), and will be denoted by P .
As the relation ≤ is reflexive, we get exactly one arrow p→ p for each p ∈ P , which
serves as identity, and due to the transitivity, composition is well defined, so P is a
category. A functor between two preorders, considered as categories, is a monotonous
function between the underlying preorders. As the natural numbers are well-ordered,
we can apply this definition to them.
Notation 2.1.2 Let (N,≤) be the set of natural numbers with the usual well-ordering.
Then the corresponding preorder category is denoted by ω.
The reason that we call the category ω and not N is that the least infinite ordinal
number (which has as many elements as N) is usually called ω [21]. The category ω
will be of special importance to us in the following chapters.
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2.2 Comma Categories
Comma categories are a special construction on categories. In this work, we use them
to model generating sets of a group.
Definition 2.2.1 (cf. [4], [21], [28]) Let A,B be categories and F : A → B be a
functor. Furthermore, let b ∈ B be a fixed object of B. Then there is a category with
B-morphisms of the form b → F (a) as objects (for some object a ∈ A), and with
morphisms those A-morphisms f for which the diagram
b
}}   
F (a)
F (f)
// F (b)
commutes. This category is called the comma category, and denoted by b ↓ F . In the
special case where B = A holds, and F = IdB, it will be denoted b ↓ B.
In the case of groups, we use comma categories of the form F ↓ Grp, where F is
a finitely generated, free group. In that case, the comma category fixes the action of
morphisms on the generators of the free group, so this corresponds to homomorphisms
of the form
f : 〈S | R〉 → 〈S | R′〉,
where f |S = idS holds.
2.3 Adjoint Functors
Adjoints, or adjoint functors, are a fundamental concept of category theory. It for-
malises the connection between, e.g. the functor F : Set→ Grp that maps a set X to
the free group F (X) over X , and the forgetful functor V : Grp→ Set.
Definition 2.3.1 (cf. [21]) Let A,B be categories and F : A → B, G : B → A
functors. A collection of isomorphisms
φa,b : homB(Fa, b)→ homA(a,Gb) ,
one for each pair (a, b), is called an adjunction if φ is natural in both its arguments.
In this case, F is called a left adjoint, while G is called a right adjoint.
The naturality of φ in its second argument implies that the square
homB(Fa, b)
Φa,b //
homB(Fa,f)

homA(a,Gb)
homA(a,Gf)

homB(Fa, b
′)
Φa,b′ // homA(a,Gb
′)
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commutes for all B-morphisms f : b → b′. Choosing b = F (a) in this square, we
denote the morphism Φa,Fa(idFa) by νa. It follows that, for any f : Fa → b, the
equation Φa,b(f) = G(f)νa is valid. Thus νa is a universal arrow from a to G, i.e.
for every g : a → Gb′ there is a unique arrow g˜ such that the following diagram
commutes:
a
νa //
g !!
GFa
Gg˜

Gb′
In our case, this g˜ is given by Φ−1a,b′(g). We have one universal arrow νa from a to G
for each object a ∈ A. These form a natural transformation ν : IdA → GF . This
natural transformation is called the unit of the adjunction.
Using naturality in the first argument, that is, the commutativity of the square
homB(Fa, b)
Φa,b //
homB(Fh,b)

homA(a,Gb)
homA(h,Gb)

homB(Fa
′, b)
Φa′,b // homA(a
′, Gb)
for an arrow h : a′ → a in A, we set ηb = Φ−1Fb,b(idFb) (note that hom-functors are
contravariant in their first variable). This arrow ηb is a universal arrow from F to b
(dual to the above), and the class of all these arrows form a natural transformation
η : FG → IdB called the counit of the adjunction. For further information, consult
the book by Mac Lane [21], chapter IV. Before moving on to colimits, we give a basic
example.
Example 2.3.2 Let k be a field and V eck the category of vector spaces and linear
functions over k. Let V : V eck → Set be the forgetful functor and, for any set X ,
k(X) the vector space over k with basis X . For each set X , we get an injection
νX : X → V k(X), as V k(X) is the set of all elements of k(X) which includes X
as a basis. These νX form the unit of an adjunction. The isomorphism required by
the adjunction is just the statement that a linear map is uniquely determined by the
values on a basis, and that there exists one for any combination of values on a basis.
To define Φ directly, we need to give an isomorphism
ΦX,W : homV eck(kX,W )→ homSet(X, VW ) .
This is done by restricting any linear map f : kX → W to its basis X . We see that
the functor k is a left adjoint, while the forgetful functor V is a right adjoint.
2.4 Colimits
Colimits can be interpreted as a special form of universal arrows. They play an im-
portant part in all categories where they exist, and are deeply connected to adjoint
functors.
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Definition 2.4.1 (cf. [21]) Let A,B be categories, F : A→ B any functor and ∆ the
diagonal functor from B to BA (each object b is send to the constant functor from A
to B where all objects are mapped to b and all morphisms to idb). Furthermore, let
b be an object of B and ν : F → ∆(b) a natural transformation such that for each
natural transformation σ : F → ∆(c) there is a unique morphism f in B making the
following diagram commute:
F
σ
!!
ν // ∆(b)
∆(f)

∆(c)
Then b is called a colimit of F . As the codomain of all the morphisms νa are b, ν is
called a colimiting cone.
It is important to note that a colimit of a functor does not need to be unique. But
any two colimits of the same functor are isomorphic by the universal property in their
definition. A category is said to have all (small) colimits if such an object exists for
every functor F : A→ B where A is small. In that case, the following theorem holds.
Theorem 2.4.2 Let A be a small category and B be any category such that each
functor from A to B has a colimit. For each functor F , choose one colimit object
colim(F ), and one colimiting cone νF : F → ∆(colim(F )) via the axiom of choice
for classes. Then the universal property of colimits turns colim into a functor which
is left adjoint to ∆. The unit of this adjunction is ν, the colimiting cone.
For a proof, consult any textbook on category theory. This adjunction will be of in-
terest in the later chapters. An important connection between adjoint functors and
colimits is stated in the following theorem.
Theorem 2.4.3 Let F be a functor that has a right adjoint. Then F preserves all
colimits that exists in its domain, i.e. if ν : G → ∆(c) is a colimiting cone, then
Fν : FG→ ∆(Fc) is a colimiting cone.
Again, the proof of this statement can be found in the literature, for example in [4] or
[21].
2.5 Equivalences of Categories
Colimits can be special cases of adjoint functors. There is another special case of
adjunctions which is particularly important, the equivalence of categories.
Definition 2.5.1 (cf. [21]) Let F be left adjoint toG. Then F is called an equivalence
if the unit and counit of this adjunction are natural isomorphisms.
As natural isomorphisms are invertible, it follows that in this case G is also an equiv-
alence of categories. The following theorem is well-known.
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Theorem 2.5.2 Let F : A→ B be a functor. F is an equivalence of categories if and
only if F has the following properties:
1. F is faithful, that is, injective on hom-sets,
2. F is full, that is, surjective on hom-sets and
3. F is isomorphism-dense, that is, for each object b ∈ B there is an object a ∈ A
such that F (a) is isomorphic to b.
An equivalence of categories is a functor that does not change the structure of hom-
sets. It may identify isomorphic objects, however. Maybe the most prominent example
of an equivalence of categories is the theorem of Gelfand-Neimark, which effectively
establishes a functorial relationship between C∗-algebras and algebras of bounded
operators on Hilbert spaces. For another example, we need the following definition.
Definition 2.5.3 Let A be a category. A full subcategory S of A is called a skeleton
of A if every object of A is isomorphic to exactly one object of S.
Due to Theorem 2.5.2, the inclusion functor I : S → A is an equivalence, as it is full,
faithful (S is a full subcategory of A) and isomorphism-dense. Any two skeletons of
the same category are isomorphic. Before we finish this chapter, we note the following
theorem, which is also well known.
Theorem 2.5.4 Two categories are equivalent if and only if their skeletons are iso-
morphic.
One of the implications of Theorem 2.5.4 is the fact that equivalences of categories do
not change the structure of the categories apart from identifying or adding isomorphic
objects. Therefore it is sufficient to study categories only “up to equivalence”, as long
as one is interested in the objects “up to isomorphism”.
15
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Chapter 3
Infinitely presented groups as functors
In this chapter, we show how to use certain functors from the category ω to the cat-
egory of finitely presented groups to express finitely generated, infinitely presented
groups (Section 3.1). We also investigate the relationship between different functors
of this type.
3.1 Infinitely presented groups as colimits
If G is finitely generated, then the number of elements of G is countable1: let S be
any fixed, finite generating set of G. Then the free group F (S) over S consists of
equivalence classes of the union (over n ∈ N0) of words of length n in S ∪ S−1. As
this is a countable union of finite sets, the number of elements in F (S) is countable.
Since G is isomorphic to a factor group of F (S), G has countably many elements.
Notation 3.1.1 We adopt the following notation: The category of groups is denoted by
Grp. The full subcategory of Grp consisting of finitely generated groups is denoted
by Grp
fg
. The full subcategory of Grp consisting of finitely presentable groups is
denoted by Grp
fp
. For two categories C and D, the category of functors and natural
transformations form D to C is written CD, and the subcategory of epimorphisms of
C is denoted by CEpi.
The next theorem connects finitely generated groups to functors from ω to Grp
fg
.
Theorem 3.1.2 Let G be a group. Then G is finitely generated if and only if there
exists a functor F : ω → Grp, subject to the following conditions:
i) every object in the image of F is a finitely presented group,
ii) every morphism in the image of F is an epimorphism and
iii) colim(F ) ∼= G.
1We call the cardinality of a set S countable if S is finite or there is a bijection S → N.
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Proof: If such a functor exists, the group is finitely generated, as there is a surjection
of any of the groups in the image of F to G, and any group in the image is finitely
presented. Therefore the existence of said functor implies the fact that G is finitely
generated.
Let G be a finitely generated group. We have to construct a functor with the properties
i) − iii). For that, let 〈S | N〉 be a presentation of G, where S is finite and N is a
normal subgroup of F (S), the free group over S. As N is countable, we can write N
as N = {ni}i∈N and construct the diagram
F (S)/N1
τ1 // F (S)/N2
τ2 // F (S)/N3
τ3 // F (S)/N4 // ... ,
where Ni is the normal closure of {n1, ..., ni} in F (S) and all the morphisms are
canonical and surjective. As all groups F (S)/Ni are finitely presentable (by 〈S |
{n1, ..., ni}〉), all that is left is to prove that the colimit of this diagram is isomorphic
to the group G.
Because the equation Ni+1 \ Ni = {ni+1} holds, we get N =
⋃
i∈N{ni} =
⋃
i∈NNi.
Therefore the diagram
F (S)/N1 //
pi1 ''
F (S)/N2
pi2

// F (S)/N3
pi3
ww
// ...
pi4tt
G ∼= F (S)/N
commutes. In this diagram, F (S)/N is a quotient object of each of the groups
F (S)/Ni via the isomorphism (F (S)/N) ∼= (F (S)/Ni)/(N/Ni) given by the third
isomorphism theorem for groups. The homomorphisms pii are exactly the ones given
by the isomorphism theorem.
It remains to show that the diagram fulfills the universal property of the colimit. To
this end, let H be a group such that the diagram
F (S)/N1 //
ρ1
&&
F (S)/N2
ρ2

// F (S)/N3
ρ3
xx
// ......
ρ4
ttH
commutes. We need to show that there exists a morphism of groups σ : G→ H such
that all diagrams of the following form commute:
F (S)/Ni
pii

ρi
##
G
σ // H
Furthermore, we must show this σ to be unique with this property. To do this, we note
that we have (N/N1) ⊆ kern(ρ1): as ρ1 can be factorised through each of the ρi (this
follows from the assumption that the diagram for H commutes), we get
18
3.1. INFINITELY PRESENTED GROUPS AS COLIMITS
ρ1 = ρi ◦ τi−1 ◦ ...τ1.
Any n ∈ N can be written as product of conjugates of finitely many elements of
{n1, n2, ...}(+/−)1. It follows that there is a j ∈ N such that n ∈ Nj holds. Thus the
class nN1 is an element of kern(τj ◦ ... ◦ τ1), and therefore we get
nN1 ∈ kern(ρj+1 ◦ τj ◦ ... ◦ τ1) = kern(ρ1) .
As n was any element of N , we see that (N/N1) ⊂ kern(ρ1) holds.
By the definition of pi1 we get N/N1 = kern(pi1). The universal property of factor
groups implies that in this situation there is exactly one morphism σ that makes the
following diagram commute.
F/N1
pi1 //
ρ1
""
G
σ

H
It is equivalent to say that there exists one and only one morphism σ such that the
equation σ ◦ pi1 = ρ1 holds. Putting all this together, we get the equation
σ ◦ pik ◦ τk−1 ◦ ... ◦ τ1 = σ ◦ pi1 = ρ1 = ρk ◦ τk−1 ◦ ... ◦ τ1,
where all the τi are surjective, and can therefore be cancelled from the right. This
proves that the formula
σ ◦ pik = ρk
holds, and the proof is complete. 2
The functors fulfilling properties i) and ii) of Theorem 3.1.2 are those that factor
through the category GrpEpi
fp
, as the functor F in the following diagram:
ω //
F

GrpEpi
fp
{{
Grp
The class of such functors corresponds to the class of finitary presentations consid-
ered in the introduction on a one-to-one basis (each such sequence determines such a
functor and vice versa). It follows that a group is finitely generated if and only if it is
finitary presentable. Given a particular finitary presentation
G1
pi1−→ G2 pi3−→ G3...
of a groupG, we can choose a finite presentation 〈S | R1〉 ofG1 becauseG1 is finitely
presentable. Inductively, we can choose finite sets Ri+1 ⊂ F (S) such that Ri ⊂ Ri+1,
〈S | Ri〉 is a (finite) presentation of Gi for all i ∈ N and all of the following diagrams
commute:
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Gi
pii //

Gi+1

F (S)/Ri ξi
// F (S)/Ri+1
The vertical arrows are isomorphisms, and ξi is induced by the identity on S. This
construction yields a special presentation forG. Thus, a group is specially presentable
if and only if it is finitely generated, as claimed in Theorem 1.1.1 in the introduction.
In the next two subsections, we investigate examples of finitely generated, infinitely
presented groups.
3.1.1 L-presented groups
This subsection gives us a rich class of infinitely presented groups, the so called L-
presented groups [3]. These include the Grigorchuk group [16] (Example 3.1.4) and
the lamplighter group [26] (Example 3.1.5).
Definition 3.1.3 (cf. [3]) Let S be a set, F (S) the free group over S, Q,R ⊂ F (S)
and Φ a set of endomorphisms of F (S). Denote the monoid generated by Φ in the
monoid of endomorphisms End(F (S)) by Φ∗. Then the expression
LS,Q,Φ,R := F (S)/〈〈Q ∪
⋃
φ∈Φ∗
φ(R)〉〉
denotes a group, and 〈S | Q | Φ | R〉 is called an L-presentation (or endomorphic
presentation) for the group LS,Q,Φ,R.
An L-presentation is called
finite if |S|+ |Q|+ |Φ|+ |R| <∞ (in this case, the group denoted by 〈S | Q | Φ |
R〉 is called finitely L-presented),
ascending if Q = ∅ holds and
injective if each of the φ ∈ Φ is injective (it is the same to say that every φ ∈ Φ∗ is
injective).
Every finitely presented group also has a finite L-presentation, because we can take
Φ to be the trivial monoid, or R = ∅. The next two examples show that there are
indeed finitely generated groups with finite L-presentations that do not have any finite
presentation.
Example 3.1.4 In his 1984 paper [16], Grigorchuk constructs the first examples of
groups of intermediate growths, including the group that is known as as the Grig-
orchuk group nowadays. It is a finitely generated torsion group. Bartholdi [3] gives
the following finite L-presentation of this group:
〈a, c, d || σ | a2, [d, da], [dac, (dac)a]〉 ,
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where a term of the form xy means y−1xy and σ is given by σ(a) = aca, σ(c) = cd
and σ(d) = c. Note that this L-presentation is ascending. It is also a restatement
of [20], where Lyse¨nok effectively shows that this is a presentation of the Grigorchuk
group, but does not use the term L-presentation.
If P is the power set functor, and R is the set {a2, [d, da], [dac, (dac)a]}, the finite L-
presentation above gives rise to the following special presentation:
〈a, c, d | R〉 → 〈a, c, d | R∪P(σ)(R)〉 → 〈a, c, d | R∪P(σ)(R)∪(P(σ))2(R)〉 → ...
Example 3.1.5 The lamplighter group (Z/2Z) o Z can be thought of as a group-
theoretic model of a Turing machine and has interesting metric properties [12], [13].
One way of describing the lamplighter group is the following presentation:
〈a, t | a2, (atnat−n)2, n ∈ Z〉 .
This presentation induces the functor F : ω → Grp, where F (n) is given by the group
with the presentation
〈a, t | a2, (atmat−m)2,m ∈ Z, |m| ≤ n〉
and all arrows are canonical epimorphisms. Bartholdi [3] gives a finiteL-presentation
for the lamplighter group:
〈a, b, t | a2, a−1b | Φ | [a, b]〉 ,
where Φ : F ({a, b, t}) → F ({a, b, t}) is given by Φ(a) = a,Φ(b) = t−1bt and
Φ(t) = t. Bartholdi also shows that this group does not admit a finite presentation.
3.1.2 Other examples
The first of the following examples shows that if condition ii) of Theorem 3.1.2 does
not hold for a functor ω → Grp, such a functor can have an infinitely generated group
as its colimit.
Example 3.1.6 Let X be an ω-indexed infinite set such that the indexing function
is bijective and, for all i ∈ ω, Xi be the set {x1, x2, ..., xi}. Let F be the free group
functor (that is, F is the left adjoint of the forgetful functor V : Grp→ Set). Consider
the functor G : ω → Grp given by the following diagram:
F (X1)
τ1 // F (X2)
τ2 // F (X3)
τ3 // ... ,
where each of the homomorphisms τi is induced by the injection Xi ↪→ Xi+1. As the
functor F is a left adjoint and therefore preserves colimits (cf. [21], p. 118f), we can
form the colimit in the category of sets and apply the functor F afterwards. In Set,
the colimit of the diagram
X1 // X2 // X3 // ...
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is X =
⋃
i∈ω
Xi, so the colimit of G is (isomorphic to) F (X), which is an infinitely
generated free group. This shows that a condition like condition ii) of Theorem 3.1.2
is necessary if one wants to describe finitely generated groups with functors ω → Grp.
In the next example, we use a construction similar to finite automata to define infinitely
presented groups. This is a direct generalization of (ascending) L-presented groups.
Example 3.1.7 The following construction is a variant of the Mealy automaton [23].
We define a generalized Mealy automaton as a sixtuple A = (Q,Σ, δ, q0,Γ, λ) such
that (Q,Σ, δ : Q × Σ → Q, q0) form a finite deterministic automaton without final
states. Furthermore, λ : Q × Σ → F (Γ) is an output function, where F (Γ) is the
free group generated by Γ. Calculation works exactly as in the case of Mealy au-
tomata, with the difference that the output function may give words of length greater
(or smaller) than one, and that its codomain is a free group.
Given a finite set S, a finite, ordered set of words {r1, ..., rn} in F (S) and a gener-
alized Mealy automaton A = (Q,S, δ, q0, S, λ), we can create an infinitely presented
group as follows:
1. Let the automaton calculate the output of r1. The output is a word s1, and the
automaton stops its calculation in a state q1. Set the new initial state of the
automaton as q1.
2. If the words s1, ..., si have been calculated and i < n holds, let the automaton
calculate the word si+1. It finishes in a state qi+1 and produces the word si+1.
Set qi+1 as a new initial state in the automaton.
3. Repeat step 2 until all of the si have been calculated.
4. Rename the si as ri.
5. Delete the si.
6. Go to step 2.
Let R be the set of all words that are used by our automaton as input during this
process. Then this construction defines a finitely generated group with an infinite
number of defining relators (it needs ω steps for that). A special example is the case
where |Q| = 1, which is exactly the case of a finite, ascending L-presentation with one
endomorphism. Adding additional automata, it is possible to enlarge the number of
endomorphisms of the corresponding L-presentation. Care must be taken in ensuring
that every word generated by each automation is read by all of the automata, though.
The next example generalizes examples 3.1.4 - 3.1.7.
Example 3.1.8 Let f : Obj(Grp
fp
) → Mor(GrpEpi
fp
) be a mapping such that the
domain of f(G) isG. Given a specific groupG1, we construct a functor F : ω → Grp
as follows:
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1. Initialize with F (1) = G1.
2. If F (i) is already defined, the image of the unique morphism i → i + 1 is
f(F (i)). This also defines the group F (i+ 1) as the codomain of f(F (i)).
Starting with step 1 and iterating step 2, we construct a functor from ω to Grp
fp
. All
finitely generated groups are colimits of functors that can be generated by this pro-
cess (for a suitably defined mapping f ), as every finitely generated group is specially
presentable by Theorem 3.1.2, and this special presentation can be used to define a
suitable map f :
Given a finitely generated group G, we apply Theorem 3.1.2 to get a finitary pre-
sentation for G, and denote the functor corresponding to the finitary presentation by
F : ω → Grp. If G is finitely presentable, we can define f via f(H) = idH for all
finitely presented groups H . If there are an infinite number of isomorphism classes
in the image of F , we can assume the F (i) to be distinct without loss of generality.
In that case, define f(F (i)) = F (i → i + 1) for objects equal to F (i) (for i ∈ ω),
and F (H) = idH otherwise. Finally, if there are only a finite number of isomorphism
classes in the image of F , we can assume without loss of generality that there is ex-
actly one such class. In that case, choose a group G(i) ∼= F (i) for each i ∈ ω such
that G(i) 6= G(j) holds for i 6= j, and define f as in the previous case, but replace
F (i) by G(i).
3.2 An isomorphism theorem
Theorem 3.1.2 establishes a connection between certain functors ω → Grp and finitely
generated groups. The aim of this section is to prove a corresponding connection be-
tween isomorphisms of groups and a certain class of morphisms in Grpω
fp
. An exam-
ple is the addition of a relator in the finitary presentation induced by an L-presentation
(Example 3.2.7).
We will use the comma category (cf. Section 2.2) for technical reasons, as it enables us
to enforce a Hopfian structure (Lemma 3.2.3). Because we intend to calculate colimits
of functors in the comma category, but need them in the category of groups (the base
category), we need the following Lemma (which is similar to Theorem 3 on page 112
of [21]).
Lemma 3.2.1 Let C be a category and x an object in C. The forgetful functor
V : x ↓ C → C preserves and reflects colimits for every functor F : J → x ↓ C
where J is a small category.
Proof: Let F : J → x ↓ C be a functor and ν : F → c a natural transformation
such that V ν is a colimiting cone. The definition of a colimit implies that the natural
transformation V ν : V F → ∆J(V c), where ∆J is the diagonal functor, is universal
from V F to ∆J .
The natural transformation V ν consists of a set of morphisms V νj : V F (j) → V c,
one for each object j ∈ J , such that for any f : j1 → j2 the diagram
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V (F (j1))
V (F (f)) //
V (νj1 ) %%
V (F (j2))
V (νj2 )yy
V (c)
commutes. The diagram just restates the naturality of V ν. As F is a functor from J to
x ↓ C, we can build the following diagram, which also commutes, because the upper
and lower triangles commute:
x
xx &&
c

V (F (j1))
V (F (f)) //
V (νj1 ) %%
V (F (j2))
V (νj2 )yy
V (c)
We have to prove the universality of ν as a natural transformation. Let τ : F →
∆J(d) be any natural transformation. Because V ν is universal, we get the following
commutative diagram:
x
j1
zz
j2
$$
V (F (j1))
))
V (F (f)) //
V (νj1 )

V (F (j2))
V (τj2 )
uu
V (c) κ
// V (d)
The unnamed morphisms are V (τj1) and V (νj2). In the diagram, κ is the unique mor-
phism that we get by the universality of V ν. Therefore the required diagram lifts to the
comma category as required, and we get that ν is a universal natural transformation.
Since κ is the only morphism making all the required diagrams commute, this shows
that V reflects colimits.
The preservation of colimits works in a similar fashion: given a functor F as above,
and a universal cone ν : F → c, we can show that V (ν) is a colimiting cone because
any cone σ from V F lifts to the comma category, where ν is universal.
2
Lemma 3.2.1 allows us to switch between comma category and base category when
considering colimits of functors ω → Grp. To make the meaning of this precise, we
prove the following corollary.
Corollary 3.2.2 Let G be the group defined via the presentation 〈S | R〉, where
S is finite, and pi : F (S) → G the canonical epimorphism. Then pi is object in
F (S) ↓ Grp. There is a functor F : ω → F (S) ↓ Grp such that pi ∼= colim(F ) and
G ∼= colim(V F ) hold, all groups in the image of V F are finitely presentable, and all
morphisms in the image of V F are epimorphisms.
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Proof: We can construct a functor F ′ : ω → Grp such that all groups in the image of
F ′ are finitely presentable and colim(F ′) ∼= G by using Theorem 3.1.2. Let ν : F ′ →
G be a colimiting cone. Since all groups used in the proof of Theorem 3.1.2 were
factor groups of the free group F (S) (and all morphisms canonical), the morphisms
can be considered as morphisms in the comma category F (S) ↓ Grp. This is exactly
the statement that F ′ can be factorized by the forgetful functor V . There is a H :
ω → F (S) ↓ Grp such that F ′ = V H and G ∼= colim(V H) holds. Furthermore, we
colimiting cone ν lifts to a cone ν˜ in the comma category.
Now we apply Lemma 3.2.1, which states that the forgetful functor V preserves and
reflects colimits of all functors ω → F (S) ↓ Grp. Since ν = V ν˜ is a colimiting cone,
so is ν˜. It follows thatG ∼= V colim(H) = colim(V H). Therefore we define F := H ,
as the functor meets all the requirements of the corollary. 2
The essence of Corollary 3.2.2 is that we can work in the comma category to calculate
colimits, which allows us to enforce a Hopfian structure on the objects in question, via
the following observation.
Lemma 3.2.3 Let F be a free group, G a group and pi : F → G an epimorphism of
groups. Every endomorphism of pi in the category F ↓ Grp is an automorphism. If
H is another group and ξ : F → H surjective, then every morphism from pi to ξ is
surjective.
Proof: Let j : pi → pi be a morphism in the comma category. This is equivalent to
saying that the diagram
F
pi

pi

G
j
// G
commutes. In this case j is surjective because of pi = jpi, and pi is surjective. The
same argument holds if the codomain is another epimorphism k : F → G.
Let x be an element of G that is mapped to the trivial element by j. As pi is surjective,
there exists an x˜ ∈ F with pi(x˜) = x. Because of the commutativity of the diagram
we get
x = pi(x˜) = j(pi(x˜)) = j(x) = 1 .
Therefore j is a monomorphism. 2
We need one more definition before we can prove the theorem that connects differ-
ent functors that have the same colimit. This definition is concerned with so called
coarsenings.
Definition 3.2.4 Let C be a category and F : ω → C a functor. Let i : ω → ω be any
functor (i.e. monotonous function) that is injective on objects (i.e. injective). Then the
composite functor Fi is called a coarsening of F .
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Remark 3.2.5 We show in Lemma 4.1.3 that if F ′ is a coarsening of F , then the
colimits of F and F ′ are isomorphic, even in abstract categories.
A coarsening is what one gets if one starts with any functor from ω to a category C,
and then deletes some of the objects. Interpreting the functor as a chain of objects,
coarsenings correspond to subchains. Coarsenings can be used to model that, when
considering colimits as in Theorem 3.1.2, it does not matter at which index j an ele-
ment of a group Gi is mapped to the trivial one, as long as such a j exists. For this
reason coarsenings are used to describe the relations of finitely generated groups in
the following theorem.
Theorem 3.2.6 Let E : ω → F (S) ↓ Grp and F : ω → F (S) ↓ Grp be functors
such that all objects in the images of E and F are surjective group homomorphisms
and all groups in the image of V E and V F are finitely presentable, where S is a finite
set. Then colim(E) and colim(F ) are isomorphic if and only if there are coarsenings
E ′ of E and F ′ of F with natural transformations µ : E → F ′ and ν : F → E ′.
Proof: Let µ, ν, E ′ and F ′ be as in the theorem. We need to show that the relationship
colim(E) ∼= colim(F ) holds. Because µ and ν are natural, we can construct the
following commutative diagram:
F1
ν1

// F2
ν2

// F3
ν3

// ...
Em1
µm1

// Em2
µm2

// Em3
µm3

// ...
Fnm1
// Fnm2
// Fnm3
// ...
The colimits of the first and the third line are isomorphic: as we saw in the proof
of Theorem 3.1.2, the colimit of such a functor ω → Grp is (isomorphic to) the first
group in the diagram modulo the normal closure of all elements that are mapped to the
trivial element eventually. Therefore, a coarsening has the same colimit as the functor
itself, and because of the fact that the forgetful functor reflects colimits in our case,
we see that the colimits in the comma category coincide (for a more formal proof of
this statement cf. Lemma 4.1.3, which does not use any of the theory shown here).
Let F ′′ : ω → F (S) ↓ Grp be the functor
Fnm1
// Fnm2
// Fnm3
// ... ,
and µ′ : E ′ → F ′′ the natural transformation with the components µ′i = µmi . In this
case µ′ is natural because of the naturality of µ. Taking colimits, we get a morphism
ξ := colim(µ′)colim(ν) : colim(F )→ colim(F ′′) = colim(F ).
We see that ξ is an endomorphism of colim(F ), so by Lemma 3.2.3 ξ is an automor-
phism (as we are working in the comma category). It follows that colim(ν) is injective
and colim(µ′) is surjective.
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We are now going to show that
colim(µ) : colim(E)→ colim(F ′)
and
colim(µ′) : colim(E ′) = colim(E)→ colim(F ′′) = colim(F ′)
are the same morphism. To this end, by the definition of the colimit, we see that
colim(µ) is the unique morphism making the following diagram commute:
colim(E)
colim(µ)

E1
µ1

//
//
E2
22
µ2

// E3
55
µ3

// ...
Fn1
//
// Fn2 //
,,
Fn3 //
((
...
colim(F )
The diagram necessary to define colim(µ′) is included in this one, and colim(µ)
makes this diagram commutative, too. Since colim(µ′) was uniquely defined by
this property, which is fulfilled by both colim(µ) and colim(µ′), so we conclude
colim(µ) = colim(µ′).
As colim(µ′) was shown to be surjective, colim(µ) is surjective, too. On the other
hand, we can construct the diagram
E1
µ1

// E2
µ2

// E3
µ3

// ...
Fn1
νn1

// Fn2
νn2

// Fn3
νn3

// ...
Emn1
// Emn2
// Emn3
// ...
and, using the same techniques as before, conclude that colim(µ) is injective and
colim(ν) is surjective. Therefore, colim(µ) and colim(ν) are isomorphisms in the
category F (S) ↓ Grp. This shows that colim(E) and colim(F ) are isomorphic and
concludes the first part of the proof.
Now we assume that there are functors E,F as in the theorem and an isomorphism
φ : colim(E)→ colim(F ) in the comma category. We need to construct the required
coarsenings and natural transformations. Let ξ : E → ∆ωcolim(E) be universal from
E to ∆ω and χ : F → ∆ωcolim(F ) be universal from F to ∆ω (this means that ξ and
χ are the universal cones required by the definition of the colimit). Furthermore, let i
be an object of ω. In this case, we can construct the following commutative diagram:
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V (colim(F ))
... V (Fn) //
χn
77
V (Fn+1)
χn+1
OO
// V (Fn+2) ...
χn+2
hh
F (S)
OOgg
ww
66
((
V (Ei)
ξi // V (colim(E))
V (φ)
rr
As each of the V (Ei) is finitely presented, the kernel of F (S)→ V (Ei) is the normal
closure of a finite number of elements r1, ..., rk ∈ F (S). Each of the rs is mapped to
the trivial element by the morphism f : F (S) −→ V (Fj) χj−→ V (colim(F )) as seen
in the diagram. But if any r ∈ F (S) is in the kernel of f , it must be in the kernel of
one of the maps Fi : F (S) −→ V (Fi), because, as we saw in the proof of Theorem
3.1.2 (or in Lemma 4.1.3), the relation
kern{F (S)→ V (colim(F ))} =
⋃
n∈N
kern{F (S) −→ V (Fn)}
holds. As there were only finitely many of the rs, each of which is in the kernel of one
of the maps F (S) −→ Fi, we choose the smallest ms ∈ N such that the statement
∀j ∈ {1, ..., k} : rj ∈ kern{F (S) −→ V (Fms)}
is true. This is possible because if rj is in the kernel of a map F (S) −→ V (Fi), it is
also in the kernel of F (S) −→ V (Fj) for any j ≥ i. We are now going to show that
there exists a morphism hi making the following diagram commute:
F (S)
Ei
zz
Fmi
$$
V (Ei)
hi // V (Fmi)
Let x ∈ V (Ei) be any element of V (Ei). As Ei is a surjective morphism of groups,
there is an y ∈ F (S) such that Ei(y) = x. We must have hi(x) = Fmi(y), be-
cause the diagram is to be commutative. This is well-defined because of the fact that
kern(Ei) ⊆ kern(Fmi) holds. As we have seen in Lemma 3.2.3, we can only have
one morphism between two epimorphic objects in the comma category, so hi is indeed
uniquely defined.
In this way, we can construct morphism hi : Ei −→ Fmi for each object i of ω. We
need to show that these form a natural transformation. To this end, take a look at the
following diagram:
28
3.2. AN ISOMORPHISM THEOREM
V (Ei)
ei //
hi

V (Ei+1)
hi+1

F (S)
99
Ei
dd
%%zz
V (Fmi) fi
// V (Fmi+1)
The triangles at the top and the bottom commute because E and F are functors from
ω to the comma category F (S) ↓ Grp. The left and right ones are just restatements
of the definition of hi and hi+1, and so they commute because that was the defining
property of these morphisms. We have established that the morphisms are in fact
morphisms in the comma category, but we still need to show that the outer square
commutes. The diagram states that (as the triangles commute) we get the equation
hi+1eiEi = fihiEi.
As Ei is a surjective group homomorphism, we can cancel it on the right to get
hi+1ei = fihi. This equation states that h is a natural transformation. Set ν = h,
and F ′i = Fmi .
As φ−1 is also an isomorphism, constructing a coarsening E ′ and a natural transfor-
mation F → E ′ works in exactly the same way. Starting with the isomorphism, we
constructed the required coarsenings E ′ and F ′ and natural transformations µ and ν,
thus concluding the second part of the proof.
2
The important point about Theorem 3.2.6 is that it is stated in the comma category,
and that all objects in this category are epimorphisms of groups. It might be tempting
to apply Lemma 3.2.1 to this result to get a corresponding theorem without the usage
of the comma category, but that cannot work directly. This is due to the fact that
the epimorphic structure of our objects does not only ensure the compatibility of the
desired morphisms, but is needed to define them. The details are as follows.
Given two functors E : ω → Grp and F : ω → Grp, where all groups in the
images are finitely presentable and all morphisms surjective, and an isomorphism
φ : colim(E) → colim(F ), we can choose a finite set S and any epimorphism
e1 : F (S)→ E1. This leads us to the following commutative diagram:
E1 // colim(E)
φ

F (S)
e1
bb
||
99
f
%%
Fi νi
// colim(F )
In this diagram, all solid arrows are given by assumption or by composition. The
dashed arrow is the one we want to construct. As we see, there is no problem with
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interpreting the functorE in the comma category, even though it depends on the choice
of e1. We also get an epimorphism f : F (S)→ colim(F ). As finitely generated free
groups are projective, we can find a morphism ξi : F (S) → Fi making the diagram
commute. Note that this ξi is, in general, not unique, because the image of each of the
generating elements of the free group can be changed by multiplying with elements
of the kernel of νi, which gives us another morphism ξ′i (except in the case where f
is injective). We can then compose the arrows to extend the functor F to the comma
category. The reason we cannot apply the theorem is that we do not know a way to
tell whether the homomorphism ξi is surjective. It would suffice if at least one of the
ξi would be epimorphic, but the projectivity of the free group does not guarantee that.
The same problem arises if we start with an epimorphism F (S)→ F1 and then extend
it to the Ei. If we want to use these results for groups while avoiding the comma
category, then we will need to develop further theory. This is the aim of Chapter 5.
In the following example, we investigate the case where an existing relation is added
to a L-presented group. This does not change the isomorphism class of the group. In
this example, we construct the connecting morphisms in both directions.
Example 3.2.7 Let S be a finite set and Q,R ⊂ F (S) finite subsets of the free group
over S. Furthermore, let Φ ⊂ End(F (S)) be a finite set of endomorphisms of F (S),
and Φ∗ the monoid generated by Φ in End(F (S)), the monoid of all endomorphisms
of F (S). In this case, we get the following diagram, which has the canonical epimor-
phism from F (S) to the L-presented group GL defined by 〈S | Q | Φ | R〉 as a colimit
(cf. Section 3.1.1).
F (S) ∼= 〈S | 〉
uu yy  %%
''〈S | Q ∪R0〉 // 〈S | Q ∪R1〉 // 〈S | Q ∪R2〉 // 〈S | Q ∪R3〉 // ...
All morphisms in this diagram are canonical, and Rk :=
k⋃
i=0
Φi(R). Denote the func-
tor corresponding to the last diagram byE. Let r be any element of the normal closure
of Rn for a natural number n ∈ N. Adding this r as a relation at each level, we get
the next commutative diagram.
F (S) ∼= 〈S | 〉
ww
 ))
))〈S | Q ∪R0 ∪ {r}〉 // 〈S | Q ∪R1 ∪
1⋃
i=0
Φi({r})〉 // 〈S | Q ∪R2 ∪
2⋃
i=0
Φi({r})〉 // ...
This diagram also has the canonical epimorphism F (S) → GL as its colimit. Denote
the functor corresponding to it by G. In the process of going from E to G, we are only
adding relations on each level, so the kernel of
F (S) → Gn includes the kernel of F (S) → En. This implies that, using the no-
tation of Theorem 3.2.6, we can choose the coarsening G′ of G to be G itself, and get
a natural transformation µ : F → G′ = G. The components of µ are the morphisms
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we get by applying the universal property of the factor group, and are canonical them-
selves.
To find a coarsening E ′ and a natural transformation ν : G → E ′, observe that, for
each m ∈ N the relation
Q ∪Rm ∪
m⋃
i=0
Φi({r}) ⊆ Q ∪Rm+n
holds. As the Ri are an (increasing) chain, we see that Rm ⊆ Rn+m, and (trivially)
Q ⊆ Q. Therefore, to prove the relation, it suffices to show that
m⋃
i=0
Φi({r}) ⊆ Rn+m.
But the Ri are defined by Ri =
k⋃
i=0
Φi(R), which gives us Φ(Ri) ∪ Ri = Ri+1.
Furthermore, r was taken to be in the normal closure of Q ∪ Rn, so putting all this
together, we see that
m⋃
i=0
Φi({r}) is indeed a subset of Rn+m as required, and the
relation holds.
As the left part of the relation has the kernel of F (S) → Gm as its normal closure,
and the right part the kernel of F (S) → Em+n, we can choose E ′k = Ek+n, and
get homomorphisms νk : Gk → F ′k, also defined via the universal property, which
satisfy the naturality condition because they are all compatible with the structure of
the comma category.
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Chapter 4
Infinitely presented objects as functors
If we want to generalise the results of the previous chapter, there are two possibilities:
we could try to prove the theorems in more general settings, or we could try to modify
the functor categoryGrpω
fp
to get stronger results. This chapter is dedicated to the first
idea. Therefore, the goal of this chapter is to see what of the theory remains true in
more general settings.
We keep assumptions about categories to a minimum. Even so, we assume that the
categories under consideration have all ω-colimits and small hom-sets.
4.1 Preliminaries and definitions
The aim of this section is two-fold. On the one hand, we need to show that functors
fulfilling an abstract equivalent of conditions i) and ii) of Theorem 3.1.2 produce
quotient objects as their colimit, which we will do in the following lemma. On the
other hand, we set up most of the category theoretic results that we want to apply in
this chapter.
Note, however, that we used the terms “surjection” and “epimorphism” synonymously
in the last chapter. In abstract categories, however, we will restrict ourselves to the
term “epimorphism”, because surjections may not be defined. Even if they were,
the class of surjective morphisms would not necessarily coincide with the class of
epimorphisms. For example, in the category Top of topological spaces and continuous
maps, the epimorphisms are continuous maps f : X → Y , where im(f) is dense in
Y , but they need not be surjective as functions.
Lemma 4.1.1 Let C be a category and F : ω → C a functor that factors through
the inclusion functor CEpi → C. Let µ : F → ∆colim(F ) be a universal natural
transformation from F to ∆, where ∆ is the diagonal functor. In this case µi is an
epimorphism for all i ∈ Ob(ω).
Before we prove Lemma 4.1.1, note that it is well known that the arrows µi are collec-
tively epi (which they must if they are to satisfy the universal property). It is a much
stronger statement that each of them is an epimorphism. This is not generally true if
the image of the functor consists of morphisms that are not epi, as we have seen in
33
4.1. PRELIMINARIES AND DEFINITIONS
Example 3.1.6.
Proof: The morphisms and objects given in the lemma form a commutative diagram:
F1
µ1 $$
f1 // F2
µ2

f2 // F3
µ3
zz
f3 // ...
vv
colim(F )
Let i be an object of ω and f, g : colim(F ) → c for any object c of C such that
f µi = gµi. We need to show that f is equal to g. The commutativity of the diagram
implies the equation
f µi+1 fi = f µi = g µi = g µi+1 fi .
As fi is an epimorphism, we conclude that the equation f µi+1 = g µi+1 holds. We
see by induction that f µj = g µj holds whenever j ≥ i. The commutativity of the
diagram also implies that the equation f µj = g µj is correct in the case j < i. We
have established the equality of the natural transformations ∆(f)µ and ∆(g)µ, as
shown in the following diagram:
F
µ //
∆(f)µ
((
∆(colim(F ))
∆(h)

∆(c)
As µ is a universal natural transformation from F to ∆ (i.e. a colimiting cone), there
exists a unique morphism h : colim(F ) → c such that ∆(h)µ = ∆(f)µ. Since both
f and g fulfill this property, and the morphism h is unique, it follows that f = h = g
holds. Therefore µi is epi. The construction works with any i, so the proof is complete.
2
Lemma 4.1.1 implies that, as in the case of groups, colimits of functors ω → CEpi →
C are quotient objects of the objects used to build the functors. We have not yet
shown that passing to coarsenings does not change the colimit. To this end, we need
the notion of final functors.
Definition 4.1.2 Let F : C → D be a functor. F is called final if for each object d
of D the comma category d ↓ F is non-empty and connected (cf. Mac Lane [21], p.
217). A subcategory A of D is said to be final if the inclusion functor is final.
In our case, we are interested in infinite, full subcategories of ω, as these correspond
to coarsenings.
Lemma 4.1.3 Let ω∗ be a subcategory of ω with infinitely many objects. Then ω∗ is
final.
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Proof: Checking the definition, we need to show that the inclusion functor I : ω∗ →
ω is final. For each object n of ω there is an objectm of ω∗ such that there is a (unique)
morphism n → I(m), because ω∗ has infinitely many objects and ω and ω∗ are well-
ordered. It follows that the comma-category n ↓ I is non-empty.
We still need to show that n ↓ I is connected. To this end, consider two objects
f : n → I(x) and g : n → I(y). As I is a functor between two preorders, it can be
considered as a monotonous function. Both ω and ω∗ are well-ordered, so we know
that either x ≤ y and I(x) ≤ I(y), or y < x and I(y) < I(x) is true. Without loss of
generality assume that x ≤ y. That means that there is exactly one morphism x → y
in ω∗, which makes the diagram
n
f
}}
g
!!
I(x) // I(y)
commute (as any diagram in a preorder commutes). We conclude that the comma
category n ↓ I is connected. 2
An important fact about final functors is summarized in the following lemma, which
can also be found in Mac Lane’s book on categories ([21], p. 217).
Lemma 4.1.4 Let L : J ′ → J be a final functor and F : J → C a functor such that
FL has a colimit. Then colim(F ) exists and is isomorphic to colim(FL).
Before we proceed to prove the lemma, note that colimits are only defined up to iso-
morphism (as any universal). This implies that we can assume the colimits to be equal
rather than isomorphic in all applications of Lemma 4.1.4.
Proof: This proof is essentially an extended version of the one given by Mac Lane
(cf. [21], p. 217). Let µ : FL → colim(FL) be a colimiting cone. For each object k
of J , there is at least one morphism u : k → L(j′) for an object j′ of J ′. This is due to
the assumption that the comma category k ↓ L is non-empty. For each k ∈ J , choose
such a morphism uk and define τk : F (k)→ colim(FL) by
F (k)
F (uk) // FL(j′)
µj′ // colim(FL)
Even though the arrow uk is used in the definition, we use the fact that µ is a cone and
k ↓ L is connected to prove that τ is indeed independent of u and j′. Suppose we had
used different arrows u, u′ to define τ . Then we can construct a diagram similar to the
following, where u1 = u and un = u′:
Fk
Fu1
tt
Fun
)) %%
xx
FLj′1
µj′1 **
// FLj′2
&&
FLj′3oo

// ...
zz
FLj′noo
µj′nuu
colim(FL)
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In a diagram similar to this, the upper triangles commute due to the definition of the
comma category and because F is a functor. The lower ones commute because µ is
a cone. For any two arrows u, u′ we can construct such a diagram. Therefore, τ is
independent of the choice of uk.
Looking at a morphism h : k → k′, we get another commutative diagram:
Fk
Fh

Fuk // FLj
µj
&&
colim(FL)
Fk′
Fuk′
// FLj′
µj′
88
Again, the connectedness of the comma category implies that the diagram commutes.
We conclude that τ is a cone. To show τ universal, consider any other cone λ : F →
∆(y) from F to ∆. Composition with L yields λL : FL → ∆(y)L, which is also
a cone. Using the universal property of µ, we see that there is a unique morphism
f : colim(FL) → y such that ∆(f)µ = λL. As λ is a cone from F , we get the
equation λk = λLj′Fu for any u : k → Lj′. This implies that the following diagram
is commutative:
Fk
λk

Fu
""
FLj′
µLj′
&&λLj′||
y colim(FL)
foo
The commutativity of the small triangles show that λ = ∆(f) τ . As we also have
fµ = λF , and f was defined by the universal property of µ, it is clearly unique.
Thus we have shown that τ is a colimiting cone, so we have proven that colim(F ) ∼=
colim(FL) holds, as required. 2
Applying Lemma 4.1.4 to full subcategories of ω with infinitely many objects yields
the following corollary.
Corollary 4.1.5 Let F : ω → C be a functor and F˜ a coarsening of F . If colim(F˜ )
exists, colim(F ) exists and they are isomorphic.
Proof: A coarsening of F is the composition ω∗ I−→ ω F−→, where ω∗ is isomorphic
to ω via I . In this case, we know by Lemma 4.1.3 that the functor I is final. Lemma
4.1.4 implies that colim(F ) exists and that colim(F ) ∼= colim(FI) = colim(F˜ )
holds. 2
36
4.2. AN ISOMORPHISM THEOREM FOR INFINITELY PRESENTED OBJECTS
Corollary 4.1.5 shows that going from a functor to one of its coarsenings does not
change the colimit. This is not surprising in the case of groups, because it is a conse-
quence of the proof of Theorem 3.1.2. Note that in Lemma 4.1.4, we did not restrict
ourselves to finitely presented or generated objects at all. Indeed, we still have to
define these terms in general categories.
4.2 An isomorphism theorem for infinitely presented
objects
Before we state the isomorphism theorem in abstract categories, we introduce some
more notation.
Definition 4.2.1 (cf Mac Lane [21], p. 211) Let J be a category. J is called filtered if
the following two conditions are met:
(i) For each pair of objects a, b in J , there is an object c such that there exist mor-
phisms a→ c and b→ c.
(ii) For each parallel pair of morphisms f : a → b and g : a → b, there is a
morphism h : b→ c such that hf = hg holds.
The colimit of a functor f : J → C is called filtered if J is filtered as a category.
Now we consider the last definition with respect to ω and other ordinal numbers.
Lemma 4.2.2 Let σ be any ordinal number, considered as a category. Then σ is
filtered.
Proof: For condition (i), let n,m be objects of σ. Then we have either n < m or
m ≤ n. In the first case, there is a unique morphism n→ m and the identity m→ m.
In the second case, there is a unique morphism m → n and the identity n → n.
In either case, (i) holds. Part (ii) is trivial, because σ is a preorder, so if we have
f, g : m→ n, then we know that f = g holds, so we have idnf = idng. 2
Now we know that ω is a filtered category. We still need to define finitely presentable
objects in abstract categories, which is done in the next definition.
Definition 4.2.3 (cf. Ada´mek [1], p. 166) A functor is called finitary if it preserves
all filtered colimits. An object a in a category C is called finitely presentable if the
functor hom(a,−) : C → Set is finitary.
If we use this definition in the category of sets and functions, then it turns out that
finitely presentable sets are just finite sets. More generally, in any equationally defined
class of algebras, an object is finitely presentable if and only if it has a presentation
with a finite number of generators and relators. The cases of groups and sets are
special examples.
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In the proof of Theorem 3.2.6, we used that fact that given two surjective group homo-
morphisms with the same domain, there exists at most one morphism in the comma
category from one to the other. This morphism was then necessarily surjective, too.
We now prove a similar statement, which we will use to prove a variant of Theorem
3.2.6 for abstract categories.
Lemma 4.2.4 Let f : a → b and g : a → c be epimorphisms in a category C. Then
there is at most one morphism h : f → g in the comma category a ↓ C. If h exists, h
is an epimorphism as well.
Proof: If h exists, it makes the following diagram commute:
a
f
  
g

b
h
// c
Consider a morphism h˜ that has the same property. It follows that h˜f = hf . As f
is an epimorphism, we conclude that h˜ = h. We still need to show that h is epi. To
that end, consider two morphisms i, j : c → d such that ih = jh holds. We get the
equations ihf = jhf and ig = jg by the diagram above. As g is epi, we conclude
i = j. Therefore, h is an epimorphism. 2
Before we state the general theorem, we give another lemma that allows us to work
with epimorphisms in the comma category.
Lemma 4.2.5 Let f : g → h be a morphism in the comma category c ↓ C, V : c ↓
C → C the forgetful functor, V (g) = a and V (h) = b. Then f is an epimorphism in
c ↓ C if and only if V (f) is epi in C.
Proof: Let f : g → h be epi. For any i, j : b → d with iV (f) = jV (f), we get the
commutative diagram
c
g
  
h

i h

a
f
// b
i //
j
// d
The arrows i and j can be considered as arrows h→ ih in the comma category. As f
is epi, we see that i = j holds in the comma category. This proves i = j in C, which
implies that V (f) is epi. The other direction is similar.
2
Lemma 4.2.5 implies that we do not need to discern between the notion of epimor-
phism in a category and one of its comma categories (as long as the morphism can be
considered as a morphism in the comma category). We are now in a position to state
the general theorem.
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Theorem 4.2.6 Let C be a category, c an object of C and F,G : ω → c ↓ C functors
that factor through the inclusion functor Epi(c ↓ C)→ c ↓ C. Furthermore, for each
object n of ω, let Fn and Gn be finitely presentable. Then colim(F ) and colim(G)
are isomorphic if and only if there is a coarsening F ′ of F and G′ of G and natural
transformations µ : F → G′ and ν : G→ F ′.
Before we prove the theorem, we note that in this theorem, we require the objects
of the comma category to be finitely presentable. In Theorem 3.2.6, we required the
groups themselves to be finitely presentable. An explanation for this is that we used
the universal property of the factor group to move from finitely presentable objects
in the category of groups to finitely presentable objects in the comma category. This
process cannot work in general, however, as the desired property does not hold in
all categories, if it is defined at all. Two counterexamples are the category Top∗ of
pointed topological spaces and continuous functions and the category of measurable
spaces and measurable functions.
Proof: Given the coarsenings F ′, G′ and natural transformations µ, ν as in the theo-
rem, we see that we get a morphism
colim(µ) : colim(F )→ colim(G′) .
By Corollary 4.1.5, we know that colim(G′) = colim(G), so we have colim(µ) :
colim(F ) → colim(G). We also get a morphism colim(ν) in the other direction.
Now we can apply Lemma 4.2.4, which tells us that there is at most one morphism
from colim(F ) (or colim(G)) to itself. We conclude colim(µ) colim(ν) = idcolim(G)
as well as colim(ν) colim(µ) = idcolim(F ). We have shown that the colimits of F and
G are isomorphic.
For the other direction, let φ : colim(G) → colim(F ) be the isomorphism and
χ : F → colim(F ), ξ : G → colim(G) be the colimiting cones. Consider the
following commutative diagram:
... //
++
Gn−1 //
ξn−1
%%
Gn //
ξn

Gn+1
ξn+1
yy
// ...
ss
colim(G)
The diagram shows the colimiting cone ξ. Each Fi is finitely presentable, which means
that hom(Fi,−) preserves filtered colimits. By Lemma 4.2.2, we know that ω is
filtered. Applying the functor hom(Fi,−) to the diagram yields
... //
--
hom(Fi, Gn−1) //
ξ∗n−1
))
hom(Fi, Gn) //
ξ∗n

hom(Fi, Gn+1)
ξ∗n+1
uu
// ...
qq
hom(Fi, colim(G))
Here, ξ∗k is short for hom(Fi, ξk). The last diagram shows a colimiting cone in the
category of sets. We know that hom(Fi, colim(G)) is not the empty set, because it
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must contain the morphism φ−1 χi. Lemma 4.2.4 shows that this is the only element
of hom(Fi, colim(G)). The universality of hom(Fi, ξ) implies that not all of the sets
hom(Fi, Gn) are empty, because in that case we would get the empty set as a colimit.
We have shown that for each object i of ω there is an object ji such that hom(Fi, Gji)
is non-empty and as such contains exactly one element (via another application of
Lemma 4.2.4). Denote this element by µi and set G′i = Gji . We need to show that µ
is a natural transformation. This means that all diagrams of the form
Fi //
µi

Fi+1
µi+1

G′i // G
′
i+1
commute. But this is another consequence of lemma 4.2.4, as there can be only one
morphism from Fi to G′i+1. Thus we have constructed a natural transformation from
F to a coarsening G′ of G. As φ is also an isomorphism, the other direction works in
exactly the same way, giving as a natural transformation from G to a coarsening F ′ of
F . Together, they conclude the second part of the proof. 2
We have used a certain subcategory of the comma category to a great extend in this
and the preceding chapter. This full subcategory of c ↓ C has all epimorphisms c→ d
as objects, for any object d of C. We have already shown (Lemma 4.2.4) that there
can be at most one morphism from here to yonder in this subcategory, so we have a
possibly large preorder. Now we are going to show a bit more about the structure of
this category, if we assume that C is a category of small algebraic systems of a given
type in the sense of Mac Lane (cf. [21], p. 124).
Remark 4.2.7 Let C be a category of small algebraic systems of type τ such that
epimorphisms are surjective maps. Let c be any object of C and D be the full subcat-
egory of c ↓ C with all surjective arrows as objects. Then D is equivalent to a small
preorder.
Proof: Lemma 4.2.4 states that D is a (possibly large) preorder. It follows that every
category that is equivalent to D is also a preorder.
Choose one skeleton S of D. Note that we need the axiom of choice for classes to do
this in general. We need to show that S is small. We already know that the following
inclusion holds:
Ob(S) ⊆
⋃
d∈Ob(S)
Epi(c, V (d)) ,
where V is the forgetful functor. As our category has small hom-sets, it is sufficient
to show that the class of objects of S is a set. To this end, we note that on any given
set M there is only a set of algebraic systems of type τ , because⋃
k∈N0
{f : Mk →M}
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is a set-indexed union of sets. As objects of S are epimorphisms in C, they are surjec-
tive as functions by assumption. Let M be the class of all sets of cardinality at most
U(c), where U : C → Set is the forgetful functor. In each bijection class of M we
choose a representative. Denote the class of these representatives by M˜ . For each
m ∈ M˜ , there is an injection im : m→ U(c), as card(m) ≤ card(U(c)), and no two
distinct elements of M˜ can have the same (or isomorphic) image under this injection.
Therefore, there is a bijection i between M˜ and a subset ofP(U(c)), given by
i(m) := im(im) ∈P(U(c)) ,
whereP(R) is the power set of R. This proves that M˜ is a set. If we denote the set
of all algebraic systems of type τ on the set m by AlgSysτ (m), we see that
N :=
⋃
m∈M˜
AlgSysτ (m)
is a set-indexed union of sets, therefore a set. Therefore, the following construction is
also a set:
O :=
⋃
n∈N
{f : c→ n | f is an epimorphism } .
This set includes, by construction, representatives of all isomorphism classes of epi-
morphic objects of the comma category. Using the axiom of choice yet again, we
see that there is an injection Ob(S) → O, where O is a set. It follows that Ob(S) is
bijective to a subset of O, and as such, Ob(S) is a set itself. 2
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Chapter 5
An equivalence of categories
We construct a category (based on the category of finitary presentations) that is cate-
gorically equivalent to the category of finitely generated groups. For this purpose we
define the localisation of categories (Section 5.1). We then apply this definition to the
category of finitary presentations to obtain our equivalence (Section 5.2).
5.1 Localisation of a category
In the category of rings, if R is a ring and S a subset, we can consider all R-algebras
A such that the canonical homomorphism R → A maps every element of S to a unit
in A. These algebras form a category, and if this category has an initial object, then
this algebra, considered as a ring, is called the localisation of R by S (cf. [6], [18]),
often denoted by R[S−1]. To draw the corresponding diagram:
R
i //
f ""
R[S−1]
∃!φ

R′
With the notation in the diagram, if f maps every element of S to a unit in R′, then
there is one and only one φ making this diagram commute. Note that the objects in
the diagram are all rings, while the homomorphism from R defines their R−algebra
structure.
It is possible to define a corresponding construction for categories. The following
theorem, including the proof, can be found in the book by Gelfand and Manin [15].
Theorem 5.1.1 (cf. [15]) Let C be a category and S a class of morphisms in C. Then
there is a category C[S−1] and a functor Q : C → C[S−1] such that for every functor
F such that F (s) is an isomorphism for any s ∈ S, there is a unique functor F˜ making
the following diagram commute:
C
Q //
F
""
C[S−1]
∃!F˜

D
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Proof: This proof can be found in the book by Gelfand and Manin [15], and works by
construction. As objects of C[S−1], we take the objects of C, and Q to be the identity
(on objects). Now we are going through a few steps to define the morphisms.
1. For every morphism s ∈ S we introduce a variable xs.
2. Define a (big) graph Γ as follows: the vertices of Γ are the objects of C, the
edges of Γ are the union of the class of morphisms of C and the class {xs |
s ∈ S}, where an edge X → Y is oriented from X to Y and xs has the inverse
orientation of s.
3. Define a path in Γ as usual in graph theory, i.e. a finite number of edges e1, ..., en
such that the end of ei coincides with the beginning of ei+1, wherever both are
defined.
4. A morphism f : X → Y from X to Y in C[S−1] is defined to be an equivalence
class of paths in Γ starting in X and ending in Y . The equivalence relation on
paths is the smallest equivalence relation such that any path e1, ..., ei, ei+1, ..., en
is equivalent to one where two consecutive arrows are replaced by their compo-
sition (i.e. e1, ..., ei◦ei+1, ..., en), and any path of the form e1, ..., ei, s, xs, ei+3, ..., en
is equivalent to e1, ..., ei, ei+3, ..., en. Furthermore, identities of C need to act as
identities of C[S−1], so we define xs · iddom(xs) = xs as well as idcodom(xs) ·xs =
xs for all s ∈ S.
The composition of morphisms in C[S−1] is given by composition of paths, i.e.
(e1, ..., en) ◦ (f1, ..., fk) = (e1, ..., en, f1, ..., fk) ,
and Q : C → C[S−1] sends a morphism f of C to the class of the path (f) (of length
one). These definitions make C[S−1] a category and Q a functor.
For any s ∈ S, bothQ(s)xs and xsQ(s) are identities, so every element of s is mapped
to an isomorphism. We need to show that the universal property is fulfilled. Let
F ′ : C → D be any functor such that, for all s ∈ S, F ′(s) is an isomorphism. We
need to find a functor G : C[S−1]→ D such that GQ = F ′ holds, and show that there
can not be more than one such G.
Starting with objects, we see that G(X) = GQ(X) = F ′(X) is forced upon us
(keep in mind that C[S−1] has the same objects as C). Considering morphisms, it is
sufficient to define G on classes of paths of length one, since G is a functor. If f is an
arrow in C and [f ] its equivalence class (i.e. its image under Q), we need to have
G([f ]) = (GQ)(f) = F ′(f) .
If the path of length one is of the form [xs], then we know that [s][xs] = [iddom(xs)]
and [xs][s] = [iddom(s)] hold, so we need to have G([xs]) = F ′(s)−1. As all these
formulae were forced upon us by the condition that G should be a functor, and define
G uniquely, we have shown the required universal property.
2
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Theorem 5.1.1 allows us to construct a new category out of a given one in which a
specified class of morphisms is turned into isomorphisms, changing the category as
slightly as possible. Even so, as seen in the proof, it is quite hard to say anything
specific about the structure of these categories, since their morphisms are equivalence
classes of paths in a (possibly large) graph consisting of morphisms of the original
category and the desired inverses, which makes working in these categories very tech-
nical. To give an example, it is rather hard for arbitrary C and S to decide when
C[S−1] is equivalent to the trivial category (cf. [15], p. 147).
5.2 An equivalence of categories
Before we state the main theorem of this chapter, we need to define the category we
will consider, as well as the class of morphisms S we intend to localise.
Definition 5.2.1 The category E is the full subcategory of Grpω, consisting of func-
tors F : ω → Grp such that all morphisms in the image of F are epimorphims of
groups, and all groups in the image of F are finitely presented.
The objects of E are exactly the functors used in Theorem 3.1.2 to describe infinitely
presented groups as colimits of finitely presented ones (corresponding one-to-one to
the finitary presentations of the introduction). They also occurred in Theorem 3.2.6,
in the comma category instead of Grp. Having defined the category we are going to
work in, we still need a class S of morphisms of E. To this end, note that we have
a functor colim∗ : E → Grp, as E is a full subcategory of Grpω, where the functor
colim is defined. colim∗ is the restriction of colim on the subcategory. For ease of
notation, we shall denote both of these functors by colim.
Definition 5.2.2 A quasi-isomorphism in E is a natural transformation ν : X → Y
such that colim(ν) is an isomorphism in the category of groups.
The functor colim defined on E calculates for each object X ∈ Ob(E) a finitely gen-
erated group colim(X), therefore colim : E → Grp factorises through the inclusion
i : Grp
fg
−→ Grp as colim = iC˜. This C˜ is the old colim on objects, but has a smaller
codomain.
Definition 5.2.3 Let S be the class of all quasi-isomorphisms in E. The functor
C : E[S−1] → Grp
fg
is the functor induced by C˜ : E → Grp
fg
via the univer-
sal property of the localised category, as in the following commutative diagram:
E
C˜ ""
Q // E[S−1]
C

Grp
fg
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Note that the commutativity of the diagram defines C uniquely. Before we can state
the next theorem, we need to modify Theorems 3.1.2 and 3.2.6 somewhat, because
we have to consider ω-chains of infinitely presented (in some cases even infinitely
generated) groups. To this end, we prove the following two lemmas which establish
the required theory.
Lemma 5.2.4 Let G1
d1−→ G2 d2−→ G3 d3−→ ... be an ω-chain of groups, where each
of the morphisms di is surjective. A cone ν from this ω-chain to any group H is a
colimiting cone if and only if each of its components is a surjection and it has the
following property (P ):
x ∈ Gk is an element of the kernel of νk (for any k) if and only if there exists a natural
number nx such that dk+nx · ... · dk(x) = e, where e is the trivial element of Gk+nx+1.
Proof: Lemma 4.1.1 implies that it is necessary to have each component of such a
colimiting cone surjective. Let ν : G → H have property (P ), and µ be a cone from
G to I (for any group I). Consider any x ∈ kern(νk). We need to show that x is also
an element of kern(µk). As there is a natural number nx such that dk+nx ...dk(x) = e,
we know that µk+nx+1dk+nx ...dk(x) is the trivial element of I . But µ is a cone, so
we deduce that µk(x) is also trivial. We have shown that kern(νk) ⊆ kern(µk). By
Lemma 4.1.1 we know that νk is surjective. Consider the morphisms ν1 and µ1. The
universal property of the factor group implies that there is a unique homomorphism
σ : H → I such that σν1 = µ1. We need to show that σ is compatible with all the νk
and µk. Consider the equation
σνkdk−1...d1 = σν1 = µ1 = µkdk−1...d1 .
As all the di’s are epimorphisms, they can be cancelled on the right to yield σνk = µk
as required. We have shown that ν is a colimiting cone.
For the other direction, note that N1 :=
⋃
k∈N
kern(dk...d1) is a normal subgroup of
G1. We get a canonical epimorphism f1 : G1 → G1/N1, which in turn induces
epimorphisms
fk : Gk → G1/N1 ∼= Gk/Nk .
These fk form a cone. By the first part of this proof, f is a colimiting cone, as it fulfills
condition (P ) by construction. Now let ν : G→ H be another colimiting cone. Then
there are mutually inverse isomorphisms ξ : H → G1/N1 and χ : G1/N1 → H
such that ξνi = fi. As ξ is injective, we know that kern(νi) = kern(fi). But f
had property (P ), so we can deduce from this equation that ν also fulfills it, thus
concluding the proof. 2
Lemma 5.2.4 is structurally similar to Theorem 3.1.2 because it allows us to construct
connecting morphisms. The important difference is that we did not assume anything
about the groups Gi - they can even be infinitely generated. We do not need quite so
much generality in the next lemma, where we consider finitely generated groups.
Lemma 5.2.5 Let G be the diagram of groups G1 → G2 → ..., where all Gi’s are
finitely presentable, and ν : G → colim(G) a colimiting cone. Similarly, let H be
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the diagram of groups H1 → H2 → ... and µ : H → colim(H) a colimiting cone.
Let λ : colim(G) → colim(H) be any epimorphism, and F a finitely generated, free
group. Consider the following commutative diagram:
colim(G)
λ

G1 //
ν1
//
G2 //
ν2
11
G3 //
ν3
55
...
F
pi1
aa
pi3
==
pi2
OO
ξ1
}}
ξ2

ξ3
!!
H1 //
µ1
//
H2 //
µ2
--
H3 //
µ3
))
...
colim(H)
If all morphisms in the diagram are epimorphisms, then there is a coarsening H˜ of H
and a natural transformation σ : G→ H˜ such that colim(σ) = λ.
Proof: Choose any i and consider the arrow pii : F → Gi. If pii is epimorphic, we
have Gi ∼= im(pii). By assumption, Gi is finitely presentable, so the kernel of pii can
be generated (as a normal subgroup) by a finite number of elements of F . Call these
r1, ..., rn. As in the proof of Theorem 3.2.6, the commutativity of the diagram and the
definition of colimits imply that each of the rj must be mapped to the trivial element
by one (and thus infinitely many) of the maps ξk. Choose the smallest k such that
ξk(rj) = e for all j ∈ {1, ..., n}, where e denotes the trivial element of Hk.
Now we have the inclusion kern(pii) ⊆ kern(ξk). The universal property of the factor
group implies that there is a unique morphism σi : Gi → Hk such that σipii = ξk.
Taking H˜i = Hk, we get a map σi : Gi → H˜i, for all i. This map is natural (the proof
of this is the same as in the case of Theorem 3.2.6).
It remains to show that colim(σ) = λ holds. This is induced by the commutativity of
the following diagram, where we use the fact that colim(H) = colim(H˜):
Gi
σi

// colim(G)
λ

H˜i // colim(H)
The colimit of σ is the unique map such that this diagram commutes for all i. Since
this demand is satisfied by λ, we conclude that colim(σ) = λ holds, as required. 2
We are in now a position to state the main theorem of this work. Note that, to avoid
the notion of a coarsening, it is natural to localise at the set of quasi-isomorphisms.
The reason for this is that in the functor category Grpω, a functor is not necessarily
isomorphic to all its coarsenings, even though they produce the same groups at the
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level of colimits. Localising at this class enables us to identify a functor with its
coarsenings (up to isomorphism). This is why we will not need coarsenings to state
the following theorem. The case of the comma category is somewhat more involved,
as can be seen in the proof.
Theorem 5.2.6 Let S be the class of all quasi-isomorphisms in E. Let ≡ be the
equivalence relation on the class of morphisms of E[S−1] defined by f ≡ g if and only
if dom(f) = dom(g), codom(f) = codom(g) (i.e. f and g are parallel arrows) and
C(f) = C(g). Then the functor C of Definition 5.2.3 induces an equivalence between
the categories E[S−1]/ ≡ and Grp
fg
.
It is important to note that, even though ≡ is defined on the class of all morphisms
of E[S−1], any two equivalent arrows need to be parallel. This implies that ≡ can
be thought of as a class of equivalence relations, one for each hom-set of E[S−1]. It
follows that no two distinct objects of E[S−1] are identified in E[S−1]/ ≡, or that the
three categories E, E[S−1] and E[S−1]/ ≡ have the same objects. Because of that,
we do not write objects as equivalence classes.
Proof: As any functor that is full, faithful and isomorphism-dense is an equivalence
of categories (as shown in [21], [2]), we need to prove that the functor induced by
C has these properties. A functor F : A → B is called isomorphism-dense if every
object b ∈ Ob(B) is isomorphic to an F (a) for at least one object a ∈ Ob(A).
By the very definition of the equivalence relation, we see that if f ≡ g holds, we
have C(f) = C(g). Therefore, the induced functor C∗ : E[S−1]/ ≡→ Grp
fg
can be
defined as follows:
C∗(X) = C(X) for all X ∈ Ob(E[S−1]/ ≡),
as E[S−1]/ ≡ has the same objects as E[S−1], and
C∗([f ]) = C(f) for all f ∈ E[S−1] ,
where [f ] denotes the equivalence class of f (we have f ∈ E[S−1], while
[f ] ∈ E[S−1]/ ≡). We need to show that C∗ is well defined. It is unambiguous
on objects, and if f and g are two morphisms such that [f ] = [g], they are equivalent,
so we have
C∗([f ]) = C(f) = C(g) = C∗([g]).
This proves that C∗ is indeed well-defined. C∗ is isomorphism-dense, because the
following diagram is commutative:
E
Q //
colim ""
E[S−1]
C

[−] // E[S−1]/ ≡
C∗xx
Grp
fg
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As all that C does is calculating colimits, and Theorem 3.1.2 implies that any finitely
generated group is isomorphic to a colimit of such a functor, we see that this implies
the isomorphism-density of C∗ as follows: let c be any object of Grp
fg
. Theorem
3.1.2 states that colim is isomorphism-dense, so there is an object a ∈ E such that
colim(a) ∼= c, and we get C∗(a) ∼= c by the definition of C∗.
It is also straightforward to show that C∗ is faithful: Let [f ], [g] : X → Y be two
parallel morphisms in E[S−1]/ ≡ such that C∗([f ]) = C∗([g]). Checking the defini-
tion, we see that C∗([f ]) = C(f) and C∗([g]) = C(g). We conclude C(f) = C(g),
and this means that f ≡ g or, equivalently, [f ] = [g]. Therefore C∗ is injective on
hom-sets , and thus faithful.
We still have to prove that C∗ is full, that is, surjective on hom-sets. Let X, Y be
any two objects of E[S−1]/ ≡, and f : C∗(X) → C∗(Y ) an arbitrary morphism
of finitely generated groups. We need to find a morphism f˜ : X → Y such that
C∗(f˜) = f holds.
During the following constructions, we are going to write diagrams in Grp, while we
are going to write the inverse xs of a quasi-isomorphism s as a natural transformation
in the wrong direction. The reason for this is that some of the required diagrams do
not lie in E. Furthermore, the equation colim = C∗ ◦ [−] ◦ Q implies that it suffices
to describe f˜ in one of the categories E or E[S−1]. Working in Grp (or E) helps us
by avoiding the extensive use of equivalence classes.
We construct the morphism f˜ by using the image of f on each level of Y . Consider
Y as an object of E, and denote the colimiting cone (as C∗ is a functor that calculates
colimits of objects) by ν (considered in the category Grp
fg
). We are given the mor-
phism f : C∗(X)→ C∗(Y ), so we have a subgroup im(f) < C∗(Y ). Define Jk ⊆ Yk
by
y ∈ Jk ⇔ νk(y) ∈ im(f).
If x, y are elements of Jk, then we know that νk(xy−1) = νk(x)νk(y)−1 ∈ im(f), so
we see that Jk is a subgroup of Yk. If Y is given as in
Y1
d1 // Y2
d2 // Y3
d3 // ... ,
we can restrict the maps dk to the subgroups Jk to get d′k : Jk → Yk+1. We show that
these arrows are epimorphisms from Jk to Jk+1. Let y ∈ Jk. By definition we have
d′k(y) ∈ Jk+1 if and only if νk+1(d′k(y)) ∈ im(f). The assumption y ∈ Jk tells us that
νk(y) ∈ im(f). But ν is a cone, so we conclude νk(y) = νk+1(d′k(y)). It follows that
d′k(y) is indeed an element of Jk+1. Henceforth we will consider d
′
k as a map from Jk
to Jk+1.
To show d′k surjective, we consider any y ∈ Jk+1. Applying νk+1 to y gives us an
element of im(f). As dk is surjective, there is a y˜ ∈ Yk such that dk(y˜) = y. We
deduce by using the naturality of ν again that y˜ ∈ Jk. But d′k is just the restriction of
dk to Jk, so we also have d′k(y˜) = y. Therefore, d
′
k : Jk → Jk+1 is surjective.
Now we prove that im(f) is the samce object as colim(J), where J is the diagram of
our groups Jk and epimorphisms d′k:
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J1
d′1 // J2
d′2 // J3
d′3 // ... .
We use the functor colim instead of C because J does not necessarily lie in E. The
cone consisting of the morphisms µk : Jk → im(f), µk(x) = νk(x) has the following
properties:
i) each of its components is an epimorphism and
ii) it has property (P ), as defined in Lemma 5.2.4.
It is evident that i) holds, because the components of ν are epimorphisms, and Jk is
the preimage of im(f) under νk (which is the same as µk after the required restrictions
of domain and codomain).
To show ii), we observe that ν is a colimiting cone. By Lemma 5.2.4, it follows that
ν has property (P ). Let x ∈ Jk. Considering x as an element of Yk, we see that
x ∈ kern(µk) if and only if x ∈ kern(νk) holds, thus there is a natural number n with
x ∈ kern(dk+n · ... · dk) .
As x is an element of Jk < Yk, and d′k = dk|Jk , it follows that x is also contained in
the kernel of d′k+n · ... · d′k. Therefore µ has property (P ). We apply Lemma 5.2.4 to
conclude that µ is a colimiting cone, and colim(J) = im(f) holds.
Let F (S) be a free group over a finite set S such that there is a surjective homo-
morphism of groups pi1 : F (S) → X1. As f factors through its image, we get an
epimorphism of groups l : C∗(X)→ im(f) = colim(J) such that the composition
C∗(X) l→ im(f) ↪→ C∗(Y )
is equal to f . We use the functor colim in the case of J as the groups Jk need not
be finitely presented or generated, so C∗(J) may be undefined. Taking a look at the
following diagram
X1 // C
∗(X)
l

F (S)
pi1
bb ::
$$
f1
||
J1 // im(f)
we coclude that, by the projectivity of free groups, there exists a dashed arrow f1 :
F (S) → J1 making the diagram commutative. All solid morphisms in the diagram
are epimorphic by assumption or construction, but f1 is not epimorphic in general. To
apply Lemma 5.2.5, we need a surjective homomorphism instead of f1. Note that, by
composition with the maps d′k, we also get maps fm : F (S)→ Jm.
To get the structure we need, let Km := im(fm). It is immediate that there is a map
f˜m : F (S)→Km such that fm is equal to the composition F (S) fm−→ Km ↪→ Jm. This
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f˜m is surjective by construction. Let d˜ : Km → Km+1 be the restriction of d′m to Km.
We need to prove that d˜m is well-defined. If y ∈ Km, we know that y ∈ im(fm). It
follows that d′m(y) ∈ im(d′m fm) = im(fm+1) and therefore d′m(y) ∈ Km+1. That
said, d˜m is a well-defined surjection for all natural numbers m. The reason that d˜m is
surjective is because the equation f˜m+1 = d˜mf˜m is valid, and both f˜m and f˜m+1 are
epimorphic.
The cone ρm : Km → im(i), defined as the composition Km ↪→ Jm µm−→ is a colim-
iting cone. To show this, consider any x ∈ kern(ρm). We need to show that there is
a natural number n such that x ∈ kern(d˜m+n ... d˜m). As µ is a colimiting cone and d˜
the restriction of d′, this is obvious by Lemma 5.2.4. By applying the same lemma yet
again, we deduce that im(f) is indeed a colimit for K.
Now we can apply Lemma 5.2.5 to the diagram
X1
++
// X2 //
--
... C∗(X)
l

F (S)
!!
f˜1
||
f˜2

pi1
bb
pi2
OO == 66
K1
ρ1
44
// K2 // 11... im(f)
to get a coarsening K˜ of K and a natural transformation λ : X → K˜ such that
colim(λ) = l. This enables us to draw the next diagram, which shows how to get f as
a colimit by combining the groups defined so far, and using the fact that ω is final.
Xm //
λm

Xm+1
λm+1

// C∗(X)
l

Kmn

// Kmn+1

ρmn+1 // im(f) = colim(K)
Jmn

// Jmn+1

µmn+1 // im(f) = colim(J)

Ymn // Ymn+1
νmn+1 // C∗(Y )
The composition C∗(X) l−→ im(f) ↪→ C∗(Y ) is equal to f . The colimits of the
pointwise inclusions K −→ J and J −→ Y , as seen in the diagram, are the cor-
responding inclusions on the level of colimits by construction (or by the definition
of the colimit of a natural transformation). So we have found a coarsening Y˜ of Y ,
given by Ym1 → Ym2 → Ym3 ... , and a natural transformation θ from X to Y˜ that has
f as its colimit. In E[S−1], the canonical natural transformation Y → Y˜ has an in-
verse x (as the morphism is a quasi-isomorphism by an application of Theorem 3.2.6).
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Combining these facts, we deduce that
C∗(x θ) = f,
as required.
2
It is worthwhile to note that, even though comma categories were not used to state
Theorem 5.2.6, they were an important tool in the last part of the proof, where we
have shown thatC∗ is full. This is because the structure of the comma category enables
us to define the natural transformations connecting the different objects in question,
like X or Y in the proof, making the last part a repeated application of the universal
property of factor groups (in the form of Lemmas 5.2.5 and 5.2.4).
We set out to understand finitely generated groups as objects in a functor category
(Theorem 3.1.2) and tried to understand how two functors
F,G : ω → GrpEpi
fg
↪→ Grp
with isomorphic colimits are connected (Theorem 3.2.6). In this chapter, we have
proven that - while working in the right category - we can not only describe the groups
in question, but that this description is compatible with the structure of all morphisms
between such groups. This implies that no information (about the group or any homo-
morphisms of interest) is lost if one switches from a group G to an object F such that
C∗(F ) ∼= G.
5.3 Comparison with derived categories
In this section, we point out certain formal similarities in the structure of the categories
E[S−1] and derived categories, which are a way of describing homological algebra.
Before we start, we need to define the notion of a quasi-isomorphism in an abelian
category. For the basics on abelian categories the books by Borceux [5] or Mac Lane
[21] are well suited, for an in-depth look at the development of derived categories (and
their uses) the book by Gelfand and Manin [15]. The paper by Thomas [31] gives a
nice survey of derived categories as well.
Definition 5.3.1 Let A be an abelian category and C,D two chain complexes over A.
A chain map f : C → D is called a quasi-isomorphism if Hi(f) is an isomorphism
for all i, where H∗ is the homology functor (cf. [15]).
In the case of group homology, for example, the abelian category considered is of the
form ZG −Mod, where G is the group in question. To define the derived category,
we need one more definition.
Definition 5.3.2 Let A be an abelian category. Then Kom(A) denotes the category
of chain complexes and chain maps over A, while K(A) denotes the category of com-
plexes and homotopy classes of chain maps.
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We are now in a position to define the derived category.
Definition 5.3.3 LetA be an abelian category and S be the class of quasi-isomorphisms
in K(A). Then the category D(A) := K(A)[S−1] is called the derived category of A.
The derived category is interesting because it gives a formal structure on which one
can define the whole theory of homological algebra. We are not concerned with that
right now, though, but with the formal properties of Definition 5.3.3.
The category we investigated in the last section was E[S−1]/ ≡, where E was a
full subcategory of Grpω
fp
. This means that its morphisms are equivalence classes
of a localisation of a functor category. In the case of an abelian category A, we can
interpret the chain complexes as certain functors from Z, considered as a category via
its preorder, to A. The natural transformations between these functors are exactly the
chain maps, so Kom(A) is a full subcategory of AZ. Since the derived category D(A)
can also be defined as the localisation of the category Kom(A) by the class of its
quasi-isomorphisms [15], we see that it is the derived category of a full subcategory
of a functor category.
Moreover, seeing that ω can be considered as a subset of Z, and the inclusion functor
between the corresponding categories is final, we could have used a full subcategory
of GrpZ
fp
without fundamental changes to the theory. So far, there are many formal
similarities between these constructions.
It is important to also note the differences. The most obvious one is that Grp
fp
is
not abelian, because there are monomorphisms that are no kernels. More important,
however, is the difference in the notion of quasi-isomorphisms. In the case of an
abelian categoryA, a quasi-isomorphism is a morphism f inKom(A) such thatHi(f)
is an isomorphism for all i. The fundamental lemma of homological algebra tells us
that any two projective resolutions of any given object a ∈ A are homotopic to each
other [7]. The homology functorsHi are thus giving information about a specific level
i of the complexes under consideration.
In the case of E[S−1]/ ≡, however, we have the functor C∗, which is essentially
the same as colim (on objects). This functor does not convey any information about
specific levels of our ω-chains of groups at all. In fact, we have shown that the value
of C∗ of an object F of E[S−1]/ ≡ does not change, even if we eliminate a countable
number of levels, as long as the resulting object is still in E[S−1]/ ≡.
This means that - opposed to the case of derived categories - a notion similar to derived
functors (which are a generalisation of functors like Tor andExt) does not make sense
in this scenario. Even if we were to use the axiom of choice for classes, for instance,
to pick one object in E[S−1] in each equivalence class, and tried to define “derived
functors” with these, the definition would depend on the choice function.
The fact that C∗ is an equivalence of categories itself induces almost the complete
structure of the categoryGrp
fg
onE[S−1]/ ≡ (cf. [21], 93). This means, for example,
that C∗ preserves limits and colimits, because its left adjoint is also its right adjoint. It
follows that in many cases, the limit (or colimit) of a finite diagram J → Grp
fg
can
be calculated by factoring it through E[S−1]/ ≡ and calculating the limit (or colimit)
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there. In fact, in the case of colimits, this is not even needed, as colim itself is a left-
adjoint of ∆, the diagonal functor, so we can use the categoryE instead ofE[S−1]/ ≡.
These calculations are not possible with the derived categories, as the knowledge of
the Hi does not determine the structure of the chain complexes sufficiently, which is
what leads to the heavy influence of spectral sequences in this scenario.
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Chapter 6
Some long, exact sequences
Following Section 5.3, we now consider the homology of some finitely generated
groups. This treatment cannot be as general as in the preceding chapters, because even
the calculation of homology groups of finite or finitely presented groups is a highly
non-trivial task. We use equivariant homology and spectral sequences to derive long,
exact sequences for the homology groups in some special cases of finitely generated
groups.
6.1 Long exact sequences from filtered complexes
Since all the long, exact sequences of this chapter arise from a filtered chain complex
of a special form, we prove the following, general lemma first. Note that the result (as
well as the proof) is very similar to one given by McCleary (cf. §1.2 of [22]). It is also
similar in style to the various Mayer-Vietoris sequences of algebraic Topology [10].
For notations we refer to the book by Brown [7], especially Chapter VII.
Lemma 6.1.1 Let FpC be a filtered chain complex and Er the corresponding spectral
sequence, converging to an object H . If E1p,q = 0 for all p /∈ {0, 1} holds, then there
exists a long, exact sequence of the form
... // E11,q
d11,q // E10,q // Hq // E
1
1,q−1
d11,q−1 // E10,q−1 // ... .
Proof: The E1-term of the spectral sequence is of the form
... // 0 // E11,q+1
d11,q+1 // E10,q+1 // 0 // ...
... // 0 // E11,q
d11,q // E10,q // 0 // ...
... // 0 // E11,q−1
d11,q−1 // E10,q−1 // 0 // ... .
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Since the bidegree deg(dr) is (−r, r− 1), the sequence stabilises at r = 2, and we get
E2 = E3 = ... = E∞. Thus, the following equations hold:
E∞1,q = kernel(d
1
1,q)
E∞0,q = E
1
0,q/image(d
1
1,q)
From these equations we deduce the exactness of the following sequence:
0 // E∞1,q // E
1
1,q
d11,q // E10,q // E
∞
0,q
// 0
Since the filtration is trivial if p /∈ {0, 1}, the induced filtration on the abutment yields
E∞1,q−1 = F1Hq/F0Hq ∼= Hq/E∞0,q, which is another way of saying that there is an
exact sequence
0 // E∞0,q // Hq // E
∞
1,q−1 // 0
Combining all these exact sequences, we can construct the following diagram:
... // E10,q+1 //
$$
E∞0,q+1 //

0
Hq+1
 ##
0

0 // E∞1,q //

E11,q
d11,q // E10,q //
##
E∞0,q //

0
0 Hq
 $$
0 // E∞1,q−1 // E
1
1,q−1
d11,q−1 // ...
We need to show that the dashed line is exact. At E11,q, this is a consequence of the
following:
kernel(d11,q) = image(E
∞
1,q ↪→ E11,q) = image(Hq+1 → E∞1,q ↪→ E11,q) ,
since Hq+1 → E∞1,q is surjective. Dually, the injectivity of E∞0,q → Hq yields
image(d11,q) = kernel(E
1
0,q → E∞0,q) = kernel(E10,q → E∞0,q → Hq),
and therefore the exactness at E10,q. Using injectivity and surjectivity again, we get
kenel(Hq+1 → E∞1,q → E11,q) = kernel(Hq+1 → E∞1,q) =
image(E∞0,q+1 → Hq+1) = image(E10,q+1 → E∞0,q+1 → Hq+1) ,
which implies the exactness at Hq+1 and thus of the whole sequence. 2
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6.2 Equivariant Homology
Given a group G, it is often helpful to study geometric objects on which the group
G acts. That is especially true in the case of homological algebra, as the importance
of Eilenberg-Mac Lane-complexes (usually denoted K(G, 1)) shows. A K(G, 1) is
a connected CW-complex Y which has a contractible universal cover X and G as its
fundamental group. It follows that G acts on the universal cover X as group of deck
transformations [10]. It is one of the well-known theorems in the area of group ho-
mology that K(G, 1)-spaces can be used to calculate group homology via the formula
H∗(G) ∼= H∗(X) [7].
In many cases, however, a K(G, 1) may be inaccessible or impractical. For instance,
if G is finite cyclic, then any K(G, 1) must have infinitly many cells, since the coho-
mological dimension cd(G) is infinite (this is true for any nontrivial finite group), but
the homology can be computed by exploiting the group action on a onedimensional
circle. On the other hand, the homolgy of a subgroup of G may already be known, so
one might try to express the homology of G in terms of the subgroup. Instead of using
a K(G, 1), one can use other geometric objects on which the group acts, i.e. a non-
free action on a CW-complex (cf. [27] for an example concerning hyperbolic groups).
One tool suited for the extraction of homological information from these actions are
the equivariant homology groups. The definition and subsequent discussion follows
the book by Brown [7].
Definition 6.2.1 Let G be a group and X a CW-complex on which G acts. The equiv-
ariant homology groups HG∗ (X,M) of (G,X) (with coefficients in a G-module M )
are defined by
HG∗ (X,M) = H∗(G,C(X)⊗M)
where C(X) is the cellular chain complex of X and the action of G on C(X)⊗M is
the diagonal action [7].
Since any space X has a canonical map to the G-space consisting of one point, there
is an induced arrow φX : HG∗ (X,M) → HG∗ (pt,M) ∼= H∗(G,M). The following
result is well-konwn.
Proposition 6.2.2 If the spaceX is acyclic, then the arrow φX is an isomorphism [7].
Let F be a projective resolution of Z over ZG. The equivariant homology groups
HG∗ (X,M) can be expressed by the formula
HG∗ (X,M) = H∗(F ⊗G C(X)⊗M) .
Because F ⊗G C(X)⊗M is the total complex induced by a double complex, we get
two filtrations for this object. One of them can be used to yield a proof of Proposition
6.2.2. In the contractible case, the second filtration implies the following, well known
result.
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Theorem 6.2.3 Let G be a group and X an acyclic G-complex. If every cell σ is fixed
pointwise by its isotropy group Gσ, there exists a spectral sequence with E1 given by
E1p,q =
⊕
σ∈Σp
Hq(Gσ,M)⇒ Hp+q(G,M),
where Σp denotes a complete set of representatives of p−orbits of cells in X and Gσ
is the stabiliser of σ in G (a slightly more general version of this statement, including
the proof, can be found in [7], p. 174).
If X is a one-dimensional CW -complex (usually called a graph), then the sets Σp are
empty if p /∈ {0, 1}. This implies that E1p,q is trivial if p /∈ {0, 1} holds, so we can
apply Lemma 6.1.1 in this situation. This shall be done in the following examples.
Example 6.2.4 (Ascending, injective L-presentations) Let L be the group defined
by an ascending, injective, finite L-presentation 〈S|∅|Φ|R〉 (i.e. all φ ∈ Φ are injec-
tive). Bartholdi has shown that in this case there is a finitely presented group G such
that L embeds in G [3]. Furthermore, G is a HNN-extension of L with a finite number
of stable letters. For reasons of clarity, we assume that the set Φ consists of just one
morphism at first, giving the more general result later.
The group G is given via the (finite) presentation
〈S ∪ Φ|R ∪ {φ−1sφ = φ(s)}s∈S .〉
In general, if we have a graph of groups Y [29], the group defined by the graph acts
on its universal cover (which is a treeX) without inversions, so we can apply Theorem
6.2.3 and get the following long, exact sequence:
...→
⊕
e∈Y1
Hn(Ge,M)→
⊕
v∈Y0
Hn(Gv,M)→ Hn(G,M)
→
⊕
e∈Y1
Hn−1(Ge,M)→ ... [11]
where Gv and Ge are the isotropy groups of the vertices and edges, respectively, in X ,
and Yi is the set of i-cells in Y [7]. Chiswell stated this long, exact sequence in 1976
[11].
In the case of an HNN-extension G = H∗A with one stable letter, the graph cosists
of one edge, corresponding to the subgroup A of H , and one vertex, corresponding to
H (thus, it is a loop). Furthermore, in our situation, we have H = A = L, and the
monomorphism is induced by φ (if we were to allow the set Φ to have more elements,
we would get a bouquet instead of a single loop). Thus, we get the long exact sequence
...Hn(L,M)→ Hn(L,M)→ Hn(G,M)→ Hn−1(L,M)→ ...
connecting the homology of L to that of G. The arrow Hn(L,M) → Hn(L,M) is
induced by φ. It is worthwile to note that, even in the general case where |Φ| > 1
holds and the ψ ∈ Φ are not necessarily injective, there is an operation of Φ∗ on the
homology groups Hn(L,M). This is due to the fact that the definition of an ascending
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L-presentation induces an action of Φ∗ on L. This action is induced by action of Φ on
the free group F (S). Since Hn(−,M) is a functor, the action extends to the homology
groups.
If |Φ| = n > 1, then the graph of groups consists of a bouquet of cycles, one for
each element of Φ. In this case, the long exact sequence that emerges from the cor-
responding operation of G on the univeral cover of the graph of groups defining G
is
...
⊕
φ∈Φ
Hn(L,M)→ Hn(L,M)→ Hn(G,M)→ Hn−1(L,M)→ ... ,
where the map
⊕
φ∈Φ
Hn(L,M) → Hn(L,M) is induced by the maps φ ∈ Φ, in com-
plete analogy to the case where |Φ| = 1 holds.
In the next two examples we consider the situation of groups acting on regular trees.
This is of interest because many of the finitely generated, non-finitely presentable
groups can be interpreted as subgroups of the automorphism groups of trees. Exam-
ples include the Grigorchuk group [16] and the Brunner-Sidki-Vieira group [8].
Example 6.2.5 (Self-similar groups) Let G be a self-similar group in the sense of
Nekrashevych [25], [26]. In that case there is a tree X∗ (which can be interpreted as
a free monoid over a finite setX) on whichG acts. G cannot invert any edges because
the root r of the tree (which has the interpretation of the empty word) has to be fixed
by every element of G. Inductively, the distance of each vertex to the root must also be
fixed under the action of G.
Since r is a fixed point of every tree automorphism, we know that Ge = G holds. For
that reason, let Σ0 be a complete set of representatives of orbits of 0-cells of X∗ \{r}.
The action of G on X∗ induces a spectral sequence by Theorem 6.2.3, and Lemma
6.1.1 produces the following long exact sequence:
...→ Hq(G,M)⊕ (
⊕
σ∈Σ0
Hq(Gσ,M))
dq−→ Hq(G,M) fq−→
⊕
σ∈Σ1
Hq(Gσ,M)→ Hq−1(G,M)⊕ (
⊕
σ∈Σ0
Hq−1(Gσ,M))
dq−1−→ ... .
This long exact sequence reflects the self-similarity of many of the groups in question
by the following observation. We make the definitions
Aq := Hq(G,M)⊕ (
⊕
σ∈Σ0
Hq(Gσ,M))
Bq :=
⊕
σ∈Σ1
Hq(Gσ,M).
Since the sequence
Aq
dq−→ Hq(G,M) fq−→ Bq
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is exact, we can divide out the kernel of dq. This induces an injective morphism d˜q with
the same image in Hq(G,M). Restricting the map fq to its image in the codomain, we
get a surjection of modules f˜q with the same kernel as fq. This amounts to saying that
the short sequence
0→ Aq/kernel(dq) d˜q−→ Hq(G,M) f˜q−→ im(fq)→ 0
is exact. Thus, the group Hq(G,M) is an extension of Aq/kernel(dq), but Hq(G,M)
is also a subgroup of Aq. This implies that, in this scenario, the group Hq(G,M) is
an extension of factor of a group Aq containing Hq(G,M) as a subgroup.
The fact that the root vertex was fixed by every group element in the last example
induced a reflection of the self-similarity in the long exact sequence. This prevents one
from applying the five lemma to get direct information about the possible isomorphism
types of the homology groups. In the following, last example, we assume that no
vertex or edge of our tree is fixed by the whole group.
Example 6.2.6 Let G be a group and T be a tree with a G-action such that no vertex
or edge of T is fixed by all of G and no edges are inversed by any element of G. This
implies that Gσ 6= G for all σ ∈ T . Therefore, the groups Gσ are proper subgroups
of G. Note that, depending on the concrete example, these stabilisers might still be
isomorphic to G. As in Example 6.2.5, we get a long exact sequence
...→
⊕
σ∈Σ0
Hq(Gσ,M)→ Hq(G,M)→
⊕
σ∈Σ1
Hq(Gσ,M)→
⊕
σ∈Σ0
Hq−1(Gσ,M)→ ... .
Since the group Hq(G,M) is expressed via the homology of proper subgroups in this
exact sequence, it is possible to use the five lemma in concrete examples to obtain in-
formation aboutHq(G,M). To do so, however, one would have to get a good interpre-
tation of the morphisms involved in the sequence, including the boundary maps. Since
this is a highly complicated matter, involving chasing around various maps through
the proof of Lemma 6.1.1, we will not give concrete examples.
This long, exact sequence is very similiar to the Mayer-Vietoris sequences encountered
in algebraic topology (cf. [10]), and in fact the basic idea used to derive the sequence
coincides in both cases - one uses the homology of substructures to get information
about the homology of the “big” structure.
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Summary and Outlook
7.1 Summary and Outlook
We set out to express finitely generated groups as (colimits of) ω-chains of groups. We
have shown in Theorem 3.1.2 that any finitely generated group does have such a “fini-
tary presentation”. Furthermore, we have found that any two finitely generated groups
- expressed via finitary presentations - are isomorphic if and only if there exist certain
natural transformations between coarsenings of a corresponding finitary presentations
in the comma category F (S) ↓ Grp, where S is a finite set and F (S) the free group,
freely generated by S (Theorem 3.2.6). The necessity of the comma category in this
setting is not surprising, as the existence of finite L-presentations for a group G also
depends on the (cardinality of the) generating set [3].
We have then shown that almost all of the theory developed so far extends to abstract
categories (Theorem 4.2.6). Furthermore, we were able to prove that it is possible
to change the category of our functors (or ω-chains or finitary presentations) so that
we get an equivalence to Grp
fg
, the category of finitely generated groups (Theorem
5.2.6). This statement does not involve the comma category, and shows that the ap-
proach is completely compatible with all the morphisms - not just isomorphisms - if
one is working in the right category. In fact, it shows that the structure of morphisms
between finitely generated groups is completely determined by chains of morphisms
between finitely presentable groups, as long as one is only interested in the groups up
to isomorphism.
Even though we have used group theoretic arguments in the proof of the equivalence
in Theorem 5.2.6, most of the arguments could be used in more general settings. Thus
it remains to investigate in future works if a similar equivalence holds for categories of
different type. Promising examples of these include semi-abelian categories, as these
share most categorial properties with the category of groups.
7.2 Zusammenfassung
Ziel des Hauptteils dieser Arbeit war es, den Zusammenhang zwischen der Funk-
torkategorie Grpω
fp
und der Kategorie der endlich erzeugten Gruppen zu untersuchen.
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Zuna¨chst zeigten wir, dass jede endlich erzeugte Gruppe isomorph zu einer Gruppe
der Form colim(F ) ist (Theorem 3.1.2), wobei colim : (GrpEpi
fp
)ω → Grp
fg
der
Kolimit-Funktor ist. Insbesondere bewiesen wir, dass dieser Funktor wohldefiniert
ist.
Daraufhin beschrieben wir, wie man, obwohl der Funktor colim Isomorphismen im
Allgemeinen nicht reflektiert, dennoch innerhalb der Funktorkategorie (GrpEpi
fp
)ω
entscheiden kann, ob das Bild colim(ν) eines Morphismus ν : F → G zwischen
zwei Funktoren F,G ein Isomorphismus ist (Theorem 3.2.6). Dazu ist es nicht no¨tig,
colim(F ), colim(G) oder colim(ν) explizit zu berechnen. Anschließend verallge-
meinerten wir diese Ergebnisse auf abstrakte Kategorien (Kapitel 4).
Schließlich verwendendeten wir Lokalisierungen von Kategorien, um die Existenz
einer kategorielle A¨quivalenz zwischen einer Modifikation1 der Funktorkategorie
(GrpEpi
fp
)ω und der Kategorie Grp
fg
der endlich erzeugten Gruppen zu zeigen (Theo-
rem 5.2.6).
Abschließend leiteten wir fu¨r einige Spezialfa¨lle endlich erzeugter Gruppen lange,
exakte Homologie-Sequenzen her (Kapitel 6). Zu diesem Zweck wurden Spektralse-
quenzen und a¨quivariante Homologiegruppen verwendet.
1Genauer: Einem Faktor einer Lokalisierung von (GrpEpi
fp
)ω .
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