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CANONICAL ARTIN STACKS OVER LOG SMOOTH SCHEMES
MATTHEW SATRIANO
Abstract. We develop a theory of toric Artin stacks extending the theories of toric
Deligne-Mumford stacks developed by Borisov-Chen-Smith, Fantechi-Mann-Nironi, and
Iwanari. We also generalize the Chevalley-Shephard-Todd theorem to the case of diago-
nalizable group schemes. These are both applications of our main theorem which shows
that a toroidal embedding X is canonically the good moduli space (in the sense of Alper)
of a smooth log smooth Artin stack whose stacky structure is supported on the singular
locus of X.
1. Introduction
Resolution of singularities is a fundamental tool in the study of singular schemes, yet
resolutions are oftentimes difficult to control. In certain cases, however, one can introduce
a canonical smooth stack which approximates a singular scheme X and serves as a replace-
ment for a resolution of singularities. The first known instance of this is when X is a scheme
over a field k with quotient singularities prime to the characteristic of k: for such X, there
is a smooth Deligne-Mumford stack X and a coarse space map f : X → X such that the
base change of f to the smooth locus of X is an isomorphism (see for example [Vi, 2.9]).
When the singularities of X are worse than quotient singularities, it is not possible to
find a Deligne-Mumford stack X as above. One can still hope, however, to “resolve the
singularities” of X by a smooth Artin stack. Typically Artin stacks do not have coarse
spaces, and the appropriate notion that replaces coarse space is that of good moduli space
(in the sense of [Al]).
Inspired by the work of Iwanari [Iw2], we restrict attention to a class of schemes which
carry more structure in hopes of being able to both construct a stacky resolution and say
more about it than we could for an arbitrary scheme. This richer class of schemes we look at
is that of fs log smooth log schemes X over k, where Spec k is given the trivial log structure
(or equivalently, the class of toroidal embeddings which are not necessarily strict). Our
main result is then:
Theorem 3.2. Let k be field and X be an fs log scheme which is log smooth over S = Spec k,
where S is given the trivial log structure. Then there exists a smooth log smooth Artin stack
X over S and a good moduli space morphism f : X→ X over S. Moreover, the base change
of f to the smooth locus of X is an isomorphism.
This is a generalization of [Iw2, Thm 3.3] where the result is proved for X all of whose
charts are given by simplicial toric varieties. The stack X has a moduli interpretation in
terms of log geometry and agrees with the stack Iwanari constructs when X is as in [Iw2,
Thm 3.3]. In addition to having a moduli interpretation, the stacky resolution f has the
property that it is an isomorphism away from codimension 2 on the source. This property
was particularly useful, for example, in [Sa2]: in [Sa1, Thm 1.10], we constructed analogous
stacky resolutions for schemes with linearly reductive singularities ([Sa1, Def 5.1]), and then
used such resolutions in [Sa2, Thm 4.8] to show the degeneracy of a variant of the Hodge-de
Rham spectral sequence in characteristic p.
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We give two applications of Theorem 3.2: a generalization of the Chevalley-Shephard-
Todd theorem ([Bo, §5 Thm 4]) to the case of diagonalizable group schemes and a gener-
alization of the work of [BCS, FMN, Iw1] on toric Deligne-Mumford stacks to the case of
toric Artin stacks.
Chevalley-Shephard-Todd Theorem for diagonalizable group schemes. We recall
that if k is a field and G is a finite (abstract) group which acts faithfully on a k-vector space
V , then g ∈ G is called a pseudo-reflection if V g is a hyperplane. The Chevalley-Shephard-
Todd Theorem states that if the order of G is prime to the characteristic of k, then the
invariants k[V ]G is a polynomial ring if and only if G is generated by pseudo-reflections.
There is a strong connection between the Chevalley-Shephard-Todd theorem and the
the existence of stacky resolutions for schemes with quotient singularities prime to the
characteristic. In fact, we hope to convince the reader that (at least in the setting of linearly
reductive group schemes) proving stacky resolution theorems as above is roughly equivalent
to proving Chevalley-Shephard-Todd type theorems. This philosophy is demonstrated, for
example, in [Sa1] where we generalized the Chevalley-Shephard-Todd theorem to the case
of finite linearly reductive group schemes and from this we deduced a stacky resolution
theorem [Sa1, Thm 1.10] for schemes with linearly reductive singularities. Conversely, in
this paper, we first prove a stacky resolution theorem for toroidal embeddings (Theorem
3.2) and then by reinterpreting its proof, arrive at a Chevalley-Shephard-Todd theorem for
diagonalizable group schemes G (see Theorem 4.7, which is a bit too technical to state in
the introduction).
We remark that in the process of proving Theorem 4.7, we give necessary and sufficient
conditions for when Spec(k[V ]G) is a simplicial toric variety (see Theorem 4.3, also obtained
by Wehalu in [We1, Thm 4.1]). We note that Theorem 4.7 recovers [We1, Thm 5.6], which
gives the result when G is a torus.
Toric Artin stacks. If we require that X is a toric variety rather than just a toroidal
embedding, then by considering variants of the moduli problem in Theorem 3.2, we produce
(Theorem 5.19) many smooth log smooth Artin stacks, all of which have X as a good moduli
space. Each of these Artin stacks has a dense open torus whose action on itself extends to
an action on the stack. Thus, these stacks should all be thought of as toric Artin stacks.
In [BCS], Borisov, Chen, and Smith introduce the notion of a stacky fan Σ and associate
to it a smooth Deligne-Mumford stack X(Σ). They refer to stacks obtained in this way as
toric Deligne-Mumford stacks. Fantechi, Mann, and Nironi [FMN] (and independently Iwa-
nari [Iw1]) took a different approach to toric stacks. They define a toric Deligne-Mumford
stack to be a smooth Deligne-Mumford stack X with a dense torus T whose action on itself
extends to an action on X. They then show that this definition is equivalent to the one
introduced in [BCS]; that is, every such stack is of the form X(Σ).
Analogously, one might hope that the moduli-theoretic Artin stacks we produce in The-
orem 5.19 also come from some sort of stacky fan. This is indeed the case. In Section 5.1,
we introduce a notion of stacky fan which generalizes that of [BCS], and associate to each
generalized stacky fan a smooth log smooth Artin stack. We then show in Theorem 5.20
that our moduli-theoretic stacks of Theorem 5.19 all come from generalized stacky fans.
We hope that Section 5 will form the basis for a theory of toric Artin stacks, extending the
theories of toric Deligne-Mumford stacks introduced in [BCS], [FMN], and [Iw1].
Notation and prerequisites. We assume the reader is familiar with log geometry as in
[Ka2]. For basic properties concerning monoids, we refer the reader to [Og, Chpt I]. Given
a monoid P and a ring R, we denote the standard log structure on SpecR[P ] by MP . If
X is a log scheme, we denote by Xtriv the locus where the log structure is trivial.
Given a geometric point x¯ of a scheme X, we let OX,x¯ denote the strict henselization of
OX,x, where x is the image of x¯ in X.
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Given an abelian group A and a scheme X, we denote by DX(A) := SpecX OX [A] the
diagonalizable group scheme over X associated to A. We often drop the subscript X when
it is understood from context.
2. Minimal Free Resolutions
In this section, we define the objects parameterized by the stack X of Theorem 3.2. We
begin by recalling some definitions. A monoid P is called toric if it is fine, saturated, and
P gp is torsion free. We denote by C(P ) the rational cone generated by P in P gp ⊗ Q. A
toric monoid P is called simplicially toric if the number of extremal rays of the dual cone
C(P )∨ is equal to the rank of P gp.
A morphism f : P → Q of integral monoids is called close if for all q ∈ Q, there exists
a positive integer n such that nq is in the image of f . We recall ([Iw2, Def 2.6]) that an
injective morphism i : P → F from a simplicially toric sharp monoid to a free monoid is
called aminimal free resolution if i is close and if for all injective close morphisms i′ : P → F ′
to a free monoid F ′ of the same rank as F , there is a unique morphism j : F → F ′ such
that i′ = ji. The stack Iwanari constructs in [Iw2, Thm 3.3] has a moduli interpretation in
terms of minimal free resolutions, so our first step is to generalize this notion. The key is
to replace his use of closeness in the above definition with that of exactness.
Definition 2.1 ([Og, Def I.2.1.8]). A morphism f : P → Q of integral monoids is exact if
the diagram
P
f //

Q

P gp
fgp // Qgp
is set-theoretically cartesian.
Note that if f : P → Q is sharp and exact, then it is automatically injective.
Let P be a toric sharp monoid. Let ρ1, . . . , ρd be the extremal rays of C(P )
∨ and de-
note by vi the first lattice point on ρi. Let F (P ) be the free monoid on the vi. We obtain
a morphism i : P → F (P ) defined by p 7→ (vi(p)).
Proposition 2.2. The morphism i : P → F (P ) is exact. Moreover, for any exact mor-
phism i′ : P → F to a free monoid F of rank d, there is a unique morphism j : F (P )→ F
such that i′ = ji.
Proof. We begin by showing that i is exact. This is equivalent to showing that if p ∈ P gp
and vi(p) ≥ 0 for all i, then p ∈ P . This, in turn, is equivalent to the statement that
P = (C(P )∨)∨ ∩ P gp. This latter statement follows, for example, from [Fu, p.9 (1)].
We now show that i is universal. Fix an isomorphism F ∼= Nd. Then i′ = (ϕi). Exactness
of i′ shows that an element p of P gp is in P if and only if ϕgpi (p) ≥ 0 for all i. Since p is in
P if and only if f(p) ≥ 0 for all f ∈ C(P )∨, we see
Cone(ϕ1, . . . , ϕd) = C(P )
∨ = Cone(v1, . . . , vd),
where Cone(w1, . . . , wd) denotes the cone generated by the lattice points wi ∈ Hom(P
gp,Z).
Since C(P )∨ has exactly d extremal rays, it follows that each ϕi lies on a distinct extremal
ray. Composing i′ by a uniquely determined permutation of coordinates, we can assume
that ϕi lies on the ray ρi. Since ϕi is a lattice point of Hom(P
gp,Q) (as ϕi takes integer
values on P ), and since vi is defined to be the first lattice point on the ray ρi, we have
ϕi = nivi for uniquely determined ni ∈ N. Hence,
∑
aivi 7→ (n1a1, . . . , ndad) is our desired
j. 
In light of this proposition, we make the following definition.
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Definition 2.3. Let P be a toric sharp monoid and let d be the number of extremal rays
of C(P )∨. A morphism i : P → F to a free monoid of rank d is a minimal free resolution if
it is exact and if for every exact morphism i′ : P → F ′ to a free monoid F ′ of rank d, there
is a unique morphism j : F → F ′ such that i′ = ji.
If all of the charts of X are given by simplicial toric varieties (as in the case Iwanari
considers), then one need only consider minimal free resolutions when constructing X. In
the non-simplicial case, however, X parametrizes morphisms obtained by “slicing” a minimal
free resolution by a suitable face:
Definition 2.4. Let P be a toric sharp monoid. A morphism of monoids i′ : P → F ′ is a
sliced resolution if there is a minimal free resolution i : P → F , a face H of F such that
i(P ) ∩H = 0, and an isomorphism of monoids F ′ → F/H over P .
If P is a simplicially toric sharp monoid, then the number of extremal rays of C(P )∨ is
equal to the rank of P gp. If i : P → F is a morphism to a free monoid of rank equal to that
of P gp, then i is exact if and only if it is injective and close. Using this observation, it is an
easy exercise to show that our definitions agree with those of Iwanari in the simplicial case:
Lemma 2.5. Let P be a simplicially toric sharp monoid and let i : P → F be a morphism
to a free monoid of rank equal that of P gp. Then the following are equivalent:
(1) i is a minimal free resolution in the sense of [Iw2, Def 2.6].
(2) i is a minimal free resolution in the sense of Definition 2.3.
(3) i is a sliced resolution.
We now globalize the above definitions to morphisms of log schemes.
Definition 2.6. A morphism f : (Y,MY )→ (X,MX) of fs log schemes is a minimal free
resolution, resp. a sliced resolution if for all geometric points y¯ of Y , the induced morphism
MX,f(y¯) −→MY,y¯
is a minimal free resolution, resp. a sliced resolution.
Proposition 2.7. Let P be a toric sharp monoid with minimal free resolution i : P → F .
If P0 is a face of P and F0 is the face of F generated by P0, then the induced morphism
P/P0 → F/F0 is a minimal free resolution.
Proof. Since any two minimal free resolutions of P are uniquely isomorphic over P , we can
assume F = F (P ) and i(p) = (vi(p)), where v1, . . . , vd are the first lattice points on the
extremal rays of C(P )∨. Let π : P → P/P0 be the natural projection.
One easily checks that P/P0 is a toric sharp monoid, and so it makes sense to speak
of its minimal free resolution. If vi(P0) = 0, then we obtain a well-defined morphism
wi : P/P0 → N given by wi(p¯) = vi(p). Note that wi is an extremal ray of C(P/P0)
∨.
Indeed, if ψ,ψ′ ∈ C(P/P0)
∨ such that ψ + ψ′ = wi, then ψπ + ψ
′π = vi. Since vi is an
extremal ray of C(P )∨, it follows that ψπ = avi for some a ∈ Q≥0, and so ψ = awi.
We claim that C(P/P0)
∨ is generated as a rational cone by the wi such that vi(P0) = 0.
Let ψ ∈ C(P/P0)
∨. Then ψπ =
∑
j ajvj for aj ∈ Q≥0. To prove our claim, we need only
show aℓ = 0 if vℓ(P0) 6= 0. If vℓ(p0) 6= 0 for some p0 ∈ P0, then since
0 = ψπ(p0) =
∑
j
ajvj(p0),
and all aj ≥ 0, we see aℓvℓ(p0) = 0 so aℓ = 0, and our claim follows.
We next show that F0 is the face generated by the vi with vi(P0) 6= 0. If vi(p0) 6= 0 for
some p0 ∈ P0, then vi(p0) > 0. As a result,
vi + ((vi(p0)− 1)vi +
∑
j 6=i
vj(p0)vj) = i(p0)
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is in the image of P0, so vi is in the face generated by P0; that is, vi ∈ F0. Conversely, if
vi ∈ F0, then by the definition of F0, there exists some p0 ∈ P0 and bj ∈ N such that
vi +
∑
j
bjvj = i(p0) =
∑
j
vj(p0)vj.
Hence, vi(p0) 6= 0.
To complete the proof of the proposition, note that the induced map P/P0 → F/F0 is
given by
p¯ 7−→
∑
vi(P0)=0
vi(p)v¯i =
∑
vi(P0)=0
wi(p¯)v¯i.
Since the wi such that vi(P0) = 0 are the distinct extremal rays of the rational cone
C(P/P0)
∨, we see that P/P0 → F/F0 is precisely the minimal free resolution P/P0 →
F (P/P0). 
As the following example shows, if H is a face of F and P0 = H ∩P , then P/P0 → F/H
is not in general a minimal free resolution.
Example 2.8. Let P be the (non-simplicial) toric sharp monoid which is free on x, y, z,
and w subject to the one relation x+ y = z +w. Then the map i : P → N4 defined by
i(x) = (1, 0, 0, 1), i(y) = (0, 1, 1, 0), i(z) = (1, 0, 1, 0), i(w) = (0, 1, 0, 1)
is a minimal free resolution. Let k be a field and let f : A4k → Spec k[P ] be the induced
morphism of log schemes. Let q : Spec k → A4 be the point corresponding to the map
k[N4] → k sending e1 and e2 to 1, and e3 and e4 to 0. The induced morphism MP,f(q¯) →
MN4,q¯ is equal to i
′ : P −→ N2 with
i′(x) = (1, 0), i′(y) = (0, 1), i′(z) = (1, 0), i′(w) = (0, 1).
This morphism is not a minimal free resolution; it is not even injective. However, i′ is
a sliced resolution. This general phenomenon is the content of the following proposition
which generalizes [Iw2, Prop 2.13].
Proposition 2.9. Let P be a toric sharp monoid and let i : P → F be a minimal free
resolution. If R is a ring, then the induced morphism f : SpecR[F ] → SpecR[P ] of log
schemes is a sliced resolution.
Proof. Let t¯ be a geometric point of SpecR[F ] and let p be the corresponding prime ideal
of R[F ]. Let H be the face of F consisting of elements which map to units under F →
R[F ]→ R[F ]p. ThenMP,f(t¯) →MF,t¯ is given by the natural map η : P/P0 → F/H, where
P0 = H ∩P . If we let F0 be the face of F generated by P0, we see F0 ⊂ H and so η factors
as
P/P0
ı¯
−→ F/F0 −→ F/H.
By Proposition 2.7, we see that ı¯ is a minimal free resolution. Since (H/F0) ∩ (P/P0) = 0,
we see then that η is a sliced resolution. 
Proposition 2.10. Let P be a toric sharp monoid and i : P → F an injective morphism to
a free monoid F . Let R be a ring and let (f, h) : (T,M)→ (SpecR[P ],MP ) be a morphism
of fine log schemes. If we have a commutative diagram
P
i //
π

F
γ

f−1MP,s¯
h¯s¯ //Ms¯
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and γ e´tale locally lifts to a chart, then in an fppf neighborhood of s¯, there is a chart
ǫ : F →M making the diagram
P
i //
π

F
ǫ

f∗MP
h //M
commute such that ǫ¯s¯ = γ.
Proof. We follow the proof of [Iw2, Prop 2.17]. We can find bases e1, . . . , er of P
gp and
e′1, . . . , e
′
d of F
gp, and positive integers λ1, . . . , λr such that i(ej) = λje
′
j . Let nj ∈ M
gp
s¯
such that nj = γ
gp(e′j). Then for j ≤ r,
(hπ)gps¯ (ej) = uj + λjnj
for some uj ∈ O
∗
T,s¯. After base changing to OT,s¯[T1, . . . , Tr]/(T
λi
i − ui), we have a map
η : F gp →Mgps¯ defined by η(e
′
j) = Tj + nj for j ≤ r, and η(e
′
j) = nj for r < j ≤ d. Note
that η = γgp and ηigp = (hπ)gps¯ . Let
β : F −→Mgps¯ ×Mgps¯ Ms¯ =Ms¯
be defined by β(f) = (η(f), γ(f)). Then βi = hs¯π. Since P and F are finitely-generated
monoids, β extends to a chart ǫ in an fppf neighborhood of s¯ such that ǫi = hπ. 
3. The Stacky Resolution Theorem
Throughout this section, k is a field and S = Spec k has the trivial log structure. Given
an fs log scheme X, we define a fibered category X over X-schemes as follows. Objects of
X(T ) are pairs (N , f), where N is a fine log structure on T and f : (T,N ) → (X,MX ) is
a sliced resolution whose map on underlying schemes is the structure morphism to X. A
morphism (N , f) → (N ′, f ′) of objects of X(T ) is a strict morphism h : (T,N ) → (T,N ′)
such that f = f ′h.
Then X is a stack on the e´tale site of X (in fact on the fppf site by [Ol, Thm A.1]),
although a priori it is not clear that X is an algebraic stack. Note that upon showing X
is algebraic, it inherits a natural log structure MX defined as follows: given a morphism
g : T → X corresponding to (N , f), we define g∗MX to be N .
Proposition 3.1. Let P be a toric sharp monoid and i : P → F a minimal free resolution.
Let R be a ring and G be the group scheme D(F gp/P gp) over R. If X = SpecR[P ], then
X is isomorphic to Y := [SpecR[F ]/G] over X.
Proof. Let h : Y → X and π : SpecR[F ] → Y be the natural morphisms. By [Ol, Prop
5.20], the stack Y has the following moduli interpretation. The fiber over f : T → X is the
groupoid of triples (N , η, γ), where N is a fine log structure on T , where γ : F → N is a
morphism which e´tale locally lifts to a chart, and where η : f∗MP → N is a morphism of
log structures such that
P
i //

F
γ

f−1MP
η¯ // N
commutes.
We show that η is a sliced resolution. Let g : T → Y be the morphism representing
(N , η, γ) and let t¯ be a geometric point of T . Since π is surjective, we have a dotted arrow
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making the diagram
SpecR[F ]
π

t¯ //
66♠♠♠♠♠♠♠♠ T
g //
f $$■
■■
■■
■■
■■
■ Y
h

SpecR[P ]
commute. Recall from the proof of [Ol, Prop 5.20] that η is simply the pullback under g of
the natural morphism h∗MP →MY . Therefore, η¯t¯ is the morphism
MP,hπ(t¯) = (π
∗h∗MP )t¯ −→ (π
∗MY)t¯ =MF,t¯,
which is a sliced resolution by Proposition 2.9.
We therefore have a morphism Φ : Y → X of stacks which forgets γ. To prove full
faithfulness of Φ, we must show that if
(Nj, ηj : f
∗MP −→ Nj, γj : F −→ N j)
are objects of Y for j = 1, 2, then any isomorphism of log structures ξ : N1 → N2 such that
ξη1 = η2 automatically satisfies ξ¯γ1 = γ2. The equality ξ¯γ1 = γ2 can be checked on stalks.
Let t ∈ T . Since the γj e´tale locally lift to charts ǫj : F → Nj, we see that N 1,t¯ and N 2,t¯
are both free, as γj,t¯ = ǫ¯j,t¯ is a quotient by a face. They have the same rank r since ξ¯t¯ is an
isomorphism.
Let e1, . . . , ed be the irreducible elements of F . Since any two minimal free resolutions of
P are uniquely isomorphic over P , we can assume i(p) =
∑
vi(p)ei, where v1, . . . , vd are the
extremal rays of C(P )∨. Let e′1, . . . , e
′
r be the irreducible elements of N 1,t¯ and let e
′′
1 , . . . , e
′′
r
be the irreducible elements of N 2,t¯. Then for j = 1, 2, there exists a subset Sj of {1, . . . , d}
and a bijection σj : Sj → {1, . . . , r} such that
γ1,t¯(ei) =
{
e′σ1(i), i ∈ S1
0, i /∈ S1
and γ2,t¯(ei) =
{
e′′σ2(i), i ∈ S2
0, i /∈ S2
We also have a bijection τ : {1, . . . , r} → {1, . . . , r} such that ξ¯t¯(e
′
i) = e
′′
τ(i). To show
(ξ¯γ1)t¯ = γ2,t¯, we must show S1 = S2 and τσ1 = σ2. While we do not yet know (ξ¯γ1)t¯ = γ2,t¯,
we do know that this equality holds if we precompose with i. That is, we have∑
i∈S1
vi(p)e
′′
τσ1(i)
=
∑
i∈S2
vi(p)e
′′
σ2(i)
for all p ∈ P . Comparing the e′′j coordinates, we see
v(τσ1)−1(j)(p) = vσ−1
2
(j)(p)
for all p ∈ P . Since the vi are the distinct extremal rays of C(P )
∨, we must have
(τσ1)
−1(j) = σ−12 (j). Since this is true for all j, we have S1 = S2 and τσ1 = σ2. This
completes the proof that Φ is fully faithful.
We now prove essential surjectivity of Φ. Let f : (T,N ) → (X,MP ) be a sliced resolu-
tion. By full faithfullness, we need only show that f is fppf locally in the image of Φ. Let
t¯ be a geometric point of T . Then MP, ¯f(t) = P/P0 for some face P0 of P . If F0 is the face
of F generated by P0, then by Proposition 2.7, the natural morphism P/P0 → F/F0 is a
minimal free resolution. Since f¯t¯ : MP, ¯f(t) → N t¯ is a sliced resolution by assumption, it
has the form
P/P0 −→ F/F0 −→ (F/F0)/F1
for some face F1 of F/F0 such that F1 ∩ (P/P0) = 0. Letting H be the face of F such that
H/F0 = F1, we see that
P −→ f−1MP,t¯ −→ N t¯
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factors as
P −→ F −→ F/H.
Proposition 2.10 then shows that fppf locally, f is in the image of Φ. 
Theorem 3.2. Let X be an fs log scheme which is log smooth over S. Then X is a smooth
log smooth Artin stack over S and the structure map f : X → X is a good moduli space
morphism. Moreover, the base change of f to the smooth locus of X is an isomorphism.
Proof. To check that X is a smooth log smooth Artin stack over S, it suffices to look strict
e´tale locally on X. Since X is log smooth over S, Theorem 4.8 and Lemma 7.1 of [Ka1] show
that there is a strict e´tale cover h : Y → X and a smooth strict morphism g : Y → Z, where
Z = Spec k[P ] with P a toric sharp monoid. Let i : P → F be a minimal free resolution.
Then Proposition 3.1 shows that X×X Y is isomorphic to Y ×Z Y , where G = D(F
gp/P gp)
and Y = [Spec k[F ]/G]. Since Y is a smooth log smooth Artin stack over S, it follows that
X is as well.
To show f is a good moduli space morphism, by [Al, Prop 4.7 (ii)] it suffices to show
this is true for X×X Y → Y . Since k[F ]
G = k[P ], the map Y → Z is a good moduli space
morphism by [Al, Ex 8.3]. Then Y ×Z Y → Y is a good moduli space morphism, as such
maps are stable under base change by [Al, Prop 4.7 (i)].
Lastly, if x ∈ Xsm, then MX,x¯ is free by [Iw2, Lemma 3.8]. So, every sliced resolution
(T,N ) → (Xsm,MX |Xsm) is strict and therefore has no automorphisms. This shows that
the base change of f to Xsm is an isomorphism. 
Remark 3.3. We can improve slightly on [Iw2, Thm 3.3(2)]. If X is a good toroidal
embedding ([Iw2, 1.2]), then X is a tame Artin stack in the sense of [AOV]. It follows from
[Sa1, Lemma 5.5] that [Iw2, Thm 3.3(2)] still holds for such X. That is, we do not need to
assume that X is a tame toroidal embedding ([Iw2, 1.2]).
We end this section by showing that Iwanarai’s stack of admissible free resolutions can
also be generalized to the case when the charts of X are given by toric monoids which are
not necessarily simplicial. Throughout the rest of this section, X is an fs log scheme which
is log smooth over S.
Definition 3.4. Let P be a toric sharp monoid, i : P → F be a minimal free resolution,
and bi be positive integers indexed by the irreducible elements F . Then i
′ : P → F ′ is a
(bi)-free resolution if there is an isomorphism ξ : F
′ → F such that ξi′ equals
P
i
−→ F
·(bi)
−→ F.
We say that P → F ′′ is a (bi)-sliced resolution if there is a (bi)-free resolution i
′ : P → F ′,
a face H of F ′ such that i′(P ) ∩H = 0, and isomorphism F ′′ → F ′/H over P .
To define the corresponding notions for morphisms of log schemes, we first generalize
[Iw2, Prop 3.1]. Recall from the Notation section that Xtriv denotes the locus of X where
the log structure is trivial.
Proposition 3.5. For every point x ∈ X, there is a natural map from the set I of irreducible
elements of the minimal free resolution of MX,x¯ to the set of irreducible components of
X rXtriv that contain x.
Proof. It is enough to prove that I is in canonical bijection with the set of irreducible
components of the inverse image of X r Xtriv in the strict henselization SpecOX,x¯. To
show this, it suffices to work with a strict e´tale neighborhood of x¯. By Theorem 4.8 and
Lemma 7.1 of [Ka1], we can therefore assume that there is a strict smooth morphism
f : X → Speck[P ], where P is a toric sharp monoid, f(x) is the torus-invariant point of
the toric variety Speck[P ], and the irreducible components of X rXtriv are precisely the
inverse images of the torus-invariant divisors of Spec k[P ]. We can therefore replace X by
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Spec k[P ] and x by the torus-invariant point. In this case, the result is clear as there is a
natural bijection between the extremal rays of C(P )∨ and the torus-invariant divisors of
Spec k[P ]. 
Definition 3.6. Let bi be a positive integer for every irreducible componentDi ofXrX
triv .
Given a geometric point x¯ of X with image x ∈ X, let I(x¯) be the set of irreducible
components of X rXtriv that contain x. Then a morphism f : (Y,MY )→ (X,MX ) from
a fine log scheme is a (bi)-free resolution, resp. a (bi)-sliced resolution if for all geometric
points y¯ of Y , the induced morphism
MX,f(y¯) −→MY,y¯
is a (bi)i∈I(f(y¯))-free resolution, resp. a (bi)i∈I(f(y¯))-sliced resolution.
With this definition in place, for any choice bi of positive integers indexed by the irre-
ducible components of X rXtriv, let X(bi) be the fibered category over X-schemes defined
as follows. Objects of X(bi)(T ) are pairs (N , f), where N is a fine log structure on T and
f : (T,N ) → (X,MX ) is a (bi)-sliced resolution whose map on underlying schemes is the
structure morphism to X. A morphism (N , f) → (N ′, f ′) of objects of X(X,MX )(T ) is a
strict morphism h : (T,N )→ (T ′,N ′) such that f = f ′h.
As before, this fibered category is a stack on the fppf site by [Ol, Thm A.1]. After
replacing the use of minimal free resolutions by (bi)-free resolutions, and sliced resolution
by (bi)-sliced resolution, the proofs of Propositions 2.9 and 3.1 yield the following two
results:
Proposition 3.7. Let P be a toric sharp monoid, i : P → F be a minimal free resolution,
and bi be positive integers indexed by the irreducible elements of F . If i
′ : P → F ′ is a
(bi)-free resolution and X = Speck[P ], then the induced morphism f : X → Speck[F
′] of
log schemes is a (bi)-sliced resolution; here we are using the natural map of Proposition
3.5 from the set of the irreducible elements of F to the set of irreducible components of
X rXtriv.
Proposition 3.8. Let P be a toric sharp monoid, i : P → F be a minimal free resolution,
and bi be positive integers indexed by the irreducible elements of F . If i
′ : P → F ′ is a (bi)-
free resolution and X = Speck[P ], then X(bi) is isomorphic to [Speck[F
′]/D(F ′gp/i′(P gp))]
over X.
We now prove an analogue of Theorem 3.2. Note that if some bi > 1, then a (bi)-sliced
resolution P → F ′ may have automorphisms, even if P is free. As a result, the morphism
X(bi) → X is not an isomorphism over X
sm; however, it is an isomorphism over Xtriv :
Theorem 3.9. Let bi be a positive integer for every irreducible component Di of XrX
triv.
Then X(bi) is a smooth log smooth Artin stack over S. The natural map X(bi) → X is a
good moduli space morphism and the base change of this map to Xtriv is an isomorphism.
Proof. The proof that X(bi) is a smooth log smooth Artin stack with good moduli space
X is the same as in Theorem 3.2. Lastly, if x ∈ Xtriv, then MX,x¯ = 0, so every (bi)-
sliced resolution of MX,x¯ is an isomorphism. Hence, every (bi)-sliced resolution (T,N ) →
(Xtriv ,MX |Xtriv) has no automorphisms. 
The X(bi) are all root stacks of the stack X = X(1) in Theorem 3.2. As we will see in
Section 5, if we restrict X to being a toric variety, rather than an arbitrary log smooth
log scheme, then we can construct many other moduli-theoretic smooth log smooth stacks
having X as a good moduli space.
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4. The Chevalley-Shephard-Todd Theorem
for Diagonalizable Group Schemes
Throughout this section, k is a field and A is a finitely-generated abelian group. We
let G = D(A) be the diagonalizable group scheme over k associated to A and we fix a
faithful action of G on a finite-dimensional k-vector space V . Our goal in this section is
to give necessary and sufficient conditions for when the invariants k[V ]G is a polynomial
algebra over k. In the process of working toward this goal, we give necessary and sufficient
conditions for when Spec(k[V ]G) is a simplicial toric variety, see Theorem 4.3 (also obtained
by Wehlau in [We1, Thm 4.1]).
Definition 4.1. An action of a torus T on a finite-dimensional k-vector space W is called
stable if there is a dense open subset of Speck[W ] which is a disjoint union of closed T -
orbits. An action of a diagonalizable group scheme G on W is called stable if the induced
action of its maximal torus is stable.
Choosing V ′ ⊂ V as in [We2, Lemma 2], we see that V ′ is invariant under G and stable.
Furthermore, we have k[V ]G = k[V ′]G. Replacing G by the quotient of the kernel of the
representation on V ′, we can assume that the action on V ′ is faithful and stable. So, for
the purposes of studying k[V ]G, we may assume the G-action on V is faithful and stable.
We assume this is the case throughout the rest of this section.
Definition 4.2. LetM be a finitely-generated abelian group and T = D(M) the associated
torus over k. A faithful T -action on a finite-dimensional k-vector space W with weights
m1, . . . ,md ∈ M is called orderly if there are weights mi1 , . . . ,mir which are a basis for
M ⊗Z Q and such that all other weights are non-positive rational linear combinations of
the mij . We say that mi1 , . . . ,mir is an orderly basis. An action of a diagonalizable group
scheme G on W is called orderly if the induced action of its maximal torus is orderly.
We can now state the first main result of this section.
Theorem 4.3. The G-action on V is orderly if and only if Spec(k[V ]G) is a simplicial
toric variety .
To prove Theorem 4.3, we need the following two technical lemmas.
Lemma 4.4. There is a morphism π : F ′ → A from a free monoid such that k[V ] = k[F ′]
and the G-action on k[V ] agrees with action induced by π. Furthermore, there is an injective
exact morphism i′ : P → F ′ from a toric sharp monoid P such that A = F ′gp/i′(P gp) and
the induced morphism k[P ]→ k[F ′]G is an isomorphism.
Proof. Since G is diagonalizable, we can write V =
⊕
Vi, where the Vi are one-dimensional
subrepresentations. Let e′i be a basis of Vi, and let F
′ be the free monoid on the e′i. The G-
action on V yields an A-grading, and hence a map π : F ′ → A. It is clear that k[V ] = k[F ′]
and that the G-action on k[V ] agrees with the one induced by π. The map πgp : F ′gp → A
is surjective, as the G-action on V is faithful.
Since the G-action on k[F ′] is linear, it is a toric action. Let P ⊂ F ′ be the submonoid
of monomials such that k[P ] = k[F ′]G, and let i′ : P → F ′ denote the inclusion. Note
that the torus T ′ := Speck[F ′gp] of Spec k[F ′] is a disjoint union of closed T -orbits, where
T = D(A/Ators) is the maximal torus of G. Indeed, if T
′ contains a T -orbit Z which is
not closed, then translating Z by T ′ covers T ′ by T -orbits which are not closed, violating
the assumption that the G-action on V is stable. Similarly, we see that the G-action on T ′
is free. It follows that the torus Spec k[P gp] of Speck[P ] is equal to Spec k[F ′gp]G, and so
A = F ′gp/i′(P gp). Lastly, to see i′ is exact, note that if f ′ ∈ F ′ has the same image in F ′gp
as an element of P gp, then π(f ′) = 0, and so f ′ ∈ P . 
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Throughout the rest of this section, we fix the following notation. Let i : P → F be a
minimal free resolution and let e1, . . . , ed be the irreducible elements of F . Then
i(p) =
∑
i
vi(p)ei,
where v1, . . . , vd are the first lattice points on the extremal rays of C(P )
∨. Let e′1, . . . , e
′
d′
be the irreducible elements of F ′ and let w1, . . . , wd′ ∈ Hom(P,N) such that
i′(p) =
∑
j
wj(p)e
′
j
for all p ∈ P . As in the proof of Proposition 2.2, exactness of i′ shows that
Cone(w1, . . . , wd′) = C(P )
∨ = Cone(v1, . . . , vd).
Let M = A/Ators, so that D(M) is the maximal torus of G, and let mi be the image of
π(e′i) in M .
Lemma 4.5. Let S ⊂ {1, . . . , d′}. Then {mi}i∈S is an orderly basis if and only if there
exists a basis {pj}j /∈S of P
gp⊗Q with each pj ∈ P satisfying wj(pj) > 0, and wℓ(pj) = 0 if
j, ℓ /∈ S and j 6= ℓ.
Proof. We first assume there exists a basis {pj}j /∈S of P
gp ⊗Q as above and show {mi}i∈S
is an orderly basis. Let aj = wj(pj) > 0 and let aij = wi(pj) ≥ 0 for i ∈ S. Since the pj
form a basis for P gp ⊗Q, we see that
|S| = d′ − rankP gp,
which is the rank of M , by Lemma 4.4. To prove {mi}i∈S is a basis of M ⊗Q, we therefore
need only show that these elements are linearly independent. If
∑
i∈S cimi = 0 for some
ci ∈ Q, then since
0 −→ P gp ⊗Q
i′gp
−→ F ′gp ⊗Q
πgp
−→ A⊗Q −→ 0
is an exact sequence, we have ∑
i∈S
cie
′
i = i
′(p)
in F ′gp ⊗ Q for some p ∈ P gp ⊗ Q. Writing p =
∑
j /∈S c
′
jpj for c
′
j ∈ Q, and comparing the
e′j coordinates above, we see c
′
jaj = 0, which shows that p = 0, and so the ci = 0 as well.
This shows that {mi}i∈S is a basis of M ⊗Q.
To show that the {mi}i∈S form an orderly basis, note that for j /∈ S,
aje
′
j +
∑
i∈S
aije
′
i =
d′∑
ℓ=1
wℓ(pj)e
′
ℓ = i
′(pj).
Since the aij ≥ 0, we see then that mj is a non-positive rational linear combination of the
mi for i ∈ S.
We now prove the “only if” direction of the lemma. If j /∈ S, then mj is a non-positive
rational linear combination of the mi for i ∈ S. We therefore have some positive integer aj ,
non-negative integers aij , and some pj ∈ P
gp such that
aje
′
j = −
∑
i∈S
aije
′
i +
d′∑
ℓ=1
wℓ(pj)e
′
ℓ.
We see then that wj(pj) = aj, wi(pj) = aij if i ∈ S, and wℓ(pj) = 0 otherwise. Since wℓ(pj)
is non-negative for all ℓ, exactness of i′ shows that pj ∈ P .
We prove that the pj form a basis for P
gp⊗Q. Since the rank of P gp is d′− |S|, we need
only show that the pj are linearly independent. If
∑
j /∈S cjpj = 0 for cj ∈ Q, then applying
wj0 for j0 /∈ S shows that cj0aj0 = 0. Since aj0 is positive, we have cj0 = 0, as desired. 
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Proof of Theorem 4.3. Since Cone(w1, . . . , wd′) = C(P )
∨ = Cone(v1, . . . , vd), after possibly
reordering the wj , we can assume that wj is a positive multiple of vj for j ≤ d.
Suppose first that P is simplicial. Then i : P → F is close, so for all j ≤ d, there exists
pj ∈ P and a positive integer λj such that i(pj) = λjej . Since i(p) =
∑
vi(p)ei and P is
simplicial, we see that the pj form a basis for P
gp ⊗ Q, that vj(pj) = λj > 0, and that
vℓ(pj) = 0 for j, ℓ ≤ d with j 6= ℓ. Since wj is a positive multiple of vj for j ≤ d, we see
that Lemma 4.5 finishes the proof of the “if” direction.
Assume now that the G-action on V is orderly. Let S and {pj}j /∈S be as in Lemma
4.5, and let aj = wj(pj). To prove the “only if” direction, it suffices to prove the stronger
assertion that the extremal rays of C(P )∨ are precisely the rational rays defined by the wj
for j /∈ S, with each wj lying on a distinct extremal ray. Indeed, P is then simplicial, as
d = d′ − |S| = rankP gp.
We begin by showing that the wj for j /∈ S lie on extremal rays. Fix j0 /∈ S and suppose
that wj0 does not lie on an extremal ray. Then we have
wj0 =
r∑
ℓ=1
c′ℓviℓ
for positive rational numbers c′ℓ, distinct iℓ, and r ≥ 2. If j /∈ S and j 6= j0, then wj0(pj) = 0.
Since pj ∈ P , we see the viℓ(pj) ≥ 0, and so viℓ(pj) = 0. Since the pj for j /∈ S form a basis
for P gp ⊗ Q, we see that the viℓ are determined by their values on pj0 . They therefore all
define the same extremal ray, which is a contradiction.
To prove that the wj for j /∈ S lie on distinct extremal rays, assume there exist distinct
j and ℓ with j, ℓ /∈ S and a positive rational number c such that wℓ = cwj . Then we see
0 = wℓ(pj) = cwj(pj) = caj > 0
which is a contradiction.
Lastly, we show that every extremal ray is in fact rationally generated by some wj for
j /∈ S. Since Cone(w1, . . . , wd′) = C(P )
∨, every extremal ray of C(P )∨ must be rationally
generated by some wi. Since the wj for j /∈ S lie on distinct extremal rays, they define a
basis for the Q-vector space Hom(P gp,Z)⊗Q. Hence for i ∈ S, we have c′ij ∈ Q such that
wi =
∑
j /∈S
c′ijwj.
Since 0 ≤ wi(pj) = c
′
ijaj, we see that the c
′
ij ≥ 0. Therefore, if wi generates an extremal
ray ρ, then ρ is rationally generated by some wj for j /∈ S. 
Proposition 4.6. If k[V ]G is a polynomial algebra, then the G-action on V is orderly.
Proof. If k[V ]G is polynomial, then P is free. Since Cone(w1, . . . , wd′) = Cone(v1, . . . , vd),
after possibly reordering the wj , we can assume that for j ≤ d there is a positive integer cj
such that wj = cjvj , and that for j > d there are cij ∈ Q≥0 such that
wj =
d∑
i=1
cijvi.
Then i′gp : P gp → F ′gp is given by the d′ × d matrix whose top d× d block is diagonal with
j-th diagonal entry given by cj , and whose bottom (d
′ − d) × d block is given by (cij)i,j .
Therefore, we see that md+1, . . . ,md′ is a basis for M ⊗Q and that for j ≤ d,
mj = −
∑
i>d
cij
cj
mi
is a non-positive rational linear combination of md+1, . . . ,md′ . 
We now turn to the second main result of this section, the Chevalley-Shephard-Todd
theorem for diagonalizable group schemes.
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Theorem 4.7. If the G-action on V is orderly, then fix an orderly basis m1, . . . ,mℓ and
let F ′0 be the face generated by the elements of F
′ which map to positive linear combinations
of m1, . . . ,mℓ. If B denotes the image of F
′
0
gp
in A under πgp, then A/B is a finite abelian
group and the induced action of D(A/B) on k[F ′/F ′0] has the property that
k[V ]G = k[F ′/F ′0]
D(A/B);
therefore k[V ]G is polynomial if and only if the action of D(A/B) on k[F ′/F ′0] is generated
by pseudo-reflections, as defined in [Sa1, Def 1.2].
Proof. Without loss of generality, we can assumemd+1, . . . ,md′ is an orderly basis. Then the
proof of Theorem 4.3 shows that Cone(w1, . . . , wd) = C(P )
∨. After reordering w1, . . . , wd if
necessary, we can assume that for j ≤ d there are positive integers cj such that wj = cjvj ,
and for j > d there are cij ∈ Q≥0 such that
wj =
d∑
i=1
cijvi.
Note that F ′0 is the face of F
′ generated by the e′i for i > d. Letting n be a positive integer
such that ncij is an integer for all i, j, we have a commutative diagram
F
ψ // F ′
π′ // F ′/F ′0
P
i
OO
i′ // F ′
·n
OO
π′ // F ′/F ′0
·n
OO
Here π′ is the natural projection and
ψ(ei) = ncie
′
i +
∑
j>d
ncije
′
j .
We see then that π′ψ(ei) = ncie
′
i, and so π
′ψ is exact. Since the multiplication by n map
from F ′/F ′0 to itself is exact, [Og, Prop I.4.1.3(2)] shows that π
′i′ is exact as well. Hence,
k[V ]G = k[P ] = k[F ′/F ′0]
D((F ′/F ′
0
)gp/π′i′(P gp)).
Furthermore, since P is simplicial by Theorem 4.3, and since F ′/F ′0 is free of the same rank
as P gp, we see that (F ′/F ′0)
gp/π′i′(P gp) is a finite group. Note that by the definition of B,
there exists a morphism ϕ making the diagram
F ′gp
π′ //

F ′gp/F ′0
gp
ϕ

A // A/B
commute. One easily checks that the kernel of ϕ is π′i′(P gp), and so A/B is isomorphic to
(F ′/F ′0)
gp/π′i′(P gp). This proves that A/B is a finite group and that
k[V ]G = k[F ′/F ′0]
D(A/B)
as desired. Lastly, since D(A/B) is a finite diagonalizable group scheme, we see from
Theorem 1.6 and Proposition 2.2 of [Sa1] that k[V ]G is polynomial if and only if the action
of D(A/B) on k[F ′/F ′0] is generated by pseudo-reflections. 
Example 4.8. Let V be a 3-dimensional vector space with basis a, b, c. Consider the action
of G = Gm × µ2 on V described as follows. Let Gm acts on a, b, c with weights 1, 1,−2,
respectively, let µ2 act trivially on b and c, and act on a via the non-trivial character. One
checks that k[V ]G = k[a2c, b2c], which is polynomial.
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Note that −2 is an orderly basis for the G-action. Let F ′ be the free monoid on a, b, c.
Then A = Z⊕ Z/2 and π : F ′ → A is given by
π(a) = (1, 1), π(b) = (1, 0), π(c) = (−2, 0).
We see F ′0 is the submonoid of F
′ generated by c, and B = 2Z ⊕ 0 ⊂ A. The induced
morphism
F ′/F ′0 −→ A/B ≃ Z/2⊕ Z/2
sending a¯ to (1, 1) and b¯ to (1, 0) yields an action of µ2 × µ2 on k[F
′/F ′0]. When the
characteristic of k is not 2, we can identify µ2 × µ2 with Z/2× Z/2, and we see that (0, 1)
and (1, 1) are pseudo-reflections that generate Z/2 × Z/2. More generally, when k has
arbitrary characteristic, the action of µ2 × µ2 is generated by the pseudo-reflections 1× µ2
and the diagonal copy of µ2 (see [Sa1, Def 1.2] for the definition of pseudo-reflections for
actions of finite linearly reductive group schemes). Hence, Theorem 4.7 predicts k[V ]G is
polynomial, which is the case as we saw above. We remark that
k[V ]Gm = k[a2c, abc, b2c] ≃ k[x, y, z]/(xz − y2),
which is not polynomial.
5. Toric Artin Stacks
Throughout this section, let k be a field endowed with the trivial log structure. In
Subsection 5.1, we generalize the definition of stacky fan given in [BCS] and associate to a
generalized stacky fan Σ = (N,Σ, β) a smooth log smooth Artin stack X(Σ). In Subsection
5.2, we prove that X(Σ) is the good moduli space of X(Σ). In Subsection 5.3, we show that
under suitable conditions, X(Σ) has a log geometric moduli interpretation.
5.1. Generalized Stacky Fans and their associated Toric Artin Stacks. Given an
abelian group A, we let A∗ = Hom(A,Z). Given a finitely-generated abelian group N and
a rational fan Σ on N ⊗ Q, we let Σ(1) be the set of rays of the fan. We denote by d the
rank of N and n the order of Σ(1). Let M = N∗.
We introduce the following notion of a generalized stacky fan. We frequently drop the
word “generalized” when referring to it.
Definition 5.1. A generalized stacky fan Σ consists of a finitely-generated abelian group
N , a rational fan Σ on N ⊗ Q such that the rays of Σ span N ⊗ Q, a choice of r ∈ N,
and a morphism β : ZΣ(1) × Zr → N . Let eρ be the generator of Z
Σ(1) corresponding to
a ray ρ ∈ Σ(1). We require that β(eρ) ⊗ 1 lie on the ray ρ and that β maps the standard
generators of Zr to the support of Σ. We often suppress r and write Σ = (N,Σ, β).
Throughout this subsection and the next, we fix for every stacky fan Σ = (N,Σ, β) an
ordering on the rays of Σ(1) so that β is a map from Zn+r. In Subsection 5.3, however,
canonicity will be more important.
Remark 5.2. Note that in Definition 5.1 we do not require that the β(ej) be distinct. Some
of the β(ej) can even be zero, which corresponds to the associated stack X(Σ) containing
a copy of [A1/Gm].
Remark 5.3. In [Ji, §2], Jiang introduces a notion of extended stacky fans which is
equivalent to our definition above, but he requires that Σ be simplicial and the stacks he
associates to extended stacky fans are all Deligne-Mumford. His goal is to obtain suitable
presentations of toric Deligne-Mumford stacks rather than construct toric Artin stacks.
We show now how to associate to a stacky fanΣ = (N,Σ, β) a log Artin stack (X(Σ),MX(Σ)).
We follow the procedure in [BCS]. Consider the exact triangle
Zn+r
β
−→ N −→ Cone(β)
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in the derived category. Applying RHom(−,Z) and taking cohomology, we obtain an exact
sequence
N∗
β∗
−→ (Zn+r)∗ −→ H1(Cone(β)∗) −→ Ext1Z(N,Z) −→ 0.
We define β∨ : (Zn+r)∗ → DG(β) to be the connecting homomorphism above and let
DG(β) := H1(Cone(β)∗).
Remark 5.4. As in the last paragraph of [BCS, p.195], we have the following concrete
description of DG(β) and β∨. Let
0 −→ Zℓ
Q
−→ Zd+ℓ −→ N −→ 0
be a free resolution of N . If B : Zn+r → Zd+ℓ is a lift of β, then
DG(β) = coker([BQ]∗)
and β∨ is the composite (Zn+r)∗ → (Zn+r+ℓ)∗ → DG(β).
We construct X(Σ) as the quotient of an open subscheme of An+r. Consider the ideal
JΣ = 〈
∏
β(ei)⊗1/∈σ
xi | σ ∈ Σ〉
of k[x1, . . . , xn+r]. If we let GΣ be the diagonalizable group scheme associated to DG(β),
then via β∨ we have a morphism GΣ → G
n+r
m . Restricting the usual action of G
n+r
m ,
we obtain an action of GΣ on A
n+r = Speck[x1, . . . , xn+r]. Since V (JΣ) is a union of
coordinate subspaces, we see that ZΣ := A
n+r r V (JΣ) is GΣ-invariant. We obtain a log
structure MZΣ on ZΣ by pulling back the standard log structure on A
n+r. Note that the
GΣ-action on ZΣ extends to the log scheme (ZΣ,MZΣ). We define
X(Σ) = [ZΣ/GΣ]
and obtain a log structure MX(Σ) on X(Σ) by descent. We see then that X(Σ) is smooth
and that (X(Σ),MX(Σ)) is log smooth.
Definition 5.5. The log stacks (X(Σ),MX(Σ)) obtained from stacky fans Σ via the above
construction are called toric Artin stacks.
We end this subsection with a series of examples.
Example 5.6. If Σ = (0, 0, β : Zd → 0), then X(Σ) = [Ad/Gdm], which is a smooth toric
Artin stack in the sense of Lafforgue [La, IV.1.a].
Example 5.7. Let N = Z2 and let σ be the cone generated by the rays (1, 0) and (1, 2).
Let Σ be the rational fan consisting of σ and its faces, so that the toric variety X(Σ) is the
spectrum of R := k[x, y, z]/(xy − z2). Consider the morphism
β : Z3 −→ N
β(e1) = (1, 0), β(e2) = (1, 2), β(e3) = (1, 1).
If Σ = (N,Σ, β), then X(Σ) = [A3/Gm], where Gm acts with weights 1, 1,−2. As we saw
in Example 4.8, the Gm-invariants of this action is given by SpecR; that is, X(Σ) is the
good moduli space of X(Σ). We will see in Theorem 5.12 that this a general phenomenon.
In Theorem 3.2 we proved that every toroidal embedding X has a stacky resolution. If
X is a toric variety, then we can describe this stacky resolution as a toric stack:
Example 5.8. Given a normal toric variety X defined by a rational fan Σ on N , let
β : ZΣ(1) → N send eρ to the first lattice point on ρ. Let Σ
can := (N,Σ, β). We will see in
Theorem 5.20 that X(Σcan) and the stack of Theorem 3.2 are isomorphic as log stacks over
X.
If X(Σ) is a simplicial toric variety, X is a toric Deligne-Mumford stack, and π : X →
X(Σ) is a coarse space map, then π necessarily factors through X(Σcan) → X(Σ). This is
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one part of the classification result in [FMN] (cf. [Iw1]) known as the “bottom-up construc-
tion.”
We remark that such a “bottom-up” result does not hold for toric Artin stacks. For
example, if X(Σ) and X(Σ) are as in Example 5.7, then the good moduli space morphism
π : X(Σ) → X(Σ) does not factor through X(Σcan) → X(Σ). One way to see this is to
apply Theorem 5.20 and use the fact that π is not a sliced resolution.
Let us now look at example where Σ is a non-simplicial fan.
Example 5.9. Consider the cone σ on Z3 generated by (0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1)
and let Σ be the fan consisting of the faces of σ. There are two toric small resolutions of
X = X(Σ): one is given by triangulating Σ by adding the two-dimensional face generated
by (0, 0, 1), (1, 1, 1); the other is obtained by triangulating Σ by adding the two-dimensional
face generated by (1, 0, 1), (0, 1, 1). Let πi : Xi → X denote these two resolutions. We have
a commutative diagram
X1
j1 //
π1   ❇
❇❇
❇❇
❇❇
X
π

X2
j2oo
π2~~⑤⑤
⑤⑤
⑤⑤
⑤
X
where the ji are open immersions and π : X → X is the stacky resolution of Theorem 3.2.
To see this, by Example 5.8 we know X = X(Σcan) = [A4/Gm] where Gm acts with weights
1, 1,−1,−1. Letting a, b, c, d be the coordinates of A4, we see that the two small resolutions
are given by [(A4 r Zi)/Gm], where Z1 = V (c, d) and Z2 = V (a, b).
5.2. X(Σ) is the Good Moduli Space of X(Σ). The main result of this subsection is
Theorem 5.12 which shows that if Σ = (N,Σ, β) is a stacky fan, then X(Σ) is the good
moduli space of X(Σ). As in Subsection 5.1, we fix for every stacky fan Σ = (N,Σ, β) an
ordering on the rays of Σ(1) so that β is a map from Zn+r. For each standard generator ei of
Zn+r, we let wi denote the image of β(ei) in N ⊗Q. We denote the function M := N
∗ → Z
given by pairing with wi by wi(−).
Let FΣ be the free monoid on the standard basis vectors e
∗
i of (Z
n+r)∗. Then, identifying
An+r with Speck[FΣ], the action of GΣ on A
n+r obtained via
FΣ −→ (Z
n+r)∗
β∨
−→ DG(β)
agrees with the action defined in the construction of X(Σ); here FΣ → (Z
n+r)∗ is the
natural inclusion. For each σ ∈ Σ, let
xσ =
∏
wi /∈σ
xi
and let Uσ = A
n+r r V (xσ). We see that Uσ is GΣ-invariant and that ZΣ is the union of
the Uσ. If we let Fσ be the submonoid of (Z
n+r)∗ defined by
Fσ = {
n+r∑
i=1
aie
∗
i | ai ∈ N if wi ∈ σ},
then we see Uσ = Spec k[Fσ ] and that the inclusion of monoids FΣ ⊂ Fσ induces the natural
open immersion Uσ → A
n+r.
Lastly, let Pσ = σ
∨ ∩M , so that Xσ = Speck[Pσ ] is the corresponding torus-invariant
open affine of X(Σ). Consider the map
iσ : Pσ −→ Fσ
p 7−→
n+r∑
i=1
wi(p)e
∗
i
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This induces a morphism (Uσ,MUσ)→ (Xσ ,MXσ), which we abusively also denote by iσ .
Here, MUσ resp. MXσ is the restriction of the log structure MAn+r resp. MX(Σ). Note
that the diagram
Pσ
iσ //

Fσ

N∗
β∗ // (Zn+r)∗
β∨ // DG(β)
commutes, where the vertical maps are the natural inclusions, and the bottom row is exact.
Therefore, the morphism k[Pσ ]→ k[Fσ ] induced by iσ factors through k[Fσ ]
GΣ , and so we
obtain a morphism
πσ : ([Uσ/GΣ],M[Uσ/GΣ]) −→ (Xσ,MXσ ),
where M[Uσ/GΣ] is the log structure descended from MUσ .
Lemma 5.10. The morphism iσ : Pσ → Fσ is exact.
Proof. Let ξ ∈ P gpσ and suppose i
gp
σ (ξ) ∈ Fσ. Then wi(ξ) ≥ 0 for all wi ∈ σ. Since
Pσ = σ
∨ ∩M and every ray of σ contains at least one wi, we see ξ ∈ Pσ. 
Proposition 5.11. The map πσ : [Uσ/GΣ]→ Xσ is a good moduli space morphism.
Proof. Since iσ is exact by Lemma 5.10, we have
k[Pσ] = k[Fσ]
D(F gpσ /i
gp
σ (P
gp
σ ))
We first prove the proposition in the case when N is torsion-free. Choose ℓ = 0 and B = β
as in Remark 5.4 so that the diagram
P gpσ
igpσ //
id

F gpσ
id

N∗
B∗ // (Zn+r)∗
commutes. This shows that the cokernel of B∗, namely DG(β), is equal to F gpσ /i
gp
σ (P
gp
σ ).
Therefore, k[Pσ] = k[Fσ ]
GΣ and so πσ is a good moduli space morphism.
We now handle the case when N is not torsion-free. Let Ntors ≃
⊕
Z/miZ, where the
mi > 1. Let N
′ = N/Ntors and Σ
′ = (N ′,Σ, β′) where β′ is the composite of β and the
projection of N to N ′. There exists a free resolution of the form
0 −→ Zℓ
Q
−→ N ′ ⊕ Zℓ −→ N −→ 0
with Q = (0,diag(mi)). Letting B : N
′ ⊕ Zℓ → N be a lift of β, Remark 5.4 shows that
(N ′)∗
(B′)∗
−→ (Zn+r)∗
(β′)∨
−→ DG(β′) −→ 0
is an exact sequence. Let π : N ′ ⊕ Zℓ → N ′ be the projection and note that β′ = πB.
Applying Remark 5.4 to β′ and the free resolution N ′
id
→ N ′, we obtain a commutative
diagram
(N ′)∗
(B′)∗
//
π∗

(Zn+r)∗
(β′)∨
//

β∨
&&▲▲
▲▲
▲▲
▲▲
▲▲
DG(β′)
η
✤
✤
✤
// 0
(N ′ × Zℓ)∗
(BQ)∗
// (Zn+r+ℓ)∗ // DG(β) // 0
with exact rows. We therefore have a map η making the diagram commute. The left and
middle vertical arrows are injective. One easily checks that the left square is cartesian, and
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so η is injective. Applying the Cartier dualization functor D(−), we have a commutative
diagram
GΣ′
D(β′∨)// Gn+rm
GΣ
D(η)
OO
D(β∨)
;;①①①①①①①①
with D(η) surjective. Since the action of GΣ resp. GΣ′ on Uσ is obtained by restricting the
Gn+rm -action via D(β
∨) resp. D(β′∨), we see that the induced map
k[Fσ ]
G
Σ′ −→ k[Fσ ]
GΣ
is an isomorphism. Since the map k[Pσ ] → k[Fσ ]
G
Σ′ induced by iσ is an isomorphism (by
the case when N is torsion-free), we see that πσ is a good moduli space morphism. 
We now prove the main theorem of this subsection:
Theorem 5.12. If Σ = (N,Σ, β) is a stacky fan, then X(Σ) is the good moduli space of
X(Σ).
Proof. We prove the stronger assertion that there is a unique morphism πΣ : (X(Σ),MX(Σ))→
(X(Σ),MX(Σ)) such that
([Uσ/GΣ],M[Uσ/GΣ])
//
πσ

(X(Σ),MX(Σ))
πΣ

(Xσ,MXσ ) // (X(Σ),MX(Σ))
is cartesian for all σ ∈ Σ; here, the horizontal maps are the natural open immersions. Since
πσ is a good moduli space morphism by Proposition 5.11, it follows from Lemma 6.3 and
Proposition 7.9 of [Al] that πΣ is as well.
Let σ ∈ Σ and let τ be a face of σ. Then the diagram
(Uτ ,MUτ ) //
iτ

(Uσ,MUσ)
iσ

(Xτ ,MXτ ) // (Xσ,MXσ )
commutes, where the horizontal maps are the natural open immersions. We claim that the
diagram is cartesian. To prove this, we show that if we have a commutative diagram of
monoids
Q
Fτ
__❅
❅
❅
❅
Fσoo
φ
ggPPPPPPPPPPPPPPP
Pτ
iτ
OOψ
WW✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴
Pσ
iσ
OO
oo
then there is a unique dotted arrow making the diagram commute. This is equivalent to
showing that if wi is in σ but not in τ , then φ(ei) is a unit. By [Fu, §1.2 Prop 2], there
is some p ∈ Pσ such that τ = σ ∩ p
⊥ and Pτ = Pσ + N · (−p); here, this is an equality of
submonoids of M . Note then that ψ(p) is a unit and that
ψ(p) = φ iσ(p) =
∑
j
wj(p)φ(ej).
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Let i be such that wi is in σ but not in τ . Since wi ∈ σ, we see wi(p) ≥ 0. Since wi is not
in τ and since τ = σ ∩ p⊥, we must have wi(p) > 0, and so φ(ei) is a unit, as desired.
We see then that
([Uτ/GΣ],M[Uτ/GΣ])
//
πτ

([Uσ/GΣ],M[Uσ/GΣ])
πσ

(Xτ ,MXτ ) // (Xσ,MXσ )
is cartesian. It follows that there is a unique morphism πΣ : (X(Σ),MX(Σ))→ (X(Σ),MX(Σ))
whose base change to (Xσ,MXσ ) is πσ. 
5.3. A Moduli Interpretation of X(Σ). We begin this subsection by associating to a
stacky fan Σ = (N,Σ, β) with N torsion-free and distinct β(ei), a smooth log smooth Artin
stack XΣ having X(Σ) as a good moduli space. The stack XΣ is constructed as a moduli
space along the same lines as in Theorems 3.2 and 3.9. We then show in Theorem 5.20 that
X(Σ) is isomorphic to XΣ as log stacks over X(Σ), thereby giving a moduli interpretation
to X(Σ).
Although the definition of XΣ makes sense for any stacky fan, Theorem 5.20 is false
without the above assumptions on Σ. The stacks XΣ that we construct have trivial generic
stabilizer; to ensure the same is true for X(Σ), we must assume N is torsion-free. The
assumption that the β(ei) are distinct is necessary in showing that X(Σ) and XΣ are
locally isomorphic (see Proposition 5.18, which is the analogue of Proposition 3.1).
Note that if Σ = (N,Σ, β) is a stacky fan with N torsion-free, then giving the map β
is equivalent to choosing a positive integer bρ for every ρ ∈ Σ(1) and choosing for every
j ∈ {1, 2, . . . , r} an element wj ∈ N which lies in the support of Σ. Given this equivalence,
throughout this subsection, we denote stacky fans by Σ = (N,Σ; bρ;wj).
As in the previous subsection, we denote by wj(−) the function M := N
∗ → Z given by
pairing with wj . Given ρ ∈ Σ(1), let vρ denote the first lattice point on ρ, and let wρ = bρvρ.
We now work toward defining the morphisms which XΣ parameterizes.
Definition 5.13. If P is a toric sharp monoid, then a datum D for P is a choice of r ∈ N,
a positive integer bρ for every ray ρ of C(P )
∨, and a morphism wj : P → N for every
j ∈ {1, 2, . . . , r}. We frequently suppress r and write D = (bρ;wj).
Given a stacky fan Σ = (N,Σ; bρ;wj) with N torsion-free, then for every x ∈ X := X(Σ),
we obtain an associated datum of MX,x¯ as follows. Let I(x¯) be the set of irreducible
components of the inverse image of X rXtriv in SpecOX,x¯ and let
Hx¯ = α
−1
x¯ (O
∗
X,x¯),
where α :MX → OX is the structure morphism of the log structure MX . If wj(Hx¯) = 0,
then we have an induced morphism w¯j :MX,x¯ → N. We can therefore define a datum for
MX,x¯ by
DΣ,x¯ = (bρ s.t. ρ ∈ I(x¯); w¯j s.t. wj(Hx¯) = 0).
Remark 5.14. The definition of DΣ,x¯ can be stated equivalently as follows. The point x
lies in some torus orbit, which corresponds to the interior of a cone σ ∈ Σ. Then wj(Hx¯) = 0
if and only if the lattice point wj lies in σ, in which case the function wj(−) assumes non-
negative values onMX,x¯ = σ
∨∩M . The functionMX,x¯ → N obtained by restricting wj(−)
is w¯j. Therefore, DΣ,x¯ simply consists of those wj ∈ σ and those bρ for which vρ ∈ σ.
Definition 5.15. If P is a toric sharp monoid and D = (bρ;wj) is a datum for P , then
we say a morphism i′ : P → F ′ is a D-free resolution if there is a minimal free resolution
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i : P → F and an isomorphism ξ : F ′ → F ⊕Nr making the diagram
F
·(bρ) // F
P
i
OO
ξi′ //
(wj) ##●
●●
●●
●●
●●
F ⊕ Nr
OO

Nr
commute; the two arrows out of F ⊕Nr are the natural projections. Note we are implicitly
using that the rays of C(P )∨ are in canonical bijection with the irreducible elements of F .
We say that P → F ′′ is a D-sliced resolution if there is a D-free resolution i′ : P → F ′, a
face H of F ⊕ Nr such that i′(P ) ∩H = 0, and an isomorphism F ′′ → F ′/H over P .
Definition 5.16. If Σ is a stacky fan with N torsion-free and if X = X(Σ), then a
morphism f : (Y,MY ) → (X,MX ) from an fs log scheme is a Σ-sliced resolution if for
all geometric points y of Y , the induced morphism MX,f(y) → MY,y is a DΣ,f(y)-sliced
resolution. Here we are using the proof of Proposition 3.5 to identify I(f(y)) with the set
of irreducible elements of the minimal free resolution of MX,f(y).
Note that if Σ is a stacky fan for which r = 0 (i.e. a stacky fan in the sense of [BCS])
and for which N is torsion-free, then a morphism of log schemes is a Σ-sliced resolution if
and only if it is a (bρ)-sliced resolution in the sense of Definition 3.6.
Given a stacky fan Σ, let X = X(Σ). We define a fibered category XΣ over X-schemes
as follows. Objects of XΣ(T ) are pairs (N , f), where N is a fine log structure on T and
f : (T,N ) → (X,MX ) is a Σ-sliced resolution whose map on underlying schemes is the
structure morphism to X. A morphism (N , f) → (N ′, f ′) of objects of XΣ(T ) is a strict
morphism h : (T,N )→ (T ′,N ′) such that f = f ′h.
It follows from [Ol, Thm A.1] that XΣ is a stack on the fppf site of X. The proof that
XΣ is algebraic is similar to the proofs of Theorems 3.2 and 3.9, so we indicate only where
changes are necessary.
Proposition 5.17. Let Σ = (N,Σ; bρ;wj) be a stacky fan such that N is torsion-free and
X := X(Σ) = Spec k[P ], where P is a toric sharp monoid. Let D = DΣ,x¯, where x ∈ X is
the torus-invariant point. If i′ : P → F ′ is a D-free resolution, then the induced morphism
f : X → Spec k[F ′] of log schemes is a Σ-sliced resolution.
Proof. Let i : P → F be a minimal free resolution. It suffices to prove the proposition
after replacing i′ by an isomorphic map, so we can assume F ′ = F ⊕ Nr and i′(p) =
(i(p), w1(p), . . . , wr(p)). Let t¯ be a geometric point of Spec k[F
′] whose image in Spec k[F ′]
is the prime ideal p of k[F ]. Let H ′′ = H ⊕ H ′ be the face of F ′ = F ⊕ Nr consisting of
elements which map to units under F ′ → k[F ′] → k[F ′]p. Then MP,f(t¯) →MF ′,t¯ is given
by the map ı¯′ making the diagram
P
i′ //

F ′

P/P0
ı¯′ // F/H ⊕ Nr/H ′
commute, where P0 = i
′(P )∩H ′′. We must show that ı¯′ is aDΣ,t¯-sliced resolution. Note first
that if H ′0 denotes the face of N
r generated by the ej with wj(P0) 6= 0, then commutativity
of the above diagram shows that H ′0 ⊂ H
′. Similarly, we see that F0 ⊂ H, where F0 denotes
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the face of F generated by i(P0). As a result, we have a commutative diagram
P
i′ //

F ′
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
π

P/P0
i′′ // F/F0 ⊕ N
r/H ′0
π′ // F/H ⊕ Nr/H ′
where the bottom row composes to ı¯′, and π and π′ are the natural projections. By Propo-
sition 2.7, the natural morphism from P/P0 to F/F0 is a minimal free resolution. Note that
i′′(p¯) = (wρ(p);wj(p)) for ρ such that vρ(P0) = 0 and j such that wj(P0) = 0; that is, i
′′ is
a DΣ,t¯-free resolution.
To complete the proof, we must show i′′(P/P0) ∩ (H/F0 ⊕H
′/H ′0) = 0. This amounts
to showing that if wρ(p)eρ ∈ H for all ρ such that vρ(P0) = 0 and if wj(p)ej ∈ H
′ for
all wj(P0) = 0, then wρ(p)eρ ∈ H for all ρ and wj(p)ej ∈ H
′ for all j. If ρ is such that
vρ(P0) 6= 0, then eρ ∈ F0 ⊂ H and so wρ(p)eρ ∈ H. Similarly, if j is such that wj(P0) 6= 0,
then ej ∈ H
′
0 ⊂ H
′ and so wj(p)ej ∈ H
′. This shows the above intersection is trivial. 
The proofs of Proposition 3.1 and Theorem 3.2 then yield the following two results. Note
the assumption in Proposition 5.18 that bρvρ, w1, . . . , wr be distinct is necessary in showing
fullness of the map [Spec k[F ′]/G]→ XΣ.
Proposition 5.18. Let Σ = (N,Σ; bρ;wj) be a stacky fan such that Σ consists of the
faces of a single cone σ, N is torsion-free, and the bρvρ, w1, . . . , wr are distinct. Let X :=
X(Σ) = Speck[P ], where P = σ∨ ∩M . Then XΣ is an Artin stack. Moreover, if x ∈ X
is the torus-fixed point, i′ : P → F ′ is a DΣ,x¯-free resolution, and G = D(F
′gp/P gp), then
XΣ is isomorphic to [Speck[F
′]/G] over X.
Theorem 5.19. If Σ = (N,Σ; bρ;wj) is a stacky fan with N torsion free and bρvρ, w1, . . . , wr
distinct, then XΣ is a smooth log smooth Artin stack over k with good moduli space X(Σ).
We end by showing that (X(Σ),MX(Σ)) is isomorphic to the moduli space of Σ-sliced
resolutions.
Theorem 5.20. If Σ = (N,Σ; bρ;wj) is a stacky fan with N torsion-free and bρvρ, w1, . . . , wr
distinct, then X(Σ) and XΣ are isomorphic as log stacks over X(Σ).
Proof. Let X = X(Σ). We begin by showing that πΣ : (X(Σ),MX(Σ)) → (X,MX) is a
Σ-sliced resolution. It suffices to check this Zariski locally on X. Let σ ∈ Σ be a maximal
cone and let Xσ be the corresponding torus-invariant affine open of X. Let Uσ, Fσ , Pσ, iσ ,
and πσ be as in Subsection 5.2. Let
S = Σ(1) ∪ {1, . . . , r} and Sσ = {ρ ∈ Σ(1) s.t. vρ ∈ σ} ∪ {j s.t. wj ∈ σ}.
Then
Fσ = {
∑
s∈S
cses | cs ∈ N if s ∈ Sσ} ⊂ Z
S.
Note that the units Q of the monoid Fσ are Z
SrSσ , so the composite ı¯σ : Pσ
iσ→ Fσ
ǫ
→ F σ
is given by
ı¯σ(p) =
∑
s∈Sσ
ws(p)es.
Therefore, ı¯σ is aD-free resolution, where x ∈ Xσ is the torus-invariant point andD = DΣ,x¯.
By Proposition 5.17, we see then that
(Spec k[F σ],MFσ)
ǫ
−→ (Uσ,MFσ)
iσ−→ (Xσ ,MPσ)
is a D-sliced resolution. Since ǫ is strict, iσ is a D-sliced resolution. Since the base change
of πΣ to Xσ is πσ : ([Uσ/GΣ],M[Uσ/GΣ]) → (Xσ,MPσ), it follows that πΣ is a Σ-sliced
resolution.
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We therefore obtain a morphism
(X(Σ),MX(Σ)) −→ (XΣ,MXΣ)
over (X,MX ), which we claim is an isomorphism. We can check this Zariski locally, so we
may base change to Xσ . By Proposition 5.18, we have
XΣ ×X Xσ ≃ [Spec k[F σ]/D(A)]
as log stacks, where A = coker(¯ıgpσ ). Note that GΣ = D(A), where A = coker(i
gp
σ ). We
must therefore show that the log map
[Speck[F σ]/D(A)] −→ [Spec k[Fσ ]/D(A)]
induced by ǫ : Fσ → Fσ is an isomorphism. Since
[Spec k[F σ]/D(A)] = [(Spec k[F σ]×
D(A) D(A))/D(A)],
it suffices to show the log map Spec k[F σ] ×
D(A) D(A) → Spec k[Fσ ] induced by ǫ is an
isomorphism.
Applying the Snake Lemma to
0 // Q // F gpσ // F
gp
σ
// 0
0 // 0 //
OO
P gpσ
id //
igpσ
OO
P gpσ //
ı¯gpσ
OO
0
we obtain a short exact sequence
0 // Q // A
β // A // 0.
Let γ : Fσ → A and δ : F σ → A be the natural morphisms. By definition,
Spec k[F σ]×
D(A) D(A) = Spec k[F σ ⊕A]
D(A′)
where the action of D(A′) is induced by the morphism
η : F σ ⊕A −→ A
′
(f¯ , a) 7−→ δ(f¯)− β(a).
Letting Q′ ⊂ F σ ⊕A be the submonoid of elements (f¯ , a) which are mapped to 0 under η,
we have
Spec k[F σ]×
D(A) D(A) = Spec k[Q′]
as log schemes. It therefore suffices to show that the map
φ : Fσ −→ Q
f 7−→ (ǫ(f), γ(f))
is an isomorphism.
We first show φ is injective. Suppose φ(f) = φ(f ′). Then ǫ(f) = ǫ(f ′) and so f ′ = f + q
for some q ∈ Q. Since q + β(f) = β(f ′) = β(f), we see q = 0 as desired.
Lastly, we show φ is surjective. Let (f¯ , a) ∈ Q′ and let f ∈ Fσ such that ǫ(f) = f¯ . Then
there exists q ∈ Q such that a = δ(f¯ ) + q. We see then that φ(f + q) = (f¯ , a). 
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