The popular inverse probability weighting method in causal inference is often hampered by extreme propensity scores, resulting in biased estimates and excessive variance. A common remedy is to trim patients with extreme scores (i.e., remove them from the weighted analysis). However, such methods are often sensitive to the choice of cutoff points and discard a large proportion of the sample. The implications for bias and the precision of the treatment effect estimate are unclear. These problems are mitigated by a newly developed method, the overlap weighting method. Overlap weights emphasize the target population with the most overlap in observed characteristics between treatments, by continuously down-weighting the units in the tails of the propensity score distribution. Here we use simulations to compare overlap weights to standard inverse probability weighting with trimming, in terms of bias, variance, and 95% confidence interval coverage. A range of propensity score distributions are considered, including settings with substantial nonoverlap and extreme values. To facilitate practical implementation, we further provide a consistent estimator for the standard error of the treatment effect estimated using overlap weighting. causal inference; clinical equipoise; epidemiologic methods; inverse probability weighting; overlap weighting; statistical efficiency; trimming Abbreviation: IPW, inverse probability weighting; OW, overlap weighting; PS, propensity score.
Sources of data for observational treatment comparisons are expanding to include billing claims, large registries, and electronic health records. These resources have the potential to answer questions about the safety and effectiveness of treatments, although statistical methods must account for the lack of randomization. Inverse probability weighting (IPW) is a popular approach used to adjust for confounding due to differences between comparator groups that arise in observational data (1) (2) (3) (4) . Using a propensity score (PS) that summarizes differences in measured patient characteristics, IPW creates a weighted pseudopopulation in which both treatment groups resemble the total sample combined across treatment groups. Assuming that all of the important confounders are measured, this approach is appealing for its simplicity and alignment with a potential experiment: What if the entire sample had instead been randomized to the intervention of interest? In practice, IPW may perform poorly when the treatment groups are initially very different and when some patients have extreme propensity scores near 1 or 0-that is, almost always receive treatment and never receive treatment, respectively (5-7). Extreme propensities are particularly common in the setting of "big data," where inclusion criteria can be defined broadly. The increasing prevalence of large data sources precipitates the need to clarify best practice for handling extreme propensity scores.
When propensity scores approach 0 or 1, IPW has limitations that include: 1) large weights for individual patients, 2) bias, and 3) large variability in the estimated treatment effect (5) (6) (7) . To address these problems, trimming methods have been proposed that exclude patients who have very high predicted probabilities of being in the treatment group (or in the control group) (8) (9) (10) . Despite the potential gains from trimming, the decision regarding how many patients to exclude is ad hoc and can result in substantial loss of sample size. The relative performance of different approaches to trimming remains unclear, particularly in the setting of extreme propensity scores.
These problems are mitigated by a newly developed method, the overlap weighting (OW) method, in which each patient's weight is the probability of that patient being assigned to the opposite group (11) . The properties of overlap weights have been demonstrated theoretically and include improvements in balance and precision relative to IPW. In addition, these weights are bounded and smoothly reduce the influence of patients at the tails of the PS distribution without making any exclusions.
Despite the theoretical advantages of OW, little is known about the relative performance of OW and IPW with trimming. In this article, we conduct a simulation study to compare OW to standard IPW with trimming, in terms of bias, variance, and 95% confidence interval coverage. To facilitate practical implementation, we further provide a consistent estimator for the standard error of the treatment effect estimated using the overlap weights.
NOTATION AND METHODS
We denote the 2 potential outcomes for each unit by ( )
, corresponding to the outcome that would be ascertained under treatment ( = )
status. Throughout, we maintain the standard assumptions in PS analysis: 1) consistency, 2) positivity, 3) conditional exchangeability, and 4) no interference (12) . Consistency requires that the observed outcome, Y i , for each unit is one of the 2 potential outcomes. Positivity requires that each unit has a nonzero probability of being assigned to either treatment. Conditional exchangeability requires that all confounders are observed and that randomization holds given the same values of all confounders.
PS weighting
We assume that X i is a vector of observed pretreatment covariates, which are sufficient to control for all sources of confounding. The PS, ( ) = ( = | ) X X e P Z 1 i i i , is the conditional probability of receiving treatment (13) . This 1-dimensional summary score has a balancing property-that is, conditional on the value of the PS, the distribution of the multidimensional X is approximately the same between the treatment groups. Moreover, if the treatment assignment is unconfounded given X, then it is also unconfounded given ( ) X e . In observational studies, the PS is unknown and must be estimated, most commonly through a logistic model:
, is obtained by plugging in the estimated coefficients β . For notational simplicity, we assume that the first element of X i is 1 so that the logistic model includes an intercept.
Once the propensity scores have been estimated, there are several ways of using them to estimate the treatment effects, including weighting, matching, and stratification. In this paper, we focus on weighting, where each unit is weighted by w i -a function of its PS-to create a pseudopopulation where the covariate distributions of the treatment and control groups are balanced. There is a general class of such weights, called balancing weights (11) , each of which corresponds to a specific target population and causal estimand-a weighted average treatment effect, denoted by Δ w (see Web Appendix 1, available at https://academic.oup.com/aje, for its definition). An unbiased estimator of Δ w is the weighted difference of the outcome between the groups: In practice, the weight w i is calculated on the basis of its estimated PSê i . Below we describe several balancing weights.
Inverse probability weighting IPW, also known as inverse probability of treatment weighting, is the most widely used balancing weighting scheme. IPW is defined as =ŵ e 1/ i i for treated units and = ( −ˆ) w e 1/ 1 i i for control units. IPW assigns to each patient a weight proportional to the reciprocal of the probability of being assigned to the observed treatment group. The target population of IPW is the entire study cohort, and the causal estimand Δ IPW is the average treatment effect of the total sample combined over treatment.
IPW with trimming
We examine 2 popular PS trimming methods. First, symmetric trimming excludes patients whose estimated PS is outside of the range
, where α is a threshold (9) . When α = 0, there is no trimming, and the analysis is equivalent to IPW. Crump et al. (9) suggested a rule of thumb of α = 0.1. Second, we consider a version of asymmetric trimming proposed by Stürmer et al. (8) . It involves multiple steps. First, we exclude patients with propensity scores outside of the common PS range formed by the treated and control patients. Then, among the treated units, we further exclude those patients whose PS is below theuantile of the treated units, and separately among control units, we exclude those whose PS is above the (1 − q) quantile of the control units. When = q 0, only the first step is involved and the analysis is restricted to a common PS range. This form of asymmetric trimming was first proposed to handle unmeasured confounding, in the unique scenario where such confounding is exclusive to people with extreme propensity scores. However, asymmetric trimming has since been used as a generic trimming method, and our goal is to evaluate it for this purpose (10, 14) . While ad hoc adaptations of trimming methods also exist, we focus on the published methods and discuss the implications subsequently.
Overlap weighting
OW is a recently developed balancing weighting scheme that addresses some of the issues of IPW and trimming. The overlap weight is defined as = −ŵ e 1 i i for a treated unit and =ŵ e i i for a control unit. By construction, OW up-weights patients who have a substantial probability of receiving either treatment and smoothly down-weights the patients in the tails of the PS distribution (Web Appendix 1). Specifically, patients with propensity scores of 0.5 make the largest contribution to the effect estimate and patients with propensity scores close to 0 and 1 make the smallest contribution. The target population of OW emphasizes patients with the most overlap in their observed characteristic, and its corresponding estimand is the average treatment effect in the overlap population. Such an estimand is often of natural relevance to scientific investigation because it emphasizes the portion of the population where the most treatment equipoise exists in clinical practice. OW has properties that are likely to be beneficial in the presence of extreme tails. By definition, the overlap weights are bounded between 0 and 1, and thus automatically overcome the large uncertainty issue caused by extreme propensity scores when using IPW. Indeed, Li et al. (11) theoretically proved that among all balancing weights, OW minimizes the large-sample variance of the estimator (1) of the treatment effect. Further, OW based on the PS estimated from a logistic model leads to exact balance between treatment groups for all covariates-including the original covariates and any derived covariates such as highorder terms and interactions-entering that logistic model (Web Appendix 2) (11).
In principle, one could use the bootstrap to obtain the variance of Δ OW as in the article by Li et al. (11) . To reduce the computational demand associated with bootstrapping large data sets, in this paper we provide a closed-form variance estimator using the empirical sandwich method (see Web Appendix 3 for a derivation) (15) . Specifically, with the logistic PS model :ˆτ
Our empirical sandwich variance estimator is based on the theory of M-estimation, and it will adequately quantify the true variability even if the logistic PS model is misspecified. However, misspecification is likely to result in biased point estimates for the average treatment effect in the overlap population and compromise the validity of causal inference. We will examine the performance of the proposed variance formula in the subsequent simulation studies assuming that the logistic PS model is correctly specified.
SIMULATION DESIGN
We carry out a series of simulation studies to compare IPW, PS trimming, and OW, where the prevalence of extreme weights is varied. For each data-generating process, we first generate 6 variables -V V 1 6 from a multivariate normal distribution with zero mean and unit marginal variance. We assume that the correlation between each pair of covariates is 0.5 and so the covariance structure for -V V 1 6 is compound symmetric. We retain -V V 1 3 as the continuous covariates, denoted by -X X 1 3 , and dichotomize -V V 4 6 at zero to create the binary covariates -X X 4 6 (i.e., = { < } V I X 0 ), so that the marginal prevalence of each binary covariate is approximately 0.5. We then calculate the true PS using a logistic model, 
This outcome model assumes a homogenous and additive treatment effect Δ for all units, and thus the magnitudes of the true causal estimands corresponding to all weighting schemes are identical:
. We consider a range of scenarios with increasingly strong tails in the PS distributions. We choose the parameters in the PS model − − ) 0.5, 1.5, 0.8, 0.8, 1.0 . We generate the observed outcome Y from a normal distribution with mean ( | ) X E Y Z, and standard deviation 1.5. We fix the treatment effect as Δ = 0.75 so that higher values of Y reflect the beneficial effect of the treatment. Overall, the simulation parameters are selected so that persons with a covariate profile indicating worse outcomes are those who are more likely to be treated. For each scenario, we simulate 1,000 data sets with 2 sample sizes, n = 500 and n = 2,000. For each sample size, our simulation design corresponds to a 2 × 2 factorial design with 2 levels of overall treatment prevalence and 4 levels of PS tails indexed by γ.
For each simulation scenario, the treatment effect is estimated using IPW, OW, and 2 IPW trimming approaches: For symmetric trimming, α = 0.05, 0.10, or 0.15, and for asymmetric trimming, = q 0, 0.01, or 0.05. These values correspond to those in the prior publications (8, 9) . To quantify the degree of confounding bias, we also include the crude estimator that is the mean difference of the outcomes between groups, which is expected to be biased. We obtain the variance of the IPW and OW estimates using the formula of Lunceford and Davidian (16) and the proposed formulas shown in equations 2-4, respectively. Whenever trimming is performed, we reestimate the PS on the basis of the trimmed sample. We calculate the bias, relative efficiency, and 95% confidence interval coverage for each estimator. Table 2 presents the bias for each estimator in the presence of increasingly strong tails in the PS distributions with n = 2,000. As γ increases, the degree of confounding bias also increases, as quantified by the bias of the crude estimator. The standard IPW estimator is unbiased in the absence of tails (γ = ) 1 but quickly exhibits bias with an increasing level of tails. Symmetric trimming excludes the units with extreme propensity scores and removes the bias from IPW for all 3 choices of α. By contrast, asymmetric trimming provides biased estimates; the bias becomes more pronounced with increasing levels of tail γ and threshold q. Table 3 shows the relative efficiency with n = 2,000. We define the relative efficiency as the ratio between the Monte Carlo variance for the crude estimator and that for the weighted estimator under consideration; a more efficient estimator corresponds to a larger value of relative efficiency. Consistently across all of the simulation scenarios in Table 3 , OW is much more efficient than IPW, especially with strong PS tails. Symmetric trimming substantially improves the efficiency of IPW but remains less efficient than OW. Finally, the improvement in efficiency due to asymmetric trimming is much less substantial than that due to symmetric trimming. Table 4 presents the 95% normality-based 95% confidence interval coverage with n = 2,000. In general, the results of coverage align with those for bias in that biased estimates tend to be associated with poor coverage. Notably, the confidence interval based on the proposed variance estimator for OW provides nominal coverage, for both levels of treatment prevalence and across all data-generating processes with different tail properties. Finally, the result patterns for bias, efficiency, and coverage are similar for a smaller sample of 500 and are presented in Web Tables 1-3 .
RESULTS

Numerical comparisons
To demonstrate the exact balance of OW, we show the absolute standardized difference in Figure 2 and Web Figure 2 . The absolute standardized difference, defined in Web Appendix 2, measures covariate balance in the weighted target population. OW consistently demonstrates its superb balance property, as the absolute standardized difference is identically zero regardless of PS tails, while IPW is subject to large imbalance under strong tails. Although symmetric trimming improves a Values were evaluated using a large sample with 100,000 observations. covariate balance, asymmetric trimming exacerbates imbalance with a larger value of q, because it actually causes lack of overlap (see Web Appendix 4 for further explanation).
Conclusions
Standard IPW is known to exhibit bias and excessive variance in the presence of PS tails. We confirm such limitations in our simulations with varying levels of PS tails. Symmetric trimming improves the standard IPW regarding bias, variance, and 95% confidence interval coverage. However, the trimming decisions may be arbitrary, and the (often unknown) optimal cutoff point depends on the tail property as well as the treatment prevalence. For instance, when the overall treatment prevalence is 0.4, symmetric trimming with α = 0.15 provides a more efficient IPW estimator than α = 0.1 under no PS tails or only mild PS tails (γ ≤ ) 2 , whereas symmetric trimming with α = 0.1 has higher efficiency under stronger PS tails (γ > )
2 . When the treatment prevalence is low (0.1), symmetric trimming with α = 0.1 corresponds to a more efficient IPW estimator than α = 0.15 across all levels of γ. On the other hand, asymmetric trimming with = q 0 may not address extreme weights and tends to be biased (although coverage is adequate because of large estimated variance); asymmetric trimming with > q 0 intentionally creates PS nonoverlap, leading to imbalance, biased point estimates, and undercoverage. Overall, asymmetric trimming excludes fewer units than symmetric trimming (Web Figures 3  and 4 ) and becomes less attractive in our simulations with no unmeasured confounders.
Our simulations confirm the general theory that OW is more efficient than IPW and PS trimming, and they support the optimality of OW even under strong PS tails. Although the 95% confidence interval for OW with our proposed variance estimator had nominal coverage for most scenarios we examined, results in Web Table 3 indicate its slight undercoverage with a smaller sample size, when there are strong PS tails and a low treatment prevalence. This phenomenon is expected, since lower treatment prevalence corresponds to a further reduced effective sample size, which renders the asymptotic results less accurate. Nevertheless, in Abbreviation: IPW, inverse probability weighting. this challenging scenario, the confidence interval for OW still outperforms that for symmetric trimming in terms of coverage. To examine how much we could improve the asymptotic results with a smaller sample size, we also use the bootstrap to estimate the variance of OW and obtain the confidence interval. With a small sample size of 500, both our asymptotic confidence interval and the bootstrap confidence interval show nominal coverage under moderate treatment prevalence (Web Table 4 ). Further, under strong PS tails (γ = ) 4 and a low treatment prevalence, the bootstrap confidence interval only mildly improves the coverage of the asymptotic confidence interval for OW, suggesting the already satisfactory performance of our proposed variance estimator under strong PS tails.
DISCUSSION
In this study, we explored the performance of weighting methods used to adjust for confounding in observational treatment comparisons, where the distribution of propensity scores reflects increasing separation between treatment arms and extreme tails. Across this spectrum, standard IPW (without trimming) exhibits increasing bias, large variance, and poor coverage. Symmetric trimming substantially reduces these problems, whereas asymmetric trimming can exaggerate them because of posttrimming nonoverlap. OW produces an unbiased treatment effect estimate, with lower variance and good coverage.
The properties of OW have been demonstrated theoretically, and our findings are not surprising (11) . However, it is interesting to note how quickly the problems with asymmetric trimming arise. Bias can occur without extreme tails, but it gets worse as the PS distribution separates towards the tails. Symmetric trimming is relatively safe but sometimes half as efficient as OW. The difference in efficiency is greater when the PS distribution is less extreme.
In practice, the application of trimming rules may be heterogeneous. Various adaptations of symmetric and asymmetric trimming are employed with little justification. Here we focused on published methods which are most likely to produce favorable results; still, there are uncertainties in how to apply them. For example, Crump et al. (9) recommended refitting the PS model and rederiving the weights after trimming. Stürmer et al. (8) did Abbreviation: IPW, inverse probability weighting. not suggest this step. Additional simulations (not shown) indicate that results would be worse if we did not refit the PS model. To optimize trimming, we applied this extra step to both methods. This is consistent with the intuition that inverse probability weights provide covariate balance on the sample for which they are derived but not necessarily when a unique subset of patients is excluded. Our results may understate the problems with trimming that could arise if the PS model is not refitted and reapplied after trimming or if these trimming methods are adapted without study. This is a potential advantage to OW, in that only a single step is required without ad hoc variations. The methods of symmetric and asymmetric trimming are distinct from the concept of excluding regions of nonoverlap in the PS distribution. The latter is commonly applied, regardless of PS method, whereby patients are excluded if their PS is outside the range of PS values seen in the other treatment arm. Stürmer et al. (8) explicitly excluded regions of PS nonoverlap as part of the algorithm. Crump et al. (9) did not address this, perhaps because symmetric trimming would usually exclude this region automatically. When using OW, the ideal approach has been unclear; however, this extra step should not be necessary, because patients with such extreme propensities would typically be downweighted to nearly 0, having very little influence on the results. Here we applied OW directly, without excluding the region of nonoverlap. We find that the results are unbiased, with low variance even in cases of extreme tails.
Our simulations had a variety of limitations. The scope was narrow, and while observations about OW were supported by theory, trimming rules were ad hoc and performance may vary in cases that we did not consider. Our study was also specific to cross-sectional comparisons, for which the current development of OW applies. We did not consider settings of model misspecification or unmeasured confounding. In addition, we focused on a homogeneous treatment effect, with the advantage that the targets of inference remained comparable across different methods. This allowed for a straightforward assessment of bias. In the presence of heterogeneous individual treatment effects, the different weighing methods target different population average treatment effects. Just as trimming changes the population, so does OW, and this depends on various features of the sample that are not evident a priori. In practice, it is important to describe the target population of any analysis. This can be done by providing a baseline characteristics table of the weighted pseudopopulation. Critical evaluation of the target population for clinical relevance is equally important for IPW, particularly when the sampling scheme does not guarantee representation of an inherently important population. In the latter case, extreme propensity scores near 0 and 1 are common, and OW may target a more clinically relevant population for which treatment decisions remain uncertain. For additional perspectives, see the paper by Mao et al. (17) , who provided detailed rationales for considering targets of inference other than the average treatment effect.
This study was designed to evaluate PS weighting methods under the usual assumption of no unmeasured confounding. The asymmetric trimming method of Stürmer et al. (8) was originally proposed to address a specific type of unmeasured confounding-that limited to the tails of the PS distribution. We did not attempt to reevaluate that purpose. Instead, we considered implications of using this approach as a generic trimming method and found that other methods perform better. Stürmer et al. (8) exemplified the generalizable principle that propensity methods will perform better in populations for which no unmeasured confounding is a plausible assumption, not necessarily everyone in the available sample. Careful study design may help support this assumption and the validity of methods considered here.
The problem of extreme tails can be addressed in multiple ways that were not considered here. For instance, weight truncation caps the extreme weights at a specified upper threshold and exchanges bias for smaller variance (18) . Further, the matching weights also belong to the class of balancing weights and similarly down-weight the tails, although they are not as efficient as OW and do not guarantee exact balance (17, 19) . Matching has also been used for this purpose, though prior work suggests that it is less efficient than matching weights (19) . More importantly, investigators may reconsider inclusion and exclusion criteria, particularly if a single variable is strongly predictive in the PS model and explains the model separation. In this case, the propensity scores near 0 and 1 may draw attention to a subgroup in which there is no treatment uncertainty, and observational causal inference is not needed. Scientifically justifiable exclusion criteria can reduce the problem. However, this solution is often incomplete when 1) many factors are involved, 2) investigators do not agree on exclusions, 3) expanding the population is a goal, or 4) preserving sample size is a priority. Methods that are robust to extreme propensity scores remain desirable.
The challenge of extreme propensities has been identified as a primary downside of weighting and a reason to switch to alternative PS approaches (5). Our results suggest that the problem is not inherent to weighting but is specific to IPW. Trimming methods initially addressed this problem by excluding people at the tails. OW similarly emphasizes a population at clinical equipoise, where the most uncertainty in treatment decisions remains. When tails in the PS distribution are present, despite good study design and thoughtful inclusion/exclusion criteria, OW removes the arbitrary decisions involved in trimming and improves the characteristics of bias and precision.
