The use of realistic anatomy in the model used for image reconstruction in EIT of brain function appears to confer significant improvements compared to geometric shapes such as a sphere. Accurate model geometry may be achieved by numerical models based on magnetic resonance images (MRIs) of the head, and this group has elected to use finite element meshing (FEM) as it enables detailed internal anatomy to be modelled and has the capability to incorporate information about tissue anisotropy. In this paper a method for generating accurate FEMs of the human head is presented where MRI images are manually segmented using custom adaptation of industry standard commercial design software packages. This is illustrated with example surface models and meshes from adult epilepsy patients, a neonatal baby and a phantom latex tank incorporating a real skull. Mesh quality is assessed in terms of element stretch and hence distortion.
Introduction
The finite element model (FEM) has become a popular numerical tool in the investigation and application of EIT and researchers have applied the technique to generally simple geometrical models in EIT and EEG (Murai and Kagawa 1985 , Mengxing et al 1998 , Pinheiro and Dickin 1997 . In most cases the meshing of the domain has been carried out using semi-automatic or manual methods with solvers generally written in-house.
The need for geometrically accurate FE meshes of the adult human head is now becoming more acknowledged (Liston et al 2001) , and this group has already presented methods for their generation (Bayford et al 2001b (Bayford et al , 2001a . These methods incorporated the use of I-DEAS (Integrated Design Engineering Analysis Software, www.eds.com); the same software package used for mesh generation described here. There is evidence to show that the integrity of the FE model and its underlying geometry has significant and measurable effects on the quality of reconstructed images . However, it is not yet clear how important accurate representation of the complex geometry of a specific patient's head shape is on image quality. Systems for acquiring patient-specific geometry for mesh generation do exist as part of software for inverse source modelling of the electroencephalogram (EEG), for example: BESA (www.besa.de) uses FE meshes; ASA (www.ant-software.nl) and CURRY (Buchner et al 1997, www.neuroscan.com ) generate boundary element (BE) meshes. These rely on the existence of MRI (magenetic resonance imaging) or CT (computerized tomography) images, which are segmented to provide the underlying geometry for the final meshes. Meshes generated in this way do not normally account for the layer of cerebro-spinal fluid (CSF). It is possible that these tools and the meshes generated could be used for electrical impedance tomography though the main focus for current investigations is to establish the relationship between boundary form and EIT image quality; it is still unclear how boundary form and discretization errors affect the inverse solution from both linearized and nonlinear algorithms. Inconsistencies in boundary forms between the subject and the underlying geometry of the forward model appear to be a significant source of image artefacts in EIT (Soleimani et al 2004) .
The research group at University College London has been developing the use of EIT for imaging brain function. Clinical applications include the use of EIT for localizing epileptic foci and for establishing the presence of haemorrhage in stroke. If EIT is to have significant clinical advantages in these areas, then image quality is essential, and current evidence suggests this will improve if the forward model used in the reconstruction algorithm bears a more accurate representation of form to that of the subject under investigation. In some cases, individual FEMs may be generated at leisure from an MRI of each subject. For example, epilepsy patients routinely receive an MRI and this can be made available to generate a patient-specific surface model. However, the need for MRI or CT data can be prohibitive for time-critical clinical use. One such application is the use of EIT in acute stroke. Thrombolytic (clot-busting) therapy has been shown to improve outcome, but must be administered within 3 h. However, neuroimaging must be performed first, as it cannot be given if the cause is a haemorrhage. In practice, CT cannot usually be performed and reported this soon, but EIT systems could be deployed in casualty departments and in theory could distinguish between haemorrhage and infarction as these have different impedance characteristics. The difficulty in producing these images is that MRI or CT will not usually be available, so the meshes will have to be generated blindly. Cases involving haemorrhage account for around 7% of patients admitted (Harraf et al 2002) .
This paper presents the processes, tools and methods that have been developed to generate accurate finite element models of the human head. Processes include the use of anatomical models combined with MRI or CT datasets as image layers or backdrops in established surface modelling techniques. A number of commercially available surface modelling software packages exist to enable this. These tools include Alias-Wavefront Studio Tools (www.alias.com), as used for this work and Rhinoceros (www.rhino3d.com). Surface modelling is a common technique in current use in engineering and product design. A significant proportion of modern consumer and specialized products from aerospace through automobile design to personal accessories such as cellular phones are modelled in this way for manufacture. The current view of the market for products (product semantics) is that users are attracted by aesthetics as much as function and modern surface modelling techniques such as the use of non-uniform rational B-splines allow the more organic forms required by the market to be generated. Thus the same software techniques are uniquely suited to the modelling of human anatomy.
The surface models created were exported to I-DEAS (Integrated Design Engineering Analysis Software, www.eds.com) so that they could be appropriately prepared and finite element models generated. An evaluation was made of the quality of the meshes generated using the techniques described. In most finite element applications, mesh quality is determined from the distortion of elements in the model. For complex models with many thousands of elements, it would be too much to expect that there will be none with unacceptable distortion levels, but it is a primary aim in creating a mesh to minimize element distortion. I-DEAS automatic meshing functions have provisions that attempt to limit the extent of element distortion during mesh creation and a set of tools to evaluate and improve mesh quality thereafter.
There are many ways to specify element quality, or deviation from an ideal geometry. The simplest measure offered is the ratio of the maximum to minimum element edge length or the aspect ratio of the element. The value for a regular ideal element will be unity and any values above 5 may indicate unacceptable element geometry (Mottram and Shaw 1996) though this guideline should be considered unreliable, as it does not take into account the whole of the element geometry. Element distortion in I-DEAS is evaluated by mapping the actual element geometry to that of an ideal or parent element (cube or regular tetrahedron). The values above 0.7 are considered to be acceptable and negative values are impermissible.
Many analysts use the measure of stretch to quantify element quality. Stretch gives a comparative ratio of the regularity of an element to its ideal geometry. Element stretch is a popular means of evaluating mesh quality; it is a measure of how much an element is distorted from an ideal regular tetrahedron (or equilateral triangle in 2D systems). In 3D systems large quantities of elements with stretch values below 0.05 will introduce significant errors in the forward model (EDS 2003) . For a three-dimensional tetrahedral element, the stretch value is the normalized ratio of inscribed sphere radius (R) to maximum edge length (L max ) and is given in equation (1); the inscribed radius is the calculated as the element volume divided by the sum of the face areas.
Methods

The standardized model of the human head
A standardized solid model of the human head has been generated for finite element meshing. It was subsequently presented in the work by Bagshaw et al (2003) where a finite element mesh consisting of 146 363 elements based on the model was used; EIT data from simulated, tank and human ictal activity studies were reconstructed by using a linearized sensitivity algorithm using truncated singular value decomposition (SVD) for the inverse solution. This investigation showed that significant improvements in localization errors and image quality were gained from using this model over that of a sphere for a homogenous set of conductivity priors. Minimal localization improvements were gained however for shelled models, where separate conductivity priors for scalp, skull, CSF and brain were used, though a significant improvement in image quality was observed. The solid model has also been used in the initial investigations for comparing and evaluating nonlinear algorithms (Horesh et al 2004) where it was used as the underlying geometry to create a mesh with 31 111 elements. In this case, the jaw bone was removed prior to meshing to simplify the overall model and maintain an optimum mesh density in the regions of interest. This head model followed on from the one initially generated solely in I-DEAS as described by Bayford et al (2001b) and modified for use in the work presented by Bayford et al (2001a) . Although I-DEAS has substantial surface modelling capability, its strengths in engineering design centre mainly on feature-based solid modelling, mechanism design and analysis, manufacturing and finite element stress and thermal analysis. For this reason it is considered as being an excellent tool for generating sound finite element meshes but additional tools are required to assist in the surface modelling. The standard head model was therefore created using Alias-Wavefront Studio Tools.
An anatomical model of the skull was photographed to generate three orthographic views so that the images could be cast as image planes (paint layers) onto the modelling surface of the software. In addition to these, further images were acquired from the MRI dataset used in the initial model and photographs from the Visible Human Project (www.nlm.nih.gov/research/visible/visible human.html). The combination of these data facilitated the understanding of the surface forms to be modelled and their geometric relationship with each other. The software uses non-uniform rational B-splines (NURBS) to provide precise control over curve form, and these were used to contour the slice images from the MRI datasets and photographs. Five separate surface models were generated, namely scalp, external skull, jaw bone, internal skull (to define the CSF) and external brain. The scalp was created from the MRI dataset by profiling NURBS curves to form an interpolated fit to the scalp form at each slice. In other words, the section was manually segmented with a continuous curve of high degree. A sufficient number of slices are used, normally spaced between 5 and 7 mm apart depending on the resolution of the MRI. The slice images were parallel to modeller's XY plane which corresponds to the transverse plane of the scan. A typical curve fitted to a scalp profile is shown in figure 1 . From this, it can be seen that symmetry is reasonably assumed; the dashed line showing the mirror image of the actual curve modelled. NURBS provide for a significant degree of control over the shape of the curve. The shape is finely and locally controlled by manipulating the positions of the control vertices (CVs), which are shown as crosses in figure 1. The curve is initially created by placing the edit points or knots (shown as squares in figure 1 ) at a number of positions around the profiles. Sufficient edit points were used to accurately profile the most geometrically complex cross-section or slice in the dataset and the same number of knots were placed in each slice at approximately similar positions. This ensured that the final surface generated, when the curves are skinned or blended together, has optimum simplicity whilst maintaining accuracy of form. In order to achieve this, once the most complex curve had been created (generally level with the tip of the nose for the scalp), subsequent curves were copied to the new z-ordinate and carefully manipulated to fit the relevant image using the CVs.
In order that the two halves of the model blend at the plane of symmetry, the first two CVs at each end of the curve must lie on the same horizontal axis. The direction vector between the first two CVs in a curve defines the end gradient and the radius of arc that passes through the first three points defines the end curvature. Thus, with the CVs lying on the same horizontal axis, and with an exact mirror copy, the blend between the two halves agree in gradient and curvature.
The skull was generated using a variety of surface modelling techniques. The main cranial structure was created using the techniques described above and other regions such as the nasal features eye sockets and spinal column were modelled separately and the surfaces trimmed so that they blended in with the overall model. The jaw was also modelled separately using the anatomical model to inform the surface design. The internal skull and external brain models Figure 1 . Typical curve fitting the scalp using MRI slice data. The NURB curve is manipulated using the CVs (shown as crosses) and is interpolated through the knots (squares). A higher density of knots in the anterior region indicated more complex surface definition. Symmetry is assumed (shown dashed).
were generated from the physical human body photographic slice data and appropriately scaled to match and fit the skull. Images showing the historical development of the model are shown in figure 2.
Patient and tank specific models
The underlying solid model from which the patient-specific meshes were generated was also produced using the surface modeller. Slices were extracted from an MRI dataset for the subjects under investigation and the bitmaps were cast as image planes (paint layers) onto the surface modelling screen.
The specific models described here are: a neonate created from an MRI dataset, two epilepsy patients as discussed by Bagshaw et al (2003) and latex tank containing a real human skull. The neonate model (figure 3) was created from 25 transverse slices spaced a 5 mm intervals. Again, symmetry was assumed and once all curves for each layer were defined, the surfaces were created using the skin facility (surface loft) to generate a degree three blended surface through the slices. The surface models were then capped off at the top and the bottom to form a closed object. As the available anatomical data were limited to the MRI only, it was not possible to model certain skull features accurately. Eye sockets were possible but the lower skull regions and the jaw bone were to some extent idealized by the process.
For the epilepsy patients, images of slices spaced 7 mm apart were used in the XY plane (transverse) so that curves could be defined for the scalp and skull profiles, and images spaced 6 mm apart from the ZX plane (coronal) allowed the brain and CSF surfaces to be generated. The use of transverse slices for the scalp and skull provided the best information as certain features such as eye sockets could readily be modelled. Coronal images allowed better control over modelling the brain, CSF and internal skull features as illustrated in figure 4 . As for the neonate, the surfaces were capped and the plane of symmetry defined so that a closed surface model could be produced; this facilitated the creation of a solid model when transferred to I-DEAS for meshing. The tank model was generated in a similar manner but using a computerized tomography dataset. Symmetry could be reasonably assumed for the internal features but not for the scalp. The scalp representation in the tank was modelled around the skull by hand and exhibited too much asymmetry to justify the assumption. Thus, both halves were modelled separately and the curves for each half blended together using the tools in the surface modeller that allows curvature blending between two NURBS. 
Finite element meshing
The FE meshes used in this work have been generated using I-DEAS as it provides a number of benefits in controlling mesh density, integrity and quality (Bayford et al 2001b (Bayford et al , 2001a . The transfer from Studio Tools to I-DEAS was carried out using IGES (Initial Graphics Exchange Standard), a well-established standard for transferring geometry between CAD packages. I-DEAS utilizes an advancing front algorithm to generate finite elements from a solid model. Tetrahedral elements are supported both with linear and quadratic edges; linear tetrahedral elements are selected for the models currently used in EIT reconstruction. Elements are first generated on the surfaces of a solid model using a Delauney triangulation algorithm (Mottram and Shaw 1996) and then the mesh is grown inwards towards the centre of the model. One benefit of the algorithm is that it allows the user to specify a growth rate factor for interior elements of 1.0 thereby ensuring that the sizes of the elements within the interior of the domain are similar to those at the surface boundaries. This is important for head modelling, as the mesh density within the brain compartment needs to be as fine as that in the outer regions such as the skull to ensure uniform spatial resolution throughout the model. This is because current density within the brain is significantly attenuated owing to the influence of the low conductivity of the skull. Once in I-DEAS, the four regions of scalp, skull, inner skull (CSF) and brain were merged together into a partitioned solid so that all regions were defined for meshing. The internal regions of skull, CSF and brain were thus represented as internal surfaces in the enclosed solid head. Further subdivision of surfaces was required to ensure that element surfaces could be generated by using either the parameter space or maximum area plane techniques used by the meshing algorithm (EDS 2003) . Mesh density was controlled by specifying a global element size and the mesh previewed before final generation to ensure that an appropriate number of elements would be generated. Tools exist in I-DEAS to separate the elements within the regions into groups so that they can be specifically selected for the application of prior conductivity values required for the forward model (figure 5).
I-DEAS can export the meshes as universal files; these are text-based files specific to the software that can easily be parsed to extract nodal positions (vertices) and elemental connectivity (simplices) as well as the location of the elements within any of the considered regions, namely scalp, skull, cerebro-spinal fluid (CSF) and brain.
Results
Results evaluating a range of meshes generated on the geometry of the models described are given in table 1. All five geometric models are shown each with a number of meshes of different densities defined by the number of nodes and elements in the model. The range of stretch for each mesh is given along with the mean and standard deviation of that stretch range. The number of elements with a stretch below 0.1 and the corresponding percentage of elements in that category are given. 
Discussion
The qualities of all the meshes shown in table 1 are generally good. Although there are elements in most of them with stretch values below 0.05, the percentage of these is small and no mesh has elements with stretch values below 0.1 greater than 0.7% of the total number of elements. Denser meshes, or those with more elements, tend to exhibit better overall quality. This is largely because the elements with poorer stretch values are concentrated in the thinner shells of the model such as the CSF and thinner scalp areas. Larger elements in these regions tend to have poorer aspect ratios because of the low thickness. It is, at present, still unclear what bearing discretization quality has on image reconstruction in EIT. Many more investigations need to be carried out on both phantom tank models and human subjects for both linear and nonlinear algorithms. Another source of error, which may be of significance, is the assumption made on the symmetry of the geometric models. In many cases, visual inspection of the MRI images used allowed a reasonable assumption of symmetry, though this is clearly an issue of further investigation. The tank model, which was segmented for a CT scan, clearly showed that this assumption was tenuous and was treated accordingly. The use of MRI images in itself presents a problem as MRI images could be distorted up to 5 mm (Maurer et al 1996 , Grabowski et al 1998 .
The time taken to generate the models, and hence the meshes, has a significant bearing on any eventual clinical use. If quality of EIT imaging is highly dependant on the fact that the geometry underlying the forward model is close to that of the specific patient, then the methods described here will not be of value in the time-critical clinical application of stroke diagnosis. This application cannot be undertaken using a linearized sensitivity approach as an absolute image is required of the admitted patient, and linear methods show relative conductivity changes. For the nonlinear approach thus required for stroke diagnosis, positional accuracy of electrode placement on the forward model relative to that on the patient must be high; a requirement not critical in a linear solution (Barber and Brown 1988) . Thus the electrode positions must be accurately defined on the mesh used, and therefore at least the surface geometry and nodal positions on the scalp must be accurate. The standard head model was the most time intensive to create as it contained the most precise detail of anatomical features. The other models were more idealized and could take anything up to 20 h to produce by an experienced modeller, including meshing.
Therefore, a methodology has yet to emerge that can automatically and rapidly generate complex finite element meshes of realistic patient-specific geometry for solving the forward model in EIT. One proposal for future work is that if a library of geometrically sound FE meshes exists, then any one model can be selected as a close match to a patient and subsequently warped to fit a limited number of registration points or dimensions measured from that patient. Gibson et al (2003) have proposed a method of warping an existing headshaped surface to fit a set of points on an arbitrary head. This method, however, requires subsequent meshing to generate a homogeneous mesh; thus increasing the time taken to produce the model. Work is in progress to investigate methods to warp a finite element mesh so that the boundaries of key features in the model match those of the subject. One example of these features is the scalp surface under the electrodes, which could be interpolated from the relative positions of the electrodes in Cartesian space. Further warping of internal elements will also be required to ensure that shells representing skull and cerebro-spinal fluid maintain their relative forms.
