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On the lack of semiconcavity of the subRiemannian
distance in a class of Carnot groups ∗
Annamaria Montanari Daniele Morbidelli
Abstract
We show by explicit estimates that the SubRiemannian distance in a Carnot group
of step two is locally semiconcave away from the diagonal if and only if the group
does not contain abnormal minimizing curves. Moreover, we prove that local semi-
concavity fails to hold in the step-3 Engel group, even in the weaker “horizontal”
sense.
1. Introduction
It is well known that subRiemannian spheres are rather irregular objects. Already in the
simplest example—the Heisenberg group—the subRiemannian distance from the origin
is only Lipschitz-continuous at points of the center of the group. Furthermore, it can be
shown that the only subRiemannian manifolds where (small) spheres are smooth are the
Riemannian ones (see [ABB16]).
The irregularity of the distance function is mainly governed by the presence of ab-
normal geodesics (see Section 2). Indeed, the function d(x0, ·) can not be smooth at any
point x connected to x0 by an abnormal length-minimizer (see [ABB16]). Furthermore, it
has been shown in several papers by Agrachev, Bonnard, Chyba and Kupka [ABCK97],
Trélat [Tré00] and Agrachev [Agr15] that, under the corank 1 assumption, where in partic-
ular all abnormal extremals are strictly abnormal, at a point x along an abnormal length-
minimizing curve γ leaving from x0, the subRiemannian sphere centered at x0 is tangent
to γ in a suitable sense and ultimately the distance from x0 can not be expected to be even
Lipschitz at x.
On the other side, it is known that abnormal minimizers do not appear at all for a
subclass of two-step Carnot groups (Métivier groups) and, by a result of Chitour, Jean
and Trélat [CJT06], in the very large class furnished by generic subRiemannian structures
of rank at least three.
In the papers [CR08,FR10], Cannarsa and Rifford, and Figalli and Rifford showed that
in a bracket generating subRiemannian manifold where all length-minimizing paths are
strictly normal, the subRiemannian distance from a fixed base point x0 ∈ M is locally
semiconcave in M \ {x0}. Since local semiconcavity implies local Lipschitz-continuity,
this result can not be extended to the situation where corank 1 abnormal minimizers
appear.
∗2010 Mathematics Subject Classification. Primary 53C17; Secondary 49J15. Key words and Phrases.
Carnot groups, SubRiemannian distance, Abnormal curve, semiconcavity.
1
A. Montanari and D. Morbidelli, On the lack of semiconcavity of the subRiemannian distance ...
However, there are subRiemannian manifolds and more specifically Carnot groups
which do not belong to the class in [CR08, FR10], because they contain abnormal min-
imizing paths, but do not enjoy the corank 1 assumption of [Tré00] and [Agr15], be-
cause abnormal minimizing paths are normal too (we say that they are normal-abnormal).
This class includes all non Métivier two-step Carnot groups and some step-three Carnot
groups.
In this paper we show some negative results on the local semiconcavity of subRie-
mannian distances in the setting of non Métivier two-step groups and in the step-three
Engel group. We also discuss a weaker property, namely the horizontal semiconcavity and
we show that, in all two-step free groups, such property holds “pointwise" at all abnor-
mal points, where the usual Euclidean notion fails to hold. We plan to come back to
a detailed study of local horizontal semiconcavity for the distance in two-step Carnot
groups in a subsequent work. On the other side, it turns out that in the three-step Engel
group the horizontal semiconcavity fails to hold.
Besides its relevant role in the optimal transport problems studied in [FR10], local
semiconcavity of the subRiemannian distance plays a role in the construction of suit-
able “barrier functions” in potential theory which are a fundamental tool in the study of
second order nondivergence subelliptic PDEs with measurable coefficients (see [GT11],
[Tra12], [Mon14]).
To state our result, we also introduce briefly some notation for two-stepCarnot groups.
Let (x, t) be coordinates in Rm ×Rℓ. Fix a family A1, . . . , Aℓ ∈ Rm×m of skew-symmetric
matrices and define the composition law
(x, t) · (ξ, τ) =
(
x+ ξ, t+ τ +
1
2
〈x, Aξ〉
)
(1.1)
where 〈x, Aξ〉 := (〈x, A1ξ〉), . . . , 〈x, Aℓξ〉) ∈ Rℓ and 〈·, ·〉 denotes the inner product
in Rm. We always assume the Hörmander condition span{(A1jk, . . . , Aℓjk) : 1 ≤ j < k ≤
m} = Rℓ and we denote by d be the subRiemannian distance defined by the family of
left-invariant vector fields Xj = ∂xj +
1
2 ∑
m
k=1 ∑
ℓ
α=1 A
α
kjxk∂tα , for j = 1, . . . ,m. See Section 2.
Here is our statement on two-step Carnot groups, where we always denote by d the
subRiemannian distance from the origin.
Theorem 1.1. Let (G, ·) = (Rn, ·) = (Rmx ×Rℓt , ·) be the two-step Carnot group equipped with
the law (1.1). Then, at any (x, 0) = γ(1), final point of an abnormal minimizer γ leaving from
the origin, there are C > 0 and τ ∈ Rℓ such that we have
d(x, βτ) − d(x, 0) ≥ C|β| for all β ∈ [−1, 1]. (1.2)
Moreover, if (G, ·) = (Rn, ·) is free, then for any (x, t) = γ(1), final point of an abnormal
minimizer γ leaving from the origin, there are C > 0 and (0, τ) ∈ G such that
d(x, t+ βτ)− d(x, t) ≥ C|β| for all β ∈ [−1, 1]. (1.3)
Remark that in two-step Carnot groups abnormal minimizers are always normal (see
[AS04, Section 20.5] or [Rif14, Theorem 2.22]). Both estimates of this theorem ensure that
the distance is not semiconcave (see the definition in (2.5)).
It is known that for step-two Carnot groups, x 7→ d(0, x) is Lipschitz for x belonging
to compact sets which do not intersect the origin. Then, failure of semiconcavity can
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be visualized as a presence of an outward Lipschitz cusp on a suitable “vertical section"
of the sphere. Inner Lipschitz cusps do not conflict with semiconcavity (think of the
Heisenberg group).
Our second result concerns the three-step Engel group E = R4. In this setting any
abnormal minimizer leaving from the origin is contained in a line ( [Sus96, LS95]). The
group law can be written in the form
x · ξ =
(
x1 + ξ1, x2 + ξ2, x3 + ξ3 + x1ξ2, x4 + ξ4 +
x21
2
ξ2 + x1ξ3
)
(1.4)
(see [BLU07, p. 285]) and the abnormal line containing the origin is {(0, x2, 0, 0) ∈ R4 :
x2 ∈ R}. We consider the control distance associated with the left-invariant vector fields
X1 = ∂1 and X2 = ∂2 + x1∂3 +
x21
2
∂4.
It follows from the results of [ABCK97] that the distance from the origin d = d(0, ·)
is not locally semiconcave at any point of such line. Here we prove a further result,
showing that the distance is not even semiconcave in horizontal directions in any open
set intersecting the abnormal line. Here is our result.
Theorem 1.2. For all x2 ∈ R there is C > 0 such that, if |x4| is small, then
d(0, x2, 0, x4)− d(0, x2, 0, 0) ≥ C|x4|. (1.5)
Furthermore, we have the horizontal estimate
lim sup
(y1,y2)→0
d
(
ey1X1+y2X2(0, x2, 0, 0)
)− d((0, x2, 0, 0))
y21 + y
2
2
= +∞. (1.6)
The first inequality also follows from the estimate for Martinet vector fields proved
in [ABCK97] (see Remark 4.1 below), but our proof is more elementary. To the best of our
knowledge, estimate (1.6) is new.
Our arguments to estimate distances are not based on exact calculations with geodesics,
which in some cases are rather difficult (see e.g. [AS11,AS15]). We use properties of min-
imizers to localize abnormal points and we estimate the distance from the origin of close
points by elementary direct arguments.
The paper is structured as follows. Section 2 contains some general preliminaries. In
Section 3 we discuss the step-two case and in Section 4 we discuss the Engel model.
2. General preliminaries
2.1. Control distances, endpoint maps and extremals
Let us start by recalling the vocabulary we will use in the following sections. For a com-
plete discussion of the subject we refer to the monographs [AS04,ABB16,Rif14].
Given a family X1, . . . ,Xm of linearly independent smooth vector fields in R
n, the
subRiemannian distance associated with the family is defined as follows. An absolutely
continuous path γ ∈ W1,2((0, 1),Rn) is said to be horizontal if there is a control u ∈
3
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L2((0, 1),Rm) such that we can write γ˙(t) = ∑mj=1 uj(t)Xj(γ(t)) for a.e. t ∈ (0, 1). The
subRiemannian length of a horizontal path γ is length(γ) :=
∫ 1
0 |u(t)|dt. Given x, y ∈ Rn,
the subRiemannian distance between x and y is d(x, y) = inf
{∫ 1
0 |u(t)|dt}, where the in-
fimum is taken among all horizontal curves γ such that γ(0) = x and γ(1) = y. If the
Hörmander condition holds (i.e., the vector fields, together with their commutators of
sufficiently large order span a space of dimension n at any point x ∈ Rn) then for any
pair of points x, y ∈ Rn there is a horizontal path connecting x, y and therefore d(x, y) is
finite. Furthermore, it turns out that for close points, the infimum is a minimum.
Given a fixed point x0 ∈ Rn, and given u ∈ L2((0, 1),Rm), we consider the a.e. solu-
tion γu of the nonautonomous Cauchy problem
γ˙ = ∑
j
uj(t)Xj(γ) with γu(0) = x0. (2.1)
If γu ∈ W1,2((0, 1),Rn) is globally defined on [0, 1], we define the endpoint map E(u) :=
γu(1). In Carnot groups, it turns out that the map E : L2 → Rn is globally defined and
smooth. We say that γ has constant speed if |u(s)|Rm = C for a.e. s ∈ [0, 1].
Let x0 ∈ Rn be a fixed point and let x ∈ Rn. Assume that there is a constant-speed
path γ : [0, 1] → Rn which is a length minimizer between x0 and x, i.e. length(γ) =
d(x0, x). This implies that there is a nonzero vector (ξ0, ξ) ∈ R×Rn such that
ξ0〈u, v〉L2 +
〈
ξ, dE(u)v
〉
Rn
= 0 ∀ v ∈ L2 = L2((0, 1),Rm), (2.2)
where the linear map dE(u) : L2((0, 1),Rm) → Rn denotes the differential of E. If (2.2)
holds, we say that u is an extremal control, or that the corresponding curve γu given by
(2.1) is an extremal curve. Clearly, it suffices to consider the case ξ0 = 1 and ξ0 = 0. If (2.2)
holds for some (ξ0, ξ) with ξ0 = 1, then we say that u is a normal extremal control, and γu
is a normal extremal curve. If instead (2.2) holds for some (ξ0, ξ) with ξ0 = 0, then we say
that u (resp. γu) is an abnormal extremal control (resp. curve). Equivalentely, abnormal
controls are those controls u ∈ L2 such that dE(u) : L2 → Rn is not open; they are
sometimes called singular controls and the corresponding curves are called singular curves.
The choice of (ξ0, ξ) is not unique, and it may happen that a control is both normal and
abnormal. In such case we say that u is normal-abnormal. If γ = γu is an abnormal curve,
the set of (λ0,λ) ∈ R×Rn such that (2.2) holds is a subspace whose dimension is called
the corank of γ (see [Tré00, Agr15]). Corank 1 extremals can not be normal-abnormal.
Finally, a normal control/curve which is not abnormal is called strictly normal and an
abnormal control/curve which is not normal is called strictly abnormal.
It is known that all abnormal length minimizing curves in two-step Carnot groups
cannot be strictly abnormal (see [AS04]).
2.2. Two-step groups and Métivier condition
Let g = V1 ⊕ V2 be a two-step nilpotent stratified Lie algebra (i.e. [V1,V1] = V2 and
[g,V2] = 0). Let 〈·, ·〉V1 be an inner product on V1. Fix an orthonormal basis X1, . . . ,Xm
of V1 and any basis T1, . . . , Tℓ of V2. Then we have the commutation relations [Xj,Xk] =
∑
ℓ
α=1 A
α
jkTα for suitable constants A
α
jk = −Aαkj ∈ R. Since Exp : g → G is a global
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diffeomorphism, we can identify the Lie groupG = Exp(g)with Rm×Rℓ via exponential
coordinates of the first kind
R
m ×Rℓ ∋ (x1, . . . , xm, t1, . . . , tℓ) ≃ Exp
(
∑
j
xjXj + ∑
α
tαTα
)
∈ G = exp(g) (2.3)
Finally, an application of the Baker–Campbell–Hausdorff–Dynkin formula (see [BLU07])
shows that the group law in G in the coordinates (x, t) ∈ Rm ×Rℓ takes the form
(x, t) · (y, s) =
(
x+ y, t+ s+
1
2
〈x, Ay〉
)
(2.4)
mentioned in (1.1). A subRiemannian frame of orthonormal horizontal left-invariant
vector fields in given by Xj = ∂xj +
1
2 ∑
m
k=1 ∑
ℓ
α=1 A
α
kjxk∂tα , for j = 1, . . . ,m. Moreover,
[Xj,Xk] = Ajk = ∑α A
α
jk∂α. We assume the Hörmander condition span{Ajk : 1 ≤ j < k ≤
m} = Rℓ.
In a two-step group, given η ∈ V∗2 , define Jη : V1 → V1 by the formula 〈JηX,X′〉 =
η([X,X′]). We say that the group satisfies the Métivier condition [Mét80] if the linear
map Jη is an isomorphism for all η ∈ V∗2 \ {0}. The Métivier class includes the class of
the groups of Heisenberg type (with strict inclusion, see [MS04, Section 7] or [BLU07]).
An equivalent way to state the Métivier condition is by requiring that the map Rm ∋ y 7→
〈Aw, y〉 ∈ Rℓ is onto for all w ∈ Rm \ {0}. Another equivalent assumption is that the
square matrix σA := ∑ℓα=1 σαA
α ∈ Rm×m is nonsingular for all σ = (σ1, . . . , σℓ) 6= 0 ∈ Rℓ.
2.3. Semiconcavity
Following [CS04, Definition 1.1.1] and [FR10], we say that a continuous function f : Ω →
R is semiconcave on the open set Ω ⊂ Rn if there is C > 0 such that
f (x+ h) + f (x− h)− 2 f (x) ≤ 2C|h|2, (2.5)
for all x, h ∈ Rn such that the segment [x− h, x+ h] is contained in Ω. Equivalently, there
is C > 0 so that
λ f (y) + (1− λ) f (x)− f (λy+ (1− λ)x) ≤ Cλ(1− λ)|x− y|2
for all x, y such that [x, y] ⊂ Ω and λ ∈ [0, 1]. Roughly speaking, second order derivatives
of a semiconcave function can be −∞, but they must be bounded from above by some
positive constant C < ∞. See [CS04, Chapter 2].
The following theorem has been shown by Cannarsa and Rifford [CR08], and Figalli
and Rifford [FR10]:
Theorem 2.1. Let M be a subRiemannian manifold with subRiemannian distance d. Let x0 ∈ M
and assume that for all y ∈ M every length minimizing path connecting x0 and y is nonsingular.
Then, the distance function y 7→ d(x0, y) is locally semiconcave on M \ {x0}.
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3. Step-two groups
3.1. Some (mostly known) facts on step-two groups
3.1.1 Endpoint map and extremal paths
Let Rm × Rℓ be equipped with the group law (2.4). Denote by e = (0, 0) the identity
element of the group and by d(x, t) the distance from the origin of (x, t) ∈ Rm ×Rℓ. The
ODE for the curve γ = (x, t) associated with a control u ∈ L2((0, 1),Rm) is
x˙(s) = u(s) t˙(s) =
1
2
〈x(s), Au(s)〉, with (x(0), t(0)) = (0, 0) (3.1)
where 〈x, Au〉 = (〈x, A1u〉, . . . , 〈x, Aℓu〉). Given u ∈ L2(0, 1), the endpoint map E(u) =
γ(1) = (x(1), t(1)) has the form
E(u) =
(∫ 1
0
u(s)ds,
1
2
∫ 1
0
〈∫ s
0
u, Au(s)
〉
ds
)
.
As calculated in [AGL15], its differential dE(u) : L2 → Rm ×Rℓ has the following form
dE(u)v =
(∫ 1
0
v,
1
2
∫ 1
0
{〈 ∫ s
0
u, Av(s)
〉
+
〈 ∫ s
0
v, Au(s)
〉}
ds
)
=
(∫ 1
0
v,
∫ 1
0
〈
A
( x
2
−
∫ s
0
u
)
, v(s)
〉
ds
)
.
(3.2)
We integrated by parts and we let
∫ 1
0 u = x.
Next, we recapitulate the discussion in [AGL15]. Let u ∈ L2(0, 1) be a minimizing
control for the problem min{‖u‖2L2(0,1) : E(u) = (x, t)}. Since minimizing controls in
step-two Canot groups are always normal (this follows from the second order analysis of
the Goh condition, see [AS04, Section 20.5] or [Rif14, Theorem 2.22]), there is a nontrivial
(co)vector (ξ, τ) ∈ Rm ×Rℓ such that
0 = 〈u, v〉L2 − 〈(ξ, τ), dE(u)v〉
=
∫ 1
0
〈u(s), v(s)〉ds −
∫ 1
0
〈ξ, v(s)〉ds −
∫ 1
0
〈
τA
( x
2
−
∫ s
0
u
)
, v(s)
〉)
for all v ∈ L2(0, 1).
Here τA := ∑ℓα=1 ταA
α = −(τA)T ∈ Rm×m. Since v ∈ L2 is arbitrary, we get
u(s) = ξ + τA
x
2
− τA
∫ s
0
u(ρ)dρ for all s ∈ [0, 1]. (3.3)
Therefore, u˙(s) = −τAu(s) and then, according to [AGL15, Proposition 5],
u(s) = e−τAsu, (3.4)
for a suitable u ∈ Rm. It is easy to recognize that, since A is skew symmetric, then
e−τAs ∈ O(m) is an orthogonal m× m matrix. Therefore, the path γ has constant speed
and length(γ) = |u|.
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Let u ∈ L2(0, 1) be an abnormal extremal. Then by definition there is (η, σ) ∈ Rm ×
Rℓ \ {(0, 0)} such that
0 = 〈(η, σ), dE(u)v〉 =
∫ 1
0
〈
η + σA
( x
2
−
∫ s
0
u
)
, v(s)ds
〉
for all v ∈ L2(0, 1).
Since v is arbitrary, one gets
η + σA
x
2
− σA
∫ s
0
u = 0 for all s ∈ [0, 1], (3.5)
with the usual convention σA := ∑ℓα=1 σαA
α. Note that it must be σ 6= 0. Otherwise
(η, σ) becomes trivial. Differentiating we obtain, according with [Kis03, Lemma 2.4] and
[Hsu92] the condition
σAu(s) = 0 for almost all s (3.6)
(which implies η = 0). Since ker(σA) is a subspace of dimension at mostm− 2, the struc-
ture of the ODE (3.1) implies that, letting Abn(e) = {γ(1) : γ is abnormal and γ(0) = e}
we have
Abn(e) ⊆ ⋃{GW : W subspace of Rm, dimW ≤ m− 2} (3.7)
where GW is the subgroup
GW := span
{(
w, 〈w′, Aw′′〉) : w,w′,w′′ ∈ W}, (3.8)
which is a Carnot group of step r ∈ {1, 2}. To check this claim, note that (3.6) ensures
that there is a subspace W ⊂ Rm of dimension at most m− 2 such that u(s) ∈ W a.e. in
s ∈ [0, 1]. Then x(s) = ∫ s0 u ∈ W and t(s) = 12 ∫ s0 〈x(ρ), Au(ρ)〉dρ ∈ span{〈w′, Aw′′〉 :
w′,w′′ ∈ W}. The inclusion (3.7) can be strict, but it is an equality for free groups (see
[DMO+15] and Remark 3.2 below).
Furthermore, (3.6) implies that a control of the form u(s) = e−τAsu is abnormal if and
only if there is σ ∈ Rℓ \ {0} such that
σA(τA)mu = 0 for all m ∈ N ∪ {0}. (3.9)
It may happen that σ ∈ span{τ} and in such case, comparing (3.3) and (3.5), we see that
u(s) = e−τAsu = u ∈ ker τA is a constant control.
3.1.2 Bivectors and skew-symmetric matrices
If we denote by e1, . . . , em the canonical basis of R
m, we define ∧2Rm := span{ej ∧ ek :
1 ≤ j < k ≤ m}. Given two vectors x, y ∈ Rm, the elementary bivector z = x ∧ y ∈ ∧2Rm
can be expanded as
x ∧ y = ∑
j
(xjej) ∧∑
k
(ykek) = ∑
1≤j<k≤m
(xjyk − xkyj)ej ∧ ek =: ∑
1≤j<k≤m
(x ∧ y)jkej ∧ ek.
On ∧2Rm we define the standard inner product on elementary bivectors
〈x ∧ y, ξ ∧ η〉 = 〈x, ξ〉〈y, η〉 − 〈x, η〉〈y, ξ〉 for all x, y, ξ, η ∈ Rm.
7
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This is equivalent to the requirement that the family ej ∧ ek, with 1 ≤ j < k ≤ m, is
orthonormal in ∧2Rm. The inner product 〈z, ζ〉 can be extended by linearity to general
bivectors z = ∑na=1 xa ∧ ya and ζ = ∑να=1 ξα ∧ ηα, for any xa, ya, ξα, ηα ∈ Rm. Note that
if Rm = V ⊕W decomposes as a sum with V ⊥ W and we choose orthonormal bases
v1, . . . , vp of V and w1, . . .wq ofW, it turns out that the family {vj ∧ vk, vj ∧ wα,wα ∧ wβ :
1 ≤ j < k ≤ p, 1 ≤ α < β ≤ q} is an orthonormal basis of ∧2Rm and ultimately the
three terms in the decomposition
∧2Rm = ∧2V ⊕ (V ∧W)⊕∧2W (3.10)
are pairwise orthogonal. Here and hereafter we are keeping the short notation V ∧W :=
span{v ∧ w : v ∈ V,w ∈ W}.
Let M = −MT ∈ Rm×m be a skew-symmetric matrix of rank 2p ≤ m. By spectral
theory, there are p two-dimensional pairwise orthogonal subspaces V1, . . .Vp, p positive
numbers λ1, . . . ,λp > 0 and a corresponding orthonormal basis vh, v
⊥
h of each Vh such
that
Mvh = λhv
⊥
h and Mv
⊥
h = −λhvh for all h = 1, . . . , p.
In otherwords, we can writeMx = ∑
p
h=1 λh
(〈x, vh〉v⊥h −〈x, v⊥h 〉vh). Observe that ImM =
⊕ph=1Vh and kerM = (⊕hVh)⊥. It may happen that λi = λj for some i 6= j. The generic
element of M is Mjk =
(
∑
p
h=1 λhv
⊥
h ∧ vh
)
jk
. The rank of the bivector ∑
p
h=1 λhv
⊥
h ∧ vh ∈
∧2Rm is by definition p. Moreover, the space span{vh, v⊥h : 1 ≤ h ≤ p} is called the
support of the bivector.
A short computation shows that the exponential of M applied to x ∈ Rm is
eMx =
p
∑
h=1
cos(λh)
(〈x, vh〉vh + 〈x, v⊥h 〉v⊥h )+ p∑
h=1
sin(λh)(〈x, vh〉v⊥h − 〈x, v⊥h 〉vh)
+
{
x−
p
∑
h=1
(〈x, vh〉vh + 〈x, v⊥h 〉v⊥h )}.
(3.11)
3.1.3 Extremal curves in free groups
Let Fm ≡ Fm,2 := Rm ×∧2Rm with the group law
(x, t) · (ξ, τ) =
(
x+ ξ, t+ τ +
1
2
x ∧ ξ
)
. (3.12)
Here for convenience of notation we used ∧2Rm instead of Rℓ and we made the choice of
matrices Ajk ∈ Rm×m defined as follows: Ajkx = xkej − xjek. Then, for any x, ξ ∈ Rm we
indicate with 〈x, Aξ〉 ∈ ∧2Rm the bivector
〈x, Aξ〉 = x ∧ ξ = ∑
1≤j<k≤m
(x ∧ ξ)jkej ∧ ek = ∑
1≤j<k≤m
(xjξk − xkξ j)ej ∧ ek. (3.13)
Let u(s) = e−τAsu be a normal extremal control. Since −τA is a skew-symmetric matrix,
there are p ≤ n2 , strictly positive numbers λ1, . . . ,λp > 0 and corresponding pairwise
8
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orthogonal vectors a1, a
⊥
1 , . . . , ap, a
⊥
p , z such that
u(s) =
p
∑
k=1
(
cos(λks)ak + sin(λks)a
⊥
k
)
+ z, (3.14)
where |ak| = |a⊥k | > 0 for all k = 1, . . . , p and z ⊥ span{ak , a⊥k : 1 ≤ k ≤ p}. Here
it may be z = 0. The free-group assumption ensures that the matrix −τA can be any
skew-symmetric matrix and thus any control u of the form (3.14) is a normal extremal
control.
Moreover, wemay assumewithout loss of generality that in (3.14) the following “non-
degeneration condition” holds
0 < λj 6= λk for all j 6= k. (3.15)
Otherwise, if λj = λk for some j 6= k, then we can write
cos(λjs)aj + sin(λjs)a
⊥
j + cos(λjs)ak + sin(λjs)a
⊥
k = cos(λjs)(aj + ak)+ sin(λjs)(a
⊥
j + a
⊥
k ).
Observe that if we add to condition (3.15) the requirement λj < λk if j < k, then all the
data p,λk, ak, a
⊥
k , z are uniquely determined by u(s). Finally, the length of the curve γu
corresponding to the control (3.14) is length(γu)2 = |z|2 + ∑pk=1|ak|2. The curve corre-
sponding to the extremal control (3.14) lives in the subgroupW ×∧2W, where
W := span{a1, a⊥1 , . . . , ap, a⊥p , z}. (3.16)
The discussion below shows that γu is nonsingular in the subgroup GW := W ×∧2W. In
general the inclusion GW ⊂ dE(u)L2 is strict.
In order to characterize singular extremals, we will use the following linear algebra
lemma.
Lemma 3.1. Let v1, . . . , vp ∈ Rm and let 0 < λ1 < λ2 < · · · < λp be positive numbers. Then,
span{λ2k−11 v1 + λ2k−12 v2 + · · ·+ λ2k−1p vp : 1 ≤ k ≤ p}
= span{λ2k−11 v1 + λ2k−12 v2 + · · ·+ λ2k−1p vp : k ∈ N}
= span{v1, v2, . . . , vp}.
An analogous statement holds changing the powers 2k− 1 with 2k.
Proof. In both equalities ⊆ is trivial. To accomplish the proof, it suffices to show that the
set in the first line contains span{v1, v2, . . . , vp}. To see this fact observe that
[λ1v1 + · · ·+ λpvp |λ31v1 + · · ·+ λ3pvp | · · · |λ2p−11 v1 + · · ·+ λ2p−1p vp]
= [v1| · · · |vp]

λ1 λ
3
1 · · · λ2p−11
λ2 λ
3
2 · · · λ2p−12
. . . . . . · · · . . .
λp λ
3
p · · · λ2p−1p

The thesis follows because the Vandermonde matrix is nonsingular.
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Nextwe recall the characterization of singular extremal controls (see also [DMO+15]).
Let u be a normal extremal control of the form (3.14) satisfying the nondegeneration con-
dition (3.15). Then, u is singular if and only if there is a nontrivial skew-symmetricmatrix
σA ∈ Rm×m such that σAu(s) = 0 for all s. By properties of the kernel of skew-symmetric
matrices this is equivalent to say that there is a (m− 2)-dimensional subspace W ⊆ Rm
such that u(s) ∈ W for all s. Equivalently, dim span{u(k)(0) : k ∈ N ∪ {0}} ≤ m − 2,
which means
dim span
{
z+
p
∑
k=1
ak,
p
∑
k=1
λka
⊥
k ,
p
∑
k=1
λ2kak,
p
∑
k=1
λ3ka
⊥
k , . . .
}
≤ m− 2. (3.17)
Since we assume (3.15), using the lemma above, it is easy to recognize that this is equiv-
alent to the requirement
dim span{a1, a⊥1 , . . . , ap, a⊥p , z} ≤ m− 2 (3.18)
Remark 3.2. Formula (3.18) is related with the parametrization of the abnormal set pro-
vided in formula (3.9) in [DMO+15]. Indeed it implies that
Abnnor(e) = Abn(e) =
⋃{
W ×∧2W : W ⊂ Rm dimW = m− 2
}
(3.19)
where Abnnor(e) indicates the endpoints of normal-abnormal curves leaving from the
origin. The first ⊆ inclusion is obvious and the second follows from (3.7). The fact that
Abnnor(e) contains the union on the right-hand side can be seen as follows. LetW ⊆ Rm
be a subspace of dimension dimW = m − 2. Then W × ∧2W is isomorphic to the free
two-step group with m− 2 generators. Therefore, for each point (w, ξ) ∈ W ×∧2W there
is a control of the form (3.14) with a1, a
⊥
1 , . . . , ap, a
⊥
p , z ∈ W and such that the curve γ
arising from such control connects the origin with (w, ξ).
3.1.4 Extremals in general two-step groups
If (Rm × Rℓ, ·) is a two-step Carnot group with law (1.1), normal extremal curves can
be described similarly to the free case, but there are some differences. Indeed, given an
extremal control u(s) = e−τAsu, while in the free case −τA was the most general skew-
symmetric matrix, here, as observed by [AGL15], the matrix −τA should belong to the
subspace of so(m), generated by A1, . . . , Aℓ. Anyway, applying spectral theory to the
matrix −τA, we see that u(s) can be written in the form
u(s) =
p
∑
k=1
cos(λks)ak + sin(λks)a
⊥
k + z, (3.20)
where, as in the free case we assume without loss of generality the nondegeneration
condition
0 < λj 6= λk for all j 6= k. (3.21)
Again, making the further requirement λj < λk if j < k, then all the data p,λk, ak, a
⊥
k , z are
uniquely determined by u(s). If we let, as in the free caseW := span{a1, a⊥1 , . . . , ap, a⊥p , z},
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then by (3.1), it turns out that the curve corresponding to the extremal control (3.20) lives
in the subgroup GW introduced in (3.8).
The description of singular extremals is less precise than in the free case. However,
by (3.6) and Lemma 3.1, we can say that a control of the form (3.20) under the nonde-
generation condition is singular if and only if there is σ ∈ Rℓ such that the associated
subspaceW satisfiesW ⊂ ker(σA). Equivalently, there is σ 6= 0 such that σ ⊥ 〈Aw, y〉 in
Rℓ for all w ∈ W and y ∈ Rm. This ensures that W ⊂ Rm has dimension at most m− 2.
Furthermore, under (3.21), it turns out that γu is nonsingular in the subgroup GW defined
in (3.8) (if it would be singular, then {u(s) : s ∈ [0, 1]} would be contained in a subspace
of dimension at most dimW − 2).
Remark 3.3. The objects of the discussion above have a strict relation with the abnormal
varieties Zλ studied in [LDLMV13] and [DMO+15, Section 3.1]. Indeed, fixed the basis
X1, . . . ,Xm, T1, . . . Tℓ of g = V1⊕V2 as in Section 2.2 and the dual basis η1, . . . , ηm, θ1, . . . , θℓ
of g∗ = V∗1 ⊕ V∗2 , then, choosing the covector λ = ∑α σαθα ∈ V∗2 , a computation shows
that, in the exponential coordinates (2.3)
Zλ = {(x, t) ∈ Rm ×Rℓ : σAx = 0} = ker(σA)×Rℓ.
where σA = ∑α σαA
α as usual. Thus, zλ ∩V1 = {∑j xjXj : x ∈ kerσA} ⊂ V1 and
Hλ = span
{
(x, 〈ξ, Aη〉) : x, ξ, η ∈ ker(σA)}
is the subgroup appearing in [DMO+15, Eq. (3.1)].
Next we calculate the image of the differential of the endpoint map at extremal con-
trols in terms of the associated subspaceW.
Proposition 3.4. Let u ∈ L2(0, 1) be a normal extremal control of the form (3.20) satisfying the
nondegeneration condition (3.21). Then, if W = span{a1, a⊥1 , . . . , ap, a⊥p , z}, we have
Im dE(u) = span{(ξ, 〈Aw, η〉) : w ∈ W ξ, η ∈ Rm}.
Proof. Formula (3.2) immediately implies ⊆.
To see ⊇, we test formula (3.2) against sequences of smooth functions approximating
the δ function and its derivatives of order ℓ ≥ 1. Precisely, let ϕ ∈ C∞c (]−1, 1[) be a
nonnegative averaging kernel with
∫ 1
−1 ϕ(s)ds = 1. Then define the family (ϕn)n≥2, by
ϕn(s) := nϕ(ns− 1). It turns out that ϕn ∈ C∞c (]0, 1[) and ϕn is an approximation of the
Dirac mass at s = 0 as n → ∞. Moreover, for ℓ = 0, 1, 2, . . . , ξ ∈ Rm and n ∈ N, the
family (ϕℓn)n≥2, ϕℓn(s) := ( dds )
ℓϕn(s) approximates the ℓ-th derivative of the Dirac mass,
as n → ∞.
Let us take ξ ∈ Rm and define vℓn(s) = ϕℓn(s)ξ. Testing (3.2) with (v0n)n∈N and passing
to the limit as n → ∞ we find
Im dE(u) ⊇
{(
ξ,
〈
A
x
2
, ξ
〉)
: ξ ∈ Rm
}
.
If instead ℓ ≥ 1, calculating dE(u)vℓn and letting n → ∞, we find
Im dE(u) ⊇
{(
0,−〈Ax(ℓ)(0), ξ〉) : ξ ∈ Rm
}
for all ℓ = 1, 2, . . . .
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The proof is easily concluded because span{x(ℓ)(0) : ℓ ≥ 1} = W. 1
Remark 3.5. In the nonfree case, it is not true thatAbn(e) can be parametrized as
⋃{GW :
dim(W) ≤ m − 2}, where GW is the subgroup in (3.8). A counterexample is given by
a direct product Hx1,x2,t × Rx3 of the Heisenberg group with the Euclidean line. Here,
for x, ξ ∈ R3 we define 〈x, Aξ〉 = x1ξ2 − x2ξ1 In this case, for any w = (w1,w2, 0) ∈
R3 \ {(0, 0, 0)}, a curve of the form γ(s) = (sw1, sw2, 0, 0) is an extremal and is contained
in the subgroupGW whereW = span{w} is one-dimensional. However, γ is nonsingular
in the product.
Using Proposition 3.4 it is easy to see that abnormal minimizing curves appear if and
only if the Métivier condition fails. This statement is implicitly contained in [DMO+15,
Eq. 3.2)].
Proposition 3.6. Let G = Rm ×Rℓ be the group in (1.1). Then there exists a nontrivial abnor-
mal length minimizing path if and only if the Métivier condition fails.
Proof. Let u ∈ L2(0, 1) be a nonzero abnormal length minimizing control. Since umust be
normal-abnormal, it has the form (3.20) and we may assume the nondegeneration (3.21).
Applying Proposition 3.4, we see that if 0 6= w ∈W, then the dimension of span{〈Aw, η〉 :
η ∈ Rm}must be strictly less than ℓ. This means that the Métivier condition fails.
On the other side, if the Métivier condition fails, let w ∈ Rm \ {0} be such that η 7→
〈Aw, η〉 is not onto from Rm to Rℓ. Then, by Proposition 3.4, we see that the curve γ(s) =
(sw, 0) is an abnormal minimizer.
3.2. Failure of semiconcavity in two-step Carnot groups
3.2.1 Free groups
We show estimate (1.3) of Theorem 1.1. Namely, given (x, t) = γ(1), final point of an
abnormal minimizer γ, we want to show that there is σ ∈ ∧2Rm such that
lim inf
β→0
d(x, t+ βσ)− d(x, t)
|β| > 0 (3.22)
Proof of (3.22). Let (x, t) = γ(1) = (x(1), t(1)), where γ is a normal-abnormal extremal.
Thismeans that γ originates from a control of the form u(s) = ∑
p
k=1 cos(λks)ak + sin(λks)a
⊥
k +
z, where as usual we assume that 0 < λj < λk for all j < k and moreover we have the
singularity condition
dim span{a1, a⊥1 , . . . , ap, a⊥p , z} ≤ m− 2,
(here z may possibly vanish). Let span{a1, a⊥1 , . . . , ap, a⊥p , z} =: W. Let V := W⊥ =
span{a1, a⊥1 , . . . , ap, a⊥p , z}⊥. The singularity condition ensures that dimV ≥ 2. Let FV :=
V ×∧2V be the subgroup generated by V × {0}. We claim that for any nonzero bivector
σ ∈ ∧2V, we have
d
(
x, t+ βσ
) ≥ d(x, t)+ C|β|. (3.23)
1Notice that LW := {〈Aw, η〉 : w ∈ W, η ∈ Rm} in general is not a subspace of Rℓ. This for instance
happens if Rm ×Rℓ = R4 ×∧2R4, 〈x, Ay〉 = x ∧ y andW = span{e1, e2}. In such case, e1 ∧ e3 and e2 ∧ e4 ∈
LW , but e1 ∧ e3 + e2 ∧ e4 /∈ LW .
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To prove the claim, fix σ ∈ ∧2V \ {0} and let β ∈ R. Take a minimizing control
u ∈ L2(0, 1) and let γ = (x, t) : [0, 1] → Fm,2 be the corresponding minimizing path
joining (0, 0) and (x, t+ βσ). Assume also the constant speed condition
|u(s)| = |x˙(s)| = d(x, t+ βσ) ∀s ∈ [0, 1].
Decompose orthogonally
u(s) =: uV(s) + uW(s) ∈ V ⊕W
x(s) =
∫ s
0
u =: xV(s) + xW(s) ∈ V ⊕W.
(3.24)
Thus,
t(s) =
1
2
∫ s
0
(xV + xW) ∧ (uV + uW)
=
1
2
∫ s
0
xV ∧ uV + 1
2
∫ s
0
xV ∧ uW + 1
2
∫ s
0
xW ∧ uV + 1
2
∫ s
0
xW ∧ uW
=: tV(s) + t∗(s) + tW(s) ∈ ∧2V ⊕ (V ∧W)⊕∧2W,
(3.25)
where we let
tV(s) =
1
2
∫ s
0
xV ∧ uV ∈ ∧2V and tW(s) = 1
2
∫ s
0
xW ∧ uW ∈ ∧2W.
By (3.10), the three terms in the last sum are pairwise orthogonal. The path s 7→ γV(s) =
(xV(s), tV(s)) ∈ V ×∧2V is admissible in the Carnot group V ×∧2V and the path γW is
admissible inW ×∧2W.
Next we look at the final point of γV . Since
W ∋ x = x(1) = xV(1) + xW(1) ∈ V ⊕W
we have xV(1) = 0 and xW(1) = x. Moreover, since
∧2W ⊕∧2V ∋ t+ βσ = t(1) = tV(1) + t∗(1) + tW(1) ∈ ∧2V ⊕ (V ∧W)⊕∧2W,
it must be t∗(1) = 0 ∈ V ∧W, tV(1) = βσ ∈ ∧2V and tW(1) = t ∈ ∧2W.
Ultimately, since the path γV connects the origin with (0, βσ) ∈ FV = V × ∧2V, we
have ∫ 1
0
|uV | ≥ dV×∧2V(0, βσ) ≥ C|β|1/2.
Moreover, since γW connects the origin with (x, t) ∈ FW , we have∫ 1
0
|uW | ≥ dFW (x, t) ≥ dFV⊕W(x, t) = d(x, t). (3.26)
By the constant-speed assumption |u(s)| = d(x, t+ βσ) for all s,
d(x, t+ βσ)2 =
∫ 1
0
|u|2 =
∫ 1
0
|uV |2 +
∫ 1
0
|uW |2
≥
(∫ 1
0
|uV |
)2
+
(∫ 1
0
|uW |
)2
≥ C|β|+ d(x, t)2.
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To conclude the proof, observe that if (x, t) = (0, 0), then d(0, βσ) ≥ C|β|1/2 ≥ C|β| for
|β| < 1. If instead (x, t) 6= (0, 0), then
d(x, t+ βσ) ≥ d(x, t)
(
1+
C|β|
d(x, t)2
)1/2
≥ d(x, t) + C
′
d(x, t)
|β|,
for small |β|. This proves (3.23).
3.2.2 General two-step groups
Here we prove estimate (1.2), which shows that local semiconcavity fails for all two-step
Carnot groups at abnormal points of the form (w, 0) ∈ Rm × Rℓ. The case of a general
abnormal point seems to be technically more complicated and we do not discuss it. A
procedure of lifting to a free group can be useful to discuss some specific examples, but
the general case seems to require a deeper understanding of two-step Carnot group.
Proof of (1.2). Let w ∈ Rm be a unit vector such that the map y 7→ 〈Aw, y〉 is not onto
from Rm to Rℓ. We claim that estimate (1.2) holds for any vector σ ∈ Rℓ \ {0} such that
〈Aw, y〉 ⊥ σ in Rℓ ∀ y ∈ Rm. (3.27)
Assume without loss of generality that |σ| = 1 in Rℓ. Let V := span{w}⊥ =: W⊥ and
GV := span{(v, 〈Av′, v′′〉) : v, v′, v′′ ∈ V}.
We claim that there is C > 0 such that d(w, βσ) ≥ 1+ C|β| uniformly in β ∈ [−1, 1].
To show the claim, let γ = (x, t) : [0, 1] → G be a length minimizing constant-speed path,
i.e. |u(s)| = d(w, βσ) for all s ∈ [0, 1]. Decompose
u(s) = uV(s) + uW(s) ∈ V ⊕W
x(s) =
∫ s
0
u =: xV(s) + xW(s) ∈ V ⊕W.
(3.28)
Thus,
t(s) =
1
2
∫ s
0
〈x, Au〉
=
1
2
∫ s
0
〈xV , AuV〉+ 1
2
∫ s
0
(〈xV , AuW〉+ 〈xW , AuV〉) + 1
2
∫ s
0
〈xW , AuW〉
=: tV(s) + (t(s)− tV(s)).
(3.29)
where we put tV(s) :=
1
2
∫ s
0 〈xV , AuV〉. Note that the curve γV(s) = (xV(s), tV(s)) is an
admissible curve in GV . The decomposition (3.28) proves that xV(1) = 0. Formula (3.29)
and the orthogonality condition (3.27) tell that βσ ⊥ t(1)− tV(1). Therefore, the required
equality t(1) = βσ implies that
|tV(1)|2 =
∣∣∣βσ− (t(1)− tV(1))∣∣∣2 = β2 + |t(1) − tV(1)|2 ≥ β2,
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because |σ| = 1. Standard properties of two-step groups give
length
GV
(γV) =
∫ 1
0
|uV(s)|ds ≥ C|β|1/2.
A second obvious estimate concerns the curve ζ(s) := 〈x(s),w〉. Since it satisfies ζ(0) = 0
and ζ(1) = 1, we have ∫ 1
0
|uW | =
∫ 1
0
|ζ˙| ≥ 1.
To conclude the argument, starting from the constant speed property of γ = (x, t)
and using Cauchy-Schwarz, we find
d(w, βσ)2 =
∫ 1
0
|u|2 =
∫ 1
0
|uW |2 +
∫ 1
0
|uV |2
≥
(∫ 1
0
|uW |
)2
+
(∫ 1
0
|uV |
)2
≥ 1+ C|β| = d(w, 0)2 + C|β|
and the proof is concluded.
3.3. Horizontal semiconcavity estimates at abnormal points in free groups
By the results in [CR08,FR10], in a small neighborhood of the final point γ(1) = (x, t) of a
strictly normal minimizer, the distance from the origin is semiconcave. This estimate fails
if γ is abnormal. However, a horizontal version of the semiconcavity property persists
at abnormal points, at least in free groups. Indeed, if Fm is the free two-step group with
m generators, for all (x, t) = γ(1), where γ is abnormal length-minimizing on [0, 1],
γ(0) = (0, 0) and d(x, t) = 1 there are positive constants C and δ so that
sup
y∈Rm, |y|≤δ
d
(
ey·X(x, t)
)
+ d
(
e−y·X(x, t)
)− 2d(x, t)
|y|2 ≤ C. (3.30)
Here y · X := ∑mj=1 yjXj and ey·X(x, t) denotes the value at time t = 1 of the integral
curve of y · X leaving from (x, t). We do not know whether or not such estimate holds
uniformly in (x, t) on the unit sphere. We plan to come back to such problem in a further
paper.
Estimate (3.30) can be proved by an induction argument and the discussion below is
devoted to the proof of such statement.
Step 1. Let us start by observing that ifw1, . . . ,wd is an orthonormal basis of a d-dimensional
subspace W ⊂ Rm and GW := W × ∧2W is a free subgroup of Fm := Rm × ∧2Rm, then
for any point (x, t) ∈ GW we have the estimate
dFm (x, t) = dGW (x, t) = dFd(ξ, τ) (3.31)
where in the last equality we denoted ξ j = 〈x,wj〉 and τjk = 〈wj ∧ wk, t〉 for j = 1, . . . , d.
The≤ in the first equality of (3.31) follows from the fact that GW is a subgroup of Fm. The
≥ holds because
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(a) If u ∈ L2((0, 1),Rm) is a control in Fm such that the curve γu connects the origin
with (x, t) ∈ GW ⊂ Fm, then, the orthogonal projection uW ∈ L2((0, 1),W) is admis-
sible in FW and the corresponding curve γW connects the origin with (x, t) ∈ GW .
(b) length
GW
(γW) ≤ lengthFm(γ).
Note that the ≥ inequality in (3.31) may fail if we change Fm with a nonfree two-step
Carnot group G. This can be seen by considering the group R5×R = G with operation
(x1, x2.x3.x4, t) · (ξ1, ξ2, ξ3, ξ4, t) =
(
x+ ξ, t+ τ +
1
2
(x1ξ2 − x2ξ1) + α
2
(x3ξ4 − x4ξ3)
)
with α > 1 and its subgroup GW := Gspan{e1,e2} = {(x1, x2, 0, 0, t)}. Here it turns out that
dG(0, 0, 0, 0, β) =
√
4pi|β|/α < √4pi|β| = dGW (0, 0, 0, 0, β).
Step 2. Let us look at estimate (3.30) for m = 3. In such case abnormal points in the unit
sphere are of the form (x, t) = (w, 0) for some w ∈ R3 with unit norm. Then, any vector
y ∈ R3 can be written in the form y = ξw + ηv, where ξ, η ∈ R and v ⊥ w is a suitable
unit vector. Therefore, we have
ey·X(w, 0) = (w, 0) · Exp(y · X) = (w, 0) · (y, 0)
= (w, 0) · (ξw+ ηv, 0) ∈ Gspan{w,v} = {(ξw+ ηv, τw ∧ v) : (ξ, η, τ) ∈ R3}
(here Exp denotes the standard Exponential map, see [BLU07, Definition 1.2.25]). Thus all
points involved in the estimate belong to a subgroup which is isomorphic to the Heisen-
berg group (H1, ◦). Therefore we have
d
(
(w, 0) · (ξw+ ηv, 0))+ d((w, 0) · (−ξw− ηv, 0))− 2d(w, 0)
= dH1((1, 0, 0) ◦ (ξ, η, 0)) + dH1((1, 0, 0) ◦ (−ξ,−η, 0))− 2dH1(1, 0, 0) ≤ C(ξ2 + η2),
by the local semiconcavity of the distance in the Heisenberg group ( [CR08,FR10]). Since
this estimate is uniform as v ∈ R3 is a unit vector orthogonal to w, the statement in F3
follows easily.
Step 3. Next we describe the induction step. Assume that the estimate holds for Fm−1 and
let us look at (x, t) = γ(1) ∈ Fm with d(x, t) = 1, γ(0) = (0, 0) where γ is an abnormal
length-minimizer. Let W ⊂ Rm be the associated subspace introduced in (3.16) and as-
sume that w1, . . . ,wd is an orthonormal basis ofW. The singularity condition means that
d ≤ m− 2. Moreover, any vector y ∈ Rm can be written in the form y = ∑dj=1 ξ jwj + ηv,
where v ⊥ W is a suitable unit vector depending on y (but we will get estimates which
are uniform in v ⊥W, |v| = 1). Therefore, we have
(x, t) · Exp(y · X) = (x, t) · (y, 0)
=
( d
∑
j=1
xjwj, ∑
j<k≤d
tjkwj ∧ wk
)
·
(
∑
j≤d
ξ jwj + ηv, 0
)
∈ GW⊕span{v}.
Thus, all involved points belong to a free subgroup which isomorphic to Fd+1. If there
is an abnormal length minimizer in such subgroup that connects the origin and (x, t),
then, since d + 1 ≤ m − 1, using Step 1 and arguing as in Step 2, we get the required
statement (3.30). Otherwise, if any minimizer is normal, we can use [CR08] or [FR10] and
we get again the desired estimate (3.30).
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4. Lack of semiconcavity for the control distance in the Engel group
Let us consider the vector fields
X1 = ∂1 and X2 = ∂2 + x1∂3 +
x21
2
∂4.
It can be checked that X1 and X2 are left invariant on the Lie group in E = R
4 defined by
the following law
x · ξ =
(
x1 + ξ1, x2 + ξ2, x3 + ξ3 + x1ξ2, x4 + ξ4 +
x21
2
ξ2 + x1ξ3
)
(4.1)
which is usally called Engel group. See [BLU07, p. 285]). Such vector fields belong to the
model studied in the seminal paper [Sus96] on abnormal geodesics for rank two distri-
butions and it is known that AbnE = {(0, x2, 0, 0) : x2 ∈ R}. Therefore, by [CR08] and
[FR10], we know that the distance from the origin d is locally semiconcave on R4 \Re2.
Here we show that d is not semiconcave at any point of the abnormal line. Moreover, we
show that d is not semiconcave at such points even in the weaker horizontal sense.
In the papers [AS11, AS15] and [AT13] the explicit form of geodesics is established.
In principle, our estimates could be obtained as a consequences of the mentioned results.
However the form of such geodesics is rather involved and working with their explicit
equations seems to be a rather difficult task.
Observe that the subset {(x1, x2, 0, x4)} ⊂ E with the induced vector fields X1 = ∂1
and X2 = ∂2 +
x21
2 ∂4 can be identified with the Martinet subRiemannian system. See the
discussion in the following Remarks 4.1 and 4.2.
Preliminarily we show that taken the constant control u˜(t) = (0, 1) for t ∈ [0, 1], so
that E(u˜) = (0, 1, 0, 0), we have
Im dE(u˜) = span{e1, e2, e3}. (4.2)
We briefly check (4.2), by means of standard formula for the differential of the endpoint
map. Following the notation in [ABB16], given u ∈ L2, we denote by Pts (x) the solution
of ddtP
t
s(x) = ∑j uj(t)Xj(P
t
s(x)), with P
s
s (x) = x. Thus, we have the well known formula
dE(u)v =
∫ {
v1(t)dP
1
t (P
t
0(0))X1(P
t
0(0)) + v2(t)dP
1
t (P
t
0(0))X2(P
t
0(0))}dt.
See [Mon02,Rif14,ABB16]. At the point u = u˜, we have Pt0x = e
tX2x =
(
x1, x2 + t, x3 +
tx1, x4 +
x21
2 t
)
, so that
dP1t (x) =
[
1 0 0 0
0 1 0 0
1−t 0 1 0
(1−t)x1 0 0 1
]
Pt0(0) =
[
0
t
0
0
]
⇒ dP1t (Pt0(0)) =
[
1 0 0 0
0 1 0 0
1−t 0 1 0
0 0 0 1
]
.
Therefore,
dE(u)v =
(∫ 1
0
v1(t)dt,
∫ 1
0
v2(t)dt,
∫ 1
0
(1− t)v1(t)dt, 0
)
(4.3)
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which implies (4.2). The curve x(t) = te2 is both normal and abnormal. It is abnormal
because dE(u) is not open. It is normal because the equality
λ0〈u, v〉L2 +
〈
(λ1,λ2,λ3,λ4), dE(u)v
〉
R4
= 0 ∀ v ∈ L2 =: L2((0, 1),R2)
holds under the choice λ0 = −λ2 and λ1 = λ3 = 0.
It is very easy to show the failure of semiconcavity looking at the behavior of the
distance in the orthogonal of Im dE(u˜), i.e. in span{e4}. This is shown by estimate (1.5),
which we are now going to prove. A more precise version of the following proposition
can be obtained as a consequence of [ABCK97] (see the remark after the proof).
Proof of (1.5). It suffices to show that there is C0 > 0 such that
d(0, 1, 0,λ) − 1 ≥ C0|λ| for all λ close to 0. (4.4)
To show estimate (4.4), let us consider the control problem γ˙ = u1(t)X1(γ)+ u2(t)X2(γ)
with γ(0) = (0, 0, 0, 0) and γ(1) = (0, 1, 0,λ), where u = (u1, u2) ∈ L2(0, 1). Note that
writing γ = (γ1,γ2,γ3,γ4), we have
γ3(1) =
∫
γ0
x2dx1 = 0 γ˙4(1) =
1
2
∫
γ0
x21dx2 = λ,
where we denoted γ0 := (γ1,γ2).
Let (γλ)λ∈R be a family of curves γλ : [0, 1] → R2 satisfying γλ(0) = (0, 0), γλ(1) =
(0, 1) and
∫
γλ x
2
1dx2 = 2λ. Then
|2λ| =
∣∣∣∫
γλ
x21dx2
∣∣∣ = ∣∣∣∫ 1
0
γλ1 (t)
2γ˙λ2 (t)dt
∣∣∣ ≤ sup
t∈[0,1]
γλ1 (t)
2
∫ 1
0
|γ˙λ2 (t)|dt
≤ sup
(x1,x2)∈γλ([0,1])
x21 · length(γλ)
≤ 2 sup
x∈γλ
x21,
(4.5)
where we assumed without loss of generality that length(γλ) ≤ 2 for all |λ| sufficiently
small. Therefore, there is tλ ∈ (0, 1) such that γλ1 (tλ) = |λ|1/2. Thus
length(γλ) = length(γ|[0,tλ]) + length(γ|[tλ,1])
≥ |(|λ|1/2,γλ2 (tλ))− (0, 0)|+ |(|λ|1/2,γλ2 (tλ))− (0, 1)|
≥
∣∣∣(|λ|1/2, 1
2
)
− (0, 0)
∣∣∣+ ∣∣∣(|λ|1/2, 1
2
)
− (0, 1)
∣∣∣ = 2√1
4
+ |λ|,
and the claim follows.
Remark 4.1. If we let x3 = 0 and we identify respectively (x1, x2, x4) with (y, x, z) ∈ R3,
an inspection of the proof above shows that we have proved the following estimate for
the Martinet vector fields X = ∂x +
y2
2 ∂z and Y = ∂y,
lim inf
z→0
d(1, 0, z)− d(1, 0, 0)
|z|  0.
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If z > 0, then this estimate is contained in [ABCK97, eq. (4.31)], where it is shown that
the intersection of the unit sphere with the abnormal set y = 0, has a parametrization of
the form
x(t) = 1− t+ o(t) and z(t) = 2
3pi2
t+ o(t) as t → 0+
If z < 0, then the absolute value in the first equality in the chain of estimates (4.5) is very
rough and our argument does not detect the logarithmic estimate proved by [ABCK97].
4.1. Failure of horizontal semiconcavity at abnormal points
Here we prove the horizontal estimate (1.6).
Remark 4.2. An inspection of the proof below shows that no information on the variable
x3 is used (we will not make any use of the first equation of (4.6)). Thus we get some
more information on the distance for theMartinet vector fieldsY = ∂y and X = ∂x +
y2
2 ∂z.
Namely we have the estimate
lim
y→0
d(1, y, 0)− d(1, 0, 0)
y2
= +∞
Proof of (1.6). Since the case x2 = 0 is trivial, without loss of generality it suffices to show
the statement with x2 = 1 and y2 = 0. In such case we are able to prove that
lim
λ→0
d(e2 · λe1)− d(e2)
λ2
= +∞.
Note that e2 · λe1 = eλX1(0, 1, 0, 0) = (λ, 1, 0, 0). Any admissible curve in γ˜ =: (γ,γ3,γ4) :
[0, T] 7→ E is the lifting of its plane projection γ : [0, T] → R2 with the constraints
γ˙3 = γ1γ˙2 and γ˙4 =
1
2γ
2
1γ˙2. Thus, the requirements γ3(T) = γ4(T) = 0 can be written
in the form ∫
γ
x1dx2 = 0 and
∫
γ
x21dx2 = 0 (4.6)
(the first equality will not be used in our argument).
Let us assume by contradiction that there exists a family of curves xλ : [0, Tλ] → R2
with λ ∈ R and a constant C0 > 0 such that for all λ close to 0 all the following properties
hold: 
xλ(0) = (0, 0), xλ(Tλ) = (λ, 1)
|x˙λ| ≤ 1 a.e.
Tλ − 1 ≤ C0λ2∫ Tλ
0
xλ1 (t)
2 x˙λ2 (t)dt = 0
(4.7)
We will show that this produces the following contradiction. Letting
(LHS) :=
∫
{x˙λ2>0}
(xλ1 )
2x˙λ2 =
∣∣∣∫
{x˙λ2≤0}
(xλ1 )
2x˙λ2
∣∣∣ =: (RHS).
we claim that there are C1,C2 > 0 such that if |λ| is sufficiently small, then
(RHS) ≤ C1λ4 and (LHS) ≥ C2|λ|3. (4.8)
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To get this contradiction, by symmetry it suffices to discuss the case λ > 0. The proof
is articulated in several steps.
Step 1. First we prove the estimate |{t ∈ [0, Tλ] : x˙λ2 (t) ≤ 0}| ≤ C0λ2. This can be
achieved easily because
1 = xλ2 (T)− xλ2 (0) =
∫ Tλ
0
x˙λ2 =
∫
x˙λ2>0
x˙λ2 +
∫
x˙λ2<0
x˙λ2 ≤
∫
x˙λ2>0
x˙λ2 ≤ |{x˙λ2 > 0}|,
because |x˙λ2 | ≤ |x˙λ| ≤ 1. Thus |{x˙λ2 > 0}| ≥ 1. Therefore, its complementary set satisfies
|{x˙λ2 ≤ 0}| = Tλ − |{x˙λ2 > 0}| ≤ 1+ C0λ2 − 1 = C0λ2.
Step 2. There is C1 > 0 such that sup[0,Tλ](x
λ
1 )
2 ≤ C1λ2.
Let λ > 0 and define the positive number qλ = maxt∈[0,Tλ] x
λ
1 (t)/λ. (An analogous
discussion, left to the reader, can be given working with pλ := mint∈[0,Tλ] x
λ
1 (t)/λ).
Assume that qλ ≥ 2, otherwise there is nothing to prove. Take a point (λqλ, xλ2 ) ∈
γλ([0, Tλ]). Then
1+ C0λ
2 ≥ length(xλ) ≥ d((λqλ, xλ2 ), (λ, 1)) + d((λqλ , xλ2 ), (0, 0))
≥ d((λqλ, xλ2 ), (λ, 1)) + d((λqλ, xλ2 ), (λ, 0))
≥ (this quantity is minimal for xλ2 =
1
2
)
≥ d((λqλ, 1/2), (λ, 1)) + d((λqλ, 1/2), (λ, 0))
= 2
√
1
4
+ (qλ − 1)2λ2.
Comparing the first and the last term, we see that qλ should be bounded uniformly for
small positive λ.
Step 3. Estimate of (RHS):∣∣∣∫
x˙λ2<0
(xλ1 )
2 x˙λ2
∣∣∣ ≤ sup
[0,Tλ]
(xλ1 )
2|{x˙λ2 < 0}| ≤ C1λ2 · C0λ2,
as desired.
The estimate of (LHS) is more delicate and we need some preliminary notation. In-
troduce the following rotation ρλ : R
2 → R2
ρλ
(
ξ1
ξ2
)
=
1√
1+ λ2
(
1 λ
−λ 1
)(
ξ1
ξ2
)
=
(
(ξ1 + λξ2)/
√
1+ λ2
(ξ2 − λξ1)/
√
1+ λ2
)
. (4.9)
Observe that ρλ(0,
√
1+ λ2) = (λ, 1) for all λ. Define then
p0 = 2
√
2C0 (4.10)
and construct the following sets (we will work both with these sets and with their rotated
through ρλ).
ℓ˜λ := {(ξ1, ξ2) : ξ2 =
√
1+ λ2(1− λ)}.
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This is a horizontal line below the point (0,
√
1+ λ2) of an amount of order λ. Inside this
line we fix the (rather short) segment
F˜λ = {(ξ1, ξ2) : ξ2 =
√
1+ λ2(1− λ), |ξ1| ≤ p0λ3/2}
=
{(
θp0λ
3/2,
√
1+ λ2(1− λ)) : |θ| ≤ 1}
and the tiny rectangle
R˜λ :=
{(
θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)
)
: |θ1| ≤ 1, |θ2| ≤ 1
}
.
which extends on top of F˜λ of an amount approximately 2λ. Then, on the left and on the
right of R˜λ introduce the set
M˜λ :=
{(
θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)
)
: |θ1| ≥ 1, |θ2| ≤ 1
}
.
Finally, on top of R˜λ
⋃
M˜λ we have the half-plane
G˜λ :=
{(
θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)
)
: θ1 ∈ R, θ2 ≤ −1
}
.
Correspondingly we have the rotated sets ℓλ := ρλℓ˜λ, Fλ := ρλ F˜λ, Rλ := ρλR˜λ, and
Mλ = ρλM˜λ. The tiny rectangle Rλ is centered at the final point (λ, 1).
Step 4. Under the choice of p0 made in (4.10), we have for sufficiently small positive λ
xλ([0, Tλ]) ∩Mλ = ∅ and xλ([0, Tλ]) ∩ Gλ = ∅.
We start with the proof of the first claim, which gives the more striking information,
due to the power λ3/2 in the horizontal size of Rλ. We work with the rotated curve
ξλ(t) = ρ−1λ x
λ(t). Such curve has length at most 1 + C0λ2 and connects (0, 0) with
(0,
√
1+ λ2). Assume by contradiction that there is a point belonging to M˜λ ∩ ξλ([0, Tλ]).
Such point has the form
(
θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)
)
, for some θ1, θ2 satisfying |θ1| ≥ 1,
and |θ2| ≤ 1. Therefore, the estimate on the length furnishes
1+ C0λ
2 ≥ length(xλ)
≥ d
(
(0, 0), (θ1p0λ
3/2,
√
1+ λ2(1− θ2λ))
)
+ d
(
(θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)), (0,
√
1+ λ2)
)
≥ (we minimize choosing θ2 = 1)
≥
√
θ21p
2
0λ
3 + (1+ λ2)(1− λ)2 +
√
θ21p
2
0λ
3 + (1+ λ2)λ2
≥ 1− λ +
√
θ21 p
2
0λ
3 + (1+ λ2)λ2 ≥ 1− λ + λ
√
1+ p20λ.
Comparing the first and the last term, we see that this chain of inequality conflicts with
the choice of p0 made in (4.10), for small λ.
Next we show the second statement of Step 4. Let λ > 0 be a small number and
assume by contradiction that there exists x¯λ ∈ Gλ ∩ xλ([0, Tλ]). The rotated point ξλ :=
21
A. Montanari and D. Morbidelli, On the lack of semiconcavity of the subRiemannian distance ...
ρ−1λ x
λ has the form (θ1p0λ
3/2,
√
1+ λ2(1− θ2λ)) with θ1 ∈ R and θ2 ≤ −1. Thus, it must
be ξ¯λ2 ≥ (1+ λ)
√
1+ λ2. Therefore
1+ C0λ
2 ≥ d((0, 0), (ξ¯λ1 , ξ¯λ2 )) + d((ξ¯λ1 , ξ¯λ2 ), (0,
√
1+ λ2))
≥ |ξ¯λ2 |+ |ξ¯λ2 −
√
1+ λ2|
≥ (1+ λ)
√
1+ λ2 +
(
(1+ λ)
√
1+ λ2 −
√
1+ λ2
)
= (1+ 2λ)
√
1+ λ2.
Again, comparing the first and last term, we find a contradiction and Step 4. is accom-
plished.
Step 5. We claim that if (x1, x2) ∈ Fλ, then xλ2 ≤ 1− λ2 . Here we use the fact that the
segment Fλ is very short with respect to λ.
To check the claim, recall that x ∈ Fλ means that there is θ ∈ [−1, 1] such that
(x1, x2) = ρλ(θp0λ
3/2,
√
1+ λ2(1− λ)) Thus, using (4.9), we find
x¯2 =
1√
1+ λ2
(
−θp0λ5/2 +
√
1+ λ2(1− λ)
)
and Step 5 is accomplished, if λ > 0 is sufficiently small.
Step 6. If x = (x1, x2) ∈ Rλ, then we have x1 ≥ λ2 .
This can be seen again by means of (4.9), which gives for suitable θ1, θ2 ∈ [−1, 1]
x1 =
1√
1+ λ2
(
θ1p0λ
3/2 + λ
√
1+ λ2(1− θ2λ)
)
≥ λ
2
,
for all positive λ sufficiently small.
Step 7. Lower estimate of (LHS).
Take λ and the corresponding curve xλ. Let tλ ∈ [0, Tλ] be the unique time such that
xλ(tλ) ∈ Fλ xλ(t) /∈ Fλ ∀t ∈ ]tλ, Tλ].
Note that xλ(t) ∈ Rλ for all t ∈ [tλ, Tλ]. This follws fron the fact that the curve xλ can
intersect the line ℓλ only in the segment Fλ. Thus, after the time tλ it should lie on top
of such line. On the other side, by Step 4., the curve cannot touch the “prohibited set”
Mλ ∪ Gλ. Therefore xλ([tλ, Tλ]) ⊂ Rλ. Therefore∫
x˙λ2>0
(xλ1 )
2x˙λ2 ≥
∫
[tλ,Tλ]∩{x˙λ2>0}
(xλ1 )
2 x˙λ2 ≥ inf
(x1,x2)∈Rλ
x21
∫
[tλ,Tλ]∩{x˙λ2>0}
x˙λ2 ≥ inf
(x1,x2)∈Rλ
x21
∫
[tλ,Tλ]
x˙λ2
≥ (By Step 6) ≥ λ
2
4
(xλ2 (Tλ)− xλ2 (tλ))
≥ (By Step 5) ≥ λ
2
4
(
1−
(
1− λ
2
))
=
λ3
8
,
and the proof is concluded.
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