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Abstract
We address the problem of designing efficient algorithms for media-on-demand in systems that
use stream merging. In the stream merging model the receiving bandwidth of clients is larger
than the playback bandwidth, and clients can buffer parts of the transmission to be played back
later. Our goal is to minimize the required server bandwidth for a given guaranteed start-up de-
lay and uninterrupted playback. We construct an efficient O(n) optimal off-line algorithm for a
time horizon that is composed of n time slots, where the length of one slot is the guaranteed
start-up delay. Our algorithm works for either clients with receiving bandwidth twice as much as
the playback bandwidth or for receiving bandwidth equal to the server bandwidth, independent of
the clients buffer size. We describe an on-line delay guaranteed algorithm that operates without
knowledge of the time horizon size, and show that it performs asymptotically close to the optimal
off-line algorithm. The on-line algorithm is simpler to implement than previously proposed on-line
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1. Introduction
Media-on-Demand is the demand by clients to playback, view, listen, or read various
types of media such as video, audio, and large files with as small as possible start-up delay
and with no interruptions. The solution of dedicating a private channel to each client for
the required media is implausible even with the ever growing available network bandwidth.
Thus, multicasting popular media to groups of clients seems to be the ultimate solution to
the ever growing demand for media. The first, and most natural idea to exploit the advan-
tage of multicasting is to batch clients together. This implies a tradeoff between the overall
server bandwidth and the guaranteed start-up delay. (See, e.g., the papers [3,12,13].) The
main advantage of the batching solutions lies in their simplicity whereas the main disad-
vantage is that the guaranteed start-up delay may be too large.
The pyramid broadcasting paradigm, pioneered by Viswanathan and Imielinski [38],
was the first solution that dramatically reduced the bandwidth requirements for servers by
using larger receiving bandwidth for clients and by adding buffers to clients. The basic idea
is that clients may simultaneously receive data from more than one channel, and store parts
of the transmission in their buffers to be played back later. We call such systems pyramid
systems. The main objective of Media-on-Demand systems is to minimize both the start-up
delays incurred by the clients and the number of channels (bandwidth) needed to serve all
the requests. Pyramid systems substantially outperform batching systems for the price of
more complicated receiving programs (information on which streams to listen to and when
to listen) for the clients and more complicated control decisions by the server.
Many papers followed and implemented the pyramid paradigm. Several models were
proposed, all of them demonstrated the huge improvement over the traditional batching
solutions. We adopt the stream merging technique, introduced by Eager, Vernon, and Za-
horjan [16] and further developed in [6]. Stream merging seems to incorporate all the
advantages of the pyramid broadcasting paradigm and is very useful in designing and im-
plementing efficient off-line and on-line solutions.
A Media-on-Demand system is composed of three main components: clients who re-
quest to receive some media (transmission), channels on which the transmissions are
broadcast, and a server who controls and manages who receives what and where. The
main application of a Media-on-Demand system is in an on-line environment in which the
requests of the clients are not known ahead of time. In batching systems, the role of the
server is simply to tell new clients to which channels to tune and when; and to schedule
the various transmissions on the channels. In pyramid systems, the server gives each new
client a receiving program that instructs the client to which channel(s) to tune and when,
where the client may receive data from more than one channel at a time. In addition, the
server has to make sure to broadcast the segments of the transmission needed by clients
who tune to these channels. However, in pyramid systems the channels sometimes broad-
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broadcast the whole transmission).
Media-on-Demand systems are also considered in an off-line environment in which the
requests of all clients are known ahead of time. The main applications are reservation sys-
tems. In such systems, the server computes all the receiving programs and the broadcasting
schedules ahead of time. Additional challenges in off-line systems is to find the optimal
solution, and to perform the computation as efficiently as possible.
In delay guaranteed Media-on-Demand systems, clients are guaranteed to get their re-
quest at most D time units after they posted their request (where D is a predetermined
parameter). Delay guaranteed Media-on-Demand systems could be viewed as a special
case of off-line environments in which there is an arrival once every D time units. In
batching systems, this requirement forces the server to broadcast the whole transmission
once in D time units on one of the channels, and this is naturally the best possible solution.
On the other hand, in pyramid systems, finding the optimal schedules of the transmissions
and the optimal receiving programs is not a straightforward task.
The skyscraper broadcasting paper [24] addressed delay guaranteed systems in the pyra-
mid model and demonstrated the tradeoff between the guaranteed start-up delay and the
required bandwidth. Researchers also demonstrated the tradeoff between the server band-
width and the receiving bandwidth [17,23,32,33]. However, all of these papers assumed a
static allocation of bandwidth per transmission. The need for dynamic allocation motivated
the papers [14,15] that still used the skyscraper broadcasting model. The patching solution
[8,18,22,35], the tapping solution [10,11], the piggybacking solution [2,20,21,30], and the
stream merging solution [5,6,16] assumed the attractive dynamic allocation of bandwidth
to transmissions. However, most of the above papers concentrated on immediate service.
The following is a partial list of additional papers that address tradeoffs among the four
parameters: server bandwidth, guaranteed start-up delay, receiving bandwidth, and buffer
size: [1,7,19,25–29,31,34,36,37].
This paper studies delay guaranteed Media-on-Demand systems that are based on the
stream merging paradigm. Stream merging is a dynamic model that does not assume a
static allocation of channels to transmissions. The solutions in this model are more flexible,
and can accommodate scenarios where the server wishes to change the guaranteed start-up
delay. See the discussion of open problems at the end of this paper for further details.
1.1. Contributions
In our main model, clients have large buffers and are capable of receiving two streams
simultaneously (the receive-two model). We also consider the case in which clients have
buffers that are bounded in size, and the receive-all model in which clients are capable of
receiving any number of streams simultaneously.
Our technical focus is in designing efficient optimal off-line algorithms. We construct
an O(n) optimal off-line algorithm in the receive-two model independent of the buffer
size, for a time horizon that is composed of n time slots. The length of a time slot is
the guaranteed start-up delay. Our results improve the O(n2) algorithm that is implied by
the optimal solution in general off-line systems [6]. In addition, we show how a similar
algorithm works with the same linear time complexity in the receive-all model. Finally, we
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required in the receive-two model is at most 1.44 times the bandwidth required in the
receive-all model.
The second part of our results is devoted to on-line systems. We present an on-line delay
guaranteed algorithm for the case when the size of the time horizon is unknown. We show
analytically that the on-line algorithm performs within a small factor of the optimal off-
line algorithm with respect to total server bandwidth usage. We also empirically compare
the on-line algorithm with the recently proposed dyadic stream merging algorithm [9].
We use the dyadic algorithm as a representative of the recently proposed stream merging
algorithms because a recent study has shown that the dyadic algorithm provides the best
mix of simplicity of implementation and performance [4] (where performance is measured
in total server bandwidth usage). We show that the delay guaranteed on-line algorithm is
even simpler than the dyadic algorithm, and performs well if the intensity of client arrivals
are higher than the guaranteed start-up delay.
We conclude this section with an illustration of the advantage gained by using a guar-
anteed start-up delay. Fig. 1 shows how the required server bandwidth decreases as the
start-up delay increases. The x-axis plots the start-up delay as a percentage of the media
length and the y-axis plots the server bandwidth usage in total number of complete media
streams served. We start a new stream at the end of every unit, where the length of one
unit is the start-up delay. Each new stream may not run until completion if it is merged
with another stream (the operation of stream merging is described in Section 2). The figure
shows the big bandwidth savings that can be gained when introducing increasing amounts
of delay for both the on-line and optimal off-line algorithms. We note that the on-line al-
Fig. 1. Illustration of the bandwidth savings for both the on-line and optimal off-line delay guaranteed algorithms
as the start-up delay increases.
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on-line algorithm can approximate the optimal off-line algorithm using static decisions, an
interesting fact that we show in Section 4.
1.2. Paper organization
In Section 2, we define our model and prove some preliminary results. Section 3 presents
our analytical results for the delay guaranteed off-line algorithm. Section 4 describes our
on-line algorithm and presents our experimental results. Finally, we discuss our results and
some related problems in Section 5.
2. Model and preliminaries
A system with stream merging capabilities is illustrated in Fig. 2. The server multicasts
the popular media in a staggered way via several channels. Clients may receive data from
two streams simultaneously while playing data they accumulated in their buffers. The ini-
tial position is illustrated in (a) where the client is about to receive data from a new stream
and a stream that was initiated earlier. After some time the system may look as illustrated
in (b). The client still receives data from both streams. The top of its buffer (representing
the beginning of the stream), was already viewed by the player. This technique is called
stream merging because eventually, as the client receives the earlier and later streams, it no
longer needs the later stream because it already has the data from buffering the earlier one.
At this point, if no other client needs the later stream, it can terminate. In a sense the later
stream merges with the earlier one forming just one stream. The termination of the later
stream is where bandwidth is saved.
Assume that time is slotted into unit sized intervals. The length of a slot is the guaranteed
start-up delay and the length of a full stream is L units. For example, a guaranteed delay
of 15 minutes to watch a 2 hour movie implies that the movie is L = 8 units long. Overall,
there are n slots where the first starts at time −1 and the last ends at time n− 1 (the choice
of the range [−1, n−1] is to ease the presentation of our solution). Call the slot that ends at
time t slot t . At the end of each slot a stream must be scheduled, to accommodate possible
Fig. 2. The mechanism of receiving data from two stream simultaneously.
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clients that arrive during the slot. However, for a given slot the stream may not run until
conclusion because only an initial segment of the stream is needed. Therefore, we view the
delay guaranteed system as a system in which there are n arrival times for clients denoted
by integers 0,1, . . . , n − 1. The imaginary client at time t represents all the clients who
possibly arrived during slot t . It is very useful to use the client arrival time t as both a name
for the client that arrives at time t and for the stream that is initiated at time t .
Remark. Assuming that there are n arrivals of clients at times 0,1, . . . , n−1 transforms a
delay guaranteed system into a special case of the general arrivals case in which the arrival
times are assumed to be t0 < t1 < · · · < tn−1. The paper [6] addresses the general case, and
we import relevant definitions and claims from [6] without proofs.
A client may receive and buffer data from two streams at the same time while viewing
the data it accumulated in its buffer. The objective of each client is to receive all L parts
of the stream and to view them without any interruptions starting at the time of its arrival.
Fig. 3 illustrates a concrete diagram of the optimal solution for n = 8. To avoid confusion
we denote in the diagram the clients by the capital letters: A,B, . . . ,H that represents the
arrivals 0,1, . . . ,7 respectively. Each diagonal represents a stream where the x-axis is the
time axis and the y-axis is the segment axis. For example, stream F that starts at time
5 runs for 9 slots until time 14 showing segments 1, . . . ,9. Stream A is of full length,
L = 15, while all the other streams are truncated. A stream is truncated when all clients
that were receiving the stream no longer need any data from it, because they received the
data from some other stream(s). This will be explained later (along with the vertical lines
in the diagram).
Merge trees. A solution to an arrival sequence is a merge forest which is a sequence of
merge trees. A merge tree is an ordered labeled tree, where each node is labeled with an
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arrival time and the stream initiated at that time. The root is labeled 0, and if a non-root
node is labeled i then its parent is labeled j , where j < i. This requirement means that
a stream can only merge to an earlier stream. Additionally, if i is a right sibling of j ,
then j < i. This requirement means that the children of a node are ordered by their arrival
times. We say that an ordered labeled tree has the preorder traversal property if a preorder
traversal of a labeled tree yields the arrival times in order. Any ordered labeled tree with
the preorder traversal property is a merge tree, but not necessarily vice versa. It was proven
in a more general case that every optimal merge tree (tree minimizing the total outgoing
bandwidth of the server) satisfies the preorder traversal property [6]. In the merge forest
all the arrival times in one tree must precede the arrival times in the successive tree. The
merge tree that is equivalent to the diagram of Fig. 3 appears in Fig. 4. The nodes of the
tree are labeled with their arrival time and their name in Fig. 3.
Receiving programs. Clients receive and buffer data from various streams according to
their location in the forest. At any one time a client can receive data from at most two
streams. Informally, a client arriving at time x receives data from all the nodes on the path
from x to the root of the tree. At the same time it receives data from a node y and its parent
until it does not need any more data from the node. At that point the client moves closer
to the root by receiving data from the parent of y and its parent. We call this transition a
merge operation. In the following we define formally the actions of a client in the merge
tree.
Let x0 < x1 < · · · < xk be the path from the root x0 to node xk that is the arrival time of
a specific client. We call this sequence of length k + 1 the receiving program of the client.
Denote by x0, x1, . . . , xk the streams that are scheduled at the corresponding arrival times.
The client obeys the following stream merging rules.
Stage i, 0 i  k − 1: For xk−i − xk−i−1 time slots from time 2xk − xk−i to time 2xk −
xk−i−1 the client receives parts 2xk − 2xk−i + 1, . . . ,2xk − xk−i − xk−i−1 from
stream xk−i and parts 2xk − xk−i − xk−i−1 + 1, . . . ,2xk − 2xk−i−1 from stream
xk−i−1.
Stage k: For L−2(xk −x0) time slots from time 2xk −x0 to time x0 +L the client receives
parts 2(xk − x0) + 1, . . . ,L from stream x0.
This describes how the client arriving at xk receives the entire transmission of the stream.
In particular, part j of the stream is received in stage i = k if 2(xk − x0) < j , and in stage
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is busy receiving data for L − (xk − x0) time slots since in xk − x0 slots it receives data
from two streams, and if xk − x0 > L/2 then the client is busy receiving data for xk − x0
time slots since in L− (xk − x0) slots it receives data from two streams.
Consider the example depicted in Fig. 3 for a stream of length L = 15 and n = 8 clients.
The vertical lines indicates when the clients move up in their receiving program. The
numbers above the streams are the segment numbers that are broadcast by the stream.
For example, consider client H that arrives at time 7. In this case, we have k = 2 with
x0 = 0, x1 = 5, x2 = 7. From time 7 to time 9, H receives parts 1,2 from stream x2 and
parts 3,4 from stream x1. From time 9 to time 14, H receives parts 5, . . . ,9 from stream
x1 and parts 10, . . . ,14 from stream x0. Finally, from time 14 to time 15, H receives part
15 from stream x0. Note that although the length of stream F is 9, client F that arrives at
time 5 merges to stream A at time 10. The rest of the stream is for clients G and H .
Length of streams. Given the stream merging rules, we wish to determine the minimum
length of each stream so that all the clients requiring the stream receive their data. In a
merge tree T , the root is denoted by r(T ). If x is a node in the merge tree, then we define
T (x) to be its length in T . That is, T (x) is the minimum length needed to guarantee that
all the clients that need to can receive their data from stream x using the stream merging
rules. For a non-root node x, define pT (x) to be its parent and zT (x) to be the right most
descendent of x in T . By the preorder traversal property, zT (x) is the latest arrival time of
a stream in the subtree rooted at x. If x is a leaf then zT (x) = x. We drop the subscript T
when there is no ambiguity.
We can see from our definition of the stages of the receiving program that the length L
of the root stream must satisfy z − r(T ) L − 1, where z is the last arrival in the merge
tree T . Otherwise, the clients arriving at z do not receive data from the stream initiated
at r(T ). The next lemma from [6] determines the lengths of all the non-root nodes.
Lemma 1. Let x = r(T ) be a non-root node in a tree T . Then
(1)(x) = 2z(x) − x − p(x).
In particular, if x is a leaf then (x) = x − p(x) since z(x) = x.
Proof. First observe that if clients y ′ < y both receive data from x, then client y receives
later parts of the stream x. This implies that the length of stream x is dictated by the needs
of the client that arrives at time z(x). Let x0, x1, . . . , xk be the path from the root of the
tree T that contains both x and z(x). That is, x = xi and p(x) = xi−1 for some i > 0 and
z(x) = xk . By the stream merging rule of stage k − i, the client z(x) receives data from the
stream x = xi until time 2xk − xi−1 = 2z(x)− p(x). Since z(x) is the last client requiring
stream x, then no more transmission of stream x is required. Since the stream x begins at
time x and ends at time 2z(x) − p(x) its length is 2z(x) − x − p(x). If x is a leaf, x has
no children to look after, and only needs to close the gap with its parent. Therefore, when
x is a leaf, its length is (x) = x − p(x). 
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the length of node F is (F ) = 2z(F ) − F − p(F) = 9. These lengths can be verified by
looking at the concrete diagram of Fig. 3.
Alternative expressions for (x) are,
(2)(x) = (x − p(x))+ 2(z(x) − x)
(3)= (z(x) − x)+ (z(x) − p(x)).
Expression (2) could be viewed as follows. The length of the stream x is composed of two
components. The first component is the time needed for clients arriving at time x to receive
data from stream x before they can merge with stream p(x). The second component is the
time stream x must spend until the clients arriving at time z(x) merge to p(x). Note that
the factor of 2 enables z(x) to close the gap from x. Furthermore, we will see later that in
the receive-all model, the length is similar without the coefficient 2.





That is, the merge cost of a tree is the sum of all lengths in the tree except the length of the
root of the tree. Define the optimal merge cost for the arrival sequence 0,1, . . . , n − 1 to
be the minimum cost of any merge tree for the sequence. An optimal merge tree is one that
has optimal merge cost.
Due to the preorder property, a key structure of merge trees is that for any node i, the
subtree rooted at i contains the interval of arrivals i, i + 1, . . . , j , where z(i) = j . As a
result, we can recursively decompose any merge tree into two in a natural way as shown in
the following lemma and seen in Fig. 5.
Lemma 2. Let T be a merge tree with root r and last stream z, and let x be the last stream
to merge to the root of T .
(4)Mcost(T ) = Mcost(T ′) + Mcost(T ′′) + (2z − x − r),
where T ′ is the subtree of all arrivals before x including r and T ′′ is the subtree of all
arrivals after and including x.
Fig. 5. The recursive structure of a merge tree T with root r . The last arrival to merge directly with r is x. All the
arrivals before x are in T ′, all the arrivals after x are in T ′′ , and z is the last arrival.
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the root of T ′ is the root of T , it follows that x is the only node in Mcost(T ) whose length
is not included in Mcost(T ′) or Mcost(T ′′). The lemma follows, since by Lemma 1, the
length of x is 2z(x) − x − p(x) = 2z − x − r . 
Consider the example in Fig. 4 where the arrival at node F is the last to merge to the
root. Adding up the lengths we see that the merge cost of the left subtree is Mcost(T ′) = 9,
the cost of the right subtree is Mcost(T ′′) = 3, and the length of F is 9. Therefore, the
merge cost for the tree is 21 which can be verified by looking at Fig. 3.
Full cost. Let F be a merge forest composed of s merge trees T1, . . . , Ts . The full cost of
F is defined as




That is, the full cost of the forest is the cost of all s roots (which is sL) and the merge cost
of all the s trees. As an example, for L = 15 and n = 8, we can see by looking at Fig. 3 or
Fig. 4 that the full cost is Fcost(F ) = 1 ·L+Mcost(T ) = 15+21 = 36. This turns out to be
the optimal solution. Note that the optimal solution depends on choosing the correct value
of s. We show a simple formula in Theorem 12 that allows us to make an optimal decision.
As another example, if we keep L = 15 but choose n = 14, then the optimal number of
full streams is s = 2, and the full cost is Fcost(F ) = 2 · L + Mcost(T1) + Mcost(T2) =
30 + 17 + 17 = 64.
The problem. We conclude this section with the explanation of the problem we are ad-
dressing in this paper. We are looking for a merge forest with the minimum full cost. That
is, a solution that minimizes the sum of the lengths of all the streams in the solution. This is
equivalent to minimizing the total number of units (total server bandwidth) needed to serve
all the clients. Minimizing the total server bandwidth is essentially the same as minimizing
the average server bandwidth needed to satisfy the requests. The average server bandwidth
required to satisfy the requests by the forest F is Fcost(F )/n. The equivalence follows
since n is independent of the solution.
3. Off-line delay guaranteed
In this section, we give an efficient way to construct an optimal merge tree and an
optimal merge forest for the n arrivals 0,1, . . . , n − 1 = [0, n − 1]. In particular, we have
a closed form for the merge cost. For both the merge cost and the full cost we improve on
the known complexity of O(n2) for finding the optimal algorithm [6] to be O(n).
In Sections 3.1 and 3.2, we present our optimal solutions for the merge cost and the full
cost in the receive-two model with unbounded buffer size. In Section 3.3, we consider the
case of bounded buffer sizes. Finally, in Section 3.4, we consider the receive-all model and
compare its cost to the receive-two model.
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Let M(h) be the cost of the optimal merge tree for the arrivals 0, . . . , h− 1 for 0 h
n − 1. Due to symmetry it follows that M(h) is the optimal cost for the arrivals i, . . . , i +
h − 1 for any 0  i  n − h. Since the merge cost of one arrival is 0, it follows that
M(1) = 0. Eq. (4) implies that if h is the last arrival to merge with the root then M(n) =
M(h) + M(n − h) + (2n − h − 2). This is because subtree T ′ contains the h arrivals
0, . . . , h − 1, subtree T ′′ contains the n − h arrivals h, . . . , n − 1, z = n − 1, x = h, r = 0,
and 2z−x−r = 2n−h−2. Thus we obtain the following recursive formula for computing




M(h) + M(n − h) + 2n − h − 2}.
Calculating M(n) for small values of n yields an interesting sequence:
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
M(n) 0 1 3 6 9 13 17 21 26 31 36 41 46 52 58 64
By carefully examining this sequence, we observe that there is a very elegant formulation
of the merge cost in terms of Fibonacci numbers
(6)M(n) = (k − 1)n − Fk+2 + 2 if Fk  n Fk+1,
where Fk is the kth Fibonacci number. The Fibonacci numbers are defined by the well
known recurrence:
Fk =
{0 for k = 0,
1 for k = 1,
Fk−1 + Fk−2 for k  2.
It is important to notice that Eq. (6) is redundant when n is a Fibonacci number. That is,
if n = Fk then M(n) = (k−1)n−Fk+2 +2 = (k−2)n−Fk+1 +2. This redundancy turns
out to be important when we prove Eq. (6) holds. Unfortunately, there is no direct proof of
the equation. The main reason is that there are several optimal trees for certain values of n.
For example see Fig. 6 for two optimal trees for 4 arrivals. On the other hand for n equal
to a Fibonacci number there exists a unique optimal tree. See Fig. 7 for the unique optimal
trees for n = 3,5,8,13. Note that the right-most subtree of the tree for n = Fk is the tree
for n = Fk−2 whereas the rest of the tree is the tree for n = Fk−1.
In order to prove Eq. (6) and to obtain an efficient algorithm, we need to know more
about which arrivals can be the last to merge to the root in an optimal merge tree. For this
Fig. 6. Two optimal trees for the four arrivals: 0,1,2,3. Both trees have merge cost 6.
A. Bar-Noy et al. / Journal of Discrete Algorithms 4 (2006) 72–105 83Fig. 7. Four optimal trees for n = 3,5,8,13. The merge costs of these trees are M(n) = 3,9,21,46, respectively.
purpose we define two auxiliary functions
(7)H(n,h) = M(h) + M(n − h) + 2n − h− 2,
(8)I (n) = {h: M(n) = H(n,h)}.
The value of M(n) is determined by minimizing H(n,h) for 1 h n− 1. The members
of I (n) are all the arrivals that can be the last merge to the root in an optimal merge
tree for [0, n − 1]. It is interesting to see which arrivals can be the last to merge to the
root in an optimal merge tree. Fig. 8 shows the values of I (n) for 2  n  55. Each set
I (n) is an interval and the pattern depends heavily on Fibonacci numbers. The following
definitions are useful in characterizing these intervals. For a given n, n = Fk +m for some
0m Fk−1, define the following three intervals:
I1(n) = [Fk−1,Fk−1 + m],
I2(n) = [Fk−2 + m,Fk−1 + m],
I3(n) = [Fk−2 + m,Fk].
A given interval Ii(n) will be the I (n) for a certain range of m in the interval [0,Fk−1].




We will eventually show that if m ∈ mi(k) then I (n) = Ii(n). Notice that these intervals
overlap at the end points. For example, if m = Fk−3 then m is contained in both m1(k)
and m2(k). But, in this case I1(n) = I2(n) = [Fk−1,Fk−1 +Fk−3]. The other redundancies
occur when m = Fk−2 and m = Fk−1. In the former case, m ∈ m2(k),m3(k) and I2(n) =
I3(n) = [2Fk−2,Fk]. In the latter case we can represent n in two ways: n = Fk + m and
n = Fk+1 + 0. We then have m ∈ m3(k),m1(k + 1) and I3(n) = I1(n) = {Fk}.
We are now ready to state our main theorem that can be proved by induction and can be
used as the basis of an efficient algorithm to construct an optimal merge tree.
Theorem 3. If n = Fk + m where 0m Fk−1 and m ∈ mi(k) then,
M(n) = (k − 1)n − Fk+2 + 2 and I (n) = Ii(n).
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Proof. The proof is by induction on n. For n = 1,2,3,4, one can verify that the statement
of the theorem is true. For n 5, assume the theorem is true for all numbers less than n.
Let n = Fk + m where 0 < m Fk−1. Since n 5 then k  4. By the redundancy of the
intervals mi(k) for i = 1,2,3 we can choose i such that m − 1,m ∈ mi(k). Note that for a
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of two main parts.
1. We first show that H(n,h) = (k − 1)n − Fk+2 + 2 for any h ∈ Ii(n).
2. We then show that I (n) ⊆ Ii(n).
These two parts imply M(n) = (k − 1)n−Fk+2 + 2 and I (n) = Ii(n). This is sufficient to
prove the theorem because the case m = 0 is handled by the redundancy in the expressions
for M(n) and I (n).
Proof of part 1. Let h ∈ Ii(n). We begin by proving the following:
Fk−1  h Fk and Fk−2  n − h Fk−1.
The proof is divided into three cases depending on whether i = 1,2 or 3.
Case 1.1. i = 1. In this case m ∈ m1(k) and h ∈ I1(n). Hence, 0  m  Fk−3 and
Fk−1  h Fk−1 +m. It follows that h Fk−1 +Fk−3  Fk , n−h Fk +Fk−3 −Fk−1 =
Fk−1, and n − h Fk +m − (Fk−1 + m) = Fk−2.
Case 1.2. i = 2. In this case m ∈ m2(k) and h ∈ I2(n). That is, Fk−3 m Fk−2 and
Fk−2 + m h Fk−1 +m. It follows that h Fk−2 + Fk−3 = Fk−1, h Fk−1 + Fk−2 =
Fk , n − h Fk +m − (Fk−2 + m) = Fk − 1, and n − h Fk + m − (Fk−1 +m) = Fk−2.
Case 1.3. i = 3. In this case m ∈ m3(k) and h ∈ I3(n). That is, Fk−2 m Fk−1 and
Fk−2 +m h Fk . It follows that h Fk−2 +Fk−2  Fk−1, n− h Fk +m− (Fk−2 +
m) = Fk−1, and n − h Fk +m − Fk = m Fk−2.
By the induction hypothesis on h and n − h it follows that
M(h) = (k − 2)h − Fk+1 + 2 and M(n − h) = (k − 3)(n − h) − Fk + 2.
By definition H(n,h) = M(h) + M(n − h) + (2n − h − 2). Hence,
H(n,h) = (k − 2)h − Fk+1 + 2 + (k − 3)(n − h) − Fk + 2 + (2n − h − 2)
= (k − 1)n − Fk+2 + 2.
Proof of part 2. We need the following three observations in the proof of part 2. The
first is implied by monotonicity, the second by the induction hypothesis, and the third by
the definition of H(n,h).
Observation 4. For x > 1, if I (x − 1) = [i, j ] then I (x) ⊆ [i, j + 1].
Proof. Looking at the first n − 1 requests monotonicity (using min) implies that the left
boundary of I (n) is at least i. By symmetry the last n− 1 arrivals must have [i + 1, j + 1]
as the set of last merges to the root (which is at time 1). Thus, by the monotonicity (using
max), the right boundary of I (n) is at most j + 1. 
Observation 5. For Fj  x < Fj+1  n,
M(x + 1) −M(x) = j − 1.
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((j − 1)x − Fj+2 + 2) = j − 1. 
Observation 6. For 0 y < n,
H(n,y + 1) − H(n,y) = (M(y + 1)− M(y))− (M(n − y) − M(n − y − 1))− 1.
Proof. The proof is directly from the definition (7). 
Our goal is to show that I (n) ⊆ Ii(n). We have three cases depending on whether i =
1,2,3.
Case 2.1. i = 1. In this case m − 1,m ∈ m1(k), that is, 0  m − 1,m  Fk−3. By the
induction hypothesis I (n − 1) = [Fk−1,Fk−1 + m − 1]. Therefore, I (n) ⊆ [Fk−1,Fk−1 +
m] by Observation 4. Since I1(n) = [Fk−1,Fk−1 + m] we are done.
Case 2.2. i = 2. In this case m − 1,m ∈ m2(k), that is, Fk−3  m − 1,m  Fk−2.
By the induction hypothesis I (n − 1) = [Fk−2 + m − 1,Fk−1 + m − 1]. Therefore, by
Observation 4, I (n) ⊆ [Fk−2 + m − 1,Fk−1 + m]. Since [Fk−2 + m − 1,Fk−1 + m] =
I2(n)∪{Fk−2 +m−1}, it suffices to show that Fk−2+m−1 /∈ I (n). Since Fk−2+m ∈ I (n)
by part 1 it remains to show that
H(n,Fk−2 + m) < H(n,Fk−2 + m − 1).
Define y = Fk−2 + m − 1. Since Fk−3 m − 1,m Fk−2 we have Fk−1  y < 2Fk−2 
Fk . Since n − y − 1 = Fk−1 we also have Fk−1  n − y − 1 < Fk . By Observation 5 it
follows that M(y+1)−M(y) = M(n−y)−M(n−y−1) = k−2. Then by Observation 6
it follows that
H(n,Fk−2 + m) − H(n,Fk−2 + m− 1) = H(n,y + 1) − H(n,y)
= (k − 2)− (k − 2) − 1
= −1.
Case 2.3. i = 3. In this case m−1,m ∈ m3(k), that is, Fk−2 m−1,m Fk−1. By the
induction hypothesis I (n−1) = [Fk−2 +m−1,Fk]. Therefore, I (n) ⊆ [Fk−2 +m,Fk +1]
by Observation 4. Since, [Fk−2 + m,Fk + 1] = I3(n) ∪ {Fk + 1} it suffices to show that
Fk + 1 /∈ I (n). Since Fk ∈ I (n) by part 1 it remains to show that
H(n,Fk + 1) > H(n,Fk).
Define y = Fk . We immediately have Fk  y < Fk+1. Since n−y−1 = m−1 and Fk−2 
m − 1,m  Fk−1 we have Fk−2  n − y − 1 < Fk−1 By Observation 5 it follows that
M(y + 1)−M(y) = k − 1 and M(n− y)−M(n− y − 1) = k − 3. Then by Observation 6
it follows that
H(n,Fk + 1) − H(n,Fk) = H(n,y + 1) − H(n,y)
= (k − 1) − (k − 3) − 1
= 1. 
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to the root of the optimal tree for n = Fk is Fk−1. This means that the left sub-tree contains
Fk−1 arrivals and the right sub-tree contains Fk−2 arrivals. Therefore, the optimal tree for
n equal to a Fibonacci tree is unique. We call this tree the Fibonacci merge tree. Fig. 7
illustrates the four Fibonacci trees for n = 3,5,8,13.
We now turn to analyze the complexity of the algorithm that is implied by Theorem 3.
Theorem 7. An optimal merge tree for the n arrivals 0, . . . , n− 1 can be computed in time
O(n).
Proof. This can be done in a recursive manner similar to what was done for the general
case in [6]. Let [0, n − 1] be an input. Define r(i) = max I (i) for 1 i  n. So r(i) is an
arrival that can be the last merge in an optimal merge tree for the input [0, i − 1]. We now
define a recursive procedure for computing an optimal merge tree for the input [i, j ] as
follows. If i = j return the tree with label i. Otherwise, recursively compute the merge tree
T1 for the input [i, i + r(j − i +1)−1] and T2 for [i + r(j − i +1), j ], then attach the root
of T2 as an additional last child of the root of T1 and return the resulting tree. Now, call this
procedure for the input [0, n − 1] to construct an optimal merge tree. With an elementary
data structure the tree can be constructed in linear time provided we have already computed
r(i) for 1  i  n. Given that we have computed all the Fibonacci numbers  n we can
compute the sequence r(1), r(2), . . . , r(n) in linear time using the recurrence
r(i) =
{
r(i − 1) + 1 if Fk < i  Fk + Fk−2,
r(i − 1) if Fk + Fk−2 < i  Fk+1
with the initialization r(1) = 0 and r(2) = 1. This recurrence can be proven using the
characterizations of I (i) in Theorem 3. To see this, note that if Fk < i  Fk + Fk−2 then
m ∈ m1(k) or m ∈ m2(k) and therefore by Theorem 3 the interval of roots is either I1(i) or
I2(i). Part one of the recurrence for r(i) follows since the right bounds of both I1(i) and
I2(i) are incremented by 1 when m is incremented by 1. On the other hand, if Fk +Fk−2 <
i  Fk+1 then m ∈ m3(k) and therefore by Theorem 3 the interval of roots is I3(i). Part
two of the recurrence for r(i) follows since the right bound of I3(i) is Fk independent on
m. Finally, the Fibonacci numbers  n can be computed in O(logφ n) time, where φ is the
golden ratio (see the proof of Theorem 8). 
Theorem 3 gives an elegant asymptotic analysis of the merge cost. Let φ = (1 +√5 )/2
(≈ 1.618) which is the positive solution to the equation x2 = x + 1.
Theorem 8. The optimal merge cost for the arrivals [0, n − 1] is
M(n) = n logφ n + (n).
Proof. It is well known that the kth Fibonacci number can be expressed as Fk = (φk −
φˆk)/
√
5 where φˆ = (1 − √5 )/2 is the other solution to x2 = x + 1. Because φˆ is so small
Fk = φk/
√
5 rounded to the nearest integer. This implies that
logφ(Fk) + 1 k  logφ(Fk) + 2.
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logφ n k  logφ n + 2.
By Theorem 3, for such an n, M(n) = (k − 1)n− Fk+2 + 2. Hence,
(9)M(n) (logφ n + 1)n − φn + 2 n logφ n,
and
(10)M(n) (logφ n − 1)n − φ2n + 2 n logφ −cn
for a constant c φ2 + 1. 
Note that the expression in Theorem 8 is more accurate than the expression M(n) =
(n logn) implied by the result of [6] for the merge cost for general arrivals. The result of
[6] is an asymptotic upper bound with constant c  4. Here we were able to compute this
expression based on the optimal Fibonacci merge tree. In the general case the upper bound
was based on a binary merge tree that is not necessarily optimal.
3.2. Optimal full cost
In computing the merge cost we are not concerned with the cost of the root, except
that its length be large enough so that the last arrival can eventually merge to the root. In
computing the full cost of a merge forest we have to account for the cost of the roots. We
now fix the length L of a full stream. Define F(L,n) to be the minimum cost Fcost(F ) of
any merge forest F for the arrivals 0,1, . . . , n − 1 = [0, n − 1]. Our first goal is to show
how to construct an optimal forest in linear time. There are two steps in our algorithm:
first, determine how many full streams are in an optimal merge forest and second, where
to place the full streams. We solve the second problem first.
Define F(L,n, s) to be the minimum cost of any merge forest for [0, n − 1] where the
length of a full stream is L and there are exactly s roots (full streams). Since at most L− 1
streams can merge with a stream of length L, it follows that for a given n there must be at




Notice the extreme cases: L = 1 implies s0 = n and, n = L−1 implies s0 = 1. The follow-
ing lemma shows that for a fixed s we can determine the placement of the full streams in
an optimal merge forest with s full streams. Recall that M(n) is the merge cost of a merge
tree with n nodes including the root and in particular M(1) = 0.
Lemma 9. Let n = ps + r where 0 r < s. Then
(11)F(L,n, s) = sL + rM(p + 1) + (s − r)M(p).
Proof. The proof relies on the following property of the optimal merge cost function. If
1 i < j , then
(12)M(i + 1) + M(j − 1)M(i) + M(j).
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j −1, j  Fk′+1. By Theorem 3, M(i+1)−M(i) = k−1 and M(j)−M(j −1) = k′ −1.
Since i < j then k  k′, which implies the inequality.
By applying inequality (12) repeatedly, one can transform any optimal merge forest to
another optimal merge forest with the property that the number of arrivals in any two merge
trees in the forest differ by at most one. Since n = ps + r = r(p + 1) + (s − r)p the only
way this can happen is for r trees to have p + 1 arrivals and s − r trees to have p arrivals.
The lemma follows. 
Lemma 9 yields a linear time algorithm for computing an optimal merge forest. First
compute M(1),M(2), . . . ,M(L) using Eq. (6). Next, search for an s (s0  s  n) that
minimizes sL+ rM(p+1)+ (s − r)M(p) where p = n/s and r = n−ps. To construct
the merge forest place r full streams at 0,p + 1,2(p + 1), . . . , (r − 1)(p + 1) and s − r
full streams at r(p + 1), r(p + 1) + p, r(p + 1) + 2p, . . . , r(p + 1) + (s − r − 1)p. Use
the linear time algorithm for constructing an optimal merge tree to complete the forest. We
now have the theorem.
Theorem 10. An optimal merge forest for the arrivals [0, n − 1] can be computed in
O(L + n) time.
Although we have achieved our goal of a linear time algorithm there is something un-
satisfying about our algorithm. What is unsatisfying is that we have to search for the s
that minimizes the expression in Eq. (11). There ought to be a direct way to calculate the
number of full streams needed in an optimal merge forest. Moreover, knowing this number
helps us in designing a competitive on-line algorithm that does not know n in advance.
Let L and n be fixed and define f (s) = F(L,n, s) where s0  s  n and s0 = n/L.
Define fopt to be the minimum value of f (s) for s0  s  n. We first show that the function
f (s) has a certain shape. We prove that there is some s′ ∈ [s0, n] such that f (s) is non-
increasing for s < s′ and nondecreasing for s  s′.
For s0  s  n, let n = ps + r for 0 r < s, that is, p = n/s and r = n− ps. Define
k(s) = k where Fk  p < Fk+1. Note that k(s) is non-increasing, that is, k(s) k(s + 1)
for s0  s < n. The following lemma directly leads to the shape of f (s).
Lemma 11. For s0  s < n
1. L+ 2 Fk(s+1)+2 implies f (s) f (s + 1).
2. L+ 2 Fk(s)+2 implies f (s) f (s + 1).
Proof. We let n = ps + r = p′(s + 1)+ r ′ where 0 r < s and 0 r ′ < s + 1. Recall that
M(p) = (k(s) − 1)p − Fk(s)+2 + 2 (Theorem 3). By Lemma 9 and because Fk(s)  p <
Fk(s)+1,
f (s) = Ls + (s − r)((k(s) − 1)p − Fk(s)+2 + 2)
+ r((k(s) − 1)(p + 1) − Fk(s)+2 + 2)
= Ls + ((k(s) − 1)p − Fk(s)+2 + 2)s + (k(s) − 1)r




f (s + 1) = (L + 2 − Fk(s+1)+2)(s + 1) +
(
k(s + 1) − 1)n.
Assume first that k(s) = k(s + 1) that is equivalent to assuming that Fk(s)  p,p′ <
Fk(s)+1. The above equations for f (s) and f (s + 1) imply that
(13)f (s) − f (s + 1) = Fk(s)+2 − L− 2.
If L + 2 Fk(s+1)+2 then because k(s) = k(s + 1) the right hand side of Eq. (13) is non-
negative, that is f (s) f (s + 1). If L + 2 Fk(s)+2 then the right-hand side of Eq. (13)
is non-positive, that is f (s) f (s + 1).
Now assume that k(s) > k(s + 1). We have two cases to consider corresponding to the
two parts of the lemma.
Case 1. Assume L+ 2 Fk(s+1)+2.
f (s) − f (s + 1)
= (Fk(s+1)−2 − L+ 2)+
(
k(s) − k(s + 1))n − (Fk(s)+2 − Fk(s+1)+2)s

(
k(s) − k(s + 1))n − (Fk(s)+2 − Fk(s+1)+2)s

((
k(s) − k(s + 1))p − (Fk(s)+2 − Fk(s+1)+2))s

((
k(s) − k(s + 1))Fk(s) − (Fk(s)+2 − Fk(s+1)+2))s

((























The first line is by the definitions of the equations for f (s) and f (s + 1). The second line
is valid since L + 2  Fk(s+1)+2. The third line is implied by the definition of n, p, and
s: n ps. The fourth line is implied by the definition of k(s): p  Fk(s). The well known
Fibonacci identity: Fj+2 − 1 =∑ji=0 Fi implies the fifth line. Lines six and seven are just
rearranging terms. The last line follows because Fi  Fk(s) for k(s + 1) i  k(s).
Case 2. Assume L+ 2 Fk(s)+2.
f (s + 1)− f (s)
= (L + 2 − Fk(s)+2) −
(
k(s) − k(s + 1))n + (Fk(s)+2 − Fk(s+1)+2)(s + 1)
 (Fk(s)+2 − Fk(s+1)+2)(s + 1) −
(
k(s) − k(s + 1))n

(
(Fk(s)+2 − Fk(s+1)+2) −
(
k(s) − k(s + 1))(p′ + 1))(s + 1)
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(Fk(s)+2 − Fk(s+1)+2) −
(




























The first line is by the definitions of the equations for f (s) and f (s+1). The second line is
valid since L + 2 Fk(s)+2. The third line is implied by the definition of n, p′, and s + 1:
n < p′(s + 1) + (s + 1) = (p′ + 1)(s + 1). The fourth line is implied by the definition of
k(s + 1): p′ + 1  Fk(s+1)+1. The well known Fibonacci identity: Fj+2 − 1 =∑ji=0 Fi
implies the fifth line. Lines six and seven are just rearranging terms. The last line follows
because Fi  Fk(s+1) for k(s + 1) i  k(s). 
We are now ready to show how to find a s such that f (s) = fopt.
Theorem 12. Let h be such that Fh+1 < L+2 Fh+2 and let s1 = n/Fh. Either f (s1) =
fopt or f (s1 + 1) = fopt.
Proof. It is an elementary algebraic fact about integer division that for all x, y, z > 0 if
x = y/z then⌊
y/(x + 1)⌋< z y/x.
Hence,
(14)⌊n/(s1 + 1)⌋< Fh  n/s1.
By the definition of the function k(s), inequality (14) implies that k(s1) h and that k(s1 +
1) h − 1. Hence, by the definition of h, we have
(15)Fk(s1+1)+2 < L+ 2 Fk(s1)+2.
First assume that s0  s1. By part 1 of Lemma 11, the second inequality in (15), and since
k(s) is non-increasing, f (s − 1)  f (s) for all s  s1. By part 2 of Lemma 11, the first
inequality in (15), and since k(s) is non-increasing, f (s + 1)  f (s) for all s  s1 + 1.
Hence, either s1 or s1 + 1 minimizes the function f (s) on its range s0  s  n.
We now show that s0  s1 + 1. If L = 1 then s0 = s1, because h = 2. If L > 1 then










Fh+1 − 1 + 1
n
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ceiling function. The third inequality follows from the hypothesis Fh+1 < L+2. The fourth
inequality follows from h 3. The final inequality follows from the recursive definition of
Fibonacci numbers. Since s0 < n/Fh + 1 and s0 is an integer, we have s0  n/Fh + 1 =
s1 + 1.
If s0 > s1 then it must be the case that s0 = s1 + 1. By part 2 of Lemma 11 and the first
inequality in (15), s1 + 1 minimizes the function f (s) on its range s0  s  n. 
Theorem 12 gives us a simple procedure to find an s which minimizes F(L,n, s). First
compute h such that Fh+1 < L+2 Fh+2. This h can be computed in linear number of log
operations since Fk ≈ φk . Next compute s1 = n/Fh and s0 = n/L. If s0 > s1 then s0 =
s1 + 1 minimizes F(L,n, s). Otherwise, compute F(L,n, s1) and F(L,n, s1 + 1) using
expression (11). If the former value is smaller, then s1 minimizes F(L,n, s), otherwise
s1 + 1 does.
It is interesting to note that there are cases where s1 is optimal and s1 + 1 is not, s1 + 1
is optimal and s1 is not, and both s1 and s1 + 1 are optimal. We demonstrate this with
several examples. If L = 1 then h = 2 and s0 = s1 = n is optimal. If L = 2 and n is odd
then h = 3 and s0 = s1 + 1 = n/2 is optimal. Finally, assume L = 4 which implies that
h = 4 and Fh = 3. When n = 16 then s0 = 4 and s1 = 5. It follows that F(L,n, s0) = 40,
F(L,n, s1) = 38, and F(L,n, s1 + 1) = 38.
We now wish to bound the full cost F(L,n) as we did for the merge cost in Theorem 8.
It is not difficult to show that F(L,n) = (n logL). In fact, this is true for F(L,n, s) for
any s = O(L), e.g., s = n/(L/2+1) or s = s1 = n/Fh. For n > L, the next Theorem
provides more precise upper and lower bounds for the full cost based on Theorem 8 and
Theorem 12.
Theorem 13. The optimal full cost for the arrivals [0, n − 1] for n > L is
F(L,n) = n logφ L+ (n).
Proof. In the proof we will not try to optimize the constants since they affect only the (n)
part of the bound. If L is very small, say L 4, the term n logφ L is also (n). It is not hard
to see that indeed in this case F(L,n) = (n). Assume now that Fh+1 < L + 2  Fh+2
and that L > 4. Recall the definitions of the various variables: s1 = n/Fh, p = n/s1,




We now prove the upper bound part of the statement of the theorem. Theorem 12 showed
that F(L,n) = min{f (s1), f (s1 + 1)} where f (s) = F(L,n, s). Therefore, it is enough to
find an upper bound to f (s1).
f (s1) s1L + s1M(p + 1)
 bs1p + s1(p + 1) logφ(p + 1)
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 n logφ L+ O(n).
The first line is by Eq. (11). The second line is by Eq. (16) and the upper bound on the
merge cost from Eq. (9). The third line is by the definitions of p and s1 and since L > 4
implies that p < Fh+1  L. The last line is true since s1 logφ L < s1L bs1p = O(n).
For the lower bound part of the statement of the theorem, we need to find lower bounds
for both f (s1) and f (s1 + 1).
f (s1) s1M(p) f (s1 + 1) (s1 + 1)M(p′)
 s1p logφ p − cs1p  (s1 + 1)p′ logφ p′ − c(s1 + 1)p′
 (n− s1) logφ(L/b) − cn 
(
n − (s1 + 1)
)
logφ(L/b) − cn
 n logφ L− O(n),  n logφ L− O(n).
The first line is by Eq. (11). The second line is by the lower bound on the merge cost
from Eq. (10). The third line is by the definitions of p, p′ and s1 and by Eq. (16). The last
line is true since s1 logφ L < s1L bs1p = O(n) and since (s1 + 1) logφ L < (s1 + 1)L
b(s1 + 1)p′ = O(n). 
We conclude this section by comparing analytically the performance of the traditional
batching with the performance of the optimal full cost.
Theorem 14. For a full stream of length L and the n arrivals [0, n − 1], batching with
stream merging is (L/ logL) better than batching alone.
Proof. The claim is implied by Theorem 13 and the fact that the cost of batching the n
streams is nL. 
3.3. Limited buffer size
In this section we show how to adapt our solutions to the case in which each client has
a limited buffer size for storing later parts of streams. Let B be the maximum buffer size.
Clients start viewing the stream immediately while being able to receive data from at most
two streams. Therefore, if a client has b parts in its buffer it must have viewed the first
b parts of the stream. Hence, clients never need a buffer of size more than L/2. In this
section, we assume that B < L/2 and we modify the algorithms accordingly.
Suppose that arrival x belongs to the merge tree T that is rooted at r < x. Our goal is
to calculate b(x) the buffer size required by clients that arrive at time x. These clients base
their receiving procedure only on earlier arrivals, therefore in calculating b(x), it is enough
to consider the merge tree T without all the arrivals after x. Define T (x) to be this tree, in
particular, x is the last arrival in T (x). The following lemma is from [6].
Lemma 15. The buffer size required by clients arriving at x in the merge tree T rooted at
r is
b(x) = min{x − r,L − (x − r)}.
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Case 1. Assume 0 < x − r  L/2. Let y be the ancestor of x in T (x) (could be x
itself) that is the child of the root r . It follows that x merges to r at time y + (y) that is
the end time of the stream that was initiated at y. Now, (y) = (x − y)+ (x − r) by Eq. (3)
which implies that x merges to r at time 2x − r . At this time x spent (2x − r)− x = x − r
slots receiving data from two streams and from this time on x receives data from only one
stream. Hence, b(x) = x − r .
Case 2. Assume L/2 < x − r  L − 1. By the assumption T is an L-tree and hence
the length of all the ancestors of x is strictly less than L. It follows that x receives the Lth
part of the stream from the root and stops buffering after time r + L which is the end time
of the stream initiated at the root. This implies that x buffers exactly L+ r − x parts of the
stream.
The lemma follows since if x − r  L/2 then x − r < L − (x − r) and if L/2 <
x  L − 1 then L − (x − r) < x − r . 
We now modify the algorithm. By Lemma 15, if x − r > B then arrival x cannot belong
to a tree rooted at r . This implies that a new root must be initiated at least every B slots.
Assuming B  L/2 we get that s0 = n/B. Again, Lemma 9 yields a linear time al-
gorithm for computing an optimal merge forest. We now compute M(1),M(2), . . . ,M(B)
using Eq. (6). Thus we get the equivalent of Theorem 10.
Theorem 16. For a buffer size B  L/2, an optimal merge forest the arrivals [0..n − 1]
can be computed in time O(B + n).
3.4. The receive-all model
In this section we consider the receive-all model. In this model a client is capable of
receiving data from all the existing streams. Surprisingly, the gain is very little compared
to the receive-two model. We show a gain of only logφ 2 ≈ 1.44 in the merge cost from the
receive-two model to the receive-all model. Note that previous work showed a gain of 2
for general arrivals [6].
In the receive-all model we define merge trees in exactly the same way as the receive-
two model. Without going into detail, if 〈x0, x1, . . . , xk〉 is the path from the root x0 to
node xk that is the arrival time of a specific client, then the client xk can receive data from
all the streams x0, . . . , xk . As in the receive-two model each stream starts at the beginning
and runs continuously until it terminates, perhaps early.
Given a merge tree T and a node x, define ω(x) to be the minimum length needed to
guarantee that all the clients can receive the stream using the receive-all stream merging
rules. The following was proved in [6].
Lemma 17. Let x = r(T ) be a non-root node in a tree T . Then
(17)ω(x) = z(x) − p(x).
In particular, if x is a leaf then (x) = x − p(x) since z(x) = x.
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clients arriving at y receive the following parts of the stream: part 1 from xk , part 1+ (xk −
xk−1) from xk−1, part 1 + (xk − xk−2) from xk−2, and in general part 1 + (xk − xi) from
xi . In particular they receive part 1+ (xk −x0) from the root. This means that the stream at
xk must last for at least xk − xk−1 slots in order for the clients arriving at y to receive parts
[1, (xk −xk−1)]. Since the only stream that can provide parts [1+ (xk −xk−1), (xk −xk−2)]
to these clients is the one at xk−1, this stream must last for at least xk − xk−2 slots. In
general, since the stream at xi provides parts [1 + (xk − xi), (xk − xi−1)] to these clients,
this stream must last for at least xk − xi slots.
Now let x be a node in the tree, let p(x) be its parent, and let z(x) be the node represent-
ing the last arrival in the sub-tree rooted at x. The above arguments imply that the stream
at x provides parts [1 + (z(x) − x), (z(x) − p(x))] to the clients arriving at z(x). Since a
stream is always a prefix of the full transmission, the length of the stream at x must be at
least z(x) − p(x). The proof is completed, since by the definition of z(x), no other clients
require later parts from the stream at x. 
Define Mcostω(T ) to be the sum of ω(x) for all x in T except the root. For a merge
forest F consisting of merge trees T1, . . . , Ts , define Fcostω(F ) = s ·L+∑si=1 Mcostω(Ti)
where L is the length of a full stream. Again we have an elegant recursive formula for the
merge cost.
Lemma 18. Let T be a merge tree with root r and last stream z and let x be the last stream
to merge to the root of T .
(18)Mcostω(T ) = Mcostω(T ′) + Mcostω(T ′′) + (z − r),
where T ′ is the subtree of all arrivals before last stream to merge to the root of T and T ′′
is the subtree rooted at the last stream to merge to the root.
Proof. The length of any node in T ′ and T ′′ is the same as its length in T . Since the root
of T ′ is the root of T , it follows that x is the only node in Mcost(T ) whose length is not
included in Mcost(T ′) or Mcost(T ′′). The lemma follows, since by Lemma 17 the length
of x is z(x) − p(x) = z − r . 
Assume we have n arrivals 0,1, . . . , n− 1 = [0, n− 1]. Define Mω(n) to be the optimal




Mω(h) + Mω(n − h)
}+ n − 1
with the initialization Mω(1) = 0. Calculation of Mω(n) for small values of n yields an
interesting sequence:
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Mω(n) 0 1 3 5 8 11 14 17 21 25 29 33 37 41 45 49
By carefully examining this sequence we observed that there is another very elegant for-
mulation, but with no Fibonacci numbers.
(20)Mω(n) = (k + 1)n − 2k+1 + 1 if 2k  n 2k+1.
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the statement that Mω(n) = Mω(h) + Mω(n − h) + n − 1 if and only if h = n/2 or
h = n/2. These facts imply a linear time algorithm for constructing an optimal merge
tree in the receive-all model. Eq. (20) implies that
(21)Mω(n) = n log2 n + O(n).







Asymptotically, the gain in merge cost in going to the receive-all model is a factor of
logφ 2 ≈ 1.44, which is somewhat less than the factor of 2 shown for the general arrivals
case (see [6]).
Define Fω(L,n, s) to be the optimal full cost with s full streams in the receive-all model
for the input [0, n − 1] and full stream length L. In the receive-all model, a client as far
away as L − 1 from a stream initiation can receive that stream. Thus, s0 = n/L is the
minimum number of full streams needed to satisfy the n arrivals. The optimal full cost in




Using a proof similar to the proof of Lemma 9 we can prove that if n = ps + r where
0 r < s, then
(22)Fω(L,n, s) = sL + rMω(p + 1)+ (s − r)Mω(p).
As with the receive-two model, Eq. (22) implies a linear time construction of an optimal
merge forest in the receive-all model.
It is also interesting to see that our asymptotic analysis of the ratio of merge costs can
be extended to full costs. This is because in the receive-two model we can use the same







4. On-line delay guaranteed
In this section, we present an on-line delay guaranteed algorithm for the case where
the time horizon n is unknown, where a time horizon of n means there are n arrivals at
times 0,1, . . . , n − 1. We show that the on-line algorithm performs asymptotically as well
as the optimal off-line algorithm as the size of the time horizon approaches infinity, and
performs within a small constant factor for small time horizons. We then present the results
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algorithm [9]. In a recent study of stream merging algorithms the dyadic algorithm was
found to be the most desirable because of its blend of simplicity and performance [4]. We
show here that the delay guaranteed on-line algorithm is an even simpler stream merging
model that performs well when the intensity of client arrivals is high.
4.1. The algorithm
The on-line delay guaranteed algorithm operates without any knowledge of the size of
the time horizon. Using Eq. (6), we can compute optimal merge trees for any time horizon
size. The on-line algorithm statically picks a tree size and uses the optimal merge tree
repeatedly, fitting new streams into the structure of the tree. Therefore, the goal of the
on-line algorithm is to pick a good tree size such that the expected bandwidth usage is
minimized for large time horizons. Since this decision is made statically, the merge tree
can be precomputed, thus making the implementation extremely simple due to the absence
of on-line decisions. Recall that the optimal delay guaranteed algorithm made this decision
indirectly by deciding on the number of starts as shown in Theorem 12, which implied that
some of the trees are of size x and the remainder are of size x + 1. This decision depends
on the size of the time horizon n which we do not know in the on-line case. Therefore, we
heuristically choose to create trees of size Fh, where Fh+1 < L+ 2 Fh+2 because this is
similar to what the optimal algorithm does. The optimal algorithm chooses the tree sizes as
p and p + 1 where p =  nn/Fh  or p′ and p′ + 1 where p′ =  nn/Fh+1. Depending on
the floor computation, the tree sizes in the optimal and on-line algorithms are sometimes
the same.
The on-line algorithm starts full streams at times 0,Fh,2Fh, . . . , s1Fh where s1 =
n/Fh. Note that the total number of arrivals n is unknown for the on-line algorithm.
Therefore, each tree is the optimal merge tree for Fh arrivals and the last tree is the initial
n − s1Fh arrivals in such a tree. The next theorem shows the upper bound for the cost of
the on-line algorithm. The proof of the theorem is similar to the one given in Theorem 13.
Theorem 21. The on-line full cost for the arrivals [0, n − 1], for Fh+1 < L + 2  Fh+2,
and for a new root every Fh arrivals is
A(L,n) = F(L,n,Fh) n logφ L+ O(n + L logφ L).
Proof. By the definition of the on-line algorithm, there are always s1 trees of size Fh
while the last tree may have less than or equal to Fh arrivals. This implies the first line of
the following chain of arguments that prove the theorem




O(n) + (s1 + 1)Fh logφ Fh
O(n) + n logφ L + Fh logφ Fh
 n logφ L + O(n+ L logφ L).
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The second line is true by Theorem 8 and since (s1 + 1)L = O(n) by the definition of s1.
The third line is true since s1Fh  n by the definition of s1. The last line follows since
L Fh for L 1 and L + 2 > Fh+1. 
Comparing the bound of Theorem 13 with the bound of Theorem 21 already implies
that our on-line algorithm approaches the optimal off-line algorithm. Fig. 9 shows empir-
ically how this is true when the time horizon increases. We show this asymptotically by
comparing the performance of the on-line algorithm with the cost of the off-line algorithm
for a given L and n. As defined in the theorem above, A(L,n) is the full cost for the on-line
algorithm that starts a new stream every Fh arrivals for Fh+1 < L + 2 Fh+2. Recall that
F(L,n) is the full cost of the optimal algorithm. We bound the ratio of the former over the
latter for L 7 and n > L2 +2 because we are mainly interested in the limit behavior. The
next theorem implies that for a fixed L, the ratio A(L,n)/F (L,n) tends to 1 when n tends
to infinity.
Theorem 22. Assume L 7, Fh+1 < L+ 2 Fh+2, and n > L2 + 2. Then
A(L,n)
F (L,n)
 1 + 2L
n
.
Proof. Recall the definitions: s1 = n/Fh, n = ps1 + r for 0 r < s1 (p = n/s1), and
n = p′(s1 +1)+ r ′ for 0 r ′ < s1 +1 (p′ = n/(s1 +1)). By the definition of the on-line
algorithm, we have A(L,n)  (s1 + 1)(L + M(Fh)) (see the proof of Theorem 21). By
Theorem 12, we have that F(L,n) is the minimum of F(L,n, s1) = s1L + rM(p + 1) +
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ρ = A(L,n)
F (L,n, s1)
= (s1 + 1)(L + M(Fh))
s1L + rM(p + 1) + (s1 − r)M(p)
and
ρ′ = A(L,n)
F (L,n, s1 + 1) =
(s1 + 1)(L + M(Fh))
(s1 + 1)L + r ′M(p′ + 1) + (s1 + 1 − r ′)M(p′) .
Our goal is to show that both ρ and ρ′ are less than 1 + (2L/n).
We first prove this claim for ρ as follows:
ρ  (s1 + 1)(L + M(Fh))
s1(L + M(p))
 s1 + 1
s1
= 1 + 1
s1
 1 + 1
(n/Fh) − 1 = 1 +
Fh
n − Fh
< 1 + 2Fh
n
< 1 + 2L
n
.
The first line follows since the merge cost function is a monotonic non-decreasing function.
The second line is implied by the monotonicity of the merge cost function and the since
p  Fh by inequality (14). The third line is true since by definition s1  n/Fh − 1. The
forth line is obtained by applying the observation that x/y < (x + z)/(y + z) for x < y and
z > 0. The last inequality is true since L Fh for L+ 2 > Fh+1.
To prove that ρ′ < 1 + 2L/n, we explore further the relation between p′ and Fh. Recall
inequality (14) from the proof of Theorem 12.
p′ = ⌊n/(s1 + 1)⌋< Fh  p = n/s1.
We claim that the assumption n > L2 +2 implies that p′  p−1 and therefore p′ = Fh−1.
We prove this claim using mathematical manipulations; the exact details are omitted. The
key observation of the proof is that when n is large enough, both s1 and s1 + 1 are larger
than the square root of n and as a result, both p and p′ must be very close. The other
assumption that L  7 implies that Fh−1 < Fh − 1. Thus, our assumptions on n and L,
imply that
Fh−1 < p′ = Fh − 1.
Hence, p′,p′ + 1,Fh all are greater than Fh−1 and less or equal to Fh. Therefore, by
Eq. (6), we get
M(p′) = (h − 2)p′ − Fh+1 − 2,
M(p′ + 1) = (h − 2)(p′ + 1) − Fh+1 − 2,
M(Fh) = (h − 2)Fh − Fh+1 − 2.
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ρ′  (h − 2)(s1 + 1)Fh + (s1 + 1)(L − Fh+1 + 2)
(h − 2)(r ′(p′ + 1) + (s1 + 1 − r ′)p′) + (s1 + 1)(L − Fh+1 + 2)
 (h − 2)(s1 + 1)Fh
(h − 2)(r ′ + (s1 + 1)p′)
= s1Fh + Fh
n
 1 + Fh
n
< 1 + L
n
.
The second line is obtained by applying the observation that (x + z)/(y + z) < x/y for
x  y and z 0. The third and the forth lines are true since by definition n = (s1 +1)p′ +r ′
and s1Fh  n. The last inequality is true since L > Fh for L 3. 
4.2. Empirical results
In this section, we first take a look at the simplicity of the Delay Guaranteed algorithm.
We then present the results of our simulations which show that our algorithm performs well
when the intensity of client arrivals is high. To keep the presentation simple, we compare
the on-line algorithm to the dyadic stream merging algorithm [9], which we believe is
a good representative of the previously proposed stream merging algorithms. In a recent
study [4], the dyadic algorithm was found to be the most desirable because of its blend
of simplicity and performance. The study also showed that all of the previously proposed
on-line stream merging algorithms have similar performance. This allows us to use the
dyadic algorithm as a representative stream merging algorithm in our comparisons. We
refer the interested reader to [4] for a thorough comparison of the dyadic algorithm with
the previously proposed stream merging algorithms. Before we proceed, we first provide a
brief description of the dyadic algorithm.
The dyadic algorithm. The dyadic algorithm [9] splits the interval from the arrival time
of the root to the time after which no arrivals are allowed to merge to the root into dyadic
intervals as shown in Fig. 10. The interval over which the algorithm is applied is [x, y], and
dyadic interval i is labeled Ii . The earliest arrival time in each dyadic interval becomes a
child of the root, and the procedure is recursively applied to each child to find the subtrees
rooted at them. The algorithm is easily implemented using a stack as described in [9]. In
Fig. 10. The time x is the start time of the stream to which all arrivals in the interval [x, y] eventually merge. If x
is a start of a root stream, then y = x + (β ∗L).
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and can take on any value greater than one. The β parameter refers to the cutoff point after
which a new root stream is started, and is specified as a fraction of the stream length. The
original paper [9] used α = 2 and β = 0.5. Here we consider a variant with α equal to the
golden ratio φ, where φ = (1 + √5 )/2, and β set as a function of both the stream length
and client arrival type. In particular, we set β = 0.5 for Poisson arrivals and β = Fh/L for
constant rate arrivals. The reason for using α = φ was discussed in [4], and choosing β was
based on intuition and experimentation. We expected the optimal β to be roughly Fh/L
because the optimal number of arrivals per tree is roughly Fh as shown in Theorem 12.
Experimentation showed this to be true for constant rate arrivals, but for Poisson arrivals,
we observed that the best β was always very close to 0.5. This was probably due to the
variation in inter-arrival times for the Poisson distribution.
Complexity of the on-line Delay Guaranteed algorithm. We argue that the Delay Guar-
anteed on-line algorithm is simpler than any of the recently proposed stream merging
algorithms. Stream merging systems can be viewed as being composed of three compo-
nents: the server, the multicast channels, and the clients. The implementation complexity
for the multicast and client components are roughly the same for both the Delay Guaran-
teed and dyadic algorithms that are studied in this paper. Both algorithms require multicast
support, and require clients capable of receiving and buffering data from two streams si-
multaneously. The implementation complexity of the server for each client request can be
further broken down as follows:
1. The server must decide on the client receiving program that informs the client of which
streams to listen to and when to listen.
2. The server must schedule the streams and prefixes of streams that make up the receiv-
ing program on the multicast channels.
We compare the complexities of the on-line Delay Guaranteed and dyadic algorithms
with respect to the two server implementation challenges outlined above. As described
in Section 4, the Delay Guaranteed algorithm does not make any on-line decisions. The
size of the optimal merge tree to use is picked statically, and construction of that tree can
be done in O(L) time, where L is the stream length. This is true because the merge tree
can be used for at most L arrivals, and by Theorem 7, a merge tree for L arrivals can be
computed in O(L) time. Also, since this merge tree size is picked statically, the server can
precompute receiving programs and use a look-up table to inform a client of its receiving
program based only on the arrival time of the client relative to the start of a new tree. This
table lookup can be done in O(1) time, so our Delay Guaranteed algorithm operates in O(1)
amortized time. In addition, because the server knows the optimal merge tree structure it
can deterministically schedule the correct portions of the stream on the multicast channels.
There is no added overhead per client arrival since all computations can be done ahead
of time. On the other hand, the dyadic algorithm incurs the overhead for each of the two
points mentioned above for each client arrival. Using batching helps to reduce the overhead
by reducing the client arrival rate, but the server must still make dynamic decisions. The
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since they also have the server make dynamic decisions.
Performance of the on-line Delay Guaranteed algorithm. We present the results of our
empirical study of the Delay Guaranteed on-line algorithm. We compare the algorithm with
both a batched and immediate service dyadic stream merging algorithm to study the bene-
fits of each approach. The immediate service model satisfies client requests with no delay,
and the batching model serves clients after a maximum start-up delay. It is important to
note that the batching algorithm is different than the Delay Guaranteed algorithm because
the former starts a new stream at the end of an interval only if there was at least one client
arrival within the interval, while the latter always starts a new stream at the end of every
interval. Our simulations are run for a length of time that is 100 times the media length.
We use two types of client arrivals patterns: constant rate arrivals where the inter-arrival
rate λ is constant, and Poisson arrivals where λ represents the mean inter-arrival rate. For
our experiments we varied the client arrival intensity for fixed guaranteed start-up delays,
and present representative results below.
Varying the client arrival intensity. We fix the guaranteed start-up delay at 1% of the
media length and vary the intensity of inter-arrivals λ from near 0% to 5% of the media
length. The results for constant rate arrivals is plotted in Fig. 11 and the results for Poisson
arrivals is plotted in Fig. 12. Both of these graphs show similar trends. The performance of
the Delay Guaranteed algorithm is independent of the intensity of client requests λ. This is
because the algorithm starts a new stream at the end of every interval regardless of client
arrival patterns, where the interval size is the start-up delay. When λ is less than the start-up
delay, the immediate service algorithm uses more bandwidth than the other two because
the batching of clients is providing bandwidth savings. When λ is greater than the start-
Fig. 11. Comparison of the immediate service dyadic, batched dyadic, and Delay Guaranteed on-line algorithms
for constant rate arrivals.
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for Poisson arrivals.
up delay, the immediate service and batching dyadic algorithms perform very similarly
because there is very little batching going on, and therefore batching a low arrival intensity
sequence is almost like providing immediate service. The cutoff point where the batching
algorithms perform better than the immediate service algorithm is roughly where λ equals
the start-up delay. Once λ is greater than the start-up delay the Delay Guaranteed on-line
algorithm performs the worst since it starts a new stream at the end of every time interval
regardless of whether or not there was a client arrival. The Delay Guaranteed algorithm
performs worse on Poisson arrivals than it does for constant rate arrivals because the inter-
arrival rates are not constant, thereby creating intervals with no client arrivals even for λ
less than the fixed start-up delay.
5. Conclusions and open problems
We have presented an efficient O(n) optimal delay guaranteed stream merging algo-
rithm for a time horizon that is composed of n time slots, where the length of each slot is
the guaranteed start-up delay. We also presented an on-line delay guaranteed algorithm that
operates without knowledge of the time horizon size. We showed both analytically and em-
pirically that the on-line algorithm performs close to the optimal off-line algorithm as the
time horizon goes to infinity. Finally, we compared the on-line delay guaranteed algorithm
to the dyadic stream merging algorithm with respect to both implementation complexity
and performance measured in total server bandwidth. We showed that the delay guaranteed
algorithm is much simpler to implement due to the fact that it does not need to make any
on-line decisions, and also showed that it performs well when the intensity of client arrivals
is greater than the guaranteed start-up delay.
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media objects. In a situation such as this one, studying the maximum bandwidth rather
than average bandwidth usage is likely to be important. The stream merging model is
particularly suited to the multiple objects situation since it uses dynamic rather than fixed
channel bandwidth allocation. Here we feel that the delay guaranteed on-line algorithm
is flexible. By increasing the guaranteed delay, we can ensure that we never go over the
fixed maximum bandwidth and still never have to decline a client request. Another related
area for future work is to consider a hybrid server that uses the delay guaranteed algorithm
when it is heavily loaded (to ensure that the maximum bandwidth requirement is met), and
switches to another more efficient algorithm (like the dyadic algorithm) when the client
arrival intensity is low.
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