A numerical study was conducted to evaluate the fatigue crack initiation stage in pure α-iron. A two-dimensional synthetic polycrystalline aggregate was generated with Voronoi tessellation to represent the microstructure. Low-cycle fatigue experiments under fully reversed strain-controlled loading were conducted for different strain amplitudes. The stable stress-strain hysteresis loops were used to calibrate a non-linear kinematic hardening model for metal plasticity suitable for cyclic simulations. An existing procedure based on the Tanaka-Mura model for fatigue crack initiation was extended to body-centered cubic lattice to account for two orthogonal slip systems as potential crack locations. This procedure was applied for fully reversed fatigue simulations with various stress amplitudes ranging from low-cycle to high-cycle fatigue regime. The effect of the stress level on the crack morphology and the fatigue crack initiation life was evaluated. Finally the applicability and limitations of the proposed procedure was discussed.
Introduction
Failure in metallic materials is attributed to several phenomena such as creep, corrosion, fatigue, etc. and to any combination of them. Among them, fatigue is the major cause of failure in metallic structures [1] [2] [3] . The damage process of a metal under cyclic loading is generally decomposed into different steps 4, 5) : cyclic hardening/softening, crack nucleation, small and short crack growth, long crack propagation andnal failure. The rst three steps are often referred as stage I and can represent up to 90% of the fatigue life in high-cycle fatigue (HCF) regime 6) . The onset of initiation of fatigue damage is closely related to local irreversible plastic strain at the grain scale 7) which is relatively dif cult to evaluate experimentally. Therefore, the prediction of such initiation life and especially the in uence of the microstructure has become a major challenge 8) . Several theoretical models have been proposed to predict the fatigue crack initiation life. Tanaka and Mura 9) presented a dislocation-based model where dislocations irreversibly accumulate on the slip band of a grain favorably oriented for single slip. The nucleation of a crack was assumed when the energy stored by dislocation pile-up overcomes the surface energy. Chan 10) extended the model to predict the size of the nucleated crack. Manonukul and Dunne 11) proposed a ductility exhaustion model where the local plastic strain range accumulated during a stable cycle is inversely proportional to the number of cycles for crack initiation. Finally, Fine and Bhat 12) developed a model based on the Gibbs-free energy change ΔG between the situation with and without a crack. While there are differences among their approaches to predict the initiation life, these models have in common the fact that they require the evaluation of local elds whether shear stress or plastic shear strain at the grain scale.
Among these models, the Tanaka-Mura model received several numerical applications. Hoshide and Kusuura 13) presented an analytical procedure to predict the crack pattern and fatigue life under multiaxial stresses using Voronoi polygons. The stress state inside each grain was assumed to be uniform and following a simple relation based on the applied stress. Brückner-Foit and Huang 14) transposed the approach to nite element method (FEM) in order to catch more accurately the stress heterogeneity at the grain scale. The material investigated was a martensitic steel where the grains were assumed to have lath structures. A potential crack path was de ned with the same direction of the martensitic laths and the number of cycle was evaluated by calculating the average shear stress on the path. Finally, Kramberger et al. [15] [16] [17] extended the model to account for multiple segmented slip band inside each grain and damage accumulation so that crack may grow in cluster. So far this method was only used for martensitic steel with grains exhibiting lath structures so that only one slip system was considered.
The objective of this study is to evaluate the in uence of stress level on the fatigue crack initiation stage in pure α-iron. The approach developed by previous researchers is further extended to account for two orthogonal slip systems per grain as potential crack paths. The paper is organized as follows. First, the material under investigation is presented and low-cycle fatigue experiments are performed to characterize the material under cyclic loading. The numerical model and procedure are then described. Finally the simulation results are shown and discussed. The applicability of the method is discussed, especially the effect of the stress level on the fatigue crack initiation life and crack morphology.
Material and Experimental Procedure
The material investigated in this study is a commercially produced high purity (99.5%) α-iron. Microstructure was investigated through scanning electron microscope (SEM) observation. Figure 1 shows the SEM micrograph of the material. The average grain size of the material is 35 μm. Electron backscatter diffraction (EBSD) analysis was performed to evaluate the crystallographic orientations. The analysis did not reveal any speci c texture.
In order to characterize the material under cyclic loading, low-cycle fatigue (LCF) experiments under strain-controlled loading were performed. A schematic representation of the specimen is shown in Fig. 2 Fig. 3 . The stress-strain hysteresis loops at half-life or near half-life (companion test method) were used to t the material model presented in the next section.
Numerical Method

Application of the Tanaka-Mura model
In this section, the method developed by previous researchers is extended to body-centered cubic lattices with two slip systems in two dimensions. According to the Tanaka-Mura model 9) , the number of cycles for crack nucleation is given by:
where G is the shear modulus, Wc is the fracture energy per unit area, ν is the Poisson s ratio, d is the length of the slip band, Δτ is the resolved shear stress (RSS) range and τ c the critical resolved shear stress (CRSS) for dislocation motion.
In the model, the RSS range Δτ is assumed to be uniform along the slip band so that a crack nucleates if it exceeds twice the CRSS. The stress distribution inside each grain is evaluated by FEM. A schematic diagram of the method to evaluate the shear stress on a particular slip line is presented in Fig. 4 . As a two-dimensional model, it is assumed that the [001] direction for each crystal orientation is perpendicular to the plane of the model. The lattice orientation is therefore characterized by a single angle de ning the [100] direction. For each grain, several slip lines are considered as potential crack path. Due to the bcc structure of the α-iron, two orthogonal slip planes are used, namely the (110) and (110) oriented at 45 from the [100] direction. They are depicted in Fig. 4 . To calculate the shear stress on a speci c slip line, the stress tensor evaluated by FEM is converted from the global coordinate system to the local system where the x-direction lies along the slip line. The shear component of the local stress tensor is then assumed to correspond to the RSS. The RSS is nally averaged and used in eq. (1). The process is performed for each slip line of each grain and the slip line with the minimum life is marked as failed.
As the simulation undergoes several iterations, it is necessary to account for damage accumulation as explained in the related paper 15) . Considering the slip line k of the grain j, the total deformation energy to nucleate a crack is given by: where L j,k is length of the slip band. The energy accumulated during one cycle at the iteration i is then de ned as follows:
Finally, the number of cycles to nucleate a crack at the iteration i is evaluated
with N i j,k , the number of cycles to nucleate a crack in the slip line k of the grain j. N i j,k is given by:
In the end of an iteration, the failed slip line is changed into an explicit crack and the new stress distribution is calculated. The mesh around the newly formed crack is strongly re ned due to probable stress concentration at the crack tip. The complete procedure is automatically performed using custom-made Python scripts.
Microstructure model
A model of a polycrystalline aggregate was generated from a two-dimensional Voronoi tessellation of randomly positioned seeds 18, 19) . The tessellation is based on the partitioning of the space through the de nition of a dominance region V(s i ) of the seed s i over the other seeds
where || || is the Euclidian norm and x i is the position of the seed s i . Voronoi tessellation is often used in the eld of microstructural mechanics as a mean to model polycrystals 20) . The generated cells have convex geometries with at boundaries de ned by the bisector between two adjacent seeds.
In this study, the model consisted of a 500 × 500 μm square informed with 150 seeds. The average grain size is 31 μm as compared with the 35 μm form the material investigated. The tessellation was performed with the software MATLAB 21) and exported into the FEM software ABAQUS 22) using a custom-made Python script. Figure 5 shows the model of microstructure as well as the different slip lines considered for each grain. The distance between two slip lines was arbitrary set to 5 μm so that a large number of potential crack paths could be evaluated. However, the grains adjacent to the lower and upper edges of the model were not attributed any slip lines for stability reasons and because the stress state inside these grains might not be realistic. The boundary conditions are also shown in Fig. 5 . The displacement of the lower edge was restrained in the y-direction and load boundary condition was applied on the upper edge. Left and right edges were left traction free. However, to avoid rigid body motion bottom left corner node had its displacement restrained in its x-direction. The model was meshed with three-node plane strain elements CPE3 with a mean element size of 4 μm leading to an average of about 200 elements per grains. Cyclic simulations were performed with a stress ratio R = −1 and different stress amplitudes: 95, 100, 110, 140 and 180 MPa. The procedure presented in the previous section was performed for a maximum of 20 iterations or until the model became unstable. For the stress amplitudes of 95 MPa and 100 MPa, the 20 iterations were completed. However, for higher stress amplitudes, the model failed to converge after 15 iterations.
Constitutive model and material parameters
Considering the bcc crystal structure of α-iron, cubic elasticity following the Hooke s law was assumed. The components of the stiffness tensor, namely C 11 , C 12 , C 44 , were taken from literature 23) and are summarized in Table 1 . As the material did not exhibit any particular texture, a random orientation was attributed to each grain.
A metallic material under cyclic loading is generally characterized with two types of hardening: an isotropic hardening component responsible of the expansion of the elastic domain and a kinematic hardening component responsible of the sliding of the elastic domain. The latter one is of great importance when effects such as the Bauschinger effect are not negligible. The yield surface F is de ned as
where σ 0 is the yield stress, α a back stress and f the Mises stress function. Isotropic hardening is modeled by increasing σ 0 which results in the necessity to simulate several cycles to reach a stable state. However, the Tanaka-Mura model is based on the assumption that a slip band is already present inside the grain so that the hardening stage is passed and the critical resolved shear stress is kept constant. Besides pure iron has a high stacking fault energy so the cyclic stress-strain curve is relatively independent on the initial conditions of the material 7, 24) . Accordingly, in this study, hardening was considered with only a kinematic component in order to directly Table 1 Cubic elasticity coef cients. simulate the stable stage. The nonlinear kinematic hardening model from ABAQUS library was used for this purpose. In the model, the overall back stress α is de ned by
where N is the number of back stress α k . The hardening law for each back stress is given by
where C k and γ k are parameters to be calibrated from cyclic experiments, and ε pl is the equivalent plastic strain rate. The stable hysteresis loop at half-life at 0.5% strain was used to calibrate the back stress components and the initial yield stress σ 0 . The yield stress was set to σ 0 = 135 MPa and a number of 5 back stresses was found to provide an accurate tting. Table 2 summarizes the parameters of the back stresses. The hysteresis loops at lower strain were then computed and compared with experiments. Figure 6 shows the hysteresis loops predicted by the model and those extracted from low-cycle experiments. Overall, a relatively good agreement is found.
The CRSS was assumed based on a Taylor factor M = 3, τ c = 45 MPa and the surface fracture energy to apply the Tanaka-Mura model was taken from literature 13) , W c = 2 kJ/m 2 .
Results and Discussion
This section is divided into two parts. First a qualitative analysis of the stress distribution and crack morphologies for the different loading cases is proposed, then a quantitative evaluation of the crack density and fatigue crack initiation life is developed.
Stress distribution and crack morphology
The Mises stress distributions of the microstructures subjected to stress amplitude of 95 and 180 MPa at three different iterations are shown in Fig. 7 . The scales are bounded to the upper and lower values of the Mises stress of the microstructures without crack so that the effects of the cracks on the stress distributions are directly visible. The rst cracks to nucleate are oriented at about 45 from the loading direction. It is consistent with the fact that the grains having the [100] or [010] direction parallel to the load direction will have a higher shear stress on the (100) or (110) slip planes. When a crack is introduced, it directly affects the grains in its vicinity. The stress inside the failed grain is relaxed due to the new free surface while the cracks tips generate stress concentration in neighbor grains. A distinction can be made between the two Table 2 Parameters of the kinematic hardening back stresses. loading cases. While the stress concentration remains conned to rst neighbor grains for low stress amplitude, it quickly extend to a majority of the microstructure for higher stress amplitude. Besides, it can be noted that the rst cracks to nucleate do not lead to a macroscopic crack as several iterations are needed for a cluster to form. A crack cluster was already observable after 14 iterations in the rst case while the cracks were more scattered in the second load case.
The crack morphologies at the end of the procedure for the different load conditions are shown in Fig. 8 . As can be seen, the crack pattern is not unique but changes with the stress amplitude. Also even if the same grain fails for two different loading conditions, the crack positions often differs in the way that smaller cracks tend to nucleate at low stress. It is also worth noting that most of the crack tips are located near triple points of grain boundaries as they act as natural stress concentration area. Besides, at high stress, namely 140 and 180 MPa, cracks tend to nucleate in the grains having the longer slip lines so that they are more scattered in the microstructure. When the stress decreases, cracks are mainly organized in clusters. It can be attributed to the fact that the Tanaka-Mura model is based on a threshold stress level below which no crack nucleates. Accordingly, for low stress amplitudes, long slip bands might not have an average shear stress high enough to nucleate a crack even if locally the shear stress exceeds the CRSS. The local rise of stress near the tip of the crack might then promote the nucleation of subsequent cracks. Therefore, a competition exists between the nucleation of large crack with relatively low average RSS and short cracks with higher average RSS mainly located near boundaries.
Crack density and initiation curve
From the results of the simulations, the evolution of the crack densities with the number of cycles are evaluated and depicted in Fig. 9 . The density is de ned as the length of all cracks per unit area at a given iteration. This parameter can be seen as an indicator of the damage accumulated in the material 14, 25) . For high stress amplitude, the crack density increases almost instantly following the rst crack initiation. This indicates that at such stress level, initiation is mainly in uenced by the stress amplitude and less by the microstructure.
For lower stress amplitudes, the density increases slowly in the beginning before reaching a stage where crack initiation is almost instantaneous. This transition can be related to the time when cracks start to form in cluster so that the grain directly in contact with the newly formed crack will see their life strongly reduced. It is also worth noting that it requires less iterations to reach the same crack density for higher stress amplitude. Indeed considering the simulation with a stress of 180 MPa, after about 10 iterations the crack density is the same than the simulation at 95 MPa after 20 iterations. This con rms the fact that larger cracks tend to nucleate with higher stress amplitude. Finally, the end of the initiation stage cannot be attributed to the time at which the rst crack initiate, especially for low stress amplitude, as it does not lead to the formation of a macroscopic crack. Figure 10 shows the stress amplitude against the number of cycles for crack initiation. The Tanaka-Mura model curve was also plotted based on eq. (1) considering the largest grain size of 53 μm and a RSS using a Schmid s factor of 0.5. The grain size corresponds to the largest grain present in the model. Overall the predicted initiation cycles follow the curve, however all the simulations predicts earlier initiation especially for high stress. It is mainly due to the fact that crack nucleates in grain larger than the average grain size. The threshold for crack initiation is around 90 MPa as it corresponds to twice the CRSS. However, this threshold does not correspond to the fatigue limit as the latter one is de ned as the stress for non-propagating cracks and not the stress for non-existing crack. Several general remarks can be made from the model itself. First, the predictions are likely to be conservative as the Tanaka-Mura model is based on an irreversible damage dislocation accumulation. Indeed it was shown that at HCF a large portion of the plastic strain is reversible and that the reversibility factor was dependent on the plastic strain amplitude 7, 26, 27) . Besides, the CRSS was assumed to be identical for all grains and simply based on low-cycle fatigue experiments. It is clear that each grain will harden differently so that their CRSS will be different even for two slip systems inside the same grain. In this regard, crystal plasticity model might be necessary to account for different plastic behavior from grain to grain. However, the increase in state variables and the need to simulate several loading cycles will result in a much larger computational time.
Conclusions
A numerical simulation of fatigue crack initiation in pure α-iron is presented in this paper. The developed model was adapted from other publications in order to account for multiple slip systems. The mechanical properties of the material were tted to low-cycle fatigue experimental results with a kinematic hardening model suitable for cyclic simulations. It was highlighted that the present model predicts different crack patterns depending on the applied stress amplitude. In low-cycle fatigue regime, the cracks nucleate in the largest grains with a relatively low scattering in their nucleation lives. Under high-cycle fatigue regime, the rst cracks to nucleate do not lead to a macroscopic crack so that a larger scattering is observed in the initiation life. The stress concentration near the cracks or at triple points seems to have a major effect for low stress amplitude.
Several considerations can be made for further studies. First, a more representative and realistic microstructure model that accurately reproduce the grain morphology could be considered. Then, constitutive model accounting for local crystal plasticity could be employed to evaluate the active slip systems and local plastic strain more accurately.
