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Abstract 
The development of the helium ion microscope (HIM) enables the imaging of both hard, 
inorganic materials and soft, organic or biological materials. Advantages include outstanding 
topographical contrast, superior resolution down to <0.5 nm, high depth of field and no need 
for conductive coatings. The instrument relies on helium atom adsorption and ionisation at a 
cryogenically cooled tip that is atomically sharp. Under ideal conditions this arrangement 
provides a beam of ions that is stable for days to weeks, with beam currents in the order of 
picoamperes. Over time however this stability is lost as gaseous contamination builds up in 
the source region, leading to adsorbed atoms of species other than helium, which ultimately 
results in beam current fluctuations. This manifests itself as horizontal stripe artefacts in HIM 
images. We investigate post-processing methods to remove these artefacts from HIM images, 
such as median filtering, Gaussian blurring, fast Fourier transforms and principal component 
analysis. We arrive at a simple method for completely removing beam current fluctuation 
effects from HIM images while maintaining the full integrity of the information within the 
image.  
Keywords: helium ion microscopy, image processing, destriping, FFT, principal component 
analysis, PCA, SVD 
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Introduction 
The helium ion microscope (HIM) is a scanned ion probe instrument that in many respects is 
very similar to the well-established scanning electron microscope (SEM). Fundamentally, 
however, the two differ by the fact that the HIM utilises a beam of He+ ions generated from a 
gas field ion source (GFIS). Incidentally these instruments can usually be operated with neon 
as neon ion microscopes, though we shall not discuss this further here. The GFIS source has 
been described in detail (Morgan et al., 2006; Ward et al., 2006), but briefly, an atomically 
sharp tip of single crystalline tungsten is cooled to cryogenic temperatures and surrounded by 
helium gas at a pressure on the order of 10-6 mbar. A large extraction field is applied and field 
ionisation of the adsorbed helium atoms occurs at the end of the tip, where three atoms form 
the apex (called the trimer). The result is three beams of He+ ions directed radially outward 
from the three atoms of the trimer, with beam characteristics superior to that of an electron 
source; very low energy spread meaning low chromatic aberration, orders of magnitude 
higher brightness, and smaller beam convergence angles resulting in higher depth of field. 
Finally, the de Broglie wavelength is less than 1 picometre for a 30 kV beam, so ultimate 
imaging resolution for a given spot size is not diffraction limited. 
Unsurprisingly then, the HIM may be destined to become an important imaging tool in the 
materials and life sciences, where there is an ever pressing demand to look closer at surfaces 
and elucidate the finest nanoscale features. The HIM has a remarkable and already proven 
record for outperforming high-end SEMs when it comes to maintaining resolution at the 
highest magnifications. There are a number of reviews on applications of HIM showing this 
fact with inorganic materials analysis (Postek et al., 2009; Joy & Griffin, 2011), biological 
samples (Joens et al., 2013) and nanostructured polymers (Bliznyuk et al., 2014). 
Furthermore, the usage of an ion beam allows the instrument to perform nanoscale fabrication 
and milling (Iberi et al., 2016). 
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Stability of the instrument becomes the limiting factor in the HIM; mechanical stability to 
reduce vibrations, electronic stability in the power supplies that provide the high voltages, 
and stability in the GFIS. All combined, these have a direct impact on the achievable 
resolution of the HIM, but are systematic in that once defined and accounted for, it is unlikely 
they will change. The latter however can be viewed as stability in the beam current that 
impinges on the surface under analysis, and will directly impact image quality if it fluctuates. 
It depends on several factors; extraction and acceleration voltages, gas pressure, gas purity 
and trimer age. Voltages as mentioned are typically limited by the design of the power 
supplies. Gas pressure is maintained via feedback-loop-controlled servo valves which 
constantly adjust the valve position to maintain a set point pressure. Once this pressure is 
reached and allowed to settle over some minutes, it is observed to have negligible effect  on 
beam current stability. Finally then, it is gas purity and the lifetime of the trimer that will be 
the main limiting factor in good HIM imaging. 
Ideally the gas surrounding the GFIS tip is as close to being pure helium as possible. In 
practice this requires that both the source and the gas lines that feed it are baked at >100 °C to 
drive off and pump away contaminants, until a base vacuum pressure on the order of 
10-10 mbar is achieved. Once a trimer is created and field ionisation has begun the beam 
current is then not expected to deviate considerably from the mean. Over time however, 
contaminants enter the gun via the gas lines or by back-streaming from the analysis chamber, 
which is considerably poorer vacuum (on the order of 100-1000 times higher pressure). The 
atoms/molecules adsorb to the cooled tip just as the helium does, and once they migrate to the 
end, field ionisation can occur from these adatoms and effectively ‘steal’ beam current from 
the trimer. Viewing the trimer within the instrument, by using the scanning field ion 
microscope (SFIM) mode (Rahman et al., 2013), this can be directly observed as fluctuations 
in the brightness of the individual trimer atoms. Consequently, the beam current that 
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impinges upon the surface to generate the secondary electrons used for imaging is 
temporarily disrupted, and the detected signal fluctuates. This leads directly to artefacts in a 
collected HIM image that manifest as horizontal lines or streaks across the width of the image, 
where the average beam current for a given scan line was significantly different from that of 
the rest of the image. Over time as the GFIS is used this effect worsens, as the quality of the 
vacuum in the source volume deteriorates. To rectify this, the source volume and gas lines 
must again be baked to recover the stability. Compare this to a conventional filament or 
modern field emission SEM. These sources do not suffer from such instability, and as the 
source lifetime progresses, one might simply expect a steady but slow decline in achievable 
beam current, far slower than the time frame of a typical image acquisition. 
Of course, trimer and beam current stability can be maintained by regular baking of the 
instrument. Once instability reaches an undesirable level, the instrument is baked and a clean 
GFIS is recovered. This is undeniably the preferred solution to reducing instability. This 
takes time, some 2-3 days at least, and might normally be performed over a weekend. Those 
that work closely with vacuum equipment however will understand that whenever a system is 
disturbed, through maintenance events such as venting, pumping and baking, there is always 
a concern that a new problem may be introduced. Thus it may be in the best interest of the 
helium ion microscopist to try to limit how often the gun and gas lines are baked if possible. 
HIM images are generated by a series of horizontal line scans across the field of view. Should 
small fluctuations be present they can often be dealt with by thoughtful selection of scanning 
parameters. Improved signal to noise can be achieved by increasing the dwell time (hence 
how long each line takes), or implementing line or frame averaging. Line averaging collects a 
single line scan a set number of times and then averages them together, frame averaging 
collects an entire frame, where each line is collected with the set dwell time, and then 
averages all collected frames together. These parameters alone can often be enough to 
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suppress the beam current fluctuations observed in HIM, provided the source is otherwise 
fairly stable. Increased line or frame averaging will effectively smooth out the few random 
fluctuations. Frame averaging is especially good at this, since frames are typically collected 
within a few seconds, and then upwards of 100 or more frames collected to generate the final 
image. Over many frames, any fluctuation on one single line is all but eliminated. However 
line averaging will usually produce sharper images, because frame averaging has one critical 
flaw, in that over the course of the image acquisition, if the sample moves even slightly due 
to say thermal drift, the image would appear ‘soft’ as if out of focus. Line averaging tends to 
not suffer from this effect so severely, as each line is collected in full before moving to the 
next. If there is gross movement of the sample then this may appear as distortion of the 
features in the image, but sharpness will likely be retained. Thus line averaging is the 
preferred method of image acquisition, at least in our laboratory, and especially for very high 
magnification imaging. 
It is also important to note that one strong advantage of the HIM over SEM is the ability to 
use a charge compensation method during image acquisition of insulating surfaces. In HIM 
the beam is positively charged, and we are detecting secondary electrons. Thus there is a net 
deficit of negative charge at the surface during acquisition. For metals this charge is 
dissipated readily, but for insulators this results in a dark image as the secondary electron 
yield is suppressed. In HIM, the solution is to simply use a low energy electron flood gun to 
provide an external source of negative charge to neutralise the surface. This flood gun must 
be synchronised with the GFIS beam raster and the secondary electron detector (SED), and in 
our laboratory is typically operated in “line mode”, i.e. the flood gun illuminates the surface 
after each line of the image is acquired. This requires line averaging to be utilised during 
image acquisition, and thus further necessitates the need to a reliable method of removing the 
stripe artefacts. 
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With significant time spent collecting high resolution, high magnification images, it would 
then be unfortunate if an unsightly streak were to be present across the image. Given that the 
He+ beam does not interact with the surface without some minimal damage, biological and 
soft polymeric materials may be altered at the nanoscale following imaging. Thus, it is 
sometimes the case that the microscopist has just one opportunity to obtain an image of a 
particular feature, and one must simply do the best one can with an image containing stripes 
resulting from He+ beam instability. 
Conveniently, these artefacts are always horizontal, since the image is generated from a set of 
horizontally scanned lines. The highest image scan size available by default on our HIM 
software is 2048×2048 pixels. The artefacts then generally appear as a single pixel width line 
across the entire image. For lower resolution, especially 512×512, when the scan rate is 
typically faster, the fluctuations can lead to bands several pixels in width in the slow-scan 
direction. Nevertheless, the fact that these artefacts are always horizontal means that they can 
be distinguished quite readily by eye from the underlying image. They are somewhat akin to 
undesirable features in satellite and remote sensing imagery (Tsai & Chen, 2008) and atomic 
force microscope (AFM) images (Bowen & Doneva, 2000). In both of these cases, the fact 
that the artefacts have a single spatial dimension is beneficial in choosing post-processing 
techniques for their reliable removal, while maintaining the integrity of the information 
obtained within the underlying image. In the field of remote sensing, this process is called de-
striping, and it may be a useful term to use for the present work also. 
These methods have until now otherwise been largely unnecessary in scanning electron and 
ion microscopy such as SEM, since the fluctuations and artefacts present are either so slow as 
to not have an effect, or are from completely unrelated mechanisms (such as localised 
charging). Conventional tungsten hairpin electron sources offer outstanding stability, on the 
order of 1-2% of their average beam current, over many hours of operation (Loretto, 2012). 
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Modern thermal field emission sources are not so stable, but still, provided good vacuum is 
maintained in the source volume, a high level of stability can be achieved over the course of 
hours. This is far longer than a typical image acquisition. 
We have investigated a number of image post-processing methodologies to completely 
remove beam current fluctuation artefacts from HIM images. Applying these techniques to 
images collected on our HIM, with the source operated in two states; at near optimal 
conditions shortly after a bakeout procedure, and far beyond what should be considered 
reasonable fluctuations in beam intensity, we demonstrate an ability to recover images that 
would otherwise be discarded as unusable. 
 
Methods 
All images presented were collected on an ORION NanoFab HIM (Carl Zeiss, Peabody, MA, 
USA) using an Everhart-Thornley (E-T) SED. The accelerator voltage was 25 kV with the 
gun pressure maintained at 2×10-6 mbar of helium. The images were collected at 2048×2048 
pixels, and each line averaged over 256 lines with a dwell time of 2 μs. A 10 μm beam-
defining aperture was used for all imaging, giving a beam current generally of 0.1-0.5 pA. 
These parameters result in long acquisition times that may not be desirable in all cases. In 
general no beam-related damage was observed on the samples at the scales imaged, though 
carbon deposition and contamination was observed if plasma cleaning of the chamber had not 
been performed for some time before acquisition. Images that display the worst source 
instability were collected in the sixth week of the trimer lifetime. At this time the quality of 
the vacuum in gun volume had deteriorated to a point beyond what should be considered 
acceptable, and required the system to be baked. This demonstrated what could be achieved 
in post-processing to remove severe artefacts. 
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The original tardigrade image presented in figure 6(a) was acquired with the NanoFab charge 
compensation active in line mode. Optimisation of the flood gun parameters was performed 
by maximising image intensity while minimising intensity gradients in the image due to 
secondary electron emission decay resulting from charging. 
Images were processed using ImageJ (Schneider et al., 2012) version 1.48v, a public domain 
image processing software package that is freely available. All methods used to process the 
images were available by default from the standard configuration of this software. No extra 
plugins were utilised. 
Principal component analysis (PCA) was performed using our own software written in 
MATLAB, adopting an algorithm set out by Halko (Halko et al., 2011) and which we 
recently published for use on Time-of-Flight Secondary Ion Mass Spectrometry (ToFSIMS) 
data (Cumpson et al., 2015). We used the “RV1” algorithm described in our previous work. 
This is essentially Singular Value Decomposition (SVD) applied to the image data matrix. 
 
Results 
Figure 1 presents two images collected from a nanostructured inorganic surface at (a) zero tilt 
and (b) 54° tilt. The insets are 100% image size views. Both of these images are a good 
example of beam current fluctuations impacting image quality. There is also some amount of 
‘speckle’ noise present across both images. The images are otherwise sharp, and much of the 
nanostructured detail in the surface is visible. Taking these two images as examples for 
testing, different methodologies were applied to each to evaluate methods of destriping. 
 Smoothing: Median and Gaussian Blur Filters 
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Smoothing an image is possibly the simplest of methods to apply. In its one-dimensional 
form, smoothing can be interpreted as a moving average, replacing a given value in a set with 
an average of it and its nearest neighbour values. The strength of the smoothing can be 
adjusted by increasing how many neighbours away from the chosen value are used in the 
average. Expanding this to two-dimensions means simply expanding the average out to a 
neighbourhood in x and y around a chosen pixel. 
Two methods were investigated here: median filtering and Gaussian blur. Commonly applied 
in the processing of AFM and other scanned probe imaging techniques, median filtering is a 
simple algorithm for effectively smoothing fluctuations and noise in an image. The median 
filter replaces a given pixel with a median value of its neighbouring pixels and the smoothing 
of this filter can be increased by choosing a greater pixel radius within which to find the 
median. Gaussian Blur in contrast convolutes a chosen pixel with a Gaussian function of 
standard deviation sigma (σ) that controls the radius within which the function decays to 
approximately 60% of its maximum. Thus when convoluted with a pixel, the new value 
becomes a weighted average of the neighbouring pixels. Setting σ = 0 has no effect on the 
image, but increasing this value by one strengthens the blurring about a chosen pixel, 
effectively increasing the radius of pixels included in the weighted average. 
Figure 2 shows the effect of the median and Gaussian blur filters on the image from 
Figure 1(a). The top row of images in Fig. 2 results from the median filter, with 0, 5 and 10 
pixel radius filters applied from left to right respectively. The bottom row of images result 
from the Gaussian blur filter with σ = 0, 1, and 3 from left to right respectively. Interestingly 
in the median filter set, the 0 pixel image has actually been slightly smoothed compared to 
the original, which is somewhat unexpected as intuitively this was thought to be the median 
of only the original pixel value. As this value is increased however we quickly see the effects, 
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with a very smooth image achieved at pixel radius of 10. While the lines appear to be 
suppressed, along with the speckle noise, and much of the large-scale structure present in the 
original image still remains, it is clear that information has also been lost. Nanoscale regions 
of contrast and structure indicated by the arrows have disappeared, and the dynamic range of 
the grey levels in the image has been suppressed, leading to an ‘artificial’ looking image that 
could quickly be identified as having been over-processed. 
The Gaussian blur method does not improve matters, as can be judged from the second row 
of images. Here the σ = 0 image is actually a replica of the original image, with the filter 
having no effect. As σ is increased we observe a softening of the lines and of the speckle 
noise, but also of the entire image. At σ = 3 the image looks as though it was simply collected 
with good signal to noise, but poor focus. 
 Fast Fourier Transforms and Band-Pass Filter 
A fast Fourier transform (FFT) converts a signal, in our case an image, from its original 
spatial domain into a representation within the frequency (Fourier) domain. In this the image 
is represented as a linear combination of harmonic components in all directions. Pixel 
intensities in the Fourier domain contain the weights of components in the original image, 
and plane coordinates of pixels contain the information about the direction and spatial 
frequency of that component. This allows one to add or remove highly directional features on 
the original image by modifying pixel values on localised regions of the Fourier domain 
image and then convert it back to the spatial domain via the inverse-FFT. 
Figure 3 presents the image from Figure 1(b) in its original form (a) and in the Fourier 
domain (b) after performing an FFT. The Fourier domain image is presented such that 
frequency increases outward from the centre of the image. It can be seen that much of the 
image information is at the centre of this image, and thus is contained within the low 
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frequencies of the image. If one were to mask the frequency domain image such that all 
magnitudes outside of a small circular area in the centre of the image were set to zero, then 
this would be equivalent to a low pass filter. If the opposite were performed, with all values 
inside a small centre circle in the image set to zero, then this would be a high pass filter. 
The important feature of the Fourier domain image to recognise here is the presence of 
horizontal and vertical lines of intensity passing through the centre of the image. In part, this 
is due to the windowed nature of the image, i.e. it is not an infinite image and is entirely 
contained within a square. However the vertical line is far more intense, and this indicates 
that there is an additional dominant component of the spatial image in the horizontal direction 
across all frequencies. This is a signature of the horizontal lines resulting from source 
fluctuations. To remove this element from the spatial image, we can edit the frequency 
domain image, as given in Figure 3(c). Using the rectangle tool, we can fill this region of the 
image with zero values (appearing as black in the image) both above and below the centre 
region. The central region is avoided however as this still contains a large amount of the 
image information. Now it is a matter of performing the inverse-FFT on the edited Fourier 
domain image to generate again the processed spatial domain image, presented in Figure 3(d). 
At first glance, the result is remarkable, with the horizontal lines that plagued the original 
image apparently non-existent. All other details from the original image remain, including the 
speckle noise, and structural information is clearer to observe. However this technique is not 
without its caveats. Due to the manual nature of the editing performed on the Fourier image, 
the removal of the component attributed to the horizontal lines was somewhat heavy-handed, 
probably removing far more information than was necessary. As a result the opposite effect 
to what was intended has occurred, with new horizontal artefacts being introduced into the 
image. These are highlighted by the arrows in Figure 3(d), and tend to manifest as areas of 
apparent horizontal contrast beside features with strong vertical intensity. In fact there 
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appears to be an almost complete band of low intensity across the full field of view of the 
image in some areas. 
A variant on the FFT method in ImageJ is the band pass filter. This utility performs two 
operations, filtering out very small spatial features (effectively smoothing an image) and 
large features. In techniques such as AFM or light microscopy, the latter could be associated 
with shading effects from tilted sample planes, for example. In HIM this might be equivalent 
to imaging using the flood gun to neutralise an otherwise insulating sample that has gross 
topography creating a shadow effect, however under normal operating conditions this could 
just as easily be true spatial topography, or shadows resulting from the geometry of the HIM 
column relative to the ET detector. Here a few parameters are available to investigate. Two 
pertain to the filter; the size of features above which to filter (upper bound of the band pass) 
and the size of features below which to filter (the lower bound). Conveniently in this filter 
there is an option to suppress stripes of either horizontal or vertical direction, along with a 
tolerance of direction value. We expect these lines to be absolutely horizontal, so we can set 
this value to zero. Since this investigation has a single main purpose; to remove the horizontal 
lines, the band pass parameters are investigated only very briefly. 
Figure 4 presents the image from Figure 1(b) filtered using the band pass filter with (a) lower 
and upper bounds of 0 to 2048 pixels and (b) 0 to 16 pixels. The processed image in 
Figure 4(a) suggests that this particular method is superior to the blur filters and FFT filter 
presented up until now. The horizontal stripes are completely removed, and all image 
information appears to be retained. Inset alongside Figure 4(a) is the Fourier domain image of 
the resulting band pass filtered image, where one can see the effect of the filter quite plainly; 
the vertical component of frequencies has been suppressed whilst maintaining the magnitude 
of all other spatial frequencies. In contrast, we can choose the parameters poorly, as presented 
in Figure 4(b), where the upper bound of the filter is too constrained. Features that would 
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otherwise be considered important nanoscale structure have been inadvertently removed, 
leading to a ‘flat’ image, with little dynamic contrast. The effect of the filter can again be 
observed in the Fourier domain, where much of the spatial information has been suppressed 
as indicated by the dark central region. If there is no other desire than to remove the 
horizontal lines from the image, it would thus be recommended to set the band pass 
parameter to the size of the entire image, and simply let the algorithm attempt to remove the 
stripes. Compare the edited regions of the FFT images in Figs.3(c) and 4(a). Effectively we 
are letting the software perform the same FFT process we presented in Figure 3, however 
much more efficiently, and without errors and heavy handedness that could be introduced 
through the manual approach.  
 Multivariate Analysis using Singular Value Decomposition 
Multivariate image analysis is a powerful alternative to the well-known univariate methods of 
the classical image analysis literature. It can be broadly classified in to three sub-areas (Prats-
Montalban, 2011): 
 Image processing, which consists of improving the visual quality of the image, such 
as reducing noise or removing artefacts as in our case, 
 Image compression, which reduces the memory requirements removing the 
redundancy present in the images, and  
 Image analysis, which returns the extra-dimensional structure of a multivariate image, 
such as the mass spectrum at each pixel of an ion image from ToF-SIMS.   
Principal Component Analysis (PCA) is one of the most popular of these methods, and an 
excellent tool for both image processing and image analysis. It is used for throughout the 
scientific imaging fields, including satellite imagery, medical and clinical imaging, and the 
light and electron microscopies. PCA is an extremely powerful tool in the treatment of 
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surface analytical data in particular. It can be applied to both spectra and images, and is 
useful in revealing relationships between spectra, or pixel intensity in our case, and spatial 
distribution. 
The PCA method as applied here can be explained as follows. Images collected from HIM 
are considered to be a matrix of size n × n, where n is the scan size (2048 pixels for example), 
with each entry in the matrix then given an intensity value from 0-255 (i.e. an 8-bit image). 
This matrix is decomposed into three individual matrices pertaining to the components that 
make up the total pixel intensity in the image, the importance of each of these components in 
making up the image, and the location of these components. One way to think about it is, 
“what linear combination of images goes together to make this image?”. By performing this 
decomposition we can study the different principal components (PC) of the image and how 
they relate spatially to one another. In the case of removing the topic at hand, it means 
identifying the PC that contains the strongest presence of the artefact, and then excluding it. 
Figure 5 presents results from the PCA analysis of our test images from Figure 1. Again, the 
results are remarkable, with effective destriping of the HIM images with no apparent loss of 
information and no introduction of new artefacts. This was achieved after identifying that in 
fact the first PC (PC1) contained the strongest presence of the artefact. Thus this was 
excluded from the recombination of all other components, thereby removing the striping from 
the final image. It would normally be expected that the first principal component would 
contain most of the information from the image, and that excluding it would be detrimental. 
However it seems in our case this may not be true, at least not noticeably, and that sufficient 
information redundancy remained in the rest of the PCs to accurately represent the original 
images. 
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The PCA method is frankly over-powered for this type of analysis, but it demonstrates nicely 
the wide applicability of the procedure. It takes a few seconds to calculate using a normal 
personal computer, but this is very much faster than image acquisition. Wide acceptance of a 
post-processing method necessitates that it be accessible to everyone and both simple and 
easy to perform. 
 
 Limitations of these Methods 
There is no single solution that can be readily applied to all images without some level of 
caution being required. Both the band pass and PCA methods are somewhat autonomous, but 
require the selection of particular parameters (e.g. which components to retain in PCA). On 
the other hand the FFT method, while it appears to produce the most reliable results, can 
introduce new artefacts if care is not taken. The method identifies highly directional spatial 
features within an image, thus allowing the removal of the horizontal lines. So far the images 
that have been discussed here have not had considerable information in the horizontal 
direction. Consider though a sample where there was a considerable component of the image 
in the horizontal direction, such as a grid of squares. In this case the FFT would highlight not 
only the lines due to the fluctuations, but also the lines due to the surface topography. 
Depending on how horizontal the features in the image were, it could be very difficult to 
distinguish in the Fourier domain image what is real information and what is an artefact. The 
workaround for this is simple; the sample can be rotated, either through stage or beam 
rotation, such that the horizontal features are at an angle of 45° (for example). In the Fourier 
domain image this would be clearly differentiated from the artefacts. Fortunately, one of the 
most attractive features of the HIM is its ability to image biological surfaces, and in this case 
it is unlikely that one would come across a perfectly horizontal edge. 
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High contrast, high topography features also tend to cause a problem for some methods. 
Figure 6 shows a large field of view (100 μm) image of a tardigrade (Hypsibius dujardini) in 
its cryptobiotic state. The stage is tilted to 54° to enhance the visible topography of the 
organism. The original image is nearly free from defects, and would likely be publishable as 
is. Yet there are some small fluctuations in the image again present as horizontal lines, most 
clearly visible in the topmost region of the image. Applying the band pass filter to this image 
as we did in the previous analysis, it is found that in fact this makes the image worse, with 
significant new artefacts being introduced in the form of horizontal dark and light bands 
across the entire image, and some loss of contrast in regions across the tardigrade surface. 
The same could be said about the principal component analysis, where new artefacts were 
introduced in the form of shading and regions of strong contrast. By performing the manual 
FFT method however the horizontal lines in the original image can be completely removed 
without impacting the rest of the image in any way, turning what was probably an acceptable 
image, into a flawless publication quality image. 
 
Conclusions 
Helium ion microscopy enables ultra-high resolution imaging of soft and hard materials with 
properties that are far superior to that of the electron microscope. One problem that develops 
as the gas field ion source volume deteriorates in cleanliness is that of beam current 
fluctuations due to adatoms on the source tip. Horizontal lines in an acquired image result, 
indicative of the average beam current being significantly different for that line. This artefact 
is unique to the helium ion microscope, and until now may have simply been tolerated by the 
operator until the next maintenance interval to bake the source and recover the integrity of the 
volume. By applying simple and widely accessible filtering algorithms such as median 
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filtering, Gaussian blurring, fast Fourier transforms and band pass filtering, we have 
identified methodologies for post-processing images and removing these artefacts, even on 
severely affected images. Simple smoothing algorithms remove the lines, but also remove 
important information in the image, and as such should be avoided. The best option identified 
here is the usage of either the fast Fourier transform or band pass filter. Fast Fourier 
transforms allow the microscopist to manually edit the Fourier domain image, and selectively 
remove the horizontal lines from the spatial image. Care must be taken however to minimise 
the introduction of new artefacts, and thus as small a region as possible should be edited out. 
The band pass filter enables an efficient method for performing this process, but may not be 
widely applicable to all images without introducing further artefacts. Similar issues are 
present when utilising multivariate analysis via principal component analysis. Though 
effective at removing the lines in some cases, in others severe new artefacts were introduced. 
PCA may be useful in some cases. A critical issue may be what else one needs to do by 
means of image analysis; FFT or PCA are often useful steps in further analysis of images, for 
example in image segmentation, and if so then one can make use of the fact that one needs to 
calculate the FFT (or do PCA) by applying de-striping first 
Provided care is taken, it is the recommendation here that the most reliable method for 
removing beam current fluctuation artefacts in helium ion microscope images is that of 
performing a fast Fourier transform and manually altering the Fourier domain representation 
of the image, but that PCA may be useful in cases where principal components may be useful 
later (for example in image segmentation). 
 
Acknowledgements 
18 
 
The authors wish to thank Prof. Ian Fletcher and Mr Mike Foster for helpful conversations 
during this work. This research was supported by NEXUS, an EPSRC Mid-Range Facility.  
19 
 
References 
BLIZNYUK, V.N., LAJEUNESSE, D. & BOSEMAN, A. (2014). Application of helium ion 
microscopy to nanostructured polymer materials. Nanotechnol. Rev. 3, 361–387. 
BOWEN, W.R. & DONEVA, T.A. (2000). Artefacts in AFM studies of membranes: correcting 
pore images using fast fourier transform filtering. J. Membr. Sci. 171, 141–147. 
CUMPSON, P.J., SANO, N., FLETCHER, I.W., PORTOLES, J.F., BRAVO-SANCHEZ, M. & BARLOW, 
A.J. (2015). Multivariate analysis of extremely large ToFSIMS imaging datasets by a rapid 
PCA method. Surf. Interface Anal. 47, 986–993. 
HALKO, N.P., MARTINSSON, P.G. & TROPP, J.A. (2011). Finding structure with randomness: 
probabilistic algorithms for constructing approximate matrix decompositions, SIAM Rev. 
53, 217–288. 
IBIRI, V., IEVLEV, A.V., VLASSIOUK, I., JESSE, S., KALININ, S.V., JOY, D.C., RONDINONE, A.J., 
BELIANINOV, A. & OVCHINNIKOVA, O.S. (2016). Graphene engineering by neon ion beams. 
Nanotechnology 27, 125302-125308. 
JOENS, M.S., HUYNH, C., KASUBOSKI, J.M., FERRANTI, D., SIGAL, Y.J., ZEITVOGEL, F., 
OBST, M., BURKHARDT, C.J., CURRAN, K.P, CHALASANI, S.H., STERN, L.A., GOETZE, B. & 
FITZPATRICK, J.A.J. (2013). Helium Ion Microscopy (HIM) for the imaging of biological 
samples at sub-nanometer resolution. Sci. Rep. 3, 3514. 
JOY, D.C. & GRIFFIN, B.J. (2011). Is microanalysis possible in the helium ion microscope? 
Microsc. Microanal. 17, 643–649. 
LORETTO, M.H. (2012). Electron beam analysis of materials. Netherlands: Springer Science 
& Business Media. 
20 
 
MORGAN, J., NOTTE, J., HILL, R. & WARD, B. (2006). An Introduction to the Helium Ion 
Microscope. Microsc. Today 14, 24-31. 
POSTEK, M.T., VLADAR, A.E. & BIN, M. (2009). Recent progress in understanding the 
imaging and metrology using the helium ion microscope. Proc. SPIE-Int. Soc. Opt. Eng. 
7378, 737808-737810. 
PRATS-MONTALBÁN, J.M., DE JUAN, A. & FERRER, A. (2011). Multivariate image analysis: A 
review with applications. Chemom. Intell. Lab. Syst. 107, 1-23. 
RAHMAN, FHM F., NOTTE, J.A., LIVENGOOD, R.H. & TAN S. (2013), Observation of 
synchronized atomic motions in the field ion microscope. Ultramicroscopy 126, 10-18. 
SCHNEIDER, C.A., RASBAND, W.S. & ELICEIRI, K.W. (2012). NIH Image to ImageJ: 25 years 
of image analysis. Nat. Methods 9, 671-675. 
TSAI, F. & CHEN, W.W. (2008). Striping noise detection and correction of remote sensing 
images. IEEE Trans. Geosci. Rem. Sens. 46, 4122-4131. 
WARD, B.W., NOTTE, J.A. & ECONOMOU, N.P. (2006). Helium ion microscope: A new tool 
for nanoscale microscopy and metrology. J. Vac. Sci. Technol. B 24, 2871-2874. 
  
21 
 
Figures 
Figure 1 
 
Figure 2 
 
 
22 
 
Figure 3 
 
 
 
 
 
 
 
 
23 
 
Figure 4 
 
 
 
24 
 
Figure 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
25 
 
Figure 6 
 
  
26 
 
Figure Captions 
Figure 1 – HIM images of a nanostructured inorganic surface with zero tilt (a) and 54° tilt (b). 
The field of view is 5 μm for both images. Inset in each image is a small section presented at 
100% of the image size. 
Figure 2 – Comparison of the Median and Gaussian Blur smoothing filters in ImageJ. Both 
methods appear to reduce the appearance of the lines in the images, however both suffer from 
an excessive amount of smoothing being required to achieve this, leading to a loss in the 
information that is preserved. Arrows show regions of nanoscale structure and contrast. 
Figure 3 – The fast Fourier transform method applied to a HIM image; (a) the original image, 
(b) the Fourier domain representation after performing the FFT. Much of the information of 
the image is contained within the centre of the image, i.e. at low frequencies. However there 
is a vertical component of intensity that extends above and below the centre related to the 
horizontal lines in the HIM image. (c) The manually edited Fourier domain image to suppress 
the horizontal lines and (d) the inverse FFT of the edited Fourier domain image. The result is 
a much cleaner version of the original image, with almost no remaining horizontal lines due 
to source fluctuations. However, some artefacts have been introduced, as indicated by the 
arrows, appearing as short horizontally aligned regions of reduced intensity. 
Figure 4 – Application of the band pass filter to remove horizontal lines. (a) Image resulting 
from a band pass equivalent to passing all spatial frequencies, and only rejecting horizontal 
stripes. The source current fluctuations are completely removed, and all image information is 
retained. (b) Reducing the band pass bounds to reject structures in the image down to 16 
pixels in size to observe its effect. Horizontal lines are still removed, but information is lost in 
terms of dynamic range in the image. Comparing the FFTs of these images (insets) shows 
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that the constrained nature of the second filter has suppressed some low spatial frequencies 
and thus information is lost. 
Figure 5 – PCA processed images from Figure 1. These images do not show any presence of 
the striping on the original images, with no apparent loss in quality. 
Figure 6 – (a) An example image of a cryptobiotic tardigrade, with some very minor stripes 
and lines present in the original image as a result of beam current fluctuations, even shortly 
after source maintenance (indicated by the arrows). In this case, at such a large field of view 
with extreme topography and detail the band pass filter performed poorly (b) as did the 
principal component analysis (c). The solution was to perform an FFT and manually edit the 
Fourier domain image with very careful choice of frequency suppression. The resulting 
spatial image is superior (d), with zero evidence of the fluctuations without additional 
artefacts as a result of the processing. 
