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Abstract
The method of two-point-based sampling using orthogonal arrays (Inform. Process. Lett. 60
(1996) 91) is extended to consider t-wise independent sampling using orthogonal arrays of higher
strength t. Using combinatorial considerations, an error bound is calculated which agrees with
the previously known result when t = 2, and has the advantage of exponentially decreasing in
t. The result is shown to be strictly sharper than that arising from the generalized Chebyshev
inequality. Finally, the behavior of the family of error bounds we obtain for increasing values
of t is analyzed.
c© 2003 Published by Elsevier B.V.
1. Introduction
While many decision problems have no known fast deterministic algorithm, it is
often the case that they can be settled using randomized algorithms. A survey of
such algorithms and their applications can be found in [6]. One standard randomized
algorithm is the Monte-Carlo algorithm, in which an answer is always returned for
any instance I ; however, the answer may be incorrect with some probability. Here,
we will consider yes-biased Monte-Carlo algorithms having error probability , which
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satisfy the following conditions:
1. If I is a no-instance, then the algorithm answers “no.”
2. If I is a yes-instance, then the probability that the algorithm answers “yes” is at
least 1− .
Therefore, any “yes” answer from such an algorithm is guaranteed to be correct.
A no-biased algorithm is deHned similarly, but there is no loss of generality in con-
sidering only yes-biased Monte-Carlo algorithms.
Let U be some Hnite universe with |U | = n. A yes-biased Monte-Carlo algorithm
can be viewed as a two-stage procedure, in which a random “sample point” r in U
is Hrst chosen, and then given as input to some deterministic algorithm. If the answer
returned is “yes,” then r is said to witness the decision. The collection of all witnesses
in U is sometimes called the set of good points. Primality testing is one important
example mentioned in [4]. A yes-biased Monte-Carlo algorithm to decide if a positive
integer n is composite amounts to running a test on a single randomly selected integer a
between 1 and n−1. These a are the candidates for witnessing the compositeness of n.
Despite the fact that Monte-Carlo algorithms can give wrong answers, the error
probability can be made as small as desired by repeated application of the algorithm.
Running a yes-biased Monte-Carlo algorithm k times independently in succession, and
returning “yes” if at least one “yes” answer occurs among the k trials, reduces the error
probability to k . In the case of primality testing above, the error probability for a single
test is 6 12 , but in some cases this probability can be larger. In many common applica-
tions, the deterministic portion of a Monte-Carlo algorithm is fast enough to allow for
repeated trials. Unfortunately, it may be more diIcult to guarantee true randomness (in-
dependence) of the chosen sample points. This paper will explore the tradeoJ between
error bounds and the cost of random bit generation from a combinatorial view point.
2. Background
Many researchers have attempted to construct pseudo-random number generators for
which provable bounds can be obtained on the probability that none of k successive
values is a witness. One simple and eJective method known as two-point sampling was
developed in [3] by Chor and Goldreich. Their idea is to generate only two independent
sample points (requiring 2 log n random bits), but to then generate a total of k sample
points deterministically from the chosen pair. The speciHc construction given in [3] is
to Hrst choose a random linear function f(i)= ai+ b over U =Zp, p prime, and then
to compute the k residues f(0); f(1); : : : ; f(k). If  is the error probability (that is, the
proportion of elements in U which are not witnesses), it is proven using Chebyshev’s
inequality that the probability that none of f(0); f(1); : : : ; f(k) is a witness is at most

k(1− ) :
In the context of random pattern testing of VLSI chips, Spencer [7] developed a pseudo-
random generator, also based on two-point sampling. The corresponding worst-case
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error bound for k sample points is roughly equal to
1
1 + k(1− ) :
In [5], each of these methods was generalized and improved by pointing out a connec-
tion with a certain combinatorial structure. An orthogonal array OA(t; k; n) is an nt × k
array, say A, with entries among n symbols, such that in any selection of t columns,
each of the nt ordered t-tuples of symbols occurs in exactly one row. The parameter t
is usually called the strength of the OA. The method in [5] is to use an OA of strength
2, with two speciHed columns, and to generate k pseudo-random points by identifying
the unique row indexed (in the speciHed columns) by an initial chosen pair of points.
By using the so-called method of moments, that paper obtains the upper error bound

1 + (k − 1)(1− ) ;
which is shown to be stronger than each of the two bounds above. Additionally, the
bound is proved to be optimal (at least for using OAs of strength 2) by using maximal
arcs in projective planes.
While two-point-based sampling aims to ensure pairwise independence of the gener-
ated points, it may be desirable in some applications to have t-wise independence for
larger t, [3]. Also, it may be feasible to construct more than 2 log n initial random bits
for the reward of a smaller error bound, closer to the ideal k . These two possibilities
motivate us to study t-point-based sampling using orthogonal arrays of higher strength
t¿2. The sampling method is analogous to that in [5] mentioned above, but it remains
to calculate a generalized error bound and analyze its behavior.
3. Tools
In this section, we present a standard Hnite-Held construction of OA(t; k; n) for
arbitrarily large t. For later reference, a collection of binomial identities will also be
presented.
3.1. A construction of higher-strength orthogonal arrays
Theorem 3.1 (K.A. Bush [2]). Let q be a prime power and suppose 16t¡q. Let
K =GF(q)= {e1; : : : ; eq} and F= {f1; : : : ; fqt} denote the set of all polynomials of
degree 6 t − 1 in K[x]. Then the matrix A de8ned by
Aij = fi(ej)
is an OA(t; q; q).
Proof. It suIces to prove that any qt × t submatrix of A has no two distinct rows, say
i; i′, that are identical. This holds because fi′ − fi is a polynomial of degree at most
t − 1, so it can have at most t − 1 zeros in K .
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Note that any subset of k6q columns of an OA(t; q; q) forms an OA(t; k; q). More
concretely, suppose n = p a prime, and k6n. Any t log n bits can be used to deHne
a polynomial f of degree 6t − 1 over the Held Zp. Then f(0); : : : ; f(k − 1) are the
k log n bits we use for sampling. A minor modiHcation of the construction allows for
including the original t log n bits among the k log n bits generated.
3.2. Some binomial identities
The subsequent proof of our error bound for t-point-based sampling requires several
identities involving binomial coeIcients. Eqs. (1) and (2) are familiar identities. Re-
lation (3) is a straightforward induction using ( x−1i−1 ) + (
x−1
i )= (
x
i ), while (4) and (5)
are consequences of Vandermonde’s Theorem (see [1], for example) on hypergeometric
functions of type 2F1 with unit argument.(
x
a
)(
a
i
)
=
(
x
i
)(
x − i
a− i
)
; (1)
a∑
i=0
(−1)i
(
a
i
)
=
{
1 if a = 0;
0 otherwise;
(2)
(
x − 1
a
)
=
a∑
i=0
(−1)a−i
(
x
i
)
; (3)
(
x + y
a
)
=
a∑
i=0
(
x
i
)(
y
a− i
)
; (4)
(
x − y + a− 1
a
)
=
a∑
i=0
(−1)a−i
(
x
i
)(
y − i
a− i
)
: (5)
4. The main result
Let A be an OA(t; k; n) with t=2s an even positive integer. Suppose there is a set
M of the points, which we call good. Let |M |=m and =1 − m=n. For x=0; : : : ; m,
let !(x) denote the number of rows of A which include exactly x points of M . These
nonnegative integers obey the familiar moment equations, given next.
Proposition 4.1.
k∑
x=0
(
x
j
)
!(x) = nt
(
k
j
)
(1− ) j; j = 0; : : : ; t:
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Proof. The jth equation is a consequence of counting in two ways all ordered pairs
(J; R), where J is an ordered j-tuple of good points contained in row R of the OA.
A detailed argument for t = 2 can be found in [5].
We desire an upper bound on the probability that a randomly chosen row contains
no good points. This will be called the error and denoted by E. We have E= n−t!(0),
because there are !(0) rows avoiding all good points, and nt total rows. DeHne the
polynomials
p(x) =
s∑
i=0
(−1)i
(
k − 1− i
s− i
)
(1− )s−i
(
x − 1
i
)
:
By Eq. (3), we can write
p(x) =
s∑
j=0
(−1) j
(
x
j
)
g(j);
where
g(j) =
s∑
i=j
(
k − 1− i
s− i
)
(1− )s−i :
Lemma 4.2.(
x
j
)(
x
r − j
)
=
r∑
h=j
(
h
j
)(
j
r − h
)(
x
h
)
:
Proof. Using Eq. (1) and shifting the index of summation, the right side is seen to
equal (
x
j
) r−j∑
h=0
(
x − j
h
)(
j
r − j − h
)
:
Applying identity (4) completes the proof.
With the aid of this lemma, we compute the square of p(x) as
(p(x))2 =
t∑
r=0
(−1)r
r∑
j=0
g(j)g(r − j)
r∑
h=j
(
h
j
)(
j
r − h
)(
x
h
)
:
Now from the inequality
k∑
x=1
(p(x))2!(x)¿ 0;
it follows that
t∑
r=0
(−1)r
r∑
j=0
g(j)g(r − j)
r∑
h=j
(
h
j
)(
j
r − h
)
k∑
x=1
(
x
h
)
!(x)¿ 0:
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By Proposition 4.1, the sum on x is nt( kh )(1 − )h when h¿0. If h=0, the entire
sum vanishes except when r= j= h=0, in which case the sum is (nt −!(0))(g(0))2.
(Note the sum omits x=0.) Therefore,
nt
t∑
r=0
(−1)r
r∑
j=0
g(j)g(r − j)
r∑
h=j
(
h
j
)(
j
r − h
)(
k
h
)
(1− )h ¿ !(0)(g(0))2
and so
E 6 (g(0))−2
t∑
r=0
(−1)r
r∑
j=0
g(j)g(r − j)
r∑
h=j
(
h
j
)(
j
r − h
)(
k
h
)
(1− )h:
Changing the order of summation and using Eq. (1) gives
E6 (g(0))−2
t∑
j=0
(
k
j
)
g(j)
t∑
h=j
(1−)h
(
k−j
h−j
) h+j∑
r=h
(−1)r
(
j
r−h
)
g(r−j)
= (g(0))−2
s∑
j=0
(
k
j
)
g(j)
s+j∑
h=j
(−1)h(1− )h
(
k − j
h− j
)
×
j∑
r=0
(−1)r
(
j
r
)
g(r + h− j)
= (g(0))−2
s∑
j=0
(−1) j
(
k
j
)
g(j)(1− ) j
×
s∑
h=0
(−1)h(1− )h
(
k − j
h
) j∑
r=0
(−1)r
(
j
r
)
g(r + h); (6)
where we have shifted the indexing of the sums on r and on h, while using that g(j)
vanishes for j¿s. We now show that all terms of the outer sum vanish, except when
j=0.
Lemma 4.3.
s∑
h=0
(−1)h(1− )h
(
k − j
h
) j∑
r=0
(−1)r
(
j
r
)
g(r + h) =
{
s if j = 0;
0 otherwise:
Proof. Let S denote the required sum. To start, we expand the powers of (1− ) and
change the order and indices of summation.
S =
j∑
r=0
(−1)r
(
j
r
)
s∑
h=0
(−1)h
(
k − j
h
)
s∑
i=r+h
(
k − 1− i
s− i
)
(1− )s−i+h
=
j∑
r=0
(−1)r
(
j
r
)
s∑
h=0
(−1)h
(
k − j
h
)
s−h∑
i=r
(
k − 1− i − h
s− i − h
)
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×
s−i∑
‘=0
(−1)‘
(
s− i
‘
)
‘
=
j∑
r=0
(−1)r
(
j
r
)
s−r∑
‘=0
(−1)‘‘
s∑
i=r
(
s− i
‘
)
×
s−i∑
h=0
(−1)h
(
k − 1− i − h
s− i − h
)(
k − j
h
)
:
Applying identity (5) to the innermost sum on h, and then using Eq. (1) gives
S =
j∑
r=0
(−1)r
(
j
r
)
s−r∑
‘=0
(−1)‘‘
s∑
i=r
(−1)s−i
(
s− i
‘
)(
s− j
s− i
)
=
j∑
r=0
(−1)r
(
j
r
)
s−r∑
‘=0
(−1)‘‘
(
s− j
‘
)
s∑
i=j
(−1)s−‘−i
(
s− j − ‘
i − j
)
:
Now Eq. (2) on the innermost sum reveals that only terms with j+ ‘= s are nonzero.
So
S =
j∑
r=0
(−1)r
(
j
r
)(
s− j
s− j
)
s−j =
{
s if j = 0;
0 otherwise;
where the last equality is by a second application of (2).
A simpliHed error bound of E6s=g(0) now follows from (6) and Lemma 4.3. It
should be noted that this reduces to the Gopalakrishnan–Stinson bound in [5] when
s=1, as in this case our polynomial p(x) agrees with their quadratic used with the
moment equations.
Theorem 4.4. Let t=2s. The error probability of the t-point-based sampling tech-
nique for a universe of n points, using an OA(t; k; n), is at most
s∑s
i=0
(
k−1−i
s−i
)
(1− )s−i
:
While our discussion thus far only applies to OA of even strength, a small improve-
ment in the error bound can be obtained by using 2s + 1 independent sample points
and an OA(2s; k − 1; n).
Corollary 4.5. Suppose t = 2s+1. The error probability of the t-point-based sampling
technique for a universe of n points, is at most
s+1∑s
i=0
(
k−2−i
s−i
)
(1− )s−i
:
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5. Analysis and comparison of error bounds
5.1. Weaker bounds from the generalized Chebyshev inequality
Chor and Goldreich mention in [3] that their result can be generalized to larger t
by application of the generalized Chebyshev inequality, which in their context is the
statement that
Prob[|X − )|¿ *]6 Exp[|X − )|
t]
*t
;
where t ¿ 0 and X is a random variable with mean ). Suppose that in the t-point-
based sampling method we pick points vi for i = 1; : : : ; k. DeHne the indicator random
variables
Xi =
{
1 if vi ∈ S;
0 otherwise:
Then with X =(1=k)
∑
i Xi and *= )=1 − , the generalized Chebyshev inequality
with exponent t leads to an upper bound on E=Prob[X =0]. When t=2, the authors
prove the bound E6(1 − *)=k* (stated in Section 2), with the classical Chebyshev
inequality. However, it appears a mistake occurs in their assertion (without proof) that
the inequality with the tth moments of X yields E6(1+1=k)((1−*)=k*)t=2. Here, we
compute the error bound directly for t=4 using the generalized Chebyshev inequality
and refute their claim.
E6
Exp[|X − *|4]
*4
=
1
k4*4
∑
i1 ;i2 ;i3 ;i4
Exp
[
4∏
j=1
(Xij − *)
]
=
1
k4*4
(
k Exp[(X1 − *)4] + 6
(
k
2
)
Exp[(X1 − *)2] ·Exp[(X2 − *)2]
)
;
where we have used that the Xi are 4-wise independent and identically distributed with
mean *. The required moments can be explicitly calculated to give the bound
E 6
(1− *)(1 + 3(k − 2)*(1− *))
k3*3
;
which is easily shown to exceed the claimed bound of (1 + 1=k)((1− *)=k*)2.
In any case, the bound from Theorem 4.4 is always sharper than that given by the
generalized Chebyshev inequality. However, it appears these two bounds are close for
large k and small .
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Fig. 1. Plots of C(s; sk)=C(1; k)s for  = 0:5.
5.2. Comparison of the bounds for di;erent values of t
For analysis in this section, deHne C(s; k) to be the upper error bound given by
Theorem 4.4. Similar consideration can be given to the bound for odd t from Corol-
lary 4.5. A Hrst observation is that this bound is (asymptotically in k) on the order of
the sth power of the bound in [5] which uses strength-two OAs. We compute
lim
k→∞
C(s; k)
(C(1; k))s
= lim
k→∞
(1 + (k − 1)(1− ))s∑s
i=0
(
k−1−i
s−i
)
(1− )s−i
= lim
k→∞
(1− )sks + · · ·
(1− )sks=s! + · · · = s!:
In light of this fact, there at Hrst appears to be no advantage of 2s-point-based sam-
pling over s independent trials of two-point-based sampling. Indeed, the limit above
even approaches s! from above, so for small values of k the error may be much
less when repeated two-point-based sampling is used. However, some practical reasons
support using t-point-based sampling for larger t. For instance, a fair comparison of
sampling errors ought to take into account the sk tests that must be run when s inde-
pendent trials of the two-point method are used. Allowing sk tests for one application
of 2s-point-based sampling using an OA(2s; sk; n), we have by a similar calculation as
above that the quotient of errors can be made arbitrarily small by increasing s. The
graphs in Fig. 1 illustrate this behavior as s and k vary.
Proposition 5.1.
lim
k→∞
C(s; sk)
(C(1; k))s
=
s!
ss
:
Since we have worked under the assumption that t log n independent random bits
can be generated in the Hrst place, it is of interest to compare C(s; k) with 2s. There
always exists k0 (depending on s and ) such that k¿k0 implies C(s; k)¡2s. When
¿0:5, we have k062s + 1; however, k¿2s + 1 is necessary for the mere existence
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of an OA with k columns and strength 2s. When ¡0:5, it may be required to take
larger k. Luckily, it appears that this k0 grows at most linearly in s for a Hxed . The
table below gives some values of k0 for certain s and .
s 1 2 3 4 5
 = 0:1 11.00 16.11 21.09 26.00 30.86
 = 0:2 6.00 9.09 12.11 15.09 18.05
 = 0:3 4.33 6.78 9.19 11.57 13.94
 = 0:4 3.50 5.65 7.79 9.91 12.02
 = 0:5 3.00 5.00 7.00 9.00 11.00
We conclude with a remark about independence. The main strength of sampling using
OAs is that it bypasses the need for selecting a full k log n independent random bits. But
for some applications, expending the cost of t log n random bits may be worthwhile if
t-wise independence is desired over pairwise independence. It is straightforward from
the deHnition that sampling from the rows of an OA of strength t ensures t-wise
independence.
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