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Abstract 
 
Sewer flooding incidents in the UK are being increasingly associated with the 
presence of blockages. Blockages are difficult to deal with as although there are 
locations where they are more likely to occur, they do occur intermittently.  In order 
to manage sewer blockage pro-actively sewer managers need to be able to identify 
the location of blockages promptly. Traditional CCTV inspection technologies are 
slow and relatively expensive so are not well suited to the rapid inspection of a 
network. This is needed if managers are to be able to address sewer blockages pro-
actively. This thesis reports on the development of low-cost, rapidly deployable 
acoustic base sensor that will be able to survey live sewer pipes. The sensor emits 
short coded acoustic signals which are reflected from any defects of the wall of the 
underground pipes and recorded for future processing. The processing algorithms are 
based on the temporal windowing, deconvolution,  Fourier,  and  intensity analysis so 
that the response can be linked directly to the location and property of the of the pipe 
deformation. The sensor was tested in a full scale sewer pipe in the laboratory and in 
few sites in UK, Austria and Netherlands and it was shown that it is able to 
discriminate between blockages and structural aspects of a sewer pipe such as a 
manhole and lateral connection. The anticipated cost is orders of magnitude lower 
than any current technique. 
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c speed of sound in air 
  compressibility of air 
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Chapter 1  
Introduction to the project 
1.1 Background information 
In the UK the underground sewer system totals some 300,000 km in length with an 
estimated replacement value of £104 billion. It is an ageing asset stock about which 
the owners have little information on its current condition and performance. In 
England and Wales, OFWAT imposes a statutory duty on the utility companies to 
maintain the condition and serviceability of this asset. In 2004 the Public Accounts 
Committee of the House of Commons concluded that the way in which Ofwat and 
the water companies manage the structural condition of pipes should be improved 
[1]. Two key recommendations were: (i) “Ofwat should require companies to include 
the same pipes in its regular five year asset inventory assessments”, and (ii) “Ofwat 
should develop measures which provide an indication of the future condition and 
performance of underground pipe networks”. In their MD16 document [2] Ofwat 
said that “Each company needs to demonstrate how the flow of services to customers 
can be maintained at least cost in terms of both capital maintenance and operating 
expenditure, recognising the trade off between cost and risk”. Unfortunately, at 
present the available techniques with which they can assess the condition of sewers 
are slow, expensive and subjective, so it is difficult to demonstrate compliance with 
this duty. 
Water companies also need enhanced information on sewers to manage efficiently 
both the day-to-day performance and the long-term condition of sewers, which is 
related to the current operational and structural conditions and rate of deterioration. 
The operational condition of sewer systems can change over time due to blockages 
caused by sediment and fats, and due to structural changes associated with ageing 
and also outside interference. These factors generally have a harmful effect on the 
performance of the system and the incidence of blockages, and structural 
deterioration and collapses has been linked to flooding and other service failures. It is 
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very difficult currently to gather sufficient information on the current condition of a 
sewer system to prevent proactively these failures. 
As flooding caused by hydraulic overload has been progressively tackled through 
capital investment, „flooding other causes‟ has become an increasingly significant 
service failure. Analysis by Arthur et al. [3] of data produced by OFWAT showed 
that, in England and Wales, that there were around 25,000 sewer blockages of which 
13% resulted in internal property flooding.  Water companies are therefore now 
looking for new ways of reducing these incidents through means such as modelling 
to identify hot-spots, CCTV inspection to locate developing problems, followed by 
proactive sewer jetting.  
In contrast to flooding due to hydraulic overload however, „flooding other causes‟ 
problems commonly exist on small diameter local sewers, which make up by far the 
largest part of the sewer network. No longer therefore will it be sufficient to focus 
attention on the 20% or so of „critical‟ sewers as has been the case in the past. 
Current technologies are limited by cost and time. Hence, a new technology is 
needed that will work quickly and economically to permit an informed and 
financially justifiable ongoing program of proactive maintenance to be carried out 
cost-effectively across the whole of the asset base. 
Furthermore, the inspection and cleansing required is not a one-off activity. Having 
identified areas at risk it is important to check regularly for progressive operational 
deterioration and intervene again at the right time, before service deteriorates. 
Traditional CCTV techniques are not the ideal means of doing this. As a result, a 
better alternative is required to provide a more objective measure of current 
operational condition of a sewer. By obtaining a more objective measure of a sewer 
condition it will be possible to show, via repeated measurement and inspection to 
show that condition of a sewer is stable or not and whether a change in the on-going 
level of investment is needed to maintain levels of service. 
1.2 Context of work 
In the UK in the past 20 years, the planning, maintenance and rehabilitation of 
sewers has been based around the Sewerage Rehabilitation Manual [4]. This 
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approach has focused on “critical sewers”, which are those where it is expected that 
the consequences of failure would be sufficiently severe so that preventive inspection 
and action could be economically justified. The approach in other EU countries is 
different in that in many sewer operators are required to inspect all sewer assets at 
fixed time intervals.  
In the UK, critical sewers make up around 20% of the total length of the sewer 
network. They are selected based on “knowledge” based rules related to 
consideration of factors such as pipe material, ground conditions and traffic loads. 
However, experience has shown that many of the critical sewers are in good 
structural condition and rarely suffer blockages.  Blanksby et al. [5] carried out an 
analysis of historical water company customer complaint and CCTV records to 
examine the causes of flooding incidents over a range of sewer sizes. Their study 
indicated that the majority of flooding incidents were in smaller sewers, and that a 
majority of these were caused by intermittent blockages rather than structural 
failures. The analysis also indicated that collapses were proportionately more 
prevalent in smaller sewers, but that the incidence of structural problems was low 
with around only 2% of the CCTV surveyed lengths showing signs of structural 
deterioration. They concluded that it would be difficult to generate a pro-active 
cleaning routine based on prior predictions as the data indicated that the location of 
blockages generally could not be linked to a structural defect and so was thought to 
be linked with either the local hydraulic conditions, or local sources of slit and fat 
inputs. It appears that continual measurement or monitoring may provide an answer 
to manage sewer blockages rather than some predictive tool.    
Several modelling approaches have been developed in order to predict the occurrence 
of sewer blockages and failure. Savic et al. [6] used data-driven techniques to derive 
statistical relationships to predict the likelihood of sewer failure for different pipe 
classes. They used data from asset and customer complaint databases to develop and 
demonstrate these relationships. These techniques do not however identify individual 
locations within a catchment. 
Arthur et al.  [3] examined the statistical significance between pipes with a high 
incidence of observed blockage and various factors. The study used data from a 
small catchment and considered each failure separately. The selected catchment had 
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an existing sewer network model and hydraulic outputs from this model were 
combined with incidents in a customer complaints database. Analysis indicated that 
the risk of blockage was related to predicted locations of flooding and low velocities; 
it was also shown that there was a statistical link to smaller sewers.    
In spite of these computational approaches, the need for direct inspection to identify 
sewer failures still exists. Traditional CCTV, and other optically based systems 
(SSET, [7]) used to identify failures are relatively slow and thus expensive and the 
analysis of the images subjective. Analysis of repeated CCTV surveys of the same 
sewer systems has shown that up to 20% of defects can “disappear” with time, even 
though there has been no human intervention between surveys [8]. Better alternative 
techniques are required which are able to provide objective measure of current 
operational condition which will allow the operator to show that condition is stable 
and whether a change in the on-going level of asset condition is occurring. Image 
analysis systems for CCTV systems are now being developed to try aid operators by 
automatically identifying pipe joints and possible defects and so remove some of the 
subjectivity in the analysis of the images. However, these systems still require the 
CCTV camera to be inserted and then travel through each sewer pipe so are still slow 
and relatively expensive to use [9]. 
Work by Muller [10] examined the effectiveness of different inspection strategies, 
and concluded that a selective inspection strategy was more effective than 
conventional fixed time interval inspections, but it relied on managers being able to 
carry out a rapid initial wide network inspection to identify key sewers for 
subsequent selective inspection.  This is currently not technically possible at a 
reasonable cost. 
This thesis reports on a new acoustic system that can measure the progress of the 
sewer along the condition curve. The system also has the potential to carry out 
network-wide inspections at a rate and cost that makes selective inspection strategies 
possible. In this way, the rehabilitation can be carried out in the right place at the 
right time and the presence and location of intermittent sewer blockages could be 
accurately identified. 
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1.3 Acoustic sensor concept 
The proposed measurement technique is based on the analysis of reflected acoustic 
signals, as it was believed that these reflections carry sufficient information to 
identify pipe structural defects and blockages created by sediment and other 
materials such as rubble and fats. Sound propagation in a pipe is a relatively 
straightforward problem if the pipe diameter is much smaller than the acoustic 
wavelength and the acoustic impedance of the fluid is significantly less than the 
impedance of the pipe material. In air filled pipes, which a majority of combined 
sewers are, the impedance of air is several orders of magnitude less than that of any 
typical pipe wall materials (e.g. concrete). Unfortunately, the diameter of sewer pipes 
is often comparable to the wavelength of sound at audible frequencies, so in these 
pipes sound waves can travel in multiple directions. In this case, analysis of the 
reflected signal is not so straightforward.  
A focus of this work has been to develop a working instrument prototype. This 
prototype consists of several in-line microphones, a speaker and electronic circuits to 
interface with a computer for digital signal processing (DSP) as shown in Figure 1-1. 
It emits a short coded acoustic signal that is then reflected from any defects in the 
sewer wall, or obstructions in the pipe or from the downstream manhole and 
recorded via the microphones for future processing. The processing algorithms are 
based on temporal windowing, combining two microphone signal, Fourier and 
intensity analysis so that the response can be linked directly to the location, extent 
and geometry of sewer pipe deformation or blockage. The system as currently 
constructed is able to measure pipe lengths of up to 130m long and up to 600mm 
wide. It is anticipated that this instrument can revolutionise the current practice of 
underground pipe surveys and measure objectively the pipe deterioration rate to help 
rehabilitation work to be planned and carried out efficiently.  
 
Figure 1-1  Schematic diagram of the acoustic sensor system. 
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1.4 Objectives and organisation of this study 
The main objectives of this research were: 
1. To develop a new acoustic measurement method for applications in a sewer 
pipe.  
2. To develop a working instrument prototype.  
3. To develop software for data acquisition, analysis and interpretation. 
4. To study the performance of this technology in live sewer pipes of various 
diameters. 
5. To build an acoustic library of defects. 
6. To build an algorithm to classify asset condition. 
1.5 Structure of this thesis 
This thesis is organised as follows. Chapter 1 deals with background information of 
the thesis, objectives and goals. Chapter 2 presents a literature review.  In Chapter 3, 
theoretical solutions for sound propagating in the circular pipes, plane wave 
reflection at a cross-sectional change, and intensity reflection from multiple 
discontinuities are presented. In Chapter 4 details the experimental facility, setup, 
sensor design and different instrument prototypes developed during the period of this 
research. In Chapter 5 focuses on signal processing and data analysis techniques. 
Chapter 6 and Chapter 7 present the results obtained in the laboratory and in the 
field, respectively. Chapter 8 presents a summary of findings and suggests 
recommendations. 
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Chapter 2  
Literature review 
Acoustic methods for the inspection of pipes to locate blockages and damage have 
been used extensively (e.g. [11-14]) with  primary applications related to the quality 
control of pipes used in chemical engineering, the oil and gas industries, the clean 
water industry, and in the manufacturing of musical instruments. Unlike many other 
inspection methods, acoustic methods can be fast and non-invasive. Many acoustic 
methods are based on pulse reflectometry. Such an approach means injecting a sound 
pulse into a pipe and examining the resultant reflections. The advantages of acoustic 
pulse reflectometry are that it only requires a pressure measurement and that it is 
non-invasive (allowing inaccessible pipe sections to be measured). Acoustic pulse 
reflectometry was originally developed as a seismological technique for the 
observation of stratifications in the earth’s crust. The earth’s crust is made up of 
layers of different types of rock. When an impulsive pressure wave is produced by a 
source such as dynamite explosion, reflections occur due to impedance differences 
between the layers in the earth crust. These reflections return to the surface where 
they are recorded.  Because of the impulsive nature of the excitation the recorded 
signal is termed the input impulse response. Ware and Aki [15] developed a solution 
to the inverse problem of calculating the reflection coefficients of the layer 
boundaries from the input impulse response. The solution assumed lossless 
propagation through the layers. From the boundary reflection coefficients and the 
impedance of the surface layer of rock, the impedances of deeper layers could be 
calculated. A similar phenomenon occurs in a pipe when a pulse emitted by a source 
is reflected at any impedance discontinuity in the pipe and the reflections are 
combined in the form of the impulse response. 
2.1 Sound propagation in ducts and waveguides 
Sound propagation through pipes is the main focus of this research. It builds up on 
the existing bulk of work related to sound propagation in air-conditioning ducts, 
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automotive engine exhaust mufflers and jet engine inlet ducts [16-19] where the 
geometry and boundary conditions are similar to sewer pipes except the presence of 
water flow and extensive wall deformations and highly absorbing liner. In many of 
those cases, sound propagation within the liner must be taken into consideration. 
However, in sewer pipes, the sediments on the surface of the pipe are usually 
sufficiently thin or acoustically rigid so that the sediment effect can be accounted for 
by a small value of the complex surface admittance. Therefore, in our research the 
problem concerned can be reduced to sound propagation in a duct with small 
attenuation and a number of cross-sectional changes. A considerable amount of work 
in the area of duct acoustics relates to sound propagation in ducts lined with porous 
absorbing materials with or without an air flow. This is based on both the theoretical 
and numerical methods [20-28]. In references [20, 27] the authors gave the analytical 
solutions to sound propagation in circular and rectangular ducts with the rigid or 
pressure released boundary conditions. However, these solutions have limited 
application since these can only be suitable for circular and rectangular ducts with 
fully covered inner surface impedance.  
Boundary element methods (BEM) have been widely used to predict the sound 
propagation for the confined space problems [29] as well as open space problems 
[20, 30]. Although the BEM has the advantages of discretising the boundary of the 
region rather than its volume and requires a smaller degree of freedom in the 
resultant system of equations, it suffers from eigen-value problems particularly when 
the boundary conditions become complex. Even for the rigid boundary conditions, it 
is not always easy to obtain the solutions because of the highly oscillatory functions 
(the Hankel functions for two dimensions and the exponential function for three 
dimensions) involved in the problem formulation [15, 31, 32]. 
In recent decades, finite element method was developed to solve the problems and to 
find out the attenuations of sound propagation in ducts. Astley and Eversman [24] 
applied FEM to model a lined duct with flow where either two-dimensional or 
axially symmetric ducts with steady mean sheared flows were considered. The liner 
was regarded as a specific admittance on the one side of the boundary. Astley and 
Cummings discretised the lined porous material and adjusted the FEM to more 
complicated boundary conditions with or without the mean flow [23]. More recently, 
Kirby [28] predicted transmission loss for dissipative silencers of arbitrary cross-
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section in the presence of mean flow using similar analysis to that recommend by 
Astley and Cummins  [24]. This method is adopted in Chapter 6 to predict the eigen-
frequencies in a sewer with arbitrary boundary conditions. 
2.2 Pulse reflectometry 
Another area of research which is relevant to this study relates to the determination 
of the pipe geometry, blockage, roughness and leak detection via the so-called pulse 
reflectometry. This method is based on the measurement of the impulse response of a 
pipe. It also requires accurate knowledge of the pulse form emitted in the pipe and 
controlled boundary conditions at the emitter’s end. 
One of the first relevant studies was by Schroeder and Mermelstein [33, 34] who 
found that the vocal-tract shape can be reconstructed by measured resonant 
frequencies. The theory was applied to reconstruct the smooth change of a cross-
section area of vocal-tract. The vocal-tract modelling was further developed using 
the impulse response method by Sondhi and the others, e.g. [35, 36]. An intensive 
review is available in Milenkovic’s papers, [37, 38]. Sondhi and Gopinath [35] 
presented a method to calculate the area profile of the airway by applying a sound 
pulse to the airway under investigation and recording the reflections at the lips. The 
calculation was mathematically complex but did not require any assumption about 
vocal tract length.  As in the Ware-Aki treatment [15] they did not consider the 
losses in the airway. They included the effect of losses in a later paper [36], but that 
was only applicable if the losses were assumed to have simple forms. A similar 
approach is adopted in Chapter 3 to determine the acoustic intensity reflected from a 
blockage of an arbitrary shape. 
 Jackson et al [39] modelled the airway as a series of discontinuously joined 
cylindrical segments of equal lengths but differing cross-sectional areas (and, hence, 
differing impedances). The problem of measuring the airway dimensions was thus 
reduced to one of finding the areas of the individual segments (an analogous problem 
to that of determining the impedances of the individual layers of rock in the earth’s 
crust). They designed the reflectometer in such a way that a sound pulse was created 
by a spark discharge and a microphone was embedded in the wall of the source tube 
part of the way along its length. After the sound pulse was applied to the airway via a 
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source tube, reflections generated at the boundaries between the cylindrical segments 
returned from the airway and were recorded by the microphone. The airway 
reflection carried on up the source tube after passing the microphone and were 
reflected by the sound source and then returned to the microphone again. The source 
tube ensured that at the microphone the passages of the input pulse, airway 
reflections and source reflections did not overlap. The input impulse response of the 
airway was determined by performing a frequency domain division of the signal 
reflected from the airway over the input pulse. The algorithm developed by Ware and 
Aki was used to calculate the reflection coefficients of the inter-segment boundaries, 
from which the segment areas were calculated.  
Benade and Smith [40] described an early attempt to measure the input impulse 
response of a musical wind instrument using acoustic pulse reflectometry. An input 
sound pulse was produced by a spark discharge at the mouthpiece of a tuba. The tuba 
reflections were recorded by a microphone positioned at the mouthpiece, and were 
considered to be the input impulse response of the tuba. They did not make any 
attempt to remove the effects of the input pulse shape by deconvolution. Ayers et al 
[41, 42] presented similar work but instead of a spark discharge they used a 
piezoelectric transducer as the sound source.   
Goodwin [43 and Duffield [44] developed a reflectometer whose design was very 
similar to the clinical reflectometer of Jackson et al. The only major difference was 
that a longer section of source tube between the sound source and the microphone 
was used due to the instruments under investigation were longer than the airways 
measured by Jackson et al. As a result, the instrument reflections lasted longer than 
the airway reflections which required the extension of the source tube to ensure that 
they completely passed the microphone before the arrival of the first source 
reflections. A spark discharge was also used to produce the incident sound pulse. 
Deane [45] upgraded the design by replacing the spark discharge with a loudspeaker. 
The production of impulse-like waveforms was therefore less critical when an 
inconsistent spark source was replaced by a loudspeaker. The consistency of the 
loudspeaker generated reproducible pulses facilitating averaging of both the input 
pulse and the instrument reflections to improve the signal-to-noise ratio. 
Deconvolution methods were developed and used to obtain the input impulse 
Chapter 2 Literature review 
 
11 | P a g e  
 
response. Chapter 4 of this thesis presents a similar approach based on the 
deconvolution of the impulse response from the acoustic signature of a sewer pipe 
obtained by driving a speaker with a long, broadband waveform.   
Marshall [46-48] modified the reflectometer design by reducing the length of the 
source tube in order to improve its portability. By sharpening the shape of the input 
pulse and thus reducing its duration, the source tube section between the microphone 
and airway was shortened whilst still maintaining the time separation of the input 
pulse and airway reflections. A mathematical treatment investigated by Marshal 
removed the need for maintaining the time separation of the airway reflections and 
source reflections (provided a measurement of the loudspeaker input impulse 
response was made). Thus, the source tube section between the loudspeaker and 
microphone could be shortened and the input impulse responses of objects of any 
length could be measured and this is how a reflectometer was built with a source tube 
length of a few centimetres. Airway profiles calculated using the Ware-Aki, [15] 
algorithm from input impulse response measurements were reasonably accurate. 
However, the accuracy was not as great as that achieved by the longer source tube 
reflectometer.  
Louis et al [49] described another method for reducing the source tube length. They 
introduced  a second microphone into the wall of the source tube which enabled the 
separation of the waves probing the airway (the input pulse and any source 
reflections) from those returning from the airway (the reflection of the input pulse 
and any source reflections by the airway). The need for maintaining the time 
separation of the airway reflections and source reflections was thus removed. As a 
result, the source tube section between the loudspeaker and microphone could be 
shortened and the input impulse responses of objects of any length could be 
measured. Again, good airway profiles were calculated although a correction 
procedure was necessary. 
Smith [50], Watson and Bowsher [51, 52] and Watson [53] presented bore 
reconstructions of various brass instruments calculated from input impulse responses 
measured using a pulse reflectometer. They assumed cylindrical symmetry and, 
instead of the area, calculated radius as a function of axial distance. Sondhi algorithm 
and a non-comprehensive version of the Ware-Aki algorithm were used to 
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reconstruct the bore profile from its measured input impulse response. This had not 
proved significant when reconstructing a short object such as an airway but when a 
longer object such as a brass instrument was reconstructed it became more important. 
More recently Amir et al [54] suggested the use of a layer-peeling algorithm which 
was modified to include the effect of losses.  
2.3 Blockage and leak detection in pipes 
When blockages are developed in a pipe the acoustic response of the pipe is 
modified.  This effect is reflected in the change in the pipe’s eigen-frequencies and 
eigen-functions (modal shapes). This change can be measured and used to detect and 
characterise change.  
One of the earlier works on this topic was by Domis [55] who introduced the idea of 
a blockage detection technique using eigen-frequency shifts analysis. He found that 
the first two resonant frequencies of the duct varied with the blockage location in the 
duct. He used this knowledge to detect the blockage in the cooling system wrapper of 
sodium-cooled fast nuclear reactors. But limitation of this method of using measured 
resonance frequency changes is that it is unable to identify the location and the size 
of the blockage.  
Wu and Fricke [56] found that the properties of the eigen-frequency shift pattern are 
uniquely related to the location of the blockage, while the blockage size is 
determined by the amplitude of the eigen-frequency shifts.  Wu and Fricke have 
developed a method to monitor the internal area function of a duct or pipe using 
acoustic measurements. They extended their work [56] using blockage induced 
eigen-frequency shifts in a closed-closed duct pipe to size an obstacle located close 
to one end of the longitudinal terminations of the duct. They have incorporated 
perturbation theory adapted from Bellman [57], and was similar to techniques 
developed by Schroeder [58], and Mermelstein [33], for used in the sizing of vocal 
tracts. But this technique has been found to be more relevant to larger ducts and 
pipes rather than to vocal tracts. The reason behind this was the availability of a large 
number of eigen-frequencies measured below the 1
st
 cross-sectional resonance of the 
duct. Although the blockage area function reconstruction results acquired via the Wu 
and Fricke method showed excellent accuracy, the method could be considered 
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impractical, especially in the case of flow ducts. This method requires acoustic 
pressure measurements to be carried out under two separate sets of duct termination 
boundary conditions, each of which involves the closure of at least one end of the 
duct with a perfectly rigid termination.  
Following the work of Domis and Wu and Fricke, Salis and Oldham [11] introduced 
a technique of the reconstruction of the blockage area function of the duct from 
eigen-frequency and anti-resonance frequency shifts determined by using a single 
pressure response measurement in finite length duct under one set of duct 
termination boundary conditions. They made use of high noise immunity maximum 
length sequence techniques to identify the locations of the anti-resonance residual 
pressures in the measured frequency response. The improved blockage 
reconstruction method is a significant progress of the two boundary condition 
technique especially with a view to practical condition monitoring of flow ducts. 
2.4 Conclusions 
The studies described in section 2.1 provided a solid foundation for solving the 
problem for sound propagation in ducts in the presence of complex boundary 
conditions. Studies on reflectometry methods provided the basis for robust 
measurement procedure and identified their limitations. Use of broadband excitation 
signal via loud speaker made possible the acoustic measurements in a noisy 
environment. Regarding blockage detection, some authors were successful in doing 
measurements with one particular set of termination boundary conditions. In the case 
of real sewer pipes no one end of the pipe can be terminated due to the water flow. 
The methods in the reflectometry described by the authors could not be used in this 
research because of the uncertainties associated with the acoustic pulse emitted from 
an open end of the pipe being in a arbitrarily shapes manhole chamber and the 
complex composition of a typical sewer pipe (short sections connected together, 
carrying an arbitrary water flow of an arbitrary level and with arbitrary amount of 
wall attenuation etc.). The shifts in the eigen-frequencies was found to be more 
sensitive to the boundary conditions rather than the blockage itself. Two 
mathematical modelling, FEM, [59], and acoustic module from  COMSOL, [60],  
were used to determine the resonance frequencies of the pipe and to predict the 
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behaviour of the acoustic field near the pipe end. No attempts were made to model 
numerically the effect of realistic blockages because of the plurality of their shapes 
and boundary conditions.  
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Chapter 3  
Fundamentals  
The measurement technique we present in this thesis is based on the analysis of 
reflected acoustic signals, as these reflections carry sufficient information to identify 
structural defects and sediment blockages. Sound may be defined as a time-varying 
disturbance of the density of a fluid medium, which is associated with very small 
vibrational movements of the fluid particles. Sound is a product of two physical 
phenomenon: the generation of pressure in response to a change in the volume 
available to a fixed mass of fluid (change of density), and the possession of inertia 
(resistance to a change in momentum). These two phenomena result in the 
volumetric strain of a fluid element, and its acceleration related to the displacements 
of air molecules from the positions of equilibrium. The resulting interplay produces 
the phenomenon of wave motion, whereby disturbances are propagated throughout 
the fluid, often to a very large distance. Sound waves in a fluid involve local changes 
(generally small) in the pressure, density and temperature of the media, together with 
motion of the fluid elements. Fluid elements in motion have speed, and therefore 
possess kinetic energy.  In region where the density increases above its equilibrium 
value, the pressure also increases; consequently, energy is stored in these regions, 
just as it is in a compressed spring. This form of energy is termed as potential energy. 
The potential and kinetic energies created by the action of the source on the fluid 
immediately surrounding it are transported with the disturbance. These energies 
cannot disappear except through the action of fluid friction associated with the fluid 
viscosity and thermal energy exchanges at the local level associated with the thermal 
conductivity. These are known to have small effect at audio frequencies. To measure 
the rate of transport of the sum of these energies through a fluid sound intensity 
analysis can be applied. Sound intensity is defined as a vector quantity equal to the 
product of the sound pressure and the associated fluid particle velocity vector. The 
direction in which the sound energy propagates is very sensitive to the changes in the 
medium properties. Sudden changes in the medium properties result in the sound 
reflection and scattering. More subtle changes result in the sound refraction. In the 
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following sections propagation of sound in pipes will be discussed. Specifically, this 
chapter will focus on the phenomenon of reflection of guided waves from simple and 
complex obstacles in a pipe. Here the expressions for the pressure, velocity and 
sound intensity reflection coefficients will be presented.  
3.1 Sound propagation in guided media 
It is possible to consider a sound wave in a pipe as a one-dimensional plane wave 
when the wavelength of the sound transmitted is much longer than the transverse 
dimensions of the pipe (i.e. diameter of the pipe for our case) and when the acoustic 
impedance of the fluid (e.g. air) in the pipe is much less than that of the pipe wall 
(e.g. concrete).  If the cross-section of a pipe is large in comparison with the acoustic 
wavelength, then sound waves can travel in different directions and such a pipe 
represents a waveguide which supports a set of so-called normal modes. These 
higher modes can travel at group velocities which are lower than the sound speed in 
air, 1/  c  , where   is the compressibility and   is the density of air. As the 
frequency decreases, the group velocity of each higher mode approaches zero. At 
some cut-off frequency all the normal modes become evanescent and attenuate 
exponentially with the distance as they propagate from the source. Theoretically, in a 
pipe with rigid walls only the plane wave can propagate below the so-called 
fundamental frequency, which corresponds to the cut-on frequency of the 1
st
 cross-
sectional mode.  Above this frequency higher-order modes can be excited and 
contribute to the overall sound field in the pipe. 
3.1.1 Sound propagation in a 2-D duct 
To illustrate these points we first consider a two-dimensional model, that of wave 
motion between plane parallel plates, as shown in Figure 3-1. A harmonic wave 
which wavelength   is less than the duct dimension l can only propagate along the 
axial direction of the duct. In this case the waves travelling at directions rather than 
parallel to the duct axis will be highly attenuated. The waves at wavelengths / 2l 
can propagate at angles other than normal to the cross-section of the duct. We can 
draw the multi-path transmission in a more general way as shown in Figure 3-2 
where the solid lines represent pressure maxima of the component wave; dotted lines, 
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pressure minima. Arrows, representing direction of propagation of the components, 
are normal to the wavefronts. 
 
Figure 3-1 A harmonic wave propagating in the axial direction between two parallel plates. 
 
Figure 3-2  Reflected-wave components making up the first higher mode propagating between two 
parallel plates. 
If the duct surfaces are rigid, than the wave is reflected without any amplitude or 
phase change. If the alternate maxima or minima are a single wavelength apart, so 
that 2 cosl   , as shown, the wave is the first transverse mode; if they are m 
wavelengths apart, so that 2 cos ,l m   the wave is the m-th transverse mode. The 
wave for / 2   (m=0) is, of course, the fundamental mode. Thus the distance 
between successive maxima on the sides of the duct can be found as following. 
From ∆ ABC in Figure 3-2,   
 
2 2
cos 2 cos
tan ,  or 2 cot 2
/ 2 sin 1 cos 1 / 2
l l m
AB l l
AB m l
  
 
  
    
 
 

pressure maxima
pressure minima


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2l cot
2l cos = 
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C
l
z


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2
2
or, cot
1 ( / 2 )
l
m m l





 
and since / 2 /c    of them must pass a given point in a second, the phase 
velocity speed of the m-th mode in the duct and the angle at which the mode 
propagates are    
 
2sin 1 ( / 2 )m
c c
c
m l

 
 

 (3.1) 
 1 1cos cos
2
m
m mc
l l
 


    (3.2) 
respectively. The maximum wavelength   for the m-th mode, corresponding to 
0m  , is 2 /m l m  . At the frequency / 2 / 2m mc l   , corresponding to this 
maximum, the phase velocity of the m-th mode is infinite; below this m-th cut-off 
frequency the m-th mode cannot propagate along the pipe.  
3.1.2 Sound propagation in 3-D cylindrical pipe 
Sound propagation in a 3-D pipe presents a more realistic case related directly to the 
topic of this research. The sound field in a round pipe is the solution of the wave 
equation written in cylindrical coordinates as illustrated in Figure 3-3.  
 
Figure 3-3 Cylindrical coordinate system. 
 
y
x
z

r
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A convenient representation of the total sound field in the frequency domain is to use 
the normal mode decomposition as suggested by Morse and Ingard [27] 
  ( , , ) mnik zmnp r z e    (3.3) 
For a rigid-wall duct with a circular cross-section (i.e., cylindrical pipe) of radius a , 
the transverse, eigen-functions and eigen-values in the above equation are 
 cos( ) mnmn m
q r
m J
a


 
   
 
 (3.4) 
 2 2,mnmn mn mn
q
k k
a

     (3.5) 
where r and  are polar coordinates about the central axis of the pipe as illustrated in 
Figure 3-4. The (m,n)-th wave has m plane nodal surfaces, extending radially out 
from the axis, and n cylindrical nodes concentric with the axis. The cross-sectional 
regions of uniform phase for low-order modes are shown in Figure 3.4. 
 
Figure 3-4  Regions of uniform phase in low-order modes of a uniform, circular cylindrical system. 
The fundamental (0,0) mode for a rigid cylindrical pipe has a zero characteristic 
value and thus is a plane wave, propagating at the free-space velocity c. The cut-on 
frequency for the (m,n)-th mode is   
 
2
mn
mn
c
f
a

  (3.6) 
For the first five modes α00=0, α10=0.5861, α20=0.9722, α01=1.2197, α11=1.6970. 
Modes (1,0) and (2,0) are asymmetrical modes that are followed by  the first 
symmetric mode (0,1) as the frequency of sound increases further.  The acoustic 
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pressure patterns created by the modal acoustic field in a pipe is rather complex. 
Therefore, this research is focused on the propagation of the 1
st
 (fundamental) mode 
in a round pipe. For this purpose we will ensure that the frequencies of sound in our 
study do not exceed the cut-on frequency of the 1st cross-sectional mode, i.e. 10f f  
or  0.29fa c .  
3.2 Reflection of plane wave at a cross-sectional change in a pipe 
A plane wave travelling in a pipe is reflected from any cross-sectional change which 
is encountered on its way. In real life the cross-section of an underground pipe can 
change due to the deformation of the pipe’s wall or due to the development of a 
blockage inside the pipe. In the following sections we present the expressions for the 
plane wave reflection coefficient in a rigid-wall pipe with one or more cross-
sectional changes. Here we assume that the cross-section is changed at discrete steps 
which length can be as small as required to represent blockages and pipe’s wall 
deformation with a sufficient accuracy.  
3.2.1 A two-step change 
Figure 3-5 shows a situation where initial cross section, S0, of a pipe is reduced to S1 
at x=0 and after a distance L the pipe cross-section goes back to its original S0. At the 
first change the incident wave is 1 ikxiP e ,  the reflected wave is  rP  and the 
transmitted wave is 
2P
 . At the second change the incident wave is 
2P
 , the reflected 
wave is  
2P
 , and the transmitted wave is 
3P
 . These two step changes can 
correspond to a rectangular blockage of the length L  situated at the position x = 0 in 
the pipe. 
In order to satisfy the continuity conditions at the position where a cross-sectional 
change occurs we demand that the pressures and volume velocities are equal on 
either side of this interface. In this case, the pressure continuity equation at the first 
cross-sectional change at x = 0 is, 
01 2 2
ikx ikx ikx ikxe V e P e P e     
 
01 2 2 ,   x =01 V P P at
   
 
Chapter 3 Fundamentals 
 
21 | P a g e  
 
 
01 2 121 (1 )V P V
    (3.7) 
where, 01V  and 12V  are the reflection coefficients between step 0 and 1 and step 1 and 
2 respectively. The corresponding volume velocity continuity equation at this 
interface is 
0 1
01 2 2
0 0 0 0
( ) ( )ikx ikx ikx ikx
S S
e V e P e P e
c c 
     
 
1
01 2 2
0
1 ( ),  at x = 0 and 
S
V m P P m
S
    
 
  01 2 121 1  V mP V
    (3.8) 
 
Figure 3-5  Two-step change in a pipe. 
By dividing equation (3.7) by equation (3.8) we can express the reflection coefficient 
at the first cross-sectional change in terms of the ratio m and the reflection coefficient 
at the 2
nd
 cross-sectional change 12V  
01 12
01 12
1 (1 )
1 (1 )
V V
V m V
 

 
 
 
01
1
1
V





 (3.9) 
where 12
12
)(1
(1 )
V
m V




. At the 2
nd
 cross-sectional change (x = L) the continuity 
pressure equation is 
2 2 3
ikx ikx ikxP e P e P e    
 
 
2 12 3( )
ikL ikL ikLP e V e P e     (3.10) 
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and the corresponding velocity continuity equation 
01
12 3
0 0 0 0
( )ikL ikL ikx
SS
e V e P e
c c 
  
 
 
2 12 3
1
( )ikL ikL ikLP e V e P e
m
     (3.11) 
The reflection coefficient at x = L can be expressed in terms of the ratio m and the 
obstacle length L by dividing equation(3.10) by equation (3.11)  
12
12
ikL ikL
ikL ikL
e V e
m
e V e





 
 
12
1
1
ikLmV e
m



 (3.12) 
Expressions (3.9) and (3.12) were used to calculate the frequency-dependent plane 
wave reflection coefficient from a two-step change as shown in Figure 3-5. Two 
situations were considered. In the first situation the cross-sectional ratio was 0.5 and 
the length of the step was 200mm. In the second situation the cross-sectional ratio 
was also 0.5 but the step length was increased to 300mm. The results are presented in 
Figure 3-6. It can be observed from the results that for the same cross-sectional ratio 
the amplitude of the reflection coefficient remains the same but the frequency of the 
1
st
 minimum in the reflection coefficient decreases with the increased length of the 
step.  This property can be useful when the extent of a geometrical cross-sectional 
change is needed to be recovered from the measured data on the acoustic reflection 
coefficient. 
Figure 3-7 shows the reflection coefficients for two different situations where the 
step length is kept the same but the cross sectional ratio is changed. It is observed 
that for the same step length but different cross sectional ratio the frequency of the 1
st
 
minimum in the reflection coefficient spectrum remains the same, but the maximum 
amplitude in the spectrum increases as the cross-sectional area occupied by the 
blockage increases and the cross-sectional ratio m decreases.  This information can 
be useful when the cross-sectional area of the blockage needs to be estimated from 
the measured acoustical data. 
Chapter 3 Fundamentals 
 
23 | P a g e  
 
 
Figure 3-6 The absolute value of the plane wave reflection coefficient from a 50% cross-sectional 
2-step change of 200 mm and 300 mm length. 
 
 Figure 3-7 The absolute value of the plane wave reflection coefficient from a cross-
sectional 2-step change of length 300 mm and cross sectional ratio of 0.5 and 0.25. 
3.2.2 Four step changes 
In many practical situations it is unrealistic to expect that a blockage or defect in a 
pipe will develop in a geometrical shape accurately described by a 2-step change. In 
this case, more iteration is required to understand better how the obstacle shape will 
affect the frequency-dependent plane wave reflection coefficient. Figure 3-8 
illustrates a more realistic representation of a blockage in a pipe that is composed of 
four step changes. Here we assume that iP  and rP  are the incident and reflected 
sound waves at the boundary x = 0, where the cross-section changes from 0S  to 1S . 
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The reflection coefficient at this boundary can be defined as 
01
r
i
P
V
P
 . Similarly, 
when the cross section change from 1S  to 2S , 2S  to 3S , and finally 3S  to 0S , the 
corresponding reflection coefficients at these changes can be defined as 112
1
P
V
P


 , 
2
23
2
P
V
P


  and 334
3
P
V
P


 , respectively. We assume that the positions of the cross-
sectional changes are equidistantly spaced by a distance L.  
 
Figure 3-8 Pressure and velocity for multiple step changes. 
Similarly to the procedure presented in the previous section we start with the 
continuity conditions at each of four interfaces at the position where a cross-sectional 
change suddenly  
occurs. At x = 0, the equation for the pressure continuity is  
r 1 11 P P P
   
 
 
01 1 12 11 V P V P
   
.
 (3.13) 
The corresponding velocity continuity equation is  
0 1
01 1 12
0 0
S S
(1 V ) P (1 V )
C C 
  
 
 
01 01 1 12(1 V ) m P (1 V )
    (3.14) 
where, 1
01
0
S
m
S
 . At x = L, the pressure continuity equation is 
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ikL ikL ikL ikL
1 1 2 2P e P e P e P e
       
 
  
 1 1 1 1
1 12 2 23P ( V ) P ( V )   
       
,
 (3.15) 
where ikLe  . The corresponding velocity equation 
 
1 1 1 11 2
1 12 2 23
0 0
S S
P ( V ) P ( V )
C C
   
 
     
 
 1 1 1 1
1 12 12 2 23P ( V ) m P ( V )   
     
,
 (3.16) 
where 2
12
1
S
m
S
 . At x = 2L, the pressure continuity equation is 
ik2L ik2L ik2L ik2L
2 2 3 3P e P e P e P e
       
 
 
2 2 2 2
2 23 3 34P ( V ) P ( V )   
     
 
and the corresponding velocity continuity equation is 
2 2 2 232
2 23 3 34
0 0
SS
P ( V ) P ( V )
C C
   
 
     
 
 2 2 2 2
2 23 23 3 34P ( V ) m P ( V )   
       (3.17) 
where 3
23
2
S
m
S
 . Finally, at x = 3L the pressure continuity equation is written as 
ik3L ik3L ik3L
3 3 4P e P e P e
    
 
 3 3 3
3 34 4P ( V ) P  
     (3.18) 
and the corresponding velocity continuity equation  
3 3 33 4
3 34 4
0 0
S S
P ( V ) P
C C
  
 
   
 
 3 3 3
3 34 34 4P ( V ) m P  
     (3.19) 
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0
34
3
S
where m
S
 . Replacing 34P 
 from equation (3.19) gives the reflection 
coefficient from step 3 to 4. 
3 3 3 3
3 34 34 3 34P ( V ) m P ( V )   
     
 
634
34
34
1 m
V
1 m



  
since for the last section 6 ik6LL  ,  so e 1       
34
34
34
1 m
V
1 m

 
  
The next step is to find V23. Dividing equation (3.17) by (3.18) we get  
2 2 2 2 2 2
23 34 34
34 342 2 2 2 2 2
23 23 34 23 34
V V V1
, where 
V m ( V ) m ( V )
     
 
     
  
  
  
  
  
 
434 23
23
34 23
m
V
m






 
In the same manner dividing equation (3.15) by (3.16) gives 12V . 
1 1 1 11 1
2 23 23 231 12
231 1 1 1 1 1
1 12 12 2 23 12 23
P ( V ) VP ( V )
, where 
P ( V ) m P ( V ) m ( V )
     

     
   
    
 
  
  
 
223 12
12
23 12
m
V
m





  
Finally, dividing equation (3.13) by equation (3.14) gives 01V . 
01 1 12 12 12
01 01 1 12 01 12 01
1 V P (1 V ) (1 V )
1 V m P (1 V ) m (1 V ) m


  
  
  
 
0 1 0
12 12
12 0 1 0
12 12
1 V V ( )
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 
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 
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Table 3-1 The reflection coefficient formulae developed for a two, and four step change in a narrow 
pipe. 
number of 
step 
changes 
reflection coefficient, 
Vn1n2  
between step n1 and n2 
cross-sectional 
ratio 
between step n1 
and n2 
auxiliary 
variable 
two 
01
1
1
V





 
1
0
S
m
S

 
12
12
)(1
(1 )
V
m V




 
12
1
1
ikLmV e
m



 
  
four 
012 01
01
12 01
m
V
m






 1
01
0
S
m
S
  
0 1 0
12
12 0 1 0
12
V ( )
V ( )
 

 





 
223 12
12
23 12
m
V
m






 2
12
1
S
m
S
  
1 1
23
23 1 1
23
V
( V )
 

 





 
434 23
23
34 23
m
V
m






 3
23
2
S
m
S
  
2 2
34
34 2 2
34
V
( V )
 

 





 
34
34
34
1 m
V
1 m



 0
34
3
S
m
S
   
 
Figure 3-9 shows a pipe where the cross section reduces gradually from 250mm to 
200mm and then 200mm to 100mm in two steps and then increases  from 100mm to 
150mm and then 150mm to 250mm  The original cross-section of the pipe and the 
length of each section is 300mm. The reflection coefficients from different step 
changes are shown in Figure 3-10. 
Figure 3-11 shows a pipe where the cross section reduces gradually from 250mm to 
200mm and then 200mm to 150mm and then 150mm to 100mm  and then finally 
back to original cross section 250mm and the length of each section is 300mm. The 
local reflection coefficients at these 4 step changes are shown in Figure 3-12. 
Figure 3-10 and Figure 3-12 illustrate that the behaviour of the reflection coefficient 
becomes rather complex as the obstacle shape changes from a well-defined 
geometrical shape (section 3.2.1) to a more complicated shape. If the spectra of the 
incident and reflected wave can be carefully measured then reflectometry methods 
[54, 12] can be used to reconstruct accurately the geometry and dimension of the 
cross-sectional change. However, in realistic pipes buried underground acoustic 
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Figure 3-9 Step in a pipe reduces gradually and then increases gradually up to its original state. 
 
Figure 3-10 Reflection coefficient in a pipe where step reduces  gradually and then increases 
gradually up to its original state. 
 
Figure 3-11 Step changes gradually in a pipe. 
measurements can only be conducted through a manhole. In this environment the 
acoustical response becomes convolved with the spectral characteristics of the 
emitted wave, wave reflected by the pipe end and with the wave scattered by the 
manhole chamber. In this case, it is rather optimistic to assume that the reflectometry 
methods can be directly applied to the signals recorded on the microphones inserted 
in the pipe through the manhole.  
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Figure 3-12 Local reflection coefficients at the 4-step changes illustrated in Figure 3-11. 
3.2.3 Multiple step changes 
We can generalise the reflection coefficient from a cross-sectional change that is 
represented by an arbitrary number of steps observing the reflection patterns listed in 
Table 3-1. For this purpose we can use a recursive formula as follows. 
 
n 1,n 2 n,n 1 2n
n,n 1
n 1,n 2 n,n 1
m
V
m



   

  



 (3.20) 
where, n 1
n,n 1
n
S
m
S

 
,
 
n 1 n
n 1,n 2
n 1,n 2 n 1 n
n 1,n 2
V ( )
V ( )
 

 

 
  
 



 and n=0,1,2,…….N-1, N is the 
total number of sections. The reflection coefficient from the last section is frequency-
independent and is given by  
 
N,N 1
N,N 1
N,N 1
1 m
V
1 m






 (3.21) 
3.3 Instantaneous intensity response 
Very useful measure of the incident and reflected sound energy in a pipe is its time-
dependent or instantaneous intensity response. The move to the time domain makes 
sense as it is often difficult in complex sewer environment to separate clear acoustic 
signatures which are long enough for calculating a fine Fourier spectrum.  
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When sound energy is generated by a source in the free field it flows radially 
outwards (except very close to complex sources) and, therefore spreads over an 
increasing area as it travels. The measure of the rate of flow of sound energy per unit 
area oriented normal to the wavefront is termed as sound intensity. It is more 
precisely expressed as sound power flux density. Sound intensity is equal to the 
product of the sound pressure (a scalar) and particle velocity (a vector). Hence it is a 
vector quantity, possessing both a magnitude and direction. The direction (sign) of 
intensity coincides with the direction of sound wave propagation which is rather 
useful information in the case when the sound energy is reflected by a cross-sectional 
change in a pipe. If the time-dependent acoustic pressure responses       and )(2 tp  
received by a pair of microphone separated by a known distance  , then the 
instantaneous intensity vector is given by the following expression 
  1 2 1 2
0
( ) ( )
( ) ( ) ( ) ( ) ( )
2
p t p t
t p t t p p d  


  
 
I u n  (3.22) 
where,   



dppd
p
t   



 )()(
11
)( 21
00 n
u  is the projection of the acoustic 
(particle) velocity vector in the direction of the normal n that coincides with the 
direction of sound propagation. Here we assume that 3
0 3.430 10
ap
T
     is the 
density of air,   is the temperature in Kelvins, and ap  is the current atmospheric 
pressure.  
It is typically assumed that the instantaneous acoustic intensity )(
~
tI  is real. However, 
Heyser [61] argued that the instantaneous sound intensity should be, in general, a 
complex quantity in which the real (active) part indicates the magnitude of the local 
mean energy flow, and the imaginary (reactive) part indicates the local oscillatory 
transport of energy associated with sudden changes in the direction of sound wave. 
Heyser re-defined intensity as 
 ( ) ( ) i ( )t t t I I J  (3.23) 
 where the active and reactive parts are given by, 
 ˆ ˆ( ) [ ( ) ( ) ( ) ( )] 2t p t t p t t I u u  (3.24) 
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 ˆ ˆ( ) [ ( ) ( ) ( ) ( )] 2t p t t p t t J u u  (3.25) 
 respectively. The symbol fˆ denotes a Hilbert transform, i.e. 
1 ( )ˆ ( ) Pr /
f
f t d
t


 




, where Pr  stands for the principle value of the integral. 
3.3.1 Intensity – reflection from pipe, single discontinuity 
In the following sections we obtained the expression for the intensity reflection 
coefficient at a single and multiple discontinuities in a pipe. Figure 3-13 resembles 
the situation when a sound wave is reflected from a plain interface with impedances 
0z  and 1z  where the impedances are related by the cross-sectional ratio m so that 
1 0z m z  . The acoustic pressure and velocity are related by 
0
1 p
u
i x



. For an 
incident pressure wave 0
0
ik x
ip p e , the incident velocity, iu can be derived as 
following 
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
 
 0
0
ik x
iu u e  (3.26) 
where, 0
0
0 0c
p
u

 . Firstly, we consider the intensity reflection coefficient for an 
acoustic wave that is incident on a cross-sectional step-change propagating along the 
direction x as shown in Figure 3-13. The pressure and velocity in the reflected wave 
are 
 0 0 000 0 0
0 0 0 0
1 1
i 
c
,
ik x ik x ik xr
r r
pp
p rp e u rp k e re
i x i  
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
 
 0
0
ik x
ru u re
   (3.27) 
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Figure 3-13 Intensity calculation for forward direction. 
The pressure and velocity in the transmitted wave are 
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  (3.28) 
where, 1 1
0 0
c
c



 . Now at the interface  (i.e. x = 0) the pressure continuity equation is 
i rp p p   
 1 r    (3.29) 
and  the corresponding velocity continuity equation is 
i ru u u   
 11 r    . (3.30) 
If the pipe is filled with a fluid of uniform density and sound speed (e.g. air), then 
1
0
m
S
S
   . From equation (3.29) and (3.30) we find the pressure transmission and 
reflection coefficient as follows  
 
2
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 (3.31) 
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Expressions (3.28) – (3.31) can also be used to express the velocity and intensity 
reflection and transmission coefficients. The amplitude of the velocity reflection 
coefficient is identical to the amplitude of the pressure reflection coefficient but their 
signs are opposite. The velocity transmission coefficient is 1   times of that for the 
pressure transmission coefficient. Table 3-2 presents a summary of these quantities 
for pressure, velocity and intensity. 
Table 3-2 Intensity reflection coefficient equations for forward direction. 
The pressure reflection coefficient 
 
1
1
pr r



 
  
The velocity reflection coefficient 
 u p
r r 
 
The pressure transmission coefficient   
 
2
1
p



 
  
The velocity transmission coefficient   
 
1 2
1
u 

 
  
Intensity reflection coefficient                        
2 2
,  0 0 0 0 0 ,  ,  r at xI r p u Rp u where R r       
Intensity transmission coefficient                        
 
2 1
,  0 0 0 0 0at x p uI p u p u   

    
 
The expression for the intensity reflection coefficient contains the negative sign that 
indicates that the wave direction changes when the reflection takes place at the 
interface.  
3.3.2 Intensity – reflection from pipe, multiple discontinuities 
We will now consider sound propagation in a pipe which has a complicated cross-
sectional change. Unlike it was done in the previous sections, we focus on the 
reflection of the instantaneous acoustic intensity. A recursive algorithm is used to 
derive the expression for the intensity response of the pipe for an arbitrary cross-
sectional shape and wave form excitation. 
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Figure 3-14 Pipe with multiple discontinuities. 
At first, the cross section is defined as a function of the distance along the pipe. The 
pressure reflection coefficient at the step can be expressed as 
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 (3.33) 
1
, 1where,  ,  is the cross sectional variation between step  and step 1 
i
i i
i
S
i i
S
     and 
Si is the cross-section of the pipe at the i-th segment. A sound speed c0 and sampling 
interval t  is assumed so that the spatial step can be defined as 
 
2
c t
L

   .  As 
shown in Figure 3-15 an impulse with amplitude X1 is emitted in the pipe at t=t1. It is 
also assumed that acoustic intensity propagates from interface to interface and 
reflects if a cross-sectional change is detected. In the previous section of this chapter 
we determined that the reflection coefficient for this phenomenon is 2
, 1 i iR r   .  
Because of the square operator the sign of 
, 1i ir    does not matter and technically 
speaking R is always negative indicating the change in the direction of wave 
propagation. The time step and the index of the interface are denoted as p and q, 
respectively, and q=1 is the first interface in the series. On this interface (left of this 
interface), the reflection of the incident intensity is defined for P time steps, where Sp  
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Figure 3-15 Reflection from multiple discontinuities along the pipe. 
corresponds to the last reflection in the series. Now, the intensities on the left (-) and 
right (+) sides of the interface q which corresponds to the time instant p are   : 
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if q=2 
and p=1 
: 
12 1 1 2(1 )X R R
    and 12 1 1 2(1 )(1X R R
    ), where 12
  is the 
intensity propagated past interface 1 and reflected by interface 2, 
12
  
is the intensity propagated past interfaces 1 and 2. It is to be noted 
that the negative sign corresponds to the transmitted wave. 
if p=1 
and q>2 
: 
1 1, 1q q 
 
 . qR  and 1 1, 1q q 
 
 . (1 )qR . It is to be noted that there is 
no contribution from any waves travelling in the negative direction to 
the intensities 
1q
  and 
1q
  because p=1. 
If p2 
and q=1 
: 
1 . 1 1,2 1 1 . 1 1,2 1(1 ) and (1 ) .p p p p p pX R R X R R   
   
       . It is to if 
the incident wave is represented by a -pulse, then Xp=0, for p >1. 
If p2 
and q>1 
: 
, 1 1, 1 , 1 1, 1(1 ) and (1 )pq p q q p q q pq p q q p q qR R R R     
     
           .  
The intensity reflected from the pipe discontinuities is 
1 1. ,    1pS X R if p   
1,    1p pS if p
 
 
If p > Q, where Q is the max value of q, then there is  
 , 1 , 1  and  1 ,   pq p q q pq p q qR R q Q            
Figure 3-16 and Figure 3-17  shows the intensity reflection coefficients from a 
rectangular shaped object and an arbitrary shaped object respectively for a short 
intensity pulse. In the case of the rectangular blockage the reflections occur only at 
the blockage start and its end. In the case of the blockage with a curved geometrical 
shape, the reflections are gradual and the dispersion (temporal stretching) of the 
pulse takes place. 
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Figure 3-16 Intensity reflection coefficient (c), from an arbitrary shaped object (b), for second type 
of arbitrary intensity pulse (c). 
 
Figure 3-17  Intensity reflection coefficient (c), from an arbitrary shaped object (b), for first type of 
arbitrary intensity pulse (c).  
3.4 Conclusions 
The chapter mainly focused on the prediction of the acoustic response of a pipe with 
a blockage. It is relatively straightforward to characterise a simple rectangular cross-
sectional change by measuring its acoustic response. The blockages of more complex 
shape results in a rather complex reflection patterns that are difficult to interpret. A 
number of prediction methods were considered that can be used to estimate the 
intensity response of a pipe with a blockage. 
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Chapter 4  
Experimental methodology 
In order to test the capabilities and limitations of the proposed acoustic system, 
experiments were carried out in a full scale sewer pipe located in the Hydraulics 
Laboratory at the University of Bradford. Three different pipes were used in these 
experiments: PVC, clay and concrete pipes.  The diameters of these pipes were: 
150mm, 150mm and 600mm, respectively. This chapter will mainly focus on the 
experimental facilities and sensor design. We first started with the hydraulic 
capabilities of the clay pipe and concrete pipes. Then we move on to sensor design 
which mainly takes the separation between the microphones into account. Two 
instrument prototypes are presented in this chapter. Low-cost MEMS microphones 
used in the sensor are calibrated against high-quality measurement. Finally, the effect 
of sensor alignment is discussed.  
4.1 Laboratory facilities and experimental setup 
At the time of starting this project the hydraulics laboratory of University of 
Bradford was equipped with a PVC pipe and a concrete pipe (see Figure 4-1). The 
PVC pipe had 150mm diameter and it was 8.8m long, free of joints. The walls of the 
pipe were smooth and clean so that sound scattering on and attenuation by the walls 
were relatively small. The concrete pipe was of 600mm diameter, 20m long and 
consisted of 8 2.5m long, connected sections. Water could be fed into the system 
from a storage tank situated on the top of the building by opening a valve connected 
at the upstream end of the pipe.  The water ran through the pipe, came at the 
downstream end and drained into the second tank located underneath the laboratory 
which was then pumped back to the storage tank and this was how water circulation 
could be maintained. To measure the discharge rate in this pipe the water was fed 
into the pipe for few minutes and collected in a big measuring tank. The scale in the 
measuring tank gave the weight of the water collected in kg. By opening the valve 
connected at the upstream end of the pipe by 50%, 75% and 100%, 38 litre, 84 litre 
and 112 litre water could be fed to the system in one sec which can be predicted by 
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equation (4.1). The control valve is shown in Figure 4-2 (a). The dependence of 
discharge rate on the valve opening is shown in Figure 4-2 (b). 
 2 2
1 0.01462 3.667 108.5, 1wd v v R      (4.1) 
 
a) 150mm PVC and 600mm concrete pipe 
 
b) inlet of concrete pipe 
 
c) outlet of concrete pipe  
Figure 4-1 Photographs of PVC and concrete pipe. 
The PVC and concrete pipes were not suitable to simulate objects like lateral 
connections, cracks and poor joints. This is why a 150mm diameter, 14.4m long clay 
pipe made of vitrified clay was constructed. The type of pipe was representative of a 
large network of small combined sewers found in the UK.  It consisted of 24 2-feet 
sections which were connected together and sealed with rubber seals to be watertight. 
At each joint the diameter experienced a small change from 150mm to 210mm, 
which was approximately 2-5mm long. The ends of the pipe were connected to 
rectangular tanks which were capable of holding water. The pipe was resting on a 
solid steel beam of the same length. The five most downstream sections of pipe were 
attached to a jig and could be easily removed from the rig using an overhead crane. 
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a) 
 
b) 
Figure 4-2 Valve to control water flow (a) and discharge rate with valve opening (b) in 600mm 
pipe. 
This allowed the sixth pipe section to be replaced with a pipe section in which a wall 
defect or a blockage had been simulated. A lateral connection was also incorporated 
in the middle of the pipe (see Figure 4-3(c)). A photograph of the clay pipe and it’s 
construction is shown in Figure 4-3.  
Water was fed into the clay pipe in the same way as done in the concrete pipe. Since 
this pipe was not capable of handling 112 litre/sec of water a second valve (see 
Figure 4-4 (a)) was connected at the upstream end of the pipe. One complete rotation 
of the valve was split into 16 equal sections. After one complete rotation of the valve 
when it had come to position 2, water started filling the inlet chamber (see Figure 4-3 
(d)) and overflowed into the pipe. To measure the discharge rate in this pipe the 
water was fed into the pipe for few seconds and collected in a small bucket. The 
bucket was weighed and scale position was recorded. Table 4-1 and Figure 4-4 (b) 
show the discharge rate with the position of scale in clay pipe. The maximum 
discharge rate was recorded as 7.11 litre/sec. For various water levels at the 
downstream end the corresponding discharge rate was also calculated. This was 
particularly important to study the effect of reflection from the blockage due to 
different level of water. For 17mm, 23mm and 33mm water levels at the downstream 
end, the discharge rate was recorded as 0.42 litre/sec, 1 litre/sec and 1.8 litre/sec, 
respectively, that were used to predict the discharge rate with different water level at 
the downstream end by the following equation. 
 2 2
2 0.001042 0.1383 1.631, 1wd d d R      (4.2) 
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where, 
2wd is the discharge rate in litre/sec for water depth d in mm of clay pipe. Both 
the experimental data and predicted data are shown in Figure 4-5. 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 4-3 The 150mm diameter and 14.4m long clay pipe. 
Table 4-1 Discharge rate in clay pipe with scale position after one complete run. 
Scale Wt(Kg) Time(sec) Discharge rate (litre/sec) 
2 20 96 0.21 
3 23.5 60 0.39 
4 22.5 30 0.75 
5 28.4 22 1.29 
6 23.5 13 1.81 
7 24.2 9 2.69 
8 23.8 7 3.4 
9 25.5 6 4.25 
10 29.5 5.5 5.36 
11 30.5 5 6.1 
12 25.8 3.63 7.11 
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a) 
 
b) 
Figure 4-4 Valve to control water flow (a) and discharge rate with valve opening  (b) in 150mm 
pipe. 
 
Figure 4-5 The water discharge rate for different water depth. 
 
Figure 4-6 Photographs of pipes in European pipe line centre, Austria. 
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A unique facility at European pipe line centre, St. Veit/Glan, Klagenfurt, Austria was 
available to perform our acoustic tests. The centre has 21 pipes made of concrete, 
clay and PVC with different length and diameter. The length varies from 5m to 27m 
and the diameter varies from 150mm to 800mm. A photograph of pipes at the centre 
is shown in Figure 4-6. 
4.2 Components of an acoustic system 
The acoustic system which has been used in this research consists of horizontal array 
of four MEMS microphones arranged on a slim PCB board, loudspeaker, laptop, 
sound card, power amplifier and MATLAB programming language software. Two 
prototypes, namely Mk1 and Mk2,  have been developed and used to perform 
acoustic tests in the laboratory. 
4.2.1 Microphones 
The microphones used in the sensor (i.e. model SPM0208HE5 from Knowles 
Acoustics) are mini surface mount silicon type with RF protection and built-in pre-
amplification.  According to the manufacturer specification the sensitivity of the 
microphone  is 1 V/Pa @ 1KHz and operating and storage temperature range is -40
o
c 
to +100
o
C. The PCB board with the four microphones is shown in Figure 4-7. 
 
Figure 4-7 Four microphones on a PCB board. 
The spacing between the microphones in the microphone array shown in Figure 4-7 
was chosen to be considerably less than the wavelength to allow for the intensity 
measurements. The four microphones were spaced non-equidistantly to optimize the 
accuracy of the intensity measurements in a broad frequency range. The reason for 
non-equidistantly spaced microphones was to obtain a maximum number of 
microphone pairs separated by unrepeated distances, r . The error in the intensity 
measurement achieved with a pair of closely spaced microphones depends on the 
distance that separates these microphones. Two distinct frequency regimes are 
1 2 3 4 
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important here: (i) a low frequency regime; and (ii) a high frequency regime. In the 
low frequency regime this error depends on the accuracy with which the phase 
differences between the two pressure readings is measured [62]. In the case of a 
small phase mismatch,  , that may exist between the two microphone channels the 
ratio of the true intensity, I , for a sinusoidal wave propagating in the direction of 
sensor orientation with wavenumber k and the intensity actually measured on a 2-
microphone probe, Iˆ , is 
 
ˆ sin( )I k r
I k r
 


 (4.3) 
It is obvious that the phase mismatch is most critical for very small values of 
0k r  , i.e. in the low frequency range. In the case of the high frequency regime, 
i.e. when the value of k r is large, the finite pressure difference between the two 
microphones is a poor approximation of the pressure gradient because the 
microphone spacing r  becomes large in comparison with the wavelength and the 
error can be estimated from  [62] 
 
ˆ sin( )I k r
I k r



 (4.4) 
 
a)  = 0o 
 
b)  = 1o 
Figure 4-8 Error (dB) with frequencies for various microphone separation. 
Equation (4.4) suggests that as long as 1k r  this ratio remains close to 1, i.e. that 
the measured and the actual intensity in the incident sound wave remain similar. This 
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similarity breaks down as the frequency increases and 1k r  .This dependence is 
illustrated in Figure 4-8. 
The above arguments suggest that a number of microphone spacing is required to 
cover a range of frequencies and to minimise errors in the intensity measurement. 
The spacings selected in the proposed design of the microphone probe are 27 mm 
between microphone 1 and 2, 17.5 mm between microphone 2 and 3 and 12.5 mm 
between microphone 3 and 4, with  microphone 4 being the closest to the speaker.  
4.2.2 Speakers 
Two types of speaker were adopted. Figure 4-9 shows the first type of speaker which 
is 2.5(i.e. model K64WP5OHM from Visaton ) and is suitable for measuring the 
pipes consisting diameter from 75 mm up to 360 mm. Its frequency range is 200Hz 
to 15kHz. This speaker is recommended for use in pipes with the diameter below 
200mm. 
 
 
 
Figure 4-9 A small acoustic sensor made of 2.5 speaker and 4 microphones. 
Figure 4-10 shows the second type of speaker with a 3.3 diaphragm (i.e. model 
FR874OHM from Visaton) that is suitable for pipes with the 150 - 600mm diameter. 
Its frequency range is 100Hz to 20kHz. The same microphone array was used in this 
sensor. However, microphone 4 in the array was installed at a distance of 75mm for 
the first type and of  300mm for the second type from the speaker diaphragm. 
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Figure 4-10 A large acoustic sensor made of 3.3  speaker and 4 microphones.  
4.2.3 Sound card 
VX pocket 440 sound card manufactured by Digigram was used in our research. The 
sound card in our research acts as a signal transmission and acquisition device. The 
card has four balanced mic/line analog inputs and four balanced analog outputs. Only 
one output was used to transmit the signal through the pipe and all the four inputs 
were used to record the reflections. The A/D and D/A converter resolutions is 24 bits 
and sampling rate is variable from 8 kHz to 50 kHz. 
4.2.4 Audio amplifier 
The LM4950 audio amplifier is used to drive the speaker. According to the 
manufacturer specification, It is capable of delivering 3.1 watts per channel to a 4Ω 
single-ended load with less than 1% THD+N or 7.5 watts mono BTL to an 8Ω load, 
with less than 10% THD+N from a 12VDC power supply. The LM4950 features a 
low-power consumption active-low shutdown mode. Additionally, the LM4950 
features an internal thermal shutdown protection mechanism along with short circuit 
protection. The LM4950 contains advanced pop & click circuitry that eliminates 
noises which would otherwise occur during turn-on and turn-off transitions. The 
LM4950 is a unity-gain stable and can be configured by external gain-setting 
resistors. Figure 4-11 shows the schematic of the amplifier circuit. 
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Figure 4-11 The schematic of amplifier circuit using L4950TS. 
4.2.5 Programming language software 
 
Figure 4-12 The operator version of the ScanField software. 
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A graphical interface was developed to control the measurement, save the recorded 
acoustic signature, run condition identification analysis and calibrate the sensor using 
MATLAB. The programming started with MATLAB R2006. Though we did not use 
any tool box of MATLAB the version was upgraded to R2008 later on. Figure 4-12 
shows the front panel of the current version , V3.0, of the interface named  
ScanField. The details of push buttons, menu bar and tool bar are described in the 
following sections. 
4.2.5.1 Push  buttons 
The purpose of these buttons is explained below. 
 
recorded button plots the recorded signal once clicked. If clicked 
twice it plots the impulse response of the recorded signal. 
 
MP button analyses the recorded signal using the 6 microphone pairs. 
 
SP button analyse the recorded signal using a single microphone pair. 
Once clicked it calls a popup menu  (see Figure 4-13) to select the 
required microphone pair. 
 
Figure 4-13 The popup menu to select microphone pair. 
 
RUN button runs a test, analyses the 
recorded signal using all the microphone 
pairs and plots spectrogram of the result.  
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SCAN button scans the whole pipe and 
classifies the condition of the pipe 
against the library of signatures.  
4.2.5.2 Menu Bar 
The top of the front panel has the “File”, “ Configure” and “Add” menus (see Figure 
4-12). The purpose of these menus is explained below.  
 
1. microphone performance  shows the rms 
value of the recorded signals by the four 
microphones. 
2. delete file deletes a test file. 
3. about shows the version and released date of 
the software. 
4. print prints the analysis. 
5. exit closes the software.  
 
1. set test folder option provides the user with the 
opportunity to select the location where the test 
files will be saved. 
2. calibrate option enables the calibration and 
automatic testing of the acoustic sensor. 
 
1. signature allows a selected response to be 
saved as signature in the library. 
2. pipe length calls the popup menu which allows 
to add information about the pipe length (m) in 
the case when it has not been recorded initially. 
3. pipe diameter calls the popup menu which 
allows to add information about the pipe 
diameter (mm) in the case when it has not been 
recorded initially. 
4.2.5.3 Tool bar 
Figure 4-14 shows the tool bar which is located just below the menu bar. It contains 
twelve buttons which can be used to recall the recorded data and control its 
appearance in the front panel graph. 
Chapter 4 Experimental methodology 
 
50 | P a g e  
 
 
Figure 4-14 The toolbar. 
 
The open button brings calls the pop up menu which allows to browse and select a 
test file for acoustic analysis. 
 
The zoom in button is clicked if any portion of the signal needs to be magnified. A 
magnifying glass icon will appear on the screen. It can be used in its usual manner. 
 
The zoom out button is clicked if any portion of the signal needs to be unzoomed. 
A zoom out icon will appear on the screen. It can be used in its usual manner. 
 
The pan button enables to move around the plotted data and to inspect those data 
which is hidden beyond the limits of the graph. 
 
This xlimit button calls the pop up menu which allows the manual control of the 
distance limits in the plot. 
 
The ylimit button calls the pop up menu which allows the manual control of the 
amplitude limits on the plot. 
 
The auto limit button plots the analysis in full scale. 
 
The files button calls the pop up menu which allows to select a test file in the 
current folder. 
 
The previous button loads the previous test file in the current folder if exists. 
 
The next button loads the next test file in the current folder if exists. 
 
The decrease  button decrease the resolution of the spectrograph. 
 
The increase  button increase the resolution of the spectrograph. 
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4.2.6 Mk1 prototype 
Figure 4-15 shows the Mk1  prototype which uses Toshiba Satellite Pro A100 laptop 
and an external amplifier using  L4950TS chip. The amplifier runs from a built-in 
rechargeable battery which makes the prototype portable. An external dc power 
supply, 12v and 300mA, is required to charge the built-in battery of the amplifier. A 
Zener barrier is added to the electronic system to make it an intrinsically safe 
explosion-proof system.  
 
Figure 4-15 Mk1 prototype. 
4.2.7 Mk2 prototype 
 
Figure 4-16 Mk2 prototype. 
Figure 4-16 shows Mk2 prototype which uses Lenovo X61 touchscreen tablet. This 
is an upgraded version of Mk1  prototype. The docking station of the tablet is 
converted to an audio amplifier using  L4950TS chip and the sensor is connected to 
the tablet through printer port, which makes the prototype more portable than Mk1 
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prototype. The docking station takes a battery and gets charged with the main tablet 
by the dc power supply which was supplied with the laptop. 
4.3 Comparison with a B&K microphone probe 
 
a) microphones used in the prototype 
 
b) intensity probe 
Figure 4-17 Setup in the 300mm diameter transparent PVC pipe. 
 
Figure 4-18 Comparison between inexpensive microphones and B&K microphones. 
To compare the performance of the low-cost microphones from Knowles Acoustics, 
two acoustic tests were performed using a 3.3 diaphragm speaker that was set at one 
end of the pipe. The first test was performed using the intensity probe from BRUEL 
0 2 4 6 8 10
0
0.5
1
a) low frequency range, 100-250 Hz
0 2 4 6 8 10
0
0.5
1
b) medium frequency range, 250-400 Hz
a
m
p
li
tu
d
e
 (
u
n
it
)
0 2 4 6 8 10
0
0.5
1
c) hight frequency range, 400-550 Hz
distance (m)
Chapter 4 Experimental methodology 
 
53 | P a g e  
 
& KJAER, model UC5269,  by keeping the centre of the two microphones around 
5m from the speaker diaphragm (see Figure 4-17 (a)). The separation between the 
microphones of intensity probe was 12.5mm. The second test was performed with 
the microphones from Knowles Acoustics installed on an array (see Figure 4-17 (b)). 
Since the separation between microphone 3 and microphone 4 is 12.5 mm, this is 
why the centre between microphone 3 and microphone 4 (i.e. leftmost two 
microphones in Figure 4-17 (b)) was kept around 5m from speaker diaphragm. 
Figure 4-18 shows the intensity response (see section 3.3, Chapter 3)  of the recorded 
signals in low, medium and high frequency band for the first test (i.e., green curve) 
and the second test (i.e., blue curve). The results obtained from each test are quite 
similar to each other within 3%. 
4.4 Sensor placement inside the pipe 
Measuring of the acoustic signature in a sewer pipe requires the acoustic sensor to be 
inserted through a manhole and positioned near the pipe end as shown in Figure 7-1.  
 
a) open end 
 
b) blocked end 
Figure 4-19 Acoustic intensity  in a 150mm pipe with an open, blocked end using COMSOL 
acoustic module. 
In this respect, the variation in the sensor position can have an effect on the acoustic 
pressures emitted by the speaker and recorded on the microphone array. Here, one 
can expect that the open end of the pipe and the proximate manhole are likely to 
reflect and scatter a proportion of the energy in incident acoustic wave. Figure 4-19 
illustrates the behaviour of the acoustic intensity in a 150mm pipe with an open, 
blocked end that was predicted using a finite element model of the pipe constructed 
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with the acoustics Module from COMSOL, [60]. The results show that the acoustic 
intensity can change very rapidly with the distance. At 600 Hz this interference 
pattern can result in a 20 dB change in the intensity level within a distance of 100mm 
as illustrated in Figure 4-19. This is caused by the interference between the incident 
sound wave and the wave that is reflected from the open end of the pipe 
4.5 Experimental setup in the Hydraulics Laboratory 
 
Figure 4-20 A typical acoustic setup in pipe. 
 
a) small sensor in 150mm PVC pipe 
 
b) small sensor in 150mm clay pipe 
 
c) small sensor in 600mm concrete pipe 
 
d) big sensor in 600mm concrete pipe 
Figure 4-21 Photographs of sensor in pipes. 
A small acoustic sensor was used to study the acoustic reflections from various 
artefacts in the  PVC pipe. Figure 4-20 illustrates schematically the experimental 
setup in the pipe. A sensor was installed at one end of the pipe and another end was 
Chapter 4 Experimental methodology 
 
55 | P a g e  
 
either open or blocked with a rigid termination. Both the small and big sensors were 
attached to the wall by a metal bar going through the middle of the speaker shell. In 
Figure 4-20 db is the distance of the blockage from the speaker diaphragm, de is the 
distance between the pipe edge and speaker diaphragm  and ds is the distance 
between microphone 4 in the array and speaker diaphragm which is 750mm for the 
small sensor and 300cm for the big sensor as mentioned earlier. 
Small sensor is used both in 150mm PVC pipe and 150mm clay pipe and their setup 
are shown in Figure 4-21 (a) and (b), respectively. The de for PVC pipe and clay pipe 
was 9cm and 28.5cm respectively. In the 600mm concrete pipe both the small sensor 
and big sensor were used as shown in Figure 4-21 (c) and (d), respectively. The de 
for small sensor and big sensor was 22cm and 24.3cm respectively.  
4.6 Conclusions 
This chapter was concerned with the development of laboratory facilities and 
instrumentation for measuring the acoustic response of live sewer pipes. A new 
150mm clay pipe facility has been developed to study the reflections from structural 
and operational defects in the presence of water flow. Two acoustic instruments have 
been developed to measure the acoustic intensity reflected by sewer defects. The 
initial acoustic tests were performed using Mk1 prototype. After we upgraded to 
Mk2, due to its extreme portability, Mk1 instrument became obsolete in our research. 
The only technical difference between the two prototypes is the laptop which was not 
believed to affect signal generation, transmission, acquisition and processing. All of 
these operations do not require a sophisticated laptop. Most of the acoustic tests in 
the laboratory and all the tests in the field trips presented in the following chapters 
were performed using Mk2 prototype.  
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Chapter 5  
Signal processing and data analysis 
The aim of signal processing is to extract maximum valuable information from the 
signals. It is generally very useful to study the signals in time, frequency and spatial 
domains. Measured signals are time domain functions. In order to study their 
frequency content, it is common to apply a Fourier transform or filtering techniques. 
The (inverse) Fourier transform can be used to convert the complex spectrum of a 
signal back into the time domain. Hence, the Fourier transform has been given 
importance in signal processing.  
This chapter presents the procedures for the data acquisition, processing and 
classification. Different types of filtering techniques and deconvolution methods to 
obtain the impulse response are discussed. A bulk of work here is based on the 
recording data in the laboratory and in the field and subsequent data analysis. We 
focus on the acoustic intensity data and their derivatives which were obtained using 
closely spaced pairs of micromachined microphones. A number of microphone pairs 
were used in order to overcome the effect of unwanted acoustic reflections on the 
intensity measured near the pipe end. The intensity data from these microphone pairs 
were combined using data extrapolation procedures to compensate for the time delay. 
The sound pressure data and intensity data were then analysed to determine the 
overall pipe condition, local defects and pipe diameter.  
In order to study the power spectral density (PSD) of a discrete-time signal, the 
Burg’s method was exploited. The performance of the Burg’s analysis method was 
analysed as a function several parameters. Finally, the matched field processing 
method (MFP) was used to determine a degree of change in a pipe. 
5.1 Signal filtering 
In signal processing, a filter is a device or process that removes some unwanted 
components or features from the recorded signal. Most often, this means removing 
unwanted noise at some  frequencies. To filter an analog signal, the signal is first 
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digitised and represented as a sequence of numbers. A digital filter then can perform 
mathematical operations on the digitised signals. There are two types of filter, 
namely, Finite Impulse Response (FIR) filters and Infinite impulse response filters. 
The general expression for an FIR filter is 
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n k n k
k
y b x 

  (5.1) 
where, yRnR is the filter output, N the number of filter order, bRkR the filter coefficients 
and xRn-kR the current and previous inputs. The main disadvantage of FIR filters is that 
for accurate filtering large number of coefficient are required which increases the 
computation time. This shortcoming can be overcome by using IIR filter. Here, both 
the previous inputs and outputs are used. The general expression for an IIR filter is 
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The first summation in equation (5.2)  is simply an FIR filter, where, yRnR is the filter 
output and n kx  is the input delayed by k samples. In the second summation of the 
same equation aRk R are filter coefficients n ky  is the output delayed by k samples. This 
use of previous outputs to calculate the current output is known as recursion. This is 
an extremely efficient computational technique and requires few coefficients and 
hence minimal computation time. The general Z domain transfer function of an N
th
 
order IIR filter is 
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 (5.3) 
Three of the most popular filters namely Butterworth filter, elliptic filter and 
Chebyshev filter will be discussed in the following sections.  All of these filters can 
be used to separate the low frequency or high frequency components of a signal or to 
filter the signal through a limited frequency band.  
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5.1.1 Butterworth filter 
Butterworth  filters are characterized by a magnitude response that is as flat as 
mathematically possible in the pass band and monotonic overall. This is why this 
filter is also known as maximally flat magnitude filter. This  filter sacrifices the 
rolloff steepness for monotonicity in the pass and stop bands. Figure 5-1 shows the 
magnitude and phase response of a Butterworth band pass filter tuned to work within 
a 150 - 300 Hz range for a different filter order designed at the Nyquist frequency of 
22050 Hz. The choice of the filter range corresponds to the lowest frequency band 
that will be used in the analysis of the acoustic signatures recorded in the sewer 
pipes. The choice of the Nyquist frequency relates to the samples rate at which the 
acoustic signals were acquired. The roll-off of a Butterworth filter tends to increase 
with the increased filter order as shown in Figure 5-1. However, this filter can 
experience some instability as the filter order increases further and the lower filter 
frequency becomes too low in comparison with the Nyquist frequency. This is 
illustrated in Figure 5-1 for the filter order equal to 4.  
 
a) 
 
b) 
Figure 5-1 Magnitude (a) and phase (b) of a Butterworth band pass, 150-300Hz, filter for different 
filter order.  
5.1.2 Elliptic filter 
An elliptic filter is a filter with equalized ripple (equiripple) behaviour in both the 
pass band and the stop band. These filters offer steeper roll-off characteristics than 
Butterworth or Chebyshev filters. In general, elliptic filters meet given performance 
specifications with the lowest order of any filter type. The amount of ripple in each 
band can be adjusted independently, and this filter can have a faster transition in gain 
between the pass band and the stop band for a given value of ripple (whether the 
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ripple is equalized or not) than any other filters. If the ripple in the stop band is set to 
zero, then the filter becomes a type I Chebyshev filter and if the ripple in the pass 
band is made equal to zero, the filter becomes a type II Chebyshev filter. Finally,  if  
both ripple values are made equal to zero, the filter becomes a Butterworth filter. 
Figure 5-2 shows the magnitude and phase response of an elliptic band pass filter 
filtered within 150 and 300 Hz for different filter order. Similarly, to the case with a 
Butterworth filter the magnitude and phase become noisy for filter orders higher than 
3 in the considered filter design. 
 
a) 
 
b) 
Figure 5-2 Magnitude (a) and phase (b) of an elliptic band pass, 150-300Hz, filter for different 
filter order.  
5.1.3 Chebyshev filter 
Chebyshev Type I filters are equiripple (i.e. equal oscillations) in the pass band and 
monotonic in the stop band. These filters have steeper roll-off and more pass band 
ripple (type I) or stop band ripple (type II) than Butterworth filters. Type I filters roll 
off faster than type II filters, but at the expense of greater deviation from unity in the 
pass band. Chebyshev filters have the property that they minimize the error between 
the idealized and the actual filter characteristic over the range of the filter, but with 
ripples in the pass band. Figure 5-3 shows the magnitude and phase response of a 
Chebyshev band pass filter with a different filter order that has been tuned to work in 
the 150 - 300 Hz range. This filter is relatively more stable as the filter order 
increases from 3 to 4.  
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a) 
 
b) 
Figure 5-3 Magnitude (a) and phase (b) of a Chebyshev band pass, 150-300Hz,  filter for different 
filter order. 
5.1.4 Comparison between the filters 
Figure 5-4 shows magnitude and phase of different band pass 150-300Hz filters. The 
Butterworth filter of order 3 is found to provide the best roll-off. The Chebyshev 
filter is found to provide the  
 
a) 
 
b) 
Figure 5-4 Magnitude (a) and phase (b) of different  band pass, 150-300Hz, 3 P
rd
P order filters. 
most flat response in the design frequency range. The magnitude response of the 
elliptic filter is between that provided by the Butterworth and Chebyshev filters, but 
it shows the most monotonic variation in its phase response. 
5.2 Excitation signals 
Excitation signal plays a very important role in providing a good signal-to-noise ratio 
(SNR) throughout the design frequency range. Three types of excitation signal: 
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Gaussian pulse, maximum length sequence (MLS) and sinusoidal chirp or sweep 
were used to measure the impulse response of a pipe.  
5.2.1 Gauss pulse 
Gauss pulse is a waveform described by the Gaussian distribution as shown in Figure 
5-5. A single Gaussian pulse covers a relatively broad spectrum of frequencies, but 
contains a relatively small amount of energy. As a result, it is typical to emit a series 
of Gaussian pulses in order to obtain a representative averaged response to this type 
of excitation and achieve a good signal-to-noise ratio. 
 
Figure 5-5. Gauss pulse of centre frequency 300 Hz and bandwidth 80%. 
5.2.2 Maximum Length Sequence 
Maximum Length Sequence is basically a pseudo-random sequence of rectangular 
pulses. The N-order MLS sequence is periodic with period 2 P
N
P-1. The MLS technique 
has many advantages when compared with other methods of measuring the response 
of a system. The MLS has a quasi-flat power spectrum. The spectrum envelope 
follows a  
2
sin( ) /x x law and falls by about 1.6 dB at 1/3 of the sampling rate. MLS 
technique rejects the DC component of the sampled signal and measurements have a 
very high SNR. The cross-correlation (convolution) is used to compute the impulse 
response. In this analysis all background noise that is uncorrelated with MLS 
stimulus is strongly suppressed so that measurements can be performed in noisy 
environments without resorting to averaging. The averaging techniques can increase 
the SNR ratio even further.  
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Some precautions must be taken when using the MLS method. The MLS signal 
length must be longer than the impulse response of the system under test or have the 
same length. If these conditions are not satisfied, some parts of the computed impulse 
response will overlap (time-aliasing). The measured distortion of the system is 
spread throughout the computed impulse response. The system under test must be 
time-invariant, at least during the measure interval. Figure 5-6 show a typical 
example of a 16-order MLS signal. 
 
Figure 5-6 MLS signals of order 16. 
5.2.3 Sine Chirp  
A sinusoidal chirp or sine sweep is another widely used excitation signal to measure 
the  transfer function. This type of signal shows significantly higher immunity 
against distortion, noise and time variance than MLS signals. In a measurement when 
high SNR (i.e. 90 dB) is required, MLS cannot be used as excitation signals because 
of loudspeaker nonlinearity. In this case, measurement sine sweep can be used due to 
the possibility of complete rejection of harmonic distortion. Since chirp-based 
measurements are considerably less vulnerable to the deleterious effect of time 
variance, these are best suited for outdoor measurements in windy environment in 
presence of dynamically rough water surface. The instantaneous frequency sweep is 
defined by the following equation. 
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 (5.4) 
Here, fRstartR and fRstopR is the start frequency and stop frequency in Hz and tR1R is the 
duration of the chirp in second. Figure 5-7 shows starting sequences of a 10-sec 
sinusoidal chirp sweeping the frequency range of 50 - 15000 Hz.  
 
Figure 5-7 Sinusoidal chirp, 50Hz to 15 KHz. 
5.2.4 Comparison between the excitation signals 
To compare the performance of the excitation signals a 150 mm diameter and 8.8 m 
long clean PVC pipe was chosen and three acoustic tests had been performed for 
each of the excitation signals by keeping the sensor at one end of the clean empty 
pipe and other end was kept empty. The experimental setup is shown in section 4.5 
of Chapter 4. Microphone array was placed 2.4m inside the pipe from speaker front 
and the other end was open. Another experiment was also performed without sending 
any excitation signal to record the background noise. Figure 5-8 shows the recorded 
signals and signal to noise ratio (SNR) for all the three cases.  
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a) Gauss 
 
b) MLS 
 
c) Chirp 
 
d) SNR 
Figure 5-8 Recorded signal using Gauss, mls and chirp excitation  and their SNR. 
The SNR was calculated using following equation 
 1010log
signal
dB
noise
P
SNR
P
 
  
 
 (5.5) 
where PRsignalR and PRnoiseR are the power of the signal and background noise 
respectively. Low frequency excitation like Gauss pulse of centre frequency at 300 
Hz can identify the direct and reflected signal without the application of any signal 
processing techniques. The SNR for Gaussian excitation is found to be poorer than 
MLS and sine excitations. The best SNR can be achieved if sine excitation is used. 
Figure 5-9 shows the filtered output of the recorded signals. A 3 P
rd
P order Butterworth 
band pass filter between 100 and 250Hz is used. The signals between 0 and 4m 
represents the direct signals and between 8 and 10m represents the reflected signal 
from the pipe end. Sinusoidal excitation (i.e. red curve) produces clean response 
0 10 20 30 40
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
distance (m)
a
m
p
li
tu
d
e
 (
v
)
0 100 200 300 400
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
distance (m)
a
m
p
li
tu
d
e
 (
v
)
0 500 1000 1500 2000
-0.6
-0.4
-0.2
0
0.2
0.4
distance (m)
a
m
p
li
tu
d
e
 (
v
)
0 200 400 600 800 1000 1200
5
10
15
20
25
30
35
40
45
frequency (Hz)
s
n
r 
(d
B
)
 
 
gauss
mls
chirp
Chapter 5 Signal processing and data analysis 
 
65 | P a g e  
 
between 4 and 8m than the rest and this region supposed to be clean in the case of 
empty pipe condition. 
 
Figure 5-9 Filtered recorded signals, 3 P
rd
P order Butterworth filter, 100-250Hz. 
 
Figure 5-10 Frequency response of the speaker for sine and mls excitation. 
To investigate the frequency response of the speaker two tests have been performed 
in the anechoic chamber using sine and MLS excitation. Sine excitation is found to 
produce a more monotonic spectrum in comparison to that obtained in the case of 
MLS excitation (see Figure 5-10). This is a useful property of the chirp excitation 
that results in a better quality impulse response as it will be shown in the following 
sections. 
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5.3 Impulse response and frequency response 
The acoustic impulse or frequency response of a physical system such as an 
underground pipe is a very useful quantity. This quantity contains detailed 
information on the system geometry, sound speed and the conditions at its 
boundaries. Any change in these properties is reflected in a change in the acoustic 
impulse or the associated frequency response. If the acoustic impulse response is 
recorded over a sufficiently long time, then it can be used to reconstruct the 
dimensions and properties of the system as long as there a suitable mathematical 
model of this system can be found. Any linear time invariant (LTI) system can be 
described by its response to a stimulus in the time or frequency domain. The 
temporal behaviour of a LTI system in time can be described by the time domain 
impulse response that is in essence the system output to a unit impulse at its input. If 
we envisage a time-dependent signal x(t) being input to an LTI system, then output 
can be expressed mathematically by the convolution integral, 
0
( ) ( ) ( )y t h x t d  

  , 
where, h() is the system impulse response and  is an auxiliary integration variable 
that corresponds to a time delay. The following notation is often used to denote the 
convolution,    * ( )y t h t x t . In the frequency domain, the output is obtained by 
simple multiplication of the frequency spectrum of the input signal,  X( f ), and the 
system frequency response, H( f ), i.e.     ( )f fY H X f .  
Below we discuss a few different techniques to calculate the impulse response of a 
system. The frequency response can be defined as following. 
  
 
 1
Y f
H f
X f
  (5.6) 
The frequency spectra of the output and input signals are obtained via the application 
of  the Fourier transform. A simple division of the two is then used to obtain the 
frequency response as illustrated with expression (5.6). Averaging can be performed 
to improve the signal to noise ratio of the system and the equation will look like 
following. 
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  
1
( )1
( )
a
a n
N
n
n
Y f
H f
N X f
 
  
 
  (5.7) 
The frequency response function is dominated by its denominator which is the 
excitation signals and result becomes close to singular if signals with inhomogeneous 
spectrum (e.g. short pulses are adopted). This is why it is difficult to deconvolve the 
acoustic impulse response of the system by sending a short pulse with non-uniform 
Fourier spectrum. A robust method to find the impulse response is to use a long 
waveform (i.e. a MLS or chirp excitation) which is characterised by a uniform, 
broadband spectrum. Directly estimating H(f) from equation (5.6) carries the risk that 
the term where X(f) could be equal or close to zero. Therefore, in practice, there are 
alternate ways of calculating H(f), using auto- and cross-power spectrums as shown 
below 
  
*
2 *
( ) ( )
( ) ( )
Y f fY
X f Y
H f
f
  (5.8) 
  
*
3 *
( ) ( )
( ) ( )
Y f X f
H f
X f X f

.
 (5.9) 
where, *( )Y f and *( )X f  are the complex conjugates of the output and input 
respectively. The main advantage for calculating the frequency response function 
with equation (5.8) or (5.9) is the reduction of uncorrelated noise on the input or 
output signals by averaging. The process of signal averaging as applied to frequency 
response functions is simplified greatly by the uniqueness of the frequency response 
function. This concept means that the  estimate of the frequency response function is 
intrinsically unique as long as the system is linear. This estimate is valid whether the 
input is stationary, non-stationary or deterministic. Finally, it is also found to be 
advantageous to include a conditioning factor q in the denominator of equation (5.9) 
which keeps the denominator large enough to avoid the singularity problem. 
  
*
4 *
( ) ( )
( ) ( )
Y f X f
H f
X f X f q


 (5.10) 
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Two tests are considered to find the impulse response of a pipe. The first test was 
carried out in a 150 mm diameter and 14.4m long clay pipe where the recorded 
signal will be treated as y(t)  and the second test was carried out  in the anechoic 
chamber where the signal recorded by a microphone will be treated as  the input 
signal x(t) to a system(i.e. clay pipe). The recorded signals at anechoic chamber and 
in 150mm clay pipe are shown in Figure 5-11. 
 
Figure 5-11 Signals recorded a) at anechoic chamber and b) in 150 mm clay pipe. 
Figure 5-12 shows the deconvolved pipe impulse response and Figure 5-13 shows 
the filtered impulse response between 100 and 250Hz  using different techniques. 
Impulse response obtained by appliying equation (5.10) which is described as  tech-4 
is found to be better than the rest which requires an input noise value of q. It is 
shown in Figure 5-14 that an input q of 80 to the input signal somewhat improves the 
quality of the impulse response. 
The software which has been developed in Matlab to acquire data and analyse the 
signal is named ScanField. This has been validated against a professional data 
acquisition system WinMLS, [63]. Figure 5-15 shows the impulse responses of a 
150mm diameter and 14.4m long empty clay pipe in low, medium and high 
frequency bands by ScanField and WinMLS software. The experimental setup is 
shown in section 4.5, Chapter 4. The results from the two systems are almost 
indistinguishable.  
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Figure 5-12 Deconvolved pipe impulse response four different techniques, tech-1, tech-2, tech-3 
and tech-4 with q=1. 
 
 
Figure 5-13 Filtered impulse response between 100 and 250 Hz using different techniques. 
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Figure 5-14 Filtered impulse response using technique 4 and different values of q. 
 
Figure 5-15 Filtered impulse response by ScanField and WinMLS software.  
The performance of the two algorithms was also compared in terms of SNR using 
equation(5.5). To measure the background noise, two tests were performed in the 
same pipe using ScanField and WinMLS software without sending the excitation 
signal. The recoded signals were filtered in difference frequency band (see Appendix 
A.4 for the algorithm). The power of the signals is calculated using equation (5.11) , 
where x is the recorded signal and, n is the number of samples in the recorded signals 
and signal-to-noise ratio is calculated using equation (5.5), where, PRsignalR is the power  
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of the recorded signal in the presence of excitation signal and PRnoiseR is the power of 
the recorded signal (i.e. background noise) without excitation signal. 
 
2
n
i
i
x
Power
n


 (5.11) 
The result is shown in Figure 5-16 which illustrates a clear similarity between the 
two acquisition systems. 
 
Figure 5-16 Signal to noise ratio obtained by ScanField and WinMLS software. 
5.4 Intensity response  
The acoustic impulse responses recorded on closely spaced microphones could be 
used to calculate the instantaneous acoustic intensity according to the procedure 
detailed in Chapter 3. The time dependent acoustic intensity computed for individual 
microphone pairs and filtered in narrow frequency bands below the 1 P
st
P cut-on 
frequency of the pipe. In the case of a cylindrical pipe, the 1 P
st
P cut-on frequency is
0
max
0.5861
2
c
f
a
 , where a is the pipe radius as shown in equation (3.5) of Chapter 3 
and c0 is the speed of sound in air. Filtering the recorded signal does not give any 
useful information about the pipe. Figure 5-17 (a) shows the impulse response of a 
150mm diameter 14.4m long clay pipe having a blockage around 8m filtered within 
600Hz and 750Hz. Although the filtered impulse response contains useful 
information about the pipe, it does not give any indication of the direction from 
where the reflected signal has arrived. Figure 5-17 (b) illustrates the improvement in 
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the resolution which can be achieved by application of the non-linear acoustic 
intensity processor. The sign which the instantaneous intensity takes determines the 
direction in which the sound energy propagates. Here it is assumed that the negative 
sign of the intensity corresponds to the incident (outgoing) wave radiated by the 
speaker and the positive sign corresponds to the reflections which return from the 
pipe discontinuities (i.e. blockage, lateral connection, pipe end etc.) to the 
microphone array. 
The results shown in these figures have been divided by the norm taken as
 
0
max ( )mn mn mn
t T
I I I t

  , where mnI  is the intensity between microphone m and 
microphone n, 0T  
being some time limit. This normalisation procedure ensures that 
the maximum intensity of the incident sound wave is equal to or less than -1.  The 
normalised intensity response, ( ) /mn mnI t I  for individual microphone pairs, m and 
n, are compensated for the time shift, mn , which is present in the intensity response 
because of the variable distance from the speaker diaphragm to the centre of the 
microphone pair, i.e. 
 
 ( ) ( ) /mn mn mn mne t I t I  .
 (5.12) 
From equation (5.12) the unit of intensity response become non-dimensionalised [-] 
and is represented by a value only. A standard cubic spline interpolation procedure is 
used to compensate for the time shift, [64] .The normalised and time-shift 
compensated intensity responses for several microphone pairs are combined 
coherently to obtain the mean intensity response function,  
 
,
( ) ( )mn
m n
e t e t  (5.13) 
In this way the effect of sound reflection from the pipe termination near the acoustic 
instrument is reduced. Only the positive (reflected) part of the mean intensity 
response function is used for the pipe condition characterisation, i.e.  
  ( ) ( ) ( ) / 2e t e t e t    (5.14) 
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a) 
 
b) 
 
c) 
Figure 5-17 a) Impulse , b) intensity and c)  cleaned intensity response filtered within 600 and 750 
Hz of a 150 mm clay pipe with blockage at 8m. 
as shown in Figure 5-17 (c). 
The results we have seen so far considered only a single frequency band.  The 
intensity reflected from an object varies with frequency. At certain frequencies the 
intensity reaches its maximum and at other frequency band it reaches a minimum. 
Therefore, the intensity spectrum reflected by an object can be used to classify the 
condition of a pipe. The intensity spectrogram calculated for 20 frequency bands is 
shown in Figure 5-18. The start frequency is set to 100 Hz and the stop frequency is 
1000 Hz that constitutes 80% of the first cut-on frequency of this pipe. A bank of 20 
filters with a 150 Hz bandwidth is used to determine the spectrogram, (see A.4, 
Appendix). We note that the maximum frequency in the filter bank is variable and 
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depends on the diameter of the pipe. This ensures that the plane wave approximation 
is maintained regardless the diameter of the pipe in which the measurement has taken 
place. There is obvious difference between the acoustic intensity reflected from a 
blockage and that reflected from the pipe end. The blockage gives maximum 
reflection around 600 Hz and little energy is reflected in the lower frequency end of 
the acoustic spectrum, In the case of the pipe end the reflected intensity is focused in 
the lower frequency end peaking around 300 Hz.  
 
Figure 5-18 Spectrogram of intensity response. 
5.5 Energy contents 
The instantaneous intensity and its reactive component (see section(3.3) in Chapter3) 
are valuable quantity to obtain a measure of the energy contained in the reflected 
acoustical signals for a range of pipe conditions which will be discussed in Chapter 
6. Figure 5-19 shows the reactive part of the instantaneous intensity of the data and is 
obtained using equation (3.25) of Chapter 3.  The measures of the total and reactive 
reflected acoustical energies are determined from the following expressions 
  
2
1
( )
n
t i
i n
E t e t

  (5.15) 
  
2
1
 ( )
i
n
r J
i n
E t e t

  (5.16) 
where, eRjR(t) is the reactive part of the instantaneous intensity and nR1R and nR2R defines 
the range of samples to be added to calculated energy. Since the energy is calculated 
using non-dimensionalised intensity response, the unit of energy also becomes non- 
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Figure 5-19 Reactive part of instantaneous intensity for a 150mm clay pipe with blockage at 8m. 
dimensionalised and is represented by the sum of the normalised intensity data in a 
selected time window. The algorithm for energy calculation is shown in A.6 in 
Appendix. From Figure 5-18, the total energy reflected between 0m and 16.5m is 
found to be 1415.79. Similarly, the reflected total energy from blockage between 7m 
and 9.5m and from pipe end between 14m and 16.5m are found to be 281.89 and 
1069.36 respectively. Therefore, we found that the blockage and pipe end 
contributed 20% and 75% of the total energy and the remaining 5% was contributed 
by the joints in the pipe. 
5.6 Detection techniques 
Identifying an object from the reflected signal is achieved by: (i) calculating the 
reflected intensity spectrum; (ii) selecting that part of the intensity spectrum that 
contains a clear reflection data; (iii) cross-correlating this data with signatures stored 
in a database.  
5.6.1  Making signature of a defect 
Acoustical data collected in the laboratory and in the field can be used to construct a 
signature database provided that the conditions of the surveyed pipes are accurately 
known. In this process the intensity response of the recorded signal is made for 20 
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different frequency bands using the procedure described in section (5.4). Figure 5-20 
shows the spectrogram of the reflected intensity from a concrete blockage placed in 
the middle of a 14.4 mm clay pipe. The intensity response of the blockage is stored 
in a library as a signature of that object. 
 
Figure 5-20 Reflected intensity of a small concrete blockage in a 150 mm clay pipe. 
5.6.2 Identifying a defect 
Once an acoustic signature for a particular pipe condition is made using the method 
described in the previous section, it can be used for condition classification. In this 
process the reflected acoustic intensity spectra, (see A.5, Appendix), are compared 
with the signatures stored in the database using the following 2-D cross-correlation 
method  
 
( 1) ( 1)
0 0
( , ) ( , ). ( ( , ))
a aM N
m n
r i j A m n conj B m i n j
 
 
     (5.17) 
where, 0 1 and 0 1a b a bi M M j N N        .   
In equation (5.18),  r is the cross-correlation of data A (i.e. intensity response of an 
object) of dimensions (MRaR, NRaR) and data B (i.e. signature of object stored in the 
library) of dimensions (MRbR, NRbR). The value of  r becomes 1 if a perfect match 
between the recorded data and a database signature is found. If the signals are 
completely dissimilar, then the value of the correlation coefficient is equal to 0. It is 
common to assume that a reasonable degree of correlation between the two exist if r 
> 0.6 (i.e. > 60%). Otherwise, it should be assumed that the signals are uncorrelated.  
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5.7 Burg analysis  
Acoustic pressure data recorded in a sewer pipe contain spectral information that 
extends well beyond the 1 P
st
P cut-on frequency. It has been shown by Yin and 
Horoshenkov [65] that the frequencies of the first few cross-sectional modes are very 
sensitivity to the variation in the geometry of the pipe. This means that the spectral 
positions of the cross-sectional modes can be used to determine the level of water 
and sediment deposited in the pipe. The Fourier analysis that is routinely used to 
calculate the spectrum of the measured acoustic field can be limited in terms of 
spatial resolution. This phenomena lies with Heisenberg's uncertainty principle, 
which, in signal processing terms, states that it is impossible to know simultaneously 
the exact frequency and the exact time of occurrence of this frequency in a signal of 
a finite length. An alternative to the Fourier transform method to determine the 
system resonances is to use a method for power spectral analysis, e.g. that proposed 
by Burg, [66]. The Burg algorithm, a parametric spectral estimation method, is used 
to estimate the power spectral density (PSD) of the data recorded. Burg, [66],  
developed a method for AR (i.e., auto regression) parameter estimation that is based 
on forward and backward prediction errors, and on direct estimation of the reflection 
coefficients of data samples [y(t)] between y(t) and y(t-j) after the correlation due to 
the intermediate values y(t-1),...., y(t-j+1) has been eliminated, [67]. An auto-
regressive model is shown in equation  (5.18). 
 
1
( ) ( ) ( )
p
m
m
y t a y t m e t

     (5.18) 
where, y(t) are the signal samples, aRmR are the model coefficients, p is the model order 
and e(t) is the residual. The model coefficients aRmR can be found by minimising the 
total energy of the residual, 2 ( )
t
E e t . From equation (5.18) 
 
0
1 0
( ) ( ) ( ) ( ),  where 1
p p
m m
m m
e t y t a y t m a y t m a
 
        (5.19) 
Since for N number of data samples the lowest value is y(0) and highest value is y(N-
1), this defined the range of e(t). The first value of t that e(t) can take is p which 
gives y(0) in equation (5.19) and t can take any value after that until the end index of 
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y which is N-1. Now the residuals can be regarded as the output of a FIR prediction 
error filter [68]. The equations of the filter are 
 
1 1( ) ( ) ( 1)j j j jf t f t k b t     (5.20) 
 
1 1( ) ( 1) ( )j j j jb t b t k f t     (5.21) 
 and , 1, 2,..... 1t j j j N    , 
where ( )jf t  and ( )jb t are the forward and backward prediction errors, jk are the 
reflection coefficients of stage j, and 0 0( ) ( ) ( )f t b t y t  . 
The sum of residual energies in stage j is  
 
1
2 2( ( )) ( ( ))
N
j j j
t j
E f t b t


   (5.22) 
Now, minimising 
jE with respect to jk  gives 
 
1
1 1
1
2 2
1 1
2 ( ) ( 1)
( ( )) ( ( 1))
N
j j
t j
j N
j j
t j
f t b t
k
f t b t

 


 

 

 


 (5.23) 
The final step is to find the AR coefficients aRmR by jk using Levinson Durbin 
algorithm which says, 
 
( ) ( 1) ( 1), 1,2,...., 1
( )
m m j j m
j j
a j a j k a j m j
a j k
     

 (5.24) 
The recursion is initialised with 0 (0) 1a   and is repeated for 1,2,..., .j p  After the 
iterations end, ( )ma p  gives the desired prediction error filter coefficients ma of 
equation (5.19). From equation (5.23), | | 1jk   which describe Burg’s method as a 
stable model. 
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5.7.1 Implementation of  Burg algorithm 
Matlab built-in function pburg implements the Burg algorithm to find the PSD of a 
discrete-time signal vector. It is important to understand the ability of this method to 
resolve discrete spectral components hidden by multiple reflections and noise in a 
data record. Four factors will be considered here: the start point in the data record, 
sample length, order and the use of multiple microphone channels. A set of recorded 
signals performed in pipes of different diameter are examined. Table 5-1 lists the 
pipe sizes, the first three cut-on frequency which were calculated using equation 
(3.6) in Chapter 3, and their ratio. 
Table 5-1 First three theoretical cut-on frequency and their ratio. 
dia 
(mm) 
Theoretical cut-on 
frequency(Hz) 
ratio 
1P
st
 2P
nd
 3rd 2P
nd
P/1st 3 P
rd
P/1P
st
 
200 996 1653 2074 1.66 2.08 
250 797 1322 1659 1.66 2.08 
300 664 1102 1382 1.66 2.08 
360 554 918 1152 1.66 2.08 
Start point 
To study the effect initial lags (msec) or start points (samples), the recorded data was 
analysed for  different  start points, a fixed sample length of 512, a fixed 
autoregressive prediction model order of 256 and for a single microphone channel. 
Figure 5-21 shows the amplitude of the first three cut-on frequencies for different 
start points (sp) determined via the Burg’s analysis in pipes of different diameters.  
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a) 
 
b) 
 
c) 
 
d) 
Figure 5-21 The first three cut-on frequencies for 512 sample length, 256 burg order and  different 
start point in 200mm (a), 250mm (b), 300mm (c) and 360mm (d). 
Table 5-2 lists the values of the cut-on frequencies and also the ratio between 2 P
nd
P and 
1P
st
P  and between 3 P
rd
P and 1 P
st
P  cut-on frequencies for different start points determined 
via the Burg’s analysis method. In the case of the 200mm pipe when start point is 
140, the closest ratios  1.66 and 2.03 are achieved. But the maximum peak occurs if 
start point 120 is used which is 1.51 times higher than the peak achieve for 140 start 
point.  If we then consider 250mm pipe,  the closest match is achieved for  80 but the 
maximum peak occurs if start point 120 is used which is 1.5 times higher  compared 
to the peak occurred for 80 start point. For 300mm pipe both the start point 120 and 
140 gives the closest match to the target. But start point 120 has more higher peaks 
than start point 140 and also  the peak is 1.1 times higher. Now if we consider the 
last one we found that the closest match is achieved for 120 start point for the case of 
360mm pipe.  The next closest match is achieved for the start point 140. The peak is 
highest for the start point 140 but only by 1.03 times than the peak at 120 start point. 
The suitable start point is, therefore, set as 120 sample or 0.27msec. 
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Table 5-2 First three cut-on frequencies and their ratios for different start points. 
dia 
(mm) 
Start 
Point 
Burg cut-on frequency 
(Hz) 
ratio discrepancy (%) 
1P
st
 2P
nd
 3P
rd
 2P
nd
P/1 P
st
 3P
rd
P/1P
st
 2P
nd
P/1 P
st
 3P
rd
P/1P
st
 
200 
80 1023 1718 2048 1.68 2.00 -1 4 
100 1045 1721 2063 1.65 1.97 1 5 
120 1038 1667 2087 1.61 2.01 3 3 
140 1039 1721 2109 1.66 2.03 0 2 
250 
80 824 1367 1718 1.66 2.08 0 0 
100 857 1363 1796 1.59 2.10 4 -1 
120 842 1348 1845 1.60 2.19 4 -5 
140 834 1375 1857 1.65 2.23 1 -7 
300 
80 684 1123 1576 1.64 2.30 1 -11 
100 687 1108 1588 1.61 2.31 3 -11 
120 702 1129 1572 1.61 2.24 3 -8 
140 700 1140 1561 1.63 2.23 2 -7 
360 
80 567 902 1276 1.59 2.25 4 -8 
100 587 904 1278 1.54 2.18 7 -5 
120 581 955 1269 1.64 2.18 1 -5 
140 583 928 1281 1.59 2.20 4 -6 
Order 
In the previous analysis Burg order was set to 256. In this section we will 
demonstrate how this value was appropriate for that. For this analysis the start point 
and samples length were set to 120 and 512 respectively.  Figure 5-22 shows the 
normalised amplitude of the first three cut-on frequencies for different order in the 
pipes by applying the Burg’s spectral estimation method to the recorded data. 
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a) 200mm 
 
b) 250mm 
 
c) 300mm 
 
d) 360mm 
Figure 5-22 The first three cut-on frequencies for 2048 sample length and  different Burg order in 
200mm (a), 250mm (b), 300mm (c) and 360mm (d). 
Table 5-3 lists the values of the Burg cut-on frequencies and also the ratio between 
2P
nd
P and 1 P
st
P  and between 3 P
rd
P and 1 P
st
P  cut-on frequencies for different Burg order. For 
200mm pipe order 256 and 512 are equally considered to give the closest match to 
the ratios 1.66 and 2.02. Order 256 gives more higher peaks than order 512.   For 
250mm pipe, the closest match is achieved for  512 only. The next closest match can 
be achieved using order 256 and again this gives more higher peaks than order 512. 
For 300mm pipe  both the order 256 and 512 are equally found to give the closest 
matches to the desired ratios. In this case, order 512 is found to give more higher 
peaks than order 256. Finally, in the case of 360mm pipe as well,  both the order 256 
and 512  can be considered to give the closest matches to the desired ratios and in 
this case order 256 gives more higher peaks than order 512. Therefore, in conclusion, 
it is observed that order 256 gives more higher peaks than the rest and increasing the 
order from 256 to 512 does not improve the quality of the data considerable, and 
hence, burg order 256 is found to be appropriate for the analysis. 
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Table 5-3 First three Burg cut-on frequencies and their ratios for different Burg order. 
dia 
(mm) 
order 
p 
Burg cut-on frequency (Hz) ratio discrepancy (%) 
1P
st
 2P
nd
 3 P
rd
 2P
nd
P/1P
st
 3P
rd
P/1P
st
 2P
nd
P/1 P
st
 3P
rd
P/1P
st
 
200 
128 1060 1608 2094 1.52 1.98 8 5 
256 1030 1661 2092 1.61 2.03 3 2 
512 1017 1662 2072 1.63 2.04 2 2 
250 
128 864 1347 1848 1.56 2.14 6 -3 
256 835 1344 1628 1.61 1.95 3 6 
512 823 1330 1650 1.62 2.00 2 4 
300 
128 718 1141 1576 1.59 2.19 4 -5 
256 696 1128 1563 1.62 2.25 2 -8 
512 690 1122 1549 1.63 2.24 2 -8 
360 
128 575 938 1284 1.63 2.23 2 -7 
256 577 943 1281 1.63 2.22 2 -7 
512 571 934 1269 1.64 2.22 1 -7 
Sample length 
The effect of sample length in Burg analysis will be considered now.  To study the 
effect of start point and  Burg order, 512 sample length was set. Now we will carry 
out the same analysis for different sample lengths by keeping the start point and 
Burger order fixed to 120 and 128 respectively. Since the lowest sample length  we 
investigated was 256, the Burg order must be less than this value and this is why the 
order was set to 128. Figure 5-23 shows the normalised amplitude of the first three 
cut-on frequencies for different sample lengths in the pipes by applying the Burg’s 
spectral estimation method to the recorded data. 
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a) 
 
b) 
 
c) 
 
d) 
Figure 5-23 The first three cut-on frequencies for different sample lengths in 200mm (a), 250mm 
(b), 300mm (c) and 360mm (d). 
Table 5-4 lists the values of the Burg cut-on frequencies and also the ratio between 
2P
nd
P and 1 P
st
P  and between 3 P
rd
P and 1 P
st
P  cut-on frequencies for different sample length. 
Unlike the cases of start point and Burg order  the change in sample length from 256 
to 512, 512 to 1024and 1024 to 2048 only improves the ratio by 0.01 in most of the 
cases. Also, since the order we have decided to set 256, the sample length must be 
greater than this value. Considering these facts, 512 sample length was set for Burg 
analysis. 
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Table 5-4 First three Burg cut-on frequencies and their ratios for different sample lengths. 
dia 
(mm) 
Samples 
Burg cut-on frequency 
(Hz) 
ratio 
discrepancy 
(%) 
1P
st
 2 P
nd
 3 P
rd
 2 P
nd
P/1P
st
 3P
rd
P/1P
st
 2P
nd
P/1 P
st
 3P
rd
P/1P
st
 
200 
256 1084 1607 2103 1.48 1.94 11 7 
512 1067 1594 2088 1.49 1.96 10 6 
1024 1061 1592 2088 1.50 1.97 10 5 
2048 1060 1608 2094 1.52 1.98 8 5 
250 
256 885 1356 1877 1.53 2.12 8 -2 
512 869 1349 1853 1.55 2.13 7 -2 
1024 865 1348 1852 1.56 2.14 6 -3 
2048 864 1347 1848 1.56 2.14 6 -3 
300 
256 732 1150 1602 1.57 2.19 5 -5 
512 723 1142 1583 1.58 2.19 5 -5 
1024 718 1141 1577 1.59 2.20 4 -6 
2048 718 1141 1576 1.59 2.19 4 -5 
360 
256 598 960 1276 1.61 2.13 3 -2 
512 585 943 1278 1.61 2.18 3 -5 
1024 580 939 1273 1.62 2.19 2 -5 
2048 575 938 1284 1.63 2.23 2 -7 
Summary 
Table 5-5 lists the first three Burg cut-on frequency using start point 120, order 256 
and sample length 512. For recorded temperature of  26.5 P
o
PC, the sound speed is 
calculated as 347m/sec from equation (5.25), where v is the speed of sound in m/sec 
in the temperature T in degree Celsius. The table also shows the predicted diameter, 
calculated applying equation (3.6) of Chapter 3 to the experimental data, and the 
percentage accuracy.  
 
273.15
343.2
293
T
v

  (5.25) 
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Table 5-5 First three Burg cut-on frequencies and their ratios for 120 start point, 512 sample length 
and 256 order. 
No. 
dia(mm) 
(physical) 
Burg cut-on frequency (Hz) Ratio dia(mm) 
(Burg) 
Accuracy 
% 1P
st
 2P
nd
 3P
rd
 2P
nd
P/1P
st
 3 P
rd
P/1P
st
 
1. 200 1038 1667 2087 1.61 2.01 196 98 
2. 250 842 1348 1845 1.60 2.19 242 97 
3. 300 702 1129 1572 1.61 2.24 290 97 
4. 360 581 955 1269 1.64 2.18 350 97 
Use of multiple channels 
The resolution of the frequency response can be increased by the use of all the 
channels. Though it is not necessary to analyse the signals recorded on four channels 
but still it is observed from the experimental data that analysing the signal for all the 
channels improves the resolution of the spectral estimate. Figure 5-24 shows the 
results obtained from different size of pipes. It is obvious that the channel choice can 
affect the quality of the PSD estimate. The detected resonance frequency in the 
acoustic spectrum tends to reduce with the increased index of the microphone 
channel that is particularly pronounced in the case of the 210mm pipe (see Figure 
5-24 (c)). This phenomenon can be explained by the relative proximity of 
microphone 4 to the open end of the pipe and by the reflection from speaker 
diaphragm. The dependence of the amplitude of the resonance in the PSD spectrum 
is more ambiguous. In the case of the 260mm pipe the amplitude of this resonance is 
highest when the estimate is obtained using the output from microphone 1. In the 
case of the 200mm, 210mm and 250mm pipes the amplitude of the resonance 
obtained using the output from microphone 1 is the lowest. Such a strong variation 
can be explained by a strong dependence of the recorded acoustic pressure near the 
open end of the pipe on the axial position of the microphone array. This phenomenon 
has not been properly studied and a method proposed by [69] can be used to predict 
the pressure variations near the open end of a pipe. It can be suggested that the 
outputs from all the 4 microphones are needed in this analysis to detect a cross-
sectional mode in a pipe and estimate its frequency.  
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a) 
 
b) 
 
c) 
 
d) 
Figure 5-24 Burg analysis using multiple channels in 260mm (a), 200mm (b), 210mm (c) and 
252mm (d) pipe . 
5.8 Matched field processing 
More complex, non-local changes in pipes which contain a large amount of 
imperfections, e.g. wall roughness, joints, scattered debris, are more difficult or 
impossible to characterise using just acoustical, non-invasive means. This is largely 
because of the uncertainties which prevent an accurate theoretical model for the 
acoustical field in the pipe to be constructed. In this case the matched field 
processing method (MFP) can be used to determine a degree of change. MFP is 
typically used in the frequency domain and is known to be sensitive to changes in the 
complex acoustic fields. It requires a number of signals recorded coherently on an 
array of two or more receivers. The sensitivity of this method is a function of the 
frequency range, type and size of the pipe, and the receiver array arrangement. 
The technique adopted here involves a comparison via MFP of a set of data of a 
particular pipe with a different set of data of that pipe in a combination time-
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frequency domain using a linear or Barlett processor [70]. This operation is basically 
defined as the cross-correlation between acoustic signals fRmR(t) and gRmR(t) recorded in 
two separate experiments. The index m here corresponds to the receiver in the 
microphone array on which this signal has been recorded. In vector form we have f = 
(fR1R, fR2R, ...), and g = (gR1R, gR2R, ...). The fast Fourier transform is normally used to obtain 
the complex frequency spectra of the acoustic signals, i.e. ( ), ( ),  F f F g F G i.e. 
1 2( ) ( ( ), ( ),...)F F  F  and 1 2( ) ( ( ), ( ),...) G G  G at a frequency ω. The 
resultant spectra are normalized to ensure that  
2 2
1 2 ... 1.00F F   F , 
2 2
1 2 ... 1.00G G   G  and used to obtain 
the so-called ambiguity surface 
 
* *
1 2
, 1
( , )
N
m n m n
m n
AMS x x F F G G

   (5.26) 
where ∗ stands for the complex conjugate, N is the number of receivers, and xR1R and 
xR2R are some parameters on which the value of AMS is likely to depend. In 
underwater acoustics these, for example, can be the frequency, source depth or the 
range. In ref. [6] these parameters were the frequency of sound and time. A value of 
AMS(xR1R, xR2R) = 0 indicates that there is no similarity between the arrays of signals f 
and g while a value of AMS(xR1R, xR2R) =  1 indicates that these fields at the point (x1, x2) 
are identical. 
For the purpose of this work we used an array of 4 microphones. Hence, two time 
domain acoustic fields, fRmR(t) and gRmR(t), were recorded on receivers m over time 0 ≤ t 
≤ tRmaxR for the fixed length of recording. Here fRmR corresponded to the reference data 
obtained in the clean (original) pipe while gRmR corresponded to data obtained in the 
pipe with an irregularity. The choice of tRmaxR is important because it determines the 
maximum number of frequency points in the Fourier transform. Using all time 
domain points reduces the sensitivity of the AMS to change and negates potential 
abilities to localize obstructions. Therefore, it is proposed to generate the AMS(ω, t) 
using shorter FFTs and slide through the time domain until all of the points have 
been considered. For this purpose we have experimented with a variety of K = 2P
M
P 
FFT sizes and find that the choice of M = 8 (512 data points or K = 256 FFT points) 
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seems to result in an AMS with sufficiently good time and frequency resolution. That 
is, we compute FK (a vector with m components for m microphones and where each 
component is complex) given by 
 
1, 2,( , ) ( ( , ), ( , )),  for [ , ], 0,1,2,...K j K j K j j jt F t F t t t t K t j       F F  (5.27) 
where,  
 
, ( , ) ( ( )) ( ) ,   1,2
j
j
t K t
i t
m K j K m j m
t
F t F f t f t e dt m
 
  
.
 (5.28) 
Here 
jt j t   is an instant on the sliding time scale and t is the sampling interval, 
e.g., 2.2676×10 P
−5 
Psec for our example in which the sampling frequency of fRsR = 44100 
Hz was adopted. Using the suggested value of K = 256 and j ≤ 1536, we can obtain 
the spectrograms of the data (AMS(ω, t)) for a normalized FRm,KR(ω, tRjR). In the case of 
our signals the last initial time will be at 0.03483s which corresponds to j = 1536. 
Next, we consider the associated ambiguity surfaces (AMS(ω, t) for the fields FRKR,GRK 
R(normalized)) given by equation (5.26), i.e.  
 
2
* *
, , , ,
, 1
( , )j m K n K m K n K
m n
AMS t F F G G

   (5.29) 
The ambiguity surface can be used as a scalar estimate, like of the similarity between 
the signals received on a microphone array in two different experiments, and when 
plotted gives a graphic and numerical indication of how two fields compare to each 
other. To investigate the effect of K value and use of multiple microphones two sets 
of tests are considered which were performed in a 150mm diameter 14.4m long  clay 
pipe which had a manhole in the middle of the pipe. The experimental setup  is 
described in section 4.5, Chapter 4. In the first set two tests,  Test1 and Test2, were 
performed in the empty pipe keeping the manhole closed. In the second set two more 
tests, Test3 and Test4, were performed in the same pipe keeping the manhole open. 
To analyse the data K=256 and recordings from all the four microphones were used.    
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a) 
 
b) 
Figure 5-25 AMS (a) and mean AMS (b) for two tests performed in empty pipe using 4 mics and  
K=256. 
 
a) 
 
b) 
Figure 5-26 AMS (a) and mean AMS (b) for two tests performed in empty pipe keeping the 
manhole open using 4 mics and  K=256. 
Figure 5-25 shows the result of the first analysis. The number of points falls below 
AMS<0.25 and mean AMS are calculated as 0 and 0.999. Figure 5-26 shows the 
result of the second analysis  and for this case the number of points falls below 
AMS<0.25 and mean AMS are calculated as is 0.995. 
Figure 5-27 shows the analysis for Test1 and Test2 (i.e., manhole closed vs manhole 
open). The number of points fall below AMS<0.25 and the mean AMS are calculated 
as 69 and 0.943. Figure 5-28 shows the analysis for Test1 and Test3 but this time the 
value of K=128 was used. The number of points fall below AMS<0.25 and the mean 
AMS are calculated as 18 and 0.951. The number of points is now less and the mean 
AMS is high compared to the case when K= 256 was used. Therefore, the analysis is 
sensitive to the large values of K.  
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a) 
 
b) 
Figure 5-27 AMS (a) and mean AMS (b) for two tests performed in empty pipe keeping the 
manhole closed and open using 4 mics and  K=256. 
 
a) 
 
b) 
Figure 5-28 AMS (a) and mean AMS (b) for two tests performed in empty pipe keeping the 
manhole closed and open using 4 mics and  K=128. 
 
a) 
 
b) 
Figure 5-29 AMS (a) and mean AMS (b) for two tests performed in empty pipe keeping the 
manhole closed and open using 2 mics and  K=256. 
The final analysis between Test1 and Test3 is made using K=256 but the data 
recording for two channels is considered. The number of points fall below 
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AMS<0.25 and the mean AMS are calculated as 66 and 0.959. By reducing the 
number of microphones, we get less number of points and high values of  mean AMS 
compared to the case when four microphones were considered. Therefore, the 
analysis is sensitive to the number of microphones considered. 
5.9 Conclusions 
This chapter is concerned with methods of signal processing that are required to 
obtain good quality acoustical signatures. These signatures are needed for further 
analysis and interpretation that are detailed in the following chapters. The key 
operations in this process is filtering and deconvolution. The choice of correct 
filtering method is important to ensure that the phase and amplitude relations 
between individual microphone channels that are used in the intensity analysis are 
preserved. It has been shown that the Butterworth filter is an optimum choice for this 
work . The choice of the acoustic stimulus that is used to obtain the impulse response 
of the pipe is also critical when noise is present in the environment. It has been 
shown that a chirp signal can provide the best signal-to-noise ratio and it is more 
immune to system variation that can occur during the measurement interval. This 
type of stimulus can be used successfully in the deconvolution algorithm to 
determine the impulse response of the pipe, identify change. It has been shown that 
the acoustic impulse response can also be used to measure the pipe diameter. In this 
work the Burg analysis has been found particularly useful. Another application of 
Burg estimate is to determine the water level in a pipe. Since the cut-on frequency of 
a cylindrical pipe varies with a change in its  cross-section, it should be possible to 
relate the frequency shift to the water level that caused this cross-sectional change. It 
will be shown in the following chapter that an unambiguous relation can be 
established between the shift in the frequency of the 1 P
st
P cross-sectional mode and the 
change in the water level in a pipe.  A new matched field approach has been shown 
which can be used to discriminate between changing pipe conditions. 
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Chapter 6   
Laboratory study of the acoustic inspection method 
This chapter presents the results of the laboratory study of the accuracy and 
capabilities of the proposed acoustic inspection method. The experiments were 
carried out using an anechoic chamber in the Acoustics Laboratory and pipe rigs 
installed in the Hydraulic Laboratory at the University. The temperature was 
recorded routinely in all of the experiments and the sound speed was adjusted 
accordingly using the standard relation, (i.e. equation (5.26), Chapter 5), between the 
sound speed and the temperature. The results of these experiments were essential to 
improve the sensor design and data analysis methods. A number of possible 
conditions were studied to check the capabilities of the system.  This chapter starts 
with a study of sound propagation in a 150mm diameter and 8.8m long PVC pipe 
with the and blocked end of a pipe. This pipe was free of joints, its walls were 
smooth and clean so that acoustic scattering by and absorption by the pipe walls were 
relatively small.  The results from PVC pipe were then compared with the results 
from a 150mm diameter, 14.4m long clay pipe. The clay pipe is a more complicated 
in acoustic terms because of the multiple joints which scatter a considerable amount 
of acoustic energy. Pipe joints which are not air-tight also dissipate sound acting like 
an array of Helmholtz resonators. Unlike a relatively smooth and continuous PVC 
pipe, it is very difficult to develop a reliable numerical model which can accurately 
predict the frequency-dependent sound attenuation in a multiple joint clay pipe. 
Secondly, the acoustic reflection signatures of different objects such as solid 
blockage, porous blockage, lateral connection, wall cracks and hydraulic jump are 
studied. Thirdly, the effect of blockage area, effect of water flow on the blockage 
reflection strength and sound attenuation in clay pipe are illustrated together with the 
effect water and sedimentation levels.  Fourthly, the results of the experiments in a 
600mm concrete sewer pipe are presented. This facility has been used to study the 
efficiency of loudspeaker and the general capability of the system to detect changes 
in pipes of larger diameter.  Finally, the effect of sensor positioning, sensor cover and 
temperature on the sensitivity of the developed acoustic instrument is considered.
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The methods of analysis discussed in Chapter 5 are used to interpret the results of 
these experiments. The details of the acoustic sensors and the positions at which 
these were installed in the pipes can be found in section (4.5), Chapter 4. 
6.1 Experimental design 
Experiments have been designed out to: (i) understand the capability and limitations 
of the develop acoustic sensor; (ii) to study the effect of pipe diameter and wall 
material on the recorded acoustic signature; (iii) to determine the acoustic signatures 
for a range of real life conditions found in in the sewer network. Table 6-1presents a 
list of the experiments that have been designed to study the above effects.  
Table 6-1 A list of laboratory experiments set carried out for acoustic instrumentation. These tests 
were carried out in the Hydraulics laboratory (HL) in the University of Bradford and at the 
European Pipe Line Centre (EPC) in Austria. 
Set Experiment Pipe, wall material Facility 
1.  Effect of open pipe end PVC, concrete HL 
2.  Effect of close pipe end  PVC, concrete HL 
3.  pipe joints PVC, concrete HL 
4.  sound power concrete HL 
5.  sound attenuation clay HL 
6.  effect of temperature clay HL 
7.  sensor positioning clay HL 
8.  non-porous blockage at single location PVC, clay, concrete HL 
9.  non-porous blockage at various locations PVC, clay, concrete HL 
10.  porous blockage at single location PVC, clay, concrete HL 
11.  porous blockage at various locations PVC, clay, concrete HL 
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12.  effect of water flow on blockage clay, concrete HL 
13.  measuring water level PVC HL 
14.  lateral connection clay HL 
15.  effect of pipe material PVC, clay ,concrete EPC 
16.  pipe diameter PVC, clay ,concrete EPC 
17.  crack clay HL 
18.  measuring sedimentation level PVC HL 
19.  effect of dry sediments on blockage PVC HL 
 
Specifically, these experiments were logically organised in the following manner: 
Set 1.  The purpose of this experiment was to determine the ability of the 
instrument to detect the pipe end and measure accurately the length of a 
large and small diameter pipe.  
Set 2.  Tests were performed both in PVC and Concrete pipe by sealing the pipe 
ends by thick wooden plates. Tests performed in set 2 were then compared 
with tests performed in set 1 so that change in the pipe could be identified 
which was expected at the pipe end. 
Set 3.  The PVC pipe had one joint and concrete pipe had multiple joints. 
Therefore, this experiment was to study the effect of joints on the quality 
of the recorded signal.  
Set 4.  The results of experiments from Set 3 suggested that the acoustic power 
delivered by the sensor was not sufficient for the case of a large diameter 
pipe.  Therefore, this set of experiments was designed to improve the 
signal-to-noise ratio using a speaker with a larger diaphragm. 
Set 5.  A 150mm diameter clay pipe which is a very common underground pipe 
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was designed to provide a flexible experimental facility in which a range 
of structural and operational conditions could be reproduced. This pipe 
was made of sections that could be replaced to simulate damage and 
blockage and cross-sectional changes. A manhole was also installed in the 
middle of the pipe to implant blockage in the pipe. Considering the 
number of sections which was required before and after the manhole and 
the space available in the lab, the length of the pipe was limited to 14.4m.  
Test set 1 and 2 were repeated in this pipe as well. Tests designed to 
measure sound attenuation were carried out in clay pipe. 
Set 6.  This set was designed to study the performance of a new acoustic 
intensity probe at a range of temperatures and boundary conditions in the 
pipe.  
Set 7.  This set of experiments was designed to study the effect of sensor 
positioning. The following sensor arrangements were studied:  
i. speaker and microphones both inside the pipe 
ii. speaker and microphones both outside the pipe 
iii. speaker outside the pipe and microphones inside the pipe. 
The most clean intensity response of the recorded signals was achieved 
when the speaker was left outside the pipe and microphones were left 
inside the pipe. In case of real sewer due to the access limitation it is very 
difficult to keep the speaker outside the pipe and microphones inside the 
pipe. Also to protect the microphones from water flow the microphones 
should be kept to the top surface of the pipe as close as possible. 
Considering these facts the speaker and microphones were fixed in one 
unit and all the tests in the lab were performed by keeping the unit near 
the top surface of the downstream end of the pipe. 
Set 8.  This set of experiments was designed to study the effect of water in the 
pipe on the recorded acoustic signature in the presence of blockages and 
structural defects.  
Set 9.  The accuracy of the acoustic method of blockage localisation was studied 
in this set of experiments. Here non-porous blockages were moved along 
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the pipe and their presence and locations in the pipe were identified using 
intensity analysis of the recorded signal. The tests were carried out in all 
the PVC, concrete and clay pipes. 
Set 10.  In few cases as observed from the CCTV recordings in the real sewer, 
pipe can be dry and porous blockage can exist in the pipe. Porous 
blockages made of different thicknesses of sand were reproduced in PVC, 
concrete and clay pipes and their presence and location in the pipe were 
identified using intensity analysis of the recorded signal. 
Set 11.  Porous blockages were then moved along the pipe and their presence and 
locations in the pipe were identified using intensity analysis of the 
recorded signal. The tests were carried out in all the PVC, concrete and 
clay pipes. 
Set 12.  Here, more experiments were carried out in the clay pipe to analyse the 
effect of water flow on porous and non-porous blockage. 
Set 13.  Since the level of water in the real sewer varies over time, it was 
necessary to measure the level of water from the recorded acoustic data. 
The PVC pipe was selected to develop a signal processing method to 
measure the level of water in the pipe. 
Set 14.  Although lateral connections cannot be considered as defect in the pipe, 
these connections result in significant proportion of the incident sound 
energy reflected towards the sensor. These reflections need to be 
accounted for in the analysis of the data recorded in the pipe with 
blockages and structural damage. 
Set 15.  The effect of pipe materials has been investigated exploiting the pipes at 
EPC. EPC covered a wide range of pipe made of different materials. 
Acoustic tests had been carried out for each type of pipe material. 
Set 16.  The diameter of 21 pipes in the EPC varied from 150mm to 800mm. 
Experiments had been carried out in all the 21 pipes in order to extract the 
pipe sizes from acoustic analysis and understand better how the pipe 
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diameter affects the resolution of the acoustic method. 
Set 17.  The real sewers also suffer from cracks which lead to structural failures. 
To simulate crack in the lab four sections of the clay pipe was replaced 
with four other sections where four different types of cracks were made. 
The acoustic tests were carried out for the following conditions. 
i. empty pipe with original pipe sections 
ii. one section of the pipe was replaced by the sections with cracks 
once at a time. 
iii. four sections of the pipe was replaced by the other four sections 
with cracks and placed one after another. 
 
Set 18.  From the CCTV recordings of few pipes in the Netherlands it had been 
observed that the pipes over there suffered from high level of 
sedimentation. To simulate the level of sedimentation in the lab PVC pipe 
was chosen for simplicity and was filled with different level of sediments. 
For each level of sedimentation acoustic experiments were carried out.  
Set 19.  It had also been observed from the CCTV recordings of few pipes in 
Netherlands that dry sediments existed in pipes. These conditions were 
reproduced in the laboratory to understand better the findings observed in 
experiments from Set 18. 
6.2 Reproducibility of the experiments performed 
In order to study the repeatability of the recorded intensity data, twenty tests were 
chosen which were performed in the empty clay pipe at hydraulics laboratory during 
the years 2008, 2009 and 2010.  Tests were performed with Mk 2 prototypes and 
different sets of microphone array were used in those tests. The recorded data was 
analysed using intensity technique into low (between 100Hz and 250Hz) and high 
(between 700Hz and 850Hz), frequency bands. The reflections from the pipe ends 
were selected and envelopes of the reflected signals were compared. The envelope of 
the amplitude of the intensity signal varied maximum by 10%. 
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6.3 Reflection from objects 
6.3.1 Pipe end 
The first set of experiments was to measure the response of a clean pipe with open 
end and the response of the same pipe, but terminated with a heavy 18cm thick 
wooden plate (see Figure 6-1).  
 
a) 
 
b) 
Figure 6-1 Test scenario for an open (a) and sealed (b) end PVC pipe. 
Figure 6-2 shows the intensity response of the pipe with open end. Figure 6-2(a) 
presents the spectrogram of the intensity calculated by expression (5.15) in Chapter 
5. Figure 6-2(b) presents a measure of the total energy
1
 in the reflected acoustic wave 
that is calculated by expression (5.16) in Chapter 5. The amplitude of the open pipe 
end reflection (see the light area at 9m distance) sharply increases at the low 
frequency range and reaches a maximum around 320Hz, after which the amplitude 
starts to decrease gradually. The amplitude again starts to increase after 500Hz and 
reaches to maximum around 660Hz after which the amplitude decreases sharply. The 
total energy between 0m and 11m for empty case is calculated as  496.62 and from 
pipe end between 8.5m and 11m is calculated as  495.14. This difference in the 
reflected energies can be attributed to the diffraction of sound by the sensor end of 
the pipe and the reflection from a small joint that connect two sections of the PVC 
pipe at 6m from the sensor end. Figure 6-3 shows the intensity response of the same 
pipe but with the sealed end that can be regarded as a complete blockage. In this case 
the amplitude of the end reflection gradually increases at low frequency and reaches 
to maximum around 660Hz after which the amplitude starts to decrease. For the 
                                                     
1
 From now on we will refer to the measure of the total energy as to the ‘total energy’ 
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blocked end case the total energy between 0m and 11m is calculated as  910.75 and 
total energy from pipe end  between 8.5m and  11m is calculated as  908.04. The 
amplitude of the blocked end is found to be 1.83 times higher than that of the open 
end in the case of PVC pipe.  
 
a) 
 
b) 
Figure 6-2 The intensity response from an empty open PVC pipe  (a) and the energy reflected by 
the open end of the pipe plotted as a function of frequency (b) . 
 
a) 
 
b) 
Figure 6-3 The intensity response from a blocked PVC pipe  (a) and energy reflected by the blocked 
end of the pipe plotted as a function of frequency (b). 
The second set of experiments was to measure the response of a clean clay pipe with 
open and rigid termination. The rigid termination was achieved by blocking the pipe 
end with a heavy 18cm thick plywood plate (see Figure 6-4).  
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a) 
 
b) 
Figure 6-4 Test scenario for an open (a) and sealed (b) end clay pipe. 
Figure 6-5 shows the intensity response of the clay pipe with open end. Similarly to  
the result for the PVC pipe with an open end, the amplitude of the reflection from the 
open clay pipe peaks in the low frequency range and reaches a maximum around 
320Hz. The reflected energy has a second maximum around 660Hz the amplitude of 
which is relatively low in comparison with that of the 1
st
 maximum. It can be noted 
that in the case of the PVC pipe the both maxima are of similar amplitude. The 
reflected energy decreases sharply after the frequency of the 2
nd
 maxima. The total 
energy between 0m and 16.5 m for empty case is calculated as  292.82 and from pipe 
end between 14m and  16.5m is calculated as  272.76.  The difference between the 
reflected energies calculated in these two ranges is more considerable than that 
observed in the case of the 150mm PVC pipe. This is likely to be attributable to the 
scattering and dissipation of the incident acoustic energy by multiple pipe joints that 
are inherent to the 150mm clay pipe.  
Figure 6-6 shows the intensity response of the 150mm clay pipe with the sealed end. 
The intensity response shown in Figure 6-6 is noticeably different to that measured in 
the case of the blocked PVC pipe because of the presence of multiple connections in 
the 150mm clay pipe.  There is a relatively small difference between the intensity 
responses for the clay pipe with the open and terminated ends (Figure 6-5 vs. Figure 
6-6). Similarly to the case of the 150mm clay pipe with the open end, there are a 
pronounced maximum in the energy reflected by the termination around 300 Hz and 
a less pronounced maximum around 600 Hz. It is likely that the higher end of the 
spectrum of the intensity response of the 150mm pipe is strongly affected by  
Chapter 6 Laboratory study of the acoustic inspection method 
 
102 | P a g e  
 
 
a) 
 
b) 
Figure 6-5 The intensity response from an open end clay pipe  (a) and the energy reflected by the 
open end of the pipe plotted as a function of frequency (b). 
 
a) 
 
b) 
Figure 6-6 The intensity response from a blocked clay pipe  (a) and the energy reflected by the 
blocked end of the pipe plotted as a function of frequency (b). 
the multiple joints. In the case of the clay pipe with the open end, its response is also 
affected by the presence of the water storage tank at the upstream end of the pipe that 
is difficult to quantify (see Figure 6-4(a)). For the blocked end pipe the total energy  
reflected between 0m and 16.5m is 383 and that reflected between 14m and  16.5m is 
367. The amplitude of the blocked end is found to be 1.34 times higher than that of 
the open end in the case of clay pipe. 
6.3.2 Reflection from solid blockage 
The third set of experiments was to study the reflection from a solid obstacle. Two 
tests were performed: one in the PVC pipe and another one in the clay pipe. The 
blockage used in this experiment is shown in Figure 6-7. It was a concrete blockage 
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made to simulate the curvature of the pipe. This blockage was 56.5mm high and 
101mm wide which corresponded to approximately 34.5% of the pipe cross-section. 
The blockage was positioned at 4.23m from speaker diaphragm in PVC and clay 
pipe.  
 
Figure 6-7 Concrete blockage. 
Figure 6-8 show the intensity response of the PVC pipe and clay pipe with the 
concrete blockage. Figure 6-9 shows the acoustic energy reflected by the blockage in 
these pipes as a function of the frequency.  Figures 6-8 show that there are 
differences in the reflected intensity patterns. The acoustic energy reflected by the 
blockage in the PVC pipe is relatively high  
 
a) 
 
b) 
Figure 6-8 The intensity response of  PVC pipe(a) and clay pipe (b) having a solid blockage. 
between 600 and 700 Hz and relatively low below 350 Hz. The total energy reflected 
by the blockage and recorded in the range between 4m and 6.5m is 139.52 and 
124.10 for PVC and clay pipes, respectively. In the case of the clay pipe, the 
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reflected energy is 11% less than that measured in the PVC pipe due to the presence 
of multiple joints. 
 
Figure 6-9 Blockage reflection plotted as a function of frequency in PVC and clay pipe. 
6.3.3 Reflection from porous blockage 
The fourth set of experiments was to study the reflection from a porous obstacle. The 
purpose of this experiment was to understand the effect of the absorbing boundary of 
a local blockage on the reflected intensity and the total reflected energy. The 
blockage used in this experiment is shown in Figure 6-10. It was simulated with a 
heap of fine sand 60( 300 )D m  loaded in an acoustically transparent fabric. The 
blockage was positioned at 6.92m from the speaker diaphragm, and the far end of the 
pipe was kept open. The approximate characteristic dimensions of this blockage were 
700mm long and 140mm wide and 55mm high, which corresponded to 
approximately 34% of the pipe cross-section.  
 
Figure 6-10 A porous blockage used in the 150 mm diameter clay pipe. 
Despite the fact that the cross-sectional area of the blockage used in the clay pipe is 
relatively large, the strength of the reflection from it appears strongly reduced and 
masked by the multiple scattering from the pipe joints. Because the blockage is 
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composed of dry fine sand, its reflection coefficient is relatively small and strongly 
frequency dependent. 
Figure 6-11 shows the intensity response of the clay pipe having the porous blockage 
and also the energy of the blockage with frequency. The amplitude of the blockage is 
maximum at the low frequency range and decreases with the increased frequency. 
The amplitude again starts to increase after 450Hz and reaches a maximum around 
660Hz after which the amplitude decreases sharply.  The energy from the blockage 
between 6.5m and 9m is calculated as 63.88. By keeping the solid blockage shown in 
Figure 6-6, which has roughly the same cross-section as the porous blockage, at the 
same place where the porous blockage was set, the energy is calculated as 84.32. The 
energy reduced by 24% from solid blockage to porous blockage. It should be noted 
that the lengths of the concrete and porous blockages was significantly different. This 
factor was expected to result in some enhancement in the acoustic energy reflected in 
the low-frequency range below 250 Hz (see section 3.3 in Chapter 3). In this 
frequency range the acoustic absorption coefficient of fine sand is relatively small, 
[71],   and the amplitude of the reflected energy is controlled by the geometrical 
dimensions of the blockage. This is confirmed by the frequency-dependent reflected 
energy data shown in Figures 6-9 and 6-11(b). 
 
a) 
 
b) 
Figure 6-11 The intensity response from a  clay pipe  (a) and energy reflected by the porous 
blockage plotted as a function of frequency (b). 
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6.3.4 Lateral connection 
The fifth set of experiments was to study the reflection from a lateral connection. The 
clay pipe has a rectangular lateral connection of size 22cm × 12cm (see Figure 6-12) 
which centre is located at 6.92m from the speaker diaphragm.  
 
Figure 6-12 Lateral connection in clay pipe. 
Figure 6-13 shows the spectrogram of the intensity response of the clay pipe having 
the lateral connection (a) and also the reflected acoustic energy as a function of the 
frequency. The behaviour of the acoustic intensity reflected by the lateral connection 
is similar to that reflected by the open end of the pipe. The amplitude of the reflected 
energy peaks at the low frequency  
 
a) 
 
b) 
Figure 6-13 The intensity response from a clay pipe having a lateral connection  (a) and energy 
reflected by the lateral connection  plotted as a function of frequency (b).  
end of the spectrum and rapidly decreases sharply with the increased frequency 
reaching a minimum between 400Hz and 500Hz. There is a local maximum around 
700Hz that is similar to that observed in the case of the wave reflected from the open 
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end. The energy from the lateral connection between 6.5m and 9m is calculated as 
76.23 that is 28% of that reflected from the open pipe end. 
6.3.5 Reflection from crack 
The sixth set of experiments was to study the reflection from a wall crack. Different 
types of cracks were simulated by crashing clay pipes mechanically. Four of these 
sections are shown in Figure 6-14 labelled as crack type 1, crack type 2, crack type 3 
and crack type 4. All of the types  
 
a) crack type 1 
 
b) crack type 2 
 
c) crack type 3 
 
d) crack type 4 
Figure 6-14 Four different types of crack in 150 mm clay pipe. 
suffered from longitudinal and circumferential crack. The sixth section of the clay 
pipe which starts at 3.14m from the sensor end was replaced by another section with 
simulated cracks. The total length of crack in type 1, 2, 3 and 4 was measured as 
252cm, 259.5cm, 267cm and 219cm respectively and the mean crack width was 
measured approximately as 2mm, 2mm, 4mm and 1.5mm, respectively. The 
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maximum variation in the pipe diameter in these sections was 7.6mm, 8.7mm, 
29.6mm, 9.2mm, respectively. Figure 6-15 shows the intensity response of the clay 
pipe having different types of crack and Figure 6-16 shows the frequency-dependent 
acoustic energy  
 
a) crack type 1 
 
b) crack type 2 
 
c) crack type 3 
 
d) crack type 4 
Figure 6-15 The intensity response from a clay pipe having different types of crack. 
reflected by the crack. The similarity in the frequency patterns for all the cracks is 
that the total energy reflected by a crack is relatively constant in the plane wave 
regime. In this regime the total energy between 3m and 5.5m are  5.35, 7.08,  15.41, 
4.42 for crack type 1, 2, 3 and 4, respectively. These values  are comparatively  low. 
The reflected energy has been found to show some  dependence on the crack length 
and the degree of pipe wall deformation. The crack type 4 had minimum crack length 
and near zero deformation and hence the lower energy was reflected compared to 
other crack types. The crack type 3 had maximum crack length and reduction of the 
mean cross-sectional area. Hence, the maximum energy was reflected by this crack 
in the low frequency range compared to other crack types. Figure 6-17 presents the 
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acoustic intensity data obtained from the clay pipe with simulated wall cracks and 
filtered in the very low frequency band of 100-250 Hz and in the frequency band 
above the 1
st
 cross-sectional resonance, 2350-2500Hz. A distinguished acoustic 
characteristic of a crack is that it is mainly visible in the high frequency band. The 
ratio of the reflected acoustic energy filtered in the 2350-2500 Hz to the reflected 
acoustic energy filtered in the 100-250 Hz is approximately 166. This finding 
suggests that the detection of cracks in sewer networks will require the acoustic 
instrument to operate in the high-frequency regime, i.e. above the 1
st
 cut-on 
frequency of the pipe in which a number of cross-sectional modes can be excited and 
actively interact with small wall defects. This phenomenon is illustrated in Figure 
6-18  that presents the acoustic intensity spectrograms of the 150mm pipe plotted in 
the frequency range of 100 – 3000 Hz, and in Figure 6-19 that presents the total 
reflected energy in this frequency range. The bright areas around 1300Hz and 2300 
Hz correspond to the 1
st
 and 2
nd
 cross-sectional mode reflected by the wall cracks 
simulated in the pipe at 3.14m. Therefore, the maximum of the reflection coefficient 
for a crack tends to occur at the frequencies that correspond to those cross-sectional 
modes in which the acoustic pressure reaches its maximum near the wall. 
 
Figure 6-16 The energy reflected by different type of cracks plotted as a function of frequency. 
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a) low frequency, 100-250Hz band  b) very high frequency, 2350-2500Hz 
Figure 6-17 Crack findings at low and very high frequency band. 
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a) crack type 1 
 
b) crack type 2 
 
c) crack type 3 
 
d) crack type4 
Figure 6-18 The intensity response considering  very broad spectrum  of a clay pipe having 
different type of cracks. 
 
Figure 6-19 The energy reflected (i.e. in the range 100Hz to 3000Hz) by different type of cracks 
plotted as a function of frequency. 
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6.4 Effect of the blockage area 
In order to study the effect of the blockage area on the reflected intensity four 
acoustic tests were performed in the clay pipe using four different sizes of semi-
circular blockages (see Figure 6-20). The blockages were set at 6.92m from the 
diaphragm of the speaker.  
 
Figure 6-20 Four different size concrete semi circled blocks. 
The cross-sectional area of a semi-circle of height h can be calculated using the 
following equation  
 
2
1( ), 2cos
2
r r h
A Sin
r
   

    (6.1) 
 
Figure 6-21 Schematic of a partially filled pipe. 
r
h
1 
2 
3 
4 
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a) 19.76% 
 
b) 23.6% 
 
c) 32.06% 
 
d) 34.97% 
Figure 6-22 The intensity response from a clay pipe having  16.53% (a), 21.78% (b), 34.46% (c) 
and 39.86% cross-sectional blockage. 
The approximate characteristic dimensions of the blockages were 33.3mm, 40.5mm, 
56.5mm and 63mm high which corresponded to approximately 16.52%, 21.78%, 
34.46% and 39.86% of the pipe cross-section, respectively.  
Figure 6-22 shows the intensity response for the four blockages. The acoustic energy 
reflected from blockages 1 - 4 are 23.42, 40.84, 83.3 and 125.92, respectively. These 
energies were calculated in the range between 6.5m and 9m. The reflected acoustic 
energy as a function of the percentage of the pipe cross-section occupied by the 
blockage can be approximated by the following quadratic expression 
 2 20.001566 0.4667 6.038, 0.997tE A A R      (6.2) 
where, Et (relative units) is the energy from the blockage of cross-section A (meters 
squared). The measured and predicted (i.e. equation (6.2)) amplitude as a function of 
the percentage of the cross-sectional area of the pipe occupied by the blockage are 
shown in Figure 6-23. 
 
blockage 
pipe end 
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Figure 6-23 Experimental and predicted energy for different blockage cross-section. 
6.5 The effect of a continuous layer of porous sediment 
A study was carried out to determine the effect of a continuous layer of porous 
sediment on the acoustic reflection strength of a local blockage. Typically, a 
continuous layer of porous sediment results in excessive acoustic attenuation that can 
reduce considerably the intensity of the signal reflected by a local blockage [72]. 
 Figure 6-24 shows a rough sediment bed which was made by placing sand 
inside the pipe and equally spreading it all the way from one end to another leaving a 
bed with depth of around 15mm  (i.e. 5.2% of the pipe cross section).  Three acoustic 
experiments were performed. The first experiment was performed in the empty clay 
pipe with the open end. A layer of dry fine sand (see  Figure 6-24) was then 
deposited in the pipe and the acoustic measurement was repeated.  
 
 Figure 6-24 Sediment bed in 150mm PVC pipe. 
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Figure 6-25 shows the spectrogram of the acoustic intensity response of the clean 
pipe PVC pipe (a) and the pipe with a layer of sand (b). The acoustic energy reflected 
from the pipe end estimated in the range between 8.5m and 11m was 683.05 and 
17.24, respectively. This corresponded to a 97.48% reduction in the reflected 
acoustic energy caused by the presence of an absorbing layer of sand. 
 
a) 
 
b) 
Figure 6-25 Intensity response from clean pipe (a) and pipe with sand (b). 
The third experiment was performed with  a porous blockage that consisted of a heap 
of medium stone gravel (6mm diameter stone base) enclosed in an acoustically 
transparent fabric (see Figure 6-26) and was about 25% of the pipe’s cross-section. 
The blockage was laid on the layer of sand at 6.91m away from the speaker 
diaphragm.  
 
Figure 6-26 A small porous blockage used in the laboratory experiments. 
pipe end 
pipe end 
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Figure 6-27 (a) shows the intensity response of the pipe with a blockage on a layer of 
dry sand. It is difficult to use this spectrogram to detect the presence of the blockage 
because of a relatively weak reflection from it and relatively strong reflections from 
rough parts of the layer of sand that extend over the entire range of the spectrogram. 
An alternative method is to subtract the result for the pipe without the blockage from 
that with the blockage. The subtraction process cancels out fully or partially the 
reflections from any rough features of the sediment bed and enhance the signal 
reflected by the blockage. Figure 6-27 (b) shows the intensity response where the 
unwanted reflections were removed. In this case, the reflection from the blockage 
can be detected clearly around 7m from the sensor end of the pipe. There are three 
important conclusions that can be drawn from the results of these experiments: (i) a 
relatively small layer of dry, porous sediment (e.g. 5% of the pipe cross-section) can 
result in a considerable (40-fold) increase in the attenuation of sound at frequencies 
below the 1
st
 cross-sectional resonance; (ii) it is difficult or impossible to detect a 
relatively large (e.g. 25%) blockage without having reference data on the acoustic 
response of the pipe without the blockage; (iii) the reflection from the pipe end is 
strongly weakened by the presence of dry porous sediment (see clause (i)) - this 
phenomenon can be used to detect the presence of porous sediments in sewer 
network and estimate its amount. 
 
a) 
 
b) 
Figure 6-27 The intensity response of the 150mm PVC pipe with a blockage on a layer of sand (a); 
 and the difference in the intensity responses: pipe with a layer of sand and the blockage versus 
 pipe  with a layer of sand, no blockage.  
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6.6 Finding sedimentation level 
Because of the continuous presence of water in the sewer network the deposited 
sediments are generally wet. A pipe with a wet sediment bed may not exhibit a 
noticeable increase in the acoustic attenuation and a method, alternative to that 
described in the previous section is needed to estimate the amount of the deposited 
sediment. One possibility is to measure accurately the frequencies of the first few 
 
Figure 6-28 Sedimentation in the 150 mm PVC pipe. 
cross-sectional modes that depend on the pipe dimensions and geometry. The level of 
wet sediments will affect the frequencies of cross-sectional modes that can be excited 
when a sound source is inserted in the pipe. At these frequencies the sound field in 
the pipe has characteristic maxima that can be detected with a narrow-band 
frequency analysis. In this work we used the Burg analysis method (described in 
section (5.7) of Chapter 5) to find the resonance peaks in the frequency spectra and 
relate it to the sediment level in 150 mm PVC pipe. 
In order to investigate the resolution of the above method a set of experiments was 
performed in the 150mm PVC pipe. Firstly, an acoustic measurement was taken in 
the dry, empty pipe. The Burg analysis method was applied to the acoustic pressure 
impulse response recorded on all the microphones in the sensor array. In this analysis 
the first 120 samples were ignored and the following 512 samples were used in the 
Burg analysis of order 256. The 1
st
 cross-sectional resonance frequency determined 
from microphones 1 - 4 are 1372Hz, 1355Hz, 1361Hz and 1371Hz, respectively (see 
Figure 6-29 (a)). Similarly, the frequencies of the 2
nd
 and 3
rd
 cross-sectional modes  
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a) 
 
b) 
 
c) 
 
d) 
Figure 6-29 Resonant frequency using Burg analysis for all the channels in empty condition (a) 
and three different sedimentation level - 19mm (b), 38mm (c) and 75mm (d).  
can be predicted  (see section 5.7 in Chapter 5).This pipe was then filled partly with 
sediment so that acoustic measurements were taken at the following sediment depths: 
19mm, 38mm and 75mm. The maximum sediment level (75mm) corresponded to 
50% of the pipe cross-section occupied by sediment. The results of these experiments 
are presented in Figure 6-29 (b-d).  
We used a finite element modelling [73], which needs an input value of the acoustic 
admittance β that is an inherent acoustic characteristic of the sediment layer [72], to 
predict the frequencies of a few first cross-sectional modes. The acoustic admittance 
β=0 in the case when the acoustic boundary is hard. The value of β is complex and it 
depends strongly on the amount of water in the porous sediment, the size of sediment 
grains and the layer thickness [71]. The resonance frequency is measured near the 
open end of the pipe and it is affected by the presence and positions of the speaker 
and the four microphones. Table 6-2 shows the resonant frequencies predicted by 
Burg analysis and also modelled by the FEM for β=0.  It was found that the model 
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matches the more accurately the minimum resonant frequency determined 
experimentally via the four microphones channels.  
Table 6-2 Burg and FEM analysis for different level of sedimentation. 
test 
no. 
depth 
(mm) 
temperature 
(
o
C) 
frequency (Hz) Burg frequency(Hz) FEM 
ch1 ch2 ch3 ch4 β =0 
1 0 21.5 1372 1355 1361 1371 1350 
2 19 23.5 1505 1497 1491 1492 1477 
3 38 26.5 1718 1710 1709 1704 1693 
4 75 26 2271 2269 2414 2301 2269 
 
Figure 6-30 shows the experimental resonant frequency predicted by Burg analysis, 
taking the minimum frequency of all the four channels, and resonant frequency 
modelled by the FEM for   β=0 as a function of the sediment level in the 150mm 
PVC pipe. 
 
Figure 6-30 Experimental and theoretical (FEM) resonant frequencies for different sand level. 
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Figure 6-31 Experimental and predicted % blockage created by sediments in 150 mm PVC pipe. 
The area blocked by sand can be found using equation(6.1). The sand levels created 
approximately 7%, 20% and 50% blockage to the pipe. The measured frequency of 
the 1
st
 cross-sectional resonance can be used to determine the percentage of blockage 
via the following linear relation  
 
20.05474 74, 0.999p testb f R    (6.3) 
where, pb is percentage blockage and testf  is the measured frequency of the 1
st
 cross-
sectional resonance. 
6.7 Finding water level 
A technique, similar to that detailed in the previous section was used to find the level 
of water in the 150mm PVC pipe. Firstly, an acoustic measurement was taken in the 
dry, empty pipe. Then the pipe was partially filled with water and experiments were 
performed with six different water levels: 16mm, 22mm, 28mm, 35mm, 43mm and 
50mm. The Burg analysis method was applied to the acoustic pressure impulse 
response that was recorded on the four microphones in the array as described in 
section 6.6. The minimum resonant frequencies of all the four microphones for 
different water levels in the 150mm PVC pipe are shown in Figure 6-32. 
Table 6-3 shows the resonant frequencies predicted by Burg analysis and also 
modelled by the FEM for β=0.  It was found that the model matches the more 
accurately the minimum resonant frequency determined experimentally via the four 
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microphones channels. Figure 6-33 shows the experimental resonant frequency 
predicted by Burg analysis, taking the minimum frequency of all the four channels, 
and resonant frequency modelled by the FEM for   β=0 as a function of the sediment 
level in the 150mm PVC pipe. The discrepancy between Burg prediction and FEM 
can be explained by the presence of the speaker enclosure that occupies a finite 
volume in the pipe (approximately 22%) behind the microphone array effectively 
reducing the cross-sectional area of the pipe and resulting in some increase in the 
frequency of the 1
st
 cross-sectional resonance. A more complicated method to 
compensate for this effect is to include the speaker geometry in the finite element 
model.  
 
Figure 6-32 Experimental resonant frequency for different water level in 150mm PVC pipe. 
Table 6-3 Burg and FEM analysis for different level of water. 
test 
no. 
depth 
(mm) 
temperature 
(
o
C) 
frequency (Hz) Burg frequency(Hz) 
FEM, β =0 
ch1 ch2 ch3 ch4 
1 0 21 1379 1365 1358 1365 1349 
2 16 22.5 1505 1486 1479 1475 1447 
3 22 22 1591 1562 1545 1528 1501 
4 28 20.5 1652 1630 1619 1585 1559 
5 35 20 1753 1725 1709 1664 1637 
6 43 17 1846 1812 1794 1748 1730 
7 50 24.5 1896 1962 1938 1874 1854 
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Figure 6-33 Experimental and theoretical (i.e. FEM) resonant frequency for different water level. 
The water levels of 0mm, 16mm, 22mm, 28mm, 35mm, 43mm and 50mm 
correspond to the 0%, 6%, 9%, 13%, 18%, 24% and 29% percentage of the wetted 
cross-sectional area of the pipe, respectively. Figure 6-34 illustrates graphically the 
relation between the wetted cross-sectional area of the pipe and frequency of the 1
st
 
cross-sectional resonance.  
 
Figure 6-34 Experimental and predicted resonant frequency with percentage cross-sectional due to 
different water level in 150mm PVC pipe. 
The above data were used to derive the following empirical linear relation  
 20.05874 80.11, 0.994a ww f R    (6.4) 
Here, wf  is the predicted frequency of the 1
st
 cross-sectional resonance and aw  is the 
wetted cross-sectional area of the pipe.  
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6.8 Energy calculation for different level of sedimentation 
Energy calculation of the reflected intensity signal is another mean to find the level 
of sedimentation as it was noted in section 6.3. The experimental procedures 
described in sections 6.2 and 6.3 were used to find the energy contents in the signal 
reflected from the end. For pipes with sedimentation it is likely that less energy will 
reflect back from the pipe end since most of the energy will be dissipated. The pipe 
end will reflect more energy to the sensor which will give higher energy value for 
cleaner pipe.  
 
a) 
 
b) 
 
c) 
 
d) 
Figure 6-35 The intensity response of the 150mm PVC pipe with 0mm (a), 19mm (b), 38mm and 
75mm (d) sediment level.   
Figure 6-35 shows the intensity response of the 150mm PVC pipe for clean condition 
and for different level of sedimentation. The total energy and reactive energy are 
calculated using equation (5.16) and (5.17) of Chapter 5. The result is shown in 
Table 6-4. It is observed from the table that for the first test (i.e. empty pipe) the 
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reflection from pipe end returns highest total and reactive energy to the sensor. In the 
second test when the pipe started to get sediment (i.e. sediment depth of 19mm), low 
energy returned to the sensor and so on. It should be noticed that the attenuation due 
to the presence of a 19mm layer of dry sediment has increased from72% to 97% after 
this sediment had been wetted. The energy calculation of the reflected signal is 
particularly very useful if the change in the system is very minor but still required to 
detect and quantify the change and will be shown in Chapter 7 where recorded data 
from field trips will be analysed.  
Table 6-4 Energy calculation for different level of sedimentation. 
test 
no. 
sediment 
depth (mm) 
energy 
total reactive 
1. 0 1088.98 3.35 
2. 19 309.37 0.96 
3. 38 138.39 0.43 
4. 75 48.9 0.29 
 
 
a) 
 
b) 
Figure 6-36 Experimental and predicted total (a) and reactive (b) energy with sediment depth in 
150mm PVC pipe. 
Table 6-4 were used to derive the following empirical relation between total energy 
and reactive energy with sediment depth. 
 0.1007 0.02481 2777.3 311.7 , 1x xtE e e R
     (6.5) 
 0.07911 0.0003909 23.076 0.2737 , 1x xrE e e R
     (6.6) 
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where, Et and Er are total energy and reactive energy in unit respectively and x is the 
sediment depth in mm. Figure 6-36 illustrates graphically the experimental and 
predicted relation between the total energy and reflected energy of the pipe end with 
different level of sedimentation. 
6.9 Effect of water on the blockage reflection strength 
A flow of water in a pipe with a blockage can change significantly the response 
measured with the acoustic sensor. The main effects of the water flow are: reduction 
of the cross-sectional area of the pipe open to sound waves, partial obstruction of the 
blockage, partial coverage of deposited sediment and turbulence-generated water 
waves. To investigate the effect of water in reflected signals, two artificial blockages 
(similar to the blockage shown in Figure 6-10) were made using bags of fine sand in 
the 150mm clay pipe. These corresponded to approximately 15% and 30% of the 
pipe cross-sectional area. Two different water levels were investigated: 15mm and 30 
mm. These water levels corresponded to 5% and 14% of the wetted area of the pipe 
(see Figure 6-37). The discharge rate for 15mm and 30mm water level was predicted 
using equation (4.2) in Chapter 4 as 0.21 litre/sec and 1.58 litre/sec, respectively. The 
blockage was deposited at 6.92m from the speaker diaphragm and experiments were 
performed in the dry pipe and in the pipe with a flow of water. It should be noted that 
the blockage was completely submerged in the water when the water level was 
increased to 30mm. 
 
 
Figure 6-37 Setup to investigate the effect of water in reflected signals. 
Figure 6-38 ((a)-(c)) shows the intensity response from pipe end for a clean dry pipe, 
and for the pipe with 15mm and 30mm water levels measured at the sensor end. 
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Figure 6-38 (d) shows the frequency-dependent energy reflected from the pipe end 
measured in these three experiments in the range between 14m and 16.5m.  
 
a) 
 
b) 
 
c) 
 
d) 
Figure 6-38 The intensity response  from pipe end for dry condition (a), 15mm water level (2) and 
30mm water level(3) and the energy reflected by the pipe end for the three conditions. 
The intensity spectrograms and the reflected energy calculated for the these three 
experiments are very similar. The energy of the reflected intensity from the pipe end 
for 0mm, 15mm and 30mm levels of water was 313.14, 306.39 and 301.75, 
respectively. These results suggest that the effect of water level on the intensity 
reflected by the open end of the pipe is relatively small. The increase in the water 
level can cause up to 3.6% (for 30mm water level) reduction in the reflected acoustic 
energy arriving on the microphone array. There is a 33% increase in the amount of 
energy reflected in the low frequency range (around 250 Hz) and a small decrease in 
the amount of energy reflected in the higher frequency range (around 700 Hz) when 
the level of water in the pipe changes from 0mm to 30mm (Figure 6-38 (d))). The 
behaviour of the reflected energy as a function of the water level between these 
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frequencies is more complicated and, on average, it does not affect significantly the 
total energy reflected by the pipe end. 
Figure 6-39 ((a)-(c)) shows the spectrograms of the intensity response from the 15% 
blockage for dry condition, and for the pipe with 15mm and 30mm water levels 
measured at the sensor end. Figure 6-39  (d) shows the corresponding acoustic 
energies reflected from the blockage.  
 
a) 
 
b) 
 
c) 
 
d) 
Figure 6-39 The intensity response  from 15% blockage in dry condition (a), 15mm water level (2) 
and 30mm water level(3) and the energy reflected by the 15% blockage for the three conditions. 
The behaviour of the reflected energies is similar in the case of the dry pipe and the 
pipe with a 15mm of water. There is a considerable (18-fold) increase in the reflected 
energy around 250 Hz. This resembles the frequency dependence of the energy 
reflected from the open/close end of the pipe that is illustrated in Figure 6-5(b) and 
Figure 6-6(b), albeit it is much lower in amplitude. The total energy reflected from 
the blockage is 14.31, 11.06 and 35.99 for 0mm, 15mm and 30mm levels of water in 
the pipe, respectively. The latter figure reflects a considerable increase in the low-
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frequency reflection strength that is caused by a change in the pattern of 30mm water 
flow that largely conceals the blockage from the incident acoustic wave. In this case, 
the reflections registered by the acoustic instrument are associated with the complex 
flow pattern that develops around the blockage and beyond. These phenomena 
deserves a separate, systematic investigation [73]. 
 
a) 
 
b) 
 
c) 
 
d) 
Figure 6-40 The intensity response  from 30% blockage in dry condition (a), 15mm water level (2) 
and 30mm water level(3) and the energy reflected by the 30% blockage for the three conditions. 
Figure 6-40  ((a)-(c)) shows the intensity response from the 30% blockage in the dry 
pipe and in the pipe with 15mm and 30mm water levels measured at the sensor end. 
Figure 6-40 (d) shows the corresponding frequency-dependent energy reflected from 
this blockage. These results show that as the size of the blockage increases the effect 
of the water level becomes less pronounced. Similarly to the case with the 15% 
blockage, there is a considerable (7-8 fold) increase in the energy reflected in the low 
frequency band (around 250 Hz). However, outside this range the results are 
remarkably similar. The total energy reflected from the blockage was calculated in 
the range between 7m and 9.5m. The results for 0mm, 15mm and 30mm water levels 
300 400 500 600 700
0
2
4
6
8
10
12
frequency Hz
a
m
p
li
tu
d
e
 (
u
n
it
)
 
 
dry condition
15mm water level
30mm water level
Chapter 6 Laboratory study of the acoustic inspection method 
 
129 | P a g e  
 
are 54.77, 46.49, and 88 units, respectively. These results indicate that the reflection 
strength of a 30% blockage can vary by up to 60.67% as the water level changes 
from 0 to 30mm. The frequency dependence of the acoustic intensity and energy 
reflected from the 30mm blockage in the presence of 30mm level of water is similar 
to that measured in the case the reflection from the pipe end (see Figure 6-38(d) and 
Figure 6-5 (b), Figure 6-6(b)).  
6.10 Sound attenuation 
An important characteristic of sewer pipe composed of multiple sections is its overall 
acoustic attenuation. Section 6.1 has already demonstrated the difference between the 
reflection strengths from artefacts in a relatively smooth (PVC) and relatively rough 
(clay) sewer pipes of the same diameter and cross-section. The excess attenuation 
measured in the clay pipe relates mainly to the scattering by protruding joints, 
viscous friction on rougher walls of the clay pipe and energy dissipation via poorly 
sealed gaps between individual sections of the clay sewer pipe. To measure the 
sound attenuation the clay pipe was sealed with a 18cm thick plywood piece (see 
Figure 6-41) that was positioned and sealed at two different places: 3.5m and 7.5m 
from the speaker diaphragm.  
 
Figure 6-41 18cm thick wooden block to seal pipe. 
 
Figure 6-42 Experimental setup in 150mm clay pipe to find sound attenuation. 
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The intensities 1I  and 2I  reflected from the blockage at distances 1d and 2d can be 
expressed by the following expressions 
 1 22 2
1 0 2 0 and 
a d a d
b bI r I e I r I e
    (6.7) 
where 0I the intensity in the incident is sound wave and br is the energy reflection 
coefficient of the blockage. The attenuation coefficient a is found by dividing 1I  by
2I , i.e. 
 1 2
2 1
log /1
 ( )
2
I I
a np
d d


 
 
 1 2
2 1
log /
4.345  ( / )
I I
a dB m
d d


 (6.8) 
The intensities at two different places and the attenuation coefficient for different 
frequency bands are shown in Figure 6-43. 
 
Figure 6-43 Attenuation of intensity data plotted as a function of frequency. 
The above graph shows a marked increase in the attenuation around 800 Hz that 
largely explains the spectral difference between the reflection strength of objects in 
the smooth PVC pipe and in the rougher clay pipe detailed in section 6.1.  
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6.11 Limitations of the acoustic method in terms of the maximum 
pipe size 
In order to determine the limitation of the acoustic inspection method in terms of the 
maximum pipe diameter and the associated frequency range, a separate set of 
experiments was performed in a 600mm diameter and 20m long concrete pipe. A 
serious challenge here is to deliver a sufficient sound power below the frequency of 
the 1st cross-sectional resonance that is predicted at 330Hz for T = 20
o
C. Because the 
wavelength in this frequency is relatively large, it is unclear how sensitive this 
method is to blockages that are relatively small in comparison with the wavelength. 
In this section it will be discussed how increasing the speaker size of the sensor the 
resolution of the reflected signal can be improved.  
The first two experiments were performed using a large (3.3) and small (2.5) 
loudspeakers in dry, empty pipe. Figure 6-44 show the measured intensity responses 
of the pipe to the excitation from the large (a) and small (b) loudspeakers. Since the 
1
st
 cut-on frequency for the 600mm pipe is very low, the signal was analysed within 
50Hz and 240Hz with 150 Hz band width in 3Hz steps.  
 
a) 
 
b) 
Figure 6-44 The intensity response from a 600mm pipe using big sensor (a) and small sensor(b). 
The results show that the end of pipe is clearly visible in the spectrogram in Figure 
6-44 (a) in the case when the large speaker was used for the acoustic excitation. 
Figure 6-44 (b) illustrates that the pipe end is barely noticeable in the case when the 
small speaker was adopted. 
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The total energy reflected from the pipe end was calculated between 20m and 22.5m. 
The results are 308.69 and 7.29 for the large and small speaker, respectively. The 
relatively large difference between the two energies (42-fold) suggests that the small 
acoustic sensor does not have output sufficient to carry out measurements in a 
600mm pipe. The spectrograms presented in Figure 6-44 also illustrate that there are 
multiple reflections that are likely to be caused by the presence of pronounced joints 
between the 8 sections of which the 20mm pipe was constructed.  In the case of the 
smaller sensor (Figure 6-44 (b)) there is a pronounced interference that is visibe as a 
illuminated zone within the first few meters in the spectrogram. This interference is 
likely to relate to the strong diffraction effect that the open end of the pipe would 
exert on the microphone array positioned in its vicnity. This effect is not strong in the 
case of the large sensor that can be explained by a longer distance between the 
microphone array and the speaker diaphragm (see section 4.2.2 in Chapter 4).  
The next experiment was performed in the dry pipe with a blockage using the big 
(3.3) loudspeaker. A 21.7cm×12.8cm ×20.6cm blockage (see Figure 6-45) was 
made of four bricks and it occupied approximately 10% of the pipe cross-section. 
This blockage was placed at two positions inside the pipe: 4.8m and 12.3m from the 
speaker diaphragm.  
 
Figure 6-45 Blockage in 600mm diameter pipe. 
Figure 6-46 shows the intensity response of the pipe having a blockage in it. In both 
the cases, the blockage could not be identified in the spectrum. In this case we 
suggest to look for the amplitude of the intensity from the pipe end. Since a solid 
blockage was implanted we could expect the intensity amplitude from the pipe end to 
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be less than empty condition due to fact that blockage would reflect some of the 
incident energy back to the sensor.  The intensity amplitude from pipe end between 
20m and 22.5m are now calculated as 300.7 and 292.27 which shows a 2.6% and 
5.6% decrease in amplitudes respectively compared to empty condition. 
 
a) 
 
b) 
Figure 6-46 The intensity response from a 600mm pipe having a blockage at 4.8m (a) and at 12.3m 
(b) using big speaker. 
 
a) 
 
b) 
Figure 6-47 The intensity response from a 600mm pipe having blockage at 4.8m (a) and at 12.3m 
(b) using big speaker and a reference test (empty pipe). 
To analyse the signal further, technique desribed in section 6.5 which is to substract 
one test with the another is applied here. Figure 6-47 shows such analysis where the 
common reflected signals between empty pipe and pipe with blockages were tried to 
by subtracting one test from another. The blockage at 4.8 meter and 12.3m inside the 
pipe can be identified easily from Figure 6-47).   
An alternative method to detect change in pipe is to use the matched field processing 
described in Chapter 5. To analyse the data K=256 and recordings from all the four 
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microphones were used. Figure 6-48 shows the MFP result of the acoustic tests 
which were performed using big loudspeaker in empty pipe.  The number of points 
falls below AMS<0.25 and mean AMS are calculated as 0 and 0.998. 
 
a) 
 
b) 
Figure 6-48 AMS (a) and mean AMS (b) for tests performed in empty pipe using big speaker. 
 
a) 
 
b) 
 Figure 6-49 AMS (a) and mean AMS (b) for tests performed in pipe having a blockage at 
4.8m. 
The acoustic tests performed in the pipe having the blockage at 4.8m inside the pipe 
from speaker diaphragm using big loudspeaker is now compared with the tests which 
were performed in the empty pipe. Figure 6-49 shows the MFP result of the analysis 
from which the number of points falls below AMS<0.25 and mean AMS are 
calculated as 659 and 0.832. The increase in the number of points and decrease in 
mean AMS compared to empty condition quantify the change in the system. The 
location where the change actually took place can be read easily from both the AMS 
and mean AMS graph. 
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 Finally, we applied the MFP technique to the acoustic tests which were performed, 
using big loudspeaker, in the pipe after moving the blockage to 12.3m inside the pipe 
from speaker diaphragm. Figure 6-50 shows the result of the analysis from which the 
number of points falls below AMS<0.25 and mean AMS are calculated as 219 and 
0.9. The increase in the number of points and decrease in mean AMS compared to 
empty condition quantify the change in the system. The location where the change 
actually took place can be read from the mean AMS graph only. Therefore, we found 
that the technique is able to detect and locate the change in the system if big (3.3) 
loudspeaker is used.  
 
a) 
 
b) 
Figure 6-50 AMS (a)  and mean AMS (b)  for tests performed in  pipe having a blockage at 12.3m 
using big speaker. 
6.12 Preparation for outdoor measurements 
Before sensor can be deployed to the field it was important to study the effect of 
sensor positioning in the pipe since all the acoustic tests were performed by keeping 
the sensor near to the top surface wall of the pipe. The real environment is not as 
deterministic and clean as the environment in the laboratory. One precautionary 
measure against dust and moisture is to cover the microphone array with an 
acoustically transparent cloth. Another factor which can affect the quality of the 
measured acoustic data is the temperature which may vary considerably throughout 
the day and seasons. These three facts and their effect on the reflected intensity 
signals will be discussed in the following sections. 
0 5 10 15 20 25
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
distance (m)
a
m
p
li
tu
d
e
 u
n
it
)
Chapter 6 Laboratory study of the acoustic inspection method 
 
136 | P a g e  
 
6.12.1 Sensor positioning 
To study the effect of sensor positioning acoustic experiments were performed in the 
empty clay pipe by increasing the distance, h, between the sensor’s top surface and 
the top wall of the pipe. The experimental setup for this experiment is shown in 
Figure 6-51. Figure 6-52 shows the end view of the sensor positioning in the pipe 
when the outer shell of the sensor touches the wall for the value of h=0. Since the 
diameter of the sensor’s outer shell and pipe are 70mm and 150mm respectively, 
their centre stays at 35mm and 75mm from the top wall. The value of h was 
increased by 10mm, and when h is equal to 40mm, the centre of the outer shell meets 
the centre of the pipe. 
 
Figure 6-51 Experimental setup in clay pipe. 
 
Figure 6-52 Sensor positioning in the pipe, through view. 
Figure 6-53 (a-e) shows the intensity response, using microphone pair 1 and 2, of the 
empty pipe for different value of h. The visual examination of the results shown in  
Figure 6-52 suggests that the effect of the sensor displacement is relatively small. 
Alternately, we can quantify this effect by cross-correlating the acoustic  intensity 
data signal obtained for h = 10mm, 20mm, 30mm and 40mm against that measured 
for  h = 0mm using equation (5.18) in Chapter 5. 
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a) 
 
b) 
 
c) 
 
d) 
 
e) 
Figure 6-53 The intensity response using microphone pair 1 and 2 for different sensor position :  
0mm (a), 10mm (b), 20mm (c), 30mm (d) and 40mm (e) from top surface in clay pipe.  
The results of this cross-correlation analysis for microphone pair 1-2 are presented in 
Table 6-5. The cross-correlations are measured as 100%, 100%, 100% and 98% 
respectively which confirms that, the change in the position of the sensor does not 
affect noticeably the quality of the reflected acoustic intensity if analysed using 
microphone pair 1 and 2.  Table 6-5 also lists the cross-correlation coefficients for 
the other pairs of microphones. It is clear from these results that the effect of 
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displacement is mostly pronounced for microphone pair 3-4 that is the closest to the 
speaker. In the case of other pairs of microphones this effects is either negligible or 
small. 
Table 6-5 Percentage match of different sensor positions with the position at 0mm considering all 
pairs. 
mic 
pair 
Percentage match with h = 0mm 
10mm 20mm 30mm 40mm 
1 and 2 100 100 100 98 
1 and 3 100 100 99 99 
1 and 4 97 96 94 95 
2 and 3 100 100 99 98 
2 and 4 94 79 77 79 
3 and 4 97 55 53 44 
    
6.12.2 Effect of acoustic transparent clothes 
To study the effect of acoustic transparent cloth on the received intensity signal, the 
sensor was positioned at the top of the empty clay pipe and covered with a 
rectangular foam windshield of three different thicknesses:  25mm, 30mm, 40mm 
(see Figure 6-54). Acoustic experiments were performed in the pipe with and without 
the windshield.  
 
Figure 6-54 Acoustic sensor and protective cloth. 
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a) 
 
 b)  
 
c) 
 
d) 
Figure 6-55 The intensity response, using microphone pair 1 and 2,  from pipe end in unshielded 
case (a) and shielded case with 25mm (b), 30mm (c) and 40mm (d) thick foams. 
Table 6-6 Percentage match of intensity response from pipe end between unshielded and shielded 
case. 
mic 
pair 
Percentage match 
25mm 30mm 40mm 
1 and 2 97 97 97 
1 and 3 98 98 98 
1 and 4 98 97 98 
2 and 3 94 95 97 
2 and 4 98 97 97 
3 and 4 94 96 96 
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a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
Figure 6-56 Deviation of the  intensity response of the pipe end with  frequency due to different 
thickness of foams using microphone pair 1 and 2 (a), 1 and 3 (b), 1 and 4 (c), 2 and 3 (d), 2 and 4 
(e), 3 and 4 (f). 
Figure 6-55 show the intensity response measured from the pipe end using 
microphone pair 1 and 2, from the pipe end for unshielded (a) and shielded (b-d) 
cases. Visually, there is a little or no differences in the spectrograms presented in 
Figure 6-55. The cross-correlation analysis described in the previous section was 
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performed to quantify this effect. A minimum of 94% cross-correlation was found 
between the unshielded case and all the three shielded cases. Table 6-6 lists the 
cross-correlation coefficients between these cases considering all the microphone 
pairs. These results suggest that the effect of acoustic transparent clothes on the 
intensity signal is negligible. To investigate the deviation of the intensity amplitude 
due to different thickness of windshields, the maximum intensity amplitude of the 
pipe end for each frequency band is calculated.  Figure 6-56 shows the deviation of 
the maximum intensity amplitude (dB) of the pipe end for the three shielded case 
from unshielded case with frequency. In general the deviation is very small and 
varies from -3dB to 2dB as maximum. 
6.12.3 Effect of temperature 
In order to study systematically the effect of the temperature on the quality of the 
recorded intensity data, the sensor was installed in the 150mm clay pipe and left to 
operate overnight when the temperature of the air in the laboratory was expected to 
drop. Twenty sets of acoustic data were recorded in these experiments. These cover 
the temperature range from 13.5
o
C to 17
o
C. The recorded signals have been analysed 
in different frequency bands to see how the amplitude of the acoustic energy 
reflected from the pipe end changes due to the changes in temperature. The results of 
this analysis are presented in Figure 6-57. The amplitude of the reflected signal from 
pipe end is found to be varied only in the low frequency range around 300 Hz. Here, 
the higher reflection strength was measured at a higher temperature of air. Around 
this frequency these variations can read 33%. No discernable variations were 
observed above 380 Hz where the difference in amplitude was found negligibly 
small (see Figure 6-57). The reason for the differences in the reflection strength in 
the low-frequency range at different temperatures can be related to the variations in 
the sound speed that effect the compressibility of air in the pipe and the resonance 
frequencies of the water storage tanks at the both ends of the pipe. The sound speed 
also affects the time required for sound to travel to the deposited object, the 
reflection coefficient from the open end of the pipe and the amplitude of the intensity 
recorded on the selected microphone pair. The recorded signals from these tests were 
analysed within 100Hz and 1000Hz and the reflected signals from the opposite end 
of pipe was investigated. Since the distance is calculated by multiplying the time 
with the speed of sound speed which again depends on temperature, the speed of  
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a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
Figure 6-57 The intensity response from empty clay pipe end for 13.5
o
C (a), 14
o
C (b), 14.5
o
C (c), 
16.5
o
C (d), 17
o
C (e),  and maximum amplitude of the intensity of pipe end over frequency for 
different temperatures (f). 
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a) object location using sound speed 
343m/s 
 
b) object location using temperature 
Figure 6-58 The effect of temperature in locating object. 
sound affect the location of the reflected intensity signal. If the temperature is not 
taken into account in calculating the speed of sound, then for a fixed sound speed of 
343m/sec, Figure 6-58 (a) is obtained where shifts in the object location (i.e. pipe 
end) are noticed due to the tests performed in different temperature. Since, speed of 
sound is proportional to the temperature, the reflected signal will return faster if the 
temperature increases. If the temperature information is accounted for in the distance 
calculations, then the peaks of the reflected signal from pipe end will occur at the 
same distance that corresponds to the actual length of the pipe as illustrate in Figure 
6-58 (b).   
6.13 Conclusions 
The reflection pattern from different objects (i.e., pipe end, blockage etc.) obtained 
using intensity analysis are found to be different from each other which is an 
important findings of this research. The reflected intensity spectrograms or 
frequency-dependent reflected energy can be considered as an acoustic signature of 
an object. This signature can be stored in a library and used in object classification 
analysis. Object classification in application to the asset condition monitoring will be 
considered in Chapter 7. The reflected intensity is highly attenuated at frequencies 
below the 1
st
 cross-sectional resonance in the presence dry, porous sediment layer 
and it is difficult to detect even a relatively large (e.g. 25%) blockage without having 
reference data on the acoustic response of the pipe without the blockage. The result 
from the Burg analysis suggests that it can be used to measure accurately the 
frequencies of cross-sectional modes in pipe. This information can then be used to 
estimate the level of water and wet sediment by calculating the shift from the modal 
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frequencies predicted for a dry, clean sewer pipe. Acoustic characterisation of large 
diameter (i.e. 600mm and over) pipe requires speakers that can deliver sufficient 
energy in the low frequency range (below 300 Hz). It has been shown that increasing 
the speaker size of the sensor the resolution of the reflected signal can be improved. 
Sensor has been advised to set near the top surface of the pipe during field test. The 
effect of windshield (i.e. acoustic transparent cloth) has been found  negligible. It has 
been shown that it is necessary to record the temperature information during the test 
in order to locate the object accurately and to combine the response from all 
microphone pair (see Appendix A.3).   
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Chapter 7  
Field Measurements 
This chapter describes the development and presents the results obtained from an 
acoustic inspection system, named  SewerBatt,  and tested under field conditions. 
The testing was carried out using a Mk2 prototype at different sites in the UK, 
Austria and the Netherlands. The aim of the tests was to develop a practical 
inspection system that could provide sewer network managers with useful 
information on the condition of buried sewer pipes. To achieve this aim the study had 
the following objectives: firstly to collect acoustic data of a wide range of pipe 
defects under field conditions; then to use this data to develop a library containing 
signature of defects from the reflected signals; and then to identify these acoustic 
signatures with the help of CCTV derived information. Using this data to then 
develop a simple inspection reporting system based on the use of acoustic data, and 
finally to quantify the performance of the inspection system using an independent set 
of field data. 
The methods of analysis described in chapters 5 and 6 were used to construct a 
signature database and to interpret the acoustic data collected during the field tests. 
These analysis methods were used as it has been shown that different types of objects 
reflect sound at different intensities at different frequencies. This pattern can be used 
to identify an object inside a pipe. The pattern of a particular defect was confirmed 
using CCTV data collected at the same time as the acoustic data. For example, a pipe 
end, manhole or a lateral connection shows its presence with strong reflection in the 
low frequency band and low levels of reflection near the cut-on frequency of the 
pipe. This pattern makes it easier to identify these types of defect rather than 
blockages or other kinds of defect in pipes. If the streamwise position of the sensor 
inside the pipe is known the location of the reflected pulse and hence the streamwise 
location of the identified defect or object inside the pipe can be estimated accurately. 
Examination of acoustic and CCTV derived data, collected simultaneously, allowed 
a library of acoustic signatures to be developed.   
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A simplified inspection routine was developed. A “traffic light” algorithm was 
proposed which classifies a pipe under test into three different categories: “good”, 
“bad” and “unknown”. Under current practice, an operator needs to send a CCTV 
camera along a pipe to check the asset condition. This type of operation in the pipe is 
very time consuming and thus expensive. The analysis of CCTV images is also 
subjective and requires considerable resources. The acoustically based test traffic 
light analysis can produce objective results from a pipe being inspected in under one 
minute. In the case that the analysis describes the pipe under  test as “green”,  no 
further action is required by the operator and thus the sewer system operator can save 
time and money by not sending the CCTV camera to inspect the pipe. In the case that 
the analysis describes the test as “Red” or “Yellow”, the operator needs to take action 
and a visit by a CCTV team is advised.  
Field tests were carried out in four sites in UK, three sites in Austria and one site in 
the Netherlands. These sites were selected in order to provide a wide range of pipe 
material types and sizes. A signature library containing signature of defects was 
produced using the laboratory experiments and field tests from one site in UK and 
three sites in Austria. The field tests from the Netherlands and the remaining three 
sites in UK were analysed using traffic light analysis with the help of signature 
library in order to estimate the performance of the inspection technique to identify 
defects and their locations.  
7.1 Test procedures 
The acoustic data were obtained by placing the sensor (microphones and 
loudspeaker) into the entrance of a pipe normally via a manhole chamber. Currently, 
the use of the SewerBatt instrument is limited to pipes that can be accessed via a 
3.5m deep chamber due to the length of the extendable pole and a sewer diameter of 
between 100 and 600mm. This limitation is due to the power of the loudspeaker that 
was used. The hardware arrangement in manhole is illustrated in Figure 7-1.  Before 
attempting any measurement the following procedures were followed. Firstly, the 
sensor which contains an array of four MEMS microphones that can be damaged by 
water, debris or strong mechanical shocks was covered with an acoustic transparent 
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protective foam shield to reduce this risk. The sensor was then attached to the 
telescopic pole.  The distance   
 
Figure 7-1 The hardware arrangement in the manhole. 
between the black plastic block and the back of the acoustic sensor was fixed at 
170mm (distance ds in Figure 7-1). To securely fix the sensor the nuts on the 
threaded bars were tightened. The wing nut on the black plastic block holding the 
sensor was used to adjust its vertical position to ensure that the distance (dm in Figure 
7-1) between bottom of the rounded end on the telescopic pole and the microphone 
array in the acoustic sensor was set so that the sensor would remain well above the 
water level and as close as possible to the sewer soffit. It was important to ensure that 
the plastic block could butt against the end of the pipe as shown in Figure 7-1. 
Finally, the acoustic sensor was connected to laptop using the coaxial cable. The 
sensor was then inserted into the pipe and located along the pipe axis.  
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7.2 Developing the signature library 
In this section the activities carried out to obtain the library containing the acoustic 
signatures of objects (i.e. pipe end, blockage, lateral connection) will be described.  
Table 7-1 Acoustic Data used to create Signature library. 
test id Pipe 
dia. 
(mm) 
Pipe 
length 
(m) 
Pipe 
material 
Signatures associated 
with defects 
identified  from 
CCTV report 
Site 
C150_0 150 14.4 clay Pipe end Laboratory, UOB 
P150_0 150 8.8 PVC Pipe end Laboratory, UOB 
B015_0 150 27.8 clay Pipe end Klagenfurt, Austria 
B012_0 200 27.8 concrete Pipe end Klagenfurt, Austria 
B008_0 225 27.8 clay Pipe end Klagenfurt, Austria 
C005_0 250 27.8 concrete Pipe end Klagenfurt, Austria 
CAP_0 250 16.2 PVC Pipe end Innsbruck, Austria 
B004_0 300 27.8 concrete Pipe end Klagenfurt, Austria 
JAN17_0 350 49.2 concrete Pipe end Innsbruck, Austria 
A1_2302 375 9.67 concrete Pipe end Cawledge, UK 
Bruck_0 400 35.0 concrete Pipe end Pashching, Austria 
CV450_0 450 61.18 concrete Pipe end Pashching, Austria 
JAN312_0 500 64.7 concrete Pipe end Pashching Austria 
C600_0 600 20.0 concrete Pipe end Laboratory, UOB 
C001_3 200 N/A clay Completely blocked 
pipe 
Klagenfurt, Austria 
B005_3 360 N/A concrete Completely blocked 
pipe 
Klagenfurt, Austria 
B002_3 360 N/A concrete Completely blocked 
pipe 
Klagenfurt, Austria 
C005_3 250 27.8 concrete Debris Klagenfurt, Austria 
Oak_1 150 41.5 clay Lateral connection Oakhall, England 
C006_1 210 27.8 concrete Lateral connection Klagenfurt, Austria 
C007_1 210 27.8 concrete Lateral connection Klagenfurt, Austria 
8030_8020_1 250 34.2 concrete Lateral connection Innsbruck, Austria 
8020_8010_1 300 37 concrete Lateral connection Innsbruck, Austria 
B012_4 200 27.8 concrete Displacement Klagenfurt, Austria 
C002_5 200 7.8 concrete Deformation Klagenfurt, Austria 
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Table 7-1 shows, the acoustic test files used to obtain signatures of pipes 
characteristics. These tests were performed at the (i) Hydraulics Laboratory, 
University of Bradford, UK, (ii) Oakhall Road, Thornton, UK, (iii) Cawledge Road, 
Wakefield, UK (iv) Pashching, Austria, (v) Innsbruck, Austria and (vi) European 
Pipeline Center in St. Veit/Glan, Klagenfurt, Austria.  
The detailed analysis of the signatures obtained from the above pipes is shown in the 
following sections. 
7.2.1 Pipe end identification 
First, the signatures of pipe ends were obtained from two tests of pipes with the same 
diameter, 250mm, but with different pipe material. The pipe ids referring to these 
tests were CAP_0 and C005_0 and the corresponding pipe material were PVC and 
concrete, respectively. Figure 7-2 shows the intensity response and reflected energy 
over the measured frequency range obtained from these two cases. It was found that  
a) 
  
b) 
  
Figure 7-2 The intensity response and the energy of pipe end for  250mm diameter PVC (a) and 
concrete (b) pipe. 
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the intensity amplitude in both of the cases was highest at low frequencies and 
started to decrease gradually as the frequency increased which implies that the 
reflection pattern of pipe end does not depend significantly on the pipe material. 
Next, the signatures of pipe ends obtained from three tests of different diameter and 
different pipe material will be shown. The pipe ids referring to these tests were 
B015_0, B012_0 and B004_0 and the corresponding diameters were 150mm, 
200mm, and 300mm and the corresponding pipe material were clay, concrete and  
a) 
  
b) 
  
c) 
  
Figure 7-3 The intensity response and the energy over freqeuncy of pipe end for diameter : 150mm 
(a), 200mm (b), and 300mm (c). 
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concrete, respectively. Figure 7-3 shows the intensity response and reflected energy 
over the measured frequency range obtained from pipes with pipe ends of these three 
cases.  It was found that in all three cases the intensity amplitude was highest at low 
frequencies and started to decrease gradually as the frequency increased which 
implies that the reflection pattern of pipe end does not vary significantly with pipe 
diameter. The responses were saved in the library as signatures of pipe ends. 
Signatures of pipe ends associated with pipes with a range of diameters (i.e. 150mm, 
350mm, and 400mm) were collected from the field tests and stored in the library. 
7.2.2 Blockage identification 
The signature of blockages (non-porous) were collected from tests performed in the 
pipe ids C001_3, B005_3, B002_3 and C005_3 which have diameters of 200mm, 
300mm, 360mm and 250mm respectively. The blockage scenarios are shown in 
Figure 7-4. Figure 7-4 (a-c) shows that the pipes were completely blocked around 
7.4m, 11m and 5.8m, respectively.  
 
a) 
 
b) 
 
c) 
 
d 
Figure 7-4 Scenerios of different blockages in different diameter pipe. 
Figure 7-5  (a-c) shows the reflected energy over frequency for each of the complete 
blocked cases which seem to show similar pattern with two peaks in reflected energy 
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at both high and low frequencies. The variation in the peaks depends on the diameter 
of the pipe and the intensity amplitude  
a) 
  
b) 
  
c) 
  
d) 
  
Figure 7-5 The intensity response and the  energy over freqeuncy of blockages in 200mm (a), 
300mm (b), 360mm (c) and 250mm (d) diameter pipe. 
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depends on the location of the blockages. Figure 7-4 (d) shows the presence of debris 
(porous) which started around 9m in the pipe and Figure 7-5  (d) shows the intensity 
response and energy over frequency for the porous deposit of debris. The pattern of 
the debris is found to be different from that associated with the complete (non-
porous) blockage, in that only a single peak is observed in the low frequency range. 
The value of intensity amplitude is also found to be lower than the three complete 
blockages due to its smaller cross-section. 
7.2.3 Lateral connection identification 
Figure 7-6 shows two lateral connections in two different 210mm diameter concrete 
pipes known by their pipe id C006_1, and C007_1 respectively. The first pipe 
contained water and the second pipe contained deformation of the cross-section. The 
lateral connections were located around 2 m and 15m respectively. Both the pipes 
did not suffer from any noticeable defect at the place of the lateral connections (see 
Figure 7-6).  
 
a) 
 
b) 
Figure 7-6 Scenarios of lateral connection in 210mm pipe around 2m (a) and 15m (b). 
Figure 7-7 shows the intensity response of these connections and their reflected 
energy over frequency which follows a similar pattern (i.e. two peaks:  near low 
frequency and cut-on frequency) for both connections.  Therefore, intensity response 
pattern of lateral connections from pipes of a similar size and material but containing 
different nature of defects (i.e. water, deformation) are similar. Figure 7-8 shows the 
intensity response and reflected energy over frequency of a lateral connection located 
around 6m in a 150m diameter and 41.2m long clay pipe (ref: Oak_1). The test was 
performed at Oakhall site in England. The intensity response shows a similar pattern, 
(i.e. two peaks near low frequency and cut-on frequency) as observed for the case of 
C006_1, and C007_1. The difference in this case (i.e. 150mm pipe) is the arrival of 
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the second peak which came at lower frequency compared to the previous case (i.e. 
210 mm pipe). Therefore, signature of the lateral connection varies with the diameter 
of the pipe but not with the location. The responses were saved in the library as 
signatures of a lateral connection. 
a) 
  
b) 
  
Figure 7-7 The intensity response and the  energy over freqeuncy of lateral connections located 
around 2m (a) and 15m (b) in 210mm diameter pipe. 
 
  
Figure 7-8 The intensity response and the  energy over frequeuncy of a lateral connection located 
around 6m in a 150m diameter and 41.2m long clay pipe.  
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7.2.4 Identification of pipe deformation and displacement 
Figure 7-9 shows the scenarios of deformation and displacement in two different 
200mm diameter pipes known by their pipe id C002_4 and B012_5, respectively. 
The defects are located  
 
a) 
 
b) 
Figure 7-9 Scenarios of deformation (a) and displacement (b) in 210mm diameter  pipe. 
a) 
  
b) 
  
Figure 7-10 The intensity response and the energy freqeuncy of displacement (a) and deformation 
(b)  in 200mm diameter pipe. 
around 12m and 4m respectively. Figure 7-10 shows the intensity response of these 
defects and their energy over frequency. It is interesting to see that both the 
deformation and displacement have strong response near the cut-on frequency of the 
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pipe and weak response at low frequencies. Therefore, it is not possible to 
differentiate between the signatures of deformation and displacement. The responses 
were saved in the library as signatures of deformation and displacement. 
7.3 Traffic light analysis 
A simple ranking system was proposed to classify a pipe‟s condition from the 
acoustic data. This was proposed as it was recognised that sewer operators did not 
want an inspection system that could describe in detail the location and nature of a 
defect but were currently more interested in a rapid inspection system that could 
indicate whether more detailed inspection was required. This led to the development 
of an inspection analysis associated with a green and red colour for the case of a 
“good” and “bad” pipe, respectively, and a yellow colour when the pipe condition 
cannot be classified with confidence.  
Once the acoustic signal is recorded, the response is checked visually and by the rms 
value of the signal recorded by the microphones. Figure 7-13 shows the example of a 
good test where there is no response observed in the first three meters of the pipe. If 
a strong response occurs in the first three meters, it is advised to do repeat the test. A 
strong response in the first three meters usually comes due to not pointing the sensor 
properly along the longitudinal axis of the pipe.  Once satisfied with the acoustic 
recording, the signal is processed to search for the next manhole (pipe end). A key 
issue with field data is that the signature pattern of a pipe end may change due to the 
presence of a defect inside the pipe. The first step in this analysis is to look for the 
pipe end and compare any patterns with the signatures of the pipe end obtained from 
the library which was developed mainly using signatures from the European Pipeline 
centre and laboratory experiments in which there were no defects in the pipes when 
collecting pipe end signatures. Figure 7-11 refers to the case in section 6.4 of Chapter 
6 where measurements took place for different uniform levels of sedimentation in a 
150mm diameter and 8.8m long PVC pipe in Bradford Hydraulics Laboratory.  
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a) empty pipe 
 
b) 19mm sand level 
 
c) 38mm sand level 
 
d) 75mm sand level 
Figure 7-11 The signatures of pipe end for empty and different level of sedimentation. 
Figure 7-11 (a) shows the pipe end reflection (i.e. signature) for an empty condition. 
Figure 7-11 (b), (c) and (d) present how the pipe end pattern changes due to different 
levels of sedimentation within the pipe. Pipe end reflections for these three cases are 
compared with the pipe end of the empty case and using equation (5.18) in Chapter 
5.  It is found that the cross-correlation reduces to 85%, 80% and 67% and the 
reflected strength reduces to 34%, 15% and 4% respectively, compared with an 
empty pipe condition. After performing a test the pipe end is identified if the 
reflected signal strength is greater than 10% of the signature and the cross-correlation 
value is above 60% of the signature stored in the library. The signal strength and 
pattern of a pipe end can depend on the location and termination of the pipe end 
which are different from pipe to pipe. From experimental evidence the signature of 
the pipe end of a “good pipe” varies 60% to 100% in matching and 10% to more than 
100% in strength with the signature stored in the library. This is how the limit of the 
matching and strength was set in the traffic light analysis. If the pipe length is known 
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from historical records, the analysis can search for the pipe end within ±5m of the 
known length which will save the time of analysis. Otherwise, the analysis can 
search for the manhole in the entire recorded data which takes a longer time 
depending upon the length of data recorded. If the cross-correlation is less than 60% 
and signal strength is less than 10%, then the signal is of such a poor quality then it is 
likely that the pipe is blocked, or has so many defects that a good quality signal of 
the pipe end cannot be obtained so the pipe is considered as a “bad pipe”. If the 
cross-correlation and strength are higher than 60% and 10%, respectively, and the 
pipe end is successfully identified, the signal is further processed to locate structural 
defects. If a structural defect is identified from signals in the library with at least a 
cross-correlation of 60% and 10% strength the analysis will consider the pipe as a 
“bad pipe”.  
In the case when no structural defect is identified, the energy of the reflected signal 
along the pipe is calculated. The reflected energy was calculated, from 4m of the 
pipe up to the pipe end, for about 80 pipes, and it has been found  from CCTV report 
that if a pipe has three lateral connections and very small amount of debris along the 
pipe which is acceptable to the operator, the value of reflected energy  does not go 
over 125. This is why the acceptable energy value is set to 125. If the calculated 
value falls below 125, the pipe will be termed as “good pipe”, otherwise, the signal 
will be processed to find lateral connections. Lateral connections return considerable 
amounts of energy and this is why if the number of lateral connection detected is 
more than 3, it is sensible to set the pipe condition to “unknown”, otherwise the pipe 
will be considered as “bad pipe”. Figure 7-12 shows the flow chart of this analysis. 
By following this procedure a “good” pipe has a well identified end, up to 3 lateral 
connections, and a high signal strength, indicating no blockages or sediment 
deposits. A bad pipe classification includes signals with very poor signal strength or 
an identified structural defect. This type of pipe is therefore identified for further 
investigation. A “yellow” pipe has such a poor signal that the pipe end cannot be 
identified, or has more than 3 lateral connections which means that other structural 
defects cannot be identified due to the energy reflected by the multiple lateral 
connections. Its condition is therefore poorly defined and requires further 
investigation. 
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Figure 7-12 The flow chart for traffic light analysis. 
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7.4 Application of Traffic light analysis 
The application of the “traffic light” analysis to the acoustic data collected in tests 
performed in three sites in England and one site in Netherlands will be shown in the 
following sections. This data was not used to populate the signature library. The tests 
were carried out in England by IETG operators as IETG was commissioned in 
January 2010 to carry out a short field-based trial of the SewerBatt system in the 
assets owned and operated by Highways Agency. The data was collected by IETG 
operatives after training, but the analysis of the collected data was carried out by the 
author. The tests in Apeldoorn, Netherlands were performed on the 24
th
 and 25
th
 of 
August 2009 by the author with the help of local operator Valk Degroot.  
In these tests sewer pipes with different diameters and wall material were examined. 
The acoustic files were then analysed using the signatures listed in the Table 7-1 to 
classify pipe condition in terms of the previously described classification system and 
the results were then compared with data in CCTV reports.  A “Match” for 
SewerBatt scoring “Red” means both the SewerBatt and CCTV report identified the 
pipe as bad pipe and a “Match” for SewerBatt scoring “Green” means both the 
SewerBatt and CCTV recordings identified the pipe as good pipe. A “ No match”  
for SewerBatt scoring “Red” means the SewerBatt  identified the pipe as bad pipe 
but according to CCTV report the pipe did not require any further action and a “No 
match”  for SewerBatt scoring “Green” means the SewerBatt  identified the pipe as 
good pipe but according to CCTV report the pipe required further action to be taken. 
The SewerBatt will score “Yellow” to the pipe due to the reason explained in the 
flow chart which implies that pipe with “Yellow” status needs to be inspected by 
CCTV camera.  
7.4.1 IETG study no. 1 - A180, England 
Fourteen tests were performed at the A180 site.  Table  7-2 shows the summary of 
pipes measured and their characteristics. The pipe in test, ref A10 was arc shaped and 
the rest of the pipes were circular in shape. 
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Table 7-2 Summary of pipes measured in A180 and their characteristics reported by CCTV. 
ref manhole id dia 
(mm) 
length 
(m) 
pipe 
material 
CCTV report 
no. start end 
A1 028 029 350 91.37 concrete 
Water level 5 to 10% of pipe diameter, 4 
lateral connections, 20% cross-sectional area 
loss due to settled deposits. 
A2 029 030 350 89.65 concrete 
Water level 5 to 20% of pipe diameter, 2 
lateral connections,  5 to 10%  cross-
sectional area loss due to settled deposits. 
A3 030 031 350 90.35 concrete 
Water level 5 to 30% of pipe diameter,  5 to 
10%  cross- sectional area loss due to settled 
deposits. 
A4 031 032 350 89.95 concrete Water level 5 to 20% of pipe diameter 
A5 037 038 350 78.96 concrete Water level 5 to 10% of pipe diameter 
A6 038 039 300 90.73 concrete Water level 5 to 15% of pipe diameter 
A7 039 040 300 90.48 concrete 
Water level 5% of pipe diameter, 10% cross- 
sectional area loss due to settled deposits 
A8 040 041 300 89.88 concrete Water level 5 to 10% of pipe diameter 
A9 041 042 250 90.11 concrete Water level 5% of pipe diameter 
A10 042 043 250  concrete 
Water level 5% of pipe diameter,  service 
abandoned at 44.31m, due to loss of traction, 
corrugated pipe 
A11 044 045 225 90.14 concrete Water level 5% of pipe diameter 
A12 045 046 225 90.17 concrete Water level 5% of pipe diameter 
A13 047 048 225 94.57 concrete 
Water level 5% of pipe diameter, 4 lateral 
connections 
A14 048 049 300 89.76 concrete 
Water level 5% of pipe diameter, 5 lateral 
connections 
 
The results of the analysis of representative tests are shown in the following sections. 
7.4.1.1 Ref. A12, 225 mm diameter and 90.17m long concrete 
pipe 
Figure 7-13 shows the acoustic response of a 225mm diameter and 90.17m long 
concrete pipe. According to the CCTV camera the pipe was clean and dry and no 
lateral connection was observed. After the traffic light analysis is applied to the 
acoustic data, the pipe length is estimated to be 89.3m with a cross-correlation of 
73% and 18% signal strength with the pipe end signatures stored in the library. The 
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energy calculated from the reflected signal is 7.5, the pipe therefore gets a “GREEN” 
status. 
 
Figure 7-13 The intensity response of a 225mm diameter and 90.17m long concrete pipe. 
7.4.1.2 Ref A7, 300mm diameter and 90.48m long concrete pipe 
Figure 7-14 shows the acoustic response of a 300mm diameter and 90.48m long 
concrete pipe. According to the CCTV report the pipe had lateral connections, which 
had internal corrugations, located at around 4.63m, 23.12m, 44.00m, 69.00m, and 
83.92m and discontinuous debris along the pipe. The first three lateral connections 
are identified in the acoustic response quite well and the last one is missed. The 
amount of debris was small and was not enough to decrease significantly the 
intensity response from the manhole. 
 
Figure 7-14 The intensity  response of a 300mm and 90.42 long mm concrete pipe, ref A10. 
After the traffic light analysis is applied to the acoustic data, the pipe length is 
estimated to be 89.79m with a cross-correlation of 68% and 8% strength with the 
manhole signature stored in the library. The energy calculated from the reflected 
pipe end 
pipe end 
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signal is 67.5. Although the pipe end reflection matches well due to low signal 
strength, the pipe is allocated a “RED” status. 
7.4.1.3 Ref A13, 225mm diameter and 94.57m long concrete pipe 
Figure 7-15 shows the acoustic response of a 225mm diameter and 94.57m long 
concrete pipe. It has been observed from the CCTV recordings that the pipe suffered 
from five very poorly conditioned lateral connections. The lateral connections had 
internal corrugations and were located around 12.04m m, 28.00mm, 46.00mm, 
65.00m and 83.00m. The pipe also suffers from continuous deposit of debris along 
the whole length of the pipe. The first three lateral connections can be seen easily in 
the spectrogram, the fourth and fifth ones around 83m has too little energy to reflect 
back to the sensor and be identified automatically. The continuous debris along the 
pipe ensures that the level of the reflected energy is above 125 so that the pipe end is 
not visible.  
 
Figure 7-15 The intensity  response of a 225mm diameter and 94.57m long concrete pipe, ref A13. 
After the traffic light analysis is applied to the acoustic data, the pipe length is 
estimated to be 95.13m with a cross-correlation of 10% and 0% strength with the 
manhole signature stored in the library. The energy calculated from the reflected 
signal is 126 and the pipe therefore gets awarded a “RED” status.  
7.4.1.4 Summary and discussion of A180 results 
The summary of the results of all the tests is shown in Table 7-3.  It shows that the 
accuracy of the pipe length measurements is within +/- 3%. The analysis did not match 
with CCTV report in three cases, ref A4, A5 and A6, due to the reason that the pipes 
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contained a high level of water. The test, ref A10, was not completed by the operator 
due to loss of traction of the CCTV device however the traffic light analysis 
estimated the pipe length to be 79.97m. But the pipe end reflection has poor cross-
correlation, 58%, and poor signal strength, 0%, due to the pipe being corrugated. 
Therefore, the analysis methodology cannot provide dependable results for 
corrugated pipes.  
Table 7-3 Summary of traffic light analysis applied to  A180 data. 
ref 
no. 
length 
(m) 
accuracy of 
pipe length (%) 
SewerBatt 
score 
comparison 
with CCTV 
A1 92.3 101 Red Match 
A2 90.65 101 Red Match 
A3 91.78 102 Red Match 
A4 90.58 101 Red No match 
A5 79.14 100 Red No match 
A6 90.51 100 Red No match 
A7 89.79 99 Red Match 
A8 89.16 99 Red Match 
A9 91.25 101 Green Match 
A10 79.97  Red N/A 
A11 89.29 99 Green Match 
A12 89.37 99 Green Match 
A13 95.13 101 Red Match 
A14 88.92 99 Red Match 
 
The traffic light analysis shows 77% success rate to the A180 site data. In 23% of the 
cases the SewerBatt identified a good pipe as bad pipe due to high level of water 
which implies that in those cases SewerBatt would ask for unnecessary CCTV 
inspection. The performance efficiency of the inspection method could be increased 
if measurements would have been taken preferably in dry conditions or at least in 
pipes with a water level no more than 5% of the pipe‟s diameter. The “GREEN” 
status comes for three cases which indicates that 23% pipes could be removed from 
the CCTV survey by use of an initial acoustic survey.  
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7.4.2 IETG study no. 2 - Halifax, England 
Ten tests were performed at a site in Halifax in England by an IETG operator. Table 
7-4 shows a summary of the pipes measured and their characteristics.  
Table 7-4 Summary of pipes measured in Halifax site and their characteristics. 
ref 
no. 
manhole id dia 
(mm) 
length 
(m) 
pipe 
material 
CCTV report 
start end 
H1 C11 C12 225 30.4 Clay Debris before manhole 
H2 C11 C13 300 x Concrete Survey abandoned due to debris at 15.9m 
H3 S11 S14 225 27.8 Clay Fracture around 1.4m 
H4 S14 S14.A 150 x Clay Survey abandoned due to line up 
H5 S2 S3 300 31.7 Clay Fine roots at 14.6m at joint 
H6 S2 S1 300 27.7 Concrete Water level 5% of pipe diameter 
H7 C4 C6 225 41.6 Clay 
Water level 30% of pipe diameter debris at 
7.5m and water level 5% to 40% of pipe 
diameter from 0m to 12.4m 
H8 C4 C5 225 41.4 clay 
Water level 5% of pipe diameter  at 0m and 
22.4m 
H9 S8 S9 300 37.4 clay 5 lateral connections 
H10 S8 S10 300 2.2 clay No defect observed 
 
Detailed analysis of two representative tests is shown in the following sections. 
7.4.2.1 Ref H1 225mm diameter and 30.4m long clay pipe, ref H1 
Figure 7-16 shows the acoustic response form a 225mm diameter and 30.4m long 
clay pipe which has a lateral connection at around 21.3m as seen from the CCTV 
recordings. The pipe suffers from debris which are mainly located between the lateral 
connection and the pipe end manhole. After the traffic light analysis is applied to the 
acoustic data, the pipe length is estimated to be 31.17m with a cross-correlation of 75 
% and 9% strength with the signature stored in the library. The energy calculated 
from the reflected signal is 7.5 and the pipe therefore gets a “RED” status due to poor 
reflection strength.  
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Figure 7-16 The intensity response form a 225mm diameter 30.4m long clay pipe, ref H1. 
7.4.2.2 Ref H2 300mm diameter and unknown length concrete 
pipe 
Figure 7-17 shows the acoustic response of a 300mm diameter concrete pipe of 
unknown length. As reported by CCTV report, the service was abandoned at 15.9m 
due to heavy debris. After the traffic light analysis is applied to the acoustic data the 
pipe length is estimated to be 46.58m with a cross-correlation of 82 % and 1% 
strength with the signature stored in the library. The energy calculated from the 
reflected signal is 32.5. The pipe therefore gets a “RED” status due to poor signal 
strength.  
 
Figure 7-17 The intensity response of a 300mm diameter and unknown length concrete pipe, ref 
H2. 
7.4.2.3 Summary and Discussion of Halifax site 
A summary of the results of all the tests in the Halifax site is shown in  
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Table 7-5. It shows that the accuracy of the pipe length measurements is within +3% 
in 6 cases, and within +8% in the other two cases. In two tests, the accuracy could 
not be compared due to lack of information of the original pipe length. In the test, ref 
H3, the system fails to identify the pipe as a “bad” pipe even though the pipe has a 
fracture around 1.4m. The reason for this failure is that the response from the fracture 
falls into a zone close to the sensor in which the recorded signal is mostly dominated 
by the incident signal. Figure 7-18 shows the incident intensity responses from tests 
performed in 150mm and 300mm diameter pipe and are obtained by reversing the 
microphone pair. It was found from this analysis that the intensity response of the 
incident signal takes up to 3m in the spectrogram and the reflected signal from a 
defect or object sitting in this region will be highly contaminated by the incident 
signal. Figure 7-19 shows the intensity response of the pipe, ref H3, where the 
response from the fracture can be noticed and, as explained, the response is 
contaminated by the incident signal, and therefore, it is not possible to identify 
defects reliably within 3m of the sensor.  
Table 7-5 Summary of traffic light analysis applied to Halifax data. 
ref 
no. 
length 
(m) 
accuracy of pipe 
length (%) 
SewerBatt 
score 
comparison 
with CCTV 
H1 31.17 103 Red Match 
H2 46.58 - Red Match 
H3 28.6 103 Green No match 
H4 49.94 - Red Match 
H5 32.77 103 Green No match 
H6 29.89 108 Red No match 
H7 42.91 103 Red Match 
H8 41.88 101 Green Match 
H9 39.12 108 Green Match 
H10 2.2 100 Green Match 
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a) 
 
b) 
Figure 7-18 The incident  intensity response from tests performed in 150mm (a) and 300mm (b) 
pipe. 
 
Figure 7-19 The intensity response from a 225mm diameter and 27.8m long clay pipe, ref H3. 
The test, ref H5, fails to identify the roots observed in the CCTV record as the library 
does not contain any signature for roots. The analysis also fails to identify, ref H6, as 
good pipe. Figure 7-20 shows the intensity response of this pipe. The strong response 
from the pipe end should classify the pipe as good pipe. The first reason for this 
failure is that the library needs to be updated by more signatures from pipe end.  
 
Figure 7-20 The intensity response from a 300mm diameter and 27.7m long clay pipe, ref H6. 
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Currently there is only one signature for the pipe end for a 300mm pipe stored in the 
library and it is recommended to increase the signature database for pipe ends. 
The traffic light analysis shows 70% successful prediction of pipe condition to the 
Halifax site data. The failure occurred mainly due to one object, „fracture‟ sitting at 
blind spot and not having the signature of another object, roots, in the library. More 
sophisticated signal processing algorithm still has to be developed to extract the 
reflection from critical objects which sits at blind spot. It is also advised to do the 
tests at both ends of the pipe. The “GREEN” status is found to be successful in three 
cases which indicate that in this pipe set that 33% could be removed from a future 
CCTV inspection program by use of an initial acoustic inspection. 
7.4.3 IETG study no. 3 - Carville, England 
Nine tests were performed at the Carville site in England by an IETG operator with 
the analysis of the collected data being carried out by the operator.  Table 7-4 shows 
the summary of the pipes measured in Carville site and their characteristics.  
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Table 7-6 Summary of pipes measured in Carville  site and their characteristics. 
ref 
no. 
manhole id dia 
(mm) 
length 
(m) 
pipe 
material 
CCTV report 
start end 
C1 24098 24100 375 91.7 concrete 
Water level at 5% of pipe diameter at 
start and 20% debris at 91.7m 
C2 24102 24100 450 60.5 concrete 
Water level at 5% to 10% of pipe 
diameter  and debris from 0m to 8m,  
fracture at joint, 22.5 m 
C3 24102 24104 450 91.4 concrete 
Water level at 20% of pipe diameter 
and debris at 91.3m 
C4 24104 30041 450 91.5 concrete 
Water level at 5% to 30% of pipe 
diameter and Significant debris at 
10% to 30% of pipe cross-section. 
C5 30042 24094 300 83.9 concrete 
Significant debris and  fracture at 
joint, 25.4 
C6 24094 24092 300 60.6 concrete 
Encrustation, 15% cross-sectional 
area loss at 16.7m 
C7 24093 24094 150 x concrete 
Very poor structural condition, 
service abandoned at 4.3m 
C8 24090 30043 300 90.4 concrete 
Water level at 5% of pipe diameter at 
start 
C9 30043 30044 300 91.1 concrete 
water level at 5% of pipe diameter at 
start, 20% at 1.3m, 5% at 21.9m 
 
Details of the analysis of three representative tests are described in the following 
sections. 
7.4.3.1 Ref C7, 150mm diameter and unknown length concrete 
pipe, ref C7 
Figure 7-21 shows the internal structure of a 150mm diameter pipe as seen in the 
CCTV recordings. It was also reported that due to structural defects around 2.8m and 
4.3m the survey was abandoned and hence pipe length was unknown. After the 
traffic light analysis is applied to the acoustic data, the pipe length is estimated to be 
14.85m with a cross-correlation of 71 % and 4% strength with the signature stored in 
the library. The energy calculated from the reflected signal is 2.5. Due to the poor 
strength of the pipe end response the pipe gets “RED” status.  
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Figure 7-21 Internal structure of a 150mm diameter concrete pipe. 
 
Figure 7-22 The intensity response of a150mm diameter and unknown length concrete pipe, ref C7. 
7.4.3.2 Ref C4, 450mm diameter and 91.5m long concrete pipe 
Figure 7-23 shows the acoustic response from a 450mm diameter and 91.5m long 
concrete pipe which suffered from significant water level and debris.  After the 
traffic light analysis is applied to the acoustic data, the pipe length is estimated to be 
91.91m with a cross-correlation of 84 % and 8% strength with the signature stored in 
the library. The energy calculated from the reflected signal is 10. Although the 
acoustic signal has good match with the pipe end signature in the library, the poor 
signal strength means that the pipe gets a “RED” status.    
broken  
pipes 
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Figure 7-23 The intensity response of a 450mm diameter and 91.5m long concrete pipe, ref C4. 
7.4.3.3 Ref C1, 375mm diameter 91.7m long concrete pipe. 
Figure 7-24 shows the intensity response from a 375mm diameter and 91.5m long 
concrete pipe. As seen from the CCTV recordings, the pipe does not have any lateral 
connection but suffers from water level along the pipe and debris at the manhole 
which are 5% and 20% of the pipe‟s diameter and cross-section respectively.  
 
Figure 7-24 The intensity response of a 375mm diameter and 91.7m long concrete pipe, ref C1. 
Applying the traffic light analysis to the acoustic data, the pipe length is estimated to 
be 95.55m with a cross-correlation of 54 % and 1% strength with the signature stored 
in the library. The energy calculated from the reflected signal is 12.5. Due to poor 
cross-correlation and signal strength the pipe gets a “RED” status.  
7.4.3.4 Summary and discussion of Carville site 
A summary of all the tests is shown in Table 7-7. The accuracy of pipe length 
measurements is within - 2% to +6% of the length estimated from the CCTV records.  
pipe end 
pipe end 
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Table 7-7 Summary of traffic light analysis applied  to Carville  site data. 
ref 
no. 
length 
(m) 
accuracy of 
pipe length (%) 
SewerBatt 
score 
comparison 
with CCTV 
C1 95.55 104 Red Match 
C2 59.34 98 Red Match 
C3 91.48 100 Red Match 
C4 91.91 100 Red Match 
C5 83.86 100 Red Match 
C6 64.36 106 Red Match 
C7 14.85  Red Match 
C8 94.47 105 Green Match 
C9 91.94 101 Red No match 
 
The analysis fails to identify the pipe, ref C9, as a “GREEN” pipe due to the 
presence of a high water level. The traffic light analysis shows about 90% success 
rate to the A180 site data and the only failure occurred due to the high level of water 
in pipe ref C9. The “GREEN” status is found to be successful in one case which 
indicates that 11% of the pipes could be removed from the future CCTV survey by 
use of an initial acoustic survey.  
7.4.4 Apeldoorn, Netherlands 
Finally, traffic light analysis will be applied to 25 acoustic tests performed in 
Apeldoorn in the Netherlands.  Table 7-8 shows the summary of pipes measured and 
their characteristics. The pipes, ref N8 and N9, were egg shaped with dimension 
300mm by 450mm and all the rest were circular shaped pipes. The major difference 
in the structure of the pipes in Netherlands compared to the pipes in England is that 
pipes typically carry a larger number of lateral connections. According to the CCTV 
report supplied by Valk Degroot, all the pipes were in reasonably good condition (i.e. 
CCTV inspection not required) and deserved a “GREEN” status. Detailed analysis of 
two of the tests is shown in the following sections. 
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Table 7-8 Summary of pipes measured in Appledoorn site and  their characteristics. 
ref 
no. 
manhole id pipe 
material 
dia 
(mm) 
length 
(m) 
number of 
lateral connections start end 
N1 938 939 concrete 300 39.5 7 
N2 938 937 concrete 300 31.6 6 
N3 938 × ×  ×  
N4 1029 1030 concrete 500 47.2 15 
N5 1028 1029 concrete 500 48.4 20 
N6 1033 1034 PVC 250 48.5 7 
N7 1032 1033 PVC 250 10.3 0 
N8 7674 1044 concrete  30.8 8 
N9 1044 1043 concrete  40.9 14 
N10 7690 1044 PVC 250 9.6 0 
N11 1052 1054 concrete 400 57.8 17 
N12 1054 1243 concrete 400 54.5 15 
N13 1131 1133 concrete 400 28.9 9 
N14 1279 1133 concrete 400 27.5 7 
N15 1135 1133 concrete 400 21.8 0 
N16 1137 1135 concrete 400 49.5 10 
N17 1137 1147 concrete 300 4 1 
N18 1139 1137 PVC 250 21.8 3 
N19 1237 1238 concrete 400 56 12 
N20 1239 1238 concrete 400 44.3 7 
N21 1241 1238 concrete 400 65.1 12 
N22 1244 1238 concrete 400 59 11 
N23 1645 1642 concrete 400 31 2 
N24 1642 1643 PVC 250 42.2 5 
N25 1642 1641 concrete 500 50.8 4 
 
7.4.4.1 Ref N7, 250mm diameter and 10.3m long PVC pipe 
Figure 7-25 shows the acoustic response of a 250mm diameter and 10.3 m long PVC 
pipe. The pipe did not have any lateral connections and was in a good condition as 
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found from the CCTV report. Applying the traffic light analysis to the acoustic data 
the pipe length is estimated to be 10.39m with a cross-correlation of 99% and 150% 
signal strength with the signature stored in the library. The energy calculated from 
the reflected signal is 0 which gives the pipe “GREEN” status. 
 
Figure 7-25 The intensity response of a 250mm diameter and 10.3m long PVC pipe, ref N7. 
7.4.4.2 Ref N4, 500mm diameter and 47.2m long concrete pipe 
The next pipe which will be considered was a 500mm diameter and 47.2m long 
concrete pipe. The pipe has 15 lateral connections around 3.1m, 9.4m, 11.2m, 17.8m, 
19m, 20.4m, 21.6m, 24.1m, 25.7m, 37.4m, 38.8m, 40m, 41.2m, 44.4m and 44.6m 
respectively as observed from the CCTV report. It is observed from the intensity 
response shown in Figure 7-26 that only six of the 15 lateral connections were 
identified individually and for the rest it was not possible for the traffic light analysis 
to identify due to the small distance between the lateral connections. The first lateral 
connection around 3.1m was missed due to its location within around 3m of the 
sensor. The next two lateral connections around 9.4m and 11.2m can be considered 
to be identified as one unit as shown by block 1. Block 2 in the figure shows the 
response from the lateral connections around 17.8m and 19m. Block 3 shows the 
response from the lateral connections around 20.4m and 21.6m and block 4 shows 
the response from the lateral connections around 24.1m and 25.7m. The acoustic 
response around 30m was not mentioned in the CCTV report but by looking at the 
reflection pattern it can be considered as another lateral connection. Block 5 shows 
the response coming from the lateral connections around 37.4m and 38.8. The 
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response from the lateral connections around 40m and 41.2m are very weak in the 
spectrogram and finally block 6 contains the reflections from the lateral connections 
around 44.4m and 44.6m and block 7 shows the response from the manhole. It 
appears that if the lateral connections are too close to each other it is not possible to 
distinguish them individually. 
 
Figure 7-26 The intensity response of a500mm diameter concrete pipe having 15lateral 
connections, ref N4. 
After the traffic light analysis is applied to the acoustic data the pipe length is 
estimated to be 47.01m with a cross-correlation of 60% and 1% strength with the 
signature stored in the library. The energy calculated from the reflected signal is 
147.5and 6 lateral connections was detected. Due to the reflected energy more than 
125 and number of lateral connections more than 3, the pipe gets a “YELLOW” 
status.  
7.4.4.3 Summary and discussion of Apeldoorn site 
A summary of the results of all the tests in Apeldoorn site is shown in  Table 7-9. 
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Table 7-9 Summary of traffic light analysis applied to Apeldoorn site data. 
ref 
no. 
length 
(m) 
accuracy of 
pipe length (%) 
SewerBatt 
score 
comparison 
with CCTV 
N1 38.94 99 Yellow No match 
N2 30.85 98 Green Match 
N3 42.93  Yellow N/A 
N4 47.01 100 Yellow No match 
N5 49.21 102 Yellow No match 
N6 47.87 99 Yellow No match 
N7 10.39 101 Green Match 
N8 30.57 99 Green Match 
N9 40.14 98 Green Match 
N10 9.99 104 Green Match 
N11 57.34 99 Yellow No match 
N12 54.77 100 Yellow No match 
N13 29.79 103 Yellow No match 
N14 27 98 Green Match 
N15 22 101 Green Match 
N16 49.14 99 Green Match 
N17 3.99 100 Green Match 
N18 21.83 100 Green Match 
N19 55.58 99 Yellow No match 
N20 43.96 99 Yellow No match 
N21 65.05 100 Yellow No match 
N22 58.53 99 Green Match 
N23 30.47 98 Green Match 
N24 41.33 98 Yellow Match 
N25 50.16 99 Green Match 
 
The accuracy of pipe length measurements is within - 2% to +4%. The CCTV report of 
the test, ref N3, was unavailable, but the predicted length, 42.93m, was checked with 
the supplied map of the sewer network.  Due to the presence of high number of 
lateral connection the traffic light analysis shows only 56% match with the CCTV 
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report to the Apeldoorn data. The “GREEN” status is found to be successful in 13 
cases which indicates that 54% of the pipes could be removed from a future  CCTV 
survey by use of an initial acoustic survey.  
7.5 Estimating sedimentation level 
In the following section the application of Burg analysis to the field data to estimate 
the level of sedimentation in the pipe will be demonstrated. 
7.5.1 450mm diameter and 91.5m long concrete pipe, ref C4 
This data was obtained from a 450mm diameter and 91.5m long concrete pipe at the 
Carville site in England. It was observed from the CCTV recordings that the pipe 
suffers from water level along the pipe which varies from 5% to 30% of the pipe 
diameter and debris along the pipe which varies in cross-sectional size from 10% to 
30% of pipe cross-section area. The Burg 
 
Figure 7-27 The resonant frequency of a 450mm diameter concrete pipe having water and debris, 
ref C4. 
analysis as discussed in section 5.7 of Chapter 5 is applied to 2.5m of the pipe‟s 
acoustic data. Since Burg analysis measures resonant frequency of the pipe and 
resonant frequency depends on the entire contents in the pipe, a pipe distance of 
about 2.5m gives good resolution in the frequency peak and increasing this distance 
does not improve the resolution significantly. After applying Burg analysis to the 
acoustic data the resonant frequency is found at 545Hz (see Figure 7-27). In Figure 
7-28, the change of sediment depth with the change of resonant frequency in 450mm 
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pipe using FEM is shown, from which a mean sediment depth of 91mm, which is 
20.2% of the pipe‟s diameter, is found.  
 
Figure 7-28 The predicted variation of sediment depth with frequency for 450mm pipe. 
7.5.2 Ref C1, 375mm diameter 91.7m long concrete pipe, ref C1 
The second test was performed in a 375mm diameter and 91.7m long concrete pipe 
at Carville  
 
Figure 7-29 The resonant frequency of a 375mm diameter concrete pipe having water and debris, 
ref C1. 
site in England. As seen from the CCTV recordings, the pipe suffers from water level 
along the pipe and debris at the manhole which are 5% of pipe diameter and 20% of 
pipe cross-section respectively. Applying Burg analysis to the acoustic data, the 
resonant frequency is found at 574Hz (see Figure 7-29). In Figure 7-30, the change 
of sediment depth with the change of resonant frequency in 375mm pipe using FEM 
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is shown, from which a sediment depth of 23mm, which is 6% of the pipe‟s 
diameter, is found. 
 
Figure 7-30 The predicted variation of sediment depth with frequency for  375 mm concrete pipe. 
Data will be presented from two tests which were performed in Apeldoorn in 
Netherlands where measurements were made in sewer pipes before and after they 
were cleaned. 
7.5.3 250mm diameter and 10.3m long PVC pipe, N7 
The first test was performed in a 250mm diameter and 10.3m long PVC pipe. Figure 
7-31 shows the resonant frequency of the pipe before and after jetting of the system. 
The resonant frequency of a pipe decreases after it is cleaned, the analysis suggests 
that the pipe conduit increases in size. This is shown in Figure 7-31 in that the 
resonant frequency shifts lower than for the cleaned condition. For the 250 mm PVC 
pipe the resonant frequency in unclean condition (i.e. blue curve) was found to be 
915Hz. Since the pipe was in a reasonably clean condition as observed from the 
CCTV recordings before cleaning, the resonance frequency of the pipe after jetting 
was shifted only by 9 Hz (i.e. green curve). 
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Figure 7-31 The resonant frequency of 250mm PVC pipe before and after jetting, ref N7. 
In Figure 7-32, the change of sediment depth with the change of resonant frequency 
in 250mm pipe using FEM is shown. For a resonant frequency change from 906Hz to 
915Hz it can be estimated that the pipe had  mean sediment depths of  2.5mm before 
cleaning the system which is very small as expected. 
 
Figure 7-32 The predicted variation of sediment depth with frequency for 250 mm PVC pipe. 
7.5.4 500mm diameter and 47.2m long concrete pipe, ref N4 
The next pipe to be considered was a 500mm diameter and 47.2m long concrete pipe. 
Figure 7-33 shows the resonant frequency of the pipe before and after jetting of the 
system. The pipe‟s resonant frequency in an unclean condition (i.e. blue curve) was 
found to be 485Hz. After jetting the system the resonant frequency shifted to 421Hz 
(i.e. green curve) giving a shift of 64Hz. The modeled sediment depth with the 
change in resonant frequency for 500mm pipe is shown in Figure 7-34. For a 
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resonant frequency change from 421Hz to 485Hz it can be estimated that the pipe 
had a mean sediment depth of around 80mm before jetting the system. 
 
Figure 7-33 The resonant frequency of 500 mm concrete  pipe before and after jetting, ref N4. 
 
Figure 7-34 The predicted variation of sediment depth with frequency for 500 mm concrete pipe. 
7.6 Conclusion  
Laboratory measurements were used to develop identification techniques for pipe 
characteristics and defects. Based on the experimental evidence of the strength of 
reflected signals and a correlation of the reflection properties of objects and defects 
in the pipe against a database a simple traffic light algorithm was developed in order 
to classify asset condition. This classification can be used in order to justify more 
expensive CCTV inspections. 
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The performance of the traffic light inspection system was examined using an 
independent set of field data. The length of the pipe estimated using traffic light 
analysis was within +/- 3% of the length estimated using CCTV in around 90% of 
cases. This performance was achieved whether the pipe was cleaned or not. The 
traffic light analysis shows 70% to 90% success rate in the case of UK sites and 56% 
success rate in the case of Netherlands sites in classifying asset condition. The 
performance can be improved if the limitations can be overcome. The first limitation 
in the technique is the blind spot. Any reflection from object sitting in the range of 
around 3m of the sensor is contaminated by the incident signal. The second 
limitation is that if an object (i.e. fracture/crack), which reflects signals of poor 
strength, sits at joints or near a lateral connection, the reflected signal from the object 
cannot be extracted without having contamination from the reflected signal of the 
joint. The third limitation of this technique is the number of lateral connections. The 
efficiency was reduced to around 60% in the case of tests performed in Netherlands 
since those pipes had a large number of lateral connections. For pipes having large 
number of lateral connections, the total reflected signals are mostly dominated by the 
lateral connections which in turn affect the signal coming from the pipe end. 
Therefore, if the measurement is performed in pipes having no more than 3 lateral 
connections the inspection results are very reliable. The library developed can be 
improved by the addition of defect signatures obtained from the test where Traffic 
light analysis was applied. The application of the Burg analysis to predict the level of 
sedimentation is shown to perform well in identifying in-pipe deposits.   
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Chapter 8  
Conclusions 
8.1 Achievements 
A robust acoustic system has been built that is able to measure reflected acoustic 
intensity within drainage pipes. A series of experiments have been carried out to 
ascertain whether the analysis of the reflected acoustic intensity could be used to 
identify the location and character of manholes, lateral connections and blockages or 
defects. The laboratory and field data have clearly shown that analysis of the 
reflected acoustic intensity that the system can find manholes, lateral connections 
and blockages or defects much more quickly that traditional CCTV based techniques 
and so offers the promise of a rapid inspection technique able to be used widely on 
sewer networks. It has also been shown that it is possible to determine water level 
within the pipe by analysing just the fundamental modal resonance of the system. 
The chronological list of the developments can be summarised as follows: 
1. The literature studies provided a foundation for solving the problem of sound 
propagation in ducts in the presence of complex boundary conditions. 
Considering the limitations in reflectometry method intensity techniques are 
adopted. Intensity technique provided both the direction and location of the 
reflected signal from defects in pipe. 
2. The resonance frequency of pipe was predicted using a finite element model, 
[59]. Another finite element model (Comsol, [60]) has also been used to 
predict the behaviour of the acoustic field near the pipe end. No attempts 
were made to model complicated blockages because of the plurality of their 
shapes and boundary conditions.  
3. The research has focused on the prediction of the acoustic response of a pipe 
in the presence a blockage in the plane wave regime, i.e. below the 1
st
 cross-
sectional resonance of the pipe. Though, it is relatively straightforward to 
characterise a simple rectangular cross-sectional change by measuring its 
acoustic response, the pattern from blockages of more complex shape are  
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difficult to interpret. Different prediction methods have been considered that 
can be used to estimate the intensity response of a pipe with a blockage. 
4. A range of laboratory experiments has been designed and conducted using 
specially developed hydraulic facilities in the School of Engineering, Design 
and Technology in the University of Bradford in order to study the 
capabilities of the acoustic technology for inspection of underground pipes. 
These facilities include a full-scale 150mm diameter and 8.8m long PVC 
pipe, 150mm diameter and 14.4m long clay pipe and 600mm diameter and 
20m long concrete pipe. The clay and concrete pipe support flow rates up to 
7.11 litre/sec and 112 litre/sec, respectively.  
5. Two instrument prototypes have been developed and used in this research. 
Mk1 prototype consists of horizontal array of four MEMS microphones 
arranged on a slim PCB board, loudspeaker, laptop, sound card and power 
amplifier and it has been used to carry out initial tests in the laboratory. Two 
different speakers have been adopted. One sensor has been constructed with a 
2.5diaphragm speaker. This sensor is suitable for measuring in pipes of 
smaller diameter between 75 mm to 360 mm. Another sensor has been 
constructed using a 3.3” speaker. This sensor is suitable for pipes with a 150 - 
600mm diameter. The same microphone array has been adopted for both the 
sensors. Acoustic characterisation of a large diameter (i.e. 600mm and over) 
pipe requires speakers that can deliver sufficient energy below 300 Hz. It has 
been shown that increasing the speaker size of the sensor the resolution of the 
reflected signal can be improved.  Mk2 prototype has been developed in due 
course of time which is extremely portable and is most suitable to carry out 
field trials. Signal generation, transmission, acquisition and processing in 
both the prototypes remain same. 
6.  Signal processing played quite an important role in this research. Suitable 
signal processing algorithms have been identified and coded using MATLAB 
programming language. The key operations in these signal processing 
algorithms have been filtering, deconvolution and cross-correlation. A 
Butterworth 3
rd
 order filter has been found to provide the optimum result in 
terms of the intensity analysis in multiple frequency bands. Regarding the 
excitation signal, it has been shown that a chirp signal can provide the best 
signal-to-noise ratio and it is more immune to system variations that can 
Conclusions 
 
186 | P a g e  
 
occur during the measurement interval. This type of stimulus has been used in 
the deconvolution algorithm to determine the impulse response of the pipe. 
7. The Burg analysis to the acoustic impulse response has been found 
particularly useful to measure accurately the frequencies of cross-sectional 
modes in a pipe which can be related to the pipe diameter. This information 
has also been used to estimate the level of water and wet sediment by 
calculating the shift from the modal frequencies predicted for a dry, clean 
sewer pipe. 
8.  The possibility of using matched filed processing has been studied. This 
technique is capable of detecting changes in a dry sewer pipe.  
9. In order to obtain the reflection pattern from different objects (i.e., manhole, 
lateral connection, blockage or defect etc.), which is an important findings of 
this research, intensity spectrograms have been used. The reflected time and 
frequency dependent intensity has been considered as an acoustic signature of 
an object or defect in the sewer pipe. Different signatures have been stored in 
a library and used in object classification analysis.  
10. The effect of porous sediment has been investigated. A continuous layer of 
porous sediment results in an excessive acoustic attenuation which reduces 
considerably the intensity of the signal reflected by a local blockage. 
11. The effect of water flow has been investigated in the presence of a blockage. 
A flow of water in a pipe with a blockage can change significantly the 
response measured with the acoustic sensor. The reduction of the cross-
sectional area of the pipe open to sound waves, partial obstruction of the 
blockage, partial coverage of deposited sediment and turbulence-generated 
water waves are the main effects of the water flow. 
12. The effect of temperature of the air in the pipe on the recorded acoustic 
intensity response has been studied. It has been shown that this information is 
required to compensate for the phase shift in the intensity response recorded 
in various environmental conditions. 
13. Finally, based on the object classification and strength of reflected signals a 
simple traffic light algorithm has been developed in order to classify asset 
condition. Mk2 prototype was tested at several sites in UK, Austria and the 
Netherlands.  The length of the pipe estimated using traffic light analysis was 
within +/- 3% of the length estimated using CCTV in 90% cases 
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approximately. The traffic light analysis shows 56% to 90% efficiency in 
classifying asset condition. The efficiency can be improved if the limitations 
can be overcome.  
8.2 Limitations 
The limitations of this acoustic system were identified as following:  
1. Sensor positioning: Sensor positioning can be crucial in the case of traffic 
light analysis. If the sensor is not properly inserted in the pipe, then the 
reflections from the elements of the manhole can mask the signal reflected 
from the artefacts present in the pipe. A small misaligning of the sensor in the 
pipe is not critical in the plane wave regime. This effect is more critical when 
the acoustic field in the pipe is fully modal (i.e. the frequency of sound is 
above the frequency of the 1
st 
cross-sectional mode) so that the emitted sound 
wave can travel at a range of angles of incidence in the pipe. 
2. Blind spot: The blind spot is defined as the first 3m distance from the sensor. 
Any reflection from an artefact sitting in the blind spot is strongly 
contaminated by the incident signal.  
3. Object sitting at a poor joint: If a blockage is positioned in the vicinity of a 
poor joint, then the reflection from this poor joint can affect the reflection 
from the blockage. If the blockage is small, then the strength of these two 
reflections can be similar and it is difficult to discriminate between the two.   
4. Large number of lateral connection: For pipes having a large number (i.e. 
more than 3) of lateral connections, the total reflected signals are mostly 
dominated by the lateral connections which in turn affect the signal coming 
from the pipe end. 
5. Small distance between two consecutive lateral connections: If the distance 
between the two consecutive lateral connections is small (i.e. 2m), the 
reflections from these connections will inevitably overlap and reduce the 
resolution of this method. 
6.  Lateral connection close to sensor: If a lateral connection is located very 
close to the sensor (i.e. within the blind spot), then the reflected signal from 
other objects presents in the pipe will be contaminated by the back and forth 
reflections between this lateral connection and nearby pipe end.  
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8.3 Future work 
The first limitation described in the previous section can be eliminated by giving 
proper training to the operator. More sophisticated algorithm can be developed to 
warn the operator in case the sensor is not directed properly. The other limitations 
described in the previous section are limited by our ability to interpret the collected 
data which is currently based on intensity analysis and two dimensional cross-
correlation methods. These limitations can pave the foundation for future research. 
Effective and speedy interpretation with consistent accuracy will be the main focus 
of future advanced studies into this topic. The current practice of data analysis and 
classification can be improved by pattern recognition algorithms (e.g. [74]) 
developed by other researchers.  
A classical pattern recognition system consists of pre-processing, feature extraction, 
feature selection and pattern classification. The most important parts of a recognition 
system are the feature extraction and recognition methods. The feature extraction 
step converts the properties of the signal which are important to the pattern 
recognition task to features that simplify the distinction of the classes. The 
recognition step aims to estimate the general extension of the classes within a feature 
space derived from training sets. The future research can be performed in two stages: 
feature extraction data analysis and pattern classification. This work can be based on 
advanced method of analysis that may include wavelet transform, Wigner-Ville 
distribution and empirical mode decomposition. 
Once the meaningful information is extracted from original data, these unclassified 
features have to be grouped into different classes sharing the same set of properties. 
Many real-world data mining applications can be seen as predicting future data states 
based on past and current data. There is a procedure called machine learning, which 
is the basis of many data mining applications. It is often used for prediction and 
classification. The procedure is divided into two phases: training phase and testing 
phase. During the training phase, historical or sampled data are used to create a 
model that represents those data and the testing phase then applies this model to the 
remaining and future data. For speech or speaker patterns recognition, the following 
classification techniques are commonly used and proved to be efficient: K-nearest 
Conclusions 
 
189 | P a g e  
 
neighbours (KNN), decision tree (DT), support vector machine (SVM), and hidden 
Markov models (HMM). 
The KNN technique is easy to use and understand but results may not be satisfactory. 
One of DT’s advantages is that it is able to break down a complex decision-making 
progress into a set of simpler decisions. The greatest asset of an SVM is its ability to 
construct nonlinear decision regions in a discriminative fashion. The Hidden Markov 
Models (HMM) is probably the most widely used technique in speech recognition, 
and it provides a simple and effective framework for modelling time-varying spectral 
vector sequences. It is relatively easy and straight forward to train a model from a 
given set of labelled training data.  
Finally, no single method is always superior to the others in terms of accuracy. In 
practice, the real data can be complex and it will be recommended that more than just 
one method is to be used. 
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Appendices 
A.1 Software structure 
 
 [1]   Matt Frear, Matlab multi-channel audio, MARCS Auditory Laboratories, 
University of    
         Western Sydney. 
A.2  Matlab codes for impulse response 
function [ir, time]=ImpulseResponse(RecordedSignal, 
ExcitationSignal,... 
                                     Tech,q, NormaliseData, fsKHz) 
if nargin < 6, fsKHz = 44.1; end 
if nargin < 5, NormaliseData = 0; end 
if nargin < 4, q = 1; end 
if nargin < 3, Tech = 1; end 
if Tech==1 
    fy = fft(RecordedSignal); 
    N = length(fy); 
    fx = fft(ExcitationSignal, N); 
    for i=1:size(RecordedSignal,2) 
        z(:,i)= real(ifft(fy(:,i)./(fx))); 
    end 
end  
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if Tech==2 
    for i=1:size(RecordedSignal,2) 
        fy = fft(RecordedSignal(:,i)); 
        fy_c=conj(fy); 
        N = length(fy); 
        fx = fft(ExcitationSignal, N); 
        z(:,i)= real(ifft(fy.*fy_c./(fx.*fy_c))); 
    end 
end 
if Tech==3 
    for i=1:size(RecordedSignal,2) 
        fy = fft(RecordedSignal(:,i)); 
        N = length(fy); 
        fx = fft(ExcitationSignal, N); 
        fx_c=conj(fx); 
        z(:,i)= real(ifft(fy.*fx_c./(fx.*fx_c))); 
    end 
end 
if Tech==4 
    for i=1:size(RecordedSignal,2) 
        fy = fft(RecordedSignal(:,i)); 
        N = length(fy); 
        fx = fft(ExcitationSignal, N); 
        fx_c=conj(fx); 
        z(:,i)= real(ifft(fy.*fx_c./(fx.*fx_c+q))); 
    end 
end 
if NormaliseData, 
     
    for i=1:size(z,2) 
       ir(:,i)=z(:,i)/max(abs(z(:,i))); 
    end 
else 
    ir=z;  
end 
time=TimeArray(length(ir),fsKHz); 
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A.3  Matlab codes for intensity response 
% SINGLE PAIR 
 
function [intens, ChannelFilterDesc,ChannelSepration, intens_A, 
intens_R]= IntensityResponse(FY, MicPos_mm, Channels, option) 
 
if nargin <4, option=0; end 
if or(nargin <3, isempty(Channels)),Channels=[1 2]; end 
if or(nargin <2, isempty(MicPos_mm)),  MicPos_mm=[0   27  44.5   
57]; end 
intens_A=[]; 
intens_R=[]; 
if ischar(Channels) 
    Channels=[1 2; 1 3; 1 4; 2 3; 2 4; 3 4];     
end 
NumExpts = size(FY, 3); 
if size(FY,2)==2, Channels=[Channels(1,1) Channels(1,2)]; end 
global SuppressWaitBar 
if isempty(SuppressWaitBar) 
    if NumExpts>1, h = waitbar(0,'Please wait... perfoming intensity   
       analysis');  
   end 
end 
for objct=[1:NumExpts] 
    for Ch=1:size(Channels,1) 
       MicSep_mm =abs(MicPos_mm(Channels(Ch,1))-
MicPos_mm(Channels(Ch,2))); 
       [intens(:,Ch,objct)] = CalculateIntensity( 
FY(:,Channels(Ch,1),objct),  
       FY(:,Channels(Ch,2),objct),MicSep_mm ); 
       ChannelFilterDesc(:,Ch)=cellstr(['Ch-[' 
num2str(Channels(Ch,1)) ' '  
       num2str(Channels(Ch,2)) '], ' num2str(MicSep_mm) ' mm, ']); 
       ChannelSepration(Ch,:)=MicSep_mm; 
       if option 
           [intens_A(:,Ch,objct), intens_R(:,Ch,objct)] =  
           ActiveAndReactiveIntensity( FY(:,Channels(Ch,1),objct),  
           FY(:,Channels(Ch,2),objct),MicSep_mm ); 
       end 
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    end 
   if NumExpts>1 
        if isempty(SuppressWaitBar) 
            waitbar(objct/NumExpts,h) 
        end 
    end 
end 
intens=-squeeze(intens); 
if NumExpts>1 
    if isempty(SuppressWaitBar) 
        close(h)  
    end 
end 
  
function [Intensity, MeanPressureV, CulmulativePressureGradient] =   
                  CalculateIntensity(DataCh1, DataCh2, 
MicSepBetCh1andCh2mm ) 
 
MeanPressureV =(DataCh1 + DataCh2); 
MeanPressureV = squeeze(MeanPressureV); 
PressureGradient = (DataCh2 -DataCh1)  ./ 
(MicSepBetCh1andCh2mm/1000); 
PressureGradient = squeeze(PressureGradient); 
CulmulativePressureGradient = cumsum(PressureGradient); 
Intensity = squeeze(MeanPressureV .* CulmulativePressureGradient); 
  
function [I_Active, I_Reactive]=ActiveAndReactiveIntensity( DataCh1, 
DataCh2,  
                                                      
MicSepBetCh1andCh2mm ); 
           p=DataCh1+DataCh2; 
           u= (DataCh2 -DataCh1)  ./ (MicSepBetCh1andCh2mm/1000); 
           u=cumsum(u); 
           p_h= hilbert(p); 
           u_h= hilbert(u); 
           I_Active=0.5*(p.*u + p_h.*u_h); 
           I_Reactive=0.5*(p_h.*u - p.*u_h); 
% MULTIPLE PAIR  
function [Output]=IntensityMultipleBandMultiplePair(gdAv,PipeDia, 
...     
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                                      FreqBand,fsHz,TdegC,option) 
INT=[]; INT_R=[]; 
if nargin<6, option=0; end % to find total or reactive intensity 
gdTs=TimeArray(length(gdAv)); 
if isempty(TdegC), TdegC=18; end 
Sound_Speed=SoundSpeed(TdegC); 
DCH12=27.5; 
DCH23=17.5; 
DCh34=12.5; 
xm(1) = 27.5/2/1000; 
xm(2) = (27.5+17.5)/2/1000; 
xm(3) = (27.5+17.5+12.5)/2/1000;  
xm(4)=(27.5+17.5/2)/1000; 
xm(5) = (27.5+(17.5+12.5)/2)/1000; 
xm(6) = (27.5+17.5+12.5/2)/1000;  
N=size(FreqBand,1); 
n=1; 
TotalCount=3*N; 
str1=[num2str(PipeDia) ' mm, MULTI PAIR']; 
if option==0, 
   TitleStr=['TOTAL intensity..' str1]; 
else 
 TitleStr=['REACTIVE intensity..' str1]; 
end 
h = waitbar(0,'filtering data,', 'Name', TitleStr); 
%Filtering Data 
for m=1:N 
    [b,a] = butter(3, FreqBand(m,:)/(fsHz/2)); 
    for j=1:size(gdAv,2) 
      data(:,m,j)=filter(b,a,gdAv(:,j)); 
    end 
    n=WaitBar(h,TotalCount,n, ['filtering data between '... 
    num2str(roundTo(FreqBand(m,1),2)) ' to '  
    num2str(roundTo(FreqBand(m,2),2)) ' Hz']); 
end 
for m = 1:N 
    for j=1:size(ch,1) 
        if option==0,  
           [INT(:,m,j), Polarity]= 
iCumSumTotal(squeeze(data(:,m,ch(j,:))));   
        end 
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        if option==1,  
           INT_R(:,m,j)=iCumSumReactive(squeeze(data(:,m,ch(j,:)))); 
        end 
     end 
    n=WaitBar(h,TotalCount,n, ['intensity between ' ... 
    num2str(roundTo(FreqBand(m,1),2)) ' to '   
    num2str(roundTo(FreqBand(m,2),2)) ' Hz']); 
end 
for m=1:N 
     for j=2:length(xm) 
         if ~isempty(INT),  
            INT(:,m,j) = spline(gdTs, INT(:,m,j), gdTs + (xm(j) -    
            xm(1))/Sound_Speed); 
         end 
         if ~isempty(INT_R) 
             INT_R(:,m,j) = spline(gdTs, INT_R(:,m,j), gdTs + (xm(j) 
-           
             xm(1))/Sound_Speed); 
         end 
     end 
     n=WaitBar(h,TotalCount,n, ['aligning between '   
                                num2str(roundTo(FreqBand(m,1),2)) ' 
to '  
                                num2str(roundTo(FreqBand(m,2),2)) ' 
Hz']); 
end 
if ~isempty(INT),INT=squeeze(sum(INT,3));end 
if ~isempty(INT_R),INT_R=squeeze(sum(INT_R,3)); end 
close(h) 
if option 
    Output=INT_R; 
else 
    Output=INT; 
end 
  
function [int,s]=iCumSumTotal(Data) 
s=0; 
Data1=Data(:,1); 
Data2=Data(:,2); 
p=(Data1+Data2); 
u=Data1-Data2; 
Appendix 
 
202 | P a g e  
 
int=cumsum(u).*p; 
mI = max(-int); 
int = int/mI; 
  
function [int_R]=iCumSumReactive(Data) 
Data1=Data(:,1); 
Data2=Data(:,2); 
p=(Data1+Data2); 
u=Data1-Data2; 
p_h= hilbert(p); 
% u_h= hilbert(u); 
u_h= hilbert(cumsum(u)); 
int_R=imag(0.5*(p_h.*u - p.*u_h)); 
mI = max(abs(int_R)); 
int_R = int_R/mI; 
 
A.4 Matlab codes to make frequency band 
function [FreqBand ,FreqDesc, dia]= MakeFreqBands(var1, var2, var3, 
var4,  
                                                   var5,type) 
  
% for freq bands according to diameter, [FreqBand ,FreqDesc, dia]=   
       MakeFreqBands(dia, fstart, BW,NoOfFrequencyBand,fstop,1) 
% for freq bands according to given frequecy, [FreqBand]=  
       MakeFreqBands(fstart, fstop,bw,increment,NoOfFrequencyBand,0) 
if nargin<5, 
   type=1; 
end 
FreqBand=[]; 
dia=[]; 
if type==1; % frequency will be created according to diameter 
    dia=var1; 
    fstart=var2; 
    BW=var3; 
    NoOfFrequencyBand=var4; 
    fstop=var5; 
end 
if type==0 % frequency will be created according the information of 
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given  
    frequency 
    fstart=var1; 
    fstop=var2; 
    bw=var3; 
    increment=var4; 
    NoOfFrequencyBand=var5; 
end 
if type==1 
    if isempty(fstop) 
        if isempty(dia) 
            a=inputdlg({'Current pipe'},'dia (mm)',1,{'150'}, 'on'); 
            dia=str2num(char(a)); 
        end 
        fc=CutOffFrequency(dia); 
        fstop=0.8*fc(1); 
        if fstop>800, fstop=800; end 
        fstop=floor(fstop); 
     end 
    CurrentBW=floor((fstop-fstart)/NoOfFrequencyBand); 
    if or(CurrentBW>BW,CurrentBW==BW) 
       BW=CurrentBW; 
       f=fstart:BW:fstop; 
       FreqBand(:,1)=f(1:end-1); 
       FreqBand(:,2)=f(2:end); 
       fcenter=mean(FreqBand,2); 
    else 
        fcenter(1)=fstart +BW/2; 
        fcenter(NoOfFrequencyBand)=fstop-BW/2; 
        %applying the equation of arithmatic series 
        StepSize=(fcenter(end)-fcenter(1))/(NoOfFrequencyBand-1); 
        for i=2:length(fcenter) 
           fcenter(i)=fcenter(1)+(i-1)*StepSize;  
        end 
        for i=1:length(fcenter) 
           FreqBand(i,1)=fcenter(i)-BW/2; 
           FreqBand(i,2)=fcenter(i)+BW/2; 
        end 
        FreqBand=roundTo(FreqBand,2); 
    end 
end 
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if type==0 
    if or(fstop-fstart==bw, bw==0) 
            FreqBand=[fstart fstop]; 
    end 
    if isempty(FreqBand) 
            if increment>0 
                    start=fstart; 
                    stop=fstart+bw; 
                while stop <fstop+1 
                       FreqBand=[FreqBand ; [start  stop] ]; 
                       start=start+increment; 
                       stop=stop+increment; 
                end   
            else 
                f=fstart:bw: fstop; 
                if length(f)==1 % means bw is greater than fsoptKHz-
fstart 
                   f=[fstart fstop]; 
                end 
                if ~isempty(f) 
                    FreqBand(:,1)=f(1:end-1); 
                    FreqBand(:,2)=f(2:end); 
                end 
            end 
    end 
end 
FreqBand=round(FreqBand); 
for i=1:size(FreqBand,1) 
    FreqDesc(i,1)={[num2str(FreqBand(i,1)) ' to ' 
num2str(FreqBand(i,2)) '  
    Hz']};  
end 
 
A.5  Matlab codes to make signature of object 
function [ObjDesc, TotalIntensity, fcenter, ObjPosition]= 
MakeSignature(  
                  ObjPositionIndex, 
PipeDia_mm,SignatureSamples,SavingOption) 
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SignatureFileLocation='c:\SignatureFiles'; 
if ~exist(SignatureFileLocation, 'dir') 
    mkdir(SignatureFileLocation) 
end 
Method=2; 
fcenter=[];  
ObjDesc=[]; 
global AllFiles fsKHz 
TestFile=AllFiles(1); 
fsSigKHz=fsKHz; 
DoThis=1; 
if DoThis 
    global ImpulseData Temperature SpecT FreqBand SpecF SpecX 
    if isempty(SpecT) 
            global FreqBand       
            N=20; % Number of frequency band 
            [FreqBand, 
PipeDia_mm]=FreqBandAccordingToDiameter(PipeDia_mm,   
                                                             150, 
100, N); 
            [intens,FreqBand]=IntensityTotalReactive(ImpulseData,         
                                     PipeDia_mm, Temperature, N,0); 
            intens=CleanIntensityData(intens); 
            SpecF=mean(FreqBand,2); 
            SpecT=intens; 
            SpecX=343/2*TimeArray(length(intens)); 
    else 
        intens=SpecT; 
    end 
end 
if isempty(ObjPositionIndex) 
   xlimit=xlim; 
    nt=find(SpecX>xlimit(1) & SpecX<xlimit(2)); 
    s=[nt(1) nt(end)]; 
else 
    s=[ObjPositionIndex(2) ObjPositionIndex(3)]; 
end 
fcenter=mean(FreqBand,2); 
TI=intens; 
if s(1)<0, s(1)=1; end 
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if s(2)>length(TI), s(2)=length(TI); end 
if Method==1 
    Samples=1:size(TI,1); 
    Samples=s(1):s(2); 
    for i=1:size(TI,2) 
        temp=TI(s(1):s(2),i); 
        [m,id]=max(temp); 
        ObjPeak(i)=Samples(id); 
        ObjRange(1)=ObjPeak(i)-SignatureSamples/2+1; 
        ObjRange(2)=ObjPeak(i)+SignatureSamples/2; 
        if ObjRange(1)<0 
            ObjRange(1)=1;  
            ObjRange(2)=SignatureSamples; 
        end 
        if ObjRange(2)>length(TI) 
            ObjRange(2)=length(TI); 
            ObjRange(1)=length(TI)+1-SignatureSamples; 
        end 
        TotalIntensity(:,i)=TI(ObjRange(1): ObjRange(2),i); 
        ObjPosition=roundTo(SamplesToDistance(mean(ObjPeak)/2),2);  
     end 
end 
if Method==2 
   temp=TI(s(1):s(2),:); 
   [m1,id1]=max(TI(s(1):s(2),:)); 
   [m2,id2]=max(m1); 
   ObjPeak=id1(id2); 
   ObjRange(1)=ObjPeak+s(1)-SignatureSamples/2+1; 
   ObjRange(2)=ObjPeak+s(1)+SignatureSamples/2; 
   TotalIntensity=TI(ObjRange(1): ObjRange(2),:); 
   
ObjPosition=roundTo(SamplesToDistance(s(1)+floor(ObjPeak/2))/2,2);  
end 
if SavingOption 
    %SAVING SignatureFile 
    global SignatureLocation 
    SelectedSignatureLocation=[SignatureLocation '\' 
num2str(PipeDia_mm)]; 
    if ~exist(SelectedSignatureLocation, 'dir') 
        mkdir(char(SelectedSignatureLocation)) 
    end 
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    AllSignatureFiles=fuf([SignatureLocation '\*.mat'], 'detail'); 
    SignatureFiles=FindFilesInAFolder(SelectedSignatureLocation, 
'mat'); 
           Od=1; 
           ObjDescs(Od,1)={'pipe end'};  
           ObjDescs(Od,2)={'pe'}; 
           ObjDescs(Od,3)={'0'}; Od=Od+1; 
           ObjDescs(Od,1)={'lateral connection'};            
           ObjDescs(Od,2)={'lc'}; 
           ObjDescs(Od,3)={'1'}; Od=Od+1; 
           ObjDescs(Od,1)={'extended lateral connection'};   
           ObjDescs(Od,2)={'ec'};ObjDescs(Od,3)={'2'}; Od=Od+1; 
           ObjDescs(Od,1)={'blockage'}; 
           ObjDescs(Od,2)={'bk'}; 
           ObjDescs(Od,3)={'3'}; Od=Od+1; 
           ObjDescs(Od,1)={'displacement'}; 
           ObjDescs(Od,2)={'dp'}; 
           ObjDescs(Od,3)={'4'}; Od=Od+1; 
           ObjDescs(Od,1)={'deformation'}; 
           ObjDescs(Od,2)={'df'}; 
           ObjDescs(Od,3)={'5'}; Od=Od+1; 
           [s,v] = listdlg('PromptString','Select an object type 
:',... 
                'SelectionMode','single', 'ListSize', [175 100],... 
                'ListString',ObjDescs(:,1)); 
SavingMethod=2; 
   if SavingMethod==1 
         if isempty(AllSignatureFiles) 
                 ObjDesc={[char(ObjDescs(s,2)) '1']}; 
         else 
                for i=1:length(AllSignatureFiles) 
                    load(char(AllSignatureFiles(i)), 'ObjDesc'); 
                    Objects(i)=ObjDesc; 
                end 
                LookingForMatch=strmatch(char(ObjDescs(s,2)), 
Objects); 
                if LookingForMatch 
                   MatchedObject=sort(Objects(LookingForMatch));  
                   NumberOfMatchedObject=numel(MatchedObject); 
                   ObjDesc={[char(ObjDescs(s,2))  
                   num2str(NumberOfMatchedObject+1)]}; 
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                else 
                    ObjDesc={[char(ObjDescs(s,2)) '1']}; 
                end 
         end 
    end 
    if SavingMethod==2 
           ObjDesc=ObjDescs(s,2); 
          Tag=char(inputdlg({'add a tag ?'},'tag',1,    
                    FindFileName(TestFile))); 
          if ~isempty(Tag) 
              ObjDesc={[char(ObjDesc) '_' Tag]}; 
          end 
          %LOOKING FOR DUPLICATE FILES 
          SignaturesInTheDirectory=FindFileName(SignatureFiles); 
          LookingForMatch=strmatch([char(ObjDesc)  
             '.mat'],SignaturesInTheDirectory, 'exact'); 
          if LookingForMatch 
             Prompt=[{'please give a new name for the signature '} 
;... 
             {'list of existing signature names: '};... 
             {'========================='};... 
             SignaturesInTheDirectory]; 
             NewSigName=  inputdlg(char(Prompt),'already exists',1, 
ObjDesc); 
             if ~isempty(NewSigName) 
                 ObjDesc=NewSigName; 
             end 
       end 
    end 
          ObjId=str2num(char(ObjDescs(s,3))); 
          tempFreqBand=roundTo(FreqBand,2); 
          for d=1:size(FreqBand,1) 
              BandDesc(d,1)={[num2str(tempFreqBand(d,1)) ' to '  
              num2str(tempFreqBand(d,2)) ' Hz']}; 
          end 
          ObjImage=[]; 
          f_sig=[SelectedSignatureLocation '\' char(ObjDesc) 
'.mat']; 
          temp=ObjDesc; 
          ObjDesc=ObjDescs(s,1); 
          ObjBrief=ObjDescs(s,2); 
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          DateCreated=now; 
          Xlimit=xlim; 
save(f_sig,'ObjId','ObjDesc','ObjBrief','ObjPosition','ObjPeak','Obj
Image',   
       'TotalIntensity', 
'FreqBand','BandDesc','TestFile','PipeDia_mm',  
       'DateCreated','fsSigKHz', 'Xlimit')  
        msgbox(['signature saved to   '  f_sig ], 'done') 
        ObjDesc=temp; 
        SelectedSignatureFileLocation=[SignatureFileLocation '\'  
        num2str(PipeDia_mm)]; 
        SelectedSignatureFile=[SelectedSignatureFileLocation '\'  
        char(FindFileName(TestFile))]; 
        
        if ~exist(SelectedSignatureFileLocation, 'dir') 
            mkdir(char(SelectedSignatureFileLocation)) 
        end 
        if ~exist(SelectedSignatureFile, 'file') 
            copyfile(char(TestFile),SelectedSignatureFile,'f') 
        end 
end 
A.6  Matlab codes for traffic light analysis 
function [Str, LightColor, 
Result]=TrafficLight(Option,AcceptedMatch,  
                                               AcceptedEnergy,fsKHz, 
Delay) 
if nargin<1, Option=1; end 
global SelectSignature 
PipeLengthBoundary=5; % in m 
C=340; 
dT=1/(fsKHz*1000); 
dR=dT*C/2; 
global AllFiles PipeDia  
[SignatureFiles, SignatureLocation, 
PipeDia_mm]=FindSignatureFiles(PipeDia); 
if length(PipeDia_mm)>1 
    PipeDia_mm=str2num(char(inputdlg({'Current pipe dia'},'dia   
               (mm)',1,{num2str(PipeDia_mm(1))}, 'on'))); 
end 
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global SpecT SpecX PipeLength fsKHz 
% STEP 1: FINDING PIPE LENGTH 
SigFiles=[]; 
if SelectSignature 
    global SelectedSignature 
    SigFiles=SelectedSignature;     
end 
if isempty(SigFiles) 
    SigFiles=iFindSigFiles(SignatureFiles, 'pe'); 
end 
FileNamesOnly=FindFileName(AllFiles); 
global PipeLength 
tic 
[PipeEnd, p_PipeEnd, Str]=FindPipeEnd(SpecT,fsKHz, SigFiles, 
PipeLength,  
                     Option, PipeLengthBoundary, SpecX,Delay, 
AcceptedMatch); 
toc 
%  STEP 2, FINDING LATERAL CONNECTION 
global DistanceToIgnore 
    CurrentPosition=floor(DistanceToSamples(2*DistanceToIgnore, [], 
fsKHz)); 
    EndPosition=floor(DistanceToSamples(2*(PipeEnd-2), [], fsKHz)); 
    SigFiles=iFindSigFiles(SignatureFiles, 'lc'); 
if ~isempty(SigFiles) 
    FileNamesOnly=FindFileName(AllFiles); 
    global PipeLength 
    SigFileNames=FindFileName(SigFiles); 
    ObjPeaks=FindNPeaks(SpecT,10,600, [4 PipeEnd-2], SpecX); 
    if ~isempty(ObjPeaks) 
        [LC, LC_P]=FindLateralConnections(SpecT,fsKHz, 
SigFiles,ObjPeaks,  
                            AcceptedMatch, SpecX); 
        Str(2)={['lc =' num2str(LC') ',  ' num2str(LC_P) ' %']}; 
    else 
        LC=[];     
    end 
else 
    LC=[]; 
end 
% FINDING REFLECTION FROM BLOCKAGE 
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ReflectedEnergy=round(sum(sum(SpecT(CurrentPosition:EndPosition,:)))
*dR*100); 
Str(3)={['reflected energy ' num2str(roundTo(ReflectedEnergy,2))]}; 
Str(4)={'========================================='}; 
Str(5)={['ref pipe dia = ' num2str(PipeDia_mm) ' mm']}; 
if p_PipeEnd>AcceptedMatch 
   if length(LC)<4 
       if ReflectedEnergy<AcceptedEnergy 
           Result='GOOD PIPE'; 
           LightColor='green'; 
       else 
           Result='BAD PIPE'; 
           LightColor='red'; 
       end 
   else 
       Result='UNKNOWN'; 
       LightColor='yellow'; 
   end 
else 
   Result='BAD PIPE'; 
   LightColor='red'; 
end 
function SigFiles=iFindSigFiles(SignatureFiles, object) 
n=[]; 
id=strfind(SignatureFiles, object); 
for i=1:length(id) 
    if ~isempty(cell2mat(id(i))) 
        n=[n i]; 
    end 
end 
SigFiles=SignatureFiles(n); 
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A.7 PCB  layout of the of amplifier 
 
 
 
