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BOUNDS ON LAYER POTENTIALS WITH ROUGH INPUTS
FOR HIGHER ORDER ELLIPTIC EQUATIONS
ARIEL BARTON, STEVE HOFMANN, AND SVITLANA MAYBORODA
Abstract. In this paper we establish square-function estimates on the dou-
ble and single layer potentials with rough inputs for divergence form elliptic
operators, of arbitrary even order 2m, with variable t-independent coefficients
in the upper half-space.
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1. Introduction
This paper is part of an ongoing study of elliptic differential operators of the
form
(1.1) Lu = (−1)m
∑
|α|=|β|=m
∂α(Aαβ∂
βu)
for m ≥ 2, with general bounded measurable coefficients.
Specifically, we hope to study boundary value problems such as the Dirichlet
problem
(1.2) Lu = 0 in Ω, ∇m−1u = f˙ on ∂Ω
with boundary data f˙ ∈ L2(∂Ω) or in the boundary Sobolev space W˙ 21 (∂Ω). We
are also interested in the higher order Neumann problem. We remark that in the
second order case (m = 1), there are many known results concerning these boundary
value problems, while in the higher order case, there are very few known results for
variable coefficients.
1.1. Layer potentials in the second order case. Classic tools for solving second
order boundary value problems are the double and single layer potentials, given by
DAΩ f(X) =
ˆ
∂Ω
ν ·A∗(Y )∇Y EL
∗(Y,X) f(Y ) dσ(Y ),(1.3)
SLΩg(X) =
ˆ
∂Ω
EL(X,Y ) g(Y ) dσ(Y )(1.4)
where ν is the unit outward normal to Ω and where EL(X,Y ) is the fundamental
solution for the operator L. Layer potentials are suggested by the Green’s formula:
if Lu = 0 in Ω and u ∈ W˙ 21 (Ω), for some second-order operator L, then
(1.5) u(X) = −DA(u
∣∣
∂Ω
) + SL(ν ·A∇u) for all X ∈ Ω
where u
∣∣
∂Ω
and ν ·A∇u are the Dirichlet and Neumann boundary values of u.
It is possible, though somewhat involved, to generalize formulas (1.3) and (1.4)
to the higher order case, and multiple subtly different generalizations exist. We
will use the potentials introduced in [BHMc]; these potentials are similar to but
subtly different from those used in [CG83, Ver05, MM13a] to study the biharmonic
operator ∆2 and in [Agm57, MM13b] to study more general constant coefficient
operators.
There are many ways to use layer potentials to study boundary value problems;
see [FJR78, Ver84, DK87, FMM98, Zan00] in the case of harmonic functions (that
is, the case A = I and L = −∆) and [Mit08, KR09, Rul07, Agr09, AAA+11,
MM11, Bar13, BM16, Ros13, AM14, HKMP15a, HMM15a, HMM15b] in the case
of more general second order problems. In particular, the second-order double and
single layer potentials have been used to study higher-order differential equations
in [PV92, BM13]. In many cases an important first step is to establish bound-
edness of layer potentials in suitable function spaces; indeed the extensive use of
harmonic layer potentials in Lipschitz domains began with the boundedness of the
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Cauchy integral on a Lipschitz curve [CMM82], which implies boundedness of layer
potentials with L2 inputs, and much recent work has begun with estimates on layer
potentials with more general coefficents.
1.2. New bounds on layer potentials: the main results of this paper. The
main results of this paper are the following bounds on layer potentials.
Theorem 1.6. Suppose that L is an elliptic operator associated with coefficients
A that satisfy the condition
(1.7) A(x, t) = A(x, s) = A(x) for all x ∈ Rn and all s, t ∈ R.
and the ellipticity conditions (2.1) and (2.2).
Then the double layer potential DA in the half-space, as defined by formula (2.19),
satisfies the bound
ˆ
Rn
ˆ ∞
−∞
|∇mDAf˙ (x, t)|2 |t| dt dx ≤ C‖f˙‖2L2(Rn)(1.8)
for all f˙ = ∇m−1ϕ
∣∣
∂Rn+1
+
for some ϕ ∈ C∞0 (R
n+1).
Furthermore, the single layer potential SL defined by formula (2.23), extends to
an operator that satisfies the bound
ˆ
Rn
ˆ ∞
−∞
|∇mSLg˙(x, t)|2 |t| dt dx ≤ C‖g˙‖2
W˙ 2
−1
(Rn)
(1.9)
for all g˙ in the negative smoothness space W˙ 2−1(R
n) (that is, for any array g˙ of
bounded operators on W˙ 21 (R
n)).
Here C depends only on the dimension n+ 1 and the ellipticity constants λ and
Λ in the bounds (2.1) and (2.2).
The bound (1.8) will be established in Section 6, and the bound (1.9) (or, rather,
the equivalent bound (1.12)) will be established in Section 5.
We conjecture that this theorem may be generalized from the half-space to Lip-
schitz graph domains, but in contrast to the case of second order operators, the
method of proof of [BHMc] requires the extra structure of Rn+1+ .
Even in the case of second-order equations, some regularity assumption must
be imposed on the coefficients A in order to ensure well-posedness of boundary-
value problems. See the classic example of Caffarelli, Fabes, and Kenig [CFK81], in
which real, symmetric, bounded, continuous, elliptic coefficients A are constructed
for which the Dirichlet problem with Lp boundary data is not well-posed in the
unit disk for any 1 < p < ∞. A common starting regularity condition is that the
coefficients A be t-independent in the sense of satisfying formula (1.7). Boundary
value problems for such coefficients have been investigated extensively. See, for
example, [JK81, FJK84, KP93, KKPT00, Rul07, AAA+11, AAH08, AAM10, AA11,
AR12, Bar13, AM14, HKMP15b, HKMP15a, BM16].
The only result known to be valid for operators of arbitrary order is layer po-
tential estimates for a higher order of regularity, that is, when the data f˙ lies
in W˙ 21 (R
n) and g˙ lies in L2(Rn). These results were proven by the authors of the
present paper in [BHMc]. Specifically, under the same conditions as in Theorem 1.6,
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we have the estimatesˆ
Rn
ˆ ∞
−∞
|∇m∂tD
Af˙(x, t)|2 |t| dt dx ≤ C‖f˙‖2
W˙ 2
1
(Rn)
= C‖∇‖f˙‖
2
L2(Rn),(1.10)
ˆ
Rn
ˆ ∞
−∞
|∇m∂tS
Lg˙(x, t)|2 |t| dt dx ≤ C‖g˙‖2L2(Rn)(1.11)
for all g˙ ∈ L2(Rn) and where f˙ is as in Theorem 1.6.
The approach of the present paper is somewhat different to that of [BHMc], as
we may exploit the bounds (1.10) and (1.11) established therein. The arguments
of both papers, however, rely on T 1 or Tb type theorems.
The space W˙ 2−1(R
n) is difficult to work with, and so it is often convenient to
define an auxiliary operator whose boundedness on L2(Rn) implies boundedness on
SL on W˙ 2−1(R
n). In the second order case, this auxiliary operator is the modified
single layer potential SL∇ used in [AAA+11, HMM15b, HMM15a], and is given by
(SL∇) · ~h(x, t) =
ˆ
Rn
∇y,sE
L(x, t, y, s)
∣∣
s=0
· ~h(y) dy.
We will define the higher order modified single layer potential SL∇ in Section 2.5.
For t-independent coefficients the bounds (1.9) and (1.11) are equivalent to the
bound ˆ
Rn
ˆ ∞
−∞
|∇mSL∇h˙(x, t)|
2 |t| dt dx ≤ C‖h˙‖2L2(Rn).(1.12)
Observe that the kernel of SL∇ involves a gradient of the fundamental solution
and so has one fewer degree of smoothness than the kernel of SL in formula (1.4).
(The same is true of the higher order operators SL, SL∇ given in Section 2.5.)
This additional degree of smoothness is exploited in [BHMc] to establish the quasi-
orthogonality estimate required by the Tb theorem of [GdlHH16], and so the argu-
ments of [BHMc] cannot be applied to bound SL∇; we must exploit other T 1 type
theorems.
1.3. Lp and Carleson bounds on the single layer potential. We will establish
some further estimates on the single layer potential SL. We will also establish some
bounds on the modified single layer potential SL∇.
Specifically, we have the following theorem. In this theorem A2 denotes the
Lusin area integral. See formulas (3.18) and (3.19) below for a precise definition;
here we will merely observe that
‖A±2 H‖
2
L2(Rn) = cn
ˆ
R
n+1
±
|H(x, t)|2
1
|t|
dt dx
and so the bounds (1.11) and (1.12) may be written as
‖A±2 (|t| ∇
m∂tS
Lg˙)‖L2(Rn) ≤ C‖g˙‖L2(Rn),
‖A±2 (|t| ∇
mSL∇h˙)‖L2(Rn) ≤ C‖h˙‖L2(Rn).
Theorem 1.13. Suppose that L is an elliptic operator associated with coefficients
A that are t-independent in the sense of formula (1.7) and satisfy the ellipticity
conditions (2.1) and (2.2). Let SL and SL∇ be given by formulas (2.23) and (2.27).
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There is some ε > 0 depending only on the dimension n+ 1 and the parameters
λ and Λ in formulas (2.1) and (2.2) such that we have the bounds
‖A±2 (|t| ∇
m∂tS
Lg˙)‖Lq(Rn) ≤ C(q)‖g˙‖Lq(Rn), 2− ε < q ≤ 2,(1.14)
‖A±2 (|t| ∇
mSL∇h˙)‖Lq(Rn) ≤ C(q)‖h˙‖Lq(Rn), 2− ε < q ≤ 2.(1.15)
If n+ 1 = 2 or n+ 1 = 3 then we have the estimates
‖A±2 (|t| ∇
m−1∂2t S
Lg˙)‖Lq(Rn) ≤ C(q)‖g˙‖Lq(Rn), 1 < q ≤ 2,(1.16)
‖A±2 (|t|
k∇m∂kt S
Lg˙)‖Lq(Rn) ≤ C(k, q)‖g˙‖Lq(Rn), 1 < q ≤ 2, k ≥ 2.(1.17)
If k is large enough (depending on m and n), then the following statements are
true.
First, we have the Carleson measure estimates
sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk∇m∂kt S
Lb˙(x, t)|2
1
t
dt dx ≤ C(k)‖b˙‖2L∞(Rn),(1.18)
sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk∇m∂kt S
L
∇b˙(x, t)|
2 t dt dx ≤ C(k)‖b˙‖2L∞(Rn)(1.19)
for any cube Q ⊂ Rn with side-length ℓ(Q). and the corresponding estimates in the
lower half-space.
We also have the area integral estimates
‖A±2 (|t|
k∇m∂kt S
Lg˙)‖Lq(Rn) ≤ C(k, q)‖g˙‖Lq(Rn), 2 ≤ q <∞,(1.20)
‖A±2 (|t|
k+1∇m∂kt S
L
∇h˙)‖Lq(Rn) ≤ C(k, q)‖h˙‖Lq(Rn), 2 ≤ q <∞.(1.21)
Let η be a Schwartz function defined on Rn with
´
η = 1. Let Qt denote convo-
lution with ηt = t
−nη( · , t). Let b˙ be any array of bounded functions. Then for any
p with 1 < p <∞, we have that
(1.22) ‖A±2 (|t|
k+1∂k+m⊥ S
L
∇(b˙Q|t|h))‖Lp(Rn) ≤ C(p)‖b˙‖L∞(Rn)‖h‖Lp(Rn)
where the constant C(p) depends only on p, k, the Schwartz constants of η, and on
the standard parameters n, m, λ, and Λ.
The bounds (1.16) and (1.17) are also valid in higher dimensions if L satisfies a
De Giorgi-Nash-Moser condition; see Lemma 8.1.
The estimates (1.18) and (1.20) will be established in Section 4, and will be
needed to prove Theorem 1.6; for completeness, we will establish the similar es-
timates (1.19) and (1.21) in Section 7. The estimate (1.22) will be proven in
Lemma 7.2. We will prove the bounds (1.16) and (1.17) in Section 8, and will
prove the bounds (1.14) and (1.15) in Section 9.
As mentioned above, the q = 2 case of the bounds (1.14) and (1.15) are simply
the bounds (1.11) and (1.8); the q = 2 case of the bounds (1.17), (1.20) and (1.21)
follows from the Caccioppoli inequality applied in Whitney cubes, and so the novelty
lies in the cases 2− ε < q < 2, 1 < q < 2 or 2 < q <∞.
1.4. Boundary value problems and future work. It is our intention to use
the classic method of layer potentials to establish well-posedness of boundary value
problems.
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If the coefficents A of the operator L given by formula (1.1) are real and con-
stant, and if Ω is a bounded Lipschitz domain, then by [PV95] and [DKPV97] the
boundary value problems
Lu = 0 in Ω, ∇m−1u
∣∣
∂Ω
= f˙ ,
ˆ
Ω
|∇mu(X)|2 dist(X, ∂Ω) dX ≤ C‖f˙‖2L2(∂Ω),
Lu = 0 in Ω, ∇m−1u
∣∣
∂Ω
= f˙ ,
ˆ
Ω
|∇m+1u(X)|2 dist(X, ∂Ω) dX ≤ C‖f˙‖2
W˙ 2
1
(∂Ω)
are well-posed; that is, there is at most one solution to each equation, and if f˙ =
∇m−1ϕ|∂Ω for some function ϕ, then a solution exists, that is, f˙ = ∇
m−1u|∂Ω for
some u with Lu = 0 in Ω that satisfies appropriate integral estimates. If L = ∆2 is
the biharmonic operator, then by [Ver05] and [PV91] the Neumann problem
∆2u = 0 in Ω, M˙Ω
A
u = g˙,
ˆ
Ω
|∇3u(X)|2 dist(X, ∂Ω) dX ≤ C‖g˙‖2L2(∂Ω)
is well posed, where M˙ΩA u denotes the Neumann boundary values
1 of u associated
to the coefficients A of the operator ∆2. Formulation of the Neumann boundary
values of solutions to elliptic equations is a difficult problem, tightly intertwined
with the formulation of layer potentials; we refer the interested reader to [BHMc]
for the formulation of Neumann boundary values used in [BHMa, BHMb] and a
discussion of some other formulations.
Notice that if Ω = Rn+1+ is the half-space and we identify R
n with ∂Rn+1+ , then
the area integral appearing in these problems may be written asˆ
Ω
|∇mu(X)|2 dist(X, ∂Ω) dX =
ˆ
Rn
ˆ ∞
0
|∇mu(x, t)|2 t dt dx,
ˆ
Ω
|∇m+1u(X)|2 dist(X, ∂Ω) dX =
ˆ
Rn
ˆ ∞
0
|∇m+1u(x, t)|2 t dt dx.
In [BHMb], we shall establish well posedness of the Neumann problems
Lu = 0 in Rn+1+ , M˙A u = g˙,
ˆ
Rn
ˆ ∞
0
|∇m∂tu(x, t)|
2 t dt dx ≤ C‖g˙‖2L2(∂Ω),
Lu = 0 in Rn+1+ , M˙A u = g˙,
ˆ
Rn
ˆ ∞
0
|∇mu(x, t)|2 t dt dx ≤ C‖g˙‖2
W˙ 2
−1
(∂Ω)
whenever A is a bounded, t-independent, self-adjoint matrix of coefficients satisfy-
ing an ellipticity condition (stronger than the bound (2.1) below). Our solution u
will be of the form u = DAf˙ for some appropriate f˙ with ‖f˙‖W˙ 2
1
(Rn) ≤ C‖g˙‖L2(Rn)
or ‖f˙‖L2(Rn) ≤ C‖g˙‖W˙ 2
−1
(Rn); thus, the bound on solutions in the statement of well
posedness is a direct consequence of the bound (1.8) of the present paper or of the
bound (1.10) of [BHMc].
In order to establish that an appropriate g˙ exists, we shall use some arguments
introduced in [Ver84, BM13, BM16]. In order to apply these arguments, we shall
require boundedness of the single layer potential as well as the double layer potential
(the bounds (1.9) and (1.11)).
1There is a family of real constant symmetric coefficient matrices Aρ such that ∆2 =∑
|α|=|β|=2 ∂
α(Aρ
αβ
∂β) for each ρ ∈ R. The values of M˙Ω
Aρ
u depend on ρ as well as on u and Ω.
The given Neumann problem is well posed only for certain values of ρ. See [Ver05, Section 21].
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We will also need trace theorems; that is, we shall need the fact that any solution
u to Lu = 0 with ˆ
Rn
ˆ ∞
−∞
|∇mu(x, t)|2 t dt dx <∞
satisfies ∇m−1u
∣∣
∂Rn+1
+
∈ L2(Rn) and M˙u
A
∈ W˙ 2−1(R
n), and that any solution to
ˆ
Rn
ˆ ∞
−∞
|∇m∂tu(x, t)|
2 t dt dx <∞
satisfies ∇m−1u
∣∣
∂Rn+1
+
∈ W˙ 21 (R
n) and M˙uA ∈ L
2(Rn). These two facts shall be
established in [BHMa]. We remark that we will use the estimates (1.21) and (1.22)
in [BHMa]; it is this intended use that makes these estimates of immediate interest
to us.
Acknowledgements. We would like to thank the American Institute of Math-
ematics for hosting the SQuaRE workshop on “Singular integral operators and
solvability of boundary problems for elliptic equations with rough coefficients,” and
the Mathematical Sciences Research Institute for hosting a Program on Harmonic
Analysis, at which many of the results and techniques of this paper were discussed.
2. Definitions
In this section, we will provide precise definitions of the notation and concepts
used throughout this paper. We mention that throughout this paper, we will work
with elliptic operators L of order 2m in the divergence form (1.1) acting on functions
defined on Rn+1.
If Q ⊂ Rn is a cube, we let ℓ(Q) be its side-length, and we let cQ be the concentric
cube of side-length cℓ(Q). If E is a set of finite measure, we let
ffl
E f(x) dx =
1
|E|
´
E f(x) dx.
2.1. Multiindices and arrays of functions. We will reserve the letters α, β, γ,
ζ and ξ to denote multiindices in Nn+1. (Here N denotes the nonnegative integers.)
If ζ = (ζ1, ζ2, . . . , ζn+1) is a multiindex, then we define |ζ|, ∂
ζ and ζ! in the usual
ways, as |ζ| = ζ1+ζ2+ · · ·+ζn+1, ∂
ζ = ∂ζ1x1∂
ζ2
x2 · · ·∂
ζn+1
xn+1 , and ζ! = ζ1! ζ2! · · · ζn+1!. If
ζ and ξ are two multiindices, then we say that ξ ≤ ζ if ξi ≤ ζi for all 1 ≤ i ≤ n+ 1,
and we say that ξ < ζ if in addition the strict inequality ξi < ζi holds for at least
one such i.
We will routinely deal with arrays F˙ =
(
Fζ
)
of numbers or functions indexed by
multiindices ζ with |ζ| = k for some k ≥ 0. In particular, if ϕ is a function with
weak derivatives of order up to k, then we view ∇kϕ as such an array.
The inner product of two such arrays of numbers F˙ and G˙ is given by〈
F˙ , G˙
〉
=
∑
|ζ|=k
Fζ Gζ .
If F˙ and G˙ are two arrays of functions defined in a set Ω in Euclidean space, then
the inner product of F˙ and G˙ is given by〈
F˙ , G˙
〉
Ω
=
∑
|ζ|=k
ˆ
Ω
Fζ(X)Gζ(X) dX.
8 ARIEL BARTON, STEVE HOFMANN, AND SVITLANA MAYBORODA
We let ~ej be the unit vector in R
n+1 in the jth direction; notice that ~ej is a
multiindex with |~ej | = 1. We let e˙ζ be the “unit array” corresponding to the
multiindex ζ; thus, 〈e˙ζ , F˙ 〉 = Fζ .
We will let ∇‖ denote either the gradient in R
n, or the n horizontal components
of the full gradient ∇ in Rn+1. (Because we identify Rn with ∂Rn+1± ⊂ R
n+1, the
two uses are equivalent.) If ζ is a multiindex with ζn+1 = 0, we will occasionally
use the terminology ∂ζ‖ to emphasize that the derivatives are taken purely in the
horizontal directions.
2.2. Elliptic differential operators and their bounds. Let A =
(
Aαβ
)
be a
matrix of measurable coefficients defined on Rn+1, indexed by multtiindices α, β
with |α| = |β| = m. If F˙ is an array, then AF˙ is the array given by
(AF˙ )α =
∑
|β|=m
AαβFβ .
We will consider coefficients that satisfy the G˚arding inequality
Re
〈
∇mϕ,A∇mϕ
〉
Rn+1
≥ λ‖∇mϕ‖2L2(Rn+1) for all ϕ ∈ W˙
2
m(R
n+1)(2.1)
and the bound
‖A‖L∞(Rn+1) ≤ Λ(2.2)
for some Λ > λ > 0. In this paper we will focus exclusively on coefficients that are
t-independent, that is, that satisfy formula (1.7).
We let L be the 2mth-order divergence-form operator associated with A. That
is, we say that Lu = 0 in Ω in the weak sense if, for every ϕ smooth and compactly
supported in Ω, we have that
(2.3)
〈
∇mϕ,A∇mu
〉
Ω
=
∑
|α|=|β|=m
ˆ
Ω
∂αϕ¯ Aαβ ∂
βu = 0.
Throughout the paper we will let C denote a constant whose value may change
from line to line, but which depends only on the dimension n+ 1, the ellipticity
constants λ and Λ in the bounds (2.1) and (2.2), and the order 2m of our elliptic
operators. Any other dependencies will be indicated explicitly.
2.3. Function spaces and boundary data. Let Ω ⊆ Rn or Ω ⊆ Rn+1 be a
measurable set in Euclidean space. We will let Lp(Ω) denote the usual Lebesgue
space with respect to Lebesgue measure with norm given by
‖f‖Lp(Ω) =
(ˆ
Ω
|f(x)|p dx
)1/p
.
If Ω is a connected open set, then we let the homogeneous Sobolev space W˙ pm(Ω)
be the space of equivalence classes of functions u that are locally integrable in Ω and
have weak derivatives in Ω of order up to m in the distributional sense, and whose
mth gradient ∇mu lies in Lp(Ω). Two functions are equivalent if their difference is
a polynomial of order m− 1. We impose the norm
‖u‖W˙pm(Ω) = ‖∇
mu‖Lp(Ω).
Then u is equal to a polynomial of order m− 1 (and thus equivalent to zero) if and
only if its W˙ pm(Ω)-norm is zero.
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Remark 2.4. The Gagliardo-Nirenberg-Sobolev inequality (see, for example, Sec-
tion 5.6.1 in [Eva98]) states that if u ∈ W˙ pm(R
n+1) for some 1 ≤ p < n+ 1, and if
0 < k < (n+ 1)/p is an integer, then there is a unique additive normalization of
∇m−ku in Lpk(Rn+1), for pk = p (n+ 1)/(n+ 1 − p k). (Such normalizations also
exist for W˙ pm(Ω)-functions where Ω is bounded, but they are not unique.)
This provides a natural normalization condition; thus, we may define elements
of W˙ pm(R
n+1) as equivalence classes of functions modulo polynomials of degree at
most m − (n+ 1)/p, rather than modulo polynomials of degree m − 1. In other
words, if u ∈ W˙ pm(R
n+1) then ∇m−ku is well-defined as a Lpk(Rn+1)-function for
any k < (n+ 1)/p, and not only for k = 0.
2.3.1. Dirichlet boundary data and spaces. If u is defined inRn+1+ , we let its Dirichelt
boundary values be, loosely, the boundary values of the gradient∇m−1u. More pre-
cisely, we let the Dirichlet boundary values be the array of functions T˙rm−1 u =
T˙r+m−1 u, indexed by multiindices γ with |γ| = m− 1, and given by
(2.5)
(
T˙r+m−1 u
)
γ
= f if lim
t→0+
‖∂γu( · , t)− f‖L1(K) = 0
for all compact sets K ⊂ Rn. If u is defined in Rn+1− , we define T˙r
−
m−1 u similarly.
We will be concerned with boundary values in Lebesgue or Sobolev spaces. How-
ever, observe that the different components of T˙rm−1 u arise as derivatives of a
common function, and thus must satisfy certain compatibility conditions. We will
define the Whitney spaces of functions that satisfy these compatibility conditions
and have certain smoothness properties as follows.
Definition 2.6. Let
D = {T˙rm−1 ϕ : ϕ smooth and compactly supported in R
n+1}
We let W˙Apm−1,0(R
n) be the completion of the set D under the Lp norm.
We let W˙Apm−1,1(R
n) be the completion of D under the W˙ p1 (R
n) norm, that is,
under the norm ‖f˙‖W˙Apm−1,1(Rn)
= ‖∇‖f˙‖Lp(Rn).
Finally, we let W˙A2m−1,1/2(R
n) be the completion of D under the norm
(2.7) ‖f˙‖W˙A2
m−1,1/2
(Rn) =
( ∑
|γ|=m−1
ˆ
Rn
|f̂γ(ξ)|
2 |ξ| dξ
)1/2
where f̂ denotes the Fourier transform of f .
The double layer potential will initially be defined on the space W˙A2m−1,1/2(R
n);
the bound (1.8) (as well as the known result (1.10)) are essentially statements that
we may extend DA by density to W˙A2m−1,0(R
n) and W˙A2m−1,1(R
n).
From our perspective, the most interesting property of the space W˙A2m−1,1/2(R
n)
is the following trace and extension lemma.
Lemma 2.8. If u ∈ W˙ 2m(R
n+1
+ ) then T˙r
+
m−1 u ∈ W˙A
2
m−1,1/2(R
n), and furthermore
‖T˙r+m−1 u‖W˙A2
m−1,1/2
(Rn) ≤ C‖∇
mu‖L2(Rn+1
+
).
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Conversely, if f˙ ∈ W˙A2m−1,1/2(R
n), then there is some F ∈ W˙ 2m(R
n+1
+ ) such that
T˙r+m−1 F = f˙ and such that
‖∇mF‖L2(Rn+1
+
) ≤ C‖f˙‖W˙A2
m−1,1/2
(Rn).
If W˙ 2m(R
n+1
+ ) and W˙A
2
m−1,1/2(R
n) are replaced by their inhomogeneous counter-
parts, then this lemma is a special case of [Liz60]. For the homogeneous spaces that
we consider, the m = 1 case of this lemma is a special case of [Jaw77, Section 5].
The trace result for m ≥ 2 follows from the trace result for m = 1; extensions may
easily be constructed using the Fourier transform.
2.4. The fundamental solution. The double and single layer potentials may be
formulated in terms of the fundamental solution for L; we will define the funda-
mental solution in this section.
For any H˙ ∈ L2(Rn+1), by the Lax-Milgram lemma there is a unique function
ΠLH˙ in W˙ 2m(R
n+1) that satisfies
(2.9) 〈∇mϕ,A∇mΠLH˙〉Rn+1 = 〈∇
mϕ, H˙〉Rn+1
for all ϕ ∈ W˙ 2m(R
n+1). The (gradient of the) fundamental solution is the kernel
of the operator ΠL. It was constructed and certain properties were established in
[Bar16]; we summarize some of the main results here.
Theorem 2.10 ([Bar16, Theorem 62 and Lemma 69]). Let L be an operator of
order 2m that satisfies the bounds (2.1) and (2.2). Then there exists a function
EL(X,Y ) with the following properties.
Let q and s be two integers that satisfy q + s < n+ 1 and the bounds 0 ≤ q ≤
min(m, (n+ 1)/2), 0 ≤ s ≤ min(m, (n+ 1)/2).
There is some ε > 0 such that if X0, Y0 ∈ R
n+1, if 0 < 4r < R < |X0 − Y0|/3,
and if q < (n+ 1)/2 then
(2.11)
ˆ
B(Y0,r)
ˆ
B(X0,R)
|∇m−sX ∇
m−q
Y E
L(X,Y )|2 dX dY ≤ Cr2qR2s
(
r
R
)ε
.
If q = (n+ 1)/2 then we instead have the bound
(2.12)
ˆ
B(Y0,r)
ˆ
B(X0,R)
|∇m−sX ∇
m−q
Y E
L(X,Y )|2 dX dY ≤ C(δ) r2qR2s
(
R
r
)δ
for all δ > 0 and some constant C(δ) depending on δ.
We also have the symmetry property
(2.13) ∂ζX∂
ξ
YE
L(X,Y ) = ∂ζX∂
ξ
YE
L∗(Y,X)
as locally L2 functions, for all multiindices ζ, ξ with |ζ| = m− q and |ξ| = m− s,
and where L∗ is the elliptic operator associated to A∗, the adjoint matrix to A.
Furthermore, there is some ε > 0 such that if 2 − ε < p < 2 + ε then ∇mΠL
extends to a bounded operator Lp(Rn+1) 7→ Lp(Rn+1). If ζ satisfies m−(n+ 1)/p <
|ζ| ≤ m− 1 for some such p, then
(2.14) ∂ζxΠ
LH˙(X) =
∑
|β|=m
ˆ
Rn+1
∂ζx∂
β
yE
L(X,Y )Hβ(Y ) dY
for almost every X ∈ Rn+1, and for all H˙ ∈ Lp(Rn+1) that are also locally in
LP (Rn+1), for some P > (n+ 1)/(m − |ζ|). In the case of |α| = m, we still have
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that if |α| = |β| = m, then ∂αX∂
β
Y E
L(X,Y ) exists in the weak sense and is locally
integrable. Furthermore, if |α| = m then
(2.15) ∂αΠLH˙(X) =
∑
|β|=m
ˆ
Rn+1
∂αX∂
β
Y E
L(X,Y )Hβ(Y ) dY
for almost every X /∈ supp H˙, and for all H˙ ∈ L2(Rn+1) whose support is not all
of Rn+1.
Finally, the fundamental solution is unique in the following sense: if E˜L is any
other function that satisfies the bounds (2.11), (2.12) and formula (2.15), then
E˜L(X,Y ) = EL(X,Y ) +
∑
|ζ|<m−(n+1)/2
fζ(X)Y
ζ +
∑
|ξ|<m−(n+1)/2
gξ(Y )X
ξ(2.16)
+
∑
|ζ|=|ξ|=m−(n+1)/2
cζ,ξX
ζ Y ξ
for some functions fζ and gζ and some constants cζ,ξ. Thus, ∇
m−q
X ∇
m−s
Y E
L(X,Y )
is a well-defined, locally L2 function provided q and s satisfy the conditions specified
above.
The lower-order derivatives ∂ζΠLH˙ of formula (2.14) are normalized as in Re-
mark 2.4.
Recall that we are concerned only with operators L associated with coefficientsA
that are t-independent. This gives us one other property of the fundamental solu-
tion. For all multiindices ζ, ξ as in formula (2.13), by uniqueness we have that
(2.17) ∂ζx,t∂
ξ
y,sE
L(x, t, y, s) = ∂ζx,t∂
ξ
y,sE
L(x, t− s, y, 0) = ∂ζx,t∂
ξ
y,sE
L(x, 0, y, s− t).
Therefore,
(2.18) ∂ζx,t∂
ξ
y,s∂tE
L(x, t, y, s) = −∂ζx,t∂
ξ
y,s∂sE
L(x, t, y, s).
2.5. Layer potentials. Layer potentials may also be generalized to the higher
order case. In this section we define our formulations of higher-order layer po-
tentials; this is the formulation used in [BHMc] and is similar to that used in
[Agm57, CG83, CG85, Ver05, MM13a, MM13b].
Suppose that f˙ ∈ W˙A2m−1,1/2(R
n). By Lemma 2.8, there is some F ∈ W˙ 2m(R
n+1
+ )
that satisfies f˙ = T˙r+m−1 F . We define the double layer potential of f˙ as
DAf˙ = −1+F +Π
L(1+A∇
mF )(2.19)
where 1+ is the characteristic function of the upper half-space R
n+1
+ . D
Af˙ is well-
defined, that is, does not depend on the choice of F ; see [BHMc].
Similarly, let g˙ be a bounded operator on W˙A2m−1,1/2(R
n). There is some
G˙ ∈ L2(Rn+1+ ) such that 〈G˙,∇
mϕ〉
R
n+1
+
= 〈g˙, T˙r+m−1 ϕ〉∂Rn+1
+
for all ϕ ∈ W˙ 2m;
see [BHMc]. Let 1+G˙ denote the extension of G˙ by zero to R
n+1. We define
SLg˙ = ΠL(1+G˙).(2.20)
Again, SLg˙ does not depend on the choice of extension G˙; see [BHMc].
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Remark 2.21. The double layer potential is defined on W˙A2m−1,1/2(R
n), and in
particular on the dense subspace D of Definition 2.6. We will establish bounds of
the form ‖DAf˙‖X ≤ C‖f˙‖W˙Apm−1,s(Rn)
for all f˙ ∈ D, for various values of p and s
and tent spaces X; this allows us to extend DA to an operator on W˙Apm−1,s(R
n) by
density.
It would be convenient to have a similar well-behaved dense subspace of the
domain of SL. Let g˙ be an array of functions that are smooth and compactly
supported, and furthermore, let
´
Rn
g˙ = 0. Then |ĝγ(ω)| ≤ C(g˙)|ω|, and so by
Plancherel’s theorem and the definition of W˙A2m−1,1/2(R
n), if f˙ ∈ W˙A2m−1,1/2(R
n),
then |〈g˙, f˙〉Rn | ≤ C(g˙)‖f˙‖W˙Ap
m−1,1/2
(Rn). Thus, such arrays g˙ are necessarily in the
domain of SL.
Using Theorem 2.10, we may rewrite the double and single layer potentials
in terms of the fundamental solution. This often allows a more straightforward
calculation of various bounds. See [BHMc, Section 2.4] for the details. If f˙ ∈
W˙A2m−1,1/2(R
n) and g˙ ∈ (W˙A2m−1,1/2(R
n))∗, then
∂ζDAf˙ (x, t) = −
∑
|β|=m
|ξ|=m
ˆ
R
n+1
−
∂ζx,t∂
β
y,sE
L(x, t, y, s)Aβξ(y, s) ∂
ξF (y, s) ds dy,(2.22)
∂ζSLg˙(x, t) =
∑
|γ|=m−1
ˆ
Rn
∂ζx,t∂
γ
y,sE
L(x, t, y, 0) gγ(y) dy(2.23)
for any t > 0, any F ∈ W˙ 2m(R
n+1
− ) with T˙r
−
m−1 F = f˙ , and any |ζ| = m.
Remark 2.24. If f˙ ∈ D and if g˙ is smooth, compactly supported, and integrates
to zero, then we may extend f˙ and g˙ to functions F ∈ W˙ pm(R
n+1
− ) ∩ W˙
P
m(R
n+1
− )
and arrays G˙ ∈ Lp(Rn+1) ∩ LP (Rn+1) for any 1 < p < P < ∞; thus, choosing
p < 2 and P large enough, we see that formulas (2.22) and (2.23) are valid for any
multiindex ζ with m− (n+ 1)/2 ≤ |ζ| ≤ m.
In the second-order case, a variant SL∇ of the single layer potential is often
used; see [AAA+11, HMM15b, HMM15a]. We will define an analogous operator in
this case.
Let α be a multiindex with |α| = m. If αn+1 > 0, let
(2.25) SL∇(he˙α)(x, t) = −∂tS
L(he˙γ)(x, t) where α = γ + ~en+1.
If αn+1 < |α| = m, then there is some j with 1 ≤ j ≤ n such that ~ej ≤ α. If h is
smooth and compactly supported, let
(2.26) SL∇(he˙α)(x, t) = −S
L(∂xjhe˙γ)(x, t) where α = γ + ~ej .
By applying formula (2.23) for the single layer potential, and by either applying for-
mula (2.18) or integrating by parts, we see that if h˙ is smooth, compactly supported
and integrates to zero, then
(2.27) ∂ζSL∇h˙(x, t) =
∑
|α|=m
ˆ
Rn
∂ζx,t∂
α
y,sE
L(x, t, y, 0)hα(y) dy
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for ζ as before. In particular, if 1 ≤ αn+1 ≤ m − 1, then the two formulas (2.25)
and (2.26) coincide, and furthermore, the choice of distinguished direction xj in
formula (2.26) does not matter.
Remark 2.28. Let W˙ 2−1(R
n) = (W˙ 21 (R
n))∗ be the space of bounded linear oper-
ators on W˙ 21 (R
n). An integration by parts argument shows that if g ∈ W˙ 2−1(R
n),
then formally g = div~h for some ~h ∈ L2(Rn).
By formula (2.26), if g˙ ∈ W˙ 2−1(R
n), then there is some h˙ ∈ L2(Rn) with
‖h˙‖L2(Rn) ≈ ‖g˙‖W˙ 2
−1
(Rn) and such that S
Lg˙ = SL∇h˙.
Thus, the bound (1.12) implies the bound (1.9); by formula (2.25), the bounds
(1.11) and (1.9) imply the bound (1.9).
3. Known results and preliminary arguments
To prove Theorem 1.6 and our other estimates on layer potentials, we will need to
use a number of known results from the theory of higher order differential equations.
We gather these results in this section.
Remark 3.1. Let ρ(x, t) = (x,−t) be the change of variables that interchanges
the upper and lower half-spaces. Let Aραβ = (−1)
αn+1+βn+1Aαβ , and let f
ρ
γ =
(−1)γn+1fγ . Notice that the map f˙ 7→ f˙
ρ preserves the dense subspace D of
Definition 2.6, and thus the Whitney spaces W˙Apm−1,s(R
n).
It is straightforward to establish that ΠLH˙ = (ΠL
ρ
(H˙ρ ◦ ρ)) ◦ ρ, and so
EL(x, t, y, s) = EL
ρ
(ρ(x, t), ρ(y, s))
and so by formula (2.23),
SLg˙(x,−t) = SL
ρ
g˙ρ(x, t).
Thus, to prove the bound (1.9) or Theorem 1.13, it suffices to work only in the
upper half-space, as the results in the lower half-space follow via this change of
variables.
By [BHMc, formula (2.27)], if 1− is the characteristic function of the lower half
space, then
DAf˙ = 1−F −Π
L(1−A∇
mF ) if T˙r−m−1 F = f˙
and so
DAf˙ (x,−t) = −DA
ρ
f˙ρ(x, t)
and so it suffices to prove the bound (1.8) in the upper half-space as well.
3.1. Regularity of solutions to elliptic equations. The first such result we list
is the higher order analogue to the Caccioppoli inequality; it was proven in full
generality in [Bar16] and some important preliminary versions were established in
[Cam80, AQ00].
Lemma 3.2 (The Caccioppoli inequality). Suppose that L is a divergence-form
elliptic operator associated to coefficients A satisfying the ellipticity conditions (2.1)
and (2.2). Let u ∈ W˙ 2m(B(X, 2r)) with Lu = 0 in B(X, 2r).
Then we have the bound 
B(X,r)
|∇ju(x, s)|2 dx ds ≤
C
r2
 
B(X,2r)
|∇j−1u(x, s)|2 dx ds
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for any j with 1 ≤ j ≤ m.
Next, we mention a reverse Ho¨lder estimate for gradients and Ho¨lder continu-
ity of solutions to equations of high order. The statement for gradients may be
found in [Cam80, AQ00, Bar16]; the local boundedness result is a straightforward
consequence of Morrey’s inequality.
Theorem 3.3. Let L be an operator of order 2m that satisfies the bounds (2.1)
and (2.2). Then there is some number p+ = p+0 = p
+
L > 2 depending only on m,
the dimension n+ 1 and the constants λ and Λ in the bounds (2.1) and (2.2) such
that the following statement is true.
Let X0 ∈ R
n+1 and let r > 0. Suppose that Lu = 0 in B(X0, 2r). Suppose that
0 < p <∞ and 0 < q < p+. Then(ˆ
B(X0,r)
|∇mu|q
)1/q
≤
C(p, q)
r(n+1)/p−(n+1)/q
(ˆ
B(X0,2r)
|∇mu|p
)1/p
(3.4)
for some constant C(p, q) depending only on p, q and the standard parameters.
We may also bound the lower-order derivatives. Suppose that m − (n+ 1)/2 <
m − k < m and that 0 ≤ m − k. Let 0 < pk < ∞ and 0 < qk < p
+
k , where
2k = 2 (n+ 1)/(n+ 1 − 2k) and p
+
k = p
+
L (n+ 1)/(n+ 1 − k p
+
L) if n+ 1 > k p
+
L
and p+k =∞ if n+ 1 ≤ k p
+
L . Then(ˆ
B(X0,r)
|∇m−ku|qk
)1/qk
≤
C(p, q)
r(n+1)/pk−(n+1)/qk
(ˆ
B(X0,2r)
|∇m−ku|pk
)1/pk
(3.5)
Finally, suppose m ≥ (n+ 1)/2. If 0 ≤ m− k ≤ m− (n+ 1)/2, then ∇m−ku is
Ho¨lder continuous and satisfies the bound
sup
B(X0,r)
|∇m−ku| ≤
C(p)
r(n+1)/p
(ˆ
B(X0,2r)
|∇m−ku|p
)1/p
(3.6)
provided that 0 < p ≤ ∞.
3.2. Reduction to operators of higher order. It is often convenient to prove
results in the case 2m ≥ n+ 1 (in which case, by Theorem 3.3, solutions to elliptic
equations satisfy pointwise estimates). The following formulas are often useful in
passing to the general case (i.e., 2m possibly no more than n).
Choose some large number M . There are constants κζ such that
∆M =
∑
|ζ|=M
κζ ∂
2ζ .
In fact, κζ =M !/ζ!, and so we have that κζ ≥ 1 for all |ζ| =M .
Define the differential operator L˜ = ∆ML∆M ; that is, 〈ϕ, L˜ψ〉 = 〈∆Mϕ,L∆Mψ〉
for all nice test functions ϕ and ψ. We remark that L˜ is associated to coefficients A˜
that satisfy
(3.7) A˜δε(x) =
∑
α+2ζ=δ
β+2ξ=ε
κζ κξ Aαβ(x) =
∑
|ζ|=M, 2ζ<δ
|ξ|=M, 2ξ<ε
κζ κξ A(δ−2ζ)(ε−2ξ)(x).
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Observe that A˜ is t-independent and satisfies the bounds (2.1) and (2.2). It was
shown in the proof of [Bar16, Theorem 62] that
(3.8) EL(x, t, y, s) =
∑
|ζ|=|ξ|=M
κζ κξ ∂
2ζ
x,t∂
2ξ
y,sE
L˜(x, t, y, s).
Let g˙ be an array of functions defined on Rn and indexed by multiindices of
length m. Let
˙˜g =
∑
|γ|=m−1
∑
|ξ|=M
κξ gγ(x)e˙γ+2ξ.
Notice that | ˙˜g(x)| ≤ C|g˙(x)|. Then, by [BHMc, formula (11.2)], if |α| = m then
∂αSLg˙(x, t) =
∑
|ζ|=M
κζ∂
α+2ζSL˜ ˙˜g(x, t).(3.9)
Similarly, let
˙˜
h =
∑
|α|=m
∑
|ξ|=M
κξ hα(x)e˙α+2ξ .
If |γ| = m− 1, then by formulas (2.27) and (3.8),
∂γSL∇h˙(x, t) =
∑
|ζ|=M
κζ∂
γ+2ζSL˜∇
˙˜
h(x, t).(3.10)
3.3. Square function bounds on operators. Our ultimate goal is to show that
the gradients of the double and modified single layer potentials represent bounded
operators, that is, that they satisfy the square-function estimates of Theorem 1.6.
There exist many known results that imply square-function or Carleson measure
estimates on families of operators; in this section, we recall a few such results.
If Q ⊂ Rn is a cube and r > 0, we let rQ denote the concentric cube of volume
rn|Q|. We let
(3.11) A0(Q) = 2Q, Aj(Q) = 2
j+1Q \ 2jQ for all j ≥ 1.
Lemma 3.12 ([AAA+11, Lemma 3.5]). (i) Suppose that {Rt}t∈R is a family of
operators satisfying the decay estimate
‖Rt(f1Ak(Q))‖
2
L2(Q) ≤ C2
−k(n+4)‖f‖2L2(Ak(Q))(3.13)
for all f ∈ L2, all cubes Q ⊂ Rn, all integers k ≥ 0 and all t with ℓ(Q) ≤ t ≤ 2ℓ(Q).
Suppose also that Rt1 = 0 for all t ∈ R. (Our hypotheses allow Rt1 to be defined
as a locally integrable function.) Thenˆ
Rn
|Rth(x)|
2 dx ≤ Ct2
ˆ
Rn
|∇‖h(x)|
2 dx
for all h ∈ W˙ 21 (R
n).
(ii) If in addition ‖Rt(∇‖f)‖L2(Rn) ≤ (C/t)‖f‖L2(Rn), thenˆ ∞
0
‖Rtf‖
2
L2(Rn)
dt
t
≤ C‖f‖2L2(Rn).
Notice that the decay estimate (3.13), if valid for all cubes Q and all k ≥ 0,
implies that Rt is bounded on L
2(Rn), uniformly in t. We observe that the estimate
given above is simpler than that originally stated in [AAA+11].
There is a very long history of results relating square-function estimates to Car-
leson measure estimates. For our purposes, the following result suffices.
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Lemma 3.14 ([BHMc, Lemma 9.1]). Let {Θt}t>0 be a family of linear operators
that satisfy
(3.15)
ˆ
Rn
ˆ ∞
0
|Θtf˙(x)|
2 1
t
dx dt ≤ C‖f˙‖2L2(Rn)
and suppose that there exists some ε > 0 such that
(3.16) sup
ℓ(Q)≤t≤2ℓ(Q)
ˆ
Q
|Θt(1Aj(Q)g˙)(x)|
2 dx ≤ C2−j(n+ε)
ˆ
Aj(Q)
|g˙(x)|2 dx
whenever Q ⊂ Rn is a cube and j ≥ 1 is an integer. Then the Carleson measure
estimate
sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|Θtb˙(x)|
2 1
t
dx dt ≤ C‖b˙‖2L∞(Rn)
is valid.
Remark 3.17. Suppose that Θt satisfies the estimates above. Notice that we may
write the square-function estimate (3.15) as ‖A2(t
−1Θtf˙)‖L2(Rn) ≤ C‖f˙‖L2(Rn).
By tent space interpolation [CMS85, Section 7], Θt also satisfies the estimate
‖A2(Θtf˙)‖Lq(Rn) ≤ C‖f˙‖Lq(Rn)
for any 2 ≤ q <∞, where
(3.18) A2H(x) = A
+
2 H(x) =
(ˆ ∞
0
ˆ
|x−y|<t
|H(y, t)|2
dy dt
tn+1
)1/2
.
We define A−2 similarly, as
(3.19) A−2 H(x) =
(ˆ 0
−∞
ˆ
|x−y|<|t|
|H(y, t)|2
dy dt
|t|n+1
)1/2
.
3.4. Regularity along horizontal slices. In Section 3.1 we reviewed results
showing that solutions to elliptic equations are regular in that their gradients are
locally in Lp(Rn+1) for some p > 2.
Solutions to elliptic equations with t-independent coefficients display further reg-
ularity; specifically, their gradients are locally in Lp(Rn × {t}) for any t ∈ R.
The following lemma was proven in the case m = 1 in [AAA+11, Proposition
2.1] and generalized to the case m ≥ 2, p = 2 in [BHMc, Lemma 3.2].
Lemma 3.20. Let t be a constant, and let Q ⊂ Rn be a cube.
Suppose that ∂su˙(x, s) satisfies the Caccioppoli-like inequality(ˆ
B(X,r)
|∂su˙(x, s)|
p dx ds
)1/p
≤
c0
r
(ˆ
B(X,2r)
|u˙(x, s)|p dx ds
)1/p
whenever B(X, 2r) ⊂ {(x, s) : x ∈ 2Q, t−ℓ(Q) < s < t+ℓ(Q)}, for some 1 ≤ p ≤ ∞.
Then(ˆ
Q
|u˙(x, t)|p dx
)1/p
≤ C(p, c0) ℓ(Q)
−1/p
(ˆ
2Q
ˆ t+ℓ(Q)
t−ℓ(Q)
|u˙(x, s)|p ds dx
)1/p
.
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In particular, if Lu = 0 in 2Q× (t− ℓ(Q), t+ ℓ(Q)), and L is an operator of the
form (1.1) of order 2m associated to t-independent coefficients A that satisfy the
ellipticity conditions (2.2) and (2.1), then
ˆ
Q
|∇m−j∂kt u(x, t)|
p dx ≤
C(p)
ℓ(Q)
ˆ
2Q
ˆ t+ℓ(Q)
t−ℓ(Q)
|∇m−j∂ks u(x, s)|
p ds dx
for any 0 ≤ j ≤ m, any 0 < p < p+j , and any integer k ≥ 0, where p
+
j is as in
Theorem 3.3.
Proof. Begin by observing that(ˆ
Q
|u˙(x, t)|p dx
)1/p
≤
(ˆ
Q
∣∣∣∣u˙(x, t)−
 t+ℓ(Q)/2
t
u˙(x, s) ds
∣∣∣∣p dx
)1/p
+
(ˆ
Q
 t+ℓ(Q)/2
t
|u˙(x, s)|p ds dx
)1/p
.
Butˆ
Q
∣∣∣∣u˙(x, t)−
 t+ℓ(Q)/2
t
u˙(x, s) ds
∣∣∣∣p dx ≤
ˆ
Q
∣∣∣∣
 ℓ(Q)/2
0
ˆ s
0
∂ru˙(x, t+ r) dr ds
∣∣∣∣p dx
≤
ˆ
Q
ˆ ℓ(Q)/2
0
|∂ru˙(x, t+ r)|
p dr dx.
Applying the Caccioppoli inequality completes the proof. 
4. Vertical derivatives of SL: area integral estimates for p > 2
In this section we establish some Carleson measure estimates on certain deriva-
tives of the single layer potential; these are at present the best known estimates
on layer potentials with L∞ inputs. These estimates will be used in Section 5 to
establish the bound (5.2).
Lemma 4.1. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.7) and satisfy the
ellipticity conditions (2.1) and (2.2).
Suppose that k is an integer with k ≥ (n − 1)/2. Then the Carleson measure
estimate
(4.2) sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk∂m+kt S
Lb˙(x, t)|2
1
t
dx dt ≤ C‖b˙‖2L∞(Rn)
is valid. By the Caccioppoli inequality, the estimate
(4.3) sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk+m∇m∂m+kt S
Lb˙(x, t)|2 t dx dt ≤ C‖b˙‖2L∞(Rn)
is also valid. Corresponding estimates are valid in the lower half-space.
Furthermore, the bound
(4.4) ‖A±2 (t
k ∂m+kt S
Lg˙)‖Lq(Rn) ≤ C(q)‖g˙‖Lq(Rn)
is valid for all 2 ≤ q <∞, where A2 is as in formula (3.18).
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Proof. By Remark 3.1, it suffices to work in the upper half-space. We will use
Lemma 3.14 and Remark 3.17. Let Θtg˙(x) = t
k∂m+kt S
Lg˙(x, t). By the bound (1.11)
and the Caccioppoli inequality (Lemma 3.2) applied in Whitney balls, if k ≥ 1 then
Θt satisfies the square-function estimate (3.15).
By formula (2.23) for the single layer potential, and by formula (2.18), if Q ⊂ Rn
is a cube and Aj(Q) is as in Lemma 3.14, thenˆ
Q
|∂m+kt S
L(1Aj(Q)g˙)|
2 =
ˆ
Q
∣∣∣∣ ∑
|γ|=m−1
ˆ
Aj(Q)
∂m+kt ∂
γ
y,sE
L(x, t, y, 0) gγ(y) dy
∣∣∣∣2 dx
≤ ‖g˙‖2L2(Aj(Q))
ˆ
Q
ˆ
Aj(Q)
|∂mt ∂
k
s∇
m−1
y,s E
L(x, t, y, 0)|2 dy dx.
By Lemma 3.20, if ℓ(Q) ≤ t ≤ 2ℓ(Q) then
ˆ
Q
|∂m+kt S
L(1Aj(Q)g˙)(x)|
2 dx
≤
C
2jt2
‖g˙‖2L2(Aj(Q))
ˆ
A˜j,1(Q)
ˆ
2Q˜
|∂m+kr ∇
m−1
y,s E
L(x, r, y, s)|2 dx dr dy ds
where 2Q˜ = 2Q× (t/2, 2t) and
A˜j,1(Q) = (Aj−1(Q) ∪ Aj(Q) ∪ Aj+1(Q))× (−2
j−4ℓ(Q), 2j−4ℓ(Q)).
Notice that diam2Q˜ ≈ t ≈ ℓ(Q), diam A˜j,1(Q) ≈ 2
jℓ(Q) and dist(2Q˜, A˜j,1(Q)) ≈
2jℓ(Q). (Here A ≈ B if A ≤ CB and B ≤ CA, for some C depending only on the
dimension n+ 1.)
Applying the bound (2.11) and the Caccioppoli inequality, we have that
(4.5)
ˆ
Q
|∂m+kt S
L(1Aj(Q)g˙)(x)|
2 dx ≤
C
t2k
‖g˙‖2L2(Aj(Q))2
−j−2kj−jε.
Thus, Θt = t
k∂m+kt S
L satisfies the bound (3.16) for any k ≥ (n − 1)/2. By
Lemma 3.14, Θt satisfies the Carleson measure estimate (4.2). By Remark 3.17,
the bound (4.4) is valid for 2 < q <∞. 
Remark 4.6. Most of the work in the proof of Lemma 4.1 was the proof of the
decay estimate (4.5). By the same argument, and under the same assumptions
on A, we have the decay estimate on the modified single layer potential
(4.7)
ˆ
Q
|tk+1∂m+kt S
L
∇(h˙1Aj(Q))(x, t)|
2 dx ≤ C2−j−2kj−jε
ˆ
Aj(Q)
|h˙|2
for any k ≥ 0, any j ≥ 0 and any ℓ(Q) ≤ t ≤ 2ℓ(Q).
Remark 4.8. Using the higher-order analogue of Meyers’s reverse Ho¨lder inequal-
ity (see [Cam80, AQ00, Bar16]), it is possible to establish the bounds (4.5) and (4.7)
for a wider range of k.
5. SL∇: square-function estimates
Recall from [BHMc] (the bounds (1.11) and (1.10) above) that the double and
single layer potentials satisfy square-function estimates. We would like to prove the
following analogous bound for the modified single layer potential.
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Theorem 5.1. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.7) and satisfy the
ellipticity conditions (2.1) and (2.2).
Then the modified single layer potential SL∇ satisfies the square-function estimateˆ
Rn
ˆ ∞
−∞
|∇mSL∇h˙(x, t)|
2 |t| dt dx ≤ C‖h˙‖2L2(Rn)(5.2)
for all h˙ ∈ L2(Rn).
The remainder of this section will be devoted to a proof of this theorem. We re-
mark that many of the ideas of this section were inspired by the proof of [HMM15a,
Lemma 3.1]; this lemma is the m = 1 case of Theorem 5.1. By Remark 3.1, it suf-
fices to work in the upper half-space.
We begin by reducing to a special case in three different ways.
First, suppose 2m ≤ n. Let A˜ and κξ be as in formula (3.7). By formula (3.10),
if the bound (5.2) is valid for SL˜∇, then it is valid for S
L
∇ as well. Thus, it suffices
to prove Theorem 5.1 in the case 2m ≥ n+ 1; for the remainder of this section we
shall assume 2m ≥ n+ 1.
Second, by formula (2.25), if α = δ + ~en+1, then
∂γSL∇(he˙α)(x, t) = −∂t∂
γSL(he˙δ)(x, t).
Thus, if αn+1 > 0, then the estimate (5.2) for h˙ = he˙α follows from the square-
function bound (1.11) on SL. Thus, to establish the bound (5.2), we may assume
hα 6= 0 only for αn+1 = 0. Furthermore, by the Hodge decomposition, we may
assume h˙ = A‖∇
m
‖ F for some F ∈ W˙
2
1 (R
n). Here A‖ is the “purely horizontal”
component of A; we have that
(A‖h˙)α =
∑
|β|=m, βn+1=0
Aαβhβ if αn+1 = 0 and (A‖h˙)α = 0 otherwise.
We may regard A‖ as a square matrix or as a rectangular matrix with many en-
tries equal to zero, depending on the context. Thus, we have reduced matters to
establishing the boundˆ
Rn
ˆ ∞
0
|∇mSL∇(A‖∇
m
‖ F )(x, t)|
2 t dt dx ≤ C‖∇m‖ F‖
2
L2(Rn)(5.3)
for all F ∈ W˙ 2m(R
n).
Finally, we show that the bound (5.2) follows from a bound involving higher-
order vertical derivatives. We will not yet need the assumption 2m ≥ n+ 1 or
f˙ = A‖∇
m
‖ F ; our three reductions to a special case are independent.
Lemma 5.4. Let A be as in Theorem 5.1 and let f˙ ∈ L2(Rn). If k ≥ 0, then we
have the bound
ˆ
R
n+1
+
|∇mSL∇f˙(x, t)|
2 t dx dt
≤ Ck
ˆ
R
n+1
+
|∂m+kt S
L
∇f˙(x, t)|
2 t2k+1 dx dt+ Ck‖f˙‖
2
L2(Rn).
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Proof. We follow the similar proof of formula (5.5) in [AAA+11]. Let Q ⊂ Rn be a
large cube. By Lemma 3.20 and the Caccioppoli inequality, if k ≥ 0 and t ≤ ℓ(Q)
then ˆ
Q
|∇m∂k+mt S
L
∇f˙(x, t)|
2 dx ≤
C
t2m
 2t
t/2
ˆ
2Q
|∂k+mt S
L
∇f˙(x, t)|
2 dx ds.
Thus, we have that
ˆ
Q
ˆ ℓ(Q)
0
|∇m∂k+mt S
L
∇f˙(x, t)|
2t2k+2m+1 dx dt
≤ C
ˆ
2Q
ˆ 2ℓ(Q)
0
|∂k+mt S
L
∇f˙ (x, t)|
2t2k+1 dx dt.
We need only show that
ˆ
Q
ˆ ℓ(Q)
0
|∇mSL∇f˙ (x, t)|
2t dx dt
≤ C
ˆ
Q
ˆ ℓ(Q)
0
|∇m∂k+mt S
L
∇f˙(x, t)|
2t2k+2m+1 dx dt+ C‖f˙‖2L2(Rn)
and then let Q expand to Rn to prove the lemma.
Define
Uj(t) =
ˆ
Q
|∇m∂jtS
L
∇f˙(x, t)|
2 dx.
Arguing as in the proof of formula (4.5), we have that if t > ℓ(Q)/2 and j ≥ 0 then
Uj(t) ≤
C
(t+ ℓ(Q))2j+2
‖f˙‖2L2(Rn).
Now, ˆ
Q
ˆ ℓ(Q)
0
|∇mSL∇f˙(x, t)|
2t dx dt =
ˆ ℓ(Q)
0
t U0(t) dt.
Suppose j ≥ 0. Then if 0 < ε < ℓ(Q), we have that
ˆ ℓ(Q)
ε
t2j+1 Uj(t) dt =
ˆ ℓ(Q)
ε
t2j+1 Uj(ℓ(Q)) dt−
ˆ ℓ(Q)
ε
t2j+1
ˆ ℓ(Q)
t
U ′j(s) ds dt
≤ C‖f˙‖2L2(Rn) +
1
2j + 2
ˆ ℓ(Q)
ε
s2j+2 |U ′j(s)| ds.
Observe that |U ′j(s)| ≤ 2
√
Uj(s)Uj+1(s) ≤
1
sUj(s) + sUj+1(s). Thus,ˆ ℓ(Q)
ε
t2j+1 Uj(t) dt ≤ C‖f˙‖
2
L2(Rn) +
1
2j + 2
ˆ ℓ(Q)
ε
s2j+1 Uj(s) ds
+
1
2j + 2
ˆ ℓ(Q)
ε
s2j+3 Uj+1(s) ds.
Rearranging terms, we have that if j ≥ 0 then
ˆ ℓ(Q)
ε
t2j+1 Uj(t) dt ≤ C‖f˙‖
2
L2(Rn) + C
ˆ ℓ(Q)
ε
s2j+3 Uj+1(s) ds.
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Taking the limit as ε→ 0+, we see that
ˆ ℓ(Q)
0
ˆ
Q
|∇m∂jtS
L
∇f˙(x, t)|
2 dx t2j+1 dt
≤ C‖f˙‖2L2(Rn) + C
ˆ ℓ(Q)
0
t2j+3
ˆ
Q
|∇m∂j+1t S
L
∇f˙ (x, t)|
2 dx dt.
By induction, we see that for any j ≥ 1,
ˆ ℓ(Q)
0
ˆ
Q
|∇mSL∇f˙ (x, t)|
2 dx t dt
≤ Cj‖f˙‖
2
L2(Rn) + Cj
ˆ ℓ(Q)
0
t2j+1
ˆ
Q
|∇m∂jtS
L
∇f˙ (x, t)|
2 dx dt
as desired. 
Thus, we have reduced matters to establishing the boundˆ
Rn
ˆ ∞
0
|tk∂m+kt S
L
∇(A‖∇
m
‖ F )(x, t)|
2 t dt dx ≤ C‖∇m‖ F‖
2
L2(Rn)(5.5)
for some k ≥ 0, and all F ∈ W˙ 2m(R
n), under the assumption that 2m ≥ n+ 1.
We will establish the bound (5.5) using convolution with a smooth kernel. Let
η be a Schwartz function defined on Rn that integrates to 1, let ηt(x) = t
−nη(x/t),
and let Qtf(x) = ηt ∗ f(x). If b˙ is an array of functions, then we establish the
notation
∂ℓ⊥S
L
∇(b˙Qth)(x, t) = ∂
ℓ
tS
L
∇(b˙Qsh)(x, t)
∣∣
s=t
.
In other words, ∂⊥ ignores the dependency of Qt on t.
We will prove the following lemmas.
Lemma 5.6. Let A be as in Theorem 5.1. Define
R1t f˙(x) = t
k+1∂m+kt S
L
∇(A‖f˙)(x, t) − t
k+1∂m+k⊥ S
L
∇(A‖Qtf˙ )(x, t)(5.7)
= tk+1∂m+k⊥ S
L
∇(A‖(f˙ −Qtf˙))(x, t).
Assume that
´
η = 1 and that
´
xζη(x) dx = 0 whenever 1 ≤ |ζ| ≤ m. If F ∈
W˙ 2m(R
n) and if k is large enough, then we have the boundˆ
Rn
ˆ ∞
0
|R1t∇
m
‖ F (x)|
2 1
t
dt dx ≤ C‖∇m‖ F‖
2
L2(Rn)
where the constant C depends only on m, n, k, λ, Λ, and the Schwartz constants
of η.
Lemma 5.8. Let A be as in Theorem 5.1. Define
R2t (b˙, f)(x) = t
k+1∂m+k⊥ S
L
∇(b˙Qtf)(x, t)− t
k+1∂m+kt S
L
∇b˙(x, t)Qtf(x).(5.9)
If k is large enough, then we have the boundˆ
Rn
ˆ ∞
0
|R2t (b˙, f)(x)|
2 1
t
dt dx ≤ C‖b˙‖2L∞‖f‖
2
L2(Rn)
where the constant C depends only on m, n, k, λ, Λ and the Schwartz constants
of η.
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Lemma 5.10. Let A be as in Theorem 5.1, and additionally assume that 2m ≥
n+ 1. If |β| = m, then we have the Carleson measure estimate
sup
Q
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk+1∂m+kt S
L
∇(A‖e˙β)(x, t)|
2 1
t
dt dx ≤ C.
Before proving these lemmas, we show how they imply the bound (5.5). Choose
some F ∈ W˙ 2m(R
n). Then
tk∂m+kt S
L
∇(A‖∇
m
‖ F )(x, t) = R
1
t (∇
m
‖ F )(x, t) +
∑
|β|=m
R2t (A‖e˙β , ∂
βF )(x, t)
+
∑
|β|=m
tk+1∂m+kt S
L
∇(A‖e˙β)(x, t)Qt(∂
βF )(x).
The first two terms satisfy square-function estimates by Lemmas 5.6 and 5.8, while
by Lemma 5.10, Carleson’s lemma and the fact that
‖N+(|Qtf |
2)‖L1(Rn) = ‖N+(Qtf)‖
2
L2(Rn) ≤ C‖f‖
2
L2(Rn),
where N+ is the nontangential maximal function in Carleson’s lemma, we have that
the third term satisfies a square-function estimate.
5.1. Proof of Lemma 5.8. Fix b˙ ∈ L∞(Rn) and let R2t f = R
2
t (b˙, f). We seek to
bound R2t using Lemma 3.12.
We begin with the bound (3.13). Let t > 0 and let Q be a cube with ℓ(Q) ≤ t ≤
2ℓ(Q).
Recall the decay estimate (4.7): for such t and Q, and for Aj(Q) as in for-
mula (3.11),ˆ
Q
|tk+1∂m+kt S
L
∇(h˙1Aj(Q))(x, t)|
2 dx ≤ C2−j[2k+1+ε]
ˆ
Aj(Q)
|h˙|2.
Let K = 2k + 1 + ε. Notice that this estimate is valid even if 2m ≤ n; the
assumption 2m ≥ n+ 1 is needed only to prove Lemma 5.10, and not to prove the
present result.
Suppose that fj is supported in Aj(Q). Recall that Qt denotes convolution with
ηt, and so for any integers j ≥ 0 and ℓ ≥ 0,
‖Qtfj‖L∞(Aℓ(Q)) ≤ t
−n sup
x∈Aj(Q),y∈Aℓ(Q)
∣∣∣∣η
(
x− y
t
)∣∣∣∣‖fj‖L1(Aj(Q))
≤ Ct−n/22jn/2‖fj‖L2(Aj(Q)).
If dist(Aj(Q), Aℓ(Q)) > 0, we can improve this estimate. Because η is a Schwartz
function, we have that if ℓ ≤ j − 2 or ℓ ≥ j + 2, then for any integer N > 0 there
is a constant CN such that
‖Qtfj‖L∞(Aℓ(Q)) ≤ CN t
−n/22jn/22−N max(j,ℓ)‖fj‖L2(Aj(Q)).
Thus, if fj is supported in Aj(Q), and if k and N are large enough, thenˆ
Q
|tk+1∂m+k⊥ S
L
∇(b˙Qtfj)(x, t)|
2 dx ≤
∞∑
ℓ=0
C2−ℓK‖b˙‖2L∞‖Qtfj‖
2
L2(Aℓ(Q))
(5.11)
≤ C2−j(K−2n)‖b˙‖2L∞‖fj‖
2
L2(Aj(Q))
.
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Furthermore,
ˆ
Q
|tk+1∂m+kt S
L
∇b˙(x, t)Qtfj(x)|
2 dx
≤ CN t
−n2j(n−2N)‖fj‖
2
L2(Aj(Q))
ˆ
Q
|tk+1∂m+kt S
L
∇b˙(x, t)|
2 dx
and if k is large enough then
ˆ
Q
|tk+1∂m+kt S
L
∇b˙(x, t)|
2 dx ≤
ˆ
Q
∣∣∣ ∞∑
ℓ=0
tk+1∂m+kt S
L
∇(1Aℓ(Q)b˙)(x, t)
∣∣∣2 dx(5.12)
≤ Ctn‖b˙‖2L∞ .
Thus, if N and k are large enough then
(5.13)
ˆ
Q
|R2t fj(x)|
2 dx ≤ C2j(K−2n)‖b˙‖2L∞‖fj‖
2
L2(Aj(Q))
.
Thus, if k is large enough, then R2t satisfies the decay estimate (3.13).
For future reference, we observe that we have the same decay estimate on R1t .
Recall that
R1t f˙(x) = t
k+1∂m+kt S
L
∇(A‖f˙)(x, t) − t
k+1∂m+k⊥ S
L
∇(A‖Qtf˙)(x, t).
Bounding the first term by the decay estimate (4.7) and the second term by the
bound (5.11), we have that
(5.14)
ˆ
Q
|R1t (1Aj(Q)f˙(x)|
2 dx ≤ C2−j(K−2n)‖A‖‖
2
L∞‖f˙‖
2
L2(Aj(Q))
.
We now return to R2t . The estimate (5.12) implies that R
2
t 1 is meaningful; from
the definition of R2t we may easily see that R
2
t 1(x) = 0 for all x ∈ R
n.
Finally, ‖Qt(∇f)‖L2(Rn) ≤ (C/t)‖f‖L2(Rn) and so R
2
t satisfies the condition (ii)
of Lemma 3.12. Thus, ˆ ∞
0
‖R2t f‖
2
L2(Rn)
dt
t
≤ C‖f‖2L2(Rn)
as desired.
5.2. Proof of Lemma 5.6. Recall that
R1t f˙(x) = t
k+1∂m+k⊥ S
L
∇(A‖(f˙ −Qtf˙))(x, t).
Thus,
1
tk+1
R1t (∇
m
‖ F )(x)
=
∑
|α|=m
αn+1=0
∑
|β|=m
βn+1=0
ˆ
Rn
∂m+kt ∂
α
yE
L(x, t, y, 0)Aαβ(y) ∂
β
‖ (F (y)−QtF (y)) dy.
Integrating by parts in y, applying the fact (see Theorem 2.10) that v(y, s) =
EL(x, t, y, s) = EL∗(y, s, x, t) satisfies L∗v¯ = 0, and integrating by parts again (and
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using formula (2.18)) we see that
1
tk+1
R1t (∇
m
‖ F )(x)
= −
∑
|α|=m
|δ|≤m−1, δn+1=0
ˆ
Rn
∂m+kt ∂
m−|δ|
t ∂
α
y,sE
L(x, t, y, 0)Aαδ(y) ∂
δ
y(F (y)−QtF (y)) dy
+
∑
|γ|=m−1
|β|=m, βn+1=0
ˆ
Rn
∂m+k+1t ∂
γ
y,sE
L(x, t, y, 0))Aγβ(y) ∂
β
y (F (y)−QtF (y)) dy.
Here Aζξ = Aζ˜ξ˜, where ζ˜ = ζ + (m − |ζ|)~en+1 is a multiindex of length m whose
horizontal part coincides with that of ζ.
Recalling the definitions (2.23) and (2.27) of SL and SL∇, we see that
R1t (∇
m
‖ F )(x) = −
m−1∑
j=0
tk+1∂2m+k−jt S
L
∇(Amj∇
j
‖(F −QtF ))(x, t)(5.15)
+ tk+1∂m+k+1t S
L(A′∇m‖ (F −QtF ))(x, t).
where (Amj f˙)α =
∑
|δ|=j
δn+1=0
Aαδ fδ and (A
′f˙)γ =
∑
|β|=m
βn+1=0
Aγβ fβ.
If 0 ≤ j ≤ m − 1 and k is large enough, then the bound (4.7) implies that
h˙ 7→ tm+k−j+1∂2m+k−jt S
L
∇h˙( · , t) is bounded on L
2(Rn), uniformly in t. Thus,
ˆ ∞
0
ˆ
Rn
|tk+1∂2m+k−jt S
L
∇(Amj∇
j
‖(F −QtF ))(x, t)|
2 1
t
dx dt
≤
ˆ ∞
0
ˆ
Rn
|tj−m(∇j‖F (x) −Qt∇
j
‖F (x))|
2 1
t
dx dt.
In the statement of Lemma 5.6, we assumed that the higher moments of the kernel
η of Qt vanish. This implies that ∂
ζ η̂(0) = 0 if 1 ≤ |ζ| ≤ m, and so |η̂(ω)− 1| ≤
Cη|ω|
m+1. We also have that η̂ is uniformly bounded, and so
|η̂(ω)− 1| ≤ Cηmin(1, |ω|
m+1).
By Plancherel’s theorem,ˆ ∞
0
ˆ
Rn
|tj−m(∇j‖F (x) −Qt∇
j
‖F (x))|
2 1
t
dx dt ≤ C‖∇m‖ F‖
2
L2(Rn)
and so the first term on the right-hand side of formula (5.15) satisfies a square-
function estimate.
By the bound (1.11) and the Caccioppoli inequality,ˆ ∞
0
ˆ
Rn
|tk+1∂m+k+1t S
L(A′∇m‖ F )(x, t)|
2 1
t
dx dt ≤ C‖∇m‖ F‖
2
L2(Rn).
We are left with the term tk+1∂m+k+1t S
L(A′∇m‖ QtF )(x, t). Recall the definition
(5.9) of R2t . By formula (2.25), there is a constant rectangular matrix O
+ such that
(5.16) ∂tS
Lg˙(x, t) = −SL∇(O
+g˙)(x, t)
for any array g˙ of functions indexed by multiindices γ with |γ| = m− 1.
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We have that
tk+1∂m+k+1t S
L(A′∇m‖ QtF )(x, t)
=
∑
|β|=m, β⊥=0
tk+1∂m+k+1t S
L(A′e˙β)(x, t) ∂
β
‖QtF (x) −R
2
t (O
+A′e˙β , ∂
β
‖F )(x).
By Lemma 5.8, R2t (O
+A′e˙β , ∂
β
‖F )(x) satisfies a square-function estimate. By the
bound (4.2),
|tk+1∂m+k+1t S
L(A′e˙β)(x, t)|
2 1
t
dx dt
is a Carleson measure. If N+ is the nontangential maximal function in Car-
leson’s lemma, then we have that N+(Qt∂
β
‖F ) ∈ L
2(Rn) with L2 norm at most
C‖∇m‖ F‖L2(Rn), and so by Carleson’s lemma,ˆ ∞
0
ˆ
Rn
|tk+1∂m+k+1t S
L(A′e˙β)(x, t) ∂
β
‖QtF (x)|
2 1
t
dx dt ≤ C‖∇m‖ F‖
2
L2(Rn).
This completes the proof.
5.3. Proof of Lemma 5.10. Recall that we seek to establish a Carleson measure
estimate on tk+1∂m+kt S
L
∇A‖(x) given that 2m ≥ n+ 1. (We may regard S
L
∇A‖ as
an array of functions with (SL∇A‖)β = S
L
∇(A‖e˙β).)
We will use some tools from the proof of the Kato conjecture, in particular from
the paper [AHMT01]. The following lemma was established therein.
Lemma 5.17. Let the n × n matrix A‖ be uniformly bounded and satisfy the
ellipticity condition
Re〈∇m‖ ϕ,A‖∇
m
‖ ϕ〉Rn ≥ λ‖∇
m
‖ ϕ‖
2
L2(Rn).
This is the bound (2.1) in Rn rather than Rn+1. Suppose that 2m ≥ n. There is
some W depending only on the standard constants such that, for each cube Q ⊂ Rn,
there exist W functions fQ,w that satisfy the estimatesˆ
R
|∇m‖ fQ,w|
2 ≤ C|Q| for any cube R with ℓ(R) = ℓ(Q),(5.18)
|L‖fQ,w(x)| ≤
C
ℓ(Q)m
,(5.19)
and such that, for any array γ˙t,
(5.20) sup
Q
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|γ˙t(x)|
2 dx dt
t
≤ C
W∑
w=1
sup
Q
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|〈γ˙t(x), A
Q
t ∇
m
‖ fQ,w(x)〉|
2 dx dt
t
where AQt f(x) =
ffl
Q′
f(y) dy, for Q′ ⊂ Q the unique dyadic subcube that satisfies
x ∈ Q′ and t ≤ ℓ(Q′) < 2t.
Here
L‖ = (−1)
m
∑
|α|=|β|=m
αn+1=βn+1=0
∂α(Aαβ∂
β)
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is the elliptic operator of order 2m acting on functions defined on Rn (rather than
on Rn+1) associated to the coefficients A‖.
Specifically, the bound (5.19) is the bound (2.19) in [AHMT01]. The bound (5.18)
follows from the bound (2.18) in [AHMT01] (if R = Q) and the observation
that, by Lemma 3.1 in [AHMT01] and the definition of fQ,w therein, ∇
m
‖ fQ,w =
∇m‖ fR,w whenever ℓ(Q) = ℓ(R). Finally, the bound (5.20) is simply Lemma 2.2 of
[AHMT01]. The requirement that 2m ≥ n is a sufficient condition (see [AHMT01,
Propositon 2.5] or [Dav95, AT98]) for L‖ to satisfy a pointwise upper bound; this
condition is assumed in the proofs of the above results.
Thus, we need only show that, for any cube Q ⊂ Rn,
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|〈tk+1∂m+kt S
L
∇A‖(x, t), A
Q
t ∇
m
‖ fQ,w(x)〉|
2 dx dt
t
≤ C.
Now, by the definitions (2.27) and (2.23) of SL∇ and S
L and by formula (2.18),
∂m+kt S
L
∇(A‖∇
m
‖ fQ,w)(x, t) = −∂
k+1
t S
L(L‖fQ,we˙⊥)(x, t)
where e˙⊥ = e˙(m−1)~en+1 is the multiindex corresponding to purely vertical deriva-
tives. Thus, by the bounds (4.2) and (5.19), if k is large enough then
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|tk+1∂m+kt S
L
∇(A‖∇
m
‖ fQ,w)(x, t)|
2 dx dt
t
≤ C.
So we need only bound
tk+1∂m+kt S
L
∇(A‖∇
m
‖ fQ,w)(x, t) − t
k+1∂m+kt S
L
∇A‖(x, t) · A
Q
t ∇
m
‖ fQ,w(x).
By formulas (5.7) and (5.9) for R1t and R
2
t ,
R1t (∇
m
‖ fQ,w)(x) +
∑
|β|=m, βn+1=0
R2t (A‖e˙β , ∂
β
‖ fQ,w)(x)
= tk+1∂m+kt S
L
∇(A‖∇
m
‖ fQ,w)(x, t)− t
k+1∂m+kt S
L
∇A‖(x, t) · Qt∇
m
‖ fQ,w(x).
Thus, we must bound R1t (∇
m
‖ fQ,w), R
2
t (A‖,∇
m
‖ fQ,w) =
∑
|β|=mR
2
t (A‖e˙β, ∂
β
‖ fQ,w)
and
(5.21) tk+1∂m+kt S
L
∇A‖(x, t) · (Qt∇
m
‖ fQ,w(x)−A
Q
t ∇
m
‖ fQ,w(x)).
We have established boundedness of R1t (∇
m
‖ F ) and R
2
t (b˙, f) for ∇
m
‖ F ∈ L
2(Rn),
f ∈ L2(Rn), rather than for ∇m‖ F satisfying the bound (5.18). Thus, more work
must be done to contend with R1t and R
2
t . Let χ be a smooth cutoff function
that is equal to 1 on 4Q and supported on 8Q. By the established square-function
estimates on R1t and R
2
t and by the bound (5.18), if we normalize fQ,w appropriately
then
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|R1t (∇
m
‖ (χfQ,w))(x) +R
2
t (A‖,∇
m
‖ (χfQ,w))(x)|
2 dx dt
t
≤ C.
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Recall that R1t and R
2
t satisfy the decay estimates (5.14) and (5.13). Combined
with the bound (5.18) on ∇m‖ fQ,w, we may establish that
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|R2t (A‖,∇
m
‖ ((1− χ)fQ,w))(x)|
2 dx dt
t
≤ C,
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|R1t (∇
m
‖ ((1− χ)fQ,w))(x)|
2 dx dt
t
≤ C.
We are left with the term (5.21). By the bound (5.12) and the local bound (3.6),
if k is large enough then
|tk+1∂m+kt S
L
∇A‖(x, t)| ≤ C‖A‖‖
2
L∞(Rn).
Thus, it suffices to show that
1
|Q|
ˆ ℓ(Q)
0
ˆ
Q
|AQt ∇
m
‖ fQ,w(x) −Qt∇
m
‖ fQ,w(x)|
2 dx dt
t
≤ C.
This follows from a standard orthogonality estimate and the proof is complete.
6. DA: square-function estimates
Theorem 6.1. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.7) and satisfy the
ellipticity conditions (2.1) and (2.2).
Then the double layer potential DA satisfies the square-function estimateˆ
Rn
ˆ ∞
−∞
|∇mDAf˙ (x, t)|2 |t| dt dx ≤ C‖f˙‖2L2(Rn)(6.2)
for all f˙ ∈ W˙A2m−1,0(R
n).
Proof. By Remark 3.1, it suffices to work in the upper half-space. It suffices to
establish this estimate under the assumption that f˙ = T˙rm−1 f for some f ∈
C∞0 (R
n+1).
Let η be a smooth, compactly supported cutoff function defined on R with η ≡ 1
near zero. Define
ψ(x, t) =
m−1∑
j=0
1
(j + 1)!
tj+1 η(t) ∂j⊥f(x, 0)
and let f˜(x, t) = ∂tψ(x, t). Observe that f˙ = T˙rm−1 f = T˙rm−1 f˜ . Furthermore, if
|ξ| = m, then ∂ξψ(x, 0) = ∂ξ−~en+1f(x, 0) if ξn+1 ≥ 1 and ∂
ξψ(x, 0) = 0 if ξn+1 = 0.
By formula (2.22), if |α| = m then
∂αDAf˙(x, t) = −
∑
|β|=|ξ|=m
ˆ
R
n+1
−
∂αx,t∂
β
y,sE
L(x, t, y, s)Aβξ(y) ∂
ξ∂sψ(y, s) ds dy.
Integrating by parts in s, we see that
∂αDAf˙ (x, t) = −
∑
|β|=|ξ|=m
ˆ
Rn
∂αx,t∂
β
y,sE
L(x, t, y, 0)Aβξ(y) ∂
ξψ(y, 0) dy
+
∑
|β|=|ξ|=m
ˆ
R
n+1
−
∂αx,t∂
β
y,s∂sE
L(x, t, y, s)Aβξ(y) ∂
ξψ(y, s) ds dy.
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By formula (2.18) and the definitions (2.27) and (2.22) of SL∇ and D
A,
∂αDAf˙ (x, t) = −∂αSL∇(A∇
mψ
∣∣
Rn
)(x, t) + ∂α∂tD
A(T˙rm−1 ψ)(x, t).(6.3)
Thus,ˆ
Rn
ˆ ∞
0
|∇mDAf˙ (x, t)|2 t dt dx ≤ C
ˆ
Rn
ˆ ∞
0
|∇mSL∇(A∇
mψ
∣∣
Rn
)(x, t)|2 t dt dx
+ C
ˆ
Rn
ˆ ∞
0
|∇m∂tD
A(T˙rm−1 ψ)(x, t)|
2 t dt dx.
We have that ‖∇‖ T˙rm−1 ψ‖L2(Rn) ≤ C‖f˙‖L2(Rn), and so by the bound (1.10) the
second integral on the right-hand side is at most C‖f˙‖2L2(Rn). Also, we have that
‖A∇mψ
∣∣
Rn
‖L2(Rn) ≤ C‖f˙‖L2(Rn) and so by Theorem 5.1 the first integral is at
most C‖f˙‖2L2(Rn). 
7. Vertical derivatives of SL∇: estimates for p > 2 and other bounds
Lemma 7.1. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.7) and satisfy the
ellipticity conditions (2.1) and (2.2).
Then we have the Carleson measure estimate
sup
Q⊂Rn
 
Q
ˆ ℓ(Q)
0
|tk∂m+kt S
L
∇b˙(x, t)|
2 t dt dx ≤ C‖b˙‖2L∞(Rn)
for any k ≥ (n − 1)/2, where the supremum is taken over all cubes Q contained
in Rn. By the Caccioppoli inequality, the estimate
sup
Q⊂Rn
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|tk+m∇m∂m+kt S
L
∇b˙(x, t)|
2 t dx dt ≤ C‖b˙‖2L∞(Rn)
is also valid. Corresponding estimates are valid in the lower half-space.
Furthermore, the bound
‖A±2 (|t|
k+1 ∂m+kt S
L
∇h˙)‖Lq(Rn) ≤ C(q)‖h˙‖Lq(Rn)
is valid for all 2 ≤ q <∞, where A2 is as in formula (3.18).
Proof. By Remark 3.1, it suffices to work in the upper half-space. By Theorem 5.1
and the Caccioppoli inequality applied in Whitney balls, and by the decay esti-
mate (4.7), if 2k + 1 ≥ n, then the operators
Θth˙ = t
k+1∂m+kt S
L
∇h˙( · , t)
satisfy the conditions of Lemma 3.14 and Remark 3.17, and so the given bounds
are valid. 
We conclude this paper with one final estimate; this estimate will be of use in
[BHMa]. Recall that we have square-function estimates on R2t , where
R2t (b˙, f)(x) = t
k+1∂m+k⊥ S
L
∇(b˙Qtf)(x, t)− t
k+1∂m+kt S
L
∇b˙(x, t)Qtf(x)
and where ∂m+k⊥ S
L
∇(b˙Qtf)(x, t) = ∂
m+k
t S
L
∇(b˙Qtf)(x, t)
∣∣
s=t
. We would like to esti-
mate the term tk+1∂m+k⊥ S
L
∇(b˙Qtf)(x, t) alone.
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Lemma 7.2. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.7) and satisfy the
ellipticity conditions (2.1) and (2.2).
Let η be a Schwartz function defined on Rn with
´
η = 1. Let Qt denote convo-
lution with ηt = t
−nη( · , t). Let k > 0 be an integer. Let b˙ be any array of bounded
functions. If k is large enough, then for any p with 1 < p <∞, we have that
‖A±2 (|t|
k+1∂k+m⊥ S
L
∇(b˙Q|t|h))‖Lp(Rn) ≤ C(p)‖b˙‖L∞(Rn)‖h‖Lp(Rn)
where A2 is as in formula (3.18), and where the constant C(p) depends only on p,
k, the Schwartz constants of η, and on the standard parameters n, m, λ, and Λ.
Proof. By Remark 3.1, it suffices to work in the upper half-space. Let Rth(x) =
tk+1∂k+m⊥ S
L
∇(b˙Qth)(x, t). Observe that
|Rth(x)|
2 = |R2t (b˙, h)(x) + t
k+1∂m+kt S
L
∇b˙(x, t)Qth(x)|
2
where R2t is as in Lemma 5.8. Thus,
ˆ
Rn
ˆ ∞
0
|Rth(x)|
2 1
t
dt dx
≤ 2
ˆ
Rn
ˆ ∞
0
|R2t (b˙, h)(x)|
2 dt
t
dx+ 2
ˆ
Rn
ˆ ∞
0
|tk∂m+kt S
L
∇b˙(x, t)Qth(x)|
2 t dt dx.
If k is large enough, then we may bound the term involving R2t using Lemma 5.8,
while by Lemma 7.1, |tk∂m+kt S
L
∇b˙(x, t)|
2 t dx dt is a Carleson measure and so we
may bound the second term using Carleson’s lemma, as in the remarks after the
statement of Lemma 5.10.
Thus, we have L2 boundedness of h 7→ A2(Rth). L
p′ boundedness for 2 < p′ <∞
follows from Remark 3.17 and the decay estimate (5.11).
To establish boundedness for 1 < p′ < 2, let a be a H1 atom supported in some
cube Q with midpoint xQ. If c is a large constant, then
ˆ
cQ
A2(Rta)(x) dx ≤ c
n/2|Q|1/2
(ˆ
cQ
A2(Rta)(x)
2 dx
)1/2
≤ Ccn/2|Q|1/2‖a‖L2(Rn) ≤ Cc
n/2.
Now, let x ∈ Rn \ cQ, so |x− xQ| > cℓ(Q). Then
A2(Rta)(x) =
(ˆ ∞
0
 
∆(x,t)
|Rta(z)|
2 dz
dt
t
)1/2
where ∆(x, r) = {y ∈ Rn : |x− y| < r}. Recall that
Rta(z) = t
k+1∂k+m⊥ S
L
∇(b˙Qta)(z, t) =
∑
|α|=m
tk+1∂k+m⊥ S
L
∇(bαQta e˙α)(z, t).
Let the matrix A˜ and the constants κξ be as in formula (3.7). By formula (3.10),
Rta(z) =
∑
|α|=m
tk+1∂k+m⊥
∑
|ζ|=M
κζ∂
2ζSL˜∇
( ∑
|ξ|=M
κξbαQta e˙α+2ξ
)
(z, t).
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Thus, 
∆(x,t)
|Rta|
2 ≤ C
∑
|α|=m
∑
|ξ|=M
 
∆(x,t)
∣∣tk+1∇m˜∂k⊥SL˜∇(bαQta e˙α+2ξ)(z, t)∣∣2 dz
where m˜ = m+ 2M .
Let
uα,ξt (z, r) = t
k−m˜+1∂k⊥S
L˜
∇
(
bαQta e˙α+2ξ
)
(z, r).
Observe that L˜uα,ξt = 0 in R
n+1
± . Thus, by Lemma 3.20 and the Caccioppoli
inequality,  
∆(x,t)
|Rta|
2 ≤ C
∑
|α|=m
∑
|ξ|=M
 
∆(x,t)
∣∣tm˜∇m˜uα,ξt (z, t)∣∣2 dz
≤ C
∑
|α|=m
∑
|ξ|=M
 
∆(x,2t)
 2t
t/2
∣∣uα,ξt (z, r)∣∣2 dr dz.
Thus, for any multiindices α, ξ and ε = α+ 2ξ, we wish to bound
ut(z, r) = u
α,ξ
t (z, r) = t
k+1∂k⊥S
L˜
∇
(
bαQta e˙ε
)
(z, r)
for |z − x| < 2t and t/2 < r < 2t.
Now, observe that
ut(z, r) = t
k−m˜+1
ˆ
Rn
∂kr ∂
ε
y,yn+1E
L˜(z, r, y, 0) bα(y)Qta(y) dy
where |ε| = m˜ and L˜ is an elliptic operator of order 2m˜.
Let Aj(Q) be as in formula (3.11). Let J be such that x ∈ AJ ; then
1
C 2
Jℓ(Q) ≤
|x− xQ| ≤ C2
Jℓ(Q). Recall that x ∈ Rn \ cQ, and so we need only consider J ≥ 2.
Define
Uj = Uj(z, r) = t
k−m˜+1
ˆ
Aj(Q)
|∂kr ∂
ε
y,yn+1E
L˜(z, r, y, 0)| dy.
We then have that
|ut(z, r)| ≤ ‖b˙‖L∞(Rn)
∞∑
j=0
Uj(z, r)‖Qta‖L∞(Aj(Q)).
We begin by establishing bounds on Uj. We choose M large enough that 2m˜ >
n+ 1, and so vertical derivatives of EL˜ are pointwise bounded by Theorem 3.3. We
assume k ≥ m˜.
By Lemma 3.20, the Caccioppoli inequality, the bound (2.11), and Theorem 3.3,
if A ⊂ Rn and r > 0, then
ˆ
Aj(Q)
|∂kr ∂
ε
y,yn+1E
L˜(z, r, y, 0)| dy
≤ C diamA(n−1)/2(r + dist(z, A))−(n+1)/2max(diamA, r + dist(z, A))m˜−k.
Thus, if |x− z| < 2t and t/2 < r < 2t, then
Uj(z, r) ≤ Ct
k+1−m˜(2jℓ(Q))(n−1)/2(t+ 2jℓ(Q))m˜−k−(n+1)/2 for all j ≥ J + 2.
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If t > |x− xQ|, let 2
J′ℓ(Q) ≤ Ct ≤ 2J
′+1ℓ(Q); we may choose C such that J ′ ≥
J + 1. Then
J′∑
j=0
Uj(z, r) ≤ C.
If t ≤ |x− xQ|, we bound Uj differently. First, observe that
J−2∑
j=0
Uj(z, r) ≤ Ct
k+1−m˜|x− xQ|
(n−1)/2(t+ |x− xQ|)
m˜−k−(n+1)/2.
We have bound Uj for j ≥ J + 2; we are left with UJ and UJ±1.
Let ∆0 = ∆(x, 2t) and ∆ℓ = ∆(x, 2
ℓ+1t) \∆(x, 2ℓt). We remark that ∆ℓ differs
from Aj(Q) in that ∆ℓ is centered about x rather than xQ. Then
UJ−1 + UJ + UJ+1 ≤
∞∑
ℓ=0
tk−m˜+1
ˆ
∆ℓ
|∂kr ∂
ε
y,yn+1E
L˜(z, r, y, 0)| dy ≤ C
provided k ≥ m˜.
We now establish bounds on Qta. Because Qt is an approximate identity, we
have that
‖Qta‖L∞(Rn) ≤ C‖a‖L∞(Rn) ≤
C
|Q|
.
Because Qt is an approximate identity with a Schwartz kernel ηt, and because´
a = 0, we have that
‖Qta‖L∞(Rn) ≤ C diam(supp a)‖∇ηt‖L∞(Rn)‖a‖L1(Rn) ≤ C
ℓ(Q)
tn+1
.
Furthermore, if N > 0 is an integer and j ≥ 1 then
‖Qta‖L∞(Aj(Q)) ≤ CN
ℓ(Q)
tn+1
(
t
2jℓ(Q)
)N
.
Thus,
|ut(z, r)| ≤ C
∞∑
j=0
Uj(z, r)‖Qta‖L∞(Aj(Q))
≤ Cmin
(
1
|Q|
,
ℓ(Q)
tn+1
)
tk+1−m˜|x− xQ|
(n−1)/2(t+ |x− xQ|)
m˜−k−(n+1)/2
+ CN1
ℓ(Q)
tn+1
(
t
|x− xQ|
)N1
+ CN2
∞∑
j=J+2
ℓ(Q)
tn+1
(
t
2jℓ(Q)
)N2 tk+1−m˜(2jℓ(Q))(n−1)/2
(t+ 2jℓ(Q))k+(n+1)/2−m˜
.
If t < ℓ(Q), then by letting N1 = k + 2− m˜+ n and N2 = n+ 1, we see that
|ut(z, r)| ≤
C
|Q|
tk+1−m˜
|x− xQ|k+1−m˜
.
If ℓ(Q) < t < |x− xQ|, then by letting N1 = k + 1− m˜ and N2 = 0, we see that
|ut(z, r)| ≤
Cℓ(Q)tk−m˜−n
|x− xQ|k+1−m˜
.
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If t > |x− xQ|, then we bound ut(z, r) differently, by writing
|ut(z, r)| ≤
Cℓ(Q)
tn+1
J′∑
j=0
Uj + CN
ℓ(Q)
tn+1
∞∑
j=J′
(
t
2jℓ(Q)
)N+k+1−m˜
and choosing N ≥ m˜− k we see that |ut(z, r)| ≤ Cℓ(Q)/t
n+1.
Thus, we have that if k is large enough, then for all x /∈ cQ,
A2(Rta)(x) ≤ Cmax
α,ξ
(ˆ ∞
0
sup
|z−x|<2t, t/2<s<2t
|uα,ξt (z, r)|
2 dt
t
)1/2
≤
(ˆ ℓ(Q)
0
(
Ctk+1−m˜
|Q||x− xQ|k+1−m˜
)2
dt
t
)1/2
+
(ˆ |x−xQ|
ℓ(Q)
(
Cℓ(Q)tk−m˜−n
|x− xQ|k+1−m˜
)2
dt
t
)1/2
+
(ˆ ∞
|x−xQ|
(
Cℓ(Q)
tn+1
)2
dt
t
)1/2
≤
Cℓ(Q)
|x− xQ|n+1
.
This is in L1(Rn\cQ), and so h 7→ A2(Rth) is bounded H
1 7→ L1. By interpolation,
it is bounded Lp 7→ Lp for any 1 < p <∞, as desired. 
8. Bounds on SL for 1 < p < 2 in low dimensions
In Sections 4 and 7, we established the area integral estimates (1.20) and (1.21)
for 2 ≤ q <∞. In low dimensions we can extend this result below q = 2.
Lemma 8.1. Let L and k be as in Lemma 4.1. Suppose in addition that the ambient
dimension n+ 1 is either n+ 1 = 2 or n+ 1 = 3.
Then the area integral estimates (1.16) and (1.17) are valid for 1 < q < 2 and
k ≥ 2.
More generally, if we have the De Giorgi-Nash-Moser type estimate
(8.2) sup
X,Y ∈B(X0,r)
X 6=Y
|∇m−1u(X)−∇m−1u(Y )|
|X − Y |ε
≤
H
rε
( 
B(X0,2r)
|∇m−1u|2
)1/2
whenever Lu = 0 in B(X0, 2r), for some positive constants H, ε > 0 that depend
only on L (and not on u, X, Y , X0, or r), then the area integral estimates (1.16)
and (1.17) are valid for 1 < q < 2 and k ≥ 2.
Proof. We begin by showing that the bound (8.2) is valid whenever n+ 1 = 2 or
n+ 1 = 3. By Theorem 3.3, there is some p > 2 such that, if Lu = 0 in B(X0, 2r),
then ∇mu ∈ Lp(B(X0, r)). If n+ 1 = 2, then by Morrey’s inequality, ∇
m−1u is
Ho¨lder continuous; furthermore, by these theorems and the Caccioppoli inequality
we have that
sup
X,Y ∈B(X0,r)
X 6=Y
|∇m−1u(X)−∇m−1u(Y )|
|X − Y |1−2/p
≤
C
r1−2/p
( 
B(X0,2r)
|∇m−1u|2
)1/2
.
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The next argument is essentially that of [AAA+11, Appendix B]. By Lemma 3.20,
if A is t-independent then there is some p > 2 such that, if Lu = 0 in 2Q × (t −
ℓ(Q), t+ ℓ(Q)), then ∇mu ∈ Lp(Q× {t}). If n+ 1 = 3, then n = 2 and Q ⊂ R2, so
by Morrey’s inequality
sup
x,y∈Q
x 6=y
|∇m−1u(x, t)−∇m−1u(y, t)|
|x− y|1−2/p
≤ Cℓ(Q)2/p
( 
2Q
 t+ℓ(Q)
t−ℓ(Q)
|∇mu|2
)1/2
.
We may use the Caccioppoli inequality and Lemma 3.20 to bound ∇m−1∂n+1u;
thus, we have that if n+ 1 = 3 then
sup
X,Y ∈B(X0,r
X 6=Y
|∇m−1u(X)−∇m−1u(Y )|
|X − Y |1−2/p
≤
C
r1−2/p
( 
B(X0,2r)
|∇m−1u|2
)1/2
.
Thus, if n+ 1 = 2 or n+ 1 = 3, then the bound (8.2) is valid with ε = 1− 2/p,
where 2 < p < p+L .
We now establish the estimates (1.16) and (1.17) for 1 < q < 2 and k ≥ 2.
By Theorem 5.1 and the bound (1.11) (and the Caccioppoli inequality), the two
bounds are valid for q = 2. Let H1(Rn) be the Hardy space. It is well known
that interpolation between Hardy and Lebesgue spaces is valid; that is, if we can
establish the estimates
‖A±2 (|t| ∇
m−1∂2t S
Lg˙)‖L1(Rn) ≤ C‖g˙‖H1(Rn),
‖A±2 (|t|
k∇m∂kt S
Lg˙)‖L1(Rn) ≤ C(k)‖g˙‖H1(Rn),
then the estimates (1.16) and (1.17) will be valid for 1 < q < 2 by interpolation.
One of the most useful properties of the Hardy spaces is the atomic decomposi-
tion. That is, if g˙ ∈ H1(Rn), then there exist atoms aj,γ and complex numbers λj
such that g˙ =
∑∞
j=1 λj,γaj,γ e˙γ and such that ‖g˙‖H1(Rn) ≤ C
∑∞
j=1
∑
|γ|=m−1|λj,γ |.
A function a is an atom if a is supported in a cube Q ⊂ Rn, ‖a‖L∞(Rn) =
‖a‖L∞(Q) = |Q|
−1, and such that
´
Q a = 0. See [Coi74, Lat78] or the standard
text [Ste93].
Choose some H1 atom a and some multiindex γ with |γ| = m − 1, and let
a˙ = ae˙γ . By Ho¨lder’s inequality,
ˆ
16Q
A2(t
k∇m∂kt S
La˙) ≤ 4|Q|1/2
(ˆ
Rn
A2(t
k∇m∂kt S
La˙)2
)1/2
= 4|Q|1/2
(ˆ
Rn
ˆ ∞
0
t2k−1|∇m∂kt S
La˙(x, t)|2 dt dx
)1/2
.
Applying the Caccioppoli inequality in Whitney cubes, we see that
ˆ
16Q
A2(t
k∇m∂kt S
La˙) ≤ C|Q|1/2
(ˆ
Rn
ˆ ∞
0
|∇m∂tS
La˙(x, t)|2t dt dx
)1/2
and so by the bound (1.11), if k ≥ 1 thenˆ
16Q
A2(t
k∇m∂kt S
La˙) ≤ C|Q|1/2‖a˙‖L2(Rn) ≤ C.
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We want to bound A2(t
k∇m∂kt S
La˙)(z) or A2(∇
m−1∂2t S
La˙)(z) for z /∈ 16Q. By
formula (2.23),
∇m−1∂kt S
La˙(x, t) =
ˆ
Q
∇m−1x,t ∂
k
t ∂
γ
y,sE
L(x, t, y, 0) a(y) dy.
Combining the bound (8.2) with the estimate (2.11), we see that if k ≥ 1 then
|∇m−1x,t ∂
k
t∇
m−1
y,s E
L(x, t, y, 0)| ≤
C
(|x− y|+ |t|)n+k−1
and that if |y1 − y2| < |x− y1|/2 + |t|/2, then
|∇m−1x,t ∂
k
t∇
m−1
y,s E
L(x, t, y1, 0)−∇
m−1
x,t ∂
k
t ∇
m−1
y,s E
L(x, t, y2, 0)|
≤
C|y1 − y2|
ε
(|x− y1|+ |t|)n+k−1+ε
.
Thus, using the cancellation properties of the atom a, we have that
|∇m−1∂kt S
La˙(x, t)| ≤
Cℓ(Q)ε
(|t|+ dist(x,Q))n+k−1+ε
.
Applying the Caccioppoli inequality in Whitney balls, we see that if k ≥ 2 then
A2(t
k∇m∂kt S
L(ae˙γ))(x) ≤
(ˆ ∞
0
ˆ
|x−y|<2t
t2|∇m−1∂2t S
L(ae˙γ)(y, t)|
2 dy dt
tn+1
)1/2
.
Clearly A2(t∇
m−1∂2t S
L(ae˙γ))(x) is controlled by the right-hand side as well. But(ˆ ∞
0
ˆ
|x−y|<2t
t2|∇m−1∂2t S
L(ae˙γ)(y, t)|
2 dy dt
tn+1
)1/2
≤
(ˆ ∞
0
ˆ
|x−y|<2t
Ct2ℓ(Q)2ε
(t+ dist(y,Q))2n+2ε
dy dt
tn+1
)1/2
≤
Cℓ(Q)ε
dist(x,Q)n+ε
which is clearly in L1(Rn \ 16Q), as desired. 
9. Bounds on SL and SL∇ for 2− ε < p < 2
In this section we conclude the paper by proving the bounds (1.14) and (1.15).
We hope to prove these bounds in the dual range 2 < q < 2 + ε in a future paper.
Theorem 9.1. Let L be as in Theorem 1.6. Then there is some ε > 0 such that
the bounds
‖A2(t∇
m∂tS
Lg˙)‖Lq(Rn) ≤ C(q)‖g˙‖Lq(Rn),
‖A2(t∇
mSL∇h˙)‖Lq(Rn) ≤ C(q)‖h˙‖Lq(Rn)
are valid for all 2− ε < q < 2.
Proof. By formula (2.25) it suffices to consider only SL∇h˙ for h˙ bounded and com-
pactly supported. Furthermore, by formula (3.10) we may assume 2m > n+ 1.
Let T p2 = {ψ : A2ψ ∈ L
p(Rn)} with the natural norm. By [CMS85, p. 316], if
1 < p <∞ then under the inner product
〈f, g〉 =
ˆ
R
n+1
+
f(x, t) g(x, t)
dx dt
t
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the dual space to T p2 is T
p′
2 , where 1/p+ 1/p
′ = 1. Thus,
‖A2(t∇
mSL∇h˙)‖Lq(Rn)
= sup
06=Ψ˙∈T q
′
2
1
‖A2(Ψ˙)‖Lq′ (Rn)
∣∣∣∣
ˆ
R
n+1
+
〈Ψ˙(x, t),∇mSL∇h˙(x, t)〉 dx dt
∣∣∣∣.
In fact, we may take the supremum over Ψ bounded and with support compactly
contained in Rn+1+ .
For such Ψ˙, by formula (2.27)
〈Ψ˙,∇mSL∇h˙〉Rn+1
+
=
ˆ
R
n+1
+
〈Ψ˙(x, t),∇mSL∇h˙(x, t)〉 dx dt
=
∑
|α|=|β|=m
ˆ
R
n+1
+
ˆ
Rn
∂βx,t∂
α
y,sE
L(x, t, y, 0)hα(y) dyΨβ(x, t) dx dt
and by formula (2.13)
〈Ψ˙,∇mSL∇h˙〉Rn+1
+
=
∑
|α|=|β|=m
ˆ
Rn
ˆ
R
n+1
+
∂βx,t∂
α
y,sE
L(y, 0, x, t)Ψβ(x, t) dx dt hα(y) dy
and so by formula (2.15)
〈Ψ˙,∇mSL∇h˙〉Rn+1
+
=
∑
|α|=m
ˆ
Rn
∂αΠL∗(1+Ψ˙)(y, 0)hα(y) dy = 〈T˙r
+
mΠ
L∗(1+Ψ˙), h˙〉Rn
where 1+Ψ˙ denotes the extension of Ψ˙ by zero from R
n+1
+ to R
n+1. Thus,
‖A2(t∇
mSL∇h˙)‖Lq(Rn) = sup
06=Ψ˙∈T q
′
2
1
‖A2(Ψ˙)‖Lq′ (Rn)
|〈T˙r+mΠ
L∗(1+Ψ˙), h˙〉Rn |
and so we have reduced matters to proving the estimate
(9.2) ‖T˙r+mΠ
L∗(1+Ψ˙)‖Lq′ (Rn) ≤ Cp‖A2Ψ˙‖Lq′ (Rn)
for all 2 < q′ < 2 + ε.
By Theorem 5.1 and the above duality results, the bound (9.2) is valid for q′ = 2.
We will apply the following lemma.
Lemma 9.3 ([Iwa98, Lemma 3.2]). Suppose that g, h ∈ Lp(Rn) are nonnegative
real-valued functions, 1 < p < ∞, and that for some C0 > 0 and for all cubes
Q ⊂ Rn, ( 
Q
gp
)1/p
≤ C0
 
4Q
g +
( 
4Q
hp
)1/p
.
Then there exist numbers s > p and C > 0 depending on n, p and C0 such thatˆ
Rn
gs ≤ C
ˆ
Rn
hs.
Let g = |T˙rmΠ
L∗Ψ˙| and let
h = CΨ˙ = sup
Q∋z
(
1
|Q|
ˆ
Q
ˆ ℓ(Q)
0
|Ψ˙(x, t)|2
dt dx
t
)
where the supremum is taken over cubes Q ⊂ Rn with z ∈ Q. By [CMS85, Theorem
3, Section 6], if 2 < p <∞ then ‖A2H‖Lp(Rn) ≈ ‖CH‖Lp(Rn). We claim that g and
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h satisfy the conditions of the lemma with p = 2; there is then some s > 2 such
that
‖T˙r+mΠ
L∗Ψ˙‖Ls(Rn) ≤ C‖CΨ˙‖Ls(Rn) ≤ C‖A2Ψ˙‖Ls(Rn)
and so the bound (9.2) is valid for q′ = s. (By interpolation it is valid for all
2 < q′ < s as well.)
We now prove the claim.
For notational convenience we will let Ψ˙ = 1+Ψ˙. Choose some cube Q ⊂ R
n.
Let Rj = 2
jQ× (0, 2jℓ(Q)), and let Ψ˙0 = Ψ˙1R2 .
Then( 
Q
|T˙rmΠ
L∗Ψ˙|2
)1/2
≤
( 
Q
|T˙rmΠ
L∗Ψ˙0|
2
)1/2
+
( 
Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)|
2
)1/2
.
Because formula (9.2) is valid for p′ = 2, we have that(ˆ
Rn
|T˙rmΠ
L∗Ψ˙0|
2
)1/2
≤ C‖A2(Ψ˙0)‖L2(Rn)
= C|Q|1/2
(
1
|4Q|
ˆ
4Q
ˆ 4ℓ(Q)
0
|Ψ(x, t)|2
dt dx
t
)1/2
and so by definition of C,
(9.4)
(ˆ
Rn
|T˙rmΠ
L∗Ψ˙0|
2
)1/2
≤ C|Q|1/2 inf
z∈Q
CΨ˙(z) ≤ C|Q|1/2
( 
Q
CΨ˙2
)1/2
.
We are left with the T˙rmΠ
L∗(Ψ˙− Ψ˙0) term. Let u = Π
L∗(Ψ˙ − Ψ˙0). Notice
that u is a solution to L∗u = 0 in R2 = 4Q× (−4ℓ(Q), 4ℓ(Q)) (and also in the lower
half-space). We will apply the following lemma.
Lemma 9.5. Let L be as in Lemma 9.1. Let Q be a cube and suppose that Lu = 0
in 3Q× (−2ℓ(Q), 2ℓ(Q)). Let 0 ≤ j ≤ m and let c˙ be a constant array. Then( 
2Q
 ℓ(Q)
−ℓ(Q)
|∇ju|2
)1/2
≤ C
 
3Q
 2ℓ(Q)
−2ℓ(Q)
|∂jn+1u|+
C
ℓ(Q)
 
3Q
|∇j−1u(x, 0)− c˙| dx.
In particular, by the Poincare´ inequality and Lemma 3.20,( 
Q
|∇ju(x, 0)|2 dx
)1/2
≤ C
 
3Q
 2ℓ(Q)
−2ℓ(Q)
|∂jn+1u|+
C
ℓ(Q)
 
3Q
|∇ju(x, 0)| dx.
Proof. Let 0 ≤ k ≤ j − 1. Let ε > 0 be a small positive number and let Qk =
(1 + kε)Q. Observe that there is some polynomial P of degree j − 1 such that
∇j−1P = c˙, and that u˜ = u − P is also a solution to Lu = 0; thus, we need only
prove the lemma in the case c˙ = 0.
By the Caccioppoli inequality,
 
2Qk
 ℓ(Qk)
−ℓ(Qk)
|∇j−k∂kn+1u|
2 ≤
C(ε)
ℓ(Q)2
 
2Qk+1/2
 ℓ(Qk+1/2)
−ℓ(Qk+1/2)
|∇j−k−1∂kn+1u|
2.
By Theorem 3.3,
 ℓ(Qk+1/2)
−ℓ(Qk+1/2)
|∇j−k−1∂kn+1u|
2 ≤ C(ε)
( 
2Qk+1
 ℓ(Qk+1)
−ℓ(Qk+1)
|∇j−k−1∂kn+1u|
)2
.
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If x ∈ 2Qk+1 and −ℓ(Qk+1) < t < ℓ(Qk+1), then
|∇j−k−1∂kn+1u(x, t)|
2
≤ |∇j−k−1∂kn+1u(x, t)−∇
j−k−1∂kn+1u(x, 0)|+ |∇
j−k−1∂kn+1u(x, 0)|
≤ Cℓ(Q)
 ℓ(Qk+1)
−ℓ(Qk+1)
|∇j−k−1∂k+1t u(x, t)| dt+ |∇
j−k−1∂kn+1u(x, 0)|.
Thus, 
2Qk
 ℓ(Qk)
−ℓ(Qk)
|∇j−k∂kn+1u|
2 ≤ C(ε)
( 
2Qk+1
 ℓ(Qk+1)
−ℓ(Qk+1)
|∇j−k−1∂k+1n+1u|
)2
+
C(ε)
ℓ(Q)2
( 
2Qk+1
|∇j−k−1∂kn+1u(x, 0)| dx
)2
.
Iterating, we see that 
2Qk
 ℓ(Q)
−ℓ(Q)
|∇ju|2 ≤ C(ε)
( 
2Qj
 ℓ(Qj)
−ℓ(Qj)
|∂jn+1u|
)2
+
C(ε)
ℓ(Q)2
( 
2Qj
|∇j−1u(x, 0)| dx
)2
.
Letting ε = 1/2j and so 2Qj = 3Q completes the proof. 
Recall that u = ΠL
∗
(Ψ˙− Ψ˙0). By Lemma 9.5,( 
Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)|
2
)1/2
≤ C
 
3Q
 2ℓ(Q)
−2ℓ(Q)
|∂mn+1Π
L∗(Ψ˙− Ψ˙0)(x, t)| dt dx
+ C
 
3Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)|.
It will be convenient to have an additional vertical derivative; thus,
 
3Q
 2ℓ(Q)
−2ℓ(Q)
|∂mn+1Π
L∗(Ψ˙− Ψ˙0)(x, t)| dt dx
≤
 
3Q
|∂mn+1Π
L∗(Ψ˙− Ψ˙0)(x, 0)| dx+
 
3Q
ˆ 2ℓ(Q)
−2ℓ(Q)
|∂m+1n+1 Π
L∗(Ψ˙− Ψ˙0)(x, s)| ds dx
≤
 
3Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)|+
 
3Q
ˆ 2ℓ(Q)
−2ℓ(Q)
|∂m+1n+1 Π
L∗(Ψ˙− Ψ˙0)(x, s)| ds dx.
By the bound (9.4),
 
3Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)| ≤
 
3Q
|T˙rmΠ
L∗Ψ˙|+ C
( 
Q
CΨ˙2
)1/2
.
Thus,( 
Q
|T˙rmΠ
L∗(Ψ˙− Ψ˙0)|
2
)1/2
≤ C
 
3Q
ˆ 2ℓ(Q)
−2ℓ(Q)
|∂m+1n+1 Π
L∗(Ψ˙− Ψ˙0)(x, t)| dt dx
+ C
 
3Q
|T˙rmΠ
L∗Ψ˙|+ C
( 
Q
CΨ˙2
)1/2
.
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We now contend with the vertical derivative. Recall that we assumed 2m > n+ 1.
If x ∈ 3Q, |t| < 2ℓ(Q), then by formula (2.15),
|∂m+1t Π
L∗(Ψ˙− Ψ˙0)(x, t)| =
∣∣∣∣ ∑
|β|=m
ˆ
R
n+1
+
\R2
∂m+1t ∂
β
y,sE
L(x, t, y, s)Ψβ(y, s) dy ds
∣∣∣∣.
By Ho¨lder’s inequality,
|∂m+1t Π
L∗(Ψ˙− Ψ˙0)(x, t)| ≤
∞∑
j=2
(ˆ
Rj+1\Rj
|∂m+1t ∇
m
y,sE
L(x, t, y, s)|2 dy ds
)1/2
×
(ˆ
Rj+1\Rj
|Ψ˙(y, s)|2 dy ds
)1/2
and by the bound (2.11) and Theorem 3.3,
|∂m+1t Π
L∗(Ψ˙− Ψ˙0)(x, t)| ≤ C
∞∑
j=2
1
(2jℓ(Q))n/2+3/2
(ˆ
Rj+1\Rj
|Ψ˙(y, s)|2 dy ds
)1/2
.
By definition of C,
|∂m+1t Π
L∗(Ψ˙− Ψ˙0)(x, t)| ≤
C
ℓ(Q)
inf
z∈2j+1Q
CΨ(z).
Thus if 2m > n+ 1 then( 
Q
|T˙rmΠ
L∗Ψ˙(x)|2 dx
)1/2
≤ C
 
3Q
|T˙rmΠ
L∗Ψ˙(x)| dx+ C
( 
3Q
CΨ˙2
)1/2
as desired. 
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