ABSTRACT Distributed text-based communications (e.g., chat, instant-messaging) 
INTRODUCTION
Distributed real-time communications involving textual exchange (e.g., instant-messaging or IM, chatting) are vulnerable to "chatbot" or "chatterbot" attacks, in which computer programs equipped with artificial intelligence (AI) pose as humans in order to steal personal information, gather intelligence, spread malware and spam, and mount phishing attacks [1, 2] . A particular risk of this type of threat is that it can be implemented on a truly massive scale, relative to traditional human-to-human attacks. Using vast numbers of malicious automated chatbots can greatly increase the overall success rate of the perpetrating bot-masters. In order to stop or at least hinder widespread chatbot social engineering and similar exploitations, there is a growing demand for methodologies, tools, or strategies that can detect chatbots. Some researchers have already suggested using CAPTCHAs, network dynamic characteristics and/or gross communication patterns (entropy, dialog correlation, keyword detection, nickname choices, etc.) to detect bots. In previous works, we discuss several potential CAPTCHA ideas that might be useful for detecting bots [3, 4] . However, CAPTCHAs seem to lose their general effectiveness over time, probably due to human assistance being provided to the bots. Analysis of communication patterns seems to hold a great deal of promise for detecting bots.
In this work, we provide evidence in support of the assertion that humans can be passively distinguished from chatbots based on gross communication patterns, particularly message sizes and inter-message delay times. Additionally, we discuss several strategies for actively interrogating suspected chatbots that may be of particular interest to chat room administrators, AI developers, and individual chat users.
PASSIVE CHATBOT DETECTION

Previous Work
During communications, humans exhibit distinct and complex behavioral patterns that might serve as useful ways for distinguishing between human chatter and bot chatter. For instance, Kalman et al. [5] showed that in humans, some temporal patterns of communication persist across widely disparate user populations, contexts, and technologies, including online communications like email, IM, chat, blogs, forums, surveys, and even traditional spoken communication. Specifically studying human chat communications, de Siqueira and Herring [6] showed that temporal rhythms within individuals are consistent, despite the fact that there can be high variability across individuals.
Gianvecchio et al. [2] performed an extensive analysis of both human and chatbot behavior during real-world chat sessions. After observing, cataloguing, and analyzing hundreds of hours of public chat logs, they discovered that not only could chatbots be distinguished from humans, but that they could be classified into as many as fourteen unique behavioral types, ranging from simple to complex. Classification of bots was based primarily upon the analysis of message sizes and inter-message delay times. Message sizes were measured in terms of total bytes of information transmitted per message. Inter-message delays were the times between sequential message transmissions. They found that in contrast to most bots, human intermessage delays appeared to follow a distinct power law distribution, and human message sizes seemed to follow an exponential distribution (with λ=0.034). Their in-depth, extensive analysis of actual chatbot behavioral patterns in relation to human chat patterns appears to be the first of its kind. We attempted a modest, smaller scale follow-up of their insightful work.
Method
We analyzed publicly-available transcripts of what are purported to be some of the most convincing chatbots in the world (i.e., the best at pretending to be human): the top five winners of the 2008 annual Loebner Prize in Artificial Intelligence [7] . The Loebner competition is the first formalized public Turing Test. It is based upon Alan Turing's proposed "Imitation Game" in which a human interrogator must determine through repeated questioning and conversation whether another communicator is a human (a confederate attempting to convince the interrogator that they are human), or merely a chatbot program (that is also attempting to convince the interrogator that they are human) [8] . It is the interrogator's job to determine who is who.
We analyzed the 2,132 total messages exchanged between sessions in which human interrogators chatted with either human confederates or chatbot programs, and the communication sessions were strictly one-on-one. Human confederates accounted for 578 messages, chatbot programs accounted for 583 messages, and interrogators for 1098 messages. Unlike Gianvecchio et al.'s analysis, we used the number of words per message (wpm) as our measure of message size, instead of the number of bytes per message. However, inter-message delay (imd; the time between message postings) appears to be the same factor as was used in Gianvecchio et al.'s analysis. All statistical tests were conducted with a significance level of α=0.05.
Results
A quick summary of our main results (means, standard deviations, and distribution shapes) is presented in Table  1 . We present and discuss only those statistical tests that fulfilled the following criteria: there was a significant difference between chatbots and human confederates; a significant difference between chatbots and human interrogators; and a non-significant difference between human interrogators and human confederates. 
Message Sizes
We found that, in general, average chatbot message sizes were longer than both human confederates and the human interrogators. We also found that the dispersion of chatbot message sizes, as measured by the standard deviation of words-per-message, was noticeably larger than human confederates or interrogators. F-tests confirmed that chatbot message size deviations were significantly different from the human confederates [F(577,582) = 1.845, p < 0.001] and the human interrogators [F(582,1097) = 1.708, p < 0.001], while the difference between the two human groups was non-significant [F(577,1097) = 1.081, p = 0.146]. In line with the results of Gianvecchio et al., we found the message size probability distributions to be heavily tailed (positively skewed) for humans, but we also found that the chatbots' distributions were similarly skewed, though the bot distributions were much flatter than either of the human distributions (see Figures 1 and 2 , top row). 
Inter-Message Delays
We found that the mean and standard deviations of the inter-message delay times were substantially smaller and less dispersed for chatbots than for human confederates or interrogators. However, given the substantial overlap between the distributions of all three communicators, and the non-normal shapes, averages or deviations of imd's may be of questionable utility as a distinguishing chatbot metric (see Figures 3 and 4 , lower row).
More promising is the observation by Gianvecchio et al. that the shapes of the imd distributions are different for chatbots than for humans. We too found this to be true. As is evident in Figure 3 , there is a large initial spike in the chatbot probability distribution, where it is evident that an exceedingly large proportion of inter-message delays fell within the range of 2 to 6 seconds. Such a spike is clearly not evident in the human confederates' distribution, which is much flatter and smoother in relation. And as is evident in Figure 4 , the imd probability distributions of the humans confederates and the human interrogators are shaped similarly to each other, and both seem to be roughly following a power law distribution, in line with observations also made by Gianvecchio et al. [2] and Dewes et al. [9] . This suggests that the analysis of probability distributions (imd, and perhaps message sizes, too) might provide a useful metric for distinguishing between chatbots and humans.
Discussion
One could argue that our analysis is weakened by the fact that the small data sample used in this work is drawn from a highly specific, artificial, and contrived conversational situation, in which human judges are given a limited amount of time to interrogate unknown agents, which could be either human confederates or bots that are purposefully pretending to be human. But surprisingly, our overall results are very similar to that found by Gianvecchio et al. [2] , despite the nature of our data in comparison to theirs. They observed that even in realworld situations the primary purpose of chatbots seems to be to elicit unwary persons to click on a hyperlink that is posted during conversations or is present in their profiles. A chatbot that can fool communicators into thinking it is a person, and not a computer program, will surely have more success in gathering victims. Perhaps, then, it is not so surprising to have found similar results, since the objectives of the conversing agents in a Turing Test versus malicious bots in a chat room are analogous in at least one crucial way: both are trying to convince a user that they are a human. In any case, further research on passive chatbot detection via communication pattern analysis seems warranted, particularly as advances in artificial intelligence will continue to increase the deceptive capabilities (if not the intelligent behavior) of chatbots.
Applications
Implementation of passive chatbot detection methods would potentially allow chat room creators and administrators to observe, detect, and remove bots without unduly interfering with the non-malicious communications taking place. And although passive methods based on distribution metrics such as measures of central tendency, dispersion, and shape may seem overly simplistic, they might be surprisingly robust against counter-attacks that attempt to match these metrics during conversation.
For instance, it is already difficult enough for programmers to create chatbots that pose convincingly as humans during conversation; it seems exponentially more difficult to at the same time adjust their bots' communicative behaviors to exhibit broad behavioral patterns that are indistinguishable from humans. And Gianvecchio et al.'s suggested measures of entropy (the amount of order or complexity in the messages and messaging behavior), entropy rate, and pattern-matching in message content would seem to be even more difficult for a bot to replicate without placing undue limits on its conversational abilities.
Individual users, too, might benefit from passive bot detection methods. As a conversation unfolds in a chat room, users might be given a visual representation of the uncertainty regarding each speaker's identity or their level of "suspicious" behavior (see Figure 5 ). Users in the same chat room could be viewing visualizations of each communicator's message sizes or inter-message delay distributions, perhaps in comparison to a standard human profile of these metrics, or accompanied by an uncertainty metric. Users could more easily identify gross patterns of suspicious behavior and take the appropriate precautions, even before they might be personally threatened by a bot.
Figure 5. Potential Chatbot Detector Visualization
What might even be more interesting is the possibility that a general "suspicious behavior" signature might exist, in regards to the way malicious agents (humans, not just bots) communicate. Might a person attempting to "steer" a conversation to specific topics, for instance, with the intent of social engineering and information extraction, leave a tell-tale behavioral pattern that might be visualized or otherwise tracked for security purposes? We believe such topics hold much promise for future research.
ACTIVE DETECTION METHODS
If passive methods of chatbot detection are unavailable, then the last line of defense falls upon the individual human communicator (or an on-looking security administrator) in a chat room or IM conversation. How is it that a person can quickly and reliably tell if they are communicating with a person, or with a computer program merely imitating a person? As mentioned previously, some chat rooms are defended by requiring that users pass a CAPTCHA before gaining admittance to the room, but these are apparently being broken by human assistance [2] . 
Some Proposed Strategies
Purtill [10] claimed that "there seems to be no sure-fire strategy" for the interrogator in a Turing Test, but of course any strategy that is successful more often than random guessing is surely better than no strategy at all. Dennett [11] calls such strategic questions aimed at detecting chat programs "quick probes," while Zdenek [12] calls them "outing questions," and Floridi et al. [13] refer to them as "silver bullets." The purpose of this section is to explore some of these potential probing techniques, with the hope of providing to users or security administrators one or more general classes, types of questions, or strategies that can reliably distinguish between artificial and human intelligence during distributed text-based communications. Although many of the ideas for strategies presented next are not our own, to our knowledge it is the first time such a "strategy guide" for chatbot interrogations has been compiled into a single source for the purposes of real-world application, i.e., outside the realm of formal Turing Tests.
Initial Hints for Good Questions
Floridi et al. [13] provide some initial hints as to what would make good probing questions. First, questions should require answers that are as informative as possible.
Questions that require simple yes/no or one-word answers usually are not very informative and are probably wasted opportunities, like "are you a computer?" or "do you like cheese?" or "what is your occupation?" These are viewed as wasted questions because any given answer is unlikely to greatly increase or decrease the interrogator's confidence in whether or not the communicator is a human.
Second, good probing questions must challenge the syntactic engine on the other side of the communication exchange. Floridi et al. say, "The more a question can be answered only if the interlocutor truly understands its meaning, context or implications, the more that question has a chance of being a silver bullet," and they believe that only one or two such well-designed questions are necessary to reliably tell the difference between a human and a modern chatbot. Examples of silver-bullet question types that they give include: questions based on elementary logic ("if New York is north of Atlanta, is Atlanta south of New York?"), common typing shortcuts ("do u like to go 2 dinner b4 going to c a movie?"), using figures of speech or slang ("can you explain the phrase 'his personality just rubbed me the wrong way'?"), and requesting enumerations to simple questions ("name three things you can do with a ball").
URL Probes
Zdenek [12] noted that the more successful interrogators in the Loebner Prize Competition used questions that "require from contestants a broad knowledge of facts about history and culture" and which demand "concise, direct, and unmitigated" answers. Moor [14] describes what are called "URL" questions that probe basic human intelligence, centered upon Understanding, Reasoning, and Learning. Examples of each type include:
UNDERSTANDING:
• What shape is a door?
• What happens to an ice cube in a hot drink? REASONING:
• Altogether, how many feet do four cats have?
• What does the letter 'M' look like upside down? LEARNING:
• What comes next after A1, B2, C3,…?
• PLEASE IMITATE MY TYPING STYLE!!!! These types of URL questions were posed to all the human confederates and all the chatbot programs following the 2000 Loebner competition. Whether the answers given were meaningful or not was perfectly correlated with the communicator being a human versus being a computer program. The programs tended to answer nonsensically, evade the questions, or ignore them [15] .
Subcognitive Probes
French [15, 16, 17] has proposed that "subcognitive" questions are impossible for a computer to answer indistinguishably from humans, as long as the computer lacks the internal, physical, and/or personal-historical experiences of human beings. More specifically, French takes subcognitive to mean the unconscious cognitive structure that is built up over a lifetime of experiences that are only available to a similar organism living in a related environment. A particular type of subcognitive questioning suggested by French [18] is that of questions aimed at physical structure and "low-level" sensations and perceptions, as opposed to higher-level cognition. For instance, he proposes "questions whose answers would be…a product of the spacing of the candidate's eyes, would involve visual aftereffects, would be the results of little self-experiments involving tactile sensations on their bodies or sensations after running in place, and so on." Given the current level of artificial intelligence, and the exceedingly high probability that no current chatbots have human-like bodies, these types of questions would seem to provide a reliable method for distinguishing between people and computers into the foreseeable future. Other examples might include:
• What happens to your clothes if you fall into a pool?
• If you touch a hot pan, what does it feel like?
Games
Another one of French's proposals [16] is using rating games. As an example, an interrogator could present oddly constructed neologisms (essentially meaningless words) in a series of statements, and ask the test taker to rate the plausibility of the statements on a scale of 0 to 10. For instance, "How plausible is the statement 'Flugly is the name a child might give a favorite teddy bear'?" Although the specific rating game described by French would require that interrogators possess a large sample list of human answers to the questions (what he calls a Human Subcognitive Profile), the types of questions from the game might be useful to an everyday chatter, as long as they require some elaboration and not just one-word answers. For instance, "Why is 'Fluglina' not a good name for a beautiful Hollywood actress?" or "Why is 'Floofy' a funny name for a bulldog?"
Cullen [18] provides a fascinating idea for an interrogator that might be used to distinguish people and computers: playing a guessing game. Similar to French's suggestion of subcognitive probing, the game can be focused on human-specific questioning, especially revolving around physical knowledge. For instance, the interrogator can ask "Would you like to play a game? Then try to guess what I'm thinking of…" followed by simple hints: "It digests food" or "It sometimes aches" or "Most people cannot pat their head and rub this at the same time" (Answer: stomach). Computers should fail a Turing Test based on such questions, according to Cullen, because they rely so heavily on inexplicit knowledge that is unobtainable without having a human-like body living for lengthy periods in a comparable environment and sharing common human experiences.
A similar idea is to play a guessing game that relies more upon general "common sense" knowledge than on sensory/perceptual body-based tests. For example, the communicator must guess what the interrogator is hinting at: "You play this game with a black and white ball, your feet, 2 nets, and 11 players on each team" (Answer: soccer). Or "You use this to talk to people, you hold it in your hand, and you dial numbers on it" (Answer: telephone).
Social/Emotional Probes
Another idea is to ask emotional-based questions, or questions whose meaningful responses would require subtle, intricate understanding of common/acceptable social and emotional behaviors. For example, "How would you feel if you won the lottery?" or "Can you describe how you would feel if you were fired from your job for no obvious reason?" or "How would you feel if your pet dog died?" or "Can you explain the phrase 'I have butterflies in my stomach'?"
Ambiguity Probes
Ambiguous questions might be effective probes for eliciting regurgitation of words, pre-formed answers to select target words, or how semantic ambiguities are handled by the communicator. It could be especially effective against programs keyed to common conversational target words (including the weather, pets, politics, etc.), so many such words might be included in a single probe to increase its effectiveness. There are several different types of ambiguity probes that could be used. One type would consist only of random letters typed in, as complete and utter gibberish (analogous to glossolalia in speech). This type of question would probe how nonsensical input is dealt with, and thus how ambiguity is handled by the responder. An example of the effective use of ambiguity probes is evident in this example from the 1996 Loebner Contest [12] (all of the following quotations are presented in the original spelling):
Interrogator: "sfssfsfsdjjkkk" Chatbot: "Groannnnnn……….-have you ever spent time in a secluded rest home? Does that have anything to do with your life's an open book?"
In this response, the chatbot appears to have a pre-defined response for handling jibberish, replete with an insult and an open-ended question. Another type of ambiguity probe could be the "word salad" often seen in mentally-ill patients, also called schizophasia. Using this principle, complete words are typed in, and the phrases are often grammatically correct, but there is no overall meaning. Examples of this type of question (with possible target keywords underlined) could be:
• "When you hear the weather dog in the moon, does the president sing blue on Sunday?" • "What is my sunny cat car pony doing in the rain?" Linguists and cognitive psychologists (particularly Chomsky [19] ) have pointed out many complex features of human language that resist explanation by simplistic mechanistic accounts of language acquisition and learning. Such mechanistic accounts are generally behaviorist in nature, focused primarily on the learning of stimulusresponse pairings, and so are quite analogous to current chatbot implementations (since bots are very much designed around the notion of stimulus-then-response). Indeed, Chomsky describes human language as being "free from stimulus control" and believes that it cannot be understood in a completely mechanical manner [19] . Thus, apparent differences between human language and computerized attempts at mimicking language might be exploitable for chatbot detection. Similar to the schizophasic proposal described above, one might ask a communicator to decide which of two sentences is grammatically correct, even though both are meaningless: Or a communicator might be asked to give two or more plausible interpretations of these ambiguous statements:
• Time flies like an arrow.
• Fruit flies like a banana.
Another idea might be to use intentional misspellings or the juggling of internal letters in what would otherwise be understandable and meaningful questions or statements, somewhat analogous to the intentional typing short-cuts described by Floridi et al. [13] . An example of these types of probes might be:
• "Doo yuo knowe whut thyme it iz?" • "\/\/ha+ is y0re 8irthday?" • "Whhat iss yerr favvorite memmorie?" • "Can you raed these wrods taht I've tyepd?" Humans would generally have little or no problem correctly interpreting these latter communications, despite large numbers of mistakes or misspellings [20] . But computers would have a more difficult time with understanding, interpreting, and making meaningful responses to the probe, especially since preprogramming chatbots to respond to specific mistakes would be very difficult, due to the virtually unlimited number of potential mistakes or misspellings that would need to be predicted in advance.
Common Chatbot Mistakes
An analysis of the types of errors commonly made by chatbot programs during Turing Tests might also provide reliable avenues of attack for interrogators during questioning. Shieber [21] described some of the common "mistakes" made by AI chatbots during the Loebner Competition, errors or quirks of behavior which seemed to tip off judges as to their non-human identities. These mistakes included the repetition of previously made statements or phraseology; regurgitation of the interrogator's questions rephrased as a statement or another question; specific answers given by the communicator that seem to be triggered by keywords of the interrogator; and evading or ignoring specific questions/topics.
Repetition and Regurgitation
Purtill [8] suggests using repeated questions, since "if the programmer were unimaginative, I would get the same answer every time, a dead give-away." When one of the Loebner competition's winning programmers was asked what sort of questions he might have posed to his own program, in order to distinguish between the program and a person, he too said repeat questioning (to see if/how answers change over time) and typing in gibberish (to see if it was "regurgitated" later).
As an example of word or phraseology regurgitation by bots, in which bots spit out whole words or phrases (misspellings and all) that have already been made by communicators, Zdenek [10] points out the following exchange from the 1995 Loebner contest, in which both the spelling mistakes and the trick question of the interrogator are repeated by the communicator (something people would be seemingly unlikely to do). Notice, too, that since the entire phrase is regurgitated inside a preformed question template, it reads as grammatically awkward:
Interrogator: "Why did goerge washingtin free the slaves?" Chatbot: "Do you really need to know why did goerge washingtin free the slaves? Are such questions much on your mind?"
Here is an example of repetition by bots, in which chatbots repeat words, details, particular phrases, whole sentences, or even jokes that they have already communicated. In this example, the interrogator seems to be making effective use of an ambiguity probe (see Section 3.1.6.) by typing in blank lines to investigate how their conversational partner will respond:
Chatbot: "You must have more to say then that! …please continue…" Interrogator: " "
Chatbot: "You must have more to say then that! …please continue…"
Repetition and regurgitation tactics (and their associated mistakes) have been a feature of chatbots since their invention. In fact, one of the earliest chatbot programs named ELIZA was modeled after a Rogerian psychotherapist [22] , and was designed to almost exclusively repeat and regurgitate was what being communicated. This happened to work extremely well for ELIZA because Rogerian psychotherapy specifically involves empathically repeating patients' statements back to them for examination and self-reflection. In other words, ELIZA posed as a therapist and subsequently talked in the way most people expected their therapists to talk. By most accounts, ELIZA was very successful at convincing users it was a real, caring person. And today, even in the most advanced, sophisticated modern chatbots, repetition and regurgitation are still commonly-used tactics. As such, they provide potential hints that a communicator may not be human.
Keyword Targeting
As alluded to in Section 3.1.5., many chatbot programs are designed to respond to key target words made by the interrogator with pre-formed, highly specific responses. For instance, the mention of family members might launch a cascade of family-related questions and comments by a keyword bot. Likely keyword targets are words or phrases used often in normal polite conversation, such as the weather, pets, news, politics, sports, etc.
Evasiveness
Moor [14] notes that most of the programs in the Loebner Prize Competition were evasive when faced with difficult probing questions, by changing the subject matter, ignoring the questions, or obviously trying too hard to steer the conversation to other topics.
Here is an example of evasiveness for no apparent reason by one of the winning 2008 Loebner bots, when the interrogator was asking a follow-up question about an earlier comment made by the bot:
Chatbot: "I cannot shake the feeling that you wish to put me on the defensive. As a matter of principle I will not answer."
And later, an evasion by the same bot in a different conversation:
Chatbot: "How do you respond when people pose this question to you?"
This evasiveness apparently has been a common tactic for chatbot trickery since their invention. Such evasions may provide yet another clue that the communicator is a computer program, and not a person.
Application Issues
During a normal chat-room conversation in which the communicating parties are wholly or partly unknown to each other, many users might be understandably reluctant to use some of the suggested methods of questioning, simply because many of the questions would tend to be viewed as bizarre, inappropriate, and/or combative during normal human-to-human communication. Shieber [21] asks us to imagine saying these types of statements to a stranger seated next to us on an airplane:
• "Are there any zoos in Washington, DC?" Appropriate.
• "Is Washington bigger than a breadbasket?" Strange.
• "Is there much crime in Washington?" Acceptable.
• "Are there any dogs in Washington?" Inappropriate.
• "Are there many dogs in Washington?" Sounds better.
• "Are there many marmosets in Washington?" Very odd.
The point is that even if successful and reliable interrogation strategies existed for the Turing Test, getting people to actually use them during real-world communication may be another matter altogether. People do not generally want to be rude or to embarrass themselves unnecessarily (especially to another human!). This fact should be taken into account when designing or developing questioning strategies for applied Turing Tests, as participants in real-world conversations might be hesitant to repeatedly type gibberish or ask patently strange questions to an unfamiliar communicator, just to verify that they are indeed a human.
So chat users may be reluctant to administer a Turing test to a friendly stranger, assuming that they even know what one is. To alleviate the burden from the user community, chat system designers and administrators may attempt to detect chatbots themselves. Several possibilities for doing so exist, including gross communication behavior patterns, and presenting quick challenges to each communicator at the initiation of each new conversation. Such challenges would account only for a small nuisance to innocent human users, but should be much more prohibitive for a malicious bot-master attempting to manage a large number of bots simultaneously.
GENERAL CONCLUSIONS
Interestingly, while many glaring mistakes made by the Loebner Competition chatbot programs were obvious to the on-looking computer scientists and programmers, the non-expert interrogators largely did not notice, and were very often fooled into attributing humanness to the chatbot programs [21] . More likely, it is not that the people were completely and utterly fooled, but, as in normal day-to-day distributed communications, the average person probably tends to give a communicator the benefit of the doubt and assume that they are human, unless given strong reasons to doubt it. In fact, if people feel naturally inclined to grant humanness to an invisible communicator, conflicting information may be ignored or denied. Such behavior was apparently and shockingly common with the Rogerian psychotherapist bot ELIZA (mentioned in Section 3.2.1), who convinced many of its users that it was a real, caring person, and so the communicators refused to believe that they had been fooled by a computer program [22] .
Purtill [10] was right: there is no sure-fire strategy to distinguish with absolute certainty whether a communicator is a person or a computer. But the active and passive detection methods discussed in this paper might provide at least some level of confidence for users attempting to distinguish humans from bots. While these proposed chatbot detection strategies and methods will not completely guarantee the safety of all communicators from chat room attacks, they might at least limit the widespread, massive risk of computer-automated attempts, and force malicious users to rely on the traditional method of person-to-person interaction to ply their trade.
In addition to applications for individual chat users, the discussed detection methods might also be used by chat room security administrators for detecting and removing bots from their systems. These strategies might also be used by developers of automated communication systems (automated customer service phone banks, customer service chatbots at commercial websites, operating systems with natural language interfaces, etc.; for example [23] ) to test the real-world usability and functionality of their programs.
The mere existence of possible chatbot detection methods and strategies highlights the inherent difficulties that must be overcome by artificial intelligence and natural language programmers attempting to develop systems that can communicate at the level of an average human. Until the holes exploited by these methods are plugged, it is unlikely that any chatbot will convincingly and reliably pass an unrestricted Turing Test, which is perhaps less than welcome news for the field of AI, but good news for collaborative communications security.
