Abstract. In this paper, we first study convergence of a special type of multisplitting methods with preweighting, and then we provide some comparison results of those multisplitting methods. Next, we propose both parallel implementation of an SOR-like multisplitting method with preweighting and an application of the SOR-like multisplitting method with preweighting to a parallel preconditioner of Krylov subspace method. Lastly, we provide parallel performance results of both the SOR-like multisplitting method with preweighting and Krylov subspace method with the parallel preconditioner to evaluate parallel efficiency of the proposed methods.
Introduction
In this paper, we consider multisplitting methods with preweighting for solving a linear system of the form
where A ∈ R n×n is a large sparse H-matrix. For a vector x ∈ R n , x ≥ 0 (x > 0) denotes that all components of x are nonnegative (positive), and |x| denotes the vector whose components are the absolute values of the corresponding components of x. For two vectors x, y ∈ R n , x ≥ y (x > y) means that x − y ≥ 0 (x − y > 0). These definitions carry immediately over to matrices. For a square matrix A, diag(A) denotes a diagonal matrix whose diagonal part coincides with the diagonal part of A. Let ρ(A) denote the spectral radius of a square matrix A. Varga [11] showed that for any two square matrices A and B
, |A| ≤ B implies ρ(A) ≤ ρ(B).
A matrix A = (a ij 
The multisplitting method with postweighting which is usually called the multisplitting method has been extensively studied in the literature, see [3, 4, 6, 7, 10, 12, 14, 15] . However, the multisplitting method with preweighting has not been studied extensively, see [4, 13] . This is the main motivation for studying convergence of multisplitting method with preweighting. This paper is organized as follows. In Section 2, we first study convergence of a special type of multisplitting methods with preweighting, and then we provide some comparison results of those multisplitting methods. In Section 3, we propose both parallel implementation of an SOR-like multisplitting method with preweighting and an application of the SOR-like multisplitting method with preweighting to a parallel preconditioner of Krylov subspace method. In Section 4, we provide parallel performance results of both the SOR-like multisplitting method with preweighting and Krylov subspace method with the parallel preconditioner to evaluate parallel efficiency of the proposed methods. Lastly, some concluding remarks are withdrawn.
Convergence of multisplitting methods with preweighting
Let (M k , N k , E k ), k = 1, 2, . . . , ℓ, be a multisplitting of A. Then the corresponding multisplitting method with preweighting for solving Ax = b [13] is given by
where 
A is called an iteration matrix for the multisplitting method. By simple calculation, one obtains
Notice thatĤ is an iteration matrix for the multisplitting method corresponding to a multisplitting (
Hence, convergence result of multisplitting method with preweighting corresponding to a multisplitting of A can be obtained from that of multisplitting method corresponding to a multisplitting of A T . The multisplitting method with preweighting associated with a multisplit- 
y k We first consider the multisplitting method with preweighting corresponding to a special type of multisplitting (M k , N k , E k ), k = 1, 2, . . . , l, of A which was first introduced by White [13] and studied further by Frommer and Mayer [4] . Let's assume that ℓ = 3 for simplicity of exposition. Then A is partitioned into
where A i 's are square matrices. Let
where
The following theorems are convergence results of multisplitting method with preweighting corresponding to the multisplitting of the form (5) when A is a monotone matrix or an H-matrix.
The following theorem provides a convergence result of the AOR-like multisplitting method with preweighting of the form (5) when A is an H-matrix. (5) , where for k = 1, 2, . . . , ℓ + 1 
Theorem 2.3. Assume that A is an H-matrix with
Next we consider the case where 1 < ω < 2 1+α and γ ≤ ω. For k = 1, 2, . . . , ℓ + 1, let
Then, it can be easily seen that for k = 1, 2, . . . , ℓ + 1,
which is a block diagonal component ofÃ. Clearly,Ã k is an H-matrix for k = 1, 2, . . . , ℓ + 1. Notice that for k = 1, 2, . . . , ℓ + 1,
Note that ⟨Ã⟩ can be written as
Using these inequalities,
. □
If γ = ω in Theorem 2.3, then Theorem 2.3 reduces to a convergence result of the SOR-like multisplitting method with preweighting of the form (5).
Definition 2.4.
, L is a strictly lower triangular matrix and V is a general matrix satisfying
The following example shows that the SSOR-like splitting of an
) .
It is clear that ⟨A⟩
) ,
It follows that
The following theorem provides a convergence result of the SSOR-like multisplitting method with preweighting of the form (5) when A is an H-matrix. (5), where
Theorem 2.6. Assume that A is an H-matrix with
Proof. We consider the first case where 0 < ω ≤ 1. From the assumption, one obtains for k = 1, 2, . . . , ℓ + 1,
Using these inequalities, |H 0 | ≤H 0 is obtained. Therefore, ρ(H 0 ) < 1 for 0 < ω ≤ 1. Next we consider the case where 1 < ω < 2 1+α . Let
Then one obtains for k = 1, 2, . . . , ℓ + 1,
Note thatÃ can be written as
ℓ, is a multisplitting ofÃ of the form (5). Since
We next provide comparison results for multisplitting methods with preweighting of the form (5) when A is an M -matrix.
Theorem 2.7. Assume that
L is a strictly lower triangular part of A and −U is a strictly upper triangular part of
Without loss of generality, we can assume that ℓ = 3.
Notice that G 0 , B and C can be written as
It can be easily seen that C ≥ 0. Hence, we obtain A = B − C is regular splitting of A. By hypothesis, N AOR and N J can be written as
From (10), (11) and (12), one obtains
From (13) and Lemma 1.1, one obtains,
In Theorem 2.7, M AOR −1 N AOR and M J −1 N J are the iteration matrices for the AOR method and the relaxed Jacobi method, respectively. Also notice that H 0 is an iteration matrix for the AOR-like multisplitting method with preweighting of the form (5).
Theorem 2.8. Assume that
. ., ℓ, be a multisplitting of A with M k , N k and E k defined as in (5) , where
nonnegative strictly lower triangular matrix and V k is a nonnegative matrix satisfying
Proof. Without loss of generality, we can assume that ℓ = 3. From (14) and (15) , it is easy to show that B
From (17) and (18), G 0 ≤G 0 . Since (16) are regular splittings of A, from Lemma 1.
In Theorem 2.8,H 0 and H 0 are the iteration matrices for the SSOR-like multisplitting method with preweighting and the SOR-like multisplitting method with preweighting of the form (5), respectively.
Parallel implementation and application of multisplitting method with preweighting
In Section 2, we have studied convergence of a special type of multisplitting methods with preweighting for solving the linear system (1). In this section, we only introduce parallel implementation and application of the SOR-like multisplitting method with preweighting of the form (5) since those for other multisplitting methods with preweighting of the form (5) can be done similarly. We first propose a parallel implementation of the SOR-like multisplitting method with preweighting of the form (5) . Let ℓ denote the number of processors to be used. For simplicity of exposition, we assume that ℓ = 3. Then, A is partitioned into a 4 × 4 block of the form
where the diagonal blocks A i of A are square matrices. Let
, and L i and U i are strictly lower triangular and strictly upper triangular matrices, respectively. Let
, is a SOR-like multisplitting of A. Hence, the SOR-like multisplitting method with preweighting is given by
where (20) to (22), the multisplitting method with preweighting can be executed in parallel as follows. 
In Algorithm 2, the superscript (k) means the kth block of a vector and the kth row block of a matrix. In (a1) and (a4), all vectors and matrices are divided into ℓ blocks of equal sizes. In (a2) and (a3), all vectors and matrices are divided into (ℓ + 1) blocks. To obtain good load balancing among the processors, the first ℓ blocks are divided into equal sizes and the size of the last (ℓ + 1)th block is chosen to be small compared to the first ℓ blocks. Next, we propose an application of the SOR-like multisplitting method with preweighting to a parallel preconditioner of Krylov subspace methods such as BiCG, GMRES, BiCGSTAB and so on [9] . If the SOR-like multisplitting method with preweighting converges, then ρ(H 0 ) < 1 and thus G 0 A = I − H 0 is nonsingular. It follows that One of the main computational kernel of Krylov subspace methods with the preconditioner P s is a preconditioner solver step which is to compute P s g for a given vector g. The efficient computation of P s g for a given vector g can be done as follows:
where (20) and (21), Algorithm 3 can be executed completely in parallel as described in Algorithm 2. Hence, P s becomes a good parallel preconditioner for Krylov subspace method. Since other computational kernels of Krylov subspace methods can be easily parallelized, Krylov subspace method with the preconditioner P s can be fully parallelized among the ℓ processors.
Numerical results
In this section, we provide numerical results of both the SOR-like multisplitting method with preweighting described in Section 3 and Krylov subspace method with the preconditioner P s proposed in Section 3 for solving Ax = b, where A is a large sparse H-matrix. Krylov subspace method used for numerical experiments is the right preconditioned BiCGSTAB method. We also tried numerical experiments for both GMRES with the preconditioner P s and FGMRES (flexible GMRES) using P s 's as preconditioners, but their parallel performance results are much worse than those for the right preconditioned BiCGSTAB. So, we do not report parallel performance results for both GM-RES and FGMRES. The test matrix A arises from five-point discretization of the following elliptic second order PDE y) and f (x, y) defined on a square region Ω, and with suitable boundary conditions on ∂Ω which denotes the boundary of Ω. In all cases, the SOR-like multisplitting method with preweighting and the preconditioned BiCGSTAB was started with zero initial vector, and e i = 1/ℓ is used for each 1 ≤ i ≤ ℓ. The multisplitting method with preweighting was stopped when ∥r i ∥ 2 /∥b∥ 2 < 10 −5 , and the preconditioned BiCGSTAB was stopped when ∥r i ∥ 2 /∥b∥ 2 < 10 −8 , where r i denote the residual vector at the i-th step of the methods and ∥ · ∥ 2 refers to L 2 -norm. All numerical tests have been carried out using the IBM supercomputer Power6 H system at KISTI (Korean Institute of Science and Technology Information). All parallel codes were written in OpenMP Fortran [8] using 64-bit arithmetics. All nonzero elements of A are stored using the compressed row storage format [9] . For all timing runs, elapsed wall-clock time is measured in seconds using the IBM wall-clock timer rtc.
All test problems used in this paper are of the type (23) with the unit square region Ω = (0, 1) × (0, 1) and the Dirichlet boundary condition u(x, y) = 0 on ∂Ω. Only the discretized matrix A is of importance, so the right-hand side vector b is created artificially. Therefore, the right-hand side function g(x, y) in (23) is not relevant. ) and f (x, y) = 0. We have used three uniform meshes of ∆x = ∆y = 1/258, ∆x = ∆y = 1/386 and ∆x = ∆y = 1/514 which lead to three matrices of order n = 257 2 = 66049, n = 385 2 = 148225 and n = 513 2 = 263169, where ∆x and ∆y refer to the mesh sizes in the xdirection and y-direction, respectively. Once the matrix A is constructed from five-point finite difference discretization of the PDE, the right-hand side vector b is chosen so that b = A (1, 1, . . . , 1) T . Numerical results for Example 4.1 are listed in Tables 1 to 3 . In Examples 4.1 and 4.2, the SOR-like multisplitting method with preweighting was carried out for n = 257 2 , 385 2 and various values of ω. The BiCGSTAB method with the preconditioner P s was carried out for n = 513
2 and various values of s and ω. In Tables 1 to 6 , ℓ stands for the number of processors to be used, Iter the number of iterations of two iterative methods, I-time parallel execution time of two iterative methods. In Tables 3 and 6 , P s refers to the parallel preconditioner described in Section 3.
The scaling behaviors for I-time of the SOR-like multisplitting method with preweighting when n = 385 2 are depicted in Figures 1 and 3 by log-log scale. The scaling behaviors for I-time of the BiCGSTAB method using preconditioner P 2 when n = 513 2 are depicted in Figures 2 and 4 by log-log scale.
Concluding remarks
In this paper, we have studied convergence of a special type of multisplitting methods with preweighting, and we proposed both parallel implementation of the SOR-like multisplitting method with preweighting and an application of the SOR-like multisplitting method with preweighting to a parallel preconditioner of Krylov subspace method.
For test problems used in this paper, the SOR-like multisplitting method with preweighting performed best on the IBM supercomputer Power6 H system Does not Converge when ω = 1.3, and BiCGSTAB method with the parallel preconditioner P s performed best for almost all cases when ω = 0.9 or 1.0 and s = 2. As can be seen in Tables 1 to 6 and Figures 1 to 4 , parallel performance of the SOR-like multisplitting method with preweighting is quite efficient, and its application to Figure 4 . Scaling behaviors of BiCGSTAB using preconditioner P 2 for Example 4.2 with n = 263169 exact optimal value of ω, then performance results will be better than those reported in this paper. Even though the multisplitting method with preweighting has a lot of parallism and its parallel efficiency is quite good, its performance is too slow as compared with BiCGSTAB with the parallel preconditioner P s (see Tables 1  to 6 ). Therefore, the multisplitting method with preweighting itself is not recommended for use, but it is recommended for use as a parallel preconditioner of Krylov subspace method in order to solve large sparse linear systems.
