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RECONSTRUCTION ALGORITHMS FOR A CLASS OF
RESTRICTED RAY TRANSFORMS WITHOUT ADDED
SINGULARITIES
A. KATSEVICH
Abstract. Let X and X∗ denote a restricted ray transform along curves and
a corresponding backprojection operator, respectively. Theoretical analysis of
reconstruction from the data Xf is usually based on a study of the composi-
tion X∗DX, where D is some local operator (usually a derivative). If X∗ is
chosen appropriately, then X∗DX is a Fourier Integral Operator (FIO) with
singular symbol. The singularity of the symbol leads to the appearance of
artifacts (added singularities) that can be as strong as the original (or, useful)
singularities. By choosing D in a special way one can reduce the strength of
added singularities, but it is impossible to get rid of them completely.
In the paper we follow a similar approach, but make two changes. First, we
replace D with a nonlocal operator D˜ that integrates Xf along a curve in the
data space. The result D˜Xf resembles the generalized Radon transform R of
f . The function D˜Xf is defined on pairs (x0,Θ) ∈ U×S2, where U ⊂ R3 is an
open set containing the support of f , and S2 is the unit sphere in R3. Second,
we replace X∗ with a backprojection operator R∗ that integrates with respect
to Θ over S2. It turns out that if D˜ and R∗ are appropriately selected, then the
composition R∗D˜X is an elliptic pseudodifferential operator of order zero with
principal symbol 1. Thus, we obtain an approximate reconstruction formula
that recovers all the singularities correctly and does not produce artifacts.
The advantage of our approach is that by inserting D˜ we get access to the
frequency variable Θ. In particular, we can incorporate suitable cut-offs in R∗
to eliminate bad directions Θ, which lead to added singularities.
1. Introduction
Problems where a function, a vector field, or a tensor field needs to be recon-
structed from its integrals along a family of curves occur in many applications, such
as medical computed tomography (CT), geophysics, doppler tomography, electron
microscopy, etc. (see e.g. [BKR+03, Uhl01, Sch08, QR13, HQ15] and references
therein). In this paper we consider a particular version of the problem, which is
inspired by medical applications of CT, when the object being scanned undergoes
a deformation (or, moves) during the scan. The most common example is cardiac
CT. Even the fastest scanners available on the market today do not allow one to
completely “freeze” the motion of the heart, which leads to motion artifacts in
the reconstructed images. See [BKR+03] for an overview of the different concepts
used in dynamic CT. From the mathematical perspective, the data in dynamic CT
consists of integrals of the unknown attenuation coefficient f(t, ·) along lines in-
tersecting a curve in space. The latter is usually called the source trajectory, and
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the corresponding integral transform is called the restricted ray transform. Since
the object changes during the scan, integrals of f(t, ·) along lines at any time t
correspond to integrals of f(t0, ·) along some curves at reference time t = t0.
While in certain cases deformations can be compensated theoretically exactly
(see [DRG07]), there is no exact inversion formula that can handle general motions
that are practically relevant. Let X and X∗ denote a restricted ray transform
along curves and a corresponding backprojection operator, respectively. In the
absence of inversion formulas, theoretical analysis of reconstruction from the data
Xf is usually based on the study of the composition X∗DX , where D is some
local (e.g., differential) operator [GU89, Kat99, FLU03, QR13, KQ15]. Usually X∗
is related to the formal dual of X , and may contain various cut-offs to make sure
the composition X∗DX is well-defined. If X∗ is chosen appropriately, then X∗DX
is a Fourier Integral Operator (FIO) with singular symbol [GU89, FLU03]. The
singularity of the symbol leads to the appearance of artifacts (added singularities)
that can be as strong as the original (or, useful) singularities [Kat99, FLU03]. By
choosing D in a special way one can reduce the strength of added singularities
[Kat06], but it is impossible to get rid of them completely. See also [FQ11, QR13]
for applications of a similar idea in other settings. In the case of static objects,
operators of the type X∗DX are closely related to local (or, Lambda) tomography
[LM93, RK96, FBH+01].
In the paper we follow a similar approach, but make two changes. First, we
replace D with a nonlocal operator D˜ that integrates Xf along a curve in the data
domain. The result D˜Xf resembles the generalized Radon transform R of f . The
function D˜Xf is defined on pairs (x0,Θ) ∈ U × S
2, where U ⊂ R3 is an open set
containing the support of f , and S2 is the unit sphere in R3. Second, we replace
X∗ with a backprojection operator R∗ that integrates with respect to Θ over S2. It
turns out that if (a) the source trajectory and the deformation of the object satisfy
certain conditions, and (b) D˜ and R∗ are appropriately selected, then the compo-
sition R∗D˜X is an elliptic pseudodifferential operator (PDO) of order zero with
principal symbol 1. Thus, we obtain an approximate reconstruction formula that
recovers all the singularities correctly and does not produce artifacts. The advan-
tage of our approach is that by inserting D˜ we get access to the frequency variable
Θ. In particular, we can incorporate suitable cut-offs in R∗ to eliminate undesirable
directions Θ, which lead to added singularities. Such control is impossible when
one uses operators of the type X∗DX , where D is a differential operator.
It is worth mentioning an important related paper [FSU08], where inversion of a
fairly general class of ray transforms is studied. Our results are different, because
in [FSU08] the problem is overdetermined. If the dimension of the space is n = 3,
the data in [FSU08] has four degrees of freedom. In our case the data has three
degrees of freedom.
The paper is organized as follows. In Section 2 we introduce the main notations
and describe the reconstruction problem. In Section 3 we formulate the assumptions
about the source trajectory and the deformation of the object. We also construct
the operators R∗ and D˜ such that the composition R∗D˜ inverts the ray transform
up to the leading order. In particular, we show that B := R∗D˜X is an elliptic
PDO of order 1. In Section 4 we consider a family of deformations depending on
a parameter ǫ. We prove that if the deformation of the object becomes small as
ǫ → 0, then Bǫ − Id → 0. Here Id is the identity operator, and the difference
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Bǫ − Id is viewed as an operator H
ν
0 (U) → H
ν−1
loc (U). This result is similar to the
one obtained in [Kat10] in the case of a two-dimensional dynamic reconstruction
problem. In Section 5 we consider the static case and construct a localized operator
D˜ such that computing Bf = R∗D˜Xf at any x0 ∈ U uses integrals of f along lines
passing through a small neighborhood of x0. The neighborhood can be made as
small as one likes, but B is still an elliptic PDO with (complete) symbol 1.
In Section 6 we compare the reconstructions based on R∗D˜X and X∗X . It
turns out that if no cut-offs are used in R∗, then both operators add singularities
in the same places. This implies that using R∗D˜ instead of X∗ does not alter the
nature of reconstruction from the restricted ray transform in a fundamental way.
Instead, it allows one to use redundancies in the data to suppress artifacts. We also
describe several generalizations of the algorithms of Sections 3 and 5. In particular,
we briefly outline other algorithms that can be useful for various applications. The
algorithms of Sections 3 and 5 have been singled out and described in more detail
because of the following two reasons. First, they illustrate the main ideas of the
paper. Second, they have some special properties. The one in Section 3 is proven to
converge to the exact inversion formula in a fairly strong sense if the deformation
becomes small. The one in Section 5 uses only local data and inverts the ray
transform up to a C∞ function. These properties are important from the practical
perspective. Finally, the proof of a technical result is presented in Appendix A.
2. Preliminaries
Let C be a piecewise smooth, non-selfintersecting curve in R3
(2.1)
K⋃
k=1
(ak, bk) =: I ∋ s→ z(s) ∈ R
3, |dz(s)/ds| 6= 0,
where −∞ < ak < bk < ∞, 1 ≤ k ≤ K, the intervals (ak, bk) are disjoint, and
sups∈I |dz(s)/ds| < ∞. Usually the source moves along (each segment of) C with
constant speed, so we identify s with time variable.
Fix any s0 ∈ I. We refer to s = s0 as the reference time. To describe the
deformation of the object being scanned, we introduce a function ψ. If at reference
time s0 a particle is located at the point x, then at time s it is located at the point
y = ψ(s, x). We assume that for each s ∈ I the function ψ(s, x) : R3 → R3 is a
diffeomorphism. Physically this means that two distinct points cannot move into
the same position. This assumption is quite natural, since deformations of objects
are not infinitely compressible. The inverse of ψ is the function x = ν(s, y) : R3 →
R
3. If at time s a particle is located at the point y, then x = ν(s, y) is the position
of the particle at the reference time. We assume that (i) C is at a positive distance
from an open, bounded set U , which contains the support of the object for all s ∈ I,
(ii) ψ, ν ∈ C∞(I × R3), and (iii) ψ and ν are the identity maps outside of U .
Since matter is conserved, the x-ray attenuation coefficient at time s and point
y is given by |∂yν(s, y)|f(ν(s, y)). Here we assumed that the x-ray attenuation
coefficient of the object is proportional to the density of the object. To account
for more general dependence of the attenuation coefficient on density we introduce
another factor A(s, x), which is supposed to be a C∞(I × U) function, positive,
bounded away from zero, and known. Hence, the attenuation coefficient of the
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object is represented by the function
(2.2) fs(y) := A(s, ν(s, y))|∂yν(s, y)|f(ν(s, y)), s ∈ I.
Consequently, the tomographic data are
(2.3) Xfs(β) :=
∫ ∞
0
fs(z(s) + tβ)dt, s ∈ I, β ∈ S
2.
3. First approximate inversion formula
The main idea of the derivation in this section is to apply the Grangeat formula to
the ray transform dataXfs to obtain a function Q that resembles the first derivative
of the generalized Radon transform of f . Then, application of a suitably adopted
Radon transform inversion formula to Q will produce a reconstruction formula with
the desired properties.
Applying the Grangeat formula to Xfs (or the identity in [HSSW80]) gives
(3.1) − ∂pfˆs(α, p)
∣∣∣
p=α·z(s)
=
∫
S2
Xfs(z(s), β)δ
′(α · β)dβ,
where fˆs is the Radon transform of fs. Using (2.2) rewrite the left side of (3.1):
− ∂pfˆs(α, p)
∣∣∣
p=α·z(s)
=
∫
R3
fs(y)δ
′(α · (y − z(s)))dy
=
∫
R3
A(s, ν(s, y))|∂yν(s, y)|f(ν(s, y))δ
′(α · (y − z(s)))dy
=
∫
R3
A(s, x)f(x)δ′(α · (ψ(s, x) − z(s)))dx.
(3.2)
Here we have used that ν(s, ·) and ψ(s, ·) are the inverses of each other. Denote
(3.3) β(s, x) :=
ψ(s, x)− z(s)
|ψ(s, x)− z(s)|
, x ∈ U.
Let γs,x(t) be the preimage of the ray z(s)+t(ψ(s, x)−z(s)), t > 0, at reference time,
i.e. γs,x(t) := ν(s, z(s) + t(ψ(s, x)− z(s))). Alternatively, intersection of the curve
with U can be described as follows: γs,x = {w ∈ U : β(s, w) = β(s, x)}. By con-
struction, γs,x(1) = x for all s ∈ I. As is easy to check, the vector dxψ(s, x)
−1β(s, x)
is tangent to γs,x at x. Therefore, we introduce the notation:
(3.4) γ˙(s, x) := dxψ(s, x)
−1β(s, x).
Let x0 ∈ U be a reconstruction point. Given s ∈ I, choose any α ∈ S
2 such that
(3.5) α · β(s, x0) = 0.
With α satisfying (3.5), the argument of the delta-function in (3.2) becomes
α · (ψ(s, x) − z(s)) = α · (ψ(s, x) − ψ(s, x0))
= α · dxψ(s, x0)(x− x0) +O(|x − x0|
2)
= Θ1 · (x − x0) +O(|x − x0|
2),
Θ1 : = dxψ(s, x0)
Tα.
(3.6)
Next we fix Θ ∈ S2 and solve the following equation for s (cf. (3.5)):
(3.7) Θ · γ˙(s, x0) = 0.
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This way we obtain several local solutions s = sj(x0,Θ). In view of (3.6), we use
these local solutions to define
(3.8) α = αj(x0,Θ) := dxψ(sj(x0,Θ), x0)
−TΘ.
Here α is not necessarily a unit vector. For some pairs (x0,Θ) ∈ U × S
2 there can
be infinitely (even uncountably) many local solutions to (3.7). Later we will select
only a finite subset of these solutions.
Equation (3.7) implies that the curve {x ∈ U : β(sj , x) = β(sj , x0)} is perpen-
dicular to Θ at x = x0.
Divide the right-hand side of (3.2) by A(s, x0) and denote
(3.9)
Qj(x0,Θ) :=
∫
R3
A(s, x)
A(s, x0)
f(x)δ′(α·(ψ(s, x)−z(s)))dx, α = αj(x0,Θ), s = sj(x0,Θ).
Then we denote
(3.10) xt := x0 + tΘ, αt := αj(xt,Θ), st := sj(xt,Θ).
For simplicity, the subscript j is omitted from αt, st. Replacing x0 with xt in (3.9)
and differentiating with respect to t gives
d
dt
Qj(xt,Θ)
∣∣∣∣
t=0
=
∫
R3
f(x)
∂
∂s
(
A(s, x)
A(s, x0)
)
dst
dt
∣∣∣∣
t=0
δ′(α · (ψ(s, x)− z(s)))dx
+
∫
R3
f(x)
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
δ′′(α · (ψ(s, x) − z(s)))dx,
α = αt=0 = αj(x0,Θ), s = st=0 = sj(x0,Θ).
(3.11)
Using (3.10) we compute
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
=
d
dt
[αt · (ψ(st, x) − ψ(st, xt))]
∣∣∣∣
t=0
=
d
dt
[
αt ·
{
dxψ(st, xt)(x− xt) +O(|x− xt|
2)
}]∣∣∣∣
t=0
=
d
dt
[
Θ · (x − xt) +O(|x − xt|
2)
]∣∣∣∣
t=0
= −1 +O(|x − x0|).
(3.12)
Additionally,
(3.13)
A(s, x)
A(s, x0)
= 1 +O(|x − x0|).
In (3.12) we need to make sure that the term O(|x−x0 |) is uniform over the relevant
range of parameters. By construction, the only term that can blow up is dst/dt|t=0.
To compute this derivative we substitute s = st and x0 = xt in (3.7) and write it
in the form
(3.14) Θ · γ˙(st, xt) ≡ 0.
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Differentiating (3.14) and setting t = 0 yields:
(3.15)
dst
dt
∣∣∣∣
t=0
= −
Θ · {dxγ˙(s, x)Θ}
Θ · ∂sγ˙(s, x0)
∣∣∣∣
s=sj(x0,Θ)
,
provided that
(3.16) Θ · ∂sγ˙(sj(x0,Θ), x0) 6= 0.
Condition (3.16) means that the vector tangent to the curve {x ∈ U : β(s, x) =
β(s, x0)} at x = x0 does not stay in the plane Π(x0,Θ) := {x ∈ R
3 : (x−x0)·Θ = 0}
when s changes infinitesimally in a neighborhood of s = sj . Equations (3.7) and
(3.16) are analogous to the Kirillov-Tuy condition in the static case [Kir61, Tuy83].
The condition says that every plane passing through the object support intersects
the source trajectory transversely.
To make sure the denominator in (3.15) is bounded away from zero and the local
solutions sj ’s are smooth, we consider the following construction. Since the compo-
nents of C are smooth, a function sj may fail to be smooth when the denominator
in (3.15) equals zero or when sj coincides with an endpoint of a segment. Let ǫ > 0
be sufficiently small. Define the set
M := {(x,Θ, s) ∈ U × S2 × ∪k[ak + ǫ, bk − ǫ] : Θ · γ˙(s, x) = 0, |Θ · ∂sγ˙(s, x)| ≥ ǫ}.
(3.17)
Here and below the bar denotes closure. Pick any (x0,Θ0) ∈ U ×S
2. Clearly, there
can be at most finitely many points sj such that (x0,Θ0, sj) ∈M . By construction,
there exists a sufficiently small open neighborhood V ∋ (x0,Θ0) such that each sj
is a smooth function of (x,Θ) for all (x,Θ) ∈ V . A collection of such V ’s, one per
each (x0,Θ0) ∈ U × S
2, covers U × S2. Choose a finite subcover, and let Nm(x,Θ)
be a partition of unity subordinate to this subcover. On the support of each Nm
we have finitely many smooth functions smj(x,Θ), j = 1, . . . , Jm. To simplify the
notation, in what follows we replace each of the Nm in the partition of unity with
its Jm copies, replace each copy of Nm with Nm/Jm, and on the support of the j-th
copy consider only one solution smj(x,Θ). The resulting partition of unity will be
denoted {Nj}, and the corresponding solutions (one per each Nj) will be denoted
sj . These are precisely the solutions that have been used earlier in this section.
Our construction ensures that the denominator in (3.15) is bounded away from
zero and each sj(x0,Θ) is smooth on suppNj(x0,Θ). Clearly, there is at most
finitely many such solutions.
Condition (3.16) can be viewed from another perspective. Consider Θ rotating
so that s = sj(x0,Θ) remains constant. Then Nj(x0,Θ) needs to be zero in a
neighborhood of the direction
(3.18) Θcrit(s, x0) :=
γ˙(s, x0)× ∂sγ˙(s, x0)
|γ˙(s, x0)× ∂sγ˙(s, x0)|
.
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Multiply (3.11) by Nj and integrate over S
2 with respect to Θ. This gives
∫
S2
Nj(x0,Θ)
d
dt
Qj(xt,Θ)
∣∣∣∣
t=0
dΘ
=
1
2π
∫
S2
∫
R
∫
R3
f(x)Nj(x0,Θ)
∂
∂s
(
A(s, x)
A(s, x0)
)
dst
dt
∣∣∣∣
t=0
eiΨj(x,x0,λΘ)dxiλdλdΘ
−
1
2π
∫
S2
∫
R
∫
R3
f(x)Nj(x0,Θ)
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
× eiΨj(x,x0,λΘ)dxλ2dλdΘ,
Ψj(x, x0, λΘ) := λα · (ψ(s, x)− ψ(s, x0)), α = αj(x0,Θ), s = sj(x0,Θ).
(3.19)
Here we represented the δ-function in terms of its Fourier transform. It can be
seen that both integrals on the right in (3.19) can be expressed in terms of the
variable ξ = λΘ. First, as is easily seen,
∫
S2
∫ 0
−∞
(·)dλdΘ =
∫
S2
∫∞
0 (·)dλdΘ in both
integrals. With λ > 0, we have Θ = ξ/|ξ| and s = sj(x0, ξ/|ξ|). Also, the term
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣
t=0
is even in Θ. Indeed, the expression in brackets is
odd in Θ. The derivative d
dt
[·]
∣∣
t=0
is essentially the directional derivative along Θ,
which makes the result even. From (3.8),
(3.20) λα = λαj(x0,Θ) = dxψ(sj(x0, ξ), x0)
−T ξ.
Here and in what follows, all functions of Θ (e.g., sj, αj , Nj) are extended to
R
3 \ {0} as homogeneous of degree zero.
In order to integrate with respect to ξ in the first integral on the right in (3.19)
we need an extra factor λ. Clearly,
(3.21)
dst
dt
∣∣∣∣
t=0
=
(
λ
dst
dt
∣∣∣∣
t=0
)
1
|ξ|2
λ.
Using (3.15) we see that the factor in parentheses in (3.21) is a function homoge-
neous of degree one in ξ, and the desired “extra” λ is found. Let
Bj(x, x0, ξ) :=
(
∂s
A(s, x)
A(s, x0)
)(
λ
dst
dt
∣∣∣∣
t=0
)
i
|ξ|2
−
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
,
α =αj(x0, ξ), s = sj(x0, ξ).
(3.22)
By construction, Nj(x0, ξ)Bj(x, x0, ξ) ∈ C
∞(U × U × (R3 \ {0})). Moreover,
(3.23) Bj(x, x0, ξ) = 1 +O(|x − x0|) +O(1/|ξ|), (x, x0, ξ) ∈ U × suppNj.
The term O(|x − x0|) is uniform in ξ, and the term O(1/|ξ|) is uniform in x, x0.
From (3.6), (3.19), (3.20),
(3.24) Ψj(x, x0, ξ) = ξ · (x − x0) +O(|ξ||x − x0|
2),
and the big-O term is smooth on U × suppNj . Next we consider the zero-set CΨj :
(3.25) CΨj := {(x, x0, ξ) ∈ U × suppNj : dξΨj(x, x0, ξ) = 0}.
Obviously,
(3.26) ∆j := {(x, x, ξ) ∈ U × suppNj} ⊂ CΨj .
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We need to make sure that no other points belong to CΨj . For general deformations
this property may not hold, so an additional restriction is needed. In this paper we
make an additional assumption which guarantees that ∆j = CΨj .
Let us look at the condition ∆j = CΨj in more detail. It is convenient to
represent Ψj in the form (cf. (3.19), (3.20)):
Ψj(x, x0, ξ) = η · (y − y0) = η · (y − z(sj)),
η := dxψ(sj , x0)
−T ξ, y := ψ(sj , x), y0 := ψ(sj , x0).
(3.27)
Recall that with the above notations we have (cf. (3.7))
(3.28) η · (y0 − z(sj)) ≡ 0.
Condition dξΨj = 0 means that the first order partial derivatives of Ψj with respect
to ξ vanish. Differentiating (3.27) along the direction of ξ implies Ψj(x, x0, ξ) = 0,
i.e. η · (y−y0) = 0. Differentiating (3.27) along the direction that makes η rotate in
the plane (y0−z(sj))
⊥ so that sj does not change (cf. (3.28)), proves that y−z(sj)
and y0 − z(sj) are parallel, i.e.
(3.29) β(sj , x0) = β(sj , x).
Finally, we differentiate Ψj in (3.27) along the direction that makes η rotate along
y0 − z(sj), i.e. η
′ = κ(y0 − z(sj))/|y0 − z(sj)| for some κ 6= 0. Let s
′
j be the
corresponding derivative of sj. This gives
(3.30) κ|y − z(sj)|+ η · ∂s(y − z(sj))s
′
j = 0.
Differentiating (3.28) along the same direction we obtain
(3.31) κ|y0 − z(sj)|+ η · ∂s(y0 − z(sj))s
′
j = 0.
From (3.31) it follows that s′j 6= 0. Combining (3.30) and (3.31) gives
(3.32)
η · ∂s(y − z(sj))
|y − z(sj)|
=
η · ∂s(y0 − z(sj))
|y0 − z(sj)|
.
Thus, a simple manipulation shows that ∆j = CΨj is equivalent to:
(3.33)
β(sj , x) = β(sj , x0) and ξ · dxψ(sj , x0)
−1∂s(β(sj , x)− β(sj , x0)) = 0 =⇒ x = x0.
Similarly to (3.18), condition (3.33) can be viewed from another perspective.
Given x0 ∈ U and s = sj(x0, ξ), the function Nj(x0, ξ) should be zero in a neigh-
borhood of the set of directions
Ξcrit(s, x0) := {ξ = λdxψ(s, x0)
−T [β(s, x0)× ∂s(β(s, x) − β(s, x0))] ,
λ 6= 0, x ∈ U, β(s, x) = β(s, x0)}.
(3.34)
If β(s, x0)×∂s(β(s, x)−β(s, x0)) is the zero vector for some x on the curve β(s, x) =
β(s, x0), then Ξcrit(s, x0) := S
2.
If opposite directions are identified, then, generally, the intersection of Ξcrit with
the unit sphere consists of an arc in the plane γ˙(s, x0)
⊥. The arc is parametrized
by the point x moving along the curve β(s, x) = β(s, x0). It is interesting to note
that Θcrit(s, x0) (cf. (3.18)) is one of the endpoints of the arc. This endpoint
corresponds to the case when x → x0 (see Appendix A). Of course, in the case of
integrals along lines (i.e., when ψ(s, x) ≡ x for all s ∈ I) the set Ξcrit ∩ S
2 consists
of a single point Θcrit.
INVERSION OF RESTRICTED RAY TRANSFORMS 9
We make two observations based on this fact. First, if ψ is not the identity
function, then, generally, additional artifacts can appear because of the exceptional
directions in (3.34). The second one is that if the deformation is sufficiently small
(i.e., the functions ψ(s, x), s ∈ I, are close to the identity map and change with s
sufficiently slowly), then each arc is sufficiently close to a single point, so the entire
arcs will be cut-off by the partition of unity {Nj}. For general transformations,
when the arcs are not too short, we make the assumption that a partition of unity
{Nj} can be found to cut off the critical directions. This means, in particular, that
Ξcrit(s, x0) 6= S
2 for any (s, x0) ∈ I × U .
Note that phase functions somewhat similar to Ψj are known in the literature,
see e.g. [Bey84]. However, even though the phase functions in [Bey84] and in this
paper look similar, there is an important distinction between them. The one in
[Bey84] is symmetric with respect to space variables. Our phase function is not
symmetric: both s and α, which appear in Ψj , depend on x0, but not on x.
Summing (3.19) over all j and dividing by 8π2 gives
(Bf)(x0) :=
1
8π2
∫
S2
∑
j
Nj(x0,Θ)
d
dt
Qj(xt,Θ)
∣∣∣∣
t=0
dΘ
=
1
(2π)3
∫
R3
∫
R3
f(x)
∑
j
Nj(x0, ξ)Bj(x, x0, ξ)e
iΨj(x,x0,ξ)dxdξ.
(3.35)
Recall that, by construction, the sum in (3.35) is finite for any (x0,Θ) ∈ U × S
2.
Let us summarize what we have so far.
(1) By assumption, CΨj = ∆j for all j.
(2) Given any (x0, ξ) ∈ U × (R
3 \ {0}), there is j such that Nj(x0, ξ) > 0.
(3) The amplitude Bj and phase Ψj satisfy
Bj(x, x0, ξ) = 1 +O(|x − x0|) + O(1/|ξ|),
Ψj(x, x0, ξ) = ξ · (x− x0) +O(|ξ||x − x0|
2), (x, x0, ξ) ∈ U × suppNj .
(3.36)
From (3.36) and assumption (1) above it is clear that Ψj is a nondenerate phase
function (cf. [Dui96], p. 31). Finally, it follows immediately from the construction
of Ψj that ∂xΨj(x, x0, ξ) = −∂x0Ψj(x, x0, ξ) when x = x0 and (x0, ξ) ∈ suppNj.
Hence B is a PDO (cf. [Dui96], p. 45).
Properties (3.36) prove that B is an elliptic PDO of order zero with principal
symbol 1 (recall that
∑
Nj ≡ 1). On the other hand, the left side of (3.35) is
computable from the cone beam data. Thus, we obtained the desired approximate
inversion formula. Since B is an elliptic PDO, all the singularities are preserved,
and added ones do not appear. We formulate our result as a theorem.
Theorem 3.1. Suppose there exist a finite partition of unity {Nj} on U × S
2 and
the corresponding smooth solutions sj to the equation
(3.37) Θ · γ˙(s, x0) = 0, s = sj(x0,Θ), (x0,Θ) ∈ suppNj ,
with the following properties. If (x0,Θ) ∈ suppNj and s = sj(x0,Θ), then
(1) Θ 6∈ Ξcrit(s, x0), and
(2) z(s) is not an endpoint of C.
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Denote
(3.38)
Qj(x0,Θ) :=
1
A(s, x0)
∫
S2
Xfs(z(s), β)δ
′(α · β)dβ, α = αj(x0,Θ), s = sj(x0,Θ).
Let xt, αt, and st be as defined in (3.10). Then the operator
(Bf)(x0) :=
1
8π2
∫
S2
∑
j
Nj(x0,Θ)
d
dt
Qj(xt,Θ)
∣∣∣∣
t=0
dΘ(3.39)
is an elliptic PDO of order zero with principal symbol 1.
From the equations (3.19) and (3.35) we see that by using the intermediate
function Q, which is based on an integral of the ray tranform, we get access to
the frequency variable Θ. This allows us to incorporate the cut-offs Nj at the
backprojection step and eliminate undesirable directions Ξcrit, which otherwise
would have lead to added singularities.
4. Analysis of the inversion formula
In this section we suppose that the deformation is close to the identity. To
be precise, we assume that ψ and A depend on a parameter ǫ, and the following
assumptions hold:
(4.1) Aǫ(s, x)→ 1 and ψǫ(s, x)→ x in C
∞(I × R3) as ǫ→ 0.
Thus, for any index k and any multiindex m we have:
(4.2)
sup
(s,x)∈I×R3
|∂ks ∂
m
x (Aǫ(s, x) − 1)| → 0, sup
(s,x)∈I×R3
|∂ks ∂
m
x (ψǫ(s, x)− x)| → 0 as ǫ→ 0.
Theorem 4.1. Suppose (4.1) holds. Pick any ν ∈ R and consider the operators
Bǫ − Id : H
ν
0 (U)→ H
ν−1
loc (U). Then Bǫ − Id→ 0 as ǫ→ 0.
Proof. We must prove that for every g ∈ C∞0 (U) and for every compact K ⊂ U ,
there is a constant Cǫ > 0 such that
(4.3) ‖g(Bǫ − Id)f‖ν−1 ≤ Cǫ‖f‖ν, ∀f ∈ C
∞
0 (K),
and Cǫ → 0 as ǫ→ 0.
For simplicity, in what follows the dependence of various functions on ǫ is omitted
from notations.
Since
∑
j Nj(x0,Θ) ≡ 1 on U × S
2, (3.22) implies that we must show that the
PDOs
(4.4) (Bkjf)(x0) :=
1
(2π)3
∫
R3
∫
R3
Bkj(x, x0, ξ)f(x)e
iΨj(x,x0,ξ)dxdξ, k = 1, 2,
where
B1j(x, x0, ξ) :=g(x0)h(x)Nj(x0, ξ)
(
∂
∂s
A(s, x)
A(s, x0)
)(
λ
dst
dt
∣∣∣∣
t=0
)
i
|ξ|2
,
B2j(x, x0, ξ) :=g(x0)h(x)Nj(x0, ξ)
(
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
+ 1
)
,
α =αj(x0, ξ), s = sj(x0, ξ),
(4.5)
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converge in norm to the zero operator Hν0 (U) → H
ν−1
0 (U) for any j. Here we
inserted h ∈ C∞0 (U) such that h ≡ 1 on K.
Pick any function χ ∈ C∞(R3) satisfying χ(ξ) = 0 if |ξ| ≤ 1 and χ(ξ) = 1 if
|ξ| ≥ 2. We will analyze the operators with amplitudes Bkj(x, x0, ξ)(1 − χ(ξ)) and
Bkj(x, x0, ξ)χ(ξ). We start by looking at the latter. Until mentioned otherwise,
our standing assumption in what follows is
(4.6) (x, x0, ξ) ∈ U × suppNj , |ξ| ≥ 1.
Define the function η = η(x, x0, ξ) from the equation
(4.7) ξ · dxψ(sj , x0)
−1(ψ(sj , x)− ψ(sj , x0)) = η · (x− x0).
Using the Taylor expansion and (4.2), rewrite (4.7) in the form:
(4.8) ξ · [Id + oǫ(1)(x− x0)] (x− x0) = η · (x− x0).
Here oǫ(1) is a tensor of order three, which is homogeneous of degree zero in ξ.
The subscript ǫ in oǫ(1) means that the latter becomes small as ǫ → 0. In what
follows, the same notation oǫ(1) is used for various kinds of function (e.g., matrix-
valued, vector-valued, etc.). From the context it will be clear what kind of function
is assumed in each particular case. Because of (4.2), oǫ(1) goes to zero with all
derivatives as ǫ → 0 uniformly with respect to (x, x0, ξ) (cf. (4.6)). Therefore, we
can define
(4.9) η(x, x0, ξ) := [Id + oǫ(1)(x − x0)]
T ξ.
If ǫ is small enough, then (4.9) can be solved for ξ in terms of η and
(4.10) det(∂ξ/∂η) = 1 + oǫ(1)(x− x0) as ǫ→ 0.
As before, oǫ(1) goes to zero with all derivatives uniformly with respect to (x, x0, ξ)
in the indicated set (cf. (4.6)). It is important to point out that the assumption
(4.6) has different meanings in (4.9) and (4.10). In (4.9), ξ is an independent
variable. In (4.10), ξ is a function of x, x0, and η. Thus, in (4.10), the assumption
(4.6) means that x ∈ U and (x0, ξ(x, x0, η)) ∈ suppNj . This meaning will be
implied in what follows whenever ξ is a dependent variable.
Changing variables we obtain PDOs of the type
(4.11)
1
(2π)3
∫
R3
∫
R3
Bkj(x, x0, ξ)χ(ξ)det
(
∂ξ
∂η
)
f(x)eiη·(x−x0)dxdη,
where ξ = ξ(x, x0, η). Consider first B1j . From (4.5) and (4.11), after multiplying
B1j by |ξ| we obtain
g(x0)h(x)Nj(x0, ξ)χ(ξ)
(
∂s
A(s, x)
A(s, x0)
)
×
[
1
|ξ|
dst
dt
∣∣∣∣
t=0
]
det
(
∂ξ
∂η
)
→ 0 in C∞(U × U × R3), ǫ→ 0.
(4.12)
Indeed, utilizing (4.1), (4.10), and observing that dst
dt
∣∣
t=0
is bounded with all deriva-
tives, (4.12) immediately follows. Note that the expression in (4.12) is homogeneous
of degree zero in η (for large |η|).
To analyze B2j we need an intermediate result. Obviously,
(4.13)
A(s, x)
A(s, x0)
= 1 + oǫ(1)(x− x0).
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Also, similarly to (3.12) and (4.8), we obtain
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
=
d
dt
[αt · (ψ(st, x)− ψ(st, xt))]
∣∣∣∣
t=0
=
d
dt
[αt · {dxψ(st, xt)(x − xt) + oǫ(1)(x− xt, x− xt)}]
∣∣∣∣
t=0
=
d
dt
[Θ · (x− xt) + oǫ(1)(x− xt, x− xt)]
∣∣∣∣
t=0
= −1 + oǫ(1)(x− x0).
(4.14)
In the third and fourth lines of (4.14), the two copies of x−xt are input vectors on
which the degree-three tensor oǫ(1) operates. Combining (4.10), (4.13), and (4.14),
we get
(4.15)
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x) − z(st))]
∣∣∣∣
t=0
det
(
∂ξ
∂η
)
+ 1 = oǫ(1)(x− x0).
Consequently,
g(x0)h(x)Nj(x0, ξ)χ(ξ)
×
[
A(s, x)
A(s, x0)
d
dt
[αt · (ψ(st, x)− z(st))]
∣∣∣∣
t=0
det
(
∂ξ
∂η
)
+ 1
]
=oǫ(1)(x− x0)→ 0 in C
∞(U × U × R3).
(4.16)
The PDO with the amplitude (4.16) is given by
(4.17)
∫
R3
∫
R3
f(x)[χ(ξ)oǫ(1)(x− x0)]e
iη·(x−x0)dxdη.
Recall that oǫ(1) in (4.17) is homogeneous of degree zero in η. Integrating by parts
with respect to η in (4.17) (see e.g. [Tre80], p. 33) results in terms of the type:
χ′(ξ)oǫ(1) and χ(ξ)oǫ(1) (recall that ξ is a function of η). In the first one, χ
′(ξ) is
compactly supported and oǫ(1) is homogeneous of degree zero in η. In the second
one, oǫ(1) is homogeneous of degree -1 in η. In both cases, the factors oǫ(1) remain
stable when differentiated with respect to x, x0, and η. Combining with (4.12) we
prove that every S−11,0 seminorm of the amplitude of the PDOs in (4.11) goes to zero
as ǫ→ 0. Using the conventional argument (see e.g. [Tre80], pp. 17, 18), we prove
that the PDOs in (4.11) go to zero in norm as operators Hν0 (U)→ H
ν−1
0 (U).
To finish the proof we need to look at PDOs of the type:
(4.18)
1
(2π)3
∫
R3
∫
R3
Bkj(x, x0, ξ)(1 − χ(ξ))f(x)e
iΨj (x,x0,ξ)dxdξ.
The change of variables ξ → η is not needed here, and the assumption (4.6) does
not apply. We have: (i) Bkj(·, ·, ξ) ∈ C
∞
0 (U × U) and Ψj(·, ·, ξ) ∈ C
∞(U × U), (ii)
|ξ|B1j(x, x0, ξ) = oǫ(1), B2j(x, x0, ξ) = oǫ(1), and both oǫ(1) terms are stable when
differentiated with respect to x, x0, and (iii) Bkj , k = 1, 2, are integrable at the
origin ξ = 0. Hence the desired assertion follows. 
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5. Localized inversion in the static case
To illustrate the idea of localized reconstruction we consider an important static
case. The data are
(5.1) Xf (s, β) :=
∫ ∞
0
f(z(s) + tβ)dt, s ∈ I, β ∈ S2.
Consider the integral arising in the proof of the Grangeat formula. For simplicity
we assume first that the plane of integration is perpendicular to the x3-axis, and the
source is located at the point z. Let φ ∈ C∞(R3 \ {0}) be a function homogeneous
of degree zero. Denoting
(5.2) uǫ(θ) := (
√
1− ǫ2 cos θ,
√
1− ǫ2 sin θ, ǫ) ∈ S2,
we have ∫ 2π
0
d
dǫ
∫ ∞
0
f(z + tuǫ(θ))φ(tuǫ(θ))dt
∣∣∣∣
ǫ=0
dθ
=
∫
R2
∂
∂x3
f(z1 + x1, z2 + x2, z3 + x3)φ(x1, x2, x3)
∣∣∣∣
x3=0
dx1dx2
= −
∫
R3
f(z + x)φ(x)δ′(e3 · x)dx,
(5.3)
where e3 is the unit vector along the x3-axis. Since φ is homogeneous of degree
zero, the left side of (5.3) can be computed from the data (5.1). In coordinate-free
form equation (5.3) can be written similarly to (3.1), (3.2):
(5.4)
∫
S2
Xf (z, β)φ(β)δ
′(α · β)dβ =
∫
R3
f(x)φ(x − z)δ′(α · (x− z))dx.
In (5.4) the plane of integration and the reconstruction point are assumed to be
fixed. Thus, the function φ may also depend on α and x0. Assuming the source
trajectory satisfies the Kirillov-Tuy condition, for each (x0, α) ∈ U×S
2 we can find
locally smooth solutions s = sj(x0, α) to the equation
(5.5) α · (x0 − z(s)) = 0.
Substituting z = z(sj) into (5.4) gives
Qj(x0, α) : =
∫
S2
Xf(z(sj), β)φ(β;x0 , α)δ
′(α · β)dβ
=
∫
R3
f(x)φ(x − z(sj);x0, α)δ
′(α · (x− x0))dx, sj = sj(x0, α).
(5.6)
By construction, Qj(x0, α) can be computed from the data. Similarly to Section 3,
define xt = x0 + tα. Substituting into (5.6) and differentiating gives
d
dt
Qj(xt, α)
∣∣∣∣
t=0
=−
∫
R3
f(x)φ(x − z(sj);x0, α)δ
′′(α · (x − x0))dx
+
∫
R3
f(x)
d
dt
φ(x− z(sj(xt, α));xt, α)
∣∣∣∣
t=0
δ′(α · (x− x0))dx.
(5.7)
Clearly,
d
dt
φ(x − z(sj(xt, α));xt, α)
∣∣∣∣
t=0
= dyφ(x − z(sj(y, α)); y, α)|y=x0α.(5.8)
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Let {Nj(x, α)} be a smooth, finite partition of unity on U ×S
2 constructed as in
Section 3. Multiplying (5.7) by Nj(x0, α), summing over all j, dividing by 8π
2, and
arguing similarly to (3.19)–(3.21), we obtain the analogues of (3.35) and (3.22):
(Bf)(x0) :=
1
8π2
∫
S2
∑
j
Nj(x0, α)
d
dt
Qj(xt, α)
∣∣∣∣
t=0
dα
=
1
(2π)3
∫
R3
∫
R3
f(x)
∑
j
Nj(x0, ξ)Bj(x, x0, ξ)e
iξ·(x−x0)dxdξ,
(5.9)
where
Bj(x, x0, ξ) = φ(x − z(sj(x0, ξ));x0, ξ) + i
dyφ(x− z(sj(y, ξ)); y, ξ)|y=x0ξ
|ξ|2
.(5.10)
In (5.10), φ and sj , as functions of α, are extended from S
2 to R3 \ {0} as homo-
geneous of degree zero.
Strictly speaking, Bj is not an amplitude since φ in (5.10) is not smooth in x
when x = z(s). However, we can multiply Bj by the cut-off h(x) (cf. (4.5)). This
does not alter the operator B acting on functions f ∈ C∞0 (K), and the product
h(x)Bj(x, x0, ξ) is an amplitude.
In order to have accurate reconstruction, we choose φ such that
(5.11) φ(x − z(sj(y, ξ)); y, ξ) ≡ 1, |x− y| < ǫ1, x, y ∈ U,
for some ǫ1 > 0. Using (5.11) in (5.10) implies
(5.12) Bj(x0, x0, ξ) ≡ 1, ∂
m
x Bj(x, x0, ξ)|x=x0 ≡ 0, |m| ≥ 1, (x0, ξ) ∈ suppNj ,
where m is a multiindex. Hence, if (5.11) holds, the symbol of the PDO B equals 1
(see [Dui96], Theorem 2.5.1).
In order to achieve localized reconstruction, we choose φ such that
(5.13) φ(x− z(sj); y, ξ) ≡ 0 if
x− z(sj)
|x− z(sj)|
·
y − z(sj)
|y − z(sj)|
< 1− ǫ2, sj = sj(y, ξ),
for some ǫ2 > 0. Obviously, given any ǫ2 > 0 one can find ǫ1 > 0 such that the
conditions (5.11) and (5.13) are non-contradictory. Thus, the inversion formula
(5.9) has two desirable properties: (i) it reconstructs f up to a C∞ function, and
(ii) given any ǫ > 0, we can find the function φ such that reconstruction at any
x ∈ U uses integrals of f along lines passing through an ǫ-neighborhood of x.
6. Discussion and some generalizations
Let us compare our results with a more traditional approach based on using
X∗X . Here X∗ is a backprojection operator, which is related to the formal dual
of X and includes all the necessary cut-offs to make sure the composition X∗X is
well-defined. There is no need to insert any operator between X∗ and X , because
we are interested in the location of added singularities, and not in their strength.
For the same reason we ignore the weights in X and X∗. Thus, we have
(X∗Xf)(x0) =
∫
I
∫ ∞
0
χ1(s)χ2(t)f(ν(s, z(s) + t(ψ(s, x0)− z(s))))dtds
=
1
(2π)3
∫
R3
∫
R
∫
R
∫
R3
f(x)χ1(s)χ2(t)e
iΨ(x,x0;η,s,t)dxdtdsdη,
(6.1)
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where
(6.2) Ψ(x, x0; η, s, t) = η · (ν(s, z(s) + t(ψ(s, x0)− z(s)))− x).
Here χ1 ∈ C
∞
0 (I) and χ2 ∈ C
∞
0 (R+). Changing variables s = s˜/|η| and t = t˜/|η|
(cf. e.g. [Dui96], p. 40), we obtain that X∗X is a singular FIO (see [GU89])
with the frequency variables η, s˜, t˜, the amplitude χ1(s˜/|η|)χ2(t˜/|η|), and the phase
function Ψ˜(x, x0; η, s˜, t˜) := Ψ(x, x0; η, s˜/|η|, t˜/|η|). As is easily seen, the condition
dη,s˜,t˜Ψ˜ = 0 is equivalent to the condition dη,s,tΨ = 0. The latter gives
y := z(s) + t(ψ(s, x0)− z(s)) = ψ(s, x),(6.3)
η · dyν(s, y)β(s, x0) = 0,(6.4)
η · (∂sν(s, y) + dyν(s, y)∂s(z(s) + t(ψ(s, x0)− z(s))) = 0.(6.5)
The operator X∗X can add singularities because of two reasons: (i) the symbol
ofX∗X is singular, and (ii) its canonical relation is not diagonal. First consider case
(ii). Microlocally away from the singularity of the symbol, the canonical relation
of X∗X is diagonal if dη,s,tΨ = 0 implies x = x0. Condition (6.3) implies
(6.6) β(s, x) = β(s, x0).
By construction, ν(s, ψ(s, x)) ≡ x. Hence
(6.7) ∂sν(s, y) + dyν(s, y)∂sψ(s, x) ≡ 0, y = ψ(s, x).
Applying (6.7) in (6.5) with y defined in (6.3) and then using (6.4), (6.6) we find
0 = η · dyν(s, y)[t∂s(ψ(s, x0)− z(s))− ∂s(ψ(s, x)− z(s))]
= η · dyν(s, y)[tL0∂sβ(s, x0)− L∂sβ(s, x)],
(6.8)
where
(6.9) L := |ψ(s, x)− z(s)|, L0 := |ψ(s, x0)− z(s)|.
From (6.3), L = tL0, so (6.8) implies
(6.10) η · dyν(s, y)∂s(β(s, x0)− β(s, x)) = 0.
Ignoring the inconsequential change of variables ξ ↔ η according to
(6.11) dxψ(s, x0)
−T ξ ↔ dxψ(s, x)
−T η,
conditions (6.6), (6.4), and (6.10) (or, (6.3)–(6.5)) are equivalent to conditions (3.7)
(cf. (3.4)) and (3.33).
Consider now case (i). As is seen from (3.15) and (3.19), the singularity of the
symbol of R∗D˜X occurs when Θ · ∂sγ˙(s, x0) = 0. To find the top order symbol
of X∗X in a neighborhood of (x = x0, x0, η), we need to compute the asymptotics
of the integral
∫
(·) exp(iΨ(x0, x0; η = σΘ, s, t)dsdt as σ → ∞. The critical point
of the phase is (t0 = 1, s = s0), where s0 solves Θ · γ˙(s, x0) = 0. As before, an
elementary calculation gives that the symbol is singular when Θ · ∂sγ˙(s, x0) = 0.
The above argument shows that the mechanisms by which the operators R∗D˜X
and X∗X can add singularities to the reconstructed image are essentially the same.
Therefore, the key advantage of using R∗D˜X compared with X∗X is the ability to
use cut-offs in the frequency domain and thereby eliminate both reasons leading to
artifacts. That ability is based on the redundancies present in the restricted ray
transform data. The redundancy is reflected in the existence of multiple solutions
to the equation (3.7).
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Note that not all source trajectories have enough redundancies to allow complete
artifact removal even in the static case. For example, in the case of a helix there
are planes that intersect the trajectory at only one point, and this intersection is
tangential. On the other hand, another classical source trajectory - two orthogonal
circles - does have enough redundancies to allow complete artifact removal in the
static case. For general source trajectories C and general deformations ψ, the
condition that allows complete artifact removal can be stated as follows: for any
(x0,Θ) ∈ U × S
2 there exists at least one non-critical solution s to (3.7). Here
“non-critical” is understood not in the narrow sense of (3.16), but in the more
general sense of (3.34).
Next we discuss various generalizations of the approaches proposed in the pre-
vious sections. Consider a collection of smooth curves parametrized by the arc
length
(6.12) γs,q(t), s ∈ I, q ∈ S
2, t ≥ 0,
t is the parameter (the arc length) along the curves, γs,q(0) = z(s) ∈ C (cf. (2.1)),
and γ˙s,q(0) = q for any s ∈ I and q ∈ S
2. It is convenient to think of S2 as a
two-dimensional detector. Our main assumption is that for each s ∈ I the equation
(6.13) x = γs,q(t), x ∈ R
3 \ {z(s)},
has a unique smooth solution t = tˆ(s, x), q = qˆ(s, x), tˆ, qˆ ∈ C∞({(s, x) ∈ I × U :
x 6= z(s)}). Continuing the medical analogy, C is the x-ray source trajectory, and
qˆ(s, x) is the projection of the reconstruction point x on the detector. To avoid
confusion, C will be called source trajectory, and γ’s will be called curves. The
tomographic data are
(6.14) Xf (s, q) :=
∫ ∞
0
f(γs,q(t))w0(s, q, t)dt, s ∈ I, q ∈ S
2,
for some smooth strictly positive weight w0.
As is easily seen, there exists a family of smooth maps y = ψ(s, x), s ∈ I, such
that the images of the curves γs,q(t) → ψ(s, γs,q(t)), t > 0, are straight lines. For
each s ∈ I, the map ψ(s, ·) is given by
x→ ψ(s, x) := z(s) + tˆ(s, x)qˆ(s, x).(6.15)
By construction, ψ(s, x) approaches the identity map as x → z(s). Thus, the
algorithm described in Section 3 applies to a general class of ray transforms, and
the assumption about the existence of “deformation” functions that map curves into
lines is not restrictive. The assumption that these deformations become the identity
map outside of some bounded set is not required either as long as f is compactly
supported. The entire derivation in Section 3 can be made in terms of the original
curves γ rather than in terms of their straightened out versions via the Grangeat
formula. It may depend on a particular application whether the calculation in the
original coordinates or the transformed coordinates is preferred.
Combining the idea of Section 5 with the algorithm of Section 3 shows that by
introducing a cut-off function φ the algorithm can be made to use only γ’s passing
through a small neighborhood of a reconstruction point x0. In this case the result
of reconstruction can still be written in the form Bf , where B is an elliptic PDO
with principal symbol 1.
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The algorithms of Sections 3 and 5 are based on integrating the derivative of the
cone beam data to obtain an intermediate function Q (Step 1) and then backpro-
jecting the derivative of Q (Step 2). See (3.1), (3.9), and (3.39) in Section 3 as well
as (5.4), (5.6), and (5.9) in Section 5. In fact, the distribution of derivatives across
the two steps is fairly flexible. For instance, one can use a second order derivative
in Step 1 and no derivatives in Step 2, or – no derivatives in Step 1 and a second
order derivative in Step 2. In each of these cases one gets an elliptic PDO with
principal symbol 1. Even more generally, if an m-th order derivative is used in Step
1, and an n-th order derivative is used in Step 2, then one gets an elliptic PDO of
order m+ n− 2. The latter can then be inverted (modulo C∞) by its parametrix.
In each of these cases the phase function does not change and remains equal to Ψj.
Appendix A. Finding an endpoint of an arc of critical directions.
Throughout this section we assume s = sj(x0,Θ). To enforce the condition
β(s, x) = β(s, x0) suppose that x = x(ǫ) satisfies
(A.1) ψ(s, x)− ψ(s, x0) = ǫ(ψ(s, x0)− z(s))
for ǫ small. Thus, we also have (cf. (6.9))
(A.2) L− L0 = ǫL0.
To see what happens with (3.33) as x→ x0, we can consider the limit of
(A.3)
1
ǫ
[
∂s(ψ(s, x)− z(s))
L
−
∂s(ψ(s, x0)− z(s))
L0
]
as ǫ→ 0. Here we have used that, in view of (3.28), there is no need to differentiate
1/L and 1/L0. In view of (A.2), the expression in (A.3) transforms to
1
ǫ
[
∂s(ψ(s, x) − ψ(s, x0))
L
+ ∂s(ψ(s, x0)− z(s))
(
1
L
−
1
L0
)]
=
(∂sdxψ(s, x0))(x− x0)/ǫ
L
− ∂s(ψ(s, x0)− z(s))
1
L0
+O(ǫ).
(A.4)
Using (A.1) gives
(A.5) x− x0 = ǫdxψ(s, x0)
−1(ψ(s, x0)− z(s)) +O(ǫ
2).
Substitute (A.5) into (A.4) and take the limit as ǫ→ 0:
(A.6) (∂sdxψ(s, x0))dxψ(s, x0)
−1β(s, x0)− ∂sβ(s, x0) + cβ(s, x0)
for some scalar c. Clearly,
∂sβ(s, x0) = ∂s
(
dxψ(s, x0)dxψ(s, x0)
−1β(s, x0)
)
= ∂s (dxψ(s, x0)γ˙(s, x0))
= (∂sdxψ(s, x0))γ˙(s, x0) + dxψ(s, x0)∂sγ˙(s, x0).
(A.7)
Recall that γ˙ is defined in (3.4). Using (A.7) simplifies (A.6) to
(A.8) − dxψ(s, x0)∂sγ˙(s, x0) + cβ(s, x0).
Thus, in the limit as x→ x0, the second condition in (3.33) becomes
(A.9) ξ · ∂sγ˙(s, x0) = 0,
where we have used (3.28) again. Combining with (3.7) and comparing with (3.16)
proves the desired assertion.
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