In this paper, for a nonsmooth semi-infinite multiobjective programming with locally Lipschitz data, some weak and strong Karush-KuhnTucker type optimality conditions are derived. The necessary conditions are proposed under a constraint qualification, and the sufficient conditions are explored under assumption of generalized invexity. All results are expressed in terms of Clarke subdifferential.
Introduction
Optimality conditions for semi-infinite multiobjective programming problems (SIMOP, in brief) have become one of the most interesting topics in optimiza-tion. There are only a few works available dealing with optimality conditions for SIMOP. For instance, for differentiable SIMOPs, some optimality conditions have been presented by Caristi et al. in [1] . Glover et al. in [6] , considered a nondifferentiable convex SIMOP, and presented optimality for it. For a non-smooth SIMOP, the "basic constraint qualification" has been studied by Chuong and Kim in [2] , who have given optimality conditions of KarushKuhn-Tucker (KKT, briefly) type for the problem which involves the notion of Mordukhovich subdifferential. Also, Gao presented some sufficient results for SIMOPs under the various generalized convexity assumptions in [4, 5] .
Kanzi and Nobakhtian in [7] introduced the "regular qualification condition" for non-smooth SIMOPs with Lipschitzian data, and its role as constraint qualification was emphasized there. In this study, a number of KKT type necessary and sufficient optimality conditions have discussed, in terms of the Clarke subdifferential.
This paper deals with a SIMOP involving nondifferentiable nonconvex functions. Also, Madea-type qualification condition (Ref. [11] ) for KKT necessary conditions have been generalized. Sufficient conditions for (weakly) efficient solutions of a SIMOP are also provided by means of introducing the concepts of "generalized η-pseudoinvex" and "generalized η-quasiinvex" functions.
The rest of this paper is organized as follows: in Section 2 some concepts and facts from nonsmooth analysis are collected. In Section 3, Necessary optimality conditions for SIMOP are demonstrated. In Section 4 several sufficient conditions for optimality of SIMOP are given.
Preliminaries and Notations
In this paper, R and N are respectively denote the real line, and the set of natural numbers.
For A ⊆ R n andx ∈ A, the contingent cone to A atx is defined by
Notice that T (A,x) is closed cone (generally nonconvex) in R n . Letx ∈ R n and let ϕ : R n → R be a locally Lipschitz function. The Clarke directional derivative of ϕ atx in the direction v ∈ R n is given by
and the Clarke subdifferential of ϕ atx is given by the set
We observe that form [3] if ϕ and ψ are functions from R n to R which are be Lipschitz nearx, then
Theorem 2.1 (mean-value [3] ) Let x, y ∈ R n , and suppose that ϕ is a locally Lipschitz function from R n to R. Then, there exist a point u * in the open line segment (x, y), such that
Let A be a nonempty subset of R n . denote by ri(A),Ā, conv(A), and cone(A), the relative interior of A, the closure of A, the convex hull, and the convex cone (containing the origin) generated by A, respectively. Also, the polar cone and strict polar cone of A are defined respectively by:
Notice that A 0 is always a closed convex cone.
Necessary Conditions
In the rest of this paper, we consider the following semi-infinite multiobjective programming problem:
where f : R n → R m and g j : R n → R ∪ {+∞} for j ∈ J, are locally Lipschitz functions. J is assumed to be an arbitrary index set, not necessarily finite (but nonempty). In what follows we shall assume that the feasible set of (P) is nonempty, i.e.,
For a givenx ∈ S, let J(x) denotes the index set of all active constraints atx,
A feasible pointx is said to be an efficient solution [resp. weakly efficient solution] to problem (P) iff there is no
. The set of all efficient solutions and that of all weakly efficient solutions of (P) are denoted by E and W , respectively. Obviously, E ⊆ W. Letx ∈ S. On the lines of Ref. [11] , for each i ∈ I, define the set
For the sake of the simplicity, we denote Q i (x) by Q i in this paper. The aim of this section is to derive the weak (resp. strong) KKT necessary condition atx ∈ W (resp.x ∈ E) under the following constraint qualification which is the nonsmooth analog of the qualification studied by Maeda in [11] :
with the convention α∈∅ X α = ∅.
Owning to the relation
Theorem 3.1 (Weak KKT Necessary Condition). Letx be a weakly efficient solution of (P) and cone j∈J(x) ∂ c g j (x) be a closed cone. If in addition , (CQ) holds atx, then there exist scalars α i ≥ 0, i ∈ I with m i=1 α i = 1, and an integer k ≥ 0, and a set {j 1 , j 2 , . . . , j k } ⊆ J(x), and scalars β jr ≥ 0 for r ∈ {1, 2, . . . , k}, such that
In almost all example, we could not obtain positive KKT multipliers associated with the vector-valued objective function, namely, some of the multipliers may be equal to zero. This means that the components of the vector-valued objective function have not role in the necessary conditions for weakly efficiency. In order to avoid the case where some of the KKT multipliers associated with the objective function vanish for a finite vector optimization problem, several approaches have been developed in recent years, and strong KKT necessary optimality conditions have been obtained (see, e.g., [8, 11] for |J| < ∞). We say that strong KKT condition holds for a (P), when the KKT multipliers are positive for all components of the objective function.
The following Lemma will be crucial in the proof of strong KKT necessary condition for (P).
Lemma 3.2 Letx ∈ S. Ifx is an efficient solution for (P), then
proof: It suffices only to prove that
On the contrary, suppose that for some l ∈ I there is a vector d such that
By the definition of contingent cone, there exists sequence
Thus, owning to the definition of Q l we obtain that
On the other hand, (1) leads to ξ, d < 0 for all ξ ∈ ∂ c f l (x). By the meanvalue Theorem 2.1 for each s ∈ N , there exist u s in the open line segment (x ,x + t s d s ) and ξ s ∈ ∂ c f l (u s ) such that
Since u s →x and the mapping x → ∂ c f l (x) is upper semicontinuous, there exits a subsequence ξ sp of ξ s , such that ξ sp →ξ andξ ∈ ∂ c f l (x). Indeed, by
(1), we have ξ , d < 0. From (3) we deduce that
Since ξ sp , d sp → ξ , d < 0, and t sp > 0, the above equality implies that there is a M 1 > 0 such that
Therefore, (2) together with (4) contradictsx ∈ E, and so the result is true.
Theorem 3.3 (Strong KKT Necessary Condition). Letx be an efficient solution of (P). If in addition, (CQ) and the condition
− hold atx, then there exist scalars α i > 0, i ∈ I, and an integer k ≥ 0, and a set {j 1 , j 2 , . . . , j k } ⊆ J(x), and scalars β jr ≥ 0 for r ∈ {1, 2, . . . , k}, such that
proof: Since we have
by [13, Theorem 6.9] , it then suffices only to demonstrate
By contradiction, we suppose that (5) does not hold. Then
Thus, by the strong convex separation Theorem ( [13, Theorem 11.3] ) and noting that − cone j∈J(x) ∂ c g j (x) is a convex cone, it follows that there is a hyperplane
Thus, owning to (CQ) and (A) we conclude that
which contradicts Lemma 3.2. This proves the theorem. The following example shows that the condition (A) can not be dropped in Theorem 3.3. A short calculation shows that:
• S = [0, +∞) × R, andx = (0, 0),
We observe that
Theorem 4.3 (Weak KKT Sufficient Condition). Suppose that there exist a feasible solutionx ∈ S and scalars α i ≥ 0 with m i=1 α i = 1 and a finite set J * := {j 1 , j 2 , . . . , j k } ⊆ J(x) and scalars β j l ≥ 0 for l ∈ {1, 2, . . . , k} such that
Moreover if the function (α 1 f 1 , α 2 f 2 , . . . , α m f m ) is generalized η-pseudoinvex atx and the function (β j 1 g j 1 , β j 2 g j 2 , . . . , β j k g j k ) is generalized η-quasiinvex at x, thenx is a weak efficient solution for (P).
Proof: From (6), it is clear that there exist ξ *
Suppose on the contrary thatx is not a weak efficient solution for (P), then there exist x ∈ S such that f (x) < f (x). Since (α 1 , α 2 , . . . , α m ) ≥ 0 and
By η-pseudoinvexity of (α 1 f 1 , α 2 f 2 , . . . , α m f m ) atx we get
On the other hand, since {j 1 , j 2 , . . . , j k } ⊆ J(x) and x ∈ S, then g jr (x) ≤ 0 = g jr (x), ∀r ∈ {1, 2, . . . , k}. Now, Since β jr ≥ 0 and θ jr (x,x) > 0 for all r ∈ {1, 2, . . . , k}, we obtain k r=1 θ jr (x,x) β jr g jr (x) − β jr g jr (x) = k r=1 β jr θ jr (x,x) g jr (x) − g jr (x) ≤ 0.
By η-quasiinvexity of (β j 1 g j 1 , β j 2 g j 2 , . . . , β j k g j k ) atx we get k r=1 ς jr , η(x,x) ≤ 0, ∀ ς jr ∈ ∂ c (β i g jr )(x).
Adding the inequalities (8) and (9), we get
ς jr , η(x,x) < 0.
But, by (1), there exist ξ i ∈ ∂ c (α i f i )(x) and ς jr ∈ ∂ c (β i g jr )(x), such that ξ i = α i ξ * i and ς jr = β jr ς * jr for all (i, r) ∈ I × {1, 2, . . . , k}. Hence the inequality (10) becomes
β jr ς * jr , η(x,x) < 0 which contradicts (6) . This completes the proof.
Theorem 4.4 (Strong KKT Sufficient Condition). Suppose that there exist a feasible solutionx ∈ S for (P) and scalars α i > 0 and a finite set J * := {j 1 , j 2 , . . . , j k } ⊆ J(x) and scalars β j l ≥ 0 for l ∈ {1, 2, . . . , k} such that
β jr ∂ c g jr (x).
