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Abstract
At the interannual timescale Sea Surface Temperature (SST) associated with
El Niño Southern Oscillation (ENSO) have been identiﬁed as modulators of
rainfall over South America. The proposed mechanism responsible for anoma-
lies over northern South America involves the modiﬁcation of the Walker cir-
culation, while the generation (or excitement) of the Paciﬁc-South American
(PSA) modes would represent the teleconnection to the subtropics. However,
the latter is present even in seasons in which ENSO is not at its peak.
In this study our aim is to investigate the interannual variability of sea-
sonal precipitation over South Eastern South America (SESA), which com-
prises southern Brazil, Uruguay, Paraguay and northeastern Argentina, and
its dynamical dependence from ENSO and the PSA modes.
We have shown the existence of a pervasive mode of upper level atmospheric
variability which dominates the circulation over South America in all seasons.
The mode consists of a continental scale vortex and resembles the eastern end of
the leading Paciﬁc-South American mode (PSA1). Diﬀerences in the structure
and intensity of the vortex and the eﬀects of orography aﬀect the transport
and convergence of moisture into SESA thus creating rainfall anomalies there.
Motivated by and to test further the reported relationship between the
upper level wind and precipitation anomalies, we developed a method to predict
precipitation over SESA in which the upper level wind is the predictor. The
method has a high potential in all seasons, but limited skill in forecast mode
due to limitations of Coupled General Circulation Model performances.
In exploring the predictability of the vortex, we assessed to what extent
each connection of the schematic chain ENSO→PSA1→vortex→rainfall holds.
i
The latter relationship between the vortex over SA and rainfall in SESA holds
in spring, summer and fall.
The vortex is, at least partially, an internal mode of variability in all seasons.
In spring the whole chain of elements is observed: the vortex appears as a
mode forced by ENSO via excitement of the leading PSA mode.
In summer the vortex is uncoupled from the circulation over the Paciﬁc
Ocean, supporting the interpretation that regional eﬀects dominate during the
monsoon season. No connection with SSTs, and thus predictability, is found
for this season.
In fall the PSA1 pattern and the vortex are partially linked as for the
spring season. However, the connection with SSTs is more puzzling and further
analysis is required to clarify the nature of the leading PSA mode and its
predictability.
In view of our results, we underline that the leading Paciﬁc-South American
pattern properly comprehends centers of anomalies over the Southern Paciﬁc
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1.1 Motivation and aim
Precipitation anomalies can have strong impacts on human activities, espe-
cially in regions strongly dependent upon agriculture and hydroelectricity pro-
duction such as in South Eastern South America (SESA). Reliable climate
forecasts help decision-makers in the planning of eﬀective responses to depar-
tures from the mean seasonal cycle (seasonal anomalies) in anticipation of their
occurrence.
On the seasonal timescale Sea Surface Temperature (SST) in various re-
gions of the Paciﬁc and Atlantic Oceans, and in particular El Niño Southern
Oscillation (ENSO), have been identiﬁed as modulators of rainfall over South
America. It has been proposed that the mechanism involved in the transmis-
sion of the ENSO signal from the Tropical Paciﬁc comprehends modiﬁcations
of the Walker circulation over northern regions of the South American con-
tinent, while the generation (or excitement) of the Paciﬁc-South American
(PSA) modes would represent the teleconnection pattern over the subtropics.
Current operational models seem unable to exploit the associated potential for
predictability of seasonal precipitation anomalies over SESA.
In this study our ﬁnal aim is to investigate the seasonal variability of pre-
cipitation over the subtropical regions of the continent, comprising southern
Brazil, Uruguay, Paraguay and northeast Argentina and to propose alternative
1
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predictors of precipitation. The region is characterized by a rather uniform dis-
tribution of precipitation throughout the year together with large interannual
anomalies in every season. Besides the practical need of improving predictions
of precipitation, the above mentioned teleconnection links the ocean and the
atmosphere even in seasons in which ENSO does not dominate the circulation.
We will be testing the relationships among elements involved in the telecon-
nection (SST(ENSO)→PSA1→rainfall) emphasizing their seasonal variations.
1.2 Methodology
We start this study by identifying in the upper level winds over SA as a predic-
tor of seasonal precipitation over SESA in all seasons, we explore the physics
underlying their relationship by investigating the associated moisture ﬂux and
evaporation anomalies. To test the robustness of the relationship, we develop a
method to produce long-range reliable seasonal precipitation forecasts. We fur-
ther assess the potential of the predictor and determine the skill of the method
in a more realistic forecast framework. We next explicitly evaluate to what
extent ENSO (and other SSTs) forces (or excites) the leading Paciﬁc-South
American mode and to what extent the PSA1 is related to the upper level
winds over SA.
All aspects of the present work are addressed separately for each season;
this approach diﬀers from the large majority of previous studies which have
assumed a not relevant seasonality for the PSA and focused on spring and
summer for precipitation.
1.2.1 Datasets
Our main focus is on the region 60 - 45 W; 24 - 38 S, which represents SESA.
For the selected region, we represent seasonal mean precipitation by the av-
erage over the central two-month periods in each season and over the spa-
tial dimensions. This captures the coherent signal throughout each season
and ﬁlters high frequency variability. The bimonthly periods, therefore, are
October-November (ON), January-February (JF), April-May (AM) and June-
2
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August (JA). We investigate the period 1959-2001. The precipitation dataset
we use was compiled by the Climate Research Unit (CRU), University of East
Anglia (http://www.cru.uea.ac.uk/cru/data/hrg.htm). In this dataset, values
of monthly precipitation were reconstructed from gauge measurements. The
ﬁelds are available at 0.5◦x 0.5◦ horizontal resolution over land in the period
1901-2002 (New et al. 1999; 2000). The 200hPa wind ﬁeld, speciﬁc humidity,
latent heat ﬂux correspond to the global reanalysis at the National Centers for
Environmental Prediction-National Center for Atmospheric Research (NCEP-
NCAR). This dataset is available at 2.5◦x 2.5◦ horizontal resolution from 1948
to present (Kalnay et al. 1996). For SSTs we use the National Oceanic and
Atmospheric Administration's (NOAA) extended reconstructed SSTs dataset
(Smith and Reynolds 2004). In this dataset, monthly mean values are avail-
able for the global ocean at 1◦ x 1◦ horizontal resolution, from 1855 to present.
To test our method in a realistic forecast framework, we use the predictions
of 200hPa winds produced by the DEMETER GCMs. The initial conditions
for the atmospheric and land states in these predictions were provided by the
ECMWF 40-yr Reanalysis (ERA40), four times each year on the 1st day of
February, May, August and November. Nine ensemble members of six-month
long predictions were generated by each GCM by changing the ocean initial
conditions (Palmer et al. 2004). Since predictions by diﬀerent models cover
diﬀerent periods we chose the ECMWF, METF and UKMO products, which
have the longest overlap and consequently deﬁne our period of investigation.
The DEMETER data have 2-3 months lag with respect to the initial conditions
for the bi-months we considered. For simplicity, we consider the multimodel
ensemble mean over all the ensemble members of the three GCMs, and we
will refer to it as "EMU" in the remainder of the text. The advantage of the
multimodel approach is to enlarge the variability simulated by each model's
physics since the ensemble covers a larger portion of the phase space.
1.2.2 EOF analysis
This study we conduct the Empirical Orthogonal Functions (EOF) analysis
several times, and in this section we provide a brief introduction to its objective.
3
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We refer the reader to Wilks (1995) for a more exhaustive explanation.
The analysis decomposes a two-dimensional dataset in "modes" accounting
for fractions of the total variance; it usually results that few modes explain a
large portion of the total variance of the original ﬁeld which allows a simpliﬁed
description of the latter.
For our scopes, we seek to ﬁnd structures in the spatial dimension ("EOF
patterns"), these are obtained as the eigenvectors of the covariance (or corre-
lation) matrix of the ﬁeld with itself, while the amount of variance each modes
account for is related to its corresponding eigenvalue. The analysis produces
a complementary set of timeseries called the Principal Components (PCs),
these are obtained by projecting the original data onto the covariance matrix,
they are related one-to-one to the EOFs and represent the relevance the corre-
sponding EOF has at each time in characterizing the observed ﬁeld. The term
"mode" comprises the "(EOF) pattern" and the "PC".
1.3 Thesis description
We start in chapter 2 by reviewing the main ﬁndings regarding the interan-
nual rainfall variability over SESA, its relationship with SSTs and the current
forecast methods.
Chapter 3 reviews the PSA modes and their relationship with ENSO.
The discussion of the upper level winds variability over SA and it is re-
lationship with precipitation over SESA is conducted in chapter 4; the chap-
ter includes the methodology developed to predict seasonal precipitation over
SESA and the discussion of its reliability.
The investigation of the extent to which the leading PSA mode is forced
by ENSO and it is related to the upper level variability over SA is presented
in chapter 5.
We conclude in chapter 6 with a summary of our ﬁndings.
4
Chapter 2
Interannual rainfall variability in
South America: a review
2.1 Introduction
The aim of this chapter is to provide an introduction to rainfall variability
over South America (SA) and over southeastern SA in particular. Section
2.2 summarizes climatological features and some key elements of the climate
system that inﬂuence South American rainfall. Section 2.3 is dedicated to the
relationship between SSTs and rainfall.
2.2 Climatology
South American seasonal rainfall is modulated by few elements of the climate
system. Among these elements are: a) the Intertropical Convergence Zone
(ITCZ), a zonally oriented band of atmospheric convective activity that is
observed in the tropics; b) the South Atlantic Convergence Zone (SACZ), a
northwest-southeast oriented band low level convergence, upper-level diver-
gence, and intense convective activity that is observed over eastern Brazil and
extending into the Atlantic ocean during the southern summer (Kodama 1992);
c) the South American Low Level Jet (SALLJ), a northerly low-level jet that
advects moisture from the Amazon basin toward the southern and eastern re-
5
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gions of the continent; d) frontal systems originated in high and mid-latitudes
of the Paciﬁc ocean, which advect heat and humidity to continental South
America; and e) easterly trade winds resulting from the equatorial branches
of the North and South Atlantic subtropical highs, which advect moisture
from the Atlantic ocean to the continent. Figure 2.1 shows the climatological
mean rainfall for the four seasons of the year (Sep-Oct-Nov (SON), Dec-Jan-
Feb (DJF), Mar-Apr-May (MAM), and Jun-Jul-Aug (JJA)), for the period
1901-2002. During the southern spring season (SON) the pattern of rainfall is
primarily determined by frontal systems generated in the South Paciﬁc, and
the developing phase of the South American Monsoon System (SAMS). Fig.
2.1 shows rainfall pattern associated with SAMS, which includes the maximum
over the Amazonian region and the band of rainfall associated with the SACZ.
The outstanding feature in Fig. 2.1 is a zonally oriented region of rainfall in
tropical South America, marking the pattern associated with the ITCZ. Fig.2.1
shows that JJA is the dry season for most of the South America continent, and
intense precipitation is conﬁned to the far north of the continent. Comparing
precipitation patterns in ﬁg. 2.1 a rather singular behavior is noticed over the
subtropical eastern part of SA (SESA) in the region comprising southern Brazil,
Uruguay, Paraguay and northeast Argentina; this is particularly evident in the
fall and winter seasons when the dominant pattern of South American precip-
itation has retreated to the north of the continent, and precipitation amounts
over SESA contrast with those of the surrounding areas. Indeed, the entire
region East of 60W is characterized by a relatively ﬂat annual cycle of precipi-
tation (ﬁg. 2.2), in spite of the general marked seasonality of rainfall in which
more than 50% of the annual rainfall is observed during DJF. During winter,
precipitation over SESA is associated with extratropical cold fronts. Although
this extratropical inﬂuence persists throughout the year (Garreaud and Wal-
lace 1998), it is the SALLJ the major factor responsible for the relatively warm
and humid conditions, the development of convective cloudiness and rainfall
during spring and summer (Berbery and Collini 2000). In summer and fall
a frequent manifestation of Mesoscale Convective Complexes (MCS) has been
documented over SESA (Velasco and Fritsch 1987). The combined eﬀect of
these factors explains a rather even distribution of precipitation throughout
6
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Figure 2.1: Precipitation climatology (mm/day) for OND (upper left), DJF (upper right),
MAM (bottom left), JJA (bottom right).
the year. At a higher order of detail, there exists a slight tendency for Sep-Oct
and Mar-Apr to be the rainiest periods and for Nov-Dec to the driest period
in the annual cycle (Diaz.et al. 1998). Besides the rather uniform distribution
7
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of precipitation throughout the year, large interannual anomalies occur over
SESA in every season. Rainfall anomalies over SESA have a dominant pattern
of uniform sign, whose spatial mean over the region spans from 25 to 150% of
the climatology.
Figure 2.2: Annual cycle of precipitation (mm) over subtropical SA. From Montecinos et
al.(2000)
8
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2.3 Relationship between precipitation and sea
surface temperatures
Seasonal to interannual and longer climate variability can be thought has the
combination of external forcings and internal atmospheric variability. The
former is of particular interest to the aim of forecasting climate at this long
timescales. External forcings are slowly varying boundary conditions such as
sea surface temperature (SST), sea ice, albedo, soil moisture and snow coverage.
In particular, SST anomalies associated with the El Niño-Southern Oscillation
(ENSO) events are one of the main forcings that constitutes the base of sea-
sonal predictability especially in Tropical regions (Charney and Shukla 1981;
Brankovic et al. 1994). In this section, we review the impacts of SSTs on
rainfall over SA.
2.3.1 The impact of ENSO over South America
Most of rainfall interannual variability over SA is related to the phases of
ENSO cycle. For example, (Peagle and Mo 2002) investigated the relationship
between rainfall over SA and global SSTs by the mean of EOF analysis and
correlation maps at the interannual scale. The leading mode of summertime
precipitation anomalies (ﬁg. 2.3) presents large negative loadings over northern
South America that intensify closer to the eastern coast, around 60W-5N, and
positive loadings over southern Brazil,centered at 15N-45W, and the subtrop-
ical plains on the eastern coast of SA between 25-40S. A similar pattern has
been identiﬁed as the response to ENSO (Ropelewski and Halpert 1987, 1989;
Kiladis and Diaz 1989), in alignment with the pattern of positive correlation
with SSTs in the eastern Tropical Paciﬁc and the leading principal compo-
nent (PC) of summer rainfall over SA (Fig.2.3) presented by (Peagle and Mo
2002). The correlation between the leading PC of rainfall and El Niño3.4
index (mean of SSTs over 5N-5S, 170-120W) is the highest for simultaneous
anomalies, suggestive of a fast propagation of the signal from Tropical SSTs to
SA. The dynamical mechanism linking the two regions involves modiﬁcations
of the Walker circulation: during the El Niño events, the rising motion over
9
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tropical SA is weaker than normal, consistently with a below normal precip-
itation (e.g., Aceituno 1988; Kousky and Ropelewski 1989; Rao et al., 1986;
Ropelewski and Halpert 1987). Vice versa, during La Niña the rising motion
is enhanced and positive rainfall anomalies are observed. It is apparent that
the response of rainfall over Tropical SA presents a large degree of linearity to
the ENSO forcing.
Figure 2.3: Leading rotated EOF of rainfall for DJF (left) and correlation between the
corresponding PC and SSTs; from Peagle and Mo (2002)
2.3.2 The impact of ENSO over South Eastern South
America in spring
Several studies have documented a link between ENSO and precipitation anoma-
lies over the southern part of SA. Aceituno (1988) found signiﬁcant negative
correlation between the Southern Oscillation index (SOI)1 and rainfall over
most of Southern SA during November-December. Rao and Hada (1990) re-
ported the existence of this relationship in southern Brazil but for spring only;
a result also conﬁrmed by Grimm et al. (1998). Montecinos et al. (2000)
presented the seasonal dependence of the simultaneous relationship between
ENSO and rainfall variability over subtropical SA (25-40S) by the mean of
correlation analysis (ﬁg. 2.4). It is apparent from this study that a pattern
of coherent increased precipitation over SESA, as well as over Chile, is asso-
ciated with warm ENSO events (and vice-versa) during austral spring (ON)
1SOI is the standardized anomalous sea level pressure diﬀerence between Tahiti and
Darwin; negative (positive) values often indicate an El Niño (La Niña)
10
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and early summer (ND). Figure 2.5 presents a stratiﬁcation of the intensity of
Figure 2.4: Pattern of correlation between SST PC1 (ENSO) and rainfall for bimonthly
means. From Montecinos et al.(2000).
the monthly precipitation over SESA (average over 60 - 45 W; 24 - 38 S) ac-
cording to the phase of ENSO events for the period 1901-2002. In conducting
this analysis, we adopt the deﬁnition of ENSO events by the Japan Meteoro-
11
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logical Agency (JMA), which classiﬁes years as events if the 5 months running
mean of SSTs anomalies over 4◦S-4◦N, 150◦W-90◦W is equal or higher (lower)
than 0.5 ◦C (-0.5 ◦C) for 6 consecutive months2. We conﬁned the investigation
to those events peaking during the northern fall-winter, which are the large
majority of cases (Neelin et al. 2000; Xiao and Mechoso 2009). Even though
large precipitation anomalies can occur even in neutral years, ENSO events
have a tangible impact on rainfall over southeastern South America in spring
and early summer. El Niño events are associated with increased precipitation,
which can be as large as twice the standard deviation of precipitation over the
region. This response, for example, occurred in the famous El Niño events
of 1982/83 and 1997/98. An opposite tendency toward negative anomalies is
observed during La Niña events, which can reduce precipitation up to 1/4 of
the climatological value, particularly in spring. The results are similar to those
obtained by Montecinos et al. (2000), however in the latter simultaneous cor-
relations are considered, while in ﬁgure 2.5 the stratiﬁcation is based on ENSO
events whose peak occurred in the southern spring-summer. Cazes-Boezio et
al. (2003) outlined a dynamical picture of ENSO's impact on the South Amer-
ican climate by EOF analysis of upper level winds over SA and regression
maps of the corresponding leading principal components over diﬀerent ﬁelds.
In their results the positive phase of the leading mode is associated with twin
anticyclonic circulations over the tropical Paciﬁc on either side of the equator,
together with a deep vortex over the South Paciﬁc at 120W at upper levels
during spring. Regression maps of the leading PC onto low level winds and
global SSTs clearly reveal the association with ENSO. The mode is also signif-
icantly and positive correlated with anomalies in the vertical velocity (omega)
over northeastern SA, and negative correlated with those over SESA. (A con-
sistent result is obtained for the mean value of rainfall anomalies obtained by
13 rainfall gauge stations over Uruguay). In summer the 2nd leading pattern
of upper level winds over SA is similar to the leading mode in spring and it
is positively correlated with precipitation over Uruguay (Cazes-Boezio et al.
2003). However, the teleconnection pattern in the upper level winds does not
appear in this season, but as it was found by Robertson and Mechoso (2000)
2Results are not signiﬁcantly sensitive to the adopted deﬁnition.
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Figure 2.5: Stratiﬁcation over ENSO events (red El Niño, blue La Niña, black neutral
events) of precipitation over SESA for October (a), November (b), December (c), January
(d), February (e), March (f).
for JFM, the mode presents signiﬁcant correlations with a dipolar structure of
SST anomalies over the southwestern Atlantic. In the same study by Cazes-
Boezio et al. (2003) the 2nd EOF during the fall-winter seasons, comprising
months from March to July, shows a striking wavelike pattern, which is pos-
13
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itively correlated with precipitation over Uruguay. It arches far poleward at
around 120W from the eastern coast of Australia before turning equatorward
into South America. Similarly to summer, there are signiﬁcant SST correla-
tions over the southwest Atlantic but not with SSTs over the Paciﬁc. The
increased rainfall in south Brazil, Uruguay, Paraguay and northern Argentina
during El Niño years is frequently described as a teleconnection response to
the anomalous convective activity observed in central equatorial Paciﬁc (Mo
and Peagle 2001; Mo 2000; Kiladis and Mo 1998). The teleconnection pat-
tern receives the name Paciﬁc South American (PSA1), which is a prominent
feature of the Southern Hemisphere atmospheric variability. It is constituted
by a wave-like pattern of zonal wavenumber three with higher amplitude in
the Paciﬁc-South American sector. The patterns identiﬁed by Cazes-Boezio et
al. (2003) described above are similar to the PSA1 pattern. A more exhaus-
tive review of the ﬁndings regarding the PSA modes is provided in chapter
3. A partial signature of PSA1 appears in the schematic picture associated
with episodes of enhanced convection presented by Diaz and Aceituno (2003)
obtained by creating composites of wet and dry periods (11-days) in Uruguay
during OND and JFM. In spring the composite of negative Outgoing Long-
wave Radiation (OLR, proxy of precipitation) episodes reveals a structure of
quasi-barotropic positive geopotential height anomalies centered near 30S on
the eastern side of the continent, and a negative center to the south over western
SA. Further upstream another positive center of geopotential height anomalies
is present at midlatitudes over the South Paciﬁc. The described pattern bears
close similarities to the eastern structure of PSA1. Over the subtropics the
dipole favors an anomalously strong subtropical jet stream, which has been
related to the development of mesoscale convective complexes over the region
(Grimm et al. 1998). Furthermore, Diaz and Aceituno (2003) suggested that
the relatively warm conditions over Uruguay and southern Brazil are favored
by the intensiﬁed northwesterly ﬂow (i.e. SALLJ) which feeds the area with
air from the Amazon basin. The regional circulation anomalies characterizing
dry periods in Uruguay are broadly opposite to those described for episodes of
enhanced convection, and patterns of circulation anomalies in summer exhibit
approximately the same features described for spring. A sketch of Diaz and
14
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Aceituno (2003) results is depicted in ﬁg. 2.6.
Figure 2.6: Regional circulation anomalies characterizing periods of enhanced (left panel)
and reduced convective cloudiness (right panel) over Uruguay during austral spring and
summer. From Diaz and Aceituno (2003)
2.3.3 The impact of ENSO during summer and fall
The relationship between rainfall over SESA and ENSO in the southern sum-
mer is ambiguous. In the study by Montecinos et al. (2000), previously de-
scribed, precipitation anomalies associated with ENSO disappear in JF (ﬁg.
2.4), which is conﬁrmed by Cazes-Boezio et al. (2003). In particular the latter
authors have analyzed the upper level variability and have not found any signa-
ture of the teleconnection pattern (PSA1 mode) widely recognized as being the
dynamical link between ENSO and associated southern SA rainfall anomalies.
On the other hand, the eastern part of PSA1 resembles very closely the cir-
culation highlighted in the composites by Diaz and Aceituno (2003) in spring
but also in summer. Other studies have reported for summer the same warm
(cold) SSTs-increased (reduced) rainfall relationship described for spring. For
example, Zhou and Lau (2001) found that during El Niño years in DJF rainfall
tends to be above normal over Uruguay and southern Brazil and below nor-
mal over northeastern Brazil. In the study by Peagle and Mo (2002) the same
relationship holds for the center of anomalies over SESA appearing in the lead-
15
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ing mode of rainfall variability over SA. An intensiﬁcation of the SALLJ has
been reported by Peagle and Mo (2002) as the result of an increased pressure
gradient at low levels between the Chaco low (a cyclonic centre observed in
subtropical South America) and the South Atlantic subtropical high found in
association with ENSO. This increased gradient results in an eastward displace-
ment and strengthening of the easterly ﬂow from the northern branch of the
Atlantic subtropical high, which are then deﬂected southwards by the Andes.
Mo and Peagle (2001) have explicitly interpreted rainfall anomalies over SA in
summer as downstream eﬀects of PSA modes. In their study, the composite
of rainfall over PSA1 events resembles the leading EOF pattern of rainfall for
DJF (ﬁg. 2.3), the correlation between the two timeseries being 0.5. They
show that enhanced convection (divergence) is found from eastern to central
Paciﬁc, while reduced convection is found to the west, consistently with the
ENSO response. A region of divergence over eastern Brazil is consistent with
the reduced precipitation there, however they did not ﬁnd any signature of
upper level divergence corresponding to the two centers of positive anomalies
to the south. Similarly, the composite of rainfall over PSA2 events resembles
the 2nd leading EOF pattern of rainfall for DJF. Paegle and Mo (1997) found
evidence of the same seesaw pattern by analyzing the persistency of wet and
dry conditions anomalies over the SACZ, with intensiﬁcation (weakening) of
the SACZ being associated with a rainfall deﬁcit (enhancement) over the sub-
tropical plains of South America, including eastern Argentina and Uruguay.
Doyle and Barros (2002) and Cazes-Boezio (2003) showed that this dipole be-
havior appears also as a distinctive feature of the interannual variability of
rainfall. Upper level divergence presents centers of anomalies consistent with
the one of rainfall. Ropelewski and Bell (2008) showed that there is a robust
shift in histograms of daily gridded precipitation toward an increase in wet-
ter amounts, including an increase in heavy precipitation events, during the
summer season of an El Niño year. For the trimester November-December-
January the impact of ENSO was identiﬁed over Uruguay by Pisciottano et al.
(1994), by using long records of data from a dense network of stations. These
authors further reported a slight shift in time in the occurrence of La Niña
events, which determines below-average precipitation from October through
16
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December. This shift has been documented by Grimm et al. (2000) as inter-
esting a larger region in southern SA to the east of the Andes; while a smaller
spatial inhomogeneity and stronger positive precipitation anomalies would ac-
company El Niño events. By the mean of canonical correlation analysis Diaz
et al. (1998) reported enhanced precipitation over SESA as being associated
with warm SSTs in the Tropical Paciﬁc and cold SSTs in the South Paciﬁc
Convergence Zone for the spring-summer (November through February) sea-
son; the same type of response was found by Ropelewski and Halpert (1987)
for El Niño events for the same period but associated with El Niño events only.
Silvestri (2004) disclosed a quite interesting behavior regarding FM by com-
positing precipitation, upper and low level circulation over strong and weak El
Niño events. Corresponding to the strong El Niño events the upper level circu-
lation exhibits a pattern resembling PSA1. Silvestri (2004) suggested that this
structure generates dynamical conditions that favor the development of rain
over the eastern part of SESA by enhancing the subtropical jet and cyclonic
vorticity advection over this region. The pattern of SST during the weak El
Niño events appears to be conﬁned to the west with respect to the strong cases,
and the upper-level circulation presents anticyclonic anomalies to the south-
east of South America that produces a weakening of the subtropical jet and
a correspondent reduced transport of moisture from the Amazon, consistently
with the inhibition of rainfall over SESA. The above presented stratiﬁcation
of precipitation over SESA (ﬁg.2.5) shows that the ENSO impact on rainfall
over the region changes dramatically from December to January; their relation-
ship does not hold in January anymore. There are no signiﬁcant diﬀerences
in precipitation amounts among neutral and El Niño years, on the contrary
the largest positive anomalies occurred during La Niña events. Similar conclu-
sions hold for February and March except for the anomalies in the occurrence
of La Niña, which are very small. A detailed investigation of precipitation
responses to ENSO over southern SA discloses a high spatial variability and
has conducted to the delineation of 8 coherent regions for El Niño and 6 for
la Niña (Grimm 2000). She suggested that in spring and early summer anti-
cyclonic low level anomalies predominate over SA. The circulation is remotely
generated by the anomalous heating over central Paciﬁc which increases subsi-
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dence over the Amazon and Rossby wave propagation over subtropical regions.
Enhanced precipitation to the south would be related to the anticyclonic cir-
culation through intensiﬁed easterlies from tropical Atlantic, which are then
diverted to the south creating moisture convergence there. Grimm (2003) and
Grimm et al. (2007) suggested that the lack of precipitation over Brazil in
spring and enhanced heating over the continent favor in January local anoma-
lous low level cyclonic circulation and convergence of moisture. Consequently,
the positive precipitation anomalies disappear over the subtropical regions and
are instead observed to the north over central-east Brazil (see ﬁg. 2.7). By
February, after the above average precipitation over Brazil, and consequent
reduction of surface temperature, the low level cyclonic circulation disappears
and positive precipitation anomalies reappear over subtropical regions. Grimm
(2003) emphasized that analyses of the whole canonical summer season smooth
out relevant changes of circulation and precipitation anomalies, it mixes dy-
namically diﬀerent phenomena.This interpretation would explain the presence
of the ENSO-rainfall relationship in the studies by Pisciottano et al. (1994),
Aceituno (1988) and Diaz et al. (1998). The existence of abrupt changes of
anomalies within summer suggests the prevalence of regional processes over
remote inﬂuences during January-February. The existence of such competition
is consistent with results by Silvestri (2004). Some authors have reported an
impact of ENSO on rainfall over SESA for the fall-winter months. Examples
are found in Pisciottano et al. (1994) for the months from March through
July over Uruguay, Grimm (2000, 1998) over southern Brazil from early fall
to winter during El Niño events, while she found a shift in the timing and a
larger spatial variability associated with La Niña events. None of these studies
has suggested a dynamical mechanism involved in such a delayed impact with
respect to the peak of ENSO events, which must present diﬀerences with re-
spect to the simultaneous ampliﬁcation of the PSA1 mode proposed for spring.
Diaz and coauthors (1998), Montecinos et al. (2000), and Cazes-Boezio et al.
(2003) have not conﬁrmed these results.
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Figure 2.7: Schematic evolution from spring (left panel) to summer (right panel); from
Grimm et al (2007), see text for details.
2.3.4 The impact of Atlantic and other sea surface tem-
perature
As apparent from the previous section, SSTs associated with ENSO have a
central role in the interannual variability of precipitation over SESA in spring-
early summer. However, a number of large departures from climatology not
accounted by ENSO occurs particularly in other seasons. In this section we
review the proposed impacts other oceanic regions have on rainfall over SESA
proposed in the literature. Figure 2.8 shows the regression of the mean precipi-
tation over the region onto global SSTs for the period 1948-2002. As expected,
the clear pattern of ENSO appears in spring, furthermore we notice that east-
ern tropical Paciﬁc is the only region linked to precipitation in this season. On
the contrary, Barros and Silvestri (2002) showed that corresponding to cold
SSTs in the subtropical south-central Paciﬁc positive loadings occur in south
Brazil, Uruguay, Paraguay and northern Argentina, while negative loadings are
found in the same oceanic region. The authors argued that the PSA pattern
is not the result of the equatorial forcing alone, but it is actually caused by
opposite simultaneous anomalies over both the equatorial and the subtropical
SST. The same region in the subtropical Paciﬁc Ocean was identiﬁed as being
negatively related to precipitation anomalies over souther Brazil by Diaz et al.
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(1998). These authors investigated the conjunct patterns of variability of SSTs
and precipitation in a region comprising Uruguay and the Brazilian state Rio
Grande du Sol by the mean of canonical correlation analysis. Surprisingly, for
the spring season their analysis did not reveal a link with eastern equatorial
Paciﬁc (ENSO); instead they reported a warm (cold)-wet(dry) type of response
with SSTs in the South Paciﬁc Convergence Zone. Figure 2.8 presents for sum-
mer a positive correlation of precipitation with a small region of the ocean
underlying the SACZ. The region was identiﬁed by Doyle and Barros (2002)
through canonical correlation and composite analysis. In their composite of
positive SST anomalies the low-level ﬂow, and associated moisture transport,
is oriented in the southeastward direction, converges with the easterlies at 35S
over the Atlantic Ocean consistently with increased precipitation there. In the
composite of negative SSTs, Doyle and Barros (2002) found that the low-level
circulation turns eastward, at about 20S, toward the SACZ. There is a dipole in
precipitation whose a positive center coincides with the continental extension
of a shifted northward SACZ, and a relative minimum over northeastern Ar-
gentina and southern Brazil. Barros et al. (2000) related warm SST anomalies
appearing to the south of the SACZ with increased precipitation over northeast-
ern Argentina, Uruguay and Southern Brazil in summer. Furthermore, those
warm SSTs would be associated with a southward displaced SACZ, which in
turn strengthens the already positive precipitation anomalies. However, ev-
idences suggest that during summer cold (warm) SSTs in this region of the
ocean are linked to the interannual intensiﬁcations (reductions) of convective
activity associated to the SACZ (Robertson and Mechoso 2003), hence their
relationship suggests the existence of an atmospheric forcing onto the ocean
through the reduction of downward solar radiation due to increased cloudiness
in the SACZ (Chaves and Nobre 2004) In the fall season, warm SSTs close to
the tropical western coast of tropical SA appears to be related to precipitation
over SESA (ﬁg. 2.8); the relationship has not been previously investigated to
our knowledge. Furthermore, as for the summer season, positive correlation
appears between precipitation over SESA and SSTs in the region of subtrop-
ical western Atlantic.this relationship has been reported by Cazes-Boezio et
al.(2003) through investigation of the upper level wind variability, and Diaz et
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al.(1998) by the mean of canonical correlation analysis. In fall the SACZ has
disappeared and one could argue that atmospherically induced SST anomalies
during summer persist until the following season, and possibly modulate pre-
cipitation. In the present study we propose that even during the fall season it
is the atmosphere that drives the surface temperature of the underlying ocean.
Evidences are presented section 4.1.3. As expected, precipitation in winter is
not related to any global SSTs (ﬁg. 2.8) since it results from synoptic scale
phenomena.
Figure 2.8: Regression of mean precipitation over SESA onto global SSTs during the same
seasons, ON (upper left), JF (upper right), AM (bottom left), JJ (bottom right),signiﬁcant
values at 95% are shaded.
2.4 Seasonal forecasts of precipitation over South
America
Reliable climate forecasts help decision-makers in the planning of eﬀective re-
sponses to departures from the mean seasonal cycle (seasonal anomalies) in an-
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ticipation of their occurrence. Precipitation anomalies can have strong impacts
on human activities, especially in regions strongly dependent upon agriculture
and hydroelectricity production such as La Plata basin in SESA. The review
presented in the previous sections demonstrates that SSTs in various regions of
the Paciﬁc and Atlantic Oceans, and in particular ENSO, have been identiﬁed
as modulators of rainfall over SESA on the seasonal timescale. Current oper-
ational models, however, seem unable to exploit the associated potential for
predictability of seasonal precipitation anomalies in the region. For example,
the International Research Institute for Climate and Society (IRI) provides,
since 1997, probabilistic forecasts for below-, near- and above normal for pre-
cipitation and temperature, one month in advance for the upcoming 3 months.
The forecasts are obtained by combining products of dynamical models and
simple empirical prediction methods based on the phases of ENSO. The skill
of IRI seasonal forecast over subtropical SA, as evaluated by ranked proba-
bilistic skill score (RPSS) with respect to climatology (Wilks 1995), is between
-0.1 and 0.1 for all seasons except for the austral spring, when the skill can
increase up to 0.3 (Goddard et al. 2003). Seasonal rainfall predictions' by
the European multimodel seasonal forecasting system for the southern sum-
mer over SA have low skill (Coelho et al. 2006). Starting December 1997,
the Climate Outlook Forum (COF) has been producing seasonal precipitation
forecasts for SA east of the Andes and between 20S and 40S. The forecasts
are obtained by combining outputs of several numerical and statistical mod-
els, results of diagnostic analysis and published research on regional climate
variability; and are released in the same format as those from IRI. Berri et al.
(2005) found that the average RPSS of COF forecasts for all seasons is neg-
ative over most of SESA. The European Centre for Medium-Range Weather
Forecasts (ECMWF), together with other research and operational centers in
Europe, developed the DEMETER (Development of a European Multimodel
Ensemble system for seasonal to inTERannual prediction) project in order to
assess the capability of a multi general circulation model (GCM) ensemble fore-
cast system to produce seasonal to interannual forecasts (Palmer et al. 2004).
The GCMs participating in the project produced hindcasts from 1959 to 2001.
The multimodel ensemble mean hindcast by ECMWF, the United Kingdom
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Met Oﬃce (UKMO) and Météo-France (METF) captures the main pattern
and intensity of precipitation climatology over SA in all seasons. Nevertheless,
precipitation anomaly forecasts over SESA present small departures from the
climatology, and most of the observed values fall outside of the 95% prediction
interval as deﬁned by the variance of the ensemble mean (ﬁg. 2.9). Hindcasts
have marginal skill when GCMs are run the same month the prediction targets,
as in November-December (ND) and May-June (MJ).
Figure 2.9: Mean precipitation over SESA for ON. Bias corrected forecasts by EMU (red),
95% prediction interval (light blue) and observations (green) and climatology (black dots).
Even though boundary conditions can provide some predictability of the
atmosphere on seasonal time scales, precipitation in still nowadays a challeng-
ing quantity to forecasts. This is because our present knowledge about the
climate system and its complex interactions is still far from comprehensive. In
particular, precipitation involves microscale processes (10−6 m) that cannot be
explicitly resolved by the typical resolution of current state of the art GCMs
( 200Km). In addition, those processes are not known at a fundamental level.
These lacks of knowledge together to computational limitations are translated
into climate models via simpliﬁcations/parameterizations. Current parame-
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terizations and GCMs tuning practices have been proposed to be a source of
structural instability3 and consequently of irreducible imprecision of the GCMs
themselves (McWilliams 2007). On the other hand, precipitation can be linked
to other variables explicitly computed (better forecasted). Studies by Pezzi et
al. (2000), Folland et al. (2001), Greischar and Hastenrath (2000) and Martis
et al. (2002) have developed empirical models relating observed rainfall with
SSTs over the Atlantic and Paciﬁc oceans as well as the meridional surface
wind component over the tropical Atlantic to predict seasonal rainfall over the
south and northeast regions of Brazil. Empirical models have been primarily
developed for these regions because of the higher predictability of these regions
compared to the other areas of South America. The empirical predictions of
Pezzi et al. (2000) for the south of Brazil are generally less skillful than the
predictions for the northeast region of Brazil, and El Niño years were found to
be more predictable than neutral and La Niña years. Several studies have used
atmospheric GCMs forced with observed SSTs to simulate seasonal rainfall over
South America (e.g. Folland et al. 2001; Cavalcanti et al. 2002; Marengo et
al. 2003; Moura and Hastenrath 2004). These studies have demonstrated that
atmospheric GCMs forced with observed SSTs have some predictive skill when
forecasting rainfall in the tropical region of South America and over the south
region of Brazil, Uruguay, Paraguay and northeast Argentina. They all found
that forecast skill is highly conditioned on the manifestation of ENSO events,
with neutral years having less predictive skill. Indeed, tropical South America
and the south region of Brazil, Uruguay, Paraguay and northeast Argentina
have strong ENSO signals (see 2.3.1). Only a few comparison studies (Folland
et al. 2001; van Oldenborgh et al. 2003; and Moura and Hastenrath 2004),
focussing on rainfall forecasts for South America, have been carried out and
further systematic comparisons are desirable (Moura and Hastenrath 2004).
The study by van Oldenborgh et al. (2003) concluded that physically derived
dynamical predictions outperform empirical predictions over tropical South
America, northeast Brazil and Uruguay. Folland et al. (2001) and Moura
and Hastenrath (2004), which focussed on rainfall forecasts for the northeast
3Small changes in the model formulation alter the long-time probability distribution func-
tion, i.e. the attractor (McWilliams 2007)
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Brazil, both concluded that physically-derived dynamical predictions do not
outperform empirically based predictions. Their conclusions are in accordance
with other comparative skill assessment studies for other target regions outside
South America (e.g. Barnston et al. 1999a; Anderson et al. 1999). Recently,
Coelho et al. (2006) have developed an integrated seasonal forecast system
that combines an empirical model, which uses Paciﬁc and Atlantic SSTs as
predictor of precipitation over SA, and a multimodel coupled system. In gen-
eral for the southern summer marginally skilful predictions have been obtained
over SESA (see their ﬁg.9), while better predictions result in the occurrence of





The Paciﬁc-South American (PSA) modes are a dominant features of the
Souther Hemisphere circulation. Diﬀerent analyses have revealed slightly dif-
ferent structures that have been all named "PSA". The aim of this ﬁrst section
is to present these structures.
The leading Paciﬁc-South American mode was ﬁrst identiﬁed by Mo and
Ghil (1987) for the Southern Hemisphere (SH) winter as 3rd leading EOF mode
of the geopotential height at 500hPa (Z500) at the intraseasonal timescale. Its
named is due to the similarity of the pattern to the Paciﬁc North American
mode (Wallace and Gutzler 1981). It is constituted by a prominent anticyclonic
circulation centered over the southern Paciﬁc Ocean, at 130W-60S, and by two
other smaller anticyclonic centers located at high latitudes over the central At-
lantic and Indian Oceans. To the north from 40S toward the equator, negative
isopleths are zonally oriented at all longitudes, except over the South American
continent, where they are meridionally oriented and connect subtropical South
America with a region of negative anomalies embracing Antarctica. (ﬁg. 3.1).
Later on Kidson (1988) found a similar pattern by point (64.4S-60W) corre-
lation map. In the same study, by EOF analysis of the Z500 Kidson (1988)
identiﬁed two patterns resembling wavetrains in middle and high latitudes (ﬁg.
3.2 ) as 2nd and 3rd mode of interannual variability of the SH. They have also
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been identiﬁed by Szeredi and Karoly (1987a,b), but in their study atmospheric
structures are less recognizable because of the sparseness of the stations data
available at that time, especially over the region of interest. A little confusion
might arise since the PSA obtained by Kidson (1988) show little agreement
with the one of Mo and Ghil (1987). The reason of the discrepancy arises from
signiﬁcant diﬀerences in the preprocessing of the data among those studies.
The structures nowadays commonly referred to as PSA1 and PSA2 are those
presented by Kidson(1988).
Figure 3.1: EOF3 for normalized anomalies of Z500 during the SH winter. From Mo and
Ghil (1987).
After these milestone papers, several authors have found the PSA patterns
as a sequence of alternated anomalies centered around 60S with larger ampli-
tude in the Paciﬁc-South American sector. Since the two modes account for
comparable fraction of the total variance and the corresponding patterns are in
quadrature, they have been frequently referred to as wave-like patterns (Paegle
and Mo 2001). For example, Mo (2000) compared leading patterns of interan-
nual variability obtained by monthly anomalies of NCEP-NCAR and ECWMF
reanalysis for the period 1949-1998. In her study, after removal of the annual
cycle and pooling all seasons together, the PSA patterns appear as 2nd and 3rd
leading EOF modes of the Z500. PSA1 is characterized by a center of negative
anomalies at 30W, to the east of SA, south of 60S, a marked positive center
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Figure 3.2: EOF2 (left) and EOF3 (right) from the twice-daily low-pass ﬁltered unnormal-
ized anomalies for 1980-1986. From Kidson (1988).
at 120W-60S, and an L-shaped region of negative anomalies over the central
Paciﬁc. The PSA2 presents alternate centers of positive and negative anoma-
lies located at 60S: a 1st region of negative anomalies centered over southern
Australia at 210W, an intense positive anomalous vortex at 180W, a minor
eddy at 90W and another center of positive anomalies at 30W. Together with
the isolate region of positive anomalies centered between 60 and 90E, they form
a hemispheric zonal wavenumber 3. Patterns obtained by ECMWF reanalysis
present slight diﬀerences in the intensity and location of the anomalies, but the
same signals emerge clearly from the two datasets (ﬁg.3.3). The PSA patterns
have equivalent barotropic structures (Szeredi and Karoly 1987b). Paegle and
Mo (2001) showed the similarities of the PSA patterns obtained by Z500 and
the streamfunction at 200 hPa at the intraseasonal-interannual scale. PSA
are the 2nd and 3rd modes of Z500 and the 4th and 5th rotated modes of the
eddy streamfunction variability (ﬁg.3.4). The corresponding patterns present
a zonal wavenumber 3 in mid-to high latitudes. A meridional wavenumber one
between 70S and the Tropics appears in the streamfunction anomalies, espe-
cially for PSA2. The PSA1 pattern has its strongest center at 120W-60S, and
alternate centers of anomalies extending from Australia to subtropical SA. In
the study by Paegle and Mo (2001) patterns of Z500 and eddy streamfunction
compare very well with each other, even though, at a more detailed level of
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Figure 3.3: EOF2 (upper panels) and -EOF3 (bottom panels) for 500hPa seasonal mean
height anomalies from NCEP-NCAR (left) and ECMWF (right) reanalyses. FromMo (2000).
description, diﬀerences are visible particularly east of 180E. Anomalies form-
ing PSA2 are in quadrature and displaced 1
4
of wavelength to the east with
respect to those of PSA1. PSA modes form an arch in which the locations of
anomalous centers are aligned in the south-east direction between the western
Paciﬁc and 120W-60S, and north-eastward to the east of 120W. In interpreting
PSA modes as an eastward propagating wave, 60S is a critical latitude corre-
sponding to which the wave is reﬂected toward the tropics (Lau et al 1994;
Ghil and Mo 1991). Over SA, anomalies have smaller intensity with respect to
those over the Paciﬁc, and have been described as belonging to the PSA pat-
terns only in studies using the eddy streamfunction (Lau et al. 1994; Mo and
Higgins 1998; Kidson 1999; Mo and Paegle 2001). This is not surprising since
the streamfunction gives comparable weight to circulation changes in high and
low latitudes.
Lau et al. (1994) showed the relevance of the PSA modes in their investiga-
tion of the global (75N-75S) low-frequency multiscale atmospheric variability.
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Figure 3.4: EOF3 (upper panel) and EOF4 (bottom panel) for the 200hPa eddy stream-
function anomalies with zonal means removed. From Peagle and Mo (2001).
The 7th and 8th modes of 200hPa streamfunction global variability are remark-
ably similar to the patterns obtained by Paegle and Mo (2001): anomalous
centers are detected from southern Australia to the subtropical SA (PSA1)
and eastern Africa (PSA2), while no anomalies are found anywhere else. PSA
modes were also identiﬁed by the 300 hPa streamfunction by Kidson (1999)
in his comprehensive investigation of the SH variability. In this study the 4th
(PSA2) and 5th (PSA1) EOF modes of interannual variability represent the
South Paciﬁc Wave Train (i.e. PSA modes) and variation in the strength of
the subtropical jet. They bear similar characteristics to the patterns obtained
by Mo and Higgins (1998), Paegle and Mo (2001), and Kidson (1988) among
others. Later, the PSA modes were found in the geopotential height at a lower
level (700hPa) by Robertson and Mechoso (2003). In their study, PSA1 and
PSA2 are the leading modes of the 10-day low pass ﬁltered data, and account
for a large fraction (21.7 and 19.3%) of the total variance.
As summarized, the PSA patterns appear in several studies by using dif-
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ferent datasets and data preprocessing, they present slight diﬀerences in the
strength of the anomalies, and the amount of variance they account for. The
PSA modes ubiquitous features of the SH atmosphere.
3.1 Seasonal and timescale dependence
Using the 200hPa eddy streamfuction for the SH winter (May-to-September),
Mo and Higgins (1998) found patterns of the interannual and intraseasonal
variability almost identical to those obtained by Paegle and Mo (2001) (see
Mo and Higgins 1998; their ﬁg. 1). Lau et al. (1994) found a slight increase in
the amplitude of the PSA1 during the late summer and spring, and almost no
seasonal variations in the amplitude of the PSA2 (see their ﬁg. 9g, 9h). They
argued that the two modes own their existence to the internal dynamics of the
SH extratropical mean ﬂow, which presents a small seasonality.
Surprisingly, Kidson (1999) has not identiﬁed the PSA patterns at the in-
traseasonal scale (10-50 days, in his study) for either summer or winter1. Sim-
ilarly, Ghil and Mo (1991). did not ﬁnd, in either winter or in summer, any
pattern resembling the PSA modes in the ﬁrst six leading EOFs of intrasea-
sonal variability, by using an independent dataset from the one used by Kidson
(1999), and testing the sensitivity of the results on three intervals of band-pass
ﬁltered data (10-90; 10-120;10-150 days). The PSA patterns account for a large
amount of variance at the interannual timescale (of the order of 10-20%); we
argue that PSA modes' characteristic periods range between the intraseasonal
and the interannual timescales. Our interpretation is consistent with the ﬁnd-
ings by Mo and Paegle (2001) and Mo and Higgins (1998) who found clear
signatures of the PSA modes by ﬁrst extracting signals at the intraseasonal
scale and by averaging over the season next. The latter ﬁlters the intraseasonal
variability further, enhancing signals that range between the intraseasonal and
longer timescales. A similar interpretation has been sketched by Kidson (1999;
see his ﬁg.17 -PSA are called SWP there-). A link between these two timescales
has been provided by Cazes-Boezio et al. (2003) who identiﬁed wavetrain-like
1analysis for the other seasons are not presented in his study
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regimes by cluster analysis of Z700. The wave-like regimes are markedly similar
to PSA modes in spring, summer and the fall-winter, and present no marked
seasonality. Cazes-Boezio et al. (2003) showed that changes in the amplitude
and frequency of occurrence of these regimes determine their presence at the
interannual timescale in spring and fall-winter.
We conclude that diﬀerences among these studies may signiﬁcantly depend
upon the preprocessing made on the data. For the winter season, Kidson
(1999) identiﬁed PSA1 as the 4th mode in the interannual band but neither
the 5th nor 6th bear evident similarity with PSA2, although they both appear
as a wavenumber three pattern at high latitudes. In summer the 4th and 5th
modes are PSA1 and PSA2 respectively, however they are not signiﬁcantly
discriminate from noise (Kidson 1999). This result and the clearer detection
of PSA obtained by pooling all seasons together suggest that PSA modes are
relevant modes of variability in spring and fall. This seasonality is conﬁrmed in
the work by Carril and Navarra (2001), which shows that the 2nd and 3rd leading
modes of seasonal anomalies are respectively PSA1 and PSA2 for JAS, but
for JFM only a pattern (EOF2) bearing some similarities with PSA1 over the
Paciﬁc is identiﬁed using Z500 ERA monthly means. These results conﬁrm that
PSA patterns signiﬁcantly contribute to the variability at the interannual scale.
Cai and Watterson (2002) reported the existence of broad similarities between
PSA patterns obtained by annual and monthly anomalies at the interannual
and intradecadal timescales. On the other hand, they found the intensity of
PSA1 to be larger in spring and winter.
We conclude that, at ﬁrst level of description, variability among seasons
is not large in the SH. (Lau et al. 1994). However, detectable diﬀerences do
exist and are sensitive to the preprocessing made on the data, especially at
the intraseasonal scale. Patterns obtained by pooling all seasons together are
likely to be mainly dominated by the circulation in spring and winter (Cai and
Watterson 2002). As highlighted by Robertson and Mechoso (2003) we point
out to the need of further investigations on the seasonality of the PSA modes,
including, in particular, the spring and fall seasons, which have been considered
by only few authors (Cai and Watterson 2002; Garreaud and Battisti 1999;
Robertson and Mechoso 2003).
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3.2 The origin of the PSA modes
Karoly (1989) suggested the linkage between ENSO and the PSA modes by
compositing 200hPa height over the three ENSO events that occurred between
1972 and 1983. Corresponding to the developing phase of ENSO, in the south-
ern winter (JJA), he identiﬁed a wave pattern at high latitudes similar to
PSA1. Composites of outgoing long-wave radiation anomalies (OLRA) over
PSA1 events in winter show enhanced convection over central-western tropical
Paciﬁc and reduce convection over the Indian Ocean (Mo and Higgins 1998).
Reduced convection over western Paciﬁc and enhanced convection over south
subtropical central Paciﬁc and the Indian Ocean are found compositing over
PSA2 events (Mo and Higgins 1998). This exercise identiﬁes which pattern
of tropical convection might be responsible for the generation of PSA modes.
Furthermore, they found a strong similarity between their composites and the
leading EOFs of OLR over the same region, which underlies the relevance of
the proposed mechanism with respect to the tropical convection variability.
However, the small correlation (0.3) between PCs of OLR and PSA and the
unmatch of their characteristic periods imply that the PSA modes are not
purely responses of tropical convection.
In a forecasting framework it is important to assess how frequently the
proposed mechanism is observed. The little variance associated with leading
OLRA EOF modes (6-7%) is already a clue of a non dominant eﬀect in this
contest. Following the criteria used by Mo and Higgins (1998) to select events
an evaluation of the practical relevance of the relationship, as deﬁned by the fre-
quency of occurrence2, can be done by observing that there can be potentially
170 events3. The 41 events reported by Mo and Higgins (1998) for PSA1 rep-
resent 25% of the maximum potential number of events; in other words in 75%
of the days the relationship does not necessarily hold. Similar considerations
can be drawn for PSA2. Mo and Higgins (1998) argued that forcing over the
western tropical Paciﬁc can create a favorable situation for a particular phase
2The relevance of a relationship is also measured on possibly related rare extremes impacts
3The criteria is that PC of PSA1 must be larger than the threshold for 12 subsequent
days. Thus, there are 170 chunks of 12 days considering 23 winters X 90 days each winter
(170= 23X90/12)
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of the PSA modes to strengthen. On the contrary, Szeredi and Karoly (1987)
did not ﬁnd coherent hemispheric pattern of anomalies associated with ENSO
events for winter. In Kidson (1999) the PSA modes are found as 4th and 5th
modes (SWP) of interannual variability, by pooling all seasons together, and
are found as not being correlated with SOI (See his table 2). The correlation
map between monthly mean SOI and the streamfuction low frequency variabil-
ity (50 days low pass ﬁlter) showed by Kidson (1999, see ﬁg. 16) presents a
pattern highly similar to PSA1, while Lau et al. (1994) concluded the modes
are independent from tropical convection by ﬁnding a low correlation with OLR
at the same timescale. In the mature phase of ENSO, the southern summer
(DJF), no clear PSA patterns appear and the anomalies are more zonally sym-
metric (Karoly 1989). Consistent results have been presented by Carril and
Navarra (2001) who investigated the relationship between Tropical SSTs and
the PSA modes by performing SVD analysis on an ensemble of experiments
generated by ECHAM-4. They found evidences of the PSA1 pattern on the
simulated Z500 and sea level pressure (SLP) during the winter season, while
the teleconnection pattern associated with ENSO in summer is markedly zonal.
However, in the study by Carril and Navarra (2002) the structure presents out
of phase anomalies over the eastern south Paciﬁc and a vortex centered over
the Indian Ocean that might resembles the PSA2 in this season.
None of the above studies report results regarding the spring and fall sea-
sons. A more robust relationship in these two seasons compared those in winter
and summer appears in the study by Garreaud and Battisti (1999). These au-
thors have examined the atmospheric low frequency variability in the SH asso-
ciated with ENSO by regression maps of the cold tongue index (average of SST
btw 6S-6N, 180-90W) onto SLP, SST, wind surface and Z500 for the interannual
and intradecadal variability separately. At the interannual timescale, by pool-
ing all seasons together, the regression map on surface winds reveals that most
amplitude is concentrated in a vortex centered at 120W-60S in association with
a prominent center of SLP anomalies. Other centers of anomalies constituting
PSA1 are not revealed by the same regression map (Garreaud and Battisti
1999, their ﬁg 2), thus the vortex at 120W-60S is an outstanding feature of
the SH variability not always related to PSA1 (Kiladis and Mo 1998). In the
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same study, in winter (JJA) the vortex at 120W has an equivalent barotropic
structure with a meridional wavenumber 1 over central Paciﬁc. Other smaller
anomalous centers are found over Australia and the Indian Ocean, but again
the pattern does not present the typical characteristics of PSA1. A seasonal
stratiﬁcation of the analysis clearly reveals the PSA1 pattern in fall (MAM)
and, to a less extent, in spring. (Fig.3.5).
Figure 3.5: Seasonally averaged 500-hPa geopotential height regressed upon the cold tongue
index for each season. From Garreaud and Battisti (2001).
These results do support the existence of a relationship between ENSO and
PSA1 in fall and spring, but surprisingly the correspondence is not found in
winter when the PSA patterns stand out more clearly (Carril and Navarra
2001; Cai and Watterson 2002; Mo and Higgins 1998) or during the peak
phase of ENSO (southern summer). Mo 2000 supported the existence of a
relationship between ENSO and PSA1 by showing a striking similarity between
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the timeseries corresponding to the PSA1 and the reversed SOI index, and the
correlation between PCs corresponding to PSA1 and global SSTs; she obtained
high correlations over the Indian Ocean (see her ﬁg. 2 and 4). Her results hold
at the interannual timescale in all seasons. In Mo (2000) global SSTs are
uncorrelated with PSA2 in winter, but the relationship appears in spring. In
this season correlation values up to 0.6 depict the pattern of ENSO and are
also present over large areas in all ocean basins south of 10N (see her ﬁg.6).
Mo and Peagle (2001) conﬁrm Mo' (2000) results and extends the analysis to
the other seasons: for PSA2 no relationship with ENSO is found for winter
and fall, while for PSA1, the highest positive correlations are found over the
ENSO region in summer and spring and the lower in winter.
Over the SH sector the SLP ﬁeld regressed upon an index (GR), accounting
for the interdecadal ENSO variability, reveals features similar to its interan-
nual counterpart (Garreaud and Battisti 1999), but a less intense signal. In
winter, associated with the interdecadal variability of ENSO, the spatial struc-
ture of geopotential height over the SH mid and high latitudes exhibits a zonal
wavenumber-3 but the pattern does not resemble any of the PSA. In the study
by Garreaud and Battisti (1999) the structure of surface wind convergence
and evaporation in the tropical Paciﬁc associated to ENSO are signiﬁcantly
diﬀerent between the two timescales (see their ﬁg. 6 and 7). Hence, the au-
thors suggest that diﬀerences in the midlatitude circulation might be due to
diﬀerences in the location of the tropical heating anomalies. The PSA modes
have been attributed to internal atmospheric dynamics by Cai and Watterson
(2002) using Commonwealth Scientiﬁc and Industrial Research Organization
(CSIRO) GCM. They performed a set of three experiments: one coupled exper-
iment, allowing air-sea interactions and producing ENSO cycles, a mixed layer
experiment, in which only local air-sea interactions are allowed, and a 3rd ex-
periment in which the atmosphere is forced by observed SSTs climatology with
a ﬁxed annual cycle. To investigate the internal variability of the Z500 they
removed the Z500 anomalies linearly attributable to the ENSO mode of the
coupled experiment. Anomalous patterns of the Z500 corresponding to PSA2
(wavenumber-3 in their paper) are very similar among the experiments. Key
diﬀerences exists for PSA1 (ﬁg. 3.6). In this case, in all the experiments the
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vortex at 120 is clearly identiﬁed, conﬁrming again that it is a major feature
of the SH circulation not univocally part of PSA1.
Figure 3.6: The 500-hPa geopotential height anomalies (m); associated with PSA1 (left
panel) and PSA2 (right panel), in the (top row) coupled experiment, (second row) mixed-
layer experiment, (third row) climatology experiment, and (bottom row) in the coupled
experiment but with anomalies associated with the model ENSO removed. See text for
details. From Cai and Watterson (2002).
Interestingly, both anomalies in the coupled experiment and with the ENSO
contribution removed clearly reveal the PSA1 pattern, the latter being of a
smaller magnitude (ﬁg. 3.7). Consistently, the corresponding standard de-
viation of the PC is signiﬁcantly smaller than the one obtained by the EOF
analysis of anomalies in the fully coupled model. Thus, Cai and Watterson
(2002) suggested that ENSO increases the frequency of PSA1 events without
changing its structure. A similar hypothesis for both PSA modes has been
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Figure 3.7: The 500-hPa geopotential height anomalies associated with the model ENSO
mode in the coupled experiment. From Cai and Watterson (2002).
formulated by Cazes-Boezio (2003) but for the austral spring only.
At the intraseasonal scale Mo and Paegle (2001) found persistent OLR
anomalies associated with the development of PSA modes for DJF, similarly
to those of Mo and Higgins (1998). Anomaly composites suggest and eastward
evolution of OLRA with a characteristic period of about 24 days, however
the composites of streamfunction suggest a rather blocked circulation in which
stationary anomalies amplify. The OLR patterns corresponding to PSA2 and
PSA1 are roughly in quadrature with each other. The corresponding compos-
ites for streamfunction are not presented.
3.3 Are PSA modes two phases of a propagating
wave?
The spatial phase quadrature between the two PSA modes, together with their
near-degeneracy in EOF analyses, suggests they are a propagating wave. For
the southern winter, Mo and Higgins (1998) showed a symmetric behavior
of the lead-lagged correlation between PC of the PSA modes; the maximum
correlation ( 0.4-0.5) corresponds to PSA1 lagging and leading PSA2 by 4-
5 days. Considering a model in which PSA2 and PSA1 belong to the same
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"perfect wave" and PSA2 is shifted 1
4
λ (Lau et al 1994), one would expect
a period of 20 days. In fact, let us suppose that PSA1 is present at t=0.
The peak of negative correlation at t=-5 days (PSA2 leading) implies that the
opposite phase of PSA2 is present 5 days prior to PSA1. (5/0.25 days = 20
days to complete a whole cycle). The symmetry of the lead-lag correlation is
consistent with the "perfect wave" model. The evolution is summed up as
(+)PSA1 → (+) PSA2 → (-)PSA1 → (-) PSA2 → (+)PSA1
and coincides with the one outlined by Mo and Higgins (1998). To relax the
assumption of perfect periodicity, these authors conducted a singular spectrum
analysis (SSA) on PC corresponding to PSA modes and found the two modes
being a quasi-periodic oscillation with a dominant period of 40 days.
In most cases, the ﬂow evolves from one PSA mode to another, becomes
stationary for sometimes and then propagates again. The residence time in
each phase is approximately 5 days. The above indicated sequence indicates
which transitions are statistically more likely to occur. Mo (2000) identiﬁed
the PSA1 and PSA2 low-frequency characteristic periods as 48 and 25 months
respectively. Approximately the same periods result for the PC associated
with ENSO. The result does not support the idea that PSA1 and PSA2 are
two phases of the same wavetrain, but does support the idea of ENSO being
the forcing of these patterns (see Mo 2000, ﬁg.9).
As opposite to the interpretation of the PSA modes as being a propagating
wave, Mo and Ghil (1987) found two types of geographically ﬁxed anomalies
similar to the PSA modes. Since a propagating wave does not have a preferred
phase, the two descriptions are inconsistent with each other. The issue was
investigated in detail by Robertson and Mechoso (2003), who conducted sep-
arate analyses to test the two interpretations and the aim of shading light on
the nature of the PSA modes. In both cases a preliminary EOF analysis was
used as method of data reduction. The "regime analysis" was conducted to
evaluate the extent to which the interpretation of the PSA modes as geograph-
ically ﬁxed anomalies hold, separately in each season. In this case, they used
primarily a K-means analysis, which consists of expressing anomalous ﬁelds as
combination of the 10 leading EOF modes and identifying regimes as clusters in
the 10-dimensional PC space. The number of regimes selected is K=3 or K=5
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for fall, 4 for spring and 3. In summer the description is less valid, because the
results are more sensitive to details of the analysis. To test the sensitivity of
the result on the k-means analysis, Robertson and Mechoso (2003) performed
a Gaussian mixture model. The outcomes of the two analyses are that the
regime description is well justiﬁed in fall and winter, less justiﬁed in spring
and probably not applicable in summer. For parsimony and robustness con-
siderations they continue their investigation using k=3 for winter, spring and
fall.
In all seasons the regimes found by Robertson and Mechoso (2003) are
similar to the PSA patterns, regimes 1 and 3 (2) look like PSA1 (PSA2).
EOF1 can be viewed as the pattern that maximizes the variance contained in
regimes 1 and 3. The residence time in each regime in larger than few days
and the preferred order for the transitions is
(-)PSA1→(+)PSA2→(+)PSA1→(-)PSA1
which is an eastward propagating circuit. It holds especially in spring, it
is the preferred direction in winter, but shows almost no preference in fall (see
Robertson and Mechoso, 2003, table 1). The circuit diﬀers from the one by Mo
and Higgins (1998) which comprehend all the positive and negative phases of
PSA1 and PSA2 in an alternated symmetric sequence, furthermore the work
by Robertson and Mechoso (2003) emphasizes the stationariness of the regimes
instead of the transition among them. Only for spring these authors reported
evidence of a strong tendency toward propagation.
To look for the oscillatory behavior of PSA modes Robertson and Me-
choso (2003) performed singular and multiple spectrum analyses on "pseudo-
Pc" timeseries obtained by projecting 5 days average unﬁltered data onto EOF
patterns corresponding to PSA1 and PSA2. All seasons were pooled together
in this investigation. Comparable common peaks (of the order of 45-48; 30-
20; 15 days) result for the two pseudo-PC from the two independent spectrum
analyses, but the corresponding magnitudes are not similar as it would be if the
modes were a propagating wave. Indeed, the maximum lag correlation between
pseudo-PC is 0.14 so the spectra of the 2 modes indicate a red background with
rather modest oscillatory components superimposed.
To explore more closely the spatio-temporal structure of the data and avoid
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problems of near degeneracy of the 2 leading modes, the MSSA was performed.
In this analysis each eigenelement is associated with an evolving spatiotemporal
structure, such that the sum of all reconstructs the original dataset. A pair of
peaks with a period of 42.5 days and another at 18.5 days are found consistently
with results of the SSA. While the behavior between 20-30 days appears to be a
broader band. The 2 leading eigenelements of the MSSA (PSA1 and PSA2-like)
are in quadrature. They correspond to PSA1 and PSA2 with the latter leading
the former, indicative of an eastward propagating wave; however the amplitude
of PSA1 is considerably larger. The phase composites show that the system
propagates eastward very slowly with a rapid intensiﬁcation of the PSA1, which
then persists and decay slowly into the PSA2-like pattern (ﬁg.3.8). Robertson
and Mechoso (2003) found that the oscillatory components account for a very
small fraction of the variance, with the 42 days mode accounting for about 5%
of the low-frequency variance. Nevertheless, there are signiﬁcant relationships
between the circulation regimes and the phases of the oscillation, in fact the
regime progression 1→2→3 through the 42 days cycle is generally observed.
We agree with Robertson and Mechoso's (2003) interpretation according to
which the oscillatory and ﬁxed circulation descriptions are consistent with each
other since the oscillation is predominantly stationary in space. Robertson
and Mechoso (2003) did ﬁnd some evidence of eastward propagation in austral
spring, which is brought out by the transitions between the 3 regimes identiﬁed
in the k-means analysis and by the higher number of regimes identiﬁed by
the K-means analysis speciﬁcally for this season. More precise considerations
regarding the spring season should be made by analyzing this season separately.
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Figure 3.8: Phase composites over phase intervals 0 − pi4 (1), pi4 − pi2 (2), pi2 − 3pi4 (3), and
7pi
4 − 2pi (8),with negative anomalies shaded. (c) Meridional averages 50-60S of the maps
in (b). Also shown (arrows) are the longitudes of the maxima of PSA1 and PSA2. From
Robertson and Mechoso (2003).
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Chapter 4
The impact of upper level winds
on precipitation and its potential
for seasonal forecasts
As discussed in 2 and 3, ENSO related SST anomalies over the Tropical Pa-
ciﬁc have been proposed to both generate (or excite) the Paciﬁc South Ameri-
can modes and to impact interannual rainfall anomalies over southeastern SA.
These relationship seem to be stronger during the austral spring and somehow
uncertain in the remaining seasons. A logical question to pose is weather or
not, and to what extent, these three components of the climate system are
linked together. In other words, is ENSO forcing (exciting) the PSA modes,
which in turn impact rainfall over subtropical SA? Does this chain of events
depend on the season? Our study tackles these questions in the contest of
seasonal forecasts of precipitation. The forecast framework provides a chal-
lenging setting that reveals the extent to which relationships among quantities
are valid. In other word, broadly speaking, a useful predictor has a "relevant"
and "recurrent" physically meaningful relationship with the predictant. The
meaning of "relevant" and "recurrent" are problem (user) dependent, and a
detailed description of these aspects is beyond the scope of the present study.
In this chapter we will be testing the hypothesis that the upper level wind
variability is related to precipitation anomalies over SESA. Our measure of
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"relevancy" of the predictor is provided by the skill of the forecasts compared
to those of current operational centers and research studies.
4.1 The physical relationship between rainfall
and upper level winds
4.1.1 Interannual variability of upper level winds over
South America
We described the winds interannual variability by the mean of an EOF analysis.
The analysis was performed on winds over SA (10N, 60S; 90W, 30W) at the
200 hPa level, for the period 1948-2002, for ON, JF, AM and JA individually.
As a ﬁrst step, we computed seasonal anomalous meridional and zonal wind
ﬁelds with respect to the long-term mean of each season at each grid box. Next,
we combined the two components in one vector and obtained eigenvectors and
eigenvalues of the covariance matrix. Depending on season, the variability of
upper level winds over SA is dominated by 2-3 distinct modes, which together
account for 40 to 55% of the total variance. The patterns associated with the
1st leading mode in ON and AM and with the 2nd leading mode in JF and JA
have very similar structure: they consist of a continental scale vortex, centered
on the Atlantic coast of subtropical SA at around 25S; 50W (ﬁg. 4.1). These
modes account for a large fraction of the variance and are statistically signif-
icant. We notice the presence of an opposite circulation in the southwestern
corner of the domain in ON, JF and AM, which reminds the eastern part of
the PSA1 pattern, similarly to the ﬁndings of Aceituno and Diaz (2003). In
JA the circulation presents less similarities with respect to the patterns for the
other seasons, particularly over the Tropics where a second eddy is found in
JA only. The vortex has a quasi-barotropic structure in spring, summer and
fall, as shown by the composite of wind at 200, 500 and 850 hPa over events
in which the normalized PC of upper level winds variability is greater than 1
(see in ﬁg. 4.2 AM as an example). Similar patterns are found for the other
seasons and composites over values of the PC smaller than -1 (not shown). The
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Figure 4.1: EOF analysis of 200hPa winds over SA. EOF1 for ON (upper left), EOF2 for
JF (upper right), EOF1 for AM (bottom left), EOF2 for JA (bottom right).
ﬁnding is consistent with the hypothesis that the vortex over SA is the ending
part of the PSA1 pattern, which is indeed characterized by a quasi barotropic
structure.
We ﬁnd a signiﬁcant positive simultaneous correlation, around 0.6, between
the corresponding PCs of these modes and the bi-monthly mean precipitation
over SESA in spring, summer and fall. In winter the relationship does not hold
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Figure 4.2: Composite of horizontal wind (m/s) for AM at (from left to right) 200, 500
and 850 hPa over events in which the PC of upper level winds is greater than 1 standard
deviation.
and we no longer discuss this season. None of the other PCs is signiﬁcantly
correlated with precipitation in any season.
4.1.2 The impact of upper level winds on precipitation
To explore the mechanisms underlying the relation between upper level winds
variability and precipitation over SESA, we examine in detail the composites
of vertically integrated moisture ﬂux and precipitation over events in which
the normalized PC greater (smaller) than 1 (-1). To evaluate the other terms
of the water budget we show the regression of the PC onto the latent heat
(evaporation) and the divergence of the vertically integrated moisture ﬂuxes.
In ON, in the composite of positive events, the anomalous moisture ﬂux is
characterized by a southward extended SALLJ; precipitation is increased over
SESA where the moisture ﬂux associated with the SALLJ is diverted to the
east (see ﬁg. 4.3). The circulation at higher levels (not shown) conveys mois-
ture to the south west from the Atlantic Ocean, which results as a secondary
source of moisture for SESA. The circulation contributes to form negative pre-
cipitation anomalies over the SACZ creating the dipole in precipitation already
reported by several authors (ﬁg. 4.3). In the composite of negative events the
dipole reverses sign, even though there are slight diﬀerences in the intensity
and structure of the two centers. Interestingly, the moisture ﬂux distribution
is characterized by a cyclone centered over the ocean at 30S, 35W, which is a
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marked asymmetry with respect to the positive phase of the circulation. The
circulation conﬁnes the SALLJ to the north and conveys moisture from the
Atlantic to the SACZ. The circulation found in the negative phase contrasts
with the ﬁndings by Díaz and Aceituno (2003) who interpreted the positive
precipitation anomalies over the SACZ as the result of a diverted SALLJ in
that region, while here we suggest that the source of moisture is the Atlantic
Ocean. The intensity and location of the dipole are in qualitative agreement
with the divergence pattern, while evaporation is not an important contributor
to precipitation anomalies (ﬁg. 4.3). We disregard the large anomalies over
the Andes since we believe them to be artifact of the reanalysis data. Asym-
metries among positive and negative cases and limited accuracy of reanalysis
data to capture small diﬀerences in the moisture ﬂux do not allow for drawing
quantitative conclusions. Nevertheless, the results presented support the hy-
pothesis that precipitation anomalies are created by the circulation anomalies
we presented.
In JF a well deﬁned vortex centered on the eastern coast of SA character-
izes both composites. In the positive phase, corresponding to the southwestern
- SESA (northeastern - SACZ) branch of the vortex positive (negative) pre-
cipitation anomalies are observed (ﬁg. 4.4). Anomalies of the opposite sign
are observed in the negative phase of the circulation. The upper level circu-
lation has been described as a stationary Rossby wave in JFM by Robertson
and Mechoso (2000), who also reported a dipole in the vertical velocity consis-
tently with precipitation anomalies. In the anticyclonic (positive) circulation
the source of moisture for SESA is the Atlantic while the SALLJ is conﬁned
to the north over western Brazil-northern Bolivia. In the opposite phase the
SALLJ is diverted eastward and, together with the ﬂux of moisture from SESA,
creates positive anomalies over the SACZ and negative anomalies over SESA.
As for ON, evaporation is not largely responsible for precipitation anomalies
(ﬁg. 4.4) in JF. In the pattern of divergence a narrow area of negative anoma-
lies is present over the SACZ and a positive area to the south of SESA; clearly
the correspondence with the precipitation patterns is not strict. An exact cor-
respondence between the anomalous moisture ﬂux and precipitation patterns
is not expected in view of the asymmetries between the positive and negative
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cases, together with the already discussed lack of accuracy of the reanalysis in
the Andean regions.
In AM the vortex is centered over the ocean but the circulation extends
over the central-eastern part of the continent: the two sources of moisture com-
bine consistently with positive (negative) precipitation anomalies over SESA
(ﬁg.4.5) in the anticyclonic (cyclonic) phase. A dipole of precipitation is
observed over the north-northeast part of the continent possibly due to the
combined eﬀects of the eddy and the trade winds from the Tropical Atlantic.
The regression over the divergence ﬁeld presents an extended area of positive
anomalies and is in broad qualitative agreement with precipitation anomalies
(ﬁg.4.5). Similarly to the other seasons, evaporation anomalies contribute little
to precipitation anomalies.
The link between the precipitation dipole and a quasi-barotropic vortex
centered at 34S-45W in spring and summer has also been reported by Diaz and
Aceituno (2003). In here we emphasize the seasonal diﬀerences in the location
of such vortex, which induces moisture transport either from the Amazon, by
inﬂuencing the SALLJ, or the Atlantic into the SESA region. We indicate
other centers of precipitation anomalies over SA modulated by interannual
wind variability not previously documented to vary in phase with those over
SESA. We also provide a qualitative evaluation of the components of the water
budget which highlights the dominant role of convergence and divergence of
the moisture ﬂux, induced circulation anomalies, in determining precipitation
anomalies.
4.1.3 The dependence of Atlantic sea surface tempera-
ture on upper level winds in the fall season
In the fall season, some authors (see section 2.3.4) have suggested an impact of
subtropical Atlantic SSTs in the region close to the South American coast on
precipitation over SESA. Instead, our analysis suggests that the wind anoma-
lies induce those in SSTs, which is consistent with the existence of statistical
correlation between the two quantities but provide a physically diﬀerent inter-
pretation. In ﬁgure 4.6 we show that corresponding to the anticyclonic phase
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Figure 4.3: Composites of precipitation (shaded, mm/day) and vertically integrated mois-
ture ﬂux (vectors, hg/m*s) over events in which the PC of upper level winds is greater than
1 standard deviation (upper left panel) and smaller that -1 standard deviation (upper right
panel) for ON. Bottom panels are the regression of PC on upper level winds onto evapo-
ration (mm/day) (left) and divergence of the vertically integrated moisture ﬂux (mm/day)
(right panel). Note the scale of the evaporation represents anomalies one order of magnitude
smaller compared to the other ﬁelds.
of the circulation, reduced evaporation and consistent increased in the SSTs
are observed around 25-30S on the South American coast. If the atmosphere
were driven by the ocean, low-level cyclonic and baroclinic circulation would
correspond to warmer SSTs. Similar anomalies are found in the opposite case,
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Figure 4.4: As in ﬁg.4.3 but for JF
although negative SSTs anomalies are displaced to the north east, and possibly
due to not negligible ocean dynamics. In this context, our results extend for the
fall season the concept of the atmosphere-forcing-the-ocean under the SACZ
in summer as suggested by Robertson and Mechoso (2000) and supported by
Chaves and Nobre (2004).
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Figure 4.5: As in ﬁg.4.3 but for AM.
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Figure 4.6: Composites of evaporation (W/m2 upper panel) and SST (◦C, bottom panel)
anomalies over events in which the PC of upper level winds is greater than 1 standard
deviation for AM. Vectors are vertically integrated moisture ﬂuxes (hg/m*s).
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4.2 Seasonal forecasts of precipitation
Motivated by and to test further the reported relationship between the upper
level wind and precipitation anomalies, we developed a methodology to predict
precipitation over SESA. The method has the objective of exploring the relia-
bility of the upper level circulation as predictor, and it is not intended to make
its optimum use in the practical contest of seasonal forecasts. In the initial
development of the methodology we have been following the idea Coelho et al.
(2004) introduced to determine a prior distribution for the Niño3.4 index.
4.2.1 Empirical model
Our methodology is the same in all seasons, except that the mode used as
predictor depends on the season. This dependence is discussed in section 4.1.2.
To associate an uncertainty to the prediction, the forecast is provided in the
form of a distribution each year. We assume a normal distribution since the
observed mean precipitation over SESA is approximately Gaussian in spring,
summer and fall during 1959-2001. The linear regression between the predictor
and predictant is determined in cross-validation, leaving out the data of the
year being forecasted. The computation of the linear regression is therefore
repeated for each year. This technique allows the maximum use of the dataset
to develop the model and verify it without including any piece of information
already considered. For a particular year, the mean of the empirical distri-
bution is obtained from the equation of the regression line and the value of
the predictor for that year; the standard deviation is the root mean square of
residuals of the regression line (σo) increased by two terms which account for
the ﬁnite size of the dataset and the distance of the predictor from its time
mean (Wilks, 1995). In compact notation:
P (Θt|Ψt) u N(µot|σot)
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where P(Θt|Ψt) stands for probability distribution of the variable Θt given
Ψt, and the subscript t represents the year the forecast refers to. In our case
Θt is precipitation and Ψt is the PC selected as predictor. N(µot|σot) stands
for Gaussian distribution with mean µot and standard deviation σot; σo is the
root mean squared error of the regression line, n is the number of years used
to compute the linear regression, Ψt is the time mean of the predictor over all
years except the tth, βo and β1 are the coeﬃcients of the regression line.
4.2.2 Potential predictability
The highest correlation between precipitation and PC is found in the case
when there is no time lag between corresponding timeseries, thus, to test the
method in a more realistic forecast framework the PC must be predicted as
well. The rationale behind the use of a prediction for the wind instead of one
for precipitation is that the former is very likely to be more reliable then the
latter (see section 2.4). The use of forecasted PC is discussed in section 4.2.3.
Here we examine the potential of the method by using PCs computed from
the reanalysis. This exercise provides the maximum skill obtainable by the
method and it is a measure of the strength of the relationship it is based on.
For a simple evaluation of our results we compute the skill score as the mean
squared error with respect to climatology (Wilks, 1995):
S = 1−
∑n
i=1 (fi − oi)2∑n
i=1 (fi − o)2
where S stands for skill score, n is the number of years in the analysis,
o is the observed precipitation climatology, and fi and oi are forecast and
observation for the ith year respectively. In this deﬁnition the climatology
represents the reference for judging the overall quality of the forecasts: the
skill score is zero if the value of the forecasts coincides with the climatology,
it is positive (negative) for better (worse) forecasts with respect to providing
the climatology for every event. The skill score reaches the maximum value of
one in case a perfect forecast is obtained for all the cases. This procedure is
commonly used in forecast veriﬁcation. Through the values of the variance, we
54
4. The impact of upper level winds on precipitation and its potential for seasonal
forecasts
provide a conﬁdence estimate on the results.
We ﬁnd that the empirical method does provide useful predictions of precip-
itation anomalies when PCs based on reanalysis data are used as predictors.
The skill score is about 0.4 in spring, summer and fall (4.1). The value is
higher than the one of the bias corrected EMU as well as the one reported by
IRI (Goddard et al. 2003), and also by COF (Berri et al. 2005). Although the
variability reproduced by the method is still smaller than the observed one (ﬁg.
4.7), the empirical model can forecast a large range of values. Corresponding
to large anomalies, there is, in most cases, an 80% probability of correctly
forecasting values below or above the climatology (see for e.g. 1982 and 1997
in ON, 1984 in JF, 1982 in AM in ﬁg. 4.7). Further, the method is reliable in
general and few values fall outside of the 80% conﬁdence interval. As reference
for the reader, the mean1 standard deviation of the forecasts is 0.94, 0.77, 0.96
mm/day for ON, JF and AM respectively.
4.2.3 Experimental forecasts
Results based on using PCs obtained by reanalysis data indicate the potential
of the 200hPa wind ﬁeld as predictor and encouraged us to test our method
in a more realistic forecast framework. The PC forecast is deﬁned by the
projection of wind anomalies of the DEMETER hindcasts at 200 hPa onto
the EOF patterns computed with NCEP reanalysis. An alternative method
is to perform the EOF analysis directly on the GCMs ﬁelds. We chose the
ﬁrst method since we consider EOF modes as known features of the system,
available each time a forecast is released, and we can reasonably expect the
variability of the forecasted wind ﬁelds to be smaller than in the observation.
As expected, the model' skill is lower when forecasted PCs are used as
predictor. Nevertheless, skillful predictions are still obtained in spring (4.1,
and ﬁg. 4.8). The skill score in summer and fall drops to zero from 0.4 of the
potential predictability case. In fall and summer the method is not reliable
since at the 80% conﬁdence level it would provide the same forecast every year
1there is a values for the standard deviation for each forecast being the distribution
diﬀerent each year
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Figure 4.7: Potential predictability of precipitation over SESA. Mean of the distribution of
the empirical model (blue), 80% conﬁdence interval (light blue), observations (green), and
climatology (black dots) for ON (upper panel), JF (middle panel), and AM (bottom panel).
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and more than 20% of the forecasts fall outside this interval. We note that
variability of the predictions is very small relative to that of the observations
(as an e.g., see ﬁg. 4.8).
We next explore why real predictions are skilful in spring only and the rea-
sons for the not realized predictability of fall and summer. It is apparent that
the only cause for the decrease in skill is the use of forecasted wind ﬁelds. In
this regard, the correlation between forecasted and PCs based on the reanal-
ysis is 0.6 in spring but it is not signiﬁcant in summer and fall. The wind
ﬁeld climatology is well simulated by EMU in all seasons (not shown), but
the anomalous circulation is reasonably captured in spring only. Composites
of NCEP reanalysis ﬁelds over events in which the normalized PC1 is greater
(smaller) than 1 (-1) closely resembles the EOF pattern in spring, summer
and fall: there is a vast anticyclonic (cyclonic) circulation centered over the
eastern coast of subtropical SA reaching the north western coast of the conti-
nent. A pattern resembling the eastern part of the PSA 1 mode appears to the
south west of the domain in the composite of ON and AM. The correspond-
ing composites for spring from EMU do not reproduce the anomalies in the
Tropics. Nevertheless, a signature of the PSA pattern over the south west and
the vortex are captured, although its center is slightly displaced to the east
(ﬁg. 4.9). In summer the eddy is not found in either of the composites, in
this season EMU fails completely on capturing the anomalous circulation over
SA (ﬁg. 4.10). In fall, there is a weak signature of the PSA pattern, and the
eddy is captured but its center is displaced about 20 degrees in the composite
of positive events, while in the composite of negative events the whole pattern
is missed (ﬁg. 4.11).
When the EOF pattern is projected onto an anomalous ﬁeld not well cap-
Season Predictor and skill score
explained variance for predictability for experimental forc.
ON PC1 25% 0.42 0.24
JF PC2 19% 0.41 -0.08
AM PC1 29% 0.41 0.03
Table 4.1: Skill of the empirical model for the predictability and experimental forecasts
(see text for details). Skill is measured by the mean squared error skill score.
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Figure 4.8: Experimental forecasts of precipitation over SESA. Mean of the distribution of
the empirical model (blue), 80% conﬁdence interval (light blue), observations (green), and
climatology (black dots) for ON (upper panel), JF (middle panel), and AM (bottom panel).
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Figure 4.9: Composite of upper level winds (m/s) over events in which the PC of upper
level winds is greater than 1 standard deviation (upper panels) and smaller than -1 standard
deviation (lower panels) for the NCEP reanalysis (left panel) and EMU (right panels) for
ON.
tured in the forecasts, the resulting value of the "forecasted PC" is small.
Thus the relationship between precipitation and PC found by using observa-
tional data cannot be reproduced. In here we notice that the result would not
be diﬀerent if the forecasted PC were obtained by performing an EOF analysis
on the EMU hindcast directly. The latter method would be more successful if
EMU produced a displaced vortex in the years the events occur in nature; in
this case the EOF analysis of EMU hindcasts would represent a sort of correc-
tion to the bias the GCMs have in locating the vortex. We tested this method
for ON: the pattern obtained was comparable to that of the reanalysis and the
skill of the empirical model was unaﬀected. It is obvious from the compos-
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Figure 4.10: Composite of upper level winds (m/s) over events in which the PC of upper
level winds is greater than 1 standard deviation (upper panels) and smaller than -1 standard
deviation (lower panels) for the NCEP reanalysis (left panel) and EMU (right panels) for
JF.
ite that the vortex is simply not captured by EMU in the years it dominates
the circulation in nature especially in JF and AM, and an EOF analysis of
EMU data would not result in a pattern resembling the vortex. The better
capability of EMU in reproducing the wind pattern in spring would be aligned
with the idea that ENSO triggers the PSA modes in spring only (Cazes-Boezio
et al. 2003, Robertson and Mechoso 2003). In chapter 5 we investigate this
teleconnection more precisely; further comments on the capability of EMU on
capturing it are made in view of the results presented there.
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Figure 4.11: Composite of upper level winds (m/s) over events in which the PC of upper
level winds is greater than 1 standard deviation (upper panels) and smaller than -1 standard
deviation (lower panels) for the NCEP reanalysis (left panel) and EMU (right panels) for
AM.
4.2.4 Predictability and teleconnection during ENSO events
During ENSO events in the southern spring we may expect to ﬁnd the circu-
lation anomalies we have discussed more frequently and the GCMs to better
capture them. To investigate whether the predictability of the system and the
skill of the forecasts are accordingly higher, we applied the empirical model to
forecast precipitation during ENSO events only. For this test, we adopted the
deﬁnition of ENSO events by the Japan Meteorological Agency (JMA), which
classiﬁes years as events if the 5 months running mean of SST anomalies over
4◦S-4◦N, 150◦W-90◦W is equal or higher ( lower ) than 0.5 ◦C (-0.5 ◦C) for 6
consecutive months. According to this deﬁnition there are 10 El Niño and 10
61
4.2. Seasonal forecasts of precipitation
La Niña from 1959 to 2001. To use our method in a real forecast framework a
prediction for the occurrence of an ENSO event is required. We do not believe
this requirement to make a signiﬁcant diﬀerence since we expect state-of-the-art
GCMs to be reasonably sensitive to ENSO events. For example, the correlation
between the observations and EMU over 4◦S-4◦N, 150◦W-90◦W is 0.94. The
skill score of precipitation forecasts in spring is doubled (0.46) corresponding
to the occurrence of ENSO events, this result reveals a further potential of the
method. The result is a further conﬁrmation that the described teleconnection
is responsible for springtime precipitation anomalies over SESA.
On a practical point of view, to reduce the number of ﬁelds a GCM must
correctly capture in order to produce a reliable forecast, the use of a SST-based
index could be beneﬁcial with respect to a wind-based index. This latter choice
is grounded on the assumption that ENSO impacts upper level winds, which
in turn impact on precipitation. We tested the use Niño3.4 index as predictor
for ON, computed with observed SSTs as a further challenge on the potential
of the upper level winds as predictor. We chose SSTs observed in August to di-
rectly compare the result with that of our method in the experimental forecast
setting, which, we recall, relies on atmospheric and oceanic initial conditions
of August 1st. The skill score of the forecasts so obtained is 0.31, it is higher
than the one of our experimental forecast (0.24). These considerations sug-
gest choosing the SSTs as predictor, even though the improvement obtained
by the EMU hindcasts is marginal2. As a ﬁnal consideration, we show some
events to stress on the need of further investigation on the teleconnection be-
tween ENSO and rainfall, and particularly to pursue the SST-based approach
to produce reliable forecasts. We compare three composites of SST for ON all
characterized by the occurrence of El Niño (ﬁg. 4.12). The strength of rainfall
anomalies observed over SESA together with structure and intensity of eastern
Tropical Paciﬁc SSTs deﬁne which events are grouped together to create the
three composites. We notice in fact that during 1948-2002 there have been ﬁve
years in which corresponding to El Niño events extreme3 positive precipitation
2We underline that the improvement is GCM dependent, in fact models having compa-
rable skill in reproducing ENSO events might have diﬀerent skills on capturing the upper
level circulation
3Precipitation values corresponding to 2-2.2 standard deviations
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occurred in SESA (see ﬁg4.12, bottom right panel). Those events in precipita-
tion are markedly separated from the other corresponding to El Niño events;
they occurred in 2002, 1982, 1986, 1963, 1997. One would expect that intense
warming of eastern tropical Paciﬁc (El Niño) occurred in all these years. We
grouped 4 of them in two composites according to similarities in the pattern of
SST over central-eastern equatorial Paciﬁc (the year 2002 is excluded from this
analysis because it presents a structure in the SSTs that is in between the two
cases). The composite comprising the famous El Niño of 1982 and 1997 events
conﬁrms the expectation. A broad area of the eastern Paciﬁc Ocean, from the
western coast of SA to central Paciﬁc, was extremely warmer, with anomalies
up 2.5 K. Precipitation over SESA during ON of 1963 and 1986 was in be-
tween the corresponding values in 1982 and 1997, however and surprisingly,
the structure of ENSO among the two groups of events is markedly diﬀerent
(ﬁg. 4.12 upper panels). During 1963 and 1986 positive SST anomalies were
localized over the central Paciﬁc and half the strength of those in 1982-1997.
The puzzle of the mechanism complicates further by considering for example
the years 1972 and 1957. During these ENSO events precipitation was normal
while the structure and intensity of SSTs were somehow in between the cases
described above (see ﬁg4.12, bottom left panel). By showing these cases, we
point out that relying on a predictor (SST-based index) whose relationship
with the predictant (precipitation in SESA) is not fully understood can lead to
unexpected outcomes. We underline that our methodology has the advantage
of being based upon, and allowing investigations of, the actual physical mech-
anism that involved in the interannual rainfall variability over subtropical SA.
To complete the investigations of the elements involved in the teleconnection,
in chapter 5 we explore the origin of the vortex over SA and its relationship
with SSTs in particular. The study shades some light on the intriguing vast
diﬀerence in the capability of GCMs on reproducing the wind ﬁeld besides its
fascinating link to precipitation in spring, summer and fall.
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Figure 4.12: Corresponding precipitation anomalies and SST patterns during El Niño
events for ON. Bottom right panel is the stratiﬁcation of precipitation based upon the oc-
currence of ENSO events (numbers identify years in which the events occurred, for ex. 97
stands for 1997). Upper panels are composites of SST anomalies (◦C) during the extreme
precipitation events of 1982-1997 (left) and 1963-1986 (right); bottom left panel is the com-
posite of SST anomalies (◦C) during the normal precipitation events of 1957-1972.
4.3 Conclusions
We have shown evidence of a simultaneous linear relationship in interannual
timescales between precipitation anomalies over SESA (45W; 24-38S) and the
interannual variability of upper level wind over SA. The relationship holds in
spring, summer and fall. The anomalous wind pattern related to precipitation
anomalies is very similar in all seasons: it consists of a continental scale vortex,
centered on the Atlantic coast of subtropical SA at 25S; 50W (ﬁg. 4.1) and
presents similarities to the PSA1 pattern. This conﬁguration is the 1st leading
EOF mode in ON and AM and the 2nd leading EOF mode in JF. The vortex
has a quasi-barotropic structure in spring, summer and fall (see as an example
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ﬁg. 4.2).
Diﬀerences in the structure and intensity of the eddy and the eﬀects of orog-
raphy, particularly at lower levels, aﬀect the transport of moisture into SESA
from either the Atlantic Ocean or the Amazon, through the SALLJ. In spring
and summer the circulation contributes to establish precipitation anomalies of
the opposite sign over the SACZ, thus creating the north-south precipitation
dipole already reported by several authors. Even though asymmetries among
positive and negative cases and the limited accuracy of reanalysis data to de-
tect small diﬀerences in the moisture ﬂux do not allow for drawing ﬁrm quan-
titative conclusions, our results do support the hypothesis that precipitation
anomalies are associated with the quasi-barotropic circulation we identiﬁed. In
fact, the intensity and distribution of precipitation anomalies are in qualitative
agreement with those of vertically integrated moisture ﬂux divergence, while
evaporation anomalies are one order of magnitude smaller (see ﬁgs. 4.3,4.4,
and 4.5). In the fall season, some authors (Diaz et al. 1998 and Cazes-Boezio
et al. 2003) have documented that subtropical Atlantic SST anomalies near
the South American coast are linked to precipitation over SESA. We suggest
that wind circulation anomalies induce the one in the SSTs (see ﬁg. 4.6).
Since oceanic anomalies are forced by atmospheric anomalies, the former are
associated with, but cannot be used as predictor of the latter.
We have shown that long-range seasonal precipitation forecasts over SESA
from operational centers have low skills (Goddard et al. 2003; Berri et al. 2005;
Coelho et al. 2006). In view of this, we proposed an empirical model as alter-
native method to provide rainfall predictions in spring, summer and fall based
on the relationship we documented between upper level wind variability and
precipitation. In order to provide an estimate of the precipitation predictabil-
ity associated with upper level winds in a real forecast, we carried out the
analysis using predictors obtained by the reanalysis data ﬁrst and forecasted
predictor values next. PCs can potentially be used as predictor of the mean
precipitation over SESA in spring, summer and fall: the skill score is about
0.4 in all cases. The empirical model can forecast a large range of values, and
it is reliable with just few values falling outside the 80% conﬁdence interval
(see ﬁg. 4.7). In summer and fall the DEMETER GCMs forecasts of wind
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anomalies limit the method's potential: the forecasted wind anomalies are not
well captured and consequently the relationship between precipitation and PC
found in the observations is not well reproduced either (see ﬁgs. 4.9 and 4.11).
Wind anomalies are reasonably well captured in spring, and skilful precipita-
tion predictions are obtained in this season, the skill score being 0.26. It is
furthermore shown that predictions for spring are improved when the method
is applied in the occurrence of ENSO events; in this case the skill score is 0.46.
Results are broadly consistent with the hypothesis that in spring ENSO
is the origin of precipitation anomalies over SESA via ampliﬁcation of the
PSA1 pattern, whose easternmost part bear similarities to the southwestern
structure of the EOF patterns we presented. On the other hand, it is evident
that vast diﬀerences in the structure and intensity of central-eastern Tropical
Paciﬁc SSTs during El Niño events correspond to similar responses in precipi-
tation over SESA while normal precipitation can correspond to strong El Niño
events. We point onto the care one should have in constructing a linear model
to predict rainfall based on some simple SST-index. The two quantities are
linearly related to a certain degree but present also important departures from
this conceptual model. We suggest including other pieces of information to the
prediction, as for example local circulation and moisture ﬂuxes over SESA; in
this contest a joint method making use of both a GCM and a regional circula-
tion model could be beneﬁcial to the improvement of predictions.
The extent to which the chain of events (ENSO->PSA1->rainfall) is valid
needs clariﬁcation. In particular, the relationship between ENSO and rainfall
over subtropical SA is less ﬁrm in summer and fall compared to the spring
season and GCM hindcasts suggest that substantial diﬀerent dynamics might
characterize diﬀerent seasons, even though the physical relationship between
the upper level wind variability over SA and rainfall is always valid. Three
questions arise from these considerations: 1) To what extent ENSO generate
the PSA1 mode? 2) Is the vortex over SA part of the PSA1? 3) How the
previous questions depends on the season? These questions will be addressed
in the last chapter of this work.
The relationship between ENSO and rainfall over subtropical SA is less
ﬁrm in summer and fall compared to the spring season and GCMs suggest
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that substantial diﬀerent dynamics might characterize diﬀerent seasons, even
though the physical relationship between the upper level wind variability over
SA and rainfall is always valid. It follows that the extent to which the chain of
events (ENSO→PSA1→rainfall) is valid needs clariﬁcation. Three questions
arise from these considerations: 1) To what extent ENSO generate the PSA1
mode? 2) Is the vortex over SA part of the PSA1? 3) How the previous
questions depends on the season? These questions will be addressed in the last
chapter of this work.
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Chapter 5
The origin of the vortex over SA
The need of clarifying the above mentioned dynamical mechanism between
ENSO and rainfall over SESA and the large diﬀerence in the EMU capabil-
ity on reproducing the wind pattern among seasons motivated us to explore
in more details the nature of the continental scale vortex appearing as out-
standing feature of the interannual upper level wind variability over SA. As
discussed in the previous chapter, the EOF patterns characterized by this cir-
culation include a cyclonic center in the southwestern side of the EOF domain,
corresponding to the far southern part of the SA continent and the surround-
ing oceans. This circulation resembles the PSA1 pattern. The existence of a
close correspondence between PSA1 and the vortex would shade light on the
mechanisms impacting on precipitation over SESA (and the SACZ in spring
and fall), its relation with ENSO in particular and the proper timescales of
the teleconnection pattern. In this chapter our aim is two-fold. We deter-
mine to what extent the vortex over SA can be related to SST anomalies,
and particularly to ENSO; and to what extent the vortex is part of PSA1.
In posing the last questions we implicitly enlarged our dynamical scheme by
adding the vortex over SA as further element. The complete chain results as
ENSO→PSA1→vortex→rainfall.
68
5. The origin of the vortex over SA
5.1 Predictability and origin of the vortex
As ﬁrst attempt to investigate the plausibility that the vortex over SA is simply
the eastern end of the PSA1 pattern, we regressed PCs corresponding to the
vortex over SA on upper level winds over the Southern Paciﬁc Ocean (ﬁg.5.1).
During spring a wave-like pattern arching from the western Paciﬁc toward
high latitudes in the SH and ending over SA appears clearly; the location
of the associated eddies coincide with those of PSA1. During summer no
relationship with PSA1 is found. In the regression, only in proximity of the
SA continent (east of 100W) the circulation over the ocean is related to the
vortex. Similarly to the spring season, during fall a striking wave-like pattern
appears in the regression. Eddies are stretched toward the center of the arch
they form on the Paciﬁc Ocean, nevertheless the pattern is strongly similar to
PSA1. We notice the circulation is more intense over SA than over the Ocean
in all seasons, suggesting the existence of important unmatched occurrences of
the vortex and PSA1, and consequently the distinction of the two.
We next correlated the PC corresponding to the vortex over global SSTs
to the aim of including the possibility that the vortex is not part of the PSA1
pattern and to investigate the predictability of the vortex itself. For the spring
season, in chapter 3 we have discussed the evidences supporting the hypothesis
that ENSO forces PSA1 (Garreaud and Battisti 1999; Cazes-Boezio et al.2003;
Mo 2000; Mo and Peagle 2001; Kiladis and Mo 1998). Furthermore, given the
strong direct relationship between ENSO and rainfall in this season (see ﬁg.
2.5; Montecinos et al. 2002; Aceituno 1998; Rao and Hada 1990; Grimm 1998),
we expect ENSO being related with the vortex over SA. This hypothesis is
conﬁrmed: the pattern of ENSO stands out clearly in the correlation map (ﬁg.
5.2). The result is consistent with ENSO, one of the strongest forcing of the
climate system, being able to trigger the PSA1 mode (Cazes-Boezio et al. 2003)
which thus represents the dynamical teleconnection between tropical SSTs and
precipitation over SESA and the SACZ. Current state-of-the-art GCMs have
a consistent capability on reproducing the outlined mechanism including the
pattern in the wind ﬁeld over SA, which translates in the reported higher
reliability of precipitation predictions by operational centers over subtropical
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SA during spring of ENSO years.
In summer we do not expect the teleconnection between ENSO and rainfall
via PSA1-vortex over SA to hold. As previously outlined the vortex appears
as localized circulation over SA and summer is the season in which PSA1 is
less relevant in the SH circulation (Karoly 1989; Garreaud and Battisti 1999;
Cai and Watterson 2002). Furthermore, discrepancies among studies on the
relationship between ENSO and rainfall are found for summer. Figure 5.2 is
consistent with the idea that ENSO does not have a signiﬁcant impact on rain-
fall over SESA in summer. Unfortunately, seasonal precipitation over SESA
and the SACZ are not predictable by the interannual variability of upper level
winds as it is for summer. Statistically signiﬁcant SST anomalies are found
over the Indian Ocean but the dynamical link with the vortex is unclear. The
dominant circulation over SA induced by the monsoon and the lack of a tele-
connecting pattern among the two regions suggest that there is actually no
physical connection among them.
For fall the schematic chain of elements proposed as the teleconnection be-
tween ENSO and rainfall (ENSO→PSA1→vortex→rainfall) is the most puz-
zling among the three seasons we have investigated. The possible excitation
of PSA1 by ENSO has been reported by Garreaud and Battisti (1999), Peagle
and Mo (2001), Mo (2000) and to a smaller extent by Kiladis and Mo (1998),
on the contrary Cazes-Boezio et al. (2003) reported that a higher frequency
of PSA-like events in some years during fall is imputable to nonlinear eﬀects
unrelated to ENSO. In this interpretation, PSA1 is an internal mode of the
SH of variability. We recall (see section 3.1) that few studies have stratiﬁed
the analysis of PSA modes on diﬀerent seasons and even less have documented
features regarding the spring and fall seasons, consequently any consideration
results from a smaller number of evidences compared to those for summer and
winter. Moreover, the direct relationship between ENSO and rainfall probably
does not hold in this season (see ﬁg. 2.5; Montecinos et al. 2000; Cazes-Boezio
2003; Diaz et al. 1998) even though some authors have reported it (Pisciottano
et al. 1994; Grimm 1998). The correlation map of PC corresponding to the
vortex over SESA and global SSTs reveals a small pattern in the region under-
lying the SACZ over the South Atlantic Ocean (ﬁg.5.2). We believe that it is
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not plausible that this conﬁned region forces the PSA1 pattern over the whole
southern Paciﬁc Ocean, but it is rather the wind circulation that forces the
ocean in this region, as discussed in section 4.1.3. In any season lagged corre-
lation maps do not show any relation with SSTs. It is intriguing that the same
mode of variability of the wind ﬁeld is present in all seasons, together with a
strong relationship with precipitation over subtropical SA, without bearing a
clear common origin.
The ambiguity on the link between the vortex over SA and PSA1, partic-
ularly in fall, and the diﬀerent intensity of the structures in the upper level
winds over the Paciﬁc Ocean and over SA found in the regression maps (ﬁg.
5.1), motivated us to investigate the variability of the circulation in the two
domains to the aim of clarifying whether or not the vortex over SA is an inher-
ently part of PSA1, or equivalently which structure the proper PSA1 pattern
has.
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Figure 5.1: Regression of PC corresponding to the vortex over SA onto 200hPa winds over
the Paciﬁc Ocean for ON (upper panel), JF (middle panel), AM (bottom panel).
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Figure 5.2: Correlation maps of PCs of upper level wind onto simultaneous SSTs. Upper
panel PC1 of ON, middle panel PC2 of JF, bottom panel PC1 of AM.
73
5.2. Is the vortex over SA an inherent part of the PSA1 mode?
5.2 Is the vortex over SA an inherent part of the
PSA1 mode?
We performed an EOF analysis on the covariance matrix of the 200 hPa stream-
function over two domains in the SH, for the same bimonthly means we have
considered in the ﬁrst part of this study. The ﬁrst domain comprises the Paciﬁc
and Atlantic Oceans and the SA continent (120E-10E; 0-80S) and it coincides
with the region where the PSA modes have been reported to have larger am-
plitude (see as an example Peagle and Mo 2001). We will refer to it as "the
Paciﬁc-Atlantic domain". The second region is a sub domain of the former
comprising the Paciﬁc Ocean only (120E-90W; 0-80S) and we will refer to it as
"the Paciﬁc domain"; analogously we will refer to the EOF analysis of 200hPa
winds over the SA continent to as "the SA domain". In contrast to other stud-
ies focusing on the SH variability, neither preprocessing nor ﬁltering has been
done on the data before performing the EOF analysis, except for computing
the bimonthly mean. We suggested in chapter 3 that unlike results regarding
the PSA modes may arise from diﬀerent preprocessing, moreover our analy-
sis allows for an immediate comparison with the modes we obtained for the
SA domain. Our ﬁrst step is to compare EOF modes of the two domains to
evaluate the weight the variability over SA has on determining the structures
and their frequencies. In particular, the PSA1 mode will be identiﬁed in each
season. Next, we attempt to pair the PSA1 mode to the vortex over SA. An
ideal matching between the vortex and the PSA1 (i.e. the vortex is properly
part of PSA1) results from a high level of similarity of the two circulations
over the SA continent and corresponding principal components being highly
correlated.
5.2.1 October-November
Figure 5.3 contrasts the variance explained by the EOF modes for the analysis
over the two domains and shows the four leading modes for ON. The behavior
changes in correspondence of the 6th mode, indicating that higher order modes
are not discernible from noise. However, the variability associated to the 5th
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Figure 5.3: Comparison of EOF analysis of 200hPa streamfunction for the Paciﬁc (red)
and Paciﬁc-Atlantic (blue) domains for ON. Upper panel is the variance accounted by each
mode for the Paciﬁc (red) and Paciﬁc-Atlantic (blue) domain; bottom panels are EOF1,
EOF2 and EOF3 for the Paciﬁc-Atlantic domain (left), and Paciﬁc domain (right)
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and 6th modes is very low and we will not discuss these structures. Slight
diﬀerences are found for the1st and 3rd modes, for which in both cases the
fraction of explained variance over the Paciﬁc domain is higher (30% against
26% for mode 1) and (16% against 14% for mode 2). The four leading patterns
in the two domains, besides small diﬀerences in the intensity of the circulation,
remarkably correspond to each other in the same sequence1 (ﬁg. 5.3). The
correspondence between the EOF modes in the two domains is conﬁrmed by
the high correlation values in table 5.1. In ﬁgure 5.4 we show the timeseries of
the two PCs corresponding to the 1st mode as an example.
Figure 5.4: PC1 timeserie for the 200hPa streamfunction for the Paciﬁc (red) and Paciﬁc-
Atlantic (blue) domain for ON.
We notice that the lack of the zonal mean removal in our analysis makes
the centers of anomalies to appear stretched in the zonal direction compared
to the patterns found in the literature. Contrasting the patterns with ﬁg. 3.4,
and recalling that the sign of the pattern does not have a physical meaning,
1it is not strictly necessary that corresponding patterns have the same order since in
principle every domain could have its own variability
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PC1 PC2 PC3
ON 0.92 0.78 0.82
JF 0.99 0.96 /
AM 0.97 0.96 0.93
Table 5.1: Correlation values among corresponding PCs of the Paciﬁc and Paciﬁc-Atlantic
domains.
both EOF1 and EOF3 show similarities to PSA1. In EOF1 the centers of
anomalies over Australia and western subtropical Paciﬁc (over 120W-70S), and
SA2 are present. The interleaved centers of cyclonic circulations are less visible
probably because of the zonal mean component present in the result; we notice
that these centers appear less pronounced in the study by Peagle and Mo
(2001) as well. In EOF3 the circulation over Australia, over the southern
Paciﬁc (120W-60S) and the pair of cyclonic-anticyclonic circulation over SA
are identiﬁed. The most outstanding diﬀerences among the two patterns are
found over the southeastern side of the domain and over the central tropical
Paciﬁc: in the former the eddy in EOF1 is located over southern SA while in
EOF3 it is displaced further east; EOF 3 presents a well deﬁned vortex over
the central Paciﬁc south of the equator. We will contrast both patterns and
their corresponding PCs with the vortex dominating the circulation over the
SA domain. However, the above described vortex over central Paciﬁc recalls
the meridional circulation commonly exhibited in El Niño years, characterized
by two tropospheric anomalous warming centers straddling the equator over
the central-eastern equatorial Paciﬁc stretching northeastward to the Gulf of
Mexico and southeastward toward South America (Rasmusson and Mo 1993;
Lau and Zhou 1999). Given the evidences of the strong relationship between
ENSO and PSA1 particularly in this season (Cazes-Boezio 2003; Garreaud
and Battisti 1999; Kiladis and Mo 1998), we consider EOF3 as being the PSA1
pattern. Figure 5.5 is the map correlation between PC1 (upper panel) and
PC3 (bottom panel) of the Paciﬁc Atlantic domain and global SSTs; the clear
signature of ENSO appears in the latter case while no relationship with ENSO
is found for the former, conﬁrming our conclusion.
2We include for the moment the circulation over SA in the deﬁnition of PSA1 to ﬁx ideas
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Figure 5.5: Correlation map of the PC1 (upper panel) and PC3(-PSA1, bottom panel)
timeseries of the Paciﬁc-Atlantic domain with global SSTs for ON
On the overlapping domain, the Paciﬁc Atlantic domain-EOF3 (PSA1) and
the SA domain-EOF1 match closely. The two vortexes are centered in the same
location and embrace the same area; to the south the opposite circulation cor-
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responds in the two analyses as well. We actually did not expect a perfect
coincidence of the patterns and indeed small discrepancies among the two cir-
culations are revealed in regions where wind vectors cross streamlines. These
diﬀerences are not of dominant relevance to the objective of this study. The
correlation between corresponding PCs is -0.57 (ﬁg. 5.7, table 5.2), note that
to facilitate the comparison the sign of PC3 is reversed in this plot).
Interestingly, the results of the comparison between EOF1 of the Paciﬁc-
Atlantic domain and EOF1 of the SA domain are very similar to those of the
previous case (ﬁg. 5.6 right panel and ﬁg. 5.8); the correlation between the
PCs is 0.55 (table 5.2).
Figure 5.6: Patterns comparison for the SA domain (vectors) and Paciﬁc-Atlantic domain
EOF1 (left,contours) and EOF3 (right, contours)
We conclude that the vortex representing the leading mode of upper level
atmospheric variability over SA in spring (ﬁg. 4.1) is not merely the extension
of the PSA1 pattern over the SA continent, but it appears as an internal mode
of variability over SA as well as a mode forced by ENSO via excitement of
the PSA1 pattern. In this interpretation, ENSO has the eﬀect to make the
vortex resonant without changing its intrinsic structure. Consistently with our
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Figure 5.7: SA domain PC1 (red) and reversed PC3 for the Paciﬁc-Atlantic domain (blue)
for ON.
interpretation, the correlation between SST over the ENSO region is higher
with the Paciﬁc-Atlantic domain PC3 (0.8) than with SA domain PC1 (0.5)
(ﬁg. 5.5 and ﬁg. 5.2, upper panel).
Over the SA domain, because of the high similarity of the structures, the
EOF analysis does not discriminate the internal and forced components. On
the other hand, the two are separated when the EOF analysis is performed over
the Paciﬁc-Atlantic domain because of the existence of signiﬁcant diﬀerences
among the two cases on the circulation over the Paciﬁc Ocean. To conﬁrm
our hypothesis on the relationship between EOF modes in the two domains,
we reconstruct PC corresponding to the vortex in the SA domain as linear
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Figure 5.8: SA domain PC1 (red) and PC1 for the Paciﬁc-Atlantic domain (blue) for ON.





is PC1 (PC3) for the Paciﬁc-Atlantic domain, α11 is the correlation between
PC1 of the SA domain and P p1 , α13 is the correlation between PC1 of the SA
domain and P p3 .
The reconstructed timeserie closely follows the original one (ﬁg. 5.9), the
two bear a correlation of 0.8 (5.2).
In conclusion, following our interpretation, in spring ENSO excites (or gen-
erates) the PSA1 pattern, which properly comprehends centers of anomalies
over the Paciﬁc Ocean only, and has downstream eﬀects over the SA conti-
PC1 PC3 P rec1
ON 0.55 -0.57 0.8
AM 0.63 -0.56 0.85
Table 5.2: Correlation values among SA domain PC1 and those of the Paciﬁc and Paciﬁc-
Atlantic domains having a similar structure over SA, and the reconstruction of the former
by the latter.
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Figure 5.9: Reconstructed SA domain leading PC (blue) and SA domain PC1 (red)for ON.
nent such that it ampliﬁes an internal mode of atmospheric variability over the
region.
5.2.2 January-February
The EOF analysis for January-February shows the existence of two signiﬁcant
modes in the SH upper level circulation for both the Paciﬁc and Paciﬁc-Atlantic
domains (ﬁg. 5.10). The fraction of the variance each mode accounts for is
almost identical for corresponding modes of the two domains, which are indeed
highly correlated (table 5.1). The leading mode presents zonally elongated
structures and a vortex over the central south tropical Paciﬁc to which anoma-
lous upper level westerlies are associated (ﬁg. 5.10). The circulation presents
the typical structure found over tropical regions during ENSO events, as it is
conﬁrmed by the correlation between the PC and global SSTs (ﬁg. 5.11); note
that the phase depicted by the EOF pattern is associated with La Niña). The
second mode represents variations in the intensity of the jet stream at midlat-
itudes and it is negatively related to SST anomalies in the equatorial Indian
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Ocean (ﬁg. 5.11). As apparent, in none of the leading modes the PSA1 is
represented3. The result is aligned with the documented minor role of PSA1
in the southern summer circulation.
Obviously, there is no signiﬁcant relationship between the vortex over SA
and either PSA1 or any SSTs on the globe (ﬁg. 5.2, middle panel). We conclude
that the vortex over SA is an expression of internal atmospheric variability
during summer.
Figure 5.10: Comparison of EOF analysis of 200hPa streamfunction for the Paciﬁc (red)
and Paciﬁc-Atlantic (blue) domains for JF. Upper panel is the variance accounted by each
mode for the Paciﬁc (red) and Paciﬁc-Atlantic (blue) domain; bottom panels are EOF1 and
EOF2 for the Paciﬁc-Atlantic domain (left), and Paciﬁc domain (right)
3PSA1 does not actually appear even in the 3rd and 4th modes
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Figure 5.11: Correlation map of the PC1 (upper panel) and PC2(-PSA1, bottom panel)
timeseries of the Paciﬁc-Atlantic domain with global SSTs for JF
5.2.3 April-May
Figure 5.12 shows the variance accounted by each mode of variability of the Pa-
ciﬁc and Paciﬁc-Atlantic domains. As for the previous seasons the two curves
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track closely each other. We consider the ﬁrst three modes signiﬁcant, even
though the 3rd is not markedly separated from higher order modes. Patterns
corresponding to these three modes are in the two domains practically iden-
tical (ﬁg.5.12) and their PCs are highly correlated (table 5.1). EOF1 has a
zonal structure characterized by centers of anomalies of the same sign over the
southern portion of the domain (i.e. it cannot be a wave), a zonal circulation
over the equatorial region and a pronounced eddy over SA; it does not show
common futures with none of the PSA modes. The 2nd leading mode presents
similarities to PSA2, especially on the eastern side of the Paciﬁc-Atlantic do-
main. The 3rd leading pattern resembles PSA1: the concave arch depicted by
the anomalous centers is clearly visible and spans the whole southern Paciﬁc.
On the other hand, the 2nd and 3rd modes account for a signiﬁcantly diﬀer-
ent fraction of variance, which is in contrast with our attempted association
of these modes to the PSA patterns. EOF1 is likely to represent a mode of
internal variability, the correlation between the corresponding PC and SSTs is
barely signiﬁcant (0.4-0.5) over the western tropical Atlantic, tropical Paciﬁc
and northeastern Indian Ocean (ﬁg. 5.13 upper panel). The small regions of
negative, even though high, correlation between PC2 and SSTs are not known
to be responsible for the circulation appearing as EOF2 (ﬁg. 5.13); their rela-
tionship is beyond the scope of this study.
The correlation of PC3 and SSTs presents a challenging picture to be in-
terpreted physically: it is composed by the clear signature of ENSO, and by
the same high correlation values over the Indian Ocean and over the western
subtropical Atlantic on the SA coast (ﬁg. 5.13 bottom panel). The map is
surprisingly almost identical to the correlation map between PSA1 and global
SSTs obtained by Peagle and Mo (2001) for the fall season (ﬁg.5.14), which
supports our interpretation of EOF3 being the PSA1 pattern.
In our opinion, the extent to which ENSO might dominate the excitement of
PSA1 in fall cannot clearly determined by this simple analysis, and numerical
investigations decoupling the eﬀects of the diﬀerent oceanic basins could instead
be beneﬁcial.
Over the overlapping domain the circulations characterized by EOF1 (Pa-
ciﬁc Atlantic domain; PSA1) and EOF1 (SA domain) (ﬁg. 5.15 left panel) are
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Figure 5.12: Comparison of EOF analysis of 200hPa streamfunction for the Paciﬁc (red)
and Paciﬁc-Atlantic (blue) domains for AM. Upper panel is the variance accounted by each
mode for the Paciﬁc (red) and Paciﬁc-Atlantic (blue) domain; bottom panels are EOF1,
EOF2 and EOF3 for the Paciﬁc-Atlantic domain (left), and Paciﬁc domain (right)
markedly similar: a well deﬁned eddy dominates the circulation over SA and
an opposite circulation characterizes the ﬂow to the south, but as for the spring
season (ﬁg. 5.6), the structure of the two vortexes presents minor discrepancies
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underlined by the lack of perfect alignment between streamlines and wind vec-
tors. The correlation between corresponding PCs is 0.63 (ﬁg.5.16, table 5.2).
Roughly analogous considerations to the previous case hold for the compari-
son between EOF3 (Paciﬁc Atlantic domain; PSA1) and EOF1 (SA domain)
(ﬁg.5.15 right panel) and in particular vortexes depicted by the two variables
are stretched along the northwest-southeast direction and present opposite cir-
culation to the south; however centers of anomalies are a little displaced. The
correlation between corresponding PCs is -0.56 (ﬁg.5.17, table 5.2), note that
to facilitate the comparison, the sign of PC3 is reversed in this plot).
We performed the same computation to reconstruct PC corresponding to
the vortex in the SA domain as linear combination of PC1 and PC3 of the
Paciﬁc-Atlantic domain as for the spring case (eq.5.1). The reconstructed time-
serie closely follows the original one (ﬁg. 5.18), the two bear a correlation of
0.85 (table 5.2).
In conclusion, for the fall season the PSA1 pattern appear to be largely
forced by SSTs, but, in contrast to what is usually suggested in the literature,
its pure unique association to ENSO is not as evident to the authors since other
regions over the global oceans, and especially the Indian Ocean, show the same
high correlation values. To elucidate this point one possibility is to ﬁrst perform
a set of GCM experiments prescribing SST anomalies in the Indian and Paciﬁc
Ocean separately and then in both basins simultaneously. The vortex over SA
is an equally frequent internal and forced mode of atmospheric variability. The
latter could be interpreted as a downstream eﬀect of PSA1, as for spring but
the lack of correlation with SST in either the Indian and Paciﬁc Oceans makes
their connection unclear. The experiments we suggested may shade light on
the latter issue as well.
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Figure 5.13: Correlation map of the PC1 (upper panel), PC2 (middle panel) and PC3(-
PSA1, bottom panel) timeseries of the Paciﬁc-Atlantic domain with global SSTs for AM.
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Figure 5.14: Correlation map between PC corresponding to PSA1 and global SSTs for
MAM; from Peagle and Mo (2001)
Figure 5.15: Patterns comparison for the SA domain (vectors) and Paciﬁc-Atlantic domain
EOF1 (left,contours) and EOF3 (right, contours) for AM.
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Figure 5.16: SA domain PC1 (red) and PC1 for the Paciﬁc-Atlantic domain (blue) for
AM.
Figure 5.17: SA domain PC1 (red) and reversed PC3 for the Paciﬁc-Atlantic domain (blue)
for AM.
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The ultimate purpose of this chapter has been to investigate the extent to
which the schematic chain of elements proposed as the teleconnection between
ENSO and rainfall (ENSO→PSA1→vortex→rainfall) is valid. We found out
that links among these elements are strongly seasonal dependent, except for
the relationship between the vortex over SA and rainfall in SESA which is
always valid in spring, summer and fall.
In spring SST anomalies associated with ENSO events force (or excite) the
PSA1 pattern which is then partially related to the variability the vortex over
SA accounts for. During these events, the vortex over SA is interpreted as a
forced mode of variability. On the other hand, the vortex is also expression
of the internal SH variability, which is independent of PSA1 and not forced
by SSTs in any ocean basin. We speculate that the vortex over SA and PSA1
are two distinct elements of the SH atmospheric variability, in other words
the proper PSA1 pattern is constituted by anomalies conﬁned over the Paciﬁc
sector. The dynamical mechanism regulating the establishment of the vortex
over SA resulting from the excitement of PSA1 remains an open question after
this study. We speculate that, given the predominant role the vortex has in
characterizing the circulation in all seasons, it is likely related to some intrinsic
feature of the South American continent such as its orography. Following our
interpretation, the GCMs used in this study have a consistent capability in
capturing the teleconnection driven by ENSO but,as expected, they miss the
internal component. It results that, associated with the same circulation in
the upper level winds, precipitation anomalies over SESA and the SACZ are
predictable in some cases but not in others, which translates in the diminished
skill of the experimental forecasts we presented compared to the potential of
the our method.
In summer the PSA1 pattern is not found in the EOF analysis we performed
and, we conclude, it is not a relevant mode of variability in the SH. Obviously,
the dynamical chain of elements does not hold in this season and there is no
predictability of the vortex associated with SSTs.
It is interesting to note that, diﬀerently from the spring and fall seasons,
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in summer the vortex over SA appears to be uncoupled from the circulation
over the Paciﬁc Ocean since none of the leading modes of the Paciﬁc-Atlantic
domain comprehend it. In this regard we support the interpretation that the re-
gional circulation associated with the South American Monsoon dominates over
remote teleconnections (Grimm 2003). Following this argument, interactions
of the atmosphere with land-surface conditions, which might have a dominant
role during the monsoon season, could contribute in generating the vortex over
SA, which otherwise would be a pure expression of the atmospheric internal
variability. Investigations with a coupled atmospheric-land-surface GCM (or
a regional model) would shade light on the issue. The GCMs we used in this
study were all coupled atmosphere-ocean models with prescribed land-surface
conditions, the lack of capability those GCMs have on capturing the anomalous
vortex is aligned with our conclusions.
The fall season presents the most puzzling results to interpret. As for
spring, the PSA1 is a leading mode of variability in the SH and it is partially
associated with the vortex over SA. However, the PSA1 is related to both the
Indian Ocean and ENSO while, in contrast to the spring season, the vortex is
neither related to ENSO nor to SSTs in any oceanic basin. These two outcomes
do not seem to be consistent with each other.
We conclude that further analysis is required to elucidate which basin con-
tributes to the excitement of this mode and, as suggested for the spring season,
the mechanism connecting the circulation over the Paciﬁc Ocean and that over
South America. To tackle the ﬁrst question one possibility is to ﬁrst perform a
set of GCM experiments prescribing SST anomalies in the Indian and Paciﬁc
Ocean separately and then in both basins simultaneously. These results are
consistent with the lack of capability the GCMs have on reproducing the wind




We have shown the existence of a pervasive mode of upper level atmospheric
variability which dominates the circulation over South America in all seasons.
The pattern characterizing this mode is constituted by a continental scale vor-
tex centered on the Atlantic coast of subtropical SA and by an opposite cir-
culation to the far southern part of the continent; this structure resembles the
leading Paciﬁc-South American mode. We found evidences of a physical link
through which this mode aﬀects the interannual variability of the mean pre-
cipitation over Southeastern South America in spring, summer and fall. The
region comprises southern Brazil, Uruguay, Paraguay and northeast Argentina.
Diﬀerences in the structure and intensity of the vortex and the eﬀects of orogra-
phy, particularly at lower levels, aﬀect the transport and convergence of mois-
ture into SESA from either the Atlantic Ocean or the Amazon, through the
SALLJ. In spring and summer the circulation contributes to establish precipi-
tation anomalies of opposite sign over the SACZ, thus creating the north-south
precipitation dipole already reported by several authors. We suggest the vortex
induces anomalies in the SST in the eastern subtropical coast of SA, during the
fall season. Motivated by and to test further the reported relationship between
the upper level wind and precipitation anomalies, we developed a methodology
to predict precipitation over SESA. Long-range seasonal precipitation forecasts
over SESA from operational centers have in fact low skill. Our method has the
objective of exploring the reliability of the upper level circulation as predictor,
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and it is not intended to make its optimum use in the practical contest of sea-
sonal forecasts. The method is based on a simple linear regression between the
PC associated with the vortex (the predictor) and the mean precipitation over
SESA (the predictant); it has a high potential in all seasons.
El Niño Southern Oscillation is known to impact precipitation over SESA
and it has been suggested to generate (or excite) the Paciﬁc South American
modes. These two ﬁndings are somehow more certain for the spring season,
while their validity is less clearly demonstrated in the remaining of the year. A
logical question to pose is weather or not, and to what extent, these components
of the climate system are linked together. In other words, is ENSO forcing
(exciting) the PSA modes? Is the vortex over SA the easternmost part of
the leading PSA? We found out that links among these elements are strongly
seasonal dependent, except for the relationship between the vortex over SA
and rainfall in SESA which is always valid in spring, summer and fall.
In spring the vortex representing the leading mode of upper level atmo-
spheric variability over SA is not merely the extension of the PSA1 pattern
over the SA continent, but it appears as an internal as well as an ENSO-forced
mode via excitement of the PSA1 pattern. In this interpretation, ENSO has
the eﬀect to make the vortex resonant without changing its intrinsic structure.
In summer the PSA1 pattern is not found in the EOF analysis we per-
formed and, we conclude, it is not a relevant mode of variability in the SH.
The result contrast to previous interpretations in which the circulation in the
SH is considered to have a non relevant seasonality. Obviously, the dynami-
cal chain of elements (ENSO→PSA1→vortex→rainfall) does not hold in this
season. It is interesting to note that, diﬀerently from the spring and fall sea-
sons, in summer the vortex over SA appears to be uncoupled to the circulation
over the Paciﬁc Ocean since none of the leading modes of the Paciﬁc-Atlantic
domain comprehend it. In this regard we support the interpretation that the
regional circulation associated with the South American Monsoon dominates
over remote teleconnections (Grimm 2003).
The fall season presents the most puzzling results to interpret. As for spring,
the vortex over SA presents characteristics of an internal mode of variability
as well as its connection to the PSA1 mode. However, the PSA1 is related to
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both the Indian Ocean and ENSO while, in contrast to the spring season, the
vortex is unrelated to SSTs in any oceanic basin. These two outcomes do not
seem to be consistent with each other, and further analysis is required to fully
understand the nature of these elements and the links among them.
As a parallel ﬁnding of this study we underline that the leading Paciﬁc-
South American pattern properly comprehends centers of anomalies over the
Southern Paciﬁc Ocean only and not those over the South American sector.
In testing our empirical method to produce rainfall forecasts over SESA
we explored the capability that some coupled ocean-atmosphere GCMs from
the DEMETER experiment have on capturing the vortex over SA. The wind
pattern in spring is the best reproduced among the three seasons we considered,
and the GCMs have the capability in representing the teleconnection driven by
ENSO. On the other hand, as expected, they miss the expression of the vortex
as internal mode of variability as clearly demonstrated by the complete fail in
capturing the wind ﬁeld in winter, summer and partially in spring.
It results that associated with the same circulation in the upper level winds,
precipitation anomalies over Southeaster South America (and the South At-
lantic Convergence Zone during spring and summer) are predictable in some
cases but not in others, which is reﬂected in the diminished skill of our exper-
imental forecasts compared to the potential of the method.
In this study we have considered as "forced" modes of variability those
manifesting a link with sea surface temperatures, and "internal" those which
do not. A proof of our interpretation regarding the forced modes can be sought
by prescribing SSTs over the Paciﬁc and Indian sectors. We propose that land-
surface processes might have a relevant role in contributing to the generation of
the vortex over SA, particularly during the monsoon season; investigations with
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