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Abstract
We consider a Bose gas trapped in the unit torus in the Gross-Pitaevskii regime. In the ground
state, we prove that fluctuations of bounded one-particle observables satisfy a central limit theorem.
1 Introduction
We consider Bose gases consisting of N particles trapped in the three dimensional unit torus Λ inter-
acting through a repulsive potential with scattering length of the order N−1 (Gross-Pitaevskii regime).
The Hamilton operator is given by
HN =
N∑
j=1
−∆xj +
N∑
i<j
N2V (N(xi − xj)) (1.1)
and, according to the bosonic statistics, it acts on L2s(Λ
N ), the subspace of L2(ΛN ) consisting of
functions that are symmetric with respect to permutations of the N particles.
At zero temperature, the system relaxes to the ground state, described by a normalized eigenvector
of (1.1) associated with its smallest eigenvalue. From [5, 6, 9, 2], the ground state of (1.1) is known
to exhibit complete condensation in the zero-momentum mode ϕ0 defined through ϕ0(x) = 1 for all
x ∈ Λ. In other words, if we denote by γ(1)N = tr2,...,N |ψN 〉〈ψN | the one-particle reduced density matrix
associated with the normalized ground state vector ψN (without loss of generality, we choose ψN to
be the unique positive normalized ground state vector of HN), then (for example, in the trace-norm
topology)
lim
N→∞
γ
(1)
N = |ϕ0〉〈ϕ0| (1.2)
Eq. (1.2) states that almost all particles, up to a fraction vanishing as N →∞, are in the same one-
particle state ϕ0. In fact, (1.2) also implies convergence of higher order reduced densities. For k ∈ N,
we define the k-particle reduced density γ
(k)
N = trk+1,...,N |ψN 〉〈ψN | (normalized so that tr γ(k)N = 1).
Then, we find
lim
N→∞
γ
(k)
N = |ϕ0〉〈ϕ0|⊗k (1.3)
for all fixed k ∈ N. It should be stressed, however, that (1.2) and (1.3) do not imply that ϕ⊗N0 is a
good approximation for the ground state vector ψN . From [8, 7], it is known that the ground state
1
energy per particle is such that
lim
N→∞
N−1〈ψN ,HNψN 〉 = 4πa0 (1.4)
where a0 denotes the scattering length of V . A simple computation shows instead that
lim
N→∞
N−1〈ϕ⊗N0 ,HNϕ⊗N0 〉 =
V̂ (0)
2
(1.5)
Since V̂ (0) > 8πa0, the energy of the factorized state ϕ
⊗N
0 is always much larger than the energy of
the ground state ψN ; the excess energy is macroscopic, of order N . In the Gross-Pitaevskii regime,
correlations among particles are crucial. They are responsible for lowering the energy from (1.5) to
(1.4). Since they vary on the length-scale N−1, they disappear in the limit N →∞, but only at the
level of the reduced densities.
Eq. (1.3) allows us to estimate averages of one-particle observables. Given a self-adjoint operator
O on L2(Λ) (a one-particle operator), we denote by Oj = 1 ⊗ · · · ⊗ 1 ⊗ O ⊗ 1 ⊗ · · · ⊗ 1 the operator
on L2s(Λ
N ) acting as O on the j-th particle, and as the identity elsewhere. From (1.2), we find
lim
N→∞
〈
ψN ,
1
N
N∑
j=1
OjψN
〉
= lim
N→∞
tr γ
(1)
N O = 〈ϕ0, Oϕ0〉
In fact, Eq. (1.3) with k = 2 also implies a law of large numbers for the probability distribution
associated with the ground state wave function ψN . For any δ > 0, we find
lim
N→∞
PψN
(∣∣∣ 1
N
N∑
j=1
Oj − 〈ϕ0, Oϕ0〉
∣∣∣ ≥ δ) = 0 (1.6)
To prove (1.6), we set O˜ = O − 〈ϕ0, Oϕ0〉 and we use Markov’s inequality to estimate
PψN
(∣∣∣ 1
N
N∑
j=1
Oj − 〈ϕ0, Oϕ0〉
∣∣∣ ≥ δ) = P( 1
Nδ
∣∣∣ N∑
j=1
O˜j
∣∣∣ ≥ 1)
≤ 1
N2δ2
〈ψN ,
N∑
i,j=1
O˜iO˜jψN 〉
=
N(N − 1)
2N2δ2
tr γ
(2)
N O˜1 ⊗ O˜2 +
1
Nδ2
tr γ
(1)
N O˜
2 → 0
as N →∞, because tr |ϕ0〉〈ϕ0|O˜ = 0. Thus, the correlation structure characterizing the ground state
wave function ψN does not affect the law of large numbers. As N → ∞, the average concentrates
around the value 〈ϕ0, Oϕ0〉, exactly as it would in the completely factorized state ϕ⊗N0 .
In our main theorem, we show that the probability distribution generated by ψN also satisfies
a (multivariate) central limit theorem; (joint) fluctuations of observables of averages of the form∑N
j=1Oj are Gaussian and have size of order
√
N . A similar question has been addressed in [1, 3], for
the time-evolution of mean-field quantum systems.
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Theorem 1.1. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly supported. Let
ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 denote the (unique) positive normalized ground state wave function of
the Hamiltonian (1.1).
For k ∈ N, let O1, . . . , Ok be bounded operators on L2(Λ). For j = 1, . . . , k, let
Oj = 1√
N
N∑
ℓ=1
(Oj,ℓ − 〈ϕ0, Ojϕ0〉) (1.7)
where Oj,ℓ = 1 ⊗ · · · ⊗ Oj ⊗ · · · ⊗ 1 denotes the operator acting as Oj on the ℓ-th particle and as the
identity on the other (N − 1) particles.
For j = 1, . . . , k, let
νj(p) = ( ̂q0Ojϕ0)(p) cosh(µp) + (
̂q0Ojϕ0)(p) sinh(µp)
where ϕ0 ∈ L2(Λ) is the zero-momentum mode (ie. ϕ0(x) = 1 for all x ∈ Λ), q0 = 1− |ϕ0〉〈ϕ0| and
µp =
1
4
log
(
p2
p2 + 16πa0
)
(1.8)
for all p ∈ Λ∗+ = 2πZ3 \ {0}. Let
Σi,j =
{
〈νi, νj〉 =
∑
p∈Λ∗+
νi(p) νj(p) if i ≤ j
〈νj , νi〉 if j < i
(1.9)
We assume the k × k matrix Σ = (Σi,j)1≤i,j≤k to be invertible (by definition Re Σ ≥ 0).
Let g1, . . . gk ∈ L1(R) with Fourier transforms ĝj ∈ L1(R, (1 + |s|4)ds) for all j = 1, . . . , k. Then∣∣∣∣∣EψN [g1(O1) · · · gk(Ok)]−
∫
dλ1 . . . dλk g1(λ1) . . . gk(λk)
e−1/2
∑k
i,j=1 Σ
−1
i,j
λiλj√
(2π)kdetΣ
∣∣∣∣∣
≤ C
N1/4
k∏
j=1
∫
ds |ĝj(s)|(1 + |s|4‖Oj‖4)
for a constant C > 0 depending only on k ∈ N.
As a corollary to Theorem 1.1, we obtain a Berry-Esse´en type central limit theorem, with explicit
control of the error. We skip the proof which follows very closely the one of [3, Corollary 1.2].
Corollary 1.2. Let V ∈ L3(R3) be non-negative, spherically symmetric and compactly supported. Let
ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 denote the (unique) positive normalized ground state wave function of
the Hamiltonian (1.1). Let O be a bounded, self-adjoint one-particle operator on L2(Λ) and
O = 1√
N
N∑
j=1
(O − 〈ϕ0, Oϕ0〉) .
For every −∞ < α < β <∞, there exists a constant C > 0 such that
|PψN (O ∈ [α;β])− P (G ∈ [α;β]) | ≤ CN−1/8, (1.10)
3
where G is the centred Gaussian random variable with variance ‖ν‖22, where ν ∈ ℓ2(Λ∗+) is defined
through
ν(p) = (q̂0Oϕ0)(p) cosh(µp) + (
̂q0Oϕ0)(p) sinh(µp)
with µ as defined in (1.8).
Remark: The dependence of the constant C on the r.h.s. of (1.10) on α, β can be controlled by
C ≤ c(1 + |β − α|) for a universal constant c > 0.
Remark: Theorem 1.1 and Corollary 1.2 imply that, although the ground state exhibits important
correlations, the probability distribution it generates still satisfies a central limit theorem. In our
analysis, this will follow from the bound (2.15) taken from [2], which shows that, up to corrections
described by the unitary operator S (which are important to compute the energy but, as we will prove,
do not affect the distribution of products of bounded one-particle observables of the form (1.7)), the
ground state is approximately quasi-free; in fact, the form of the covariance matrix (1.9) is entirely
determined by the two Bogoliubov transformations Tη and Tτ appearing in (2.15).
Remark: While Theorem 1.1 and Corollary 1.2 state properties of the probability distribution
associated with the ground state of (1.1), it is also possible to study the probability distribution
generated by low-energy excited states; we briefly address this question in Appendix A.
2 Approximation of ground state
The proof of Theorem 1.1 is based on a norm-approximation for the ground state wave function ψN ,
recently obtained in [2]. To illustrate this approximation, we need to introduce some unitary operators
leading to an approximate diagonalisation of the Hamilton operator (1.1).
First of all, following [4] we observe that every ψN ∈ L2s(ΛN ) can be uniquely decomposed as
ψN = α0ϕ
⊗N
0 + α1 ⊗s ϕ⊗(N−1)0 + · · ·+ αN
with αj ∈ L2⊥ϕ0(Λ)⊗sj , where ⊗s denotes the symmetrized tensor product and L2⊥ϕ0(Λ) denotes the
orthogonal complement in L2(Λ) of the condensate wave function ϕ0. This observation allows us to
define the unitary map UN : L
2
s(Λ
N )→ F≤N+ by UNψN = {α0, α1, . . . , αN}. Here
F≤N+ =
N⊕
j=0
L2⊥ϕ0(Λ)
⊗sj
is the truncated Fock space (describing states with at most N particles) constructed over L2⊥ϕ0(Λ).
On F≤N+ , we describe orthogonal excitations of the condensate (applying UN , we factor out the Bose-
Einstein condensate and we focus on its excitations). The action of UN is determined by the rules
(see [4])
U∗Na
∗
0a0UN = N −N+
U∗Na
∗
pa0UN = a
∗
p
√
N −N+ =:
√
Nb∗p
U∗Na
∗
0apUN =
√
N −N+ap =:
√
Nbp
U∗Na
∗
qapUN = a
∗
qap
(2.1)
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for all p, q ∈ Λ∗+ := 2πZ3\{0}. For r ∈ 2πZ3, the operators a∗r , ar are the usual creation and annihila-
tion operators, creating and, respectively, annihilating a particle with momentum r. They satisfy the
canonical commutation relations
[ar, a
∗
s] = δr,s, [ar, as] = [a
∗
r , a
∗
s] = 0 . (2.2)
On the r.h.s. of (2.1), N+ =
∑
p∈Λ∗+
a∗pap denotes the number of particles operator on F≤N+ ; it
measure the number of excitations of the Bose-Einstein condensate. Furthermore, for p ∈ Λ∗+, we
introduced the modified creation and annihilation operators
b∗p = a
∗
p
√
N −N+
N
, bp =
√
N −N+
N
ap
These operators create and annihilate excitations, keeping the total number of particles invariant.
They are useful because, in contrast to the standard creation and annihilation operators, they leave
the Hilbert space F≤N+ invariant and, at the same time, they provide a good approximation of a∗p, ap
on states exhibiting Bose-Einstein condensation (ie. states with few excitations, where N+ ≪ N).
From (2.2), it is easy to derive the commutation relations
[
bp, b
∗
q
]
= δp,q
(
1− N+
N
)
− 1
N
a∗qap, [bp, bq] =
[
b∗p, b
∗
q
]
= 0 (2.3)
More generally, for h ∈ ℓ2(Λ∗+), we can define
b(h) =
∑
p∈Λ∗+
h(p)bp, b
∗(h) =
∑
p∈Λ∗+
h(p)b∗p (2.4)
Then ‖b(h)ξ‖ ≤ ‖h‖‖N 1/2+ ξ‖ and ‖b∗(h)ξ‖ ≤ ‖h‖‖(N++1)1/2ξ‖. Here and in the following we use the
notation ‖h‖ = (∑p∈Λ∗+ |h(p)|2)1/2 for the ℓ2-norm.
Applying UN to the ground state ψN , we remove products of the condensate wave function ϕ0.
Correlations are left in the excitation vector UNψN ∈ F≤N+ . To obtain a norm-approximation for ψN ,
we have to model the correlation structure. To this end, we introduce the generalized Bogoliubov
transformation
Tη = exp
1
2
∑
p∈Λ∗+
ηp
(
b∗pb
∗
−p − b−pbp
) (2.5)
where the coefficients ηp are defined for p ∈ Λ∗+ through
ηp = − 1
N2
ŵℓ(p/N)
with
ŵℓ(k) =
∫
R3
wℓ(x)e
−ik·xdx
and wℓ(x) = 1− fℓ(x). Here we denote by fℓ the ground state solution of the Neumann problem[
−∆+ 1
2
V
]
fℓ = λℓfℓ
5
on the ball |x| ≤ Nℓ, for an ℓ ∈ (0; 1/2). We recall from [2, Lemma 3.1] that
|ηp| ≤ C|p|−2 (2.6)
and that ∣∣∣∣∫ V (x)fℓ(x)dx − 8πa0∣∣∣∣ ≤ CN−1 (2.7)
As proven in [2, Lemma 2.3], the action of the generalized Bogoliubov transformation (2.5) on
(modified) creation and annihilation operators is given, for any p ∈ Λ∗+, by the formulas
T ∗η bpTη = cosh(ηp)bp + sinh(ηp)b
∗
−p + dp
T ∗η b
∗
pTη = cosh(ηp)b
∗
p + sinh(ηp)b−p + d
∗
p
(2.8)
where the operators dp are small on states with few excitations, in the sense that
‖dpξ‖ ≤ C
N
[
|ηp|‖(N+ + 1)3/2ξ‖+ ‖bp(N+ + 1)ξ‖
]
(2.9)
These bounds are consistent with the observation that bp ≃ ap, b∗p ≃ a∗p on states exhibiting Bose-
Einstein condensation. With (2.8) and (2.9) and with the observation that, by (2.6), ‖η‖ ≤ C,
uniformly in N (‖η‖ denotes the ℓ2-norm), one can show (see [2, Lemma 2.1]) that conjugation with
Tη leaves the number of excitations essentially unchanged; for every k ∈ N, there exists a constant
Ck > 0 such that
T ∗ηN k+Tη ≤ Ck(N k+ + 1) (2.10)
Conjugating HN with UN and then with Tη, we obtain the renormalized excitation Hamiltonian
GN = T ∗ηUNHNU∗NTη, defined on (a dense subspace of) the excitation space F≤N+ . In [2, Prop. 3.2],
it is shown that we can decompose GN = CN +QN + CN + VN + EN where CN is a constant (4πa0N ,
up to corrections of order one), QN is quadratic in creation and annihilation operators, CN is cubic,
VN is quartic (and positive) and EN is an error term, negligible on low-energy states. The presence
of the cubic term CN is characteristic for the Gross-Pitaevskii regime. It implies that, to get a norm
approximation of the ground state vector ψN , we need to apply an additional cubic transformation.
We define
A =
1√
N
∑
r∈PH ,v∈PL
ηr
[
sinh(ηv)b
∗
r+vb
∗
−rb
∗
−v + cosh(ηv)b
∗
r+vb
∗
−rbv − h.c.
]
(2.11)
where PL = { p ∈ Λ∗+ : |p| ≤ N1/2} corresponds to low momenta and PH = Λ∗+ \ PL to high momenta
(by definition r + v 6= 0) and we consider the unitary operator S = e−A. Similarly to (2.10), also the
action of S does not change the number of excitations substantially. From [2, Prop. 4.2] it follows
that, for every k ∈ N, there exists namely a constant Ck > 0 such that
eκAN k+e−κA ≤ Ck(N k+ + 1)k (2.12)
for all κ ∈ [−1; 1].
Conjugating the renormalized excitation Hamiltonian GN with the cubic transformation S, we
define JN = S∗GNS = S∗T ∗ηUNHNU∗NTηS. As shown in [2, Prop. 3.3], we can now write JN =
6
C˜N + Q˜N +VN + E˜N where C˜N is a constant, E˜N is an error term negligible on low-energy states, and
where the quadratic operator Q˜N is given by
QN =
∑
p∈Λ∗+
Fpa
∗
pap +
1
2
∑
p∈Λ∗+
Gp
[
a∗pa
∗
−p + apa−p
]
with
Fp = p
2[σ2p + γ
2
p ] +
(
V̂ (./N) ∗ f̂N,ℓ
)
p
(σp + γp)
2
Gp = 2p
2σpγp +
(
V̂ (./N) ∗ f̂N,ℓ
)
p
(σp + γp)
2
To diagonalize Q˜N , we apply a final generalized Bogoliubov transformation
Tτ = exp
1
2
∑
p∈Λ∗+
τp
(
b∗pb
∗
−p − bpb−p
)
with coefficients τp defined through
tanh(2τp) = −Gp
Fp
(2.13)
As shown in [2, Lemma 5.1], we have |τp| ≤ C|p|−4. This implies that ‖τ‖ ≤ C uniformly in N and
thus, similarly to (2.10), that for every k ∈ N there exists Ck > 0 such that
T ∗τN k+Tτ ≤ Ck(N k+ + 1) (2.14)
It follows thatMN = T ∗τ JNTτ = T ∗τ S∗T ∗ηUNHNU∗NTηSTτ is essentially quadratic and diagonal (up to
the positive quartic term VN and an error that is negligible on low-energy states). This implies that
the vacuum vector Ω = {1, 0, . . . , 0} ∈ F≤N+ approximate the ground state vector of MN in norm. In
fact, it is shown in [2, Sect. 6] that there is a phase ω ∈ [0; 2π] such that∥∥ψN − eiωU∗NTηSTτΩ∥∥ ≤ CN−1/4 (2.15)
3 Proof of Theorem 1.1
The proof of the main theorem is based on (2.15); after replacing ψN with its approximation TτSTηU
∗
NΩ,
we can control the action of the unitary operator UN and of the generalized Bogoliubov transforma-
tions Tη and Tτ using (2.1) and, respectively, (2.8), (2.9). To control the action of the cubic phase
S = e−A, on the other hand, we will make use of the following lemma.
Lemma 3.1. Let A be as defined in (2.11). There is a constant C > 0 such that
|〈ξ1, [b(h), A] ξ2〉| ≤C‖h‖√
N
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖,
|〈ξ1, [b∗(h), A] ξ2〉| ≤C‖h‖√
N
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖
for every ξ1, ξ2 ∈ F≤N+ and every h ∈ ℓ2(Λ∗+) (the notation ‖h‖ indicates the ℓ2-norm of h). The
modified creation and annihilation operators b(h), b∗(h) are defined as in (2.4).
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Proof. For p ∈ Λ∗+ let γv = cosh ηv and σv = sinh ηv. We use the definition (2.11) and the commutation
relations (2.3) to compute
[bp, A] =
1√
N
∑
r∈PH ,v∈PL
ηrσv
[(
1− N+
N
)
δp,r+vb
∗
−rb
∗
−v −
1
N
a∗r+vapb
∗
−rb
∗
−v
]
+
1√
N
∑
r∈PH ,v∈PL
ηrσv
[
b∗r+v
(
1− N+
N
)
δp,−rb
∗
−v −
1
N
b∗r+va
∗
−rapb
∗
−v
]
+
1√
N
∑
r∈PH ,v∈PL
ηrσv
[
b∗r+vb
∗
−r
(
1− N+
N
)
δp,−v − 1
N
b∗r+vb
∗
−ra
∗
−vap
]
+
1√
N
∑
r∈PH ,v∈PL
ηrγv
[(
1− N+
N
)
δp,r+vb
∗
−rbv −
1
N
a∗r+vapb
∗
−rbv
]
+
1√
N
∑
r∈PH ,v∈PL
ηrγv
[
b∗r+v
(
1− N+
N
)
δp,−rbv − 1
N
b∗r+va
∗
−rapbv
]
− 1√
N
∑
r∈PH ,v∈PL
ηrγv
[(
1− N+
N
)
δp,vb−rbr+v − 1
N
a∗vapb−rbr+v
]
=
1√
N
∑
r∈PH ,v∈PL
ηr
[(
1− N+
N
)
b∗−r
(
σvb
∗
−v + γvbv
)
δp,r+v
+
(
1− N+ − 1
N
)
b∗r+v(σvb
∗
−v + γvbv)δp,−r
+ σvb
∗
r+vb
∗
−r
(
1− N+
N
)
δp,−v − γv
(
1− N+
N
)
b−rbr+vδp,v
]
− 1
N3/2
∑
r∈PH ,v∈PL
ηr
[
(a∗r+vapb
∗
−r + b
∗
r+va
∗
−rap)(σvb
∗
−v + γvbv)
+σvb
∗
r+vb
∗
−ra
∗
−vap − γva∗vapb−rbr+v
]
.
Thus, we write
[b(h), A] =
∑
p∈Λ∗+
h(p) [bp, A] =
5∑
j=1
Dj
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where
D1 :=
1√
N
∑
r∈PH ,v∈PL
h(r + v) ηr
(
1− N+
N
)
b∗−r
(
σvb
∗
−v + γvbv
)
D2 :=
1√
N
∑
r∈PH ,v∈PL
h(−r) ηr
(
1− N+ − 1
N
)
b∗r+v(σvb
∗
−v + γvbv)
D3 :=
1√
N
∑
r∈PH ,v∈PL
(
h(−v) ηrσvb∗r+vb∗−r
(
1− N+
N
)
+ h(v)ηrγv
(
1− N+
N
)
b−rbr+v
)
D4 :=− 1
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
h(p) ηr(a
∗
r+vapb
∗
−r + b
∗
r+va
∗
−rap)(σvb
∗
−v + γvbv)
D5 :=
1
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
h(p) ηr
(
σvb
∗
r+vb
∗
−ra
∗
−vap − γva∗vapb−rbr+v
)
.
In the following we will write, for j ∈ {1, 2, . . . , 5}, Dj = Dj,σ+Dj,γ , withDj,σ, Dj,γ denoting the terms
in Dj containing the factor σv and, respectively, the factor γv. Since, by (2.6), |ηr| ≤ Cr−2, |σv | ≤
Cv−2, we obtain
|〈ξ1,D1,σξ2〉| ≤ C√
N
‖(N+ + 1)1/2ξ2‖
∑
r∈PH ,v∈PL
|h(r + v)| |ηr| |σv| ‖b−vb−r
(
1− N+
N
)
(N+ + 1)−1/2 ξ1‖
≤C‖h‖∞√
N
‖(N+ + 1)1/2ξ2‖
∑
r∈PH ,v∈PL
|ηr| |σv| ‖b−vb−r (N+ + 1)−1/2 ξ1‖
≤C‖h‖∞√
N
‖(N+ + 1)1/2ξ2‖
 ∑
r∈PH ,v∈PL
|σv|2|ηr|2
1/2
×
 ∑
r∈PH ,v∈PL
‖b−vb−r (N+ + 1)−1/2 ξ1‖2
1/2
≤C‖h‖∞√
N
‖(N+ + 1)1/2ξ1‖ ‖ (N+ + 1)1/2 ξ2‖.
For the term D1,γ , we estimate
|〈ξ1,D1,γξ2〉| ≤ 1√
N
∑
r∈PH ,v∈PL
|h(r + v)| |ηr| |γv|‖bvξ1‖ ‖b−r
(
1− N+
N
)
ξ2‖
≤C‖h‖√
N
‖N 1/2+ ξ1‖
∑
r∈PH
|ηr| ‖b−rξ2‖
≤C‖h‖√
N
‖N 1/2+ ξ1‖ ‖N 1/2+ ξ2‖,
where we used that |ηr| ≤ Cr−2, |γv| ≤ C.
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The term D2 can be bounded in the same way. For the third term D3 we find (using the same
arguments) on the one hand
|〈ξ1,D3,σξ2〉| ≤ C√
N
‖(N+ + 1)1/2ξ2‖
∑
r∈PH ,v∈PL
|h(−v)| |ηr| |σv| ‖b−rbr+v(N+ + 1)−1/2ξ1‖
≤C‖h‖∞√
N
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖,
and on the other hand
|〈ξ1,D3,γξ2〉| ≤ C√
N
‖(N+ + 1)1/2ξ1‖
∑
r∈PH ,v∈PL
|h(v)| |ηr| |γv| ‖b−rbr+v(N+ + 1)−1/2ξ2‖
≤C‖h‖√
N
‖(N+ + 1)1/2ξ1‖ ‖N 1/2+ ξ2‖.
To control D4, we rearrange creation and annihilation operators in normal order. We split
D4,σ =− 2
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
h(p) ηr σv b
∗
−vb
∗
−ra
∗
r+vap
− 2
N3/2
∑
r∈PH ,v∈PL
h(−v) ηr σvb∗−rb∗r+v
− 1
N3/2
∑
r∈PH ,v∈PL
h(−r) ηr σvb∗r+vb∗−v =
3∑
i=1
D
(i)
4,σ.
The two terms D
(2)
4,σ and D
(3)
4,σ can be bounded like the previous terms. We find
|〈ξ1,D(j)4,σξ2〉| ≤
C‖h‖∞
N3/2
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖
for j = 2, 3. As for the term D
(1)
4,σ, we estimate
|〈ξ1,D(1)4,σξ2〉| ≤
2
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
|h(p)| |ηr| |σv | ‖b−vb−rξ1‖ ‖ap(N+ + 1)1/2ξ2‖
≤ C
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
|h(p)|2 ‖b−vb−rξ1‖2
1/2
×
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
|ηr|2 |σv|2‖(N+ + 1)apξ2‖2
1/2
≤C‖h‖
N3/2
‖(N+ + 1)ξ1‖ ‖(N+ + 1)ξ2‖ ≤ C‖h‖
N1/2
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖.
Analogously, we split
D4,γ :=− 1
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
h(p) ηr γv (b
∗
−ra
∗
r+vap + b
∗
r+va
∗
−rap)bv
− 1
N3/2
∑
r∈PH ,v∈PL
h(−r) ηr γv b∗r+vbv =
2∑
i=1
D
(i)
4,γ .
(3.1)
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For the second term, we find
|〈ξ1,D(2)4,γξ2〉| ≤
1
N3/2
∑
r∈PH ,v∈PL
|h(−r)| |ηr| |γv| ‖br+vξ1‖ ‖bvξ2‖
≤C‖h‖
N3/2
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖,
Similarly, the first term on the r.h.s. of (3.1) can be bounded by
|〈ξ1,D(1)4,γξ2〉| ≤
2
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
|h(p)| |ηr| |γv| ‖ar+vb−rξ1‖ ‖apbvξ2‖
≤ C
N3/2
∑
p∈Λ∗+
∑
r∈PH ,v∈PL
|h(p)|2 ‖ar+vb−rξ1‖2
1/2∑
p∈Λ∗+
∑
r,∈PH ,v∈PL
|h(p)|2‖apbvξ2‖
1/2
≤C‖h‖
N3/2
‖(N+ + 1)ξ1‖ ‖(N+ + 1)ξ2‖ ≤ C‖h‖
N1/2
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖.
The term D5 can be estimated like the normally ordered contributions in D4. We conclude that
|〈ξ1, [b(h), A] ξ2〉| ≤C‖h‖√
N
‖(N+ + 1)1/2ξ1‖ ‖(N+ + 1)1/2ξ2‖.
Since [b∗(h), A] = [b(h), A]∗ (because A is skew-symmetric), the second inequality in Lemma 3.1 follows
from the first one.
The next lemma will also be useful to pass powers of the number of particles operator N+ through
modified Weyl operators (whose action is not explicit).
Lemma 3.2. For every j ∈ N there exists a constant C > 0 such that
〈ξ, e−iφ(h)(N+ + α)jeiφ(h)ξ〉 ≤ C〈ξ, (N+ + α+ ‖h‖2)jξ〉
for all α ≥ 1, ξ ∈ F≤N+ , h ∈ ℓ2(Λ∗+). Here we used the notation φ(h) = b(h) + b∗(h), with the modified
creation and annihilation operators defined in (2.4).
Proof. For a fixed ξ ∈ F≤N+ with ‖ξ‖ = 1, we define the function f : R→ R through
f(t) = 〈ξ, e−itφ(h)(N+ + α)jeitφ(h)ξ〉
We compute
if ′(t) =〈ξ, e−itφ(h) [(N+ + α)j , φ(h)] eitφ(h)ξ〉
=
j−1∑
ℓ=0
〈ξ, e−itφ(h)(N+ + α)ℓ [N+, φ(h)] (N + α)j−1−ℓeitφ(h)ξ〉.
The commutation relations (2.3) imply that
if ′(t) =−
j−1∑
ℓ=0
〈ξ, e−itφ(h)(N+ + α)ℓ b(h)(N+ + α)j−1−ℓeitφ(h)ξ〉
+
j−1∑
ℓ=0
〈ξ, e−itφ(h)(N+ + α)ℓ b∗(h)(N+ + α)j−1−ℓeitφ(h)ξ〉.
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With b(h)N+ = (N+ + 1)b(h) and b∗(h)N+ = (N+ − 1)b∗(h), we find a constant C (depending only
on j) such that
|f ′(t)| ≤ C‖h‖〈eitφ(h)ξ, (N+ + α)j−1/2eitφ(h)ξ〉 ≤ C‖h‖f(t)1−
1
2j
where we used the condition α > 1 and, in the last inequality, the normalization ‖ξ‖ = 1. Gronwall’s
lemma implies that
|f(t)| ≤ C(f(0) + ‖h‖2jt2j)
Thus
〈eiφ(h)ξ, (N+ + α)jeiφ(h)ξ〉 ≤ C〈ξ, (N+ + α+ ‖h‖2)jξ〉 .
We are now ready to prove our main result.
Proof of Theorem 1.1. We write
EψN [g1(O1) . . . gk(Ok)] = 〈ψN , g1(O1) . . . gk(Ok)ψN 〉
=
∫
ds1 . . . dsk ĝ1(s1) . . . ĝk(sk) 〈ψN , eis1O1 . . . eiskOkψN 〉
With (2.15), we obtain that∣∣∣∣EψN [g1(O1) . . . gk(Ok)]− ∫ ds1 . . . dsk ĝ1(s1) . . . ĝk(sk) 〈U∗NTηSTτΩ, eis1O1 . . . eiskOkU∗NTηSTτΩ〉∣∣∣∣
≤ CN−1/4
k∏
j=1
‖ĝj‖1
(3.2)
We split the computation of the expectation 〈U∗NTηSTτΩ, eis1O1 . . . eiskOkU∗NTηSTτΩ〉 in several steps.
Step 1. Action of UN . We set ξ1 = TηSTτΩ ∈ F≤N+ . Then we have∣∣∣〈U∗N ξ1, eis1O1 . . . eiskOkU∗Nξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉∣∣∣
≤ C√
N
 k∑
j=1
‖Oj‖|sj |
1 + k∑
j=1
‖q0Ojϕ0‖2|sj|2
 (3.3)
Here we use the notation φ(h) = b(h) + b∗(h), with the modified creation and annihilation operators
introduced in (2.4).
With O˜j = Oj − 〈ϕ0, Ojϕ0〉 and denoting dΓ(A) =
∑N
ℓ=1Aℓ, we can decompose
Oj = 1√
N
[
dΓ(q0O˜jq0) + dΓ(q0Ojp0) + dΓ(p0Ojq0)
]
.
With (2.1), we obtain
U∗NOjUN =
1√
N
dΓ(q0O˜jq0) + φ(q0Ojϕ0)
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Hence, we find
〈U∗N ξ1, eis1O1 . . . eiskOkU∗N ξ1〉 = 〈ξ1,
k∏
j=1
e
isj
[
1√
N
dΓ(q0O˜jq0)+φ(q0Ojϕ0)
]
ξ1〉
and
〈U∗N ξ1,eis1O1 . . . eiskOkU∗Nξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉
=
k∑
m=1
〈ξ1,
m−1∏
j=1
e
isj
[
1√
N
dΓ(q0O˜jq0)+φ(q0Ojϕ0)
]
×
(
e
ism
[
1√
N
dΓ(q0O˜mq0)+φ(q0Omϕ0)
]
− eismφ(q0Omϕ0)
) k∏
j=m+1
eisjφ(q0Ojϕ0)ξ1〉
Writing the difference in the parenthesis as an integral, we arrive at
〈U∗N ξ1,eis1O1 . . . eiskOkU∗N ξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉
=
i√
N
k∑
m=1
∫ sm
0
dt 〈ξ1,
m−1∏
j=1
e
isj
[
1√
N
dΓ(q0O˜jq0)+φ(q0Ojϕ0)
]
× ei(sm−t)
[
1√
N
dΓ(q0O˜mq0)+φ(q0Omϕ0)
]
dΓ(q0O˜jq0)e
itφ(q0Omϕ0)
k∏
j=m+1
eisjφ(q0Ojϕ0)ξ1〉
Since ‖dΓ(A)ξ‖ ≤ ‖A‖‖N+ξ‖, we conclude that∣∣∣〈U∗Nξ1, eis1O1 . . . eiskOkU∗Nξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉∣∣∣
≤ 1√
N
k∑
m=1
‖q0O˜mq0‖
∫ sm
0
dt
∥∥∥N+eitφ(q0Omϕ0) k∏
j=m+1
eisjφ(q0Ojϕ0)ξ1
∥∥∥
With Lemma 3.2, we find∣∣∣〈U∗N ξ1, eis1O1 . . . eiskOkU∗N ξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉∣∣∣
≤ C√
N
k∑
m=1
|sm|‖q0O˜mq0‖
∥∥∥(N+ + 1 + k∑
j=m
s2j‖q0Ojϕ0‖2
)
ξ1
∥∥∥
Using (2.10), (2.12) and (2.14), we conclude that 〈ξ1,N 2+ξ1〉 ≤ C, uniformly in N . Therefore∣∣∣〈U∗Nξ1, eis1O1 . . . eiskOkU∗Nξ1〉 − 〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉∣∣∣
≤ C√
N
k∑
m=1
|sm|‖q0O˜mq0‖
(
1 +
k∑
j=m
s2j‖q0Ojϕ0‖2
)
which implies (3.3).
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Step 2. Action of Tη. Let ξ2 = STτΩ, so that ξ1 = Tηξ2. Then we have∣∣∣〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 − 〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉∣∣∣
≤ C
N
(
k∑
m=1
|sm|‖q0Ojϕ0‖
)1 + k∑
j=1
s2j‖q0Ojϕ0‖2
3/2 (3.4)
where hj(p) = ̂(q0Ojϕ0)(p) cosh(ηp) +
̂(q0Ojϕ0)(p) sinh(ηp), for all j = 1, . . . , k.
To prove (3.4), we use (2.8) to write
T ∗η φ(q0Ojϕ0)Tη
=
∑
p∈Λ∗+
̂(q0Ojϕ0)(p)
[
cosh(ηp)b
∗
p + sinh(ηp)b−p + d
∗
p
]
+ ̂(q0Ojϕ0)(p)
[
cosh(ηp)bp + sinh(ηp)b
∗
−p + dp
]
= φ(hj) +Dj
(3.5)
where
Dj =
∑
p∈Λ∗+
̂(q0Ojϕ0)(p)d
∗
p +
̂(q0Ojϕ0)(p)dp
We have
〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 = 〈ξ2, T ∗η eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)Tηξ2〉
= 〈ξ2, eis1[φ(h1)+D1] . . . eisk[φ(hk)+Dk ]ξ2〉
and
〈ξ1,eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 − 〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉
=
k∑
m=1
〈ξ2,
m−1∏
j=1
eisj [φ(hj)+Dj ]
(
eism[φ(hm)+Dm] − eismφ(hm)
) k∏
j=m+1
eisjφ(hj)ξ2〉
= i
k∑
m=1
∫ sm
0
dt 〈ξ2,
m−1∏
j=1
eisj [φ(hj)+Dj ]ei(sm−t)[φ(hm)+Dm]Dme
itφ(hm)
k∏
j=m+1
eisjφ(hj)ξ2〉
It follows that∣∣∣〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 − 〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉∣∣∣
≤
k∑
m=1
∑
p∈Λ∗+
| ̂q0Omϕ0(p)|
∫ sm
0
dt
[∥∥∥dpeitφ(hm) k∏
j=m+1
eisjφ(hj)ξ2
∥∥∥
+
∥∥∥dpe−i(sm−t)[φ(hm)+Dm] m−1∏
j=1
e−isj [φ(hj)+Dj ]ξ2
∥∥∥]
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With (2.9), we obtain∣∣∣〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 − 〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉∣∣∣
≤ C
N
k∑
m=1
‖q0Omϕ0‖
∫ sm
0
dt
[∥∥∥(N+ + 1)3/2eitφ(hm) k∏
j=m+1
eisjφ(hj)ξ2
∥∥∥
+
∥∥∥(N+ + 1)3/2e−i(sm−t)[φ(hm)+Dm]m−1∏
j=1
e−isj [φ(hj)+Dj ]ξ2
∥∥∥]
Noticing that ‖hj‖ ≤ C‖q0Ojϕ0‖ for all j = 1, . . . , k, and that
∥∥∥(N+ + 1)3/2e−i(sm−t)[φ(hm)+Dm] m−1∏
j=1
e−isj [φ(hj)+Dj ]ξ2
∥∥∥
=
∥∥∥(N+ + 1)3/2T ∗η e−i(sm−t)φ(q0Omϕ0) m−1∏
j=1
e−isjφ(q0Ojϕ0)TηSTτΩ
∥∥∥
and using (2.10), (2.12), (2.14) and Lemma 3.2, we obtain∣∣∣〈ξ1, eis1φ(q0O1ϕ0) . . . eiskφ(q0Okϕ0)ξ1〉 − 〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉∣∣∣
≤ C
N
k∑
m=1
‖q0Omϕ0‖|sm|
1 + k∑
j=1
s2j‖q0Ojϕ0‖2
3/2
concluding the proof of (3.4).
Step 3. Action of S. Let ξ3 = TτΩ, so that ξ2 = Sξ3. Then∣∣∣〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉 − 〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉∣∣∣
≤ C√
N
k∑
m=1
‖q0Omϕ0‖|sm|
1 + k∑
j=1
|sj|2‖q0Ojϕ0‖2
 (3.6)
To show (3.6), we expand the action of S = e−A, with A defined as in (2.11). We obtain
S∗φ(hj)S = φ(hj) +
∫ 1
0
eκA[A,φ(hj)]e
−κAdκ =: φ(hj) + Ej
We have
〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉 = 〈ξ3, eis1[φ(h1)+E1] . . . eisk[φ(hk)+Ek]ξ3〉
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and therefore
〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉 − 〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉
=
k∑
m=1
〈ξ3,
m−1∏
j=1
eisj [φ(hj)+Ej ]
(
eism[φ(hm)+Em] − eismφ(hm)
) k∏
j=m+1
eisjφ(hj)ξ3〉
= i
k∑
m=1
∫ sm
0
dt 〈ξ3,
m−1∏
j=1
eisj [φ(hj)+Ej ]ei(sm−t)[φ(hm)+Em]Eme
itφ(hm)
k∏
j=m+1
eisjφ(hj)ξ3〉
= i
k∑
m=1
∫ sm
0
dt
∫ 1
0
dκ 〈ξ3,
m−1∏
j=1
eisj [φ(hj)+Ej ]ei(sm−t)[φ(hm)+Em]eκA[A,φ(hm)]e
−κA
× eitφ(hm)
k∏
j=m+1
eisjφ(hj)ξ3〉
With [A,φ(hm)] = [A, b(hm)] + [A, b
∗(hm)] and with Lemma 3.1, we find∣∣∣〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉 − 〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉∣∣∣
≤ C√
N
k∑
m=1
‖hm‖
∫ sm
0
dt
∫ 1
0
dκ
∥∥∥(N+ + 1)1/2e−κAeitφ(hm) k∏
j=m+1
eisjφ(hj)ξ3
∥∥∥
×
∥∥∥(N+ + 1)1/2e−κAe−i(sm−t)[φ(hm)+Em] m−1∏
j=1
e−isj [φ(hj)+Ej ]ξ3
∥∥∥
Noticing that∥∥∥(N+ + 1)1/2e−κAe−i(sm−t)[φ(hm)+Em] m−1∏
j=1
e−isj [φ(hj)+Ej ]ξ3
∥∥∥
=
∥∥∥(N+ + 1)1/2e−κAS∗e−i(sm−t)φ(hm)m−1∏
j=1
e−isjφ(hj)STτΩ
∥∥∥
and using (2.12), Lemma 3.2 and ‖hj‖ ≤ C‖q0Ojϕ0‖ for all j = 1, . . . , k, we arrive at∣∣∣〈ξ2, eis1φ(h1) . . . eiskφ(hk)ξ2〉 − 〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉∣∣∣
≤ C√
N
k∑
m=1
‖q0Omϕ0‖|sm|
1 + k∑
j=1
|sj |2‖q0Ojϕ0‖2

Step 4. Action of Tτ . Recall that ξ3 = TτΩ. We have∣∣∣〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉 − 〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉∣∣∣
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + k∑
j=1
s2j‖q0Ojϕ0‖2
3/2 (3.7)
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where νj(p) = ̂(q0Ojϕ0)(p) cosh(µp) +
̂(q0Ojϕ0)(p) sinh(µp) for j = 1, . . . , k, and
µp =
1
4
log
(
p2
p2 + 16πa0
)
. (3.8)
From (2.8), with η replaced by τ , we find, similarly to (3.5),
T ∗τ φ(hj)Tτ = φ(ν˜j) +Dj
where
Dj =
∑
p∈Λ∗+
hj(p)d
∗
p + hj(p)dp
and
ν˜j(p) = hj(p) cosh(τp) + hj(−p) sinh(τp)
=
[
( ̂q0Ojϕ0)(p) cosh(ηp) + (
̂q0Ojϕ0)(p) sinh(ηp)
]
cosh(τp)
+
[
( ̂q0Ojϕ0)(p) cosh(ηp) + ( ̂q0Ojϕ0)(p) sinh(ηp)
]
sinh(τp)
= ( ̂q0Ojϕ0)(p) cosh(ηp + τp) + (
̂q0Ojϕ0)(p) sinh(ηp + τp)
With (2.13), an explicit computation shows that
ηp + τp =
1
4
log
(
p2
p2 + 2 V̂ fℓ(p/N)
)
In particular, this implies that there exists a constant C > 0 with |ηp + τp| ≤ C for all p ∈ Λ∗+. Thus
‖ν˜j‖ ≤ C‖q0Ojϕ0‖ for all j = 1, . . . , k. Proceeding as in Step 2, we therefore obtain∣∣∣〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉 − 〈Ω, eis1φ(ν˜1) . . . eiskφ(ν˜k)Ω〉∣∣∣
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + k∑
j=1
s2j‖q0Ojϕ0‖2
3/2 (3.9)
Next, we observe that
|V̂ fℓ(p/N)− 8πa0| ≤
∣∣∣∣∫ V (x)fℓ(x)(eip·x/N − 1)dx∣∣∣∣ + ∣∣∣∣∫ V (x)fℓ(x)dx− 8πa0∣∣∣∣ ≤ C(|p|+ 1)N
Thus, with µp as defined in (3.8), we conclude that
|ηp + τp − µp| = 1
4
∣∣∣∣∣log
(
p2 + 2 V̂ fℓ(p/N)
p2 + 16πa0
)∣∣∣∣∣
=
1
4
∣∣∣∣∣log
(
1 +
2V̂ fℓ(p/N)− 16πa0
p2 + 16πa0
)∣∣∣∣∣
≤ C
p2 + 16πa0
|V̂ fℓ(p/N)− 8πa0| ≤ CN−1
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uniformly in p. Therefore, we obtain that
‖ν˜j − νj‖2
≤ 2
∑
p∈Λ∗+
[| cosh(ηp + τp)− cosh µp|2 + | sinh(ηp + τp)− sinh(µp)|2] |( ̂q0Ojϕ0)(p)|2
= 8
∑
p∈Λ∗+
[
cosh2
(
ηp + τp + µp
2
)
+ sinh2
(
ηp + τp + µp
2
)]
sinh2
(
ηp + τp − µp
2
)
|( ̂q0Ojϕ0)(p)|2
≤ C
N2
‖q0Ojϕ0‖2
Hence, we can compare
〈Ω, eis1φ(ν˜1) . . . eiskφ(ν˜k)Ω〉 − 〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉
=
k∑
m=1
〈Ω,
m−1∏
j=1
eisjφ(ν˜j)
(
eismφ(ν˜m) − eismφ(νm)
) k∏
j=m+1
eisjφ(νj)Ω〉
= i
k∑
m=1
∫ sm
0
dt 〈Ω,
m−1∏
j=1
eisjφ(ν˜j)ei(sm−t)φ(ν˜m)φ(ν˜m − νm)eitφ(νm)
k∏
j=m+1
eisjφ(νj)Ω〉
and we can estimate, with Lemma 3.2 and since ‖νj‖ ≤ C‖q0Ojϕ0‖ for all j = 1, . . . , k,∣∣∣〈Ω, eis1φ(ν˜1) . . . eiskφ(ν˜k)Ω〉 − 〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉∣∣∣
≤
k∑
m=1
‖ν˜m − νm‖
∫ sm
0
dt
∥∥∥(N+ + 1)1/2eitφ(νm) k∏
j=m+1
eisjφ(νj)Ω
∥∥∥
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + k∑
j=m
s2j‖q0Ojϕ0‖2
1/2
Combining the last equation with (3.9), we conclude that∣∣∣〈ξ3, eis1φ(h1) . . . eiskφ(hk)ξ3〉 − 〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉∣∣∣
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + k∑
j=1
s2j‖q0Ojϕ0‖2
3/2
as claimed.
Step 5. Replacing modified with standard creation and annihilation operators. We embed the
truncated Fock space F≤N+ into the full Fock space F+ =
⊕
n≥0 L
2
⊥ϕ0
(Λ)⊗sn constructed on the
orthogonal complement of ϕ0. On F+, we consider the field operators φa(h) = a∗(h) + a(h) =∑
p∈Λ∗+
(h(p)a∗p + h(p)ap). Then, we have∣∣∣〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉 − 〈Ω, eis1φa(ν1) . . . eiskφa(νk)Ω〉∣∣∣
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + m∑
j=1
s2j‖q0Ojϕ0‖2
3/2 (3.10)
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Recalling that φ(h) = b(h) + b∗(h) =
√
1−N+/N a(h) + a∗(h)
√
1−N+/N , we compute
〈Ω,eis1φ(ν1) . . . eiskφ(νk)Ω〉 − 〈Ω, eis1φa(ν1) . . . eiskφa(νk)Ω〉
=
k∑
m=1
〈Ω,
m−1∏
j=1
eisjφ(νj)
(
eismφ(νm) − eismφa(νm)
) k∏
j=m+1
eisjφa(νj)Ω〉
= i
k∑
m=1
∫ sm
0
dt
〈
Ω,
m−1∏
j=1
eisjφ(νj)ei(sm−t)φ(νm)
×
[(√
1−N+/N − 1
)
a(νm) + a
∗(νm)
(√
1−N+/N − 1
)]
eitφa(νm)
k∏
j=m+1
eisjφa(νj)Ω
〉
With Lemma 3.2 (and using that ‖νj‖ ≤ C‖q0Ojϕ0‖), we conclude that∣∣∣〈Ω, eis1φ(ν1) . . . eiskφ(νk)Ω〉 − 〈Ω, eis1φa(ν1) . . . eiskφa(νk)Ω〉∣∣∣
≤ C
N
k∑
m=1
‖νm‖
∫ sm
0
dt
∥∥∥(N+ + 1)3/2e−i(sm−t)φ(νm) m−1∏
j=1
e−isjφ(νj)Ω
∥∥∥
≤ C
N
k∑
m=1
|sm|‖q0Omϕ0‖
1 + m∑
j=1
s2j‖q0Ojϕ0‖2
3/2
Step 6. We have
〈Ω, eis1φa(ν1) . . . eiskφa(νk)Ω〉 = e− 12
∑k
ℓ,j=1 sℓsjΣℓ,j (3.11)
with the k × k matrix
Σℓ,j =
{ 〈νℓ, νj〉, if ℓ ≤ j
〈νj , νℓ〉, if j < ℓ
From the Weyl relation
eiφa(f)eiφa(g) = eiφa(f+g)e−iIm〈f,g〉
for all f, g ∈ L2(Λ), we obtain, setting ν =∑kj=1 sjνj ,
k∏
j=1
eisjφa(νj) = eiφa(ν)
k∏
ℓ<j
e−isℓsjIm〈νℓ,νj〉 = e−‖ν‖
2/2
k∏
ℓ<j
e−isℓsjIm〈νℓ,νj〉eia
∗(ν)eia(ν).
Thus
〈Ω, eis1φa(ν1) . . . eiskφa(νk)Ω〉 = e−‖ν‖2/2
k∏
ℓ<j
e−isℓsjIm〈νℓ,νj〉 = e−
1
2
∑k
ℓ,j=1 sℓsjΣℓ,j
as claimed.
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Combining now the results of (3.3), (3.4), (3.6), (3.7), (3.10) and (3.11), and inserting in (3.2), we
conclude that∣∣∣∣EψN [g1(O1) . . . gk(Ok)]− ∫ ds1 . . . dsk ĝ1(s1) . . . ĝk(sk) e− 12 ∑kℓ,j=1 sℓsjΣℓ,j ∣∣∣∣
≤ C
N1/4
k∏
j=1
∫
ds |ĝj(s)|(1 + |s|4‖Oj‖4)
for a constant C > 0 depending on k. Taking the Fourier transform, we conclude (under the assumption
that the matrix Σ is invertible) that∣∣∣∣∣EψN [g1(O1) . . . gk(Ok)]−
∫
dλ1 . . . dλk g1(λ1) . . . gk(λk)
e−
1
2
∑k
ℓ,j=1 Σ
−1
ℓ,j
λℓλj√
(2π)k detΣ
∣∣∣∣∣
≤ C
N1/4
k∏
j=1
∫
ds |ĝj(s)|(1 + |s|4‖Oj‖4)
which concludes the proof of Theorem 1.1
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A Excited States
Theorem 1.1 and Corollary 1.2 describe the probability distribution associated with the ground state
wave function ψN . From the analysis of [2], we also obtain norm-approximations for eigenvectors
associated to low-energy excited states of the Hamilton operator (1.1). It follows from [2, Section 6]
that the eigenvector ψ
(p)
N describing a single excitation of the ground state, with momentum p ∈ Λ∗+
can be approximated (assuming non-degeneracy) by
‖ψ(p)N − eiωU∗NTηSTτa∗pΩ‖ ≤ CN−1/4 (A.1)
for an appropriate phase ω ∈ R. Using (A.1), we can study the probability distribution associated with
ψ
(p)
N as well. For k ∈ N, bounded one-particle observables O1, . . . , Ok, functions g1, . . . , gk ∈ L1(R)
with Fourier transform ĝ1, . . . , ĝk ∈ L1(R, (1 + |s|4)ds), we obtain, repeating the analysis of Section 3,∣∣∣∣∣∣Eψ(p)N [g1(O1) . . . gk(Ok)]−
∫
ds1 . . . dsk ĝ(s1) . . . ĝk(sk) 〈a∗pΩ,
k∏
j=1
eisjφa(νj)a∗pΩ〉
∣∣∣∣∣∣
≤ C
N1/4
k∏
j=1
∫
ds |ĝ(s)|(1 + |s|4‖Oj‖4)
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Setting ν(p) =
∑k
j=1 sjνj, we obtain that
〈a∗pΩ,
k∏
j=1
eisjφa(νj)a∗pΩ〉 =
∏
ℓ<j
e−isℓsjIm 〈νℓ,νj〉〈a∗pΩ, eiφa(ν)a∗pΩ〉
= e−‖ν‖
2/2
∏
ℓ<j
e−isℓsjIm〈νℓ,νj〉〈a∗pΩ, eia
∗(ν)eia(ν)a∗pΩ〉
= e−
1
2
∑k
ℓ,j=1 Σℓ,jsℓsj〈(a∗p + iν(p))Ω, (a∗p − iν(p))Ω〉
= e−
1
2
∑k
ℓ,j=1 Σℓ,jsℓsj(1 + |ν(p)|2) = e− 12
∑k
ℓ,j=1 Σℓ,jsℓsj
(
1 +
∣∣ k∑
j=1
sjνj(p)
∣∣2)
Thus, we find∣∣∣∣∣∣Eψ(p)N [g1(O1) . . . gk(Ok)]−
∫
ds1 . . . dsk ĝ(s1) . . . ĝk(sk) e
− 1
2
∑k
ℓ,j=1 Σℓ,jsℓsj
(
1 +
∣∣ k∑
j=1
sjνj(p)
∣∣2)∣∣∣∣∣∣
≤ C
N1/4
k∏
j=1
∫
ds |ĝ(s)|(1 + |s|4‖Oj‖4)
Analogously, through more complicated combinatorics, we could also describe the probability distri-
bution associated with states having multiple excitations.
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