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Abstract—Data Grid is an infrastructure that manages huge 
amount of data files, and provides intensive computational 
resources across geographically distributed collaboration. 
Increasing the performance of such system can be achieved by 
improving the overall resource usage, which includes network 
and storage resources. Improving network resource usage is 
achieved by good utilization of network bandwidth that is 
considered as an important factor affecting job execution time. 
Meanwhile, improving storage resource usage is achieved by 
good utilization of storage space usage. Data replication is one 
of the methods used to improve the performance of data access 
in distributed systems by replicating multiple copies of data files 
in the distributed sites. Having distributed the replicas to 
various locations, they need to be monitored. As a result of 
dynamic changes in the data grid environment, some of the 
replicas need to be relocated. In this paper we proposed a 
maintenance replica placement strategy termed as Unwanted 
Replica Deletion Strategy (URDS) as a part of Replica 
maintenance service. The main purpose of the proposed strategy 
is to find the placement of unwanted replicas to be deleted. 
OptorSim is used to evaluate the performance of the proposed 
strategy. The simulation results show that URDS requires less 
execution time and consumes less network usage and has a best 
utilization of storage space usage compared to existing 
approaches. 
 
Index Terms—Data Grid; Replica Deletion; Storage Usage. 
 
I. INTRODUCTION 
 
A Data Grid [1, 2] is an infrastructure that deals with huge 
amounts of data to enable grid applications to share data files 
in a coordinated manner. Such an approach is seen to provide 
fast, reliable and transparent data access. Nevertheless, Data 
Grid creates a challenging problem in a grid environment 
because the volume of data to be shared is large despite the 
limited storage space and network bandwidth [3, 4]. 
Furthermore, resources involved are heterogeneous as they 
belong to different administrative domains in a distributed 
environment. It is unfeasible for all users to access a single 
instance of data (e.g. a data file) from one single organization 
(e.g. site).  This would lead to the increase of data access 
latency. Furthermore, one single organization may not be able 
to handle such a huge volume of data by itself.   
Motivated by these considerations, a common strategy is 
used in Data Grids as well as in distributed systems, and this 
strategy is known as replication. 
Replication vouches efficient access without large 
bandwidth consumption and access latency [5-11]. The 
replication technique is one of the major factors affecting the 
performance of Data Grids [12]. Creating replicas can reroute 
client requests to certain replica sites and offer higher access 
speeds. Hence, well-defined replication strategies will 
smooth data access, and reduce job execution cost [13].  
Dynamic replication is a long-term optimization technique 
which aims at reducing average job execution time in a Data 
Grid [14]. Data replication has two direct improvements on 
the performance of the Data Grid. One is to speed up data 
access, which leads to a shorter execution time of grid jobs; 
and the other one is to save bandwidth between sites, which 
can avoid network congestion with the sudden frequently 
required data. However, replication is also bounded by two 
factors: the size of storage available at different sites within 
the Data Grid and the bandwidth between these sites [15].  
Furthermore, the files in a Data Grid are mostly large [16, 17]; 
so, replication to every site and hosting unlimited number of 
replicas would be unfeasible. 
Due to the dynamic nature of data grids, the candidate site 
that holds replicas may currently not be the best sites to fetch 
replicas in subsequent periods [18]. Therefore, replica 
maintenance is needed to delete or relocate replicas to 
different sites if the performance metric degrades. Replica 
maintenance service comprises two functions: firstly, moving 
replicas to the appropriate location based on the information 
collected relating to some effect factors [19, 20]. Secondly, 
deleting unwanted replicas that got low demand and not used 
by users [21]. Replicas should be adjusted to the appropriate 
locations that are closer to the computing devices in order to 
adapt the current network environment to reduce time when 
the computing device accesses the data, as well as to maintain 
optimal performance of the network environment. 
On the other hand, the network environment is changeable, 
which makes the same replica sites not always being the best 
choice to download data while reducing transmission time. 
Increasing storage space availability leads to decrease 
number of times the system invokes replacement strategy and 
reduce the processing time and improve the performance of 
other replication strategies. In this work, we propose a 
maintenance replica placement strategy termed as Unwanted 
Replica Deletion Strategy (URDS) as a part of Replica 
maintenance service. The main purpose of the proposed 
strategy is to find the placement of unwanted replicas to be 
deleted.  
Current works [20, 21, 24, 25] interested in most valuable 
files (hot files), i.e. identifying placement of replicas to be 
created. However, the unwanted files are out of the 
considerations, i.e. identifying placement of replicas to be 
deleted. As a result, there will be an insufficient utilizing of 
storage resource space, which in turn will lead to less storage 
availability. According to [22, 23] less storage availability 
would lead to longer job execution time and larger network 
usage because only fewer replicas can be accommodated in 
the Data Grid, and most files will be read remotely. 
Moreover, the proliferations of data lead to think more in 
saving storage space because the storage media acts as an 
extra hardware and thus increase the total system cost. 
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The rest of this paper is structured as follows. Section 2 
provides a brief description on existing work in dynamic 
replication strategies. We include the details of our proposed 
strategy in Section 3 and the performance evaluation is 
presented in Section 4. Finally, we summarize some 
conclusions in Section 5. 
 
II. RELATED WORKS 
 
The popularity of the file or the file value is used in two 
directions: the first direction is to trigger replica 
creation/deletion strategy. The second direction is to trigger 
replica replacement strategy, as the less valuable file is 
replaced by the most valuable file. The difference between 
replica deletion and replica replacement is that replica 
deletion is invoked before the replica replacement strategy 
where the files that have the minimum values are deleted. 
The work in [26] suggested a model that helps to determine 
number of replicas needed to maintain the desired availability 
in P2P communities so that each site within the Data Grid is 
authorized to create replicas for the files. The availability of 
a file depends on the failure rate of peers in the network. A 
function has been developed to calculate the number of 
replicas needed for a certain availability threshold. However 
this model has disadvantages: firstly, the exact number of 
replicas is not determined; rather it depends on the location 
service accuracy which depends on the existing number of 
replicas. The accuracy of the replica location service 
determines the percentage of accessible files, and thus if the 
location service is ineffective, more replicas are created to 
ensure data availability. Secondly, the replica deletion 
mechanism is not considered, thus the storage cost may be 
increased.  
In a different approach, the authors of [20] proposed a 
dynamic maintenance strategy called Dynamic Maintenance 
Service (DMS) to improve the performance of the grid 
environment. DMS decides where to place the replicas based 
on two main parameters: request frequency and free storage 
space. However, the replica deletion mechanism is not 
considered; rather the system does not locate the replica at a 
site unless there is enough space even if it brings benefit to 
system performance. 
The authors in [27, 28] proposed a placement algorithm so 
that the workload of user requests among the replicas is 
balanced. The workload is defined as number of requests that 
a server satisfies. Given the data usage and maximum 
workload allowed for each replica server, they suggested 
algorithm can efficiently determine the minimum number of 
replicas required. On the other hand, the authors in [26] 
suggested an algorithm that provides a function that evaluates 
the placement of replica. The objective of this function is to 
maximize the difference between the replication benefits and 
replication cost (storage cost and transfer time). The benefit 
is the reduction in transfer time to the potential users, the 
storage cost is the storage cost at the remote site, and the 
transfer time is the duration from the current location to the 
new location. Yet again, the replica deletion mechanism was 
still not considered, thus the storage space cost may be 
increased. 
 
III. UNWANTED REPLICA PLACEMENT STRATEGY 
 
In our previous work [29], we proposed a replica creation 
model that evaluates the files based on the exponential and 
dependency level of files in grid system. Each file in the 
system is evaluated and given a File Value (FV). The main 
goal of our previous works [29] was to decide on which 
replica to be created (wanted files) or deleted (unwanted files) 
and how many copies. Details on such approach can be seen 
in [29]. In this work, we are pursuing to identify sites that best 
to delete the replicas from. Thus we assume that the unwanted 
files already determined and we use their values in this work. 
The Unwanted Replica Deletion Strategy (URDS) finds 
location sites to delete the less valuable replica or the 
redundant replicas, such that the total Read Cost (RC) is 
minimized, which is defined as [30] the cost of transferring 
data file from the underlying site to the remote sites. The best 
locations to delete the replica from are the sites that host the 
redundant replicas. In this context the redundant replica is the 
one that cost the maximum read cost. Hence, choosing the 
best location sites depends on four parameters: 1) File 
Transfer Time, 2) Read cost, 3) Sites’ Workload and 4) 
Replication Sites. 
i. File Transfer Time (FTT): FTT is the data transmission 
time, and depends on the size of the file and the current 
network bandwidth of the link between the underlying 
two sites. FTT is computed as following Equation 
[11]: 
 
𝐹𝑇𝑇 =
𝐹𝑖𝑙𝑒 𝑆𝑖𝑧𝑒
𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ ℎ
 (1) 
         
ii. Read Cost (RC): RC is the cost of transferring data file 
from the underlying site to the remote sites [30], and 
can be computed as: 
 
𝑅𝐶 =
∑ 𝐹𝑉𝑠𝑖 ∗ 𝐹𝑇𝑇
𝑛
1
𝑚
 (2) 
 
where: 
𝑛: The total number of the sites in the grid. 
𝑚: Number of sites that request the replica from the 
underlying site. 
𝐹𝑉𝑠𝑖: The file value with respect to the specific site, 
which could be computed as: 
 
𝐹𝑉𝑠𝑖 =
𝑁𝑂𝑅𝑠𝑖
𝐹𝑖𝑙𝑒 𝑉𝑎𝑙𝑢𝑒
 (3) 
 
where: 
𝑁𝑂𝑅𝑠𝑖: Number of request for a file from a specific 
site. 
The proposed strategy, namely URDS, combines the five 
parameters together in order to make the decision on the 
placement of redundant replicas, according to the following 
steps shown in Figure 1: 
 
 
 
Figure 1: Pseudo code of URDS 
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In order to understand the mechanism, consider the 
following example: suppose that we have eight sites and the 
bandwidth of the links between sites is shown in Figure 2. 
Suppose that new replicas of File1, File2, and File3 with size 
= 1000 MB, 400 MB, and 700 MB respectively need to be 
created by the system. File1 requires one replica, File2 two 
replicas, and File3 one replica. After computing the FTT of 
each file by applying equation 3, the graph become as shown 
in Figure 3, Figure 4, and Figure 5.  
 
 
 
Figure 2: A grid network consists of eight sites and their links that represent 
the network bandwidth 
 
Number of access from each site to the file is shown 
between the brackets. Suppose that site5 stores one replica of 
File1, site6 stores one replica of File2, and site1 stores one 
replica of File3. 
 
 
 
Figure 3: A grid network consists of eight sites and their links that represent 
the transfer time of File1 
 
 
 
Figure 4: A grid network consists of eight sites and their links that represent 
the transfer time of File2 
 
 
 
 
Figure 5: A grid network consists of eight sites and their links that represent 
the transfer time of File3 
 
The RC for the sites that hosting File1 are computed by 
applying equation 2, as shown below:  
RC for site2(File1) = 
9×5 + 12×19.9
2
 =  136.7 
RC for site1(File1) = 
79×14.9 + 7×19.9
2
 =  141.41 
RC for site3(File1) = 
7×5 + 12×19.9
2
 =  106.9 
The RC for the hosting sites for File2 are computed by 
applying equation 2, as shown below:  
RC for site2(File2) = 
9×2 + 5×7 +7×9.2
3
 =  31.8 
RC for site1(File2) = 
10×2 + 5×5 +7.2×7
3
 =  39.1 
RC for site3(File2) = 
9×5 + 10×7 +12.2×7
3
 =  63.4 
RC for site4(File2) = 
10×9.2 + 9×12.2 +9×7.2 
3
=  72.6 3 
The RC for the candidate sites for File3 are computed by 
applying equation 2, as shown below: 
RC for site5(File3) = 
9×11.2 + 11×8.33 +(8×12.5) 
3
=  97.4 
    RC for site6(File3) = 
5×8.33 + 8×20.83 
2
=  104.1 2 
    RC for site7(File3) = 
5×12.5 + 11×20.83 
3
=  145.8 
    Thus, the RC for each site that hosting the redundant 
replica can be tabulated, as shown in Table 1. The intersection 
of the Sites in the rows and the Files in the column is the RC 
for the site of a certain file. 
 
Table 1 
RC of three unwanted files for eight sites 
 
 File1 File2 File3 
Site0    
Site1 136.7 31.8  
Site2 141.41 39.1  
Site3 106.9 63.4  
Site4  72.6  
Site5   97.4 
Site6   104.1 
Site7   145.8 
 
According to the information in Table 1, the implemented 
mechanism will decide to place File1 in Site3, as it has the 
minimum RC, two copies of File2 in Site1 and Site2, and one 
copy of File3 in Site5. 
 
IV. PERFORMANCE EVALUATION 
 
A Java-based data grid simulator called OptorSim was 
developed by the European Data Grid Project (EDG project) 
[31]. OptorSim provides a framework to simulate real-world 
data grids by considering an array of parameters and 
scenarios found in reality conclusion. 
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A. Simulation Setup 
The study of RPS was carried out using the model of LALW 
DataGrid32 sites and their associated network geometry 
shown in Figure 6. It comprises of 12 grid sites, each site has 
a storage capacity of 50 GB, while Site8 has 100 GB to hold 
all the original files. This configuration has four clusters and 
each one has three sites. One site has the most capacity in order 
to hold all the master files at the beginning of the simulation. 
The others have a uniform size of 50GB. The network 
bandwidth is set as 100 Mbit/sec, while the connection 
bandwidth is 100 Mbps. We ran the simulation with 500 jobs. 
 
 
Figure 6: LALW Test bed Sites and their associated network geometry 
 
A job is submitted to Resource Broker every 25 second. 
Resource Broker then submits to Computing Element 
according to an QAC scheduling algorithm. There are 6 job 
types, and each job type requires specific files for execution. 
The order of files accessed in a job is sequential and is set in 
the job configuration file as an input to the simulation. The 
number of files in our simulation is 150, and a file size is 1 
GB. 
 
B. Evaluation Metrics 
The performance metrics we chose to evaluate the proposed 
system are: Mean Job Execution Time (MJET), Efficient 
Network Usage (ENU), and Average Storage Usage (ASU). 
MJET is the average time a job takes to execute; from the 
moment it is scheduled to Computing Element to the moment 
when it has finished processing all the required files. ENU is 
defined as a measure of how well the replication strategy uses 
the network [3, 4], A lower value indicates that the utilization 
of network bandwidth is more efficient. ASU is the percentage 
of capacity reserved by files according to the total capacity for 
the underlying storage. 
 
V. RESULTS AND DISCUSSION 
 
The proposed model (URDS) is compared against LALW 
algorithm [32] and other existing algorithms that are employed 
in OptorSim (LFU, LRU, and Economy algorithm) [33, 34] 
that have been mentioned in details in Section 2 of this paper. 
The results of our simulation are shown in Table 2 
 
Table 2  
Simulation results of URDS and other existing mechanisms 
 
# 
Jobs 
Metrics LRU LFU Economy LALW URDS 
500 
MJET 4358 4154 4814 4013 3448 
ENU 47.13 47.41 36.72 33.11 31.95 
ASU 34.52 36.63 36.78 31.91 29.52 
 
A better algorithm is the algorithm that has less MJET. As 
shown in Figure 7 and Figure 8, URDS performs the best 
among the compared existing algorithms. URDS consumes 
16.05% less MJET compared to LALW,30.02% over 
Economy, 18.89% over LFU, and 23.16% over LRU. This is 
due to the replication decision that has been made by URDS, 
in which decides to replicate a group of valuable files at the 
same time (i.e. in one decision). As a result, replicas of popular 
files are spread in grid and increase the availability. On the 
other hand, LALW that replicates only one popular file at one 
decision. In addition, URDS offers the decision includes the 
deletion of unwanted replicas, which helps in providing a free 
space in the storage element of sites. As a result, the need for 
invoking the replacement strategy will be decreased (save the 
time spent in determining the victim file). Thus, the replication 
process will be hastened, and spread the replicas as fast as 
possible. 
 
 
 
Figure 7: The MJET of URDS and existing Algorithms 
 
 
 
Figure 8: The ENU of URDS and existing Algorithms 
 
 
 
Figure 9: The ASU of URDS and existing Algorithms 
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The effect of replica deletion process on ASU is quite 
pronounced, as shown in Figure 9, URDS uses the least 
amount of storage usage (ASU) by outperforming LALW by 
7.49%.  
 
VI. CONCLUSIONS 
 
This study describes the replica deletion services as a part 
of replication management in Data Grid. In this context, 
replica deletion service includes determining the place of 
redundant replicas to be deleted. The key advantage of the 
proposed strategy is that it introduces a deletion function that 
removes unwanted replicas from the system. Thus, increase 
the storage space availability. Increasing storage space 
availability leads to decrease number of times the system 
invokes replacement strategy and reduce the processing time 
and improve the performance of other replication strategies. 
 As a future work, this work could be further improved and 
extended in several aspects, such that relocating the replicas 
to location sites that provide better services in the context of 
the current situation and network conditions. Furthermore, 
the throughput and system performance could be exposed by 
running simulation in different scenarios. 
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